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ABSTRACT
An algorithm is developed for the numerical solution of the Laplace
equation using the boundary element method when singularities occur on the
boundary. The approach provides a local treatment of boundary
singularities by incorporating the analytical nature of the solution near
the singularity directly into the numerical ~ algorithm. Closed form
analytical solutions were obtained for all of the required integrals. The
modified method is applied to some typical examples and numerical results
are given.
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1. Introduction
Problems involving Laplace or Poisson equations arise in a wide
variety of engineering applications. The Boundary Integral Equation
Method (BIEM) is a popular solution technique that is used to solve these
types of equations. In this method, the governing field equations are
recast into a system of coupled integral equations which apply only on the
boundary of the solution domain. The method uses the known boundary data
to compute the unknown boundary data and then the solution at the interior
points if this is required. Since the calculation is only carried out on
the boundary of the problem, the system of algebraic equations generated
by the BIEM is considerably smaller than that generatedjby an equivalent
finite difference method. This means that the BIEM is an efficient
numerical method for solving the Laplace and Poisson equations.
When problems with boundary singularities are solved using the BIEM
the accuracy of the numerical solution is adversely affected. Studies
have been done to determine ways in which the BIEM can be modified to
preserve the accuracy of the numerical solution. In particular, Symm
(1977) showed how the classical BIEM could be modified globally to remove
the singularity from the boundary conditions. However, symm's global
modification is impractical if there are multiple boundary singularities;
the complexity of the programming required is substantially increased and
limits the general application of the method. Treating the singularities
locally on the boundary can greatly reduce the analytical and programming
difficulties, while still maintaining solution accuracy. Xanthis, Bernal
and Atkinson (1981) developed a method that treats boundary singularities
locally by introducing a special analytical function into the numerical
solution. The accuracy of the method was excellent and the additional
programming effort that was required was minimal. Ingham and Kelmanson
(1984) have also obtained acceptable results with a similar method.
The integrals that arise in the local treatment of singularities are
difficult to solve analytically and are typically solved numerically.
Analytical results for all of the required integrals are presented in this
thesis. These analytical results are then used in a method similar to
that of Ingham and Kelmanson (1984) to solve some typical two dimensional
heat transfer problems which contain boundary singularities. The results
obtained from these problems compare well with results obtained by Ingham
and Kelmanson (1984) and Symm (1977). An advantage of the present method
is that numerical error associated with numerical evaluation of the
1
boundary element coefficients in previous methods is eliminated; in
addition the new method is computationally more efficient.
=~~~,.
The plan of this study is a follows. The basic ideas behind the
boundary integral method are described in Chapter 2. The treatment of
singularities in problems containing sudden boundary condition changes is
discussed in Chapter 3. Chapter 4 presents the analytical results for all
of the required integrals. Chapter 5 presents two model mathematical
problems and the results obtained using the new scheme, as well as those
obtained by previous authors.
"
2
2. The Boundary Integral Method
2.1 The Laplace Equation
The Lap-ia-ce-equatlori-fs usually the mathematical statement of some
conservation principle. For example, in the steady state heat conduction
problem, the material. t~mperature T(x,y) satisfies
(2.1)
which is obtained by applying the principle of conservation of energy to
a differential element of the material. A typical application is
illustrated in Figure 2.1 where two sides of a rectangular region are at
a given temperature, one side is insulated and the bottom is exposed to a
free convective flow. The o~]eCf of this problem is to determine the
temperature distribution in the solid by solving the Laplace equation with
the given boundary conditions. The Laplace equation is written as
0, (2.2)
for two dimensional problems. Boundary conditions for a well-posed
problem must be specified on a closed curve in two dimensions. Generally,
such boundary conditions involve either known values of $ or its normal
derivative a$/an. There are three types of boundary problems that can be
considered.
The first type of problem is known as the Dirichlet problem for a
domain D wherein the value of $ is specified everywhere on the boundary C
in Figure 2.2. One physical interpretation of the solution $(x,y) is that
it is the temperature distribution in a uniform heat-conducting body
occupying a domainD, when the temperature distribution on the boundary C
is fixed.
The second type of problem is known as a Neumann problem for the
domain D when the value of the normal derivative of $ is specified at~all
locations on the boundary C in Figure 2.3. It is common to denote the
outward normal derivative of $ on the boundary as $n = a$/an and call
3
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Figure 2.1 A typical heat transfer problem
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Figure 2.2 Dirichlet problem
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x
it the flux since physically it represents a flow of some quantity across
the boundary. It is also necessary to specify the value of $ for at least
one point on the boundary to rend~r the,,,El9,!.~c~~,C::~,,~E!.~~~.;=,.,,,.v,.,.,,,.,:,;)..:;.?,"},,x,r.I[,ij')"~;;~"iS?:;~j,"1.'"
The third type of problem is known as Robin's problem when a linear
combination of $ and $n is specified on the boundary. It is often
necessary to deal with problems of this type in practical engineering
problems. Problems like these with mixed boundary conditions are of
interest since a singularity can occur at the location where the boundary
conditions change from one type to another. This thesis presents an
efficient method for obtaining a solution for this type of problem.
2.2 Green's Identity and Green's Functions
Consider now any two functions $(x,y,z) and W(x,y,z) having
continuous first derivatives and being defined in a domain D. For any
vector Q the Gauss divergence theorem applied for a volume V yields
(2.3)
where the first integral is carried out over the volume V and the second
integral is carried out over the bounding surface S (c.f. Figure 2.4a); in
addition, n is the outward normal vector to S.
Substituting Q = $V, into equation (2.3) gives
(2.4)
Since
(2.5)
arid
(2.6)
6
vFigure 2.4a Gauss divergence theorem
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Figure 2.4b Area enclosed by contour C
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it follows that equation (2.6) can be written as
f [V<I>'VljI + <l>V2'1j/] dV = f <I> ay ds.- v s on (2.7)
"f4
This is known as Green's First Identity. <I> and' can be interchanged to
yield
(2.8)
subtracting-tfiis equation from (2.7), yields Green's Second Identity
(2.9)
For two dimensional problems, the v6lume integral may be written as
an area (x-y plane) integral and the surface integral may be converted to
a contour integral, according to
(2.10)
where the area A is bounded by the closed curve C in the x-y plane (see
Figure 2. 4b) • The two dimensional Green's Function is defined as a
solution of the differential equation
(2.11)
where O(~,~) is the two-dimensional delta function defined by
and
(2.12)
(Xo,Yo) ~A
(xo,Yo) eA
(2.13)
The delta function has the so called "sifting property",
8
(2.14)
and may be interpreted as a point source of unit strength. Consider the
radially symmetric solution of the differential equation (2.11), which in
polar coordinates (R,a) is,
(2.15)
where
R measures the radial distance from the point (xo,Yo) as indicated in
Figure 2.5.
For a symmetric solution
aG - o.de - ,
and equation (2.15) becomes
(2.16)
Unless R = 0, (Le. x=xo' y=Yo) ,
6 (R) = 0 for R> O.
Thus the general solution is given by
G(R) = AlogR + B, (2.17)
where A and B are constants to be determined. To this end, equation
(2.16) can be integrated over a circle C centered at (xo,Yo) with arbitrary
radius Ro ~ a to obtain
(2.18)
9
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Figure 2.6 Geometry associated with the boundary integral formula
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The left hand side can be simplified by using the two dimensional form of
the divergence theorem to yield
(2.19)
where n is the unit normal vector pointing outward from the curve C, aG/an
is the normal derivative in the direction of nand ds is a differential
element along C. In the present case, we have ds = Rody and
211
J aG - JaG\ ...ac an ds - aR R=~ Ro uu
o
211J;R (A logR + B) IR=~ Rod6 ,
o
211
= J~ RodEl = 21tARoo
Thus
_ 1
A --,21t
(2.20)
and B remains arbitrary. Since we are mainly interested in the singular
part of Green's function, B is set to zero. Therefore,
G(R) = 211t logR (2.21)
which is called the principal Green's function or the fundamental
solution. Very often, Green's functions are constructed to satisfy
specific boundary conditions for certain geometric situations. However,
all Green's functions in two dimensions contain a singular part and a
regular part. The singular part is the fundamental solution while the
regular part is constructed to satisfy certain boundary conditions for
specific geometrical situations. In most applications of the boundary
integral method, only the principal Green's function is needed.
11
2.3 The Boundary Integral Formulation in Two Dimensions
~reen's identities and the principal Green's function can be
employed to obtain the boundary integral formulation in two dimensions.
In equation (2;11), we take 1!J(x,y) to be the principal Green's function G
such that
and
Then it follows that
(2.22)
However, the left side of equation (2.22) becomes
and consequently
(2.23)
where (xo,Yo) is an arbitrary point within the area A. C is the boundary
curve of A and a/an denotes the derivatives in the outward normal
direction to curve C (see Figure 2.6).
Equation (2.23) yields a formula to compute ell at any point (xo,Yo)
in area A in terms of a line integral around the boundary curve C,
provided that both ell and eIln = aell/an are known on C. In general, either ell
or eIln is given on each segment of the boundary curve C, but not both. An
algorithm must be found to determine the unknown boundary data from the
given boundary data. To this end, the principal Green's function in
equation (2.21) is substituted into equation (2.23) which becomes
12
(2.24)
for (xo,Yo) within A. Let the point (xo,Yo) approach the contour C from the
interior and suppose for the moment that the limiting location of (xo,Yo)
is at a "corner" on C, with e measuring the interior angle of the contour
as indicated in Figure 2.7. For a smooth contour, it is easy to se that
ec = x. Let Ce • be the arc of the small circle with radius E and C' be the
remaining portion of C. The integration along C can be divided into two
parts
f = lim [ r . + f) .C E~O Jc ....
First, along Ce , we have
a I - a I 1an logR R=E - "OR logR R=E E'
(2.25)
(2.26)
and ds E de', where e' is the polar angle ranging from a to 2x-ec ' Thus,
Lim..J:....f [<I> aa logR - logR aa<l>] dsE~O 21t c. n R
211-6c
= Lim-f-- f [~ - lOgE ~] Ede/,
E~O 1t 0 E n
= (2.27)
Substituting in equation (2.24) and letting E~O to yield
(2.28)
for (xo,Yo) on C at a corner. In the case of a smooth contour C at (xo,Yo),
we have
(2.29)
for (xo,Yo) on C only. It is worthwhile to note that in equation (2.28)
and (2.29), C is actually the contour c' in the limit
13
Figure 2.7 Indenting the contour near the field point when (x
at a corner of the contour
y
interval points
noda.l points
a x
Figure 2.8 Nodal points and interval points associated with CBEM
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IE~O and, consequently, integrals must be interpreted as Cauchy principal
value integrals.
The main task of the boundary integral method is then to discretize
the integral equation (2.28) to determine the unknown boundary data. Once
the boundary data are fully determined (i.e., all values of ~(x,y) and ~n
are known along C), the values of ~(x,y) in the interior may be evaluated
by equation (2.24)
(2.30)
for (xo,Yo) within A.
2.4 The Classical Boundary Element Method
There is a variety of ways to discretize the boundary contour C. In
the classical boundary element method (CBEM), the contour C is split into
a number of equal segments, the ends of which will be referred to as
interval points as indicated in Figure 2.8; all corners or ends of a
segment of a specific boundary condition are taken at interval points. In
this study, the geometries of interest are such that C consists of
straight lines which meet at right angled corners. Then all of the corner
points coincide with interval points. On the other hand, the nodal points
are defined as the midpoints of each interval as indicated schematically
in Figure 2.8.
On each segment of the contour C, it is assumed that either ~ or ~n
is known. Let Sj denote the jth interval point with coordinates (Xj'Yj)i
the next interval point is Sj.1f with coordinates (xj+l' Yj.d. The values of
~ and ~n at the nodal point of this segment are denoted by ~j and ~j' as
shown in Figure 2.9. The main idea in the CBEM is to assume ~ and ~. are
approximately constant over each interval and equal to their values at the
nodal point. Thus the values of <Pj and <Pj' may be removed from the
integral over each piece of the boundary or
15
Figure 2.9 The jth segment on the boundary
j+l interval point
j th f nterva 1
point
I
ith noda 1 poi nt
Figure 2.10 Geometry and notation for analytical evaluation of
coefficients in CBEM
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~u ~uf <II ;R10gR ds = 4>j f ~logR ds
Sj Sj
Sj<l Sj<lf logR ~ ds = 4>j f logR ds
Sj Sj
(2.31)
(2.32)
It is worthwhile to recall that 4>j' is ~ust a shorthand notation to denote
the outward normal derivative of 4> at the nodal point of the jth interval.
R is the radial distance from some other boundary point to the jth segment
on the boundary.
Recall that equation (2.28) is valid for any boundary point (xo,Yo)
and, in the classical boundary element method, it is chosen to be the ith
nodal point. The discretized form of equation (2.28) is
Now define constants lX ij and Pij by
Sj<l
lXij f logRids,
Sj
Sj<l
Pij f :nlogRidS.
Sj
Then equation (2.33) becomes
fori=1, ... ,n. (2.33)
(2.34)
(2.35)
The coefficients lX ij and Pij may be obtained analytically for contours which
are composed of straight lines and, in this case, it can be shown that
(Jaswon and Symm, 1977)
17
(2.37)
and
where a and b are distances from the ith nodal point to the ends of the
interval as indicated in Figure 2.10; , and p are respectively, interval
angles at the nodal points Pi and interval points Sj; in addition hj is the
mesh length of the jth interval.
For a more concise form of equation (2.36), we set
(2.39)
and
(2.40)
where aij is the Kronecker delta. Then equation (2.36) may be written
or in matrix form
[B]c1i = a,
for i=l, ... ,N, (2.41)
(2.42)
When the element coefficient A ij and Bij have been evaluated, a
rearrangement of equation (2.42) can be made in such a way so that all of .
the unknowns (either the ~i or ~i') are put on the lefthand side and with
the known boundary data on the righthand side. The resulting matrix form
is
ex = a, (2.43)
which represents N linear equations with N unknowns. The solution of the
equation, (2.43) is easily obtained by using standard methods.
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Note that as the mesh is decreased by a factor of two, on each
successive mesh the nodal points in the previous mesh become interval
points in the following mesh. To compare the accuracy of each
calculation, we can compute values of ~ and ~. on the contour at specific
locations with the following equation
(2.44)
where s is any point on the boundary except for a corner point; ~ and ~'
are assumed to have been obtaineqfrom a solution of equation (2.45). The
coefficients «.j and P. j can be evaluated for each point s on the boundary
from equations (2.37) and (2.38). In a similar manner, we can compute the
~ values in the interior points in terms of boundary values ~ and ~',
according to
(2.45)
where p is any interior point.
19
3. Singularities
3.1 Basic Problems and Mathematical Models
In the solution of the Laplace equation, the occurrence of singular
fluxes or irregular behavior in ~ near the boundary is quite common. In
such regions, the variation in ~ may be quite intense and the fluxes may
be quite large and vary sharply. The term irregularity is used to imply
that there is a neighborhood near a particular point where the solution is
varying very rapidly. As a consequence, gradients of the solution will be
large near this point and the normal derivative may be very large or even
undefined. Singularities can be expected to occur at any point where
there is a corner in the boundary contour or at any point where there is
an abrupt change in boundary conditions as shown in Figure 3.1.
Since most numerical methods are based on the assumption that the
solution may be represented locally by a Taylor series expansion,
relatively large numerical errors may be incurred in the vicinity of the
singularities. In problems with corners, the boundary condition may also
be different on each side of the corner. Even if the boundary conditions
are continuous at the corner the geometry itself can lead to potential
trouble in the numerical scheme.
There is a wide variety of possible types of changes in boundary
conditions along the boundary that may be encountered when solving Laplace
equations. This paper will focus on the situation where the boundary
conditions at X=Xo change from a given value ~=~o for x<xo to an insulated
condition for x>xo on a straight line as indicated in figure 3.2. It is
expected that there must be a region near Xo with intense variation in the
solution for~. A polar coordinate system is chosen such that Xo is the
center of the coordinate system as indicated in Figure 3.2 to determine
the nature of this variation. Then, the Laplace equation in polar form is
(3.1)
20
~n = g(x) ~ = f(x)
~=~o Z,S
(a) Corner singularity (b) Abrupt change in boundary conditions.
Figure 3.1 Expected singular points
~ = ~o
.8 = r
Figure 3.2 Local coordinate system near a singular point
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Applying the method of separation of variables gives
4> (r, 6) = R(r) p(6)
and substituting in to equation (3.1) yields
P(6)RI/(r) + .!P(6)R'(r) + ....!-R(r)pl/(6) = o.
r r 2
Accordingly
(3.2)
(3.3)
RI/ R'r 2 _ + r-
R R
(3.4)
where A is the real separation constant. The solutions for R(r) are of
the form
R(r) = Cr"+Dr-", (3.5)
and it is necessary to take 0=0 to get a bounded solution as r-O. Thus,
R(r) = Cr". (3.6)
The solutions for the p(6) are of the form
P(6) = A cosA6 + B sinA6 (3.7)
where A and B are arbitrary constants. The objective is to now find a
functional form of the singularity near r=O. This form must satisfy the
Laplace equation and the boundary conditions. The following
transformation is used to simplify the solution
$ = 4> - 4>0 (3.8)
$ satisfies the Laplace equation and has the following boundary
conditions
$ = 0
~ = 0
for 6 = 1t, r> 0,
for 6 0, r> O.
(3.9)
(3.10)
Equation (3.9) is obvious from the condition 4>=4>0 at 6=1t while equation
(3.10) follows from the fact that ~ = 0 at e = O. Since
22
aq, e a4> _ sine aq,dX = cos CfI -r- de '
~ = sine ~r + cose aq,
oy or -r-de'
on e = 0 and r > 0, it follows that
Thus,
~ = 0 for e = 0, r >0,
and therefore
~ = 0ae .
Now from equation (3.7), we have
(3.11)
(3.12 )
(3.13)
~ = -=AAsinAe + ABcoSAe, (3.14)
and to satisfy (3.10), B = O. Therefore
p(e) = ACOSAe, (3.15)
and to satisfy equation (3.9), P(x) = 0 which results in
ACOSAX = o. (3.16)
It follows that in order to have a nontrivial solution, we must have
1(n + -) x,
2
and consequently
for n = 0, 1,2, ... (3.17)
.t .;... (n + .!) 1
If'(r,e) = L..JCnr 2 cos(n + -)6,
n=O 2
or in terms of 4>
~ (n + .!) 14>(r,6) = 4>0 + L..JCnI 2 cos(n + "2)6,
n=O
The gradient is given by
23
(3.18)
(3.19 )
aj> ~ (n + 1:) _1) 1ae = - .l..J Cz7 2 (n + sin (n + -) 6,
n=O 2 2
(3.20)
which along with equation (3.19), gives a local solution in the vicinity
of the singular point xo•
Since our particular interest is in how $ and $' behave along the
boundary, it is of interest to examine the local solution on each side of
x = XO• On the right side of xo, (6=0). we have from (3.19) and (3.20)
1 3
$ (r, 0) = $0 + cor"2 + C1r"2 + ...
4>0 = 0,
where r=x-xo for x>xo• On the left side of X Of (6=x), we have
(3.21)
(3.22)
4> = 4>0' (3.23)
where
+ ..., (3.24)
r = (xo - x) for xo>x.
It is worthwhile to note that equations (3.2+) and (3.24) show the
functional form of the solution near the singularity. However, the
coefficients en are unknown constants which are not easily evaluated and
depend on the rest of the boundary conditions in the problem. These
coefficients must be determined to solve the boundary integral equation
problem.
24
3.2 Previous Studies
Many efforts have been made to deal with singularities on the
boundary. One of the first and most effective methods is due to Symm
(1973). The basis of Symm's method is to deal with a global perturbation
function consisting of the actual function minus the singular parts. This
global transformation will produce a function which is "almost" regular
near the singularity. In this manner, good accuracy can be achieved near
the irregularity.
To illustrate Symm' s method, consider the model problem example
shown in Figure 3.3. We wish to solve the Laplace equation with given
boundary condition's. It is obvious that there is an abrupt change in
boundary conditions at point 0, and a singularity is anticipated there.
We first examine the numerical results of the boundary integral method
obta~ned by ignoring the singularity. Applying the classical boundary
integral method, we start with the very coarse mesh consisting of n= 6
intervals and all the corners being interval points as shown in Figure
3.4. We may then successively refine the mesh with n = 12, 24, 48, and
96. Some results obtained by Symm (1973) are shown in Figure 3.5. To
generate the results in Figure 3.5, first the solution on the boundary was
generated for three different mesh sizes (n = 24, 48, and 96). Next,
equations (2.44) and (2.45) were used with the solutions on the boundary
to generate solutions at new boundary and interior locations. The results
presented in Figure 3.5 are for the new locations. The same locations are
used for each mesh size in order to provide an equal basis for comparing
solutions. Note that there is a very slow convergence on successive
meshes, particularly near.the singularity at point O. The values near 0
have changed by almost 3% from n = 48 to n = 96.
Symm's treatment of the singularity will now be considered.
Beginning with isolating the algebraic form of the singularity given in
equation (3.19), we have the following expansion near 0
.. (n + .!) .
4>(I,6) = 4>0 + LCnI 2 cos(n + ~)6
n=O
+ ... ,
(3.25)
where the constants Cn (n=O, 1,2, .•• ) are unknowns. Next, introduce a
global perturbation function which is the actual function 4> minus the
25
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A
Figure 3.3 Model problem to illustrate Symm's Method
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Figure 3.4 Coarse mesh for the model problem
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522 524 528 535 546 570 623 686 746 801 853 903 952
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Figure 3.5 Results obtaioed by Syrnm (1973) usiog the classical method
for the model problem of Figure 3.3
0=24
0=48
0=96
A
first two terms of the local irregularity, according to
It is worthwhile to note that the dominant irregularities in the
solution near 0 have subtracted out while the other higher order terms
have been omitted. Thus, III is actually "almost regular" near O.
The next aspect of Symrn' s method is that it is necessary to
construct the boundary conditions for III around the entire contour. This
task is easily accomplished for one singularity, but it can be very
tedious for two or more singularities. In the present problem, we have
(1) on OA: if)' = 0, (3.27)
(3.28)
3 (3) on Be: if) (3.29)
(5 ) on DO: if) = 500,
(3.30)
(3.31)
Since III satisfies the Laplace equation, it also satisfies the
discretized boundary integral formula (2.36). By substituting the known
boundary conditions for Ill, we readily obtain
(3.32)
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where
~ A t ( 6 ) 1 ~ -4· (6)
- £.oJ t'1j I cos -2 + - £.oJ (/,1j I Sln-2AB 2 BC (3.33)
~ A i ( 36) 3 ~ 4· (6)
- £.oJ t'1j I cos -2 - - £.oJ (/, 1j I Sln-2AB 2 BC (3.34)
for i = 1,2, •.• , n. Since Co and C1 are also unknowns, equation (3.32) now
consists of N equations in N + 2 unknowns. Two additional equations must
be found to solve the system of equations. In Symm's method, the two
additional equations are given by
~l = 500 (3.35)
(3.36)
where the subscripts are numbered in a counter-clockwise direction as
shown in Figure 3.6.
At this stage it is possible to carry out the numerical calculations
the global perturbation function ~, and then the actual
Some results obtained by Symm (1973), which are believed to
to five decimal places, are shown in Figure 3.7. Figure 3.7
to solve for
function <1>.
be accurate
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interval points
57 7 7
n S, 52
I \ \
0 0 e
n 1 2
/ °L /
nodal points
Figure 3.6 Numbering scheme near singularity
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591.19 597.75 608.83 624.66 645.47 671.35 702.13 737.36 776.30 818.12 862.03 907.33 953.47
591.34 608.89 645.49 702.14 776.29 862.02 953.46
584.69 590.97 601.68 617.17 637.85 663.97 695.46 731.77 771.97 815.00 859.94 906.06 952.88
574.01 579.78 589.75 604.49 624.73 651.14 683.90 722.29 764.84 810.02 856.68 904.13 951.98
574.10 589.80 624.76 6ll3.91 764.84 856.68 951.98
559.49 564.41 573.09 586.31 605.36 631.79 666.56 708.64 755.17 803.63 852.68 901.83 950.94
541.70 545.36 551.94 562.39 578.54 603.68 641.55 690.63 743.81 796.78 848.65 899.59 949.93
541.76 551.97 578.56 641.56 743.81 848.64 949.93
521.49 543.27 527.07 533.02 543.01 561.95 603.76 669.54 733.22 791.16 845.55 897.93 949.21
500.02 499.99 499.98 500.01 500.00 500.00 500.00 656.48 728.48 788.91 844.38 897.32 948.95
W
f-'
o 500.00 500.00 500.00 o 500.00 728.47 844.37 948.93 A
Symm (1973) for n =96
from Whitman and Papemichael (1971)
Figure 3.7 Solution obtained by Symm (1973) which accounts for singularity at 0
Table 3.1
singularity Constants for the
Problem in Figure 3.3
n Co C,
6 157.05 3.59
12 152.13 4.61
24 151.75 4.68
48 151.65 4.69
96 151.63 4.71
C_------------------...,B
~ =0
D
p
L
D
~I =0
~ = 1
o
~I =0
~' =0
A
Figure 3.8 Example problem with boundary singularity
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shows a comparison between Symm's results and those obtained from a highly
accurate and independent calculation based on a conformal mapping method
developed by Whiteman and Papamichael (1971). It is worthwhile to note
that now there is a dramatic increase in the accuracy of the solution near
the singularity. Also the constants Co and C1 are given in Table 3.1 where
.• -. - ~ ;: ;"-,~~::::-".:o.:'''I~_'';:-_~';~·~·-;:5=· :.:~.'-':'~:::.:Cl'_._. _~:~:;;::.. ,.~" ....w~.-n~": ,.."".;:.~··~i -'."-' ".".-:.'_'_~:,; _... ---" _ '.:1) ,.. •. ' ""'. .~,""::~. _ .; '.- . .) .-
it may be noted that rapid convergence takes place with increasing n.
Symm (1973) also solved another problem using the same technique
which has a weaker singularity near 0 and is shown in Figure 3.8. The
constants associated with the singularity are presented in Table 3.2.
Symm's method is very effective in producing accurate results for
problems with strong singularities. However, this approach can become
tedious to program for problems with multiple singularities because of the
global transformation required for each singular point.
Another approach has been presented by Xanthis, Bernal and Atkinson
(1981) where the singularity is locally treated near the point in question
without introducing a global transformation. The local approach is a more
convenient method when there is more than one singularity. -
To illustrate this local approach, we again consider the example
shown in Figure 3.3. The solution near the singularity 0 is of the form
+ ..., (3.37)
+ ...,
J
(3.38)
where Co and C1 are unknowns. For e =-0, we have
For e = x, we have
cPn = 500,
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(3.40)
(3.41)
(3.42)
A two term expansion is used since the higher order terms are small
as r ....O. The main idea of the local treatment is to use the above
expansion about the singularity to represent 4>1 and 4>n' over the intervals
on either side of the singular point 0 as shown in Figure 3.6. The
unknowns on the two intervals on either side of 0 now are Co and C1 instead
of 4>1 and 4>n'.
Next, substituting them into the boundary integral equation formula (2.29)
yields
-
B.
1 3 a
1t4>i = 1[500 + CO I 2 + C1 I 2 ] (an1ogR)ds
B1
n Bj+l n-l Bjo1
+ ~ 4>j [ a~ logRds - ~ 4>~ [logRdS
j j
61
-1[- ~ Co I -1 + ; C1 I 1]logRds
Bn
fOI i = 1,2, ... , n .
(3.43)
The integrals over the intervals surrounding the singular point 0 can be
written in the form
7)
,
(3.44)
where
B.
Eil = lIt :n logRds,
B1
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(3.45)
(3.46)
and
81![- ~COr-% + jc1r%] logRds = - ~C01110 + jCl 1111'
8 N
where
81
1110 = ! r-% logR ds,
8 N
8 1
1111 = ! r% logRds.
8N
Now, equation (3.43) may be written as
n
1tc!>1 = ~ c!>j P1j + 500P11 + CO €10 + C1 €11
n-l I 1 3
- >: c!>j"lj + 2" Co 1110 - 2"Cl 1111'~
for i = 1,2, ... ,no
(3.47)
(3.48)
(3.49)
(3.50)
This gives n linear equations for n unknowns including the constants Co and
C1 associated with the singularity. The solution of equation (3.50) would
be straightforward provided that the integrals in equations (3.45) and
(3.47) can be evaluated. Howeve~ in past methods analytical results were
not obtained and the integrals were evaluated numerically using Gaussian
quadrature. Kelmanson (1984) solved the same example as that shown in
Figure 3.8 using this type of procedure. The example in Figure 3.8
contains a weaker irregularity than that found in symm's problem.
Kelmanson's results for the constants associated with the singularity are
presented in Table 3.3.
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Table 3.2
Singularity Constants for the
Problem in Figure 3.8
(Syrnm's Results)
n Co C1
30 -0.48358 0.02987
60 -0.48353 0.02988
Table 3.3
Singularity Constants for the
Problem in Figure 3.8
(Kelmanson's Results)
n Co C1
30 -0.4843 0.0313
60 -0.4844 0.0314
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3.3 Local Treatment Approach Using Analytical solution of Integrals
The local treatment approach discussed in Section 3.2 is an effective
method for dealing with a problem that contains a singularity. With
little programming effort, the Classical Boundary Element Method (CBEM)
can be modif ied to implement the local treatment approach. The most
difficult part of the programming modification is the selection and
implementation of an efficient and accurate numerical integration routine.
The integrals that arise from the problem singularity are typically
evaluated using high order Gaussian Quadrature schemes to maintain
solution accuracy. Analytical solutions for the required integrals would
eliminate the need for the integration schemes that are typically used for
this type of problem as well as any numerical error associated with the
integration process. This study presents analytical solutions for the
required integrals of equations (3.45), (3.46) , (3.48), and (3.49). The
solutions for these integrals are presented in detail in Chapter 4. The
local treatment approach descri~ed in Section 3.2 was used along with the
analytical solution of Chapter 4 to solve two problems that have known
numerical solutions obtained by using the Local Treatment Approach with
the integrals being solved numerically. Chapter 5 presents the results
for the two problems.
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4. Analytical Results of Local Treatment of S!ngularities
4.1 Introduction
As was discussed in Chapter 3, the local approach of treatment of
singularities has a definite advantage over Symm's (1973) method since the
boundary integral method does not have to be modified globally. This
process is probably the easiest way to deal with singularites from the
point of view of programming. In this chapter, the objective is to derive
complete analytical solutions for the integrals defined in equations
(3.45) , (3.46) , (3.48), and (3.49).
First, re~rite the integrals below
B1
11iO = Jr-1 / 2 logRi ds,
Bn
B1
1111 = J r 1 / 2 logRi ds,
Bn
B.
€iO = Jr 1 / 2 a: logRi ds,
B1
B.
€il = Jr 3/ 2 :n logR i ds,
B1
(4.'1 )
(4.2)
(4.3)
(4.4)
for (i = l,2, ... ,n). Here Ri is the distance from the ith nodal point to
the interval in question, ds is the differential element on the contour
and r is the distance from the singular point as shown in Figure 4.1. The
nodal points are numbered in a similar way to interval points, as
indicated in Figure 4.2.
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p. ( jth nodal point)
I
<Ii'11
\ 5\
I~ r
Figure 4.1 Geometry and location for line integral
C B
position 3
o
position 1
a=O
S
1
o
position 2
a=ll:
A
Figure 4.2 Calculation positions for line integral calculations
39
tThe major difficulty associated with the integrations in equations (4.1)
through (4.4) is that it is not possible to give ~imple analytical results
for all nodal positions. Instead care must be taken for each part of the
contour ~ ,.' Asc, farea s;c',the,,given example is concerned, the- whole contour, C -
was split into 2 parts as shown in Figure 4.2. These three parts are as
follows:
(1) When the ith nodal point is collinear with and on the left side of
the singular point (i.e., u = 0);
(2) When the ith nodal point is collinear with and on the right side of
the singular point (i.e., u = ~);
(3) When the ith nodal point is not collinear with the singular point.
It is also very important to note that there are three different
variables, i.e., R,r and s. Suitable transformations must be made to
carry out the calculations. Each type of integration will be treated
separately in the next two sections. In Section 4.2 , the integrations for
positions (1) and (2) will be carried out while the integrations for
position (3) will be discussed in Section 4.3.
It was found that once the solution for the above integrals was derived,
the solution to higher order integrals could be easily obtained. The
solution for integrals that are required to obtain the 3rd and 4th
coefficients of the local solution about the singularity are also
presented in this section.
4.2 Integrals Along Intervals Collinear with the Singular Point.
The integrals in equations (4.1) and (4.2) can be written in the general
form:
B1
Tl1 f r Y logR1 ds, i 1,2, ... ,n,
Bn
(4.5)
where y = -1/2 and'-r/2. sn denotes the interval point just before the
singular point. Sl is the singular point and is shown in Figure 4.3. r
is the distance from the singular point and Ri is the distance from the ith
nodal point to a point in the interval [sn,sl)' The line integral is along
the contour in the counter-clockwise direction. Using the law of cosines,
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h
Figure 4.3 Geometry for the integration over the interval ,adjacent to
the singularity
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Ri is defined as:
and with s the integration variable define
then,
~ = h - r
and
ds = d~ = -dr
As s moves from sn to Sl' r changes from h to 0, so that
h
11 1 = f r Y log (b 2 + r 2 - 2br cosa:) 1/2 dr
o
for i = 1,2, ••• ,n which is valid for all the nodal points.
(4.6)
(4.7)
(4.8)
(4.9)
(4.10)
First, the line integral in equation (4.10) will be solved for a: = 0 and
y = -1/2 and 1/2 respectively. When a: = 0 equation (4.10) reduces to
h
111 = f r Y log (b - r) dr
o
then for y = -1/2, the line integral is
h
1110 = Jr-1 / 2 log (b - r) dr
o
and it is shown in Appendix A that
b 1 / 2 _ h 1 / 2
11110 = 2h 1 / 2 1og Ib - hi - 4h 1 / 2 - 2b1 / 2 1og 1~;::----=..:77.::"b 1/ 2 + h 1 / 2
for y = 1/2, the line integral is
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(4.11)
(4.12)
(4.13)
h'1'\11 = f X1/2 log (b - x) dx
o
and it 'is shown in Appendix A that
2 {/ I I ~h3/2 - 2bh 1 / 2 _ b3/210g I b 1/2 - h 1/2
1
}
'1'\11 ="3 h 3 210g b - h - 3 b1/2 + h 1/2
(4.14)
(4.15)
It can also be shown that for y 3/2 the final integral is
'1'\12 = ~ { h S/ 210g Ib - hi - ~ h S/ 2 - ~ bh 3/2 - 2b2h 1 / 2
_ b S/ 2 log Ib 1/2 - h 1/2 I}
b 1 / 2 + h 1 / 2
and for y = 5/2 the final integral is
Next, the line integral in equation (4.10) will be solved for a = ~ and y
= -1/2 and 1/2 respectively. When a = ~ equation (4.10) reduces to
h
'1'\1 =f Xl log (b + x) dx
o
then for y = -1/2, the line integral is
h
'1'\10 = f X-1/2 log (b + x) dx
o
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(4.16)
(4.17)
and it is shown in Appendix B that
h 1 / 211 10 = 2h 1/2 log Ib + hi - 4h 1/2 + 4b 1 / 2 tan-1 (--)b 1 / 2
for y = 1/2, the line integral is
h
1111 = J r 1 / 2 log (b + r) dr
o
and it is shown in Appendix B that
2 2 h 1 / 21111 = - { h 3 / 2 log Ib + hi - _h 3/ 2 + 2bh 1 / 2 - 2b 3 / 2 tan-1 (--)
3 3 b 1 / 2
It can also be shown that for y = 3/2 the final integral is
2 2 h 1/ 21112 = - { h 3 / 2 log Ib + hi - _h 3/ 2 + 2bh 1 / 2 - 2b 3 / 2 tan-1 (--)
3 3 b 1 / 2
and for y = 5/2 the final integral is
2 2 h 1 / 21113 = - { h3/2log Ib + hi - _h 3/ 2 + 2bh 1 / 2 - 2b 3 / 2 tan-1 (--)
3 3 b 1 / 2
(4.18)
(4.19)
(4.20)
(4.20)
(4.20)
Based on results from Section 4.3 the solution to equations (4.3) and
(4.4) are
€1j = 0 for j = 0,1 and a = 0 or 1t,
and in general,
€1j = 0 for j = 2,3, ... , and a = 0 or 1t.
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4.3 Integrals Along Intervals that are not Collinear with the Singular
Point.
The integral of eqution (4.10) is solved for the case when IX * 0 or ~.
Equation (4.10) is written below
h
111 = frY log (b 2 + r 2 - 2brcoslX)1!2 dr
o
h; f r Y log (b 2 + r 2 - 2brcoslX) dr
o
Integrating Equation (4.21) by parts yields
111 = 1 r y+110glb2 + r 2 - 2brcos IX 11
2 (y + 1) <I
(4.21)
h
Y ~ 1 f
o
r y+1 (r - bcos IX) dr
b 2 + r 2 - 2br cos IX
Substituting the limits on the first term yields
111 2 (y \ 1) h y+110glb2 + h 2 - 2bhcos IX I
1
Y + 1
h
f ry+2 - [b cos IX] r y+1 drb 2 + r 2 - 2br COS IXo
(4.22)
This equation can be written in a more compact form by defining
h
I 2 =f r y+2 drb 2 + r 2 - 2br cos IX0
h
I 3 =f r y+1 drb 2 + r 2 - 2br cos IX0
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(4.23)
(4.24)
(4.25)
using these definitions, equation (4.22) can be written as
The integrals in equations (4.24) and (4.25) are in the form of the
general integral Jp(~) defined as
x P dx
(b 2 + x 2 - 2bx Cos ~) (4.27)
When y = -1/2 or 1/2 in equations (4.24) and (4.25) three integrals arise
in the form ofequation (4.27) with p taking on the values of 1/2, 3/2, and
5/2. The required integrals are solved in Appendix C. The solutions for
these integrals when p = 1/2, 3/2, and 5/2 are shown below.
The solution of Jp(~) for p 1/2 is
(4.28)
where
h - 2 Cos ~
= 1 logl 2
2 h + 2 cos ~
2
and
(bh) 1/2 + b
I(bh) 1/2 + b (4.29)
h 1/2 + b 1 / 2 cos~
( 2 )
b1/2sin~
2
- tan-1
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(4.30)
The. solution of J p(<<) for p = 3/2 is
b 1/ 2 3a 3aJ,3/2(a) = -.-(sin(-)J (a) + cos (-2 )J,T(<<)) + 2h 1 / 2Slna 2 L (4.31)
and the solution of J p(<<) for p 5/2 is
b 3n . 5a 5aJ S/2 = -.-(sln(-2 )JL(a) + cos (-2 )JT(a).)Slna
+ 4bh 1 / 2 cosa + ~h3/2
3
(4.32)
Using the integral solutions above and equation (4.26) the solution to
equation (4.21) when y = -1/2 can be written as
'1'\10 = h 1/ 2 J o (a) - 2 (J3/ 2 (a) - b cosa J 1 / 2 (a) )
where
J o(a) = log!b2 + h 2 - 2bh cosa I
and for y = 1/2
(4.33)
(4.34)
Note that the J(<<) functions only depend on the geometry of the contour.
It can be shown that when y=3/2 the final integral solution is
'1'\12 = i hS/ 2 J o(a) - ; (J7/2 (a) - b cosa J S/2 (a) )
where
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b S / 2 7a 7a
-.-(sin(-2 )JL(a) + cos (-2 )JT(a))Sl.na
+ 2b2h 1/ 2 (4cas2a - 1) + ibh 3/2 casa + ~hS/2
3 5
and also when when y=5/2 the final integral solution is
where
b7~ 9 9J.9/2 = -.-(sin(---.!)J (a) + cOS(-2a)JT(a))Sl.na 2 L
+ 2b3h 1 / 2(4cas 3a - casa) + ~b2h3/2 (4cos2a - 1)
3
+ ibh s/2 casa + ~h7/2
5 7
Next, equations (4.3) and (4.4) are of the form
(4.35)
and are solved for when y takes on the values of 1/2 and 3/2,
respectively.
A cartesian coordinate system is used to solve the above eqation. Figure
4.4 shows the new coordinate system for this integral. The following
definitions are required to transform the integral.
s = r = s ; ds = dr
where
Xo = bcasp
Yo = bsinp
The normal direction is in the negative y direction, therefore
48
o
Il-----h----~
x
Figure 4.4 cartesian coordinate system used for solving an integral
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The general form of the integral is now
h
€1 = - JXl{;ylOg«XO - X)2 + (Yo - y)2)1/2Iy=o} dx
o
and can be transformed to yield
h
€1 = - ; J Xl{;y log «xo - X)2 - (yo - y)2) Iy=o} dx
o
(4.36)
(4.37)
differentiating the integrand with respect to y and evaluating yields
h
1 J 2yo
€1 = 2" Xl dx
o (Xo - X) 2 + y~
h
J Xl€1 = Yo dxo (Xo - X) 2 + y~ (4.38)
The solution
Appendix c.
(4.38) when y
to the integral in the above
The final solution to equation
= 1/2 and is given below
equation can be found in
(4.3) is equal to equation
substituting the definiton for Yo yields the final solution
(4.39)
where JdP) and JT(p) are as defined in equations (4.29) and (4.30),
respectively.
The solution to equation (4.4) is equal to equation (4.38) when y = 3/2
and is given below
substituting the definiton for Yo yields the final solution
(4.40)
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where JdP) and JT(p) are as defined in equations (4.29) and (4.30),
respectively. solutions for integrals with y = 5/2 and 7/2 can be easily
derived from the information given and are therefore not explicitly shown.
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4.4 Summary of System Equations
This section summarizes the system of equations and the integrals
that must be solved to obtain the coefficients in the analytical solution
near the singularity. The equations presented here are only for the case
where two coefficients are considered. The equations required to
determine more than two coefficients can be derived easily and are
therefore not presented. The solution on the boundary is the only
solution required to obtain the desired coefficients. The solution on _the
boundary is governed by equation (2.29) which is rewritten below
The discretized form of equation (2.29) which contains the local
representation of the solution near the singularity is contained in
equation (3.43) and is rewritten here as
B.
1 3 a
1t<Pi =! [500 + Co r"i + C1 r"i] ( an 10gR) ds
B,
n Bjd n-l Bjd
+ ~ <Pj [ :n10gRds - ~ <lJj [109RdS
j j
B,
-![- i cor-% + jc1r%]lOgRdS
Bn
for i = 1,2, .. . ,n.
Collocating the above equation at the midpoint of each of the chosen mesh
intervals generates the following system of algebraic equations
n n-l
~ <Pj~ij - ~<Pj«ij + <lJo~il + CoDi + C1Ei =0, for i=l, ... ,n.
where
Sj.l
«ij ! log Ri ds
Bj
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and
where Qij is the Kronecker delta and
B1
TJlo = f r-1 / 2 logR1 ds
Bn
B1
TJll = f r 1 / 2 logR1 ds
Bn
B2
E10 = f r 1 / 2 a~ logR1 ds
B1
B2
Ell = f r 3/ 2 :n logR1 ds.
B1
The solutions to the four integrals above were presented in Sections 4.2
and 4.3. Once all of the integrals are evaluated, the linear system of
equations can be solved to obtain the unknown values of <1>, <I> I, CO, and C1 •
The values of Co and C 1 that were obtained by solving the above system of
equations for two sample problems are presented in section S.O.
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5. Numerical Results and Conclusions
5.1 Numerical Results
This section shows the numerical results that are obtained using the local
treatment of singularities method discussed in Section 3.3. The method of
Section 3.3 was used to compute coefficients for the problems depicted in
Figures 3.3 and 3.9. The calculated results are presented in Tables 5.1
through 5.4.
The calculated results in Tables 5.1 and 5.3 compare well with those of
Tables 3.3 and 3.2, respectively. The results in Table 5.3 are the more
accurate since the integrals were evaluated over two intervals on each
side of the singular point. These results show that using two intervals
on each side of the singularity for evaluating the integrals produces
results that are comparable to the results obtained by Symm. The same
comparison can be made between the results of Tables 5.2 and 5.4 and those
of Table 3.1. The comparison between the results in Table 5.4 and Table
3.1 are not as good as that of the first problem since the singularity is
much stronger in the second problem. The coefficients that have been
obtained for a two term expansion of the solution near the singular point
compare well with the results of previous studies. However, the
convergence of the coefficients to a single value as the mesh size is
decreased is not as good as that which has been obtained in other studies.
The cause of this reduced rate of convergence could not be determined from
the information that is available. The effect that using more terms in
the solution near the singular point has on the rate of convergence of the
first and second coefficients as the mesh size is decreased was
investigated for three and four term expansions. Both problems considered
in this paper were run using three and four term expansions. The
coefficients obtained for the first problem using three and four term
expansions are presented in Tables 5.5 and 5.6, respectively. The
coefficients in Tables 5.5 and 5.6 compare well with those of Table 3.2.
The rate of convergence of the first coefficient in Tables 5.5 and 5.6 is
quite good. The rate of convergence of the second coefficient in Table
5.6 is almost as rapid as the rate of convergence seen in Table 3.2. The
results for the second problem using three and four term expansions are
presented in Tables 5.7 and 5.8, respectively. The value of the first and
second coefficients in Table 5.8 are well within 0.2% of the respective
values presented in Table 3.1. The rate of convergence of the
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coefficients in Table 5.8 has also 'increased when compared to the results
in Table 5.4. It should be noted that in both problems the coefficients
for the third and fourth terms were changing by relatively large amounts,
sometimes doubling, but these coefficients were two to four orders of
magnitude smaller than the coefficients of the lower order terms.
5.2 Conclusions
The results obtained for the two problems considered here are comparable
to results that were obtained in similar studies. However the rapid
convergence of the results that was apparently obtained in other studies
was not duplicated in the present method. The solution procedure that was
used in other studies relied on numerical integration procedures for
obtaining calculated results. The problems that were solved here used
exact closed form analytical solutions for all integrals. The integrals
that have previously been solved by using numerical techniques are solved
analytically in this paper and it is believed to be the first time that
analytical solutions for these integrals have been presented.
The method used in this study to treat problems with singularities in the
solution produces results that are more accurate than the results obtained
from the Classical Boundary Element Method (CBEM). The increase in
accuracy is obtained at the expense of making the computer programming
slightly more difficult. Even though analytical solutions to the required
integrals were obtained for the sample problems considered here, the
extension of this method to the solution of more general problems with
complex geometries and multiple singularities would certainly require the
use of numerical integration schemes.
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Table 5.1
Calculated results for the problem in Figure 3.8
n Co C1
30 -0.48429 0.031297
60 -0.48442 0.033405
Table 5.2
Calculated results for the problem in Figure 3.3
n Co C1
48 152.30 3.8767
96 152.08 3.1744
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Table 5.3
Calculated results for the problem in Figure 3.8
with integrals evaluated over two intervals on
each side of the singular point
n Co C1
30 -0.48367 0.029882
60 -0.48369 0.030229
Table 5.4
Calculated results for the problem in Figure 3.3
with integrals evaluated over two intervals on
each side of the singular point
n Co C1
48 152.15 4.4963
96 151.84 4.4760
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Table 5.5
Calculated results for the problem
in Figure 3.8 using 3 coefficients
n Co C1 C2
30 -0.48345 0.029689 -1. 5807xl0-4
60 -0.48342 0.029607 -1.0394xl0-3
Table 5.6
Calculated results for the problem
in Figure 3.3 using 3 coefficients
n Co C1 C2
48 151. 86 4.8020 0.30563
96 151. 69 4.8516 0.73310
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Table 5.7
Calculated results for the problem
in Figure 3.8 using 4 coefficients
n Co C1 C2 C3
30 -0.48351 0.029787 5.7050x10-5 8.8148x10-6
60 -0.48352 0.029909 3.6643x10-4 2.9268x10-4
Table 5.8
Calculated results for the problem
in Figure 3.3 using 4 coefficients
n Co C1 C2 C3
30 151. 92 4.7172 0.07114 -0.03776
60 151. 74 4.6963 -0.10622 -0.23276
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Appendix A
This appendix contains the solution for equations (4.12) and (4.14).
Equation (4.12) is rewritten below.
h
TJ10 = Jr-1/ 2 log(b - r) dr (A.1)
o
Integrating by parts yields
TJ10 = 2h 1 / 2 loglb - hi + 2 I o
where
h
= J r 1/ 2 drI o b - r
o
(A. 2)
(A. 3)
The integral 10' can be solved by making the following substitution.
Let
r = b sin2x, dr = 2b sinx cosx dx
,
and then calculate the new limits on the integral in terms of x.
When r = 0,
x = 0
and when r = h,
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Therefore,
b 1/ 2 •Sl.nx 2b sinx cosx dx
b - bsin2x
x
• 2
I = 2b 1/ 2 J Sl.n x dx
o cosx
o
x
I o = 2b1/ 2 J (secx - cosx) dx
o
x x
I o = 2b 1/ 2 { loglsecx + tanxlJ - sinx J }
I = 2b1 / 2 { log I(~ )1/2 + (_h_) 1/21 _ (h) 1/2 }
o b-h b-h b
and by noting that
b 1 / 2 + h 1/2 ..;b 1/ 2 + h 1/2
~ .jb1/2 + h 1/ 2
b 1 / 2 + h 1/2 ) 1/2
( b 1 / 2 - h 1/ 2
the solution for 10 can be written as
Thus, it follows that
1110 = 2h 1 / 2 loglb - hi + 2Io
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(A.4 )
(A. 5)
The solution for equation (4.14) is provide next. Equation (4.14) is
rewritten below.
h
TIll = f r 1 / 2 10g(b - r) dr
o
Integrating by parts yields
TI = ~h3/2 10g\b - hi - ~ I11 3 3 1
where
h
f r3/2I 1 = b _ r dr
o
h h
I =fr 1 / 2 (_r_) dr=fr 1 / 2 (b- (b-r)) dr
1 b-r b-r
o 0
h h
f rl/2 JI 1 = b -- dr - r 1 / 2 drb-r
o 0
substituting the previous solution for 10 yields
Therefore the final solution is
2 b 1 / 2 + h 1/ 2
1TIll = - { h 3 / 210glb - hi + b 3 / 2 10gl-=--:-::---::::.--=3 b 1 / 2 - h 1/ 2
- 2bh 1/ 2 - ~h3/2
3
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(A. 6)
(A. 7)
(A.8)
Appendix B
This appendix contains the solution for equations (4.17) and (4.19).
Equation (4.17) is rewritten below.
h
1110 = Jr -1/2 log (b + r) dr
e
Integrating by parts yields
1110 = 2h 1 / 2 loglb + hi - 2 Ie
where
h
Ie = f~ drb+r
e
(B.1)
(B.2)
(B.3)
The integral I o' can be solved by making the following substitution.
Let
r = b tan2x I dr = 2b tanx sec2x dx
and then calculate the new limits on the integral in terms of x.
When r = 0,
x=O
and when r = h,
x = X = tan-1 ( .E. )1/2
b
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Therefore,
x
f b1/2tanx 2b tanx secx dxI o = b + btan2x
o
x
I o = 2b 1/ 2 f tan2X' dx
o
x
I o = 2b 1/ 2 f (sec2x - 1) dx
o
x
I o = 2b 1/ 2 {tanx - x} J
the solution for I o can be written as
h 1/ 2I o = 2h 1/2 - 2b1 / 2 tan-1(__ )b 1 / 2
Th(S' it follows ,that
1')10 = 2h 1/ 2 loglb + hi + 2 I o
h 1/ 2
'IliO = 2h 1/ 2 loglb + hi - 4h 1/ 2 + 4b1 / 2 tan-1 ( __ )
b 1 / 2
(B.4)
(B. 5)
The solution for equation (4.19) is provide next. Equation (4.19) is
rewritten below.
h
'Il11 = f r 1 / 2 log (b + r) dr
o
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Integrating by parts yields
where
h h
I =J r 1 / 2 (_r_) dr =J r 1 / 2 ( (b + r) - b) dr
1 b+r b+r
o 0
--..
h h 1/2I = Jr 1 / 2 dr - bJ _r__ dr
1 b + r
o 0
substituting the previous solution for 10 yields
Therefore the final solution is
2 2 h1~fill = _{h 3/ 2 1oglb + hi - _h 3/ 2 + 2bh 1/ 2 - 2b 3/ 2 tan-1 ( __)}
3 3 b 1 / 2
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(B. 6)
(B.7)
(B.8)
Appendix C
In this appendix, equation (4.27) is solved for values of Pequal to 1/2,
3/2, and 5/2. Eqaution 14.27) is rewritten below
)(p cbc
(b 2 + )(2 - 2b)( cos a)
(C.1 )
Equation (C.1) is solved for when P = 1/2. The integral to be solved is
h
J 1/ 2 (a) = /
o
)(1/2 cbc
(b 2 + )(2 - 2b)( cos a)
(C.2 )
The following variables definitions are required for the solution of this
integral.
~ = b cos a
1') = b sin a
t' = ~ + i 1')
Using the above definitions equation (C.2) is modified as follows
11
)(1/2
J 1/ 2 (a) =/ cbc(b 2 (cos2 a + sin2 a) + )(2 - 2)(~ )0
h
)(1/2
J 1/ 2 (a) =/ cbc( ~2 + 1') 2 + )(2 - 2)(~ )
0
h
)(1/2
J 1/ 2 (a) =/ cbc(~2 - 2~)( + )(2 + TJ2 )0
h
)(1/2
J 1/ 2 (a) =/ cbc
0 (~ - )() 2 + 1') 2
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(C. 3)
Multiplying a common factor of (t]X1/ 2 ) through both the numerator and
denominator of equation (C.3) yields
h
=f
o
h
f -1 -iT]xJ 1 / 2 (a) = Im 0 T]X1/2 [(~ - x) .] [(~ ) .] dx.. + ~T] .. - x - ~t] (c. 4)
The imaginary part of the integral in equation (C.4) is equivalent to the
integral in equation (C.3). To simplify equation (C.4), a real term is
added to the equation to yield
h
J 1 / 2 (IX) =-Im I T]:1/2 [ ~ (~ - x) + T]2] - iT]X dx[(~ - x) + iT]] [(~ - x) - iT]]
h
J 1 / 2 (IX) -Im f _1_ (~+iT])[(~-x) - iT]] dx
o T]X1/ 2 [ (~ - x) + iT]] [( ~ - x) - iT]]
h
J 1 / 2 (IX) =-Im f _1_ ~ + it] dx (C. S)
o T]X1/ 2 ~ + iT] - x
Equation (C.S) can be simplified by using the previous definition of ~ to
yield
h
J 1 / 2 (IX) = Im f ---=-!.- ~ dx
o T]X1/ 2 ~ - X
expand
h
J (IX) = Im f ---=-!.- ~1/2 [ 1
1/2 0 2X 1 / 2 T] ~1/2 - X 1 / 2
(c. 6)
h
= Im f ~1/2 [ 1 (-1) 1
o T] ~1/2 - X 1/ 2 2X 1/ 2 - ~1/2 + X 1 / 2 (2:1 / 2 )] dx
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{ t1/2 I t
1/2 - h 1/21 }J 1/ 2 (a) = Im ~ In t 1/ 2 + h 1/ 2 (C. 7)
The above equation can be written in real form by expanding t into its
real and imaginary components. The real form of equation (C.7) is derived
below.
_ { t 1/2 I t 1/2 - h 1/21 }J 1 / 2 (a) - Im -- In 1/2 /T) t + h 1 2
J
1
2 (a) = Im { t 1/2 In Ii (b1/2COS (a/2) + ib1/2sin (a/2) - h 1 / 2 ) I}
/ T) i (b1/2COS (a/2) + ib1/2sin (a/2) + h 1 / 2 )
1/2
= Im { _t_ [In !-b1/2sin(a/2) + i(b1/2cos(a/2) - h 1/2) I
T)
- Inl-b1/2sin(a/2) + i (b1/2cos (a/2) + h 1/2) I]
J
1
/
2
(a) = Im { t 1/2 [In Ib - 2b1/2h1/2cos(a/2) + h1
1
/
2
T) b + 2b1/2h1/2COS (a/2) + h
(C.8)
+ i[tan-1(h1/2 + b1/2cOS(a/2») _ tan-1(b1/2cOS(a/2) - h 1 / 2 )]] }
b1~sin(a/2) b1~sin(a/2)
The following functions are defined to simplify the above expressions.
J
L
( a) = 110g l-=b~--=2:....C=-0::';S~(a::.!/c...;2::..:)e.-b=-1/,.-2.::h...,;1..,../2_+-=.:hI
2 b + 2 cos (a/2) b 1 / 2 h 1 / 2 + h
J (a) = tan-1(h 1/2 + b 1/2COS (a/2») _ tan-1(..:b:....1_/...,;2C::.;0:;S~(a::..!/c...;2=-)!...---=he.-1_/2)
T b1/2sin(a/2) b 1/2sin(a/2)
Equation (C.B) can now be written as
(C.9)
(C.10)
Equation (C.l) is solved for when p = 3/2. The integral to be solved is
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(C.ll)
X 3/ 2 dx
(b 2 + X 2 - 2bx COS a)
(C. 12)
Equation (C.12) is transformed in the same way that equation (C.2) was
transformed into equation (C.G) to yield
J 3/2«(X) = Im f• Jh -~/2 _x_ dx}l 0 l1 x • - x (C. 13 )
The variable x in the numerator of the integrand can be expanded to
produce two integrals that have known solutions. The required steps are
provided below.
1Jh -1 • - (. - x) }J 3/ 2 «(X) = Im • ~/2 dxo l1 X ~ - x
J 3/2«(X) = Im f• Jh -11 / 2 _'_ dx - • Jh --=..!..- dx}l 0 l1 X • - X 0 l1 X1 / 2 (C.14)
The first integral in equation (C.14) is solved by using the previous
solution given for equation (C.G). The second integral is solved
directly. The solution of equation (C.14) is shown below.
J ( ) { .3/2 1 I.1/2 - h 1/2 I+ ~ 2h 1/2 }3/2 (X = Im ---,,- og .1/2 + h 1/2 'I (C.15)
The real form of equation (C.15) is similar to that of equation (C.ll).
Equation (C.9) and (C.10) are used to produce a compact form of the final
solution that is required.
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(C.lG)
Equation (C.l) is solved for when p = 5/2. The integral to be solved is
h
J S/ 2 (ex) = f
o
X S/ 2 dx
(b 2 + x 2 - 2bx cos ex) (C.l?)
Equation (C.12) is transformed in the same way that equation (C.2) was
transformed into equation (C.G) to yield
x 2
't - X dx)
The variable x in the numerator of the integrand can be expanded to
produce three integrals that have known solutions. The required steps are
provided 'below.
Im {'t fh ----=!- ('t
o "X
1/ 2
- ('t - x) ) 2
't - X
fh -Xl/2 )dx-'t --dx
o "
(C.lS)
The first integral in equation (C.lS) is solved by using the previous
solution given for equation (C.G). The second and third integral are
solved directly. The solution of equation (C.lS) is shown below.
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{
",5/2 1",1/2 - h 1/2 1 + ",2 2h1/2 + .!.~h3/2 }J 5/ 2 (a; ) = Im ...." 1og -...-=-1/T::"2--:-:--;:;
'I • + h 1/2 t') t') 3
(C.19)
The real form of equation (C.18) is similar to that of equation (C.ll).
Equation (C.9) and (C.10) are used to produce a compact form of the final
solution that is required.
+ b(cosa; + isina;) 23h3/2 }bsina;
b 3/ 2
-.- (sin (5a;/2) J L (a;) + cos (5a;/2) J T ( a;) )Slna; (C.20)
+ 4 bh 1 / 2 cos a; + ~ h 3 / 2
3
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