This study discusses a simple variable selection procedure, similar in nature to the "F-to-enter" criterion used in stepwise multiple regression, suitable for multidimensional contingency tables having one criterion variable. The procedure is applied to an illustrative set of marketing data and contrasted with other, better-known methods.
colleagues {1977, 1978) , loglinear modeling techniques suitable for analyzing multidimensional contingency tables have received more prominent attention in the marketing literature. Though such techniques are applicable to a wide variety of marketing problems, they have, for the most part, been illustrated and applied in the context of the segmentation problem, and a thorough review of their uses can be found elsewhere (see Wind 1978) .
The availability of multivariate frequency data presents a number of interesting challenges for, as those of us who have attempted to use loglinear modeling techniques know all too well, the analysis of multiway contingency tables is often plagued by the nagging problem of cell sparseness. That is, the marketing analyst is frequently faced with analyzing a multiway table having a large number of cells relative to the sample sizes available. For example, in a recent study reported by Green (1978) , the multiway table formed from the original coded variables generated 43,008 cells, clearly an unwieldy number. The problem here is that many of the cells are empty or contain too few observations to allow for effective parameter estimation. Consequently, the marketing analyst may wish to reduce the number of variables prior to the model building stage of analysis.
A potential remedy to this problem was suggested by Green (1978) in the form of a two-step model which combined AID (Automatic Interaction Detector -Sonquist 1970) and logit analysis (Green, Carmone. and Wachpress 1977) . Essentially, the novelty of his approach was to use AID prior to a logit analysis in order to (1) collapse individual variables-i.e.. provide category breaks, (2) screen variables for possible entry, and (3) suggest which interaction terms should be included in a subsequent logit. In assessing this approach, Green fully discussed the problems and pitfalls of AID, and concluded that while a preliminary AID analysis may be insightful, it must be used with extreme prudence. Of particular concern is AID's ability to identify "good" predictors.' For example, as Green states, useful (statistically significant) predictors may fail to enter the AID analysis due to substantial correlation with other predictors, or because the between-groups sums of squares associated with the best splits of these variables are less than some arbitrary and predetermined fraction of the total sum of squares.
This report does not consider the issue of collapsing the levels within each variable, but rather the equally important problem of variable selection. The purpose of the study is to present a simple variable selection procedure useful in identifying good predictor variables. The procedure is applicable to the case where interest centers on the analysis of dependence structures involving multiway tables with one dependent variable. Compared to alternative approaches, the procedure to be discussed can provide the marketing analyst with time and cost savings and the following attractive features:
• It is consistent in a fundamental sense with the model building approach taken in a subsequent logit analysis in that it relies on a class of tests which utilize independence arguments.
• It selects variables on the basis of statistical significance and not on ad hoc stopping rules such as the error variance reduction criterion employed in AID analysis.
• It IS similar to the well-known "F-to-enter" criterion used in forward stepwise regression and provisions can be made for deleting variables which have already been made part of the system.
'It should be noted that the main motivating force behind Green's use of AID was to determine how the various categories of the predictor variables could be collapsed so as to provide a more reasonable number of categories per variable. For this purpose, a preliminary AID analysis may be quite effective.
• It can easily be operationalized with currently available canned computer software packages suitable for analyzing multiway contingency tables.
The Approach
The approach to be taken essentially involves a twostage process: the first stage entails the selection of good predictor variables, and the second stage involves finding a good-fitting logit model. Note that the selection procedure described below is restricted to the case of one criterion variable and multiple predictors.
Rationale
For ease of discussion let us initially consider a three dimensional ixjxk contingency table with i = 2,j = 2, and k = 2, generated by three variables Zo, Z|, Z2, where ZQ is the response (dependent) measure and Z| and Z. are potential predictors. (While we illustrate the method with binary predictors all results and ideas are easily extended to the more general case where the predictor variables have more than two categories.) Let f^ and P,^^ denote the observed frequency and probability corresponding to cell (ijk) respectively. If the frequencies are summed over all values of Zp, the result will be the marginal total of the f^ column and /:"' layer; hereafter we will denote marginal totals with a "-1-" so that/^^^ means In a similar fashion we can define/+t, f,j^, /+ + , f+j+, f++k< and/^ + + -N, where N is the total sample size.
Suppose that we are concemed with the relationships between Zp and Z,, and Zp and Z.-that is, the first-order relationship between each explanatory variable and the response measure. The relative degree of association between the dependent variable and the two predictors can be assessed by computing the Pearson goodness-of-fit chi-square statistic for each 2x2 table corresponding to the hypothesis of complete independence; viz:
Consider next the relationship between ZQ and both explanatory variables; here we have a 2x2x2 multiway table and suppose we restrict our attention to hypotheses of the form This class of hypotheses states that the dependent variable is independent of the explanatory variable taken jointly. If this is true, then the observed odds ratios-the relative odds of finding Zo= 1 when Z, =j and 7.2="k-are homogeneous. The null hypothesis given in (2) can easily be tested with either the Pearson goodness-of-fit chi-square statistic or the likelihood ratio criterion chi-square statistic'
The first hypothesis, Hzi, is simple in that it postulates that Zn and Z, are completely independent. The second hypothesis, HZIZT, is more complex in that it postulates partial independence of Z^ and the two predictors, Z, and Z^, taken jointly. If Z2, the second variable to enter, is statistically independent of both ZQ and Z| then Lachin (1973) has shown that H:
(3)
The partial independence hypothesis, HztZ2, has associated with it two components; namely, Hzj and HZ2IZ1. where by HZ2IZ] we mean the conditional independence hypothesis which states that Zo and Z2 are statistically independent given the levels of Z,. Hence, the equality of the partial and simple independence hypotheses exists in the case where HZ2IZ1 is true. This means that if Z, shows strong association with Z^, then the decision whether to include Z2 clearly rests on the chi-square value associated with Hz2|Zi-If the likelihood ratio criterion chi-square statistic is used, then the partitioning of the partial independence hypothesis is exact so that
X (4)
The relationships among the various hypotheses and the method of testing is developed in the appendix. In summary, we can determine the merits of Z2 in an analysis given that Z, has already been included by examining X'HZ.IZ,-If^ for example, X'HZ;|Z, is nonsignificant, then the dependent measures Z^ and Z. are independent given the level of Z,. In other words, Zj should not be included since its association with Zo is weak in the presence of Z,. Suppose, however, that X^Hz.z, is significant and consider whether to include yet another predictor Z,. The decision as to whether Zŝ hould be included rests on the chi-square value associated with (HZ1Z2Z3 -HZ1Z2). or equivalently HZ3IZ2Z1; e.g., if X'HZ3JZ,Z, is significant, then Zo and Z, show strong association in the presence of Z, and Z. and, therefore, it warrants inclusion. If, on the other hand, x^HzjIziZ^ is nonsignificant we accept the hypothesis of conditional independence of Zo and Zj given the level of Z, and Z2, and Z, should not be included. Therefore, the process would stop with twô Both statistics are asymptotically distributed as chi-square with d.t= (ik-\) (j-\). The exact form of both test statistics can be found in Bishop, Fienberg, and Holland (1975) .
predictors having been selected-assuming, of course, that we have exhausted the available set of predictors.
In essence, this process is similar to the "F-toenter" criterion used in forward stepwise multiple regression. Assuming the availability of m-predictors, the first variable selected is the one with the largest probability level with regard to its first-order relationship to the dependent measure-i.e., the variable which allows us to reject the hypothesis of no relationship with the greatest degree of confidence. Other variables are included by applying a similar selection rule expressed in terms of conditional independence arguments for successively higher-order relationships. In such cases, we choose that variable which most rejects the hypothesis of conditional independence between the dependent measure and itself given the levels of those predictors already made part of the system. In this way both the main effects of a specific variable and its interaction with previously selected variables are considered in the inclusion decision. In addition, variables can be deleted in a similar fashion. For example, suppose at some step, tvariables have been included with a chi-square value denoted by x'HziZz.Zf To determine whether any previously selected variable Z,, /= l,2,...,t-l, should be removed, we compute 
(with corresponding d.f. found by subtraction), and if 3ny X~Hz,| z,Z2 z,-i 's nonsignificant, then that variable would be removed from the predictor set and the next step begun.
Operationalization
Another attractive feature of this approach is the ease in which it can be operationalized. The marketing analyst need not develop new computer software since the selection procedure can be easily implemented with readily available programs, such as the BMDP3F program (Dixon 1973), suitable for analyzing multiway contingency tables via loglinear models.
To illustrate the procedure assume the situation of one dependent measure and m-explanatory variables. Let a, and a^ be the critical probability levels for including and deleting a variable, respectively. A feature common to most loglinear modeling programs, including BMDP3F, is the use of standard bracket notation which describes a model in terms of the minimal set of marginal totals needed to define (i.e., fit) the requested model. Fortunately, the use of bracket notation simplifies the selection process since at each step the user can test the goodness-of-fit of various hypotheses by merely specifying the corresponding loglinear models; consequently, all relevant hypotheses at any given step can be quickly assessed, and the appropriate variable selected. For example, if we wanted to decide which of two variables Z, and Z, should be included first (note that the relevant hypotheses are Hz| and Hzj), then we would request two models expressible in terms of marginal totals as [Zo] [Z,] and [ZQJIZ,] , respectively. On the other hand, assuming that Z, has already been included, the relevant hypothesis, Hz^lz^ of conditional independence of Zo and Z; given the level of Z, can be tested by fitting the model corresponding to [ZoZ|] 
The seiection procedure suggested translates in practice into the following steps:
1. Request the following models corresponding to the hypothesis of complete independence of ZQ and each Z^,, viz:
[Zo][ZJ On the basis of the individually calculated chisquare values choose that variable Zj with the largest chi-square per d.f. If the probability level, denoted hereafter by p, associated with the largest chi-square per d.f., is nonsignificant (p>a,), then the process would stop with no variables having been included. This is similar in spirit to the "F-to-enter" criterion used in stepwise multiple regression wherein that variable with the largest univariate F-value is selected first. 
For each of the remaining t = m-1 variables
If it happens that any value is nonsignificant {p>aD), this implies that the relative contribution of ZJ given the presence of Z,, is not sufficient to warrant its retention in the selected set of predictors.
4. The process continues in a similar fashion and we would test the goodness-of-fit of the following models and [ZJ [Z,Z,Z,] and and [ where r is the number of predictors not yet included. The variable with the smallest probability level is determined and. again, if this p>a, the process would stop with m-r variables having been selected.
Use of existing computer software, while extremely helpful, nevertheless has its liabilities. In particular, implementation of the selection procedure with use of the BMDP3F program will require a number of successive computer runs. In general, one run is necessary for each step. However, if the user wishes to check for the deletion of a variable, two runs may be needed for each step after the second since the decision to delete a variable may rest on evaluating specific combinations of the selected variables not tested at a previous step. While this feature is an obvious limitation, the approach suggested here will generally require less effort than altemative methods currently in use. In the section to follow, we investigate this issue further.
Alternative Approaches
By reducing the number of variables under consideration prior to the model building stage, the number and form of possible loglinear/logit models that can be fitted is severely restricted. Alternatively, one may argue that a more appropriate strategy would be to work off the complete multiway table generated by all of the available predictors and utilize techniques and methods of model selection to decide whether some variables can be safely collapsed. While it is cleariy not possible to fully discuss all the methods which have been proposed for this purpose, the following briefiy sketches three of the more popular alternatives. (A complete and detailed discussion of these and other model selection strategies is discussed in Bishop, Fienberg, and Holland 1975.) Use of Standardized Parameter Estimates. With this approach, the user would examine the standardized U-terms derived from the saturated model with the view of identifying those variables which generate the largest standardized values; these U-terms then define the minimum hierarchical model that should be fitted, and U-terms are added on the basis of their standardized values.
Measures of Marginal and Partial AssociationBrown {1976) . Essentially, this approach allows for a screening of U-terms so that only a limited number of loglinear models need to be considered in the second stage model building process. For each U-term effect, two test statistics are computed; these tests, called marginal and partial association, indicate the order of magnitude of the change in the goodness-of-fit produced by entering a given effect into the model. From this process, it is possible to categorize U-terms into (1) those which should be included (both test statistics are significant), (2) those which warrant further examination (only one test statistic is significant), and (3) those which need not be included (both test statistics are nonsignificant).
Stepwise Selection Procedures-Goodman (1970 , 1971 . This procedure starts with fitting models of uniform order such that we seek a model with terms of order r-1 that fits poorly and a model with terms of order r that fits very well. At this point, we consider models based on configurations of order r-1 and order r, and utilize either one of the following two approaches: Forward selection: start by considering the model containing terms of order r-1 and at each step add that U-term of order r that provides the most significant change in the goodness-of-fit test statistic. The process terminates when no further terms can be added which significantly improve the fit. Backward elimination: start by considering the model of order r and at each step delete the single term of order r that has the least significant effect. The process terminates when no further term of order r can be deleted on the basis of lack of fit.
Note that the stepwise approaches can be easily modified to yield a "stepwise-up" or "stepwisedown" procedure such that the inclusion or exclusion of a specific term is not irreversible.
It is well-known that the number of hierarchical models that can be fitted increases dramatically as the number of dimensions grows (e.g., there are 166 different hierarchical models in a four-way table and over one thousand in a five-way table). Hence, model selection strategies, such as those described above, which limit the number of models to be evaluated are immensely helpful; unfortunately, no "best" strategy exists since, in large part, a choice depends on (our) a priori knowledge of the interrelationships among the variables.
In field survey work, where a large number of candidate predictors are generally available, the resulting multiway table is likely to be extremely sparse and strategies that use the full table may not be useful, or indeed appropriate. For example, use of standardized parameters (U-terms) is only appropriate when all cells have positive observed counts; similarly, the marginal and partial association test statistics are of questionable validity and consistency for higherorder effects. In cases where no a priori ordering of models is available, and little is known about the interrelationships among the variables, the use of stepwise procedures is likely to require a considerable amount of time and computation and cannot be thought of as an automatic device for finding the best loglinear model. In the application section to follow, we will see that these more standard procedures may require the evaluation of an inordinate number of models and may not yield the most parsimonious one. However, it should be noted that while these altemative methods can be used in the context of the general ioglinear model, the proposed stepwise procedure is most relevant when one variable has been singled out as the dependent measure.
An Illustrative Example
To illustrate the selection procedure and the subsequent model building stage, we use a set of data previously analyzed elsewhere (Dillon, Goldstein, and Shiffman 1978; Goldstein and Dillon 1977) Z3 Head of Household's Occupation 1. Sales, craftsman, clerical worker, or below 2, Professional or manager category descriptions for each of the predictors listed below were adopted from Dillon, Goldstein, and Shiffman (1978) . With the exception of Z,^length of residence-all of the variables comprising this subset had previously been determined as useful with respect to usage. Table 1 shows the first-order relationships of all these variables to heavy and light usage.
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Selection of Variables
The selection process begins by examining the firstorder relationship between the dependent measureusage-^and each explanatory variable. Table 2 indicates the relative first-order importance of the predictors in terms of the likelihood ratio chi-square for the hypothesis of complete independence. Family income has the largest chi-square per d.f., and it is our first selection for inclusion since the corresponding p value is highly significant (p<.01). The next step is to determine which of the remaining variables, if any, should be selected given that Z5-family income-has been included. Therefore, we are considering which ofthe remaining five variables is most important with respect to usage once family income has been adjusted for. Part B of Table 2 shows the results of testing the hypothesis that usage is independent of each of the remaining variables and family income taken jointly. The crosstabulations of Z3-head of household's occupationand Z5-family income-shows the largest chi-square per d.f. (13.91); however, the criterion for inclusion at this step rests on the test of conditional independence of usage and head of household s occupation given the level of family income; i.e., Hz^iz^. The table shows that a test of this hypothesis yields a significant chisquare value (p<.05). This makes Z^ our next choice for inclusion.
Before proceeding to the next step, however, two points warrant discussion. First, from (4) we see that conditional independence x' values can be computed by taking the difference between the two appropriate joint independence chi-square values; for example which is exactly the value shown in Part B of Table 2 . Secondly, we can address the issue of whether Z5 may be dropped given that Z3 is included. This test rests on X^H7j7 where with 2 d.f. Because this value is highly significant (p<.01). we can conclude that family income warrants retention in the predictor set which includes head of household's occupation. The next step is to include both family income and head of household's occupation and compute the relative importance of the remaining four variables. Part C of Table 2 shows that Z,-location of previous home-has the largest chi-square per d.f. (6.99), and the corresponding conditional independence hypothesis, HZ2IZ5Z3, is rejected at the p= .15 level. At this point, a decision has to be made as to whether the process should continue. That is, if we had set ai = .05, the process would stop at this step with two predictors having been selected. In general, the setting of an "effective" stopping rule (i.e., critical a-Ievel) is a particularly difficult issue. This is due partly to the paucity of published research on the subject, and because the general area of selecting "good" subsets of variables is inherently problematical. However, in the context of usual forward stepwise multiple regression problem, Bendel and Afifi (1977) have presented evidence which suggests that rather liberal inclusion levels, in the range of .15 to .25, should be used. Because the main purpose of this section is to illustrate the selection process, we set a, = .15 and aD= .05, and include Z. in the predictor set. Given that location of previous home is included, we can question whether both family income and head of household's occupation should be retained. Let us first consider the relative importance of Zs-family income-given the levels of Zi-head of household's occupation-and Z.-location of previous home. The relevant hypothesis can be easily assessed by examining X'HZ5|Z3Z, where = 48.90-27.54 = 21.36 with 4 d.f. Since this value is highly significant (p<.01), Z5 should be retained. Similarly, for Z, we compute = 48.90-41.56 = 7.34 with 4 d.f. In this case, however, we conclude that head of household's occupation should be dropped given that Z5 and Z. are included since p>aD.
A fourth step in this process is not productive. We see from Part D of Table 2 that each of the remaining variables (Z.-length of residence, Z4-head of house- hold's education, and Z^-stage in family life cycle) yields a goodness-of-fit chi-square value for the hypothesis of conditional independence which is nonsignificant-indicating a good fit. This means that none of the remaining variables is statistically important when the variables already included in the system are controlled for.
In conclusion, the selection procedure terminates with two variables, Z5-family income and Z^-Iocation of previous home, having been included. We now proceed to the second stage of analysis-model building.
Logit Analysis
The second phase of analysis involves fitting a model, and as an initial step consider Table 3 and Figure 1 which show the observed heavy usage prevalences for the two explanatory variables (Z. and Zj) chosen by the selection procedure. Each vertical bar in the figure represents one of the groups of respondents defined according to the two variables previously determined as important. Note that the height of the bars rises from left to right moving from a family income of less than $11,000 a year to family income of at least $11,000 a year. From the table and figure, a number of observations can be offered:
• In general, the likelihood that the respondent is a heavy user is relatively low, about 28%, if family income is less than $11,000 a year and the previous move was within the same county.
• Within each income group, the likelihood of heavy usage is increased if the location of the respondent's previous home was outside the county.
• Respondents who have family incomes of at least $11,000 a year (regardless of their previous home) have a fairly high chance, about 59%, of being a heavy user.
• Regardless of family income, respondents who have previously moved outside of the county have about a 66% chance of being heavy users.
• If the location of the respondent's previous Note that both models provide good fits and will yield logit models (see Green, Carmone, and Wachpress 1977) having identical parameters except their estimates will be slightly different since the margin total [Z2Z5] is assumed fixed in Model 2/ However, given 'specification of Z^-usage as the dependent measure-and variables Z, and Z; as explanatory factors means that the four sampling strata are eonsidered fixed and determined by these two factors. Therefore "permissible" logits must retain the margin total [Z^Z,] so that the estimated margin totals equal the observed margin totals. However, as Bishop (1969) has argued, if there is no good rationale for treating the margin totals as fixed, then this customary practice should not be blatantly evoked; funhermore, in certain instances "better" parameter estimates may be obtained from not including the highest-order margin total relating to the explanatory variables.
that there is no reason to believe the margin totals for Zj-location of previous home and Zj-family income were fixed in advance, we choose Model 1 as being consistent with the data. Finally, it should be noted that all parameter estimates from the selected model were significant at the p= .01 level, and the signs of the coefficients indicated that the characteristics location of previous home outside of county and family income of at least $11,000 a year had a "negative" effect on the log odds of being a light user.
In closing this section, we attempt to get a fix on how well our two-stage process has explained usage behavior by modifying a statistic recommended by Goodman (1972) . If we let x^(MO) be the goodness-offit chi-square value corresponding to Model-MO with fitted margin [ZQJ, then the statistic,
measures the relative increase in weighted "accounted for" variation obtained from the case where the additive effects of ZQ, Z2, and Z5 are taken into account (Model-Ml) vis-a-vis the case where only the main effect of the general mean on ZQ is taken into account (Model-MO). Using (6), we calculate the proportion of variation accounted for by Model-Ml given the choice of variables as 99.7%. As Goodman (1972) states, this measure is somewhat analogous to R^ the coefficient of multiple determination, used in multiple regression analysis. However, to derive a measure of the proportion of variation accounted for by the variables and the model we need to weight this measure by the proportion of variation accounted for by the two selected variables. To accomplish this, we use a procedure suggested by Light and Margolin (1971) . Consider a contingency table in which there are / = 2 columns representing usage and / rows, one for each possible combination of values of the selected variables-in our case i = 4 since there are two variables under consideration, each having two levels. A measure of accounted for variation by the explanatory variables is given by WSS (7) Q=\-TSS ' where TSS total sum of squares WSS within sum of squares
For the data of Table 3 , (2= .087 which means that 8.7% of the variation in usage is accounted for by knowledge of Z^-location of previous home and Z5-family income.
To compute an overall measure of accounted for variation (i.e., the variation attributable to the two selected variables and Model-Ml), we multiply 8.7% by 99.7% and obtain 8.6%. Obviously, a large proportion of variation remains unaccounted for; however, this is not too surprising, or uncommon, given the complexity of the phenomenon under study. Furthermore, the relatively low ''adjusted R"" is neither due to selecting ineffective variables nor from fitting a misspecified model.^ On the contrary, if all six predictors were brought into the analysis, they would account for only about 16% (Q= . 159) ofthe variation in usage behavior. Therefore, we see that the selected variables Z, and Z5 account for over 50% of the total possible accounted for variation.
Comparison with Alternative Methods
As we discussed earlier, a number of altemative model selection procedures are currently in use, all of which work off the complete table. By way of summary, Table 4 presents results for each of three altemative methods in terms of (1) the number of models evaluated, (2) the final model selected, (3) the corresponding p-value, (4) central processing unit time (CPU), (5) the total number of parameters estimated in the final mode!, (6) the mean absolute error, and (7) the overall accounted for variation. Since nearly one-half of the 2' cells of the multiway table formed by the seven variables was empty, the quantity one-half {Vi) was added to each cell prior to analysis. All results are based on use of the BMDP3F program.
Notice first the number of models that needed evaluation with use of the altemative methods ranged from a low of seven to an unwieldy high of 175. In addition, while the altemative methods yielded final loglinear models having better goodness-of-fit statistics (as evinced in the associated p-va!ues), they required the estimation of a far greater number of parameters since all six predictors were included with each method. In terms of the predictors utilized in a subsequent logit analysis, the standardized U-terms method would include Z, and Z5, whereas the marginal/partial association and Goodman's stepwise methods would include Z., Z3, and Z,. While the 'In standard multiple regression analysis, it is well-known that R^ can be greatly inflated by simply including additional explanatory variables, whether or not these have substantial relationship to the dependent measure. Consequently, larger R-does not unequivocably imply a better model. In the case of discrete variables, the extreme case occurs when so many variables are included, and so many cells result, that the observed frequency for specific combinations of variables is either zero or one. alternative methods yield logit models which do not differ greatly from the stepwise procedure with regard to the number of parameters, their estimates did vary considerably since the margins fitted in each final model were rather different. Note also that the use of the stepwise selection approach prior to logit analysis yields a final model that fares well in terms of mean absolute error (as compared to the alternative methods which utilize all six predictors) and accounted for variation.
Finally, inspection of the CPU time used shows the stepwise prior to logit method to be superior to the other approaches. Those approaches require that more computer runs be initiated; furthermore, more complex models need evaluation and the corresponding fitting process consumes more machine time. In short, the procedure described here appears to give relatively good results with less effort than the other approaches.
Concluding Remarks
In cases where a large number of predictors are available, the multiway table formed by all the variables is likely to have a great deal of empty cells. In such circumstances, the practitioner may not wish to fit a logit model at the outset, but rather utilize a variable selection procedure to reduce the number of candidate predictors to a more manageable set.
However, care and good judgment on the part of the practitioner are essential in the intelligent application to any stepwise selection procedure. While pockets of cell sparseness in a data set are often the motivating force leading one to consider variable selection schemes, this same problem is likely to reappear when applying such procedures. Unfortunately, the selection procedure discussed here, as well as other methods, is likely to suffer from difficulties of reliability when cell frequencies are so small as to make chi-square statistics of questionable validity.
While these issues should be kept in mind, the selection procedure discussed here appears potentially useful to practitioners who desire to select g(9Dd explanatory variables prior to a logit analysis. As we hopefully demonstrated, the selection procedure has the ability to (1) select potential predictors in terms of statistical significance which is consistent with the second stage logit analysis. (2) add or delete variables at any given step, and (3) be implemented with readily available computer software packages.
