Abstract. In this paper we show how Principal Component Analysis can be mapped to a quantized domain in an optimal manner. In particular, given a low-bandwidth communication channel over which a given set of data is to be transmitted, we show how to best compress the data. Applications to image compression are described and examples are provided that support the practical soundness of the proposed method.
1. Introduction. Principal Component Analysis (PCA) is an algebraic tool for compressing large sets of statistical data in a structured manner. However, the reduction results in real-valued descriptions of the data. In this paper, we take the compression one step further by insisting on the use of only a finite number of bits for its representation. This is necessary in a number of applications where the data is transmitted over low-bandwidth communication channels. In particular, the inspiration for this work came from the need for multiple mobile robots to share visual information about their environment.
Assuming that the data x 1 , . . . , x N take on values in a d-dimensional space, one can identify the d principal directions, coinciding with the eigenvectors of the covariance matrix, given by
where m is the mean of the data.
If our goal is to compress the data set to a set of dimension n < d, we would pick the n dominant directions, i.e. the directions of maximum variation of the data. This results in an optimal (in the sense of least squared error) reduction of the dimension from d to n. For example, if n = 0 then only the mean is used, while n = 1 corresponds to a 1-dimensional representation of the data. The fact that the reduction can be done in a systematic and optimal manner has lead to the widespread use of PCA in a number of areas, ranging from process control [7] , to weather prediction models [3] , to image compression [2] . In this paper, we focus on and draw inspiration from the image processing problem in particular, even though the results are of a general nature. x k be the mean of the data. 2. e i ∈ R d be the ith principal direction of the system, where i ∈ {1, . . . , d} 3. a i ∈ R be the ith principal component, i.e.
associated with the sample point x ∈ R d . We can then reconstruct x perfectly from its principal components and the system's principal directions as
If we wish to reduce the system complexity from a d-dimensional data set to n dimensions, only the n principal directions (corresponding to the n largest eigenvalues of the covariance matrix) should be chosen.
The main contribution in this paper is not the problem of reducing the dimension of the data set, but rather the problem of communicating the data. Given n ≤ d number of transmittable real numbers, the optimal choice for the reconstruction of x from these numbers is simply given by the n largest (in magnitude) principal components. But because the a i 's are all real-valued, we are required to quantize them prior to communication, and we wish then to transmit only the most significant quanta. In this paper we derive a mapping of the PCA algorithm to a quantized counterpart.
3. Quantized Components. Let r ∈ N be the resolution of our system. For example, if r = 10, then we are communicating decimal integers. If r = 16, then we are communicating nibbles (i.e. half-bytes). Now, let K ∈ Z be the largest integer exponent of r such that max i∈{1,...,d} (|a i |) With this definition of r and K, we are equipped to define the quantities by which we will decompose the principal components. We name the first quantity the quantized component,
where Z = {r K (−r + 1), r K (−r + 2), ..., r K (r − 1)}. As a result, we have that
In other words z i is obtained from the integer in the range [−r + 1, +r − 1], which, when scaled by r K , minimizes the distance to the principal component a i .
The second quantity, called the remainder component, is simply defined as
and therefore,
The remainder component is equivalent to the round-off error between z i and a i .
With these definitions, we define the quantized version of the original principal components to be a
. And, in a manner similar to the reconstruction of x from its principal components, we can reconstruct a quantized version of x from its quantized principal components:
We presume that sufficient resources may be allocated during a start-up period in which the transmitter and receiver can agree upon the real-valued mean and principal directions.
Thereafter, regular transmission of quantized components commences. 
where
For the sake of clarity, we present Table 1 as an example of principal components and their corresponding value of K, as well as their quantized and remainder components. Proof. Define the cost function
Now, define a similar cost function
Hence,
Taking n, m ∈ S, we may extend Eq. (11) to write
where sgn(z i ) indicates the sign (+ or −) of z i . Since sgn(z i )sgn(y i ) ∈ {−1, +1}, we may write
Now, assume that |z n | > |z m |, which gives us
where α ∈ Z + . Hence, we wish to show that J n − J m < 0.
Substituting Eq. (14) into Eq. (13),
Using Eq. (7), we conclude that
And finally, recalling that α ≥ 1,
and the theorem follows.
In other words, S + y refers to the principal component(s) with the largest quantized and remainder components which also have equal signs.
y such that |y n | ≥ |y m |, |z n | = |z m | ∀m ∈ S z and sgn(z n ) = sgn(y n ), then n is the solution to Problem 1, i.e. z n is the optimal component to transmit.
Proof. By assumption, |S z | > 1, and it is a direct consequence of the proof of Theorem 4.1 that we should choose between the elements of S z for a quantized component to transmit.
Let n ∈ S + y and m ∈ S z . Recalling Eq. (12),
It is true that either m ∈ S = or m ∈ S = . When m ∈ S = , sgn(z m )sgn(y m ) = −1 and
On the other hand, when m ∈ S = , sgn(z m )sgn(y m ) = +1 and
Note again that n ∈ S + y (i.e. |y n | ≥ |y m |). Hence, Eq. (17) becomes
Furthermore, J n − J m = 0 only when |y n | = |y m | and |z n | = |z m |. In other words, |a n | = |a m | and clearly the two costs are equal.
Theorem 4.3. If |S z | > 1 and |S + y | = 0, i.e. sgn(z s ) = sgn(y s ) ∀s ∈ S z and ∃ n ∈ S − y such that |z n | = |z m | and |y n | ≤ |y m | ∀m ∈ S z , then n is the solution to Problem 1, i.e.
|z n | is the optimal component to transmit.
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Proof. As was the case in Theorem 4.2, |S z | > 1, but S = and S + y are empty (indicating that the signs of the quantized and remainder components differ for all those in S z ). We prove then that the optimal quantized component to transmit is the one with largest |z i | and the smallest |y i |. Let n ∈ S − y and m ∈ S z . Recalling again Eq. (12),
and the theorem follows. 5. Iterative Algorithm. Naturally, in a practical application, we will want to sent a succession of quantized components rather than just one, and so an iterative algorithm is necessary. Fortunately, the nature of our approach very easily lends itself this, and the algorithm is presented below:
Given a sample set of training data. Compute the sample mean and principal directions. The simplicity of this algorithm is appealing. Moreover, at each iteration, there is little to compute, as little changes from one loop to the next. Indeed the real burden of this approach comes at the first step in the computation of the principal directions. In the next section, we will discuss some of the complexity issues associated with this problem as well as some methods for reducing it through a particular image compression example.
6. Image Compression Examples. We apply the proposed quantization scheme to a problem in which images are to be compressed and transmitted over low-bandwidth channels. Two separate data sets are used. The first set is comprised of 12 352x352 pixel grayscale images of very similar scenes (Figure 4) . The second is comprised of 118 64x96 pixel grayscale images of very different scenes ( Figure 5 ).
The images themselves are represented in two different ways. In the first method, as is common practice in image processing [4] [5] , the images are broken into 8x8 distinct blocks. Principal components and directions are computed over these 64-pixel pieces, and the quantization algorithm is applied to each block. At each additional iteration, one more quantized component is transmitted per block of the image. In the second method, principal directions and components are computed over the entire image, as a whole.
Under this method, only a single quantized component is communicated per iteration.
There are computational advantages/disadvantages associated with employing either method. In the first case, a greater number of transmissions is required for the same drop in error, but computing the principal directions is easy, and the memory required to hold them is small. In the second case, the mean-squared error drops off dramatically fast, but computing and maintaining the principal directions can be practically intractable.
In other words, the computational burden associated with computing larger and larger principal directions can be justified by the lower number of z i 's needed to reconstruct the image. 7. Error Regression. With a small amount of a priori information, we show how it is possible to predict the rate at which the log of the mean-squared error falls off. This is useful because given this rate, we may determine ahead of time how many transmissions are needed. At each iteration of our algorithm, we transmit one quantized component.
As a result, the error between the true principal components a ∈ R d and the receiver's reconstructionâ is reduced along one of its d dimensions.
Per iteration, we can compute the error of our quantization and reconstruction as
(â i,j e i )+m, andâ i,j is the receiver's ith reconstructed principal component after the jth iteration. The mean-squared error at the jth iteration then is
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By our previous definitions, we note that a i −â i,j = y i,j , i.e. the ith remainder component after the jth iteration, and
More useful to us is the logarithm of the mean square error, which we will denote lmse j .
Taking the first difference of lmse j gives
Now, define the total set of indexes L = {1, . . . , d}, and let L 0 be given by L 0 = i ∈ L a i = 0 . Clearly, these components will never have any affect on the error as y Figure 2 ), the length of these blocks will be the same on average. For image sets that are very similar, these block lengths can be very short. For dissimilar image sets, they will be longer, bounded above by d.
Over these blocks of iterations, y i,j will change value at most once. It is thus possible to compute the total change in error over an entire block, rather than the change at each iteration. The question then is, how can we characterize the lengths of these blocks, and how much should we expect the lmse to change? If we let K j denote the value of K at the jth iteration, and define M κ as the set of iterations for which K j is some constant κ we can define
and
Naturally, L 0 does not need to be indexed by κ as it is invariant over iterations.
We now make the assumption that ∀j and ∀i / ∈ L 0 , the z i,j 's are independently and identically distributed (with respect to both i and j), and
is uniformly distributed over the range {0, . . . , r − 1}. With these definitions, we use Eq. (23) to construct an average change in log-mean-squared error. We compare the difference in MSE between n, the last iteration of M κ , and m, the last iteration of M κ+1 . This is the average lmse over the M κ interval.
lmse ave = log r i∈L 0
Recalling that y i = 0 ∀ i ∈ L 0 , and hence lmse ave = log r i∈L κ
We moreover have that |y i,j | = γ i,j r K j , where γ i,j ∈ [0, 1 2 ). By definition, y i,j is constant over M κ , and hence
. In other words,
Similarly,
where p is the last iteration of M κ−1 . Hence,
The γ i,j 's cancel out, which gives
To continue, we first draw some conclusions about the relative lengths of L κ 1 and L κ 2 . Obviously, there are r elements in the set {0, . . . , r − 1}. For all j ∈ M κ and for all i / ∈ L 0 , the probability that z i,j = 0 is 1 r . The existence of z i,j 's that are zero over the interval M κ implies that the corresponding remainder components at the end of the last interval block (i.e. y i,j where j ∈ M κ+1 ) are equal to the remainder components at the end of the current interval block (i.e. y i,j where j ∈ M κ ). In other words, these remainder components do not change for a certain K j , hence belong to L κ 1 , and lmse over this interval is not increased or decreased by QPCA as a result of these quantized components.
Another set of indexes also belongs to L 
Specifically,
We plug this back into Eq. (30),
In other words, lmse ave drops by 2 after M κ iterations, and M κ = |L κ 2 |. For our examples, we used images with d = 3136 and d = 6144 for image sets 1 and 2, respectively. The number of sample images used to compute the mean and principal directions was 12 and 118. Consequently, the space spanned by our two image sets was 11 and 117 dimensional, which is equal to |L 1 | + |L 2 |. For example, with r = 10, we can say then that the average length of L 2 for the first image set was 11ρ 2 = 11(1 − 1.5 r ) = 9.35, and for image set 2 it was 117ρ 2 = 117(1 − 1.5 r ) = 99.45.
We computed a slope for the error from our experimental results for image set 1 and 2, with r equal to 10, 24, and 128, as shown in Figure 3 . Note that the experimental results coincide with the computed results to a very high degree. In fact, the predicted slope of the error has a percentage error less than 0.02.
Several important facts should be noted. First, the length of L κ 2 deviates from the average in the early "start-up" region of the algorithm, and hence so does the slope. In the start-up region, the error will drop off much faster, the length of M κ are much shorter here. Second, in general, image samples will not span such a small subspace of the original d-dimensional space. Consequently, the average length of L 2 grows and error drops off at a lower rate. Third, as can be seen in Figure 3 , the lmse does not drop off at constant rate, but has "humps". These "humps" have a frequency equal to |L κ 2 |.
8. Conclusions. We have proposed a method for transmitting quantized versions of the principal components associated with a given data set in an optimal manner. This method was shown to be applicable to the problem of image compression and transmission over low-bandwidth communication channels. We also show how the progression of the error 
