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a b s t r a c t
In this paper we explore the computation of the matrix exponential in a manner that
is consistent with Lie group structure. Our point of departure is the decomposition of
Lie algebra as the semidirect product of two Lie subspaces and an application of the
Baker–Campbell–Hausdorff formula. Our results extend the results in Iserles and Zanna
(2005) [2], Zanna and Munthe-Kaas(2001/02) [4] to a range of Lie groups: the Lie group of
all solidmotions in Euclidean space, the Lorentz Lie group of all solidmotions inMinkowski
space and the group of all invertible (upper) triangular matrices. In our method, the matrix
exponential group can be computed by a less computational cost and ismore accurate than
the current methods. In addition, by this method the approximated matrix exponential
belongs to the corresponding Lie group.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
The analytic solution ofmany differential equations on Lie groups can be stated in terms of exponentialmap. For example,
consider the differential equation y′ = F(t, y), t > 0, y(0) ∈ G, whereG is a Lie group, g is its Lie algebra and F : R×G −→ g
is an appropriate map (see [1,2,13]), then its solution can be written as y(t) = (expΩ(t))y(0), whereΩ evolves in the Lie
algebra g. So the computation of (exp A) · v or (exp A) · B, (where A and B are matrices and v is a vector), as an important
step, has been investigated by many authors (see [1,3,10]). The General Polar Decomposition (GPD) method which is an
approach to approximate matrix exponential has been presented in [4], and it is based on a theorem in Lie group theory.
In GPD method the algebra is decomposed into two subspaces in which the exponential map can be computed easier. For
example, in sl(n), the algebra of all traceless matrices, we have the expansion exp X = exp X [1] . . . exp X [m] exp Y [m] where
X [i], (1 ≤ i ≤ m), are the block matrices of the form
(
0 wT
w O
)
, and Y [m] is a diagonal matrix (see [4,14]). Therefore, the
exponential can be computed easier and more accurate, and specially the cost of GPD method is less than that of ordinary
ones (e.g. Padé method). But the most important advantage of this method is that the approximated exponential by GPD
method belongs to SL(n). We have applied the idea of semidirect product to split the Lie group and Lie algebra. In many
cases [12] the Lie group G can bewritten as G = G1oρ G2 where G1 and G2 are the Lie subgroups of G and ρ : G1 −→ Aut(G2)
is a smooth homomorphism and this yields the decomposition of its Lie algebra g = g1⊕ρ′ g2. For example, if G is the group
of all invertible upper triangular matrices, G1 is the subgroup of all invertible diagonal matrices and G2 is the subgroup of
unipotent matrices, i.e., the upper triangular matrices in which their diagonal entries equal to one, and if ρ is the adjoint
homomorphism then G = G1oρ G2 and hence g = g1⊕ρ′ g2, where g1 is the Lie algebra of all diagonal matrices and g2 is the
Lie algebra of all strictly upper triangular matrices. Now, by the Baker–Campbell–Hausdorff formula (BCH) the computation
of the exponential of an upper triangular matrix is reduced to the computation of the exponential of a diagonal matrix D and
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a strictly upper triangular matrix U . Since, U is a nilpotent matrix, exponential of U can be exactly computed if the order of
U is not very large, otherwise, we could compute expU by an approximation method, also expD can be exactly computed,
because D is a diagonal matrix. It is obvious that the computation of expU is more accurate than the computation of exp X .
Moreover, various applications of semidirect product of Lie groups in physics and engineering shown to be verymuch useful.
As outstanding examples, one canmention the group of all motions in Euclidean space E(n)which is the semidirect product
of the special orthogonal group SO(n) and the abelian group Rn, and also the Lorentz group L(n), the group of all Lorentz
transformation ofMinkowski space. These groups havematrix representation, butwe show in this paper that by ourmethod
the computation of exponential in these groups can be done more accurate and with the less cost. In Section 2, we explain
the GPD method and for more details we refer the readers to [4,2]. In Section 3 we present the necessary theory for the
semidirect product of Lie groups and Lie algebras, and state a formula for the exponential map in G = G1oρ G2. This formula
is the base of our method to compute the exponential map in G. In Section 4 we apply our method on the affine groups and
the group of all invertible upper triangular matrices and finally we compare the error and the computational cost of our
method with those of the other methods.
2. Preliminaries
Suppose G is a finite dimensional Lie group and g be its Lie algebra and let σ : G −→ G be an involutive automorphism,
i.e., one-to-one smooth map such that:
σ(x · y) = σ(x) · σ(y) ∀ x, y ∈ G,
σ (σ (x)) = x ∀ x ∈ G, σ 6= id.
It is well known that for sufficiently small t and for any z = exp(tZ) ∈ G, where Z ∈ g, we can write
z = xy, (2.1)
where σ(x) = x−1 and σ(y) = y. The decomposition (2.1) is called the Generalized Polar Decomposition (GPD) of z. On the
Lie algebra g, the involutive automorphism is induced by σ ,
dσ(Z) = d
dt
|t=0 σ(exp tZ),
hence dσ defines a splitting of g into the direct sum of two linear spaces,
g = p⊕ `, (2.2)
where ` = {Z ∈ g : dσ(Z) = Z} and p = {Z ∈ g : dσ(Z) = −Z}. In fact ` is a Lie subalgebra of g but p only admits Lie triple
system property, i.e.,
A, B, C ∈ p H⇒ [A, [B, C]] ∈ p,
where [A, B] is the standard commutator on Lie algebra g. Now, let
P = Πp(Z), K = Π`(Z),
where the mapsΠp : g −→ p andΠ` : g −→ ` are the canonical projection maps. It can be easily verified that every Z ∈ g,
can be uniquely decomposed into Z = P + K , where
P = Πp(Z) = 12 (Z − dσ(Z)), K = Π`(Z) =
1
2
(Z + dσ(Z)),
(e.g. [4]). Also ` and p satisfy:
[`, `] ⊆ `, [`, p], [p, `] ⊆ p, [p, p] ⊆ `. (2.3)
If, in decomposition (2.1), we consider x = exp X(t) and y = exp Y (t), where X(t) ∈ p and Y (t) ∈ `, for sufficiently small t
they can be written as:
X(t) =
∞∑
i=1
Xit i , Y (t) =
∞∑
i=1
Yit i
where the coefficients Xi and Yi can be found in [4,15]. The first terms in the expansions of X(t) and Y (t) are:
X = Pt − 1
2
[P, K ]t2 − 1
6
[K , [P, K ]]t3 +
(
1
24
[P, [P, [P, K ]]] − 1
24
[K , [K , [P, K ]]]
)
t4
+
(
7
360
[K , [P, [P, [P, K ]]]] − 1
120
[K , [K , [K , [P, K ]]]] − 1
180
[[P, K ], [P, [P, K ]]]
)
t5 + O(t6), (2.4)
Y = Kt − 1
12
[P, [P, K ]]t3
+
(
1
120
[P, [P, [P, [P, K ]]]] + 1
720
[K , [K , [P, [P, K ]]]] − 1
240
[[P, K ], [K , [P, K ]]]
)
t5 + O(t7). (2.5)
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Considering σ1, σ2, . . . , σm as elements of a sequence of involutive automorphisms on G, σ1 induces a decomposition
g = p1 ⊕ `1 and approximation
exp(tZ) ≈ exp(X [1](t)) exp(Y [1](t)),
where X [1] and Y [1] are suitable truncations of (2.4) and (2.5) respectively. Then `2 can be decomposed by σ2 and so we have
`1 = p2 ⊕ `2 and
exp(Y [1](t)) ≈ exp(X [2](t)) exp(Y [2](t)).
Repeating this processm times, (m > 1) yields the following:
g = p1 ⊕ p2 ⊕ · · · ⊕ pm ⊕ `m
and
exp(tZ) ≈ exp(X [1](t)) . . . exp(X [m](t)) exp(Y [m](t)).
The numberm is chosen appropriately such that the right-hand side terms can be easily computed.
3. Semidirect product of Lie group
The main idea of this paper is to decompose the elements of the Lie algebra to some simpler elements in which their
exponentials can be easily computed. One of the most powerful methods for such decompositions is the decomposition of
Lie group (and its Lie algebra) into semidirect product of two Lie subgroups, (respectively subspaces). There are various and
equivalent definitions for this concept. We begin by a standard definition of semidirect product (e.g. see [5]).
Definition 3.1. Let G1 and G2 be two Lie groups and ρ : G1 −→ Aut(G2) be a smooth representation of G1 as smooth
isomorphism of G2. The semidirect product S := G1oρ G2 as a manifold is the product manifold G1 × G2, but the group
action of S is defined as below:
(g1, g2) · (g ′1, g ′2) := (g1 · g ′1, g2 · ρ(g1)(g ′2)), ∀(g1, g2), (g ′1, g ′2) ∈ S.
It is well known that S is also a Lie group, and is called semidirect product of G1 and G2 with respect to the representation
ρ. We can consider ρ as a smooth action of G1 on G2, i.e., ρ : G1 × G2 −→ G2 by definition ρ(g1, g2) := ρ(g1)(g2). Now let
ρ ′ := d(1G1 ,1G2 )ρ : g1 × g2 −→ g2, where s := g1⊕ρ′ g2, the Lie algebra of S, as a vector space, is the direct sum g1⊕ g2, but
its bracket is defined by:
[(a1, b1), (a2, b2)] = ([a1, a2]g1 , ρ ′(a1)b2 − ρ ′(a2)b1 + [b1, b2]g2) ∀ (a1, b1), (a2, b2) ∈ s. (3.1)
It can be easily proved that s with this bracket is the Lie algebra of S, (see [5]). Also, (3.1) shows that g2 is an ideal of s, that
is [g2, s] ∈ g2. In fact, when a2 = 0 then the first component of the right-hand side vanishes. Now, we can state and prove
the expansion formula for the exponential map on s, according to the exponentials of g1 and g2. At first we recall the classic
theorem of Baker–Campbell–Hausdorff (BCH) formula (see [6,5]).
Theorem 3.2. If G is a Lie group and g is its Lie algebra and if x, y and z belong to g such that exp x · exp y = exp z, then in the
canonical coordinates we have
z =
+∞∑
m=1
(−1)m−1
m
∑
ki+li≥1
ki≥0,li≥0
[xk1yl1 . . . xkmylm ]
k1!l1!...km!lm! ,
where
[x1x2 . . . xn] = 1n [. . . [[x1, x2], x3], . . . , xn].
The first terms of the expansion of z that will be used later is, (see [6]),
z = x+ y+ 1
2
[x, y] + 1
12
[x, [x, y]] + 1
12
[y, [y, x]] + · · · .
With the above notations, the following proposition gives an expansion formula up to order 3 for semidirect product s.
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Proposition 3.3. Let x = tx0 and y = ty0 where x0 ∈ g1 and y0 ∈ g2, then for sufficiently small t > 0 we have
exp(x, y) = (expg1 x, ρ(expg1 x)(expg2 z)), (3.2)
where z ∈ g2 comes from BCH formula and its first terms are:
z = y− 1
2
ρ ′(x)y+ 1
6
ρ ′2(x)y+ 1
12
[y, ρ ′(x)y] + O(t3). (3.3)
Proof. Since the range of the exponential map includes some neighborhood of identity element,
exp(−x, 0) exp(x, y) = exp(w, z)
for some (w, z) ∈ g, so from Theorem 3.2, and (3.1), we have
(w, z) = (−x, 0)+ (x, y)+ 1
2
[(−x, 0), (x, y)] + 1
12
[(−x, 0), [(−x, 0), (x, y)]]
+ 1
12
[(x, y), [(x, y), (−x, 0)]] + O(t3)
= (0, y)+ 1
2
(0,−ρ ′(x)y)+ 1
12
(0, ρ ′2(x)y)+ 1
12
(0, [y, ρ ′(x)] + ρ ′2(x)y)+ O(t3).
On the other hand, since [(±x, 0), (x, y)] ∈ g2 and g2 is an ideal of s, the BCH formula yields that (w, z) ∈ g2, i.e. w = 0.1
Hence
(w, z) =
(
0, y− 1
2
ρ ′(x)y+ 1
6
ρ ′2(x)y+ 1
12
[y, ρ ′(x)y] + O(t3)
)
We know that exp(x, 0) = (expg1 x, 1G2), and exp(0, y) = (1G1 , expg2 y), for all x ∈ g1 and y ∈ g2. Therefore,
exp(x, y) = exp(x, 0) exp(0, z) = (expg1 x, 1G2) · (1G1 , expg2 z)
= (expg1 x, ρ(expg1 x)(expg2 z))
as we claimed. 
In case G is a Lie subgroup of the matrix group GL(n,R), the group G acts on Rn by matrix multiplication. We have the
following proposition for the group G o Rn.
Proposition 3.4. If G is a Lie subgroup of GL(n,R), X ∈ g and v ∈ Rn, then in the semidirect product Lie group GoRn, we have
the following formula for the exponential map:
exp(X, v) =
(
exp X,
+∞∑
k=0
1
(k+ 1)!X
kv
)
. (3.4)
Proof. See ([7], Example 4, p. 122). 
4. Applications
In this section, we will illustrate the GPD method and the idea of decomposition of Lie groups via semidirect product on
some important examples of Lie groups.
4.1. Affine transformation groups
Suppose G is a Lie subgroup of the general linear group GL(n,R). We consider the semidirect product group S = Goρ Rn
whereρ : G×Rn −→ Rn is the naturalmultiplication betweenmatrices and vectors. Hence s = g⊕ρ′ Rn 6 Mn×n(R)⊕ρ′ Rn,
where ρ ′ is the differential map of ρ at (1G, 0). More precisely the action of the group S is given by
(A, v)(B,w) = (AB, Aw+ v),
and the bracket of the algebra s is given by
[(A, v), (B,w)] = (AB− BA, Aw− Bv),
for all A, B ∈ g and for all v,w ∈ Rn. If we want to apply GPD method on S for the approximation of the exponential map,
we need an involutive isomorphism σ ∈ Aut(S), i.e., σ 2 = id. For simplicity, it is natural to probe this on Inn(S), i.e., the
group of all inner automorphisms.
1 This fact has been pointed out by one of the referees.
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Lemma 4.1. If B ∈ G and v ∈ Rn, then the map Ad(B,v) is an involutive isomorphism if and only if B2 = I and v = 0.
Proof. Let σ := Ad(B,v) : S −→ S. Then for any (A,w) ∈ S we have
σ(A,w) = (B, v)(A,w)(B, v)−1
= (BAB−1,−BAB−1v+ Bw+ v),
and hence
σ 2(A,w) = (B2AB−2,−B2AB−2v− B2AB−1v+ B2w+ Bv+ v).
So, if σ 2(A,w) = (A,w) holds for all A ∈ G and w ∈ Rn, then B2A = AB2, for all A ∈ G, hence B2 = λI , for some λ ∈ R.
Therefore, from the second component, we have
−v− ABv+ λw+ Bv+ v = w, ∀ A ∈ G, ∀w ∈ Rn,
which implies λ = 1, Bv = 0 and hence v = 0, since B is invertible. 
For example, if Bi is a diagonal matrix with unit entries unless its ith entry which is−1, we let
σi(Z, v) = Ad(Bi,0)(Z, v) = (BiZBi, Biv) ∀ Z ∈ G, ∀ v ∈ Rn.
Suppose
(Z, v) =

z11 . . . z1n... ...
zn1 . . . znn
 ,
v1...
vn

 .
By the GPD method and using σi’s, after jth stage, some elements appear in the following form, where in this section Owill
denote any zero matrix of appropriate size:
Pj =
((
O O
O P˜j
)
,
(0
uj
0
))
, Kj =
((
Dj−1 O
O K˜j
)
,
(
0
un−j
))
,
where
P˜j =

0 wj j+1 . . . wj n
wj+1 j 0 . . . 0
...
...
. . .
...
wn j 0 . . . 0
 , un−j = [uj+1, . . . , un]T
and
K˜j =
(
wjj 0T
0 K j
)
, K j =
wj+1 j+1 . . . wj+1 n... ...
wn j+1 . . . wn n
 , Dj−1 = diag(w11, . . . , wj−1 j−1).
But, from (3.4), exp Pj can be directly computed:
exp Pj =
((
Ij−1 O
O exp(˜Pj)
)
,
+∞∑
k=0
1
(k+ 1)!
(
O O
O P˜j
)k (0
uj
0
))
.
Now, we can compute exp(˜Pj) by the following formula, (see [4]):
exp(˜Pj) =

In−j+1 + sinhαj
αj
P˜j + 12
(
sinh αj2
αj
2
)2
P˜2j if a
T
j bj > 0, αj =
√
aTj bj,
In−j+1 + P˜j + 12 P˜
2
j if a
T
j bj = 0,
In−j+1 + sinαj
αj
P˜j + 12
(
sin αj2
αj
2
)2
P˜2j if a
T
j bj < 0, αj =
√
−aTj bj
where aj = [wj+1 j, . . . , wn j]T and bj = [wj j+1, . . . , wj n]T . This can also be written as [9]:
exp(˜Pj) = In−j+1 + [κ, e1]ϕ(D)
(
eT1
lT
)
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where
κ =
(
0
aj
)
, l =
(
0
bj
)
, D =
(
0 1
bTj aj 0
)
, ϕ(z) = (ez − 1)/z, e1 = [1, 0, . . . , 0]T ∈ Rn−j+1.
Truncation of the expansions (2.4) and (2.5) up to O(t4) gives
[Pj, Kj] =
((
O O
O Qj
)
,
(
0
ξj
))
,
where
Qj =
(
0 bTj K j − wjjbTj
wjjaj − K jaj 0(n−j)×(n−j)
)
, ξj =
(
bTj u(n−j) − wjjuj
0
)
,
and
[Pj, [Pj, Kj]] =
((
O O
O Fj
)
,
(
0
ηj
))
,
where
Fj =
(
2bTj (wjjI − K j)aj 0T
0 ajbTj K j + (K j − 2wjjI)ajbTj
)
, ηj = (bTj u(n−j)I − 2wjjujI + ujK j)aj
and also
[Kj, [Pj, Kj]] =
((
O O
O Ej
)
,
(
0
ζj
))
,
with
Ej =
(
0 −bTj (wjjI − K j)2
−(wjjI − K j)2aj O
)
,
ζj =
(
2wjjbTj u(n−j) − w2jjuj − bTj K ju(n−j)
0
)
.
4.1.1. Numerical examples for affine transformation groups
1. Let E(n) := SO(n) o Rn be the group of all Euclidean motions. Hence its algebra is e(n) := so(n) ⊕ Rn, where they have
the following, (n+ 1)× (n+ 1) real, matrix representations
E(n) =
{(
A v
0T 1
)
; A ∈ SO(n), v ∈ Rn
}
,
and
e(n) =
{(
A v
0T 0
)
; A ∈ so(n), v ∈ Rn
}
.
2. If SO(n) is replaced by the semi-orthogonal group, i.e.,
SO(n− 1, 1) =
{
A ∈ GL(n,R); AT = SA−1S
}
,
where S = diag[−1, 1, . . . , 1], then we obtain L(n) := SO(n− 1, 1)oRn the Lorentz group of all motions in the Minkowski
space. Also its algebra is l(n) = so(n− 1, 1)⊕ Rn where
so(n− 1, 1) =
{(
0 vT
v A
)
; v ∈ Rnand A is an antisymmetric (n− 1)× (n− 1)matrix
}
.
Since SO(n) and SO(n− 1, 1) are the quadratic groups the (1, 1)-Padé approximation method maps so(n) and so(n− 1, 1)
to SO(n) and SO(n − 1, 1), respectively, (see [1], p.128) while this fails in the case of special linear group SL(n) = {A ∈
GL(n,R); det(A) = 1} where sl(n) = {A ∈ Mn×n(R); tr(A) = 0}, whereas the GPD method maps sl(n) to SL(n). Consider
the group G := SL(n) o Rn and its algebra g := sl(n) ⊕ Rn. Suppose the exp(A, v) is approximated by (Bi,wi) for i = 1, 2
using both (1, 1)-Padé and our (semidirect approach) methods. For this experiment, Fig. 1 shows a comparison of the errors
in the determinants, i.e., | det(Bi)− 1|, i = 1, 2 as a function of h.
Tables 1 and 2 report the complexity of our method in the Lie algebras associated to the groups E(n) and L(n). In Fig. 2,
we compare the number of floating point operations scaled by n3 for elements (Z, v) in e(n) or l(n), for our method and also
(1, 1)-Padé approximation. The (1, 1)-Padé was applied on matrix representation of e(n) and l(n), and its complexity was
computed via LU-factorization. Also, in Fig. 3, we compare the accuracy of the two approximations for the exponential of a
random (hZ, hv) in e(n), where Z is anti-symmetric and normalized so that ‖Z‖2 = ‖v‖2 = 1, h = 12 , 14 , . . . , 1210 , and we
use the norm ‖(A,u)‖ = ‖( A u0T 1 )‖ = ‖A‖2 + ‖u‖2for A ∈ SO(n) and u ∈ Rn.
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Fig. 1. Error in determinant versus h for the approximation of the first component of the exponential of a unit norm random element of the Lie algebra
sl(10)⊕ R.
Table 1
Complexity for a polar-type approximant for e(n) as a semidirect product.
Order2 Order3
Vector Matrix Vector Matrix
Splitting 23 n
3 2
3 n
3 5
2 n
3 5
2 n
3
Assembly exp 112 n
2 5
2 n
3 6n2 52 n
3
Total 23 n
3 19
6 n
3 5
2 n
3 5n3
Table 2
Complexity for a polar-type approximant for l(n) as a semidirect product.
Order2 Order3
Vector Matrix Vector Matrix
Splitting 43 n
3 4
3 n
3 5n3 5n3
Assembly exp 112 n
2 5
2 n
3 6n2 52 n
3
Total 43 n
3 23
6 n
3 5n3 152 n
3
4.2. Upper triangular matrices
LetD be the group of all invertible diagonal matrices of rank n andU be the group of all unipotent upper triangular n×n
matrices, i.e.,
U =


1 a12 . . . a1n
0 1 . . . a2n
...
. . .
...
0 . . . 0 1
 ; aij ∈ R, 1 ≤ i < j ≤ n
 ,
and also let G be the group of all invertible upper triangular n× nmatrices, i.e.,
G =


a11 a12 . . . a1n
0 a22 . . . a2n
...
. . .
...
0 . . . 0 ann
 ; aij ∈ R, 1 ≤ i ≤ j ≤ n, aii 6= 0, 1 ≤ i ≤ n
 ,
all of themwith ordinary matrix multiplication. SinceU is a normal subgroup of G, andD acts onU by conjugation, we can
consider G as the semidirect product ofD andU [11]. In fact the map ρ : D −→ Aut(U) by definition ρ(D)(U) = D−1UD
for allD ∈ D and for allU ∈ U is a representation ofD in Aut(U). Since every element A ofG admits a unique decomposition
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Fig. 2. Floating point operations versus size for the approximation of the exponential of the elements of e(n) or l(n) with our approach and (1, 1)-Padé
approximant.
Fig. 3. Error in the approximation versus h for the approximation of the exponential a unit norm random element of the Lie algebra of e(10) with GPD
method and (1, 1)-Padé approximation.
as A = D · U, (D ∈ D,U ∈ U ), i.e.,
a11 a12 . . . a1n
0 a22 . . . a2n
...
. . .
...
0 . . . 0 ann
 =

a11 0 . . . 0
0 a22 . . . 0
...
. . .
...
0 . . . 0 ann


1 ∗ . . . ∗
0 . . .
...
. . .
...
0 . . . 0 1

and in addition we can write
(D1U1) · (D2U2) = D1D2 · (D−12 U1D2)U2
= (D1D2) (ρ(D2)(U1) · U2) ∀ D1,D2 ∈ D, ∀ U1,U2 ∈ U,
then we have G = Doρ U. Also its Lie algebra is
g = d⊕ u =


a11 a12 . . . a1n
0 a22 . . . a2n
...
. . .
...
0 . . . 0 ann
 ; aij ∈ R, 1 ≤ i ≤ j ≤ n
 ,
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where
d =


d1 0 . . . 0
0 . . .
...
. . .
...
0 . . . 0 dn
 ; di ∈ R, 1 ≤ i ≤ n
 ,
is the Lie algebra ofD and
u =


0 a12 . . . a1n
. . .
...
...
. . . a(n−1)n
0 . . . 0 0
 ; aij ∈ R, 1 ≤ i < j ≤ n
 ,
is the Lie algebra ofU. By Theorem 3.2, for any A ∈ gwe can write
exp A = exp(D+ U) = expD · expU ′
where, D ∈ D and U,U ′ ∈ U are suitable matrices. Now, we have the exact value of expD, in fact, exp(diag[d1, . . . , dn]) =
diag[ed1 , . . . , edn ]. Since U ′ is a strictly upper triangular matrix, we have expU ′ = ∑n−1k=0 U ′kk! , and this can be used for
small n, but if n is a large number, we can apply approximation methods like GPD, Padé, etc. for calculating expU ′. If we
use Padé method for the approximation of expU ′, the computational cost of our approach will be less than that of direct
approximation of exp A by GPD or Padé method, (computational cost of our approach differs from that of GPD method by
an order of at least O(n)). To explain the details we first write
A =

a11 a12 . . . a1n
0 a22 . . . a2n
...
. . .
...
0 . . . 0 ann
 =

d1 0 . . . 0
0 d2 . . . 0
...
. . .
...
0 . . . 0 dn
+

0 a12 . . . a1n
0
. . .
...
...
. . . a(n−1)n
0 . . . 0 0
 = D+ U
then we have exp(−D) · exp A = expU ′, where U ′ has been computed by BCH formula:
U ′(t) = Ut − 1
2
[D,U]t2 + 1
6
[D, [D,U]]t3 + 1
12
[U, [D,U]]t3 + O(t4) (4.1)
and the terms with brackets can be easily computed for example:
[D,U] =

0 a12(d1 − d2) . . . a1n(d1 − d2)
0 0 a23(d2 − d3) . . . a2n(d2 − dn)
...
. . .
...
0 . . . 0

therefore exp A = exp(D) · expU ′. Since, the first three terms of right-hand side of (4.1), the expansion formula for U ′(t),
are nilpotent matrices, we ignore the terms 112 [U, [D,U]]t3+· · · and we approximate expU ′ by (1, 1)-Padé approximation
method, by applying to n× nmatrices, with a complexity cost of O(n3) floating point operations, while this cost is O( 53n3)
for direct (1, 1)-Padé approximation of exp A. Fig. 4, reveals a comparison of the number of floating point operations scaled
by n3 for our approach and direct (1, 1)-Padé method. In Fig. 5, we compare the errors of the exact exponential for these
two methods.
5. Conclusions
In this paper, we pursued the idea of splitting the Lie groups and Lie algebras for numerical computation of exponential
map. This idea has been introduced and implemented bymany authors ([8,2,4], . . . ). But here, we have initiated the splitting
of the Lie groups and Lie algebras as semidirect product and semidirect sum, respectively. Also, we have made use of BCH
formula to approximate the exponential map in some important Lie groups, like E(n), L(n) and the group of all invertible
upper triangularmatrices. The figures and tableswhich are reported here show the advantages of this approach and compare
it with other methods. We hope that this approach can be successfully applied to some other Lie groups.
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Fig. 4. Floating point operations versus size for the approximation of the exponential of an upper triangular n×nmatrixwith our approach and (1, 1)-Padé
approximant.
Fig. 5. Error in the approximation versus h for the approximation of the exponential an unit norm random an upper triangular 10× 10 matrix with new
method and (1, 1)-Padé approximation.
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