Abstract-A quick recognition of security hazards is challenging. Information sources are often insufficient to infer the occurrence of hazards with certainty, requiring recognition to be based on patterns of occurrences distributed over space and time. We introduce a generic framework that supports a quick response to changes in patterns of occurrences, using multiple inferencing techniques. We demonstrate, with a case study of detecting DoS attacks, that our approach is more flexible and accessible than custom-coded solutions, supporting multiple statistical inferencing techniques when such results are available.
INTRODUCTION
SECURITY applications, such as those responding to DoS attacks, face a tradeoff between identifying security hazards with certainty, and the need to provide a quick response to threats. Waiting too long to respond may mean that mitigating actions have little effect once they are applied, while wrongly determining that a DoS attack has occurred may result in unjustifiable denial of service.
Event Composition Systems (e.g., [1] , [2] , and [3] ) have been proposed in the literature for analyzing data and detecting situations of interest. These general purpose systems infer, in real time, the occurrence of events, based on the occurrence of other events using rules. The declarative nature of rules, combined with an optimized inference mechanism, allows quick response to new and evolving situations by simply changing a set of rules rather than by making changes in code. However, existing event composition systems are by-and-large unable to handle incomplete or uncertain information.
In this work, we describe an uncertainty management extension of event composition systems, using a quantitative approach based on probability theory that associates a certainty measure with inferred events. Quantitative decision making enables assessing the certainty of threats and deciding on mitigating activities, even in the absence of complete information. To the best of our knowledge, our proposed solution is the most comprehensive for handling inference with uncertain and incomplete information for event composition systems. This makes it an ideal candidate for security informatics, as illustrated in the case of DoS attack detection described in Section 4.
RELATED WORK
Network attack detection, the focus of the case study in this paper, is analyzed in [4] and [5] using BGP routing instabilities and describing how distributed events may be correlated to detect attack occurrences (using a Bayesian network in [4] ). The need for inference mechanisms to handle incomplete information and uncertainty is further motivated in [6] and [7] . These works tailor probabilistic or statistical models to a specific security application, while our work proposes a generic framework for the inference of security events. We also overcome the inability of applicationspecific tailored models to combine the results of different models.
Contemporary event composition systems (e.g., [2] and [3] ) reason only about deterministic knowledge regarding the relationships between events. The language and inference algorithm of [8] manage uncertainty, yet are too limited to enable the definition of the types of rules required for the applications discussed in this work. For example, the predicates of that language are limited, and the notion of a life span, which is used extensively in the case study, does not appear in [8] .
UNCERTAIN INFERENCE FRAMEWORK
In this section, we provide a generic formal framework for uncertain event inferencing that can be efficiently and effectively utilized for security applications, using probability theory as an underlying mechanism to represent uncertainty. The framework has three main components, namely, Event Model, Inference Language, and Inference Algorithms.
The event model is used to represent an event, as well as the uncertainty regarding an event occurrence (i.e., whether an event occurred) and event attributes, e.g., when it is clear that an event has occurred, but uncertainty exists regarding its exact occurrence time. The proposed framework includes a formal probabilistic definition of the semantics of the relevant uncertainties (see Section 3.1).
The inference language enables inferring events under uncertainty using rules. Rules use formal probabilistic semantics and can involve complex temporal predicates.
The third main component involves a set of inference algorithms to calculate the probabilities of inferred events, given events and rules. The algorithms ensure that a valid probability space is constructed, based on the semantics of the event model and the language.
Event Model
In the context of active systems, an event is defined as an occurrence that is significant (falls within a domain of interest to the system), instantaneous (takes place at a specific point in time), and atomic (either occurs or not). Examples of events include BGP advertisement notifications and ICMP unreachable messages in the network domain, which, as discussed in the sequel, are also important for the detection of DoS attacks.
A variety of data can be associated with the occurrence of an event, e.g., the IP address of a router generating BGP advertisement messages. Two events that share the same data types are of the same event type. For example, consider events that provide the hourly number of advertisements of a BGP protocol in a network. With each instance of this type of event, the relevant information consists of all the details that such an advertisement must include according to the BGP protocol. An example of such information is the exact hour for which this event was generated. All such events can be said to belong to the event type BGP Ads.
In the context of event composition systems, a distinction is made between explicit events and inferred events. The former type are events for which an event notification is signaled by an external event source. The latter type of events are inferred from other events using a set of rules.
Event Instance Data (EID) represents the information a composite event system holds about event instances. EID incorporates all relevant data about an event, including its type, time of occurrence, etc. In event composition systems with no uncertainty, each event can be represented by a single tuple of values V al ¼ hval 1 ; . . . ; val n i (one value for each type of data associated with the event). To capture the uncertainty associated with an event instance, the EID of each event instance is a Random Variable (RV). The possible values of EID are taken from the domain V ¼ fNOg [ V 0 , where NO stands for the nonoccurrence of an event and V 0 is a set of tuples of the form hval 1 ; . . . ; val n i.
The semantics of a value of E (encoded as an EID), representing the information the system has about event e, are as follows: The probability that the value of E belongs to a subset S V n fNOg is the probability that event e has occurred, and that the value of its attributes is some tuple of the form hval 1 ; . . . ; val n i, where fhval 1 ; . . . ; val n ig 2 S. Similarly, the probability associated with the value fNOg is the probability that the event did not occur. For example, assume that the system considers the following alternatives regarding a BGP Ads event: the event was not generated at all; the event was generated, stating that the number of BGP advertisements that occurred at 10:00 a.m. is 20; or the event was generated, stating that 30 advertisements occurred at 10:00 a.m. In addition, assume that the system considers the probabilities of these possibilities to be 0.3, 0.3, and 0.4, respectively. Then, the event can be represented by an RV E whose possible values are fNOg, f10 : 00 a:m:; 20g, and f10 : 00 a:m:; 30g. Also, Finally, we introduce an Event History EH t2 t1 to be the set of all events (of interest to the system), as well as their associated data, whose occurrence time falls between t 1 and t 2 .
Inference Language and Algorithms
A rule language defines a set of rules, such that these rules, together with the information regarding explicit events, define the probability space of interest at each point in time t. At any time point t, the probability that an event e with specific data occurred at some time t 0 t should be computed, taking into account only the evidence that is known to the system at time t. Therefore, a (possibly different) probability space is defined for each t. An intuitively appealing way to define this probability space involves possible world semantics [9] , in which possible event histories correspond to possible worlds. Using such a definition, the possible world representation is a probability space P t ¼ ðW t ; F t ; t Þ at time t such that W t is a set of possible worlds, with each possible world corresponding to a specific event history at time t, F t 2 jWtj is a -algebra over W t , and t : F t ! ½0; 1 is a probability measure over F t .
A rule r has three main functions. It defines a temporal context (e.g., an interval) during which inference is relevant. For example, some rules may be relevant only during regular working hours. It also defines events that are relevant to the inference of other events. Finally, it defines conditions, attribute values, and probabilities that support the occurrence of an event. A formal definition of the semantics of rules appears in the online supplement, which can be found on the Computer Society Digital Library at http://doi.ieeecomputersociety.org/ 10.1109/TKDE.2008.74.
A rule r is of the form hLS; fREg; ET i, where LS defines the temporal context. fREg is a set of rule expressions, each defining a condition under which an event of class ET may be inferred. A restriction that we impose ensures that a single rule is defined for each event class.
The temporal context LS is defined by a start point and an end point, such that both may be either the occurrence time of an event, or an explicit time point. In addition, the end point may be determined as the length of time measured from the starting point. For example, consider a life span that defines an interval whose beginning is the occurrence time of an ICMP unreachable event, and the end point is 10 min afterwards. Such a life span defines a sliding time window as shown in Fig. 1 .
RE, which defines a condition under which an event of class ET may be inferred, is a tuple of the form hSel; P at; Map; Pri. Sel is a function, that given an event history, selects a subset of that history on which a pattern P at, a (possibly temporal) predicate, is tested. When P at evaluates to true, an event of type ET may be inferred. Map is a set of functions that maps the attribute values of the events that triggered this rule to the attribute values of the inferred event. It may be any deterministic function from the attributes of the event classes of the selected events. Finally, Pr 2 ½0; 1 is the probability of inferring the event by the rule (for formal details, see the online supplement, which can be found on the Computer Society Digital Library at http:// doi.ieeecomputersociety.org/10.1109/TKDE.2008.74).
Security applications require that the inference process be done in real time. Inference algorithms should therefore be efficient, despite the nonmonotonicity of the process (e.g., new information may cause previously inferred events to no longer be considered possible). Our framework offers two inference algorithms. The first constructs a Bayesian network based on rules, ensuring that calculations are carried out on a valid probability space. Bayesian network construction is exponential in the state space of the events and we therefore offer an algorithm, based on Monte Carlo sampling, that can obtain approximated probabilities in polynomial time. This algorithm exhibits very good scaling characteristics, as described in Section 4.2.
CASE STUDY AND PERFORMANCE RESULTS

Case Study
The occurrence of a potential security threat could be inferred from seemingly unrelated isolated events. Examples of such cases are as follows:
Biohazard. Detecting the occurrence of a disease outbreak due to a terrorist attack could be based on recognition of the disease at several different hospitals in different geographical locations, but in very close temporal proximity. In addition, such outbreaks could be correlated with the presence of suspected terrorists at nearby airports. Uncertain rules calculate the probability of such a terrorist attack based on these basic events.
Computer security. Login attempts to the same account with different passwords or to different accounts with different passwords in close temporal proximity. Rules may be defined to calculate the probabilities of an attempted break-in.
Recognition of DoS attacks. DoS could be inferred based on events indicating BGP routing instabilities.
We now demonstrate, based on Internet traffic monitoring events, how the language defined in Section 3.2 can be used for detecting DoS attacks caused by the propagation of worms. This is carried out based on the work in [5] , in which it was shown that BGP routing instabilities can serve as an indicator of the spread of Internet worms. Specifically, in [5] , the occurrence of two worms, the first on 19 July 2001, and the second on 18 September 2001, correspond to the patterns appearing in Figs. 2 and 3 , respectively. One pattern involves a gradual, yet constant and significant increase of BGP advertisements, corresponding to the occurrence of the Code Red II worm on 19 July 2001 (see Fig. 2 ). The other involves a sudden large spike in the number of BGP routing advertisements. This can be seen in in Fig. 3b , which shows a sudden spike on 18 September 2001. This spike corresponds to the propagation phase of the NIMDA worm.
The proposed framework defines worm detecting rules based on such patterns. Assume that the monitoring system generates events that provide the number of BGP advertisements in an hour. Such events are called BGP Ads events, and an attribute associated with each such event is the actual number of hourly BGP advertisements. These events can alternatively be inferred using additional rules based on individual BGP advertisement events.
To infer the occurrence of a worm based on the occurrence of BGP Ads events, two rules are defined. Rule r 1 is intended to detect a gradual and constant increase in the number of BGP Ads events. r 1 is defined with a sliding time window life span, similar to the one shown in Fig. 1 . This is a sliding window initiated by a BGP Ads event, for which the number of BGP advertisements is at least 1,000. The life span closes when there is a decrease in the number of BGP advertisements. In addition, r 1 has the following two rule expressions: RE 1 . Exactly three consecutive BGP Ads events in with an increase of at least 400 advertisements between events. In such a case, the probability that a worm occurs is 0.8. Such probabilities can be inferred based on machine learning techniques, for example. RE 2 . At least five BGP Ads events that occur in consecutive hours with an increase of at least 400 advertisements between these events. Here, the probability that a worm occurs increases to 0.9.
In a similar manner, a rule r 2 can be defined, to recognize a sudden spike in advertisement numbers.
We next demonstrate how r 1 is used to infer the probability associated with a worm occurrence based on the trace in Fig. 2 :
On 19 July at midday, the number of BGP advertisements begins to rise. This is indicated by the arrow marked (a) in Fig. 2 . Note that this number rises in a linear fashion from the middle of the day until peaking 22 hours after the beginning of the day. Moreover, notice that the peak is around 5,000, and at midday, the number of advertisements is 500. Therefore, in the space of 10 hours, the number of BGP events rises linearly by 4,500, which means that the number rises by 450/hour. As described above, this trend corresponds to the propagation phase of the Code Red II worm.
At around 15:00, there are 1,000 advertisements (marked (b) in Fig. 2) initiating the life span of rule r 1 .
In the next 3 hours, three additional events occur, with an increase of 450. Therefore, at 18:00 (marked (c) in Fig. 2) , it can be inferred from RE 1 that a worm occurs with probability 0.8. This is 6 hours before 22:00, the peak of the BGP instability.
After two additional hours, the pattern defined by RE 2 evaluates to true. Therefore, according to RE 2 , the probability of an attack increases to 0.9 by 20:00, 2 hours before the peak of the attack. This is denoted by the arrow marked with (d) in Fig. 2 .
In the above case, there are BGP Ads events that initiate the life span of r 2 , yet r 2 is not evaluated to true for the data shown in Fig. 2 . Therefore, inference is not carried out according to this rule. For the second trace (Fig. 3) , rule r 2 leads to a similar inference.
It is worth noting that for both rules, nowhere else in the traces does either of the two rules cause a new event to be considered possible. For example, even though at the point in time denoted by the arrow marked with (e) in Fig. 2 there is a slight increasing trend in advertisements, rule r 1 is not triggered, as most of the time the number of advertisements is less than 1,000, and even when the number of advertisements rises higher than 1,000, there are no consecutive events in which there is an increase of at least 400 advertisements between events.
Our approach has significant benefits for security applications. First, uncertainty is explicitly taken into account, which means that the system becomes aware of a possible DoS attack much sooner than with a deterministic approach. Also, the quantification of the uncertainty enables decision making based on the weight of this uncertainty. An additional advantage is that the rules enable expressing in an explicit and intuitive manner the relationship between the explicit events and the inferred events. Such explicit definition enables the system to explain the reason for the event inference. Such explanations increase user confidence and facilitate the acceptance of the system. Another benefit of the proposed framework is that rules can be dynamically added to enable the inference of the occurrence of worms based on other indications. Consider, for example, an increase in ICMP unreachable events, which may also serve as an indication for the occurrence of a worm (see [4] ). A rule r 3 can be defined to infer the occurrence of a worm based on an increase in such messages. Moreover, an additional rule, r 4 , can infer the possibility of a worm when it is considered possible either due to ICMP unreachable events, or to BGP Ads events. Now, if at some point in time, the system considers a worm possible due to BGP Ads events with probability 0.9 and, independently, considers a worm possible due to an increase in ICMP unreachable with probability 0.9, then the effect of rule r 4 will be to increase the overall probability of the occurrence of a worm to 0.99. Finally, other types of models for the inference of a DoS attack (e.g., models based on statistical regression) can be incorporated into our framework. This can be done by ensuring that the results of such models are captured by explicit events, allowing the definition of rules which build on such events, and integrating these results with other information sources available in the system.
Empirical Analysis
To test the scalability of the proposed solution framework, we based the experiments on a rule set consisting of two types of rules: Level 1 rules, which materialize events based only on explicit events, and Level 2 rules, which materialize events based on events that were materialized by Level 1 rules. In all experiments, as each new explicit event appears, samples for the materialized events were generated until the probability of each event was approximated within the desired precision. The simulation environment and the inference algorithm were implemented in Java version 1.6.03, using JDK version 5.0, on the Windows XP operating system, and were carried out on a single computer with 1 Gbyte of memory and an AMD Athlon 64 3200 CPU.
We experimented with a variety of control parameters to measure performance. One such parameter is the number of relevant events. Active systems are expected to process a large number of explicit events. However, not all of these events may be relevant to the materialization of new events. Therefore, in the first set of experiments, we tested how the performance of our system changes with the proportion of relevant explicit events. These experiments were modeled after the performance experiments carried out in [3] , in which a similar test was carried out with regard to the performance of a deterministic event materialization system.
We have also quantified the increase in the number of samples required to obtain a good approximation, which is expected to increase with the number of possible event histories. Finally, the precision of approximation can be calculated using a statistical confidence interval, and is therefore measured with two values: , which is the confidence of the approximation interval, and , which is the size of the interval. It is to be expected that obtaining higher precision requires more samples. The aim of this experiment was, again, to identify the manner in which the required number of samples increased as a result of the increase in required precision.
Due to lack of space, we refrain from presenting a detailed performance analysis. Instead, we show one example in which we measured the impact of the number of relevant events on inference performance. We define a single rule inferring event whenever a number of explicit events occur. This is similar to RE 1 of r 1 in Section 4, in which an inferred event occurs if three events of type BGP Ads occur within some time interval. The purpose of this experiment is to test the scalability of a single rule processing with increasing number of dependent events. The results are given in Fig. 4 . We observe that although the number of dependent events changes significantly, the inference time moderately increases, at times not even changing (e.g., from 500 to 600 dependent events).
In addition, in the tested range, while the overall number of events increases by a factor of 10, the computational effort increases only by a factor of 3.5 (from 183.25 to 636.75 ms).
Overall, our experiments show that the algorithm displays nice scalability characteristics as the number of possible event histories increases. The number of samples required for all tested precision grows sublinearly in the number of possible worlds. In addition, our performance results are of the same order of magnitude as the deterministic event system analyzed in [3] . This result is encouraging because in our setting, repeated deterministic inference is carried out to enable the sampling. Finally, we observed that the percentage of relevant events, as well as the desired precision, are significant factors in the performance. We conclude that the initial performance experiments demonstrate good performance and scalability.
DISCUSSION AND FUTURE WORK
In this work, we demonstrated how a composite event system, augmented with uncertainty handling mechanisms, can discover events of interest in security-related applications. While previous event-based applications in this area exist, our approach offers several major improvements such as better adaptability, carrying out automatic actions using mechanisms such as utility theory, and the combination of existing analytical models.
Significant challenges still remain unresolved. One such challenge is how to obtain the information required to articulate the rules. In many cases, the type of input events based on which an inference rule should be defined can be obtained using expert knowledge, and machine learning can then be applied to exactly define the pattern and probabilities.
We shall also experiment more with the inference and sampling algorithms and seek ways to further optimize the sampling code for better results.
