In this paper we studied and examined the formulation of conservation laws on dynamic moving deforming meshes, in the context of the Geometric Conservation Law (GCL) compliant high order temporal and spatial methods. In particular, we implemented the high order explicit Runge-Kutta (ERK) as the time integrator, and the Spectral Difference (SD) method for the spatial discretization. In order to apply SD method to moving boundary problems, a strategy for moving and deforming the mesh need to be devised. A strategy considered here employs time-dependent analytical coordinate transformation. While this method is simple, without the need for remeshing the flow domain, questions remain whether such a strategy would compromise the spatial and temporal accuracy of the high order differencing scheme and the high order time integration scheme. To investigate this, numerical experiments have been carried out to demonstrate the temporal and spatial accuracy of the new SD-ERK scheme in dynamic deformable flow domains. This study shows that the designated SD schemes with explicit Runge-Kutta method preserves the high order accurate nature of the original methods in moving deforming meshes. With regard to the effect of the Geometric Conservation Law on the temporal accuracy, spatial accuracy, freestream preservation, discretized conservation, and non-linear stabilty of the high order methods, our study shows that a properly designed GCL-compliant formulation will not affect the underlying temporal and spatial accuracy of the original methods, while at the same time preserve the freestream constant solution. Hence it makes the solver more conservative and accurate. The elmination of the source term due to mesh volume element change could potentially improve the non-linear stability of the solver, but further work is needed for a more concrete assessment on the effect of non-lnear stability.
I. Introduction
With the continuous growth of computer processing capability, recent work in the field of computational fluid dynamic has graduately shifted towards high order simulations in place of the traditional low order methods, in a quest to achieve ever more accurate numerical simulations of a broad field of enigneering problems. Among the modern unstructured high order methods for conservation laws are, but not exclusively, Discontinuous Galerkin (DG), 1 Spectral Volume (SV), 2 and Spectral Difference (SD), [3] [4] [5] [6] [7] which produce highly accurate solutions with minimum numerical dispersion. Those methods have proven very successful and popular, largely due to their ability to be implemented with very compact stencil, their formulations in unstructured meshes, and the use of well-proven approximate Riemann solver. [25] [26] [27] In this paper, we discuss the implementation of the Spectral Difference method, which is based on finite difference formulation, yet satisfies integral conservation. In comparison to DG and SV, it has the advantage of retaining the simplicity of structured grid methods, and geometrical flexibility of unstructured grid methods, while at the same time being compuationally very efficient. 8 While SD and other high order methods have proven very robust and successful in a broad spectrum of applications, 9-14 most of the work has been conducted for steady-state or time-accurate problems in fixed meshes. An area where unstructured high order methods, and in particular SD method, have not been extensively implemented and systematically studied is in the context of compuations involving moving deforming grids, which has practical relevance to problems related to fluid structure interation, aeroelasticity, and boundaries that are moving, flapping, pitching, and rotating.
To formulate SD method on dynamic deformable grids, we employ unsteady time-dependent coordinate transformations that map the boundary conforming flow domain onto a fixed computational space. The SD solution to the differential conservation laws is then conducted in the fixed computational space, where the same constant basis functions as those used on static meshes before transformation, i.e. the flux and solution polynomials used for local reconstructions, are used. This consequently enables the spatial high order of the SD method to be preserved. At the same time, unsteady perturbation in the physical flow domain shows up through the transformation metrics and Jacobians. In this paper, we examined and demonstrated the spatial order of SD method in the context of dynamic deforming quadrilateral meshes. Similar work has been conducted with promising results with high order finite difference method in structured mesh 20 and DG method on unstructured simplex meshes.
15, 17
While a spatially high order method is desirable for applications requiring minimum dispersion, time accurate flow simulations call for time integration methods that are also temporally high order. Simultanesously high order accurate temporal and spatial methods in the presence of dynamic deforming meshes have not been systematically evaluated.
17 However, seperately, Mavriplis et al first investigated 2nd order BDF and 4th order implicit Runge-Kutta using fininite volume method, 16 and later studied high order DG with 1st and 2nd order space-time BDF1 and BDF2; 17 Persson et al examined high order DG using RK4, 15 but the effect of high order temporal discretization has not been studied. Zuijlen et al 19 considered only the temporal asepct of the moving mesh problem, while Visbal 20 focused more on the accuracy of the high order finite difference scheme. In this study, we addressed the temporal order of the explicit Runge-Kutta scheme when combined with SD method in the context of deforming mesh. We showed that, by evaluating and updating the mesh transformation at each Runge-Kutta stage, i.e at the quadrature points of the Runge-Kutta time integrator, the design accuracy of the original RK scheme is preserved. On the other hand, transformation metric evaluation at the end of every time step degrades the temporal accuracy to first order.
Finally, we look into and discuss the issue of the Geometric Conservation Law that is closely related to meshes that undergo arbitrary mapping. The GCL is a conservation statement that governs the spatial volume element under time-dependent transformation. It states that the volume change of an element in a time interval should be equal to the net volume swept by all of its boundary faces in the same interval.
18, 19
The GCL assumes the same form as the conservation law equations. It can be derived by setting density to unity and velocity to zero in the mass conservation equation. Therefore, satisfying the GCL ensures a constant freestream solution remains the same constant value. Failure to do so can lead to a source term that arises from mesh volume element deformation, hence introduces errors to the solution. In the context of SD method, the discrete form of the GCL (DGCL), first derived by Thomas and Lombard, 22 need to be satisfied. Formulation of the GCL in the context of high order methods, either temporally or spatially, has relatively little work. In the literature, there exists three distinctive ways to satisfy the GCL. Firstly, the space-time DG formualtion automatically satisfies the GCL, and has been implemented by Mavriplis et al,
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though high order GCL-compliant temporal space-time formulation is still work in progress. It, however, does not allow explicit time stepping. Secondly, the analytica coordinates of the deformed mesh can be used to compute the exact mesh velocities, which the numerical divergence or surface integral operator then use to arrive at the transformation Jacobian in a time interval. This entails that the left hand side of the GCL is consisent with the right hand side. This was implemented by Visbal et al 20 in a splitted non-conservative form, and recently by Persson et al 15 in a modified but conservative form. Alternatively, starting with the same analytical mesh coordinates, instead of the computing the mesh velocities exactly, the Jacobian can be evaluated analytically first and subsequently used to arrive at the surface integrated normal velocities of the mesh, hence again yielding a consistent GCL, as done by Zuijlen et al 19 with implicit-explicit RK and Mavriplis et al 17 with BDF2 and IRK4. The last method has the benefits of accounting for the exact mesh volume change, while at the same time deriving the mesh velocities that are generally not readily available in practical problems. However, this method can only recover the surface integrated mesh velocities, not the mesh velocities themselves, hence posing difficulties for recovering the mesh velocities necessary for the interior nodes and the eigenvalue evaluations in the interface Riemann solver, both of which are required for high order finite element methods. The second method is relatively simple to implement. Though not accounting for the analytical Jacobian of the deformation, it effectively modifies the transformation 15 to ensure the consistency between the resultant Jacobians, and the effective volume change computed by the numerical divergence operator using the exact mesh velocities, hence guarantees the GCL.
In the following sections, the time-dependent coordinate transformation is first introduced. Next, details of the governing equations and their transformed forms in the computational space are given. This is then followed by Spectral Difference formulation, with procedures for solution and flux reconstructions in the transformed computational space. We then move on to briefly derive the discrete Geometric Conservation Law, and discuss the techniques used to satisfy the GCL and achieve freestream preservation. The explicit Runge-kutta time-integration method, the treatment of deforming mesh metric evaluation and the enforcement of the GCL are discussed next. Finally, we present the numerical results for the 2D Euler equations that demonstrate the underlying spatial and temporal orders of SD and RK3 methods. Results for 2D Euler Vortex, 2D Freestream, and 1D Euler Shock Tube problem are subsequently presented to illustrate the effect of the Geometric Conservation Law.
II. Governing Equations Transformation
Starting with the strong form of the Navier-Stokes equations in the boundary-conforming coordinate system, which we call the physical space, we can transform the governing equations to a new coordinate system with the aid of the chain rule for partial derivatives. A convienient choice of the transformed coordinate system is the flow domain at its initial state, which we call the reference space. There is no assumption on whether, in the reference space, the mesh is structured, unstructured, deformed, or undeformed. We use an additional transformation to map the flow equations to the computation space with standard unit square elements. The Spectral Difference solution to the conservation laws is carried out in the computational space at all time. The effect of the unsteady mesh movement is represented through the time-dependent transformation metrics and Jacobians evaluations.
II.A. Navier-Stokes Equations in the Physical Space
Consider the unsteady compressible 2D Navier-Stokes equations in conservative form written as:
where the conservative variables U and the Cartesian components F(U, ∇U), and G(U, ∇U) of the flux, which include both the inviscid and viscous flux vectors such that
The Cartesian components F v (U, ∇U) and G v (U, ∇U) of the viscous flux vector are given by
Here ρ is the density, u and v are the velocity components in x and y directions, p stands for pressure and E is the total energy. The pressure is related to the total energy by
with a constant ratio of specific heat γ. For all test cases in the present study, γ is going to be 1.4 for air. µ is the dynamic viscosity, C p is the specific heat and P r stands for Prandtl number. T is temperature which can be derived from the perfect gas assumption. λ is set to −2/3 according to the Stokes hypothesis. The stress tensor takes the following form
II.B. Coordinate Transformations
Using chain-rule differentiation for partial derivatives, the governing equations can be transformed from one coordinate system to the other. Depending on whether the two domains are moving relatively to each other, the coordinate transformation can be further classified into steady transformation and unsteady transformation.
II.B.1. Steady Coordinate Transformation
For the steady transformation, consider the transformation function Ts, that maps the (X, Y ) coordinates in reference space to the (ξ, η) coordinates in computational space:
and we have:
Using the chain rule to arrive at the transformation gradient as:
The Jacobian of the transformation gradient is equal to:
II.B.2. Unsteady Coordinate Transformation
When the two coordinate systems are moving relative to one another, the unsteady transformation Tu is now time dependent. Let's consider the unsteady coordinate transformation between the physical space in (x, y) and the reference space in (X, Y ).
Again using the chain rule to arrive at the unsteady transformation gradient as:
The Jacobian of the unsteady transformation gradient is equal to:
II.C. Navier-Stokes Equations in the Transformed Space

II.C.1. Navier-Stokes Equations in Untransformed Physical Space
The conservation law form of the governing equations in the untransformed physical coordinate space is written as:
where the superscript p denotes variables in the physical space.
II.C.2. Navier-Stokes Equations in Transformed Reference Space
In the unsteady case, using the chain rule for differentiation, and define the following new identities
The governing equation in the new reference coordinate space in the unsteady case still assumes the same conservation law form:
where the superscript r denotes variables in the reference space.
II.C.3. Navier-Stokes Equations in Transformed Computational Space
In the steady case, again using the chain rule for differentiation, the equations transform into the following non-conservative form
By defining the following new identities for the steady case
The conservation law form of the governing equation in the new computational coordinate space is
where the superscript c denotes variables in the computation space.
III. Spectral Difference Method
For the application of SD method to unsteady moving boundary problems, there are three coordinate systems of interest, i.e. the computational space, the reference space, and the physical space. The computational space is a cartesian domain with standard unit square elements. The reference space can be considered as the physical space at time t = 0 when the boundary is initially at rest and has not been displaced. The reference space is in general an unstructured quadrilateral mesh domain. Finally, the physical space is the reference space undergoing a prescribed time dependent rigid or deforming motion. We define these three domains as:
With three coordinate systems, we need two transformations for the computation of the unsteady flow solutions. The first one involves a stationary transformation between the fixed unstructured reference domain and the fixed cartesian computational domain. The second involves the unsteady mapping of the solutions between the fixed reference domain and the moving deforming physical domain.
Firstly, consider the stationary transformation between the reference and the computational domain. All elements in the reference domain (X, Y ) are transformed into standard square elements (0 ≤ ξ ≤ 1, 0 ≤ η ≤ 1). The transformation can be written as:
where K is the total number of points used to define the physical element, (X i , Y i ) are the cartesian coordinates of those points, and M i (ξ, η) are the shape functions. For elements with straight edges, K is equal to 4. For elements lying on curved boundaries, 8 points (four mid-edge and four corner points) can define a quadratic representation and 12 points can determine a third-order cubic representation. The metrics and the Jacobian of the transformation can be computed for each element. The governing equations in the reference domain are then transferred into the computational domain, and the transformed equations take the form we derived earlier:
where
III.A. Solution Reconstruction
In the standard element, two sets of points are defined, namely the solution points and the flux points. In order to construct a degree (N − 1) polynomial in each coordinate direction, solutions at N points are required. The solution points in 1D are chosen to be the Gauss points defined by:
The flux points were selected to be Legendre-Gauss quadrature points plus the two end points 0 and 1.
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Choosing P −1 (ξ) = 0 and P 0 (ξ) = 1, the higher-degree Legendre polynomials can be determined as:
The locations of these Legendre-Gauss quadrature points are the roots of equation P n (ξ) = 0. They are generally found to be more stable for SD methods 24 than the Gauss-Lobatto flux points. Using the solutions at N solution points, a degree (N − 1) polynomial can be built using the following Lagrange basis:
Similarly, using the fluxes at (N + 1) flux points, a degree N polynomial can be built for the flux using a similar Lagrange basis:
The reconstructed solution for the conserved variables in the standard element is just the tensor products of the two one-dimensional polynomials,
III.B. Flux Reconstruction
From the reconstructed solution U c in the computational space, the flux vectors F c (U c , ∇U c ) and G c (U c , ∇U c ) at the flux points in the computational space can be reconstructed through transformations to and from the reference space:
where S.T. is the steady transformation operator that maps the reference space flux vectors to the computation space flux vectors, and is represented mathematically as:
, where
For steady problems, the above mapping and computation will be sufficient. When the actual physical domain is moving in time, a further unsteady transformation need to be introduced between the reference domain and the physical domain to introduce the unsteady perturbations in the physical space into the stationary reference space through the time dependent transformation metrics. The flow diagram now looks as:
where U.T. is the unsteady transformation operator that maps the physical space flux vectors to the reference space flux vectors, and is represented mathematically as:
, where G Tu = 
III.C. Riemann Solver for Interface Flux
The reconstructed fluxes are only element-wise continuous, but discontinuous across cell interfaces. For the inviscid flux, a Riemann solver is employed to compute a common flux at interfaces to ensure conservation and stability. In our case, we have used the Riemann problem solver ( 25 or 26 with entropy fixing approach like 27 ) to compute the interface fluxes. For moving mesh problem, the Rusanov flux F n in the interface normal direction n in the physical domain is written as: To get the outgoing normal in physical space, we use the reference space outgoing normal n r and transform it with the transformation matrix as:
The fluxes and solutions in physical space that are required for the Riemann solver are obtained from their reference space counter parts through coordinate transformation, as we did previously.
IV. Note on the Geometric Conservation Law
To see how the Geometric Conservation Law comes into existence in a moving deforming reference frame, let's first consider the governing equation in the moving physical domain. In differential form, it is written as:
where superscript p indicates deforming physical domain
The conservation laws in the reference domain in differential form are written as:
where superscript r indicates fixed reference domain
The connection between the physical and reference domain is established through the following relations:
Substituting the above equations into the conservation law in the reference domain, we obtain the following:
The temporal and spatial derivatives can be shown to reduce to the following forms:
Summing together the terms above, we obtain, on the left:
∂y r and on the right:
The first three terms correspond to the conservation law in the physical domain, hence sums to zero. The last three terms can be expanded to assume the following form, when U p is a constant value:
Hence, for a constant freestream value, the conservation law in the mapped reference domain reduces to
In order for the governing equation to remain conservative, this leads to an additional constrain for the transformed flow equation when an unsteady mapping involving a non-constant mapping Jacobian J T u is used. And the additional constrain to be satisfied, which has the form:
is called the Geometric Conservation Law. Failure to satisfy the above equation is equivalent to introducing an additional source term, arising from deforming mesh volume, to the governing equations.
V. Enforcement of the GCL and Time Integration
In the presence of unsteady mesh deformation, the flow conservation law reduces to the Geometric Conservation Law when the fluid density is constant and the flow velocity is zero. Hence solving the GCL is equivalent to solving the conservation law when a constant solution undergoes pure mesh deformation. The residual of the governing equation now reduces to the residual of the GCL equation: 
∂(Jy
∂J ∂t
With analytically prescribed transformation, the mesh coordinates, mesh velocities, and transformation Jacobians are known at any given point in time, and the left and right hand sides of the GCL will be equal to each other through analytical differentiation. However, in the numerical scheme, the residual is not differentiated analytically but numerically with a stiffness matrix, and the time derivative of the Jacobian with a time-integrator. If we use analytical values for the evaluations of both the mesh velocities and the transformation Jacobians, the numerical differentiation will not guarantee total cancellation of the two terms, as the analytical differentiation would have. The error term as a result of this will render the equations non-conservative. This will be the case if no special treatment is done to the GCL.
To enforce exact cancellation, we should avoid using analytical values for both the mesh velocities and the Jacobians. Instead, we can either start with the analytical mesh velocities, and compute the mesh velocities divergence, and subsequently the Jacobians, numerically with our numerical solver at each time interval, and use only the computed Jacobians wherever they appear in the governing equations, or reversely start with the analytical Jacobians, and compute the surface integrated mesh velocities (or mesh velocity divergences) with our numerical scheme, and use them in flux computation.
V.A. Explicit Runge-Kutta
In this study, we use the explicit strong stability perserving Runge-Kutta methods as the time integrators. Both the 3rd order (SSP-RK3) and the 4th order (SSP-RK4) have been used. The coefficient of the RungeKutta methods can be represented in a Butcher-tableau as the following: 
V.B. Enforcement of the GCL
To see how the GCL can be enforced in the contex of explicit Runge-Kutta method, we consider the solution of the transformed flow equation in the reference space at each stage of the Runge-Kutta scheme:
Upon substituting the reference variables with the physical ones using the identities discussed previously, it becomes:
The conservation equation reduces to the GCL when U p is constant (here we assign it a value of unity for simplicity) and the velocities are zero. The GCL at each stage of the Runge-Kutta scheme is now effectively a volume conservation statement:
With prescribed analytical mesh velocities (x tmesh , y tmesh ), the residual is solved numerically with the SD solver to obtain the mapped mesh velocities divergence. The unsteady transformation Jacobian J tu is then evaluated. Substitution of the computed J tu back into the conservation equations at the same stage will therefore guarantee the enforcement of the GCL. For SSP-RK3, the evaluation of the GCL equation to obtain the transformation Jacobians at every stage can be summarized by the following matrix operation:
Alternatively, we can also start with prescribed analytical transformation Jacobians, and solve for the mesh velocities divergence, i.e. R(x tmesh , y tmesh ), at every stage by evaluating the above matrix system. The computed mesh velocities divergence can then be substituted back to the numerical solver where needed. This will also enforce the GCL, since again we pre-compute the GCL equation. However, the mesh velocities themselves are not recovered using this method. For finite element method where the Riemann solver and the interior nodes away from the interface require the use of the actual mesh velocities, this poses some difficulties. Hence, in this paper, we enforce the GCL using the first method. The same procedure can be applied to SSP-RK4 in a straightforward manner.
VI. Results
In this section, we present results that, firstly, demonstrate the design spatial order of the Spectral Difference method; secondly, demonstrate the design temporal order of the explicit Runge-Kutta method; and lastly, illustrate the freestream preservation effect of the Geometric Conservation Law. We have solved a mixture of 2D Euler and Convection equations as well as 1D Shock Tube problem. The 2D quadrilateral meshes used for the Euler vortex and convection problems reduce to the simple structured cartesian grids, since there is no physical boundary within the flow domain. However, the SD solver used is an unstructured solver. The general transformation from the reference space to the computational space is independent of whether the reference space is structured or unstructured.
VI.A. Spatial Order Demonstration with 2D Euler Equations
To demonstrate that the high order Spectral Difference method maintains its design spatial order in dynamic deforming meshes, we solve the inviscid 2D compressible Euler Vortex problem. The compressible euler vortex problem has known analytical solution, see reference 15, 29 for details of the analytical expressions. The domain size is 20 by 15, with the x-axis ranges from −10 to 10, and the y-axis ranges from −7.5 to 7.5. The vortex has an initial position at (0, 0). The flow mach number is M ∞ = 0.5, the angle of vortex propagation with respect to the x-axis is θ = arctan1/2, the vortex strength is = 0.3, the radius of the vortex is r = 1.2. The domain is deformed sinusoidally, and the grid coordinates are analytically prescribed according to the following functions: 
The transformation matrix and Jacobian can also be analytically evaluated through straightforward differentiation. The mesh deforming period is chosen to be t 0 = 10. The propagation of the euler vortex is integrated using the 5-stage SSP-RK4 to a final time of t = 3.5s, with a fixed time step of ∆t = 0.002s. Two representative meshes, with 32 elements in x direction and 24 elements in y direction, at the initial and the final time are shown in figure 1 for illustration. To examine the spatial order of the SD method, we used four different mesh resolutions for each of the 3rd, 4th and 5th order SD solvers. The mesh sizes, in the decreasing order, are ∆x = ∆y = (1.25, 1, 0.625, 0.5). The order of the SD solver refers to the number of solution points within each mesh element.
VI.A.1. Static Mesh
We start by validating the SD solver on static meshes. The density, mach number, and pressure contours, and their corresponding errors, are plotted in figure 2. The spatial accuracy of the SD solver are validated for the 3rd, 4th and 5th orders. The errors, in the space of infinite norm, are measured against the analytical values for the density. The log-log plots, figure  3 , of the mesh sizes versus the errors verify the spatial order of SD method. 
VI.A.2. Deforming Mesh with and without the GCL Enforcement
With the meshes undergoing analytically prescribed deformation, two flow solutions, one with the GCL enforcement and the other without, have been computed. Since the results are very similar, only the density, Mach number, and the pressure contours for the case with the GCL treatment are presented in figure 4 . The contour errors between the numerical and analytical solutions are also plotted in 2D and 3D views in figure  5 . The log-log plots showing the spatial order for both methods are plotted in figure 6 . Both cases demonstrate the design spatial orders of SD method.
In comparison with results on static meshes, there are more errors in the presence of deforming meshes. On the other hand, the difference due to the GCL is hardly observable in the log-log error plots. However, if the strength of the euler vortex is sufficiently small so that the freestream error becomes significant, the difference as a result of the GCL enforcement will be more perceivable. This is further discussed in the later section on the freestream preservation of the GCL.
VI.B. Temporal Order Demonstration with 2D Convection Equation
To study the temporal accuracy of the SD-RK scheme on dynamic deforming mesh, we solved the 2D convection equation. The flow domain and the grid deformation functions are exactly the same as the 2D euler case. The analytical solution of the 2D convection equation is expressed as: 
where is the strength of the vortex, (x 0 , y 0 ) is the initial position of the vortex, and r is the radius of the vortex. The computations were carried out in the flow domain with 20 elements in the x direction, and 15 elements in the y direction. A 10th order solution polynomial is used within each element. The spatial resolution is chosen to ensure a mesh-independent solution. The convection started at (0, 0), and was integrated with SSP-RK3 to a final time of t = 2s. The convection speed is equal to 0.5m/s in the x direction, and 0.4m/s in the y direction. The radius of the vortex is r = 0.5, and the strength of the vortex is = 1.
VI.B.1. Static Mesh
As before, we started by examining the temporal order of the SD-RK3 scheme on static mesh. Shown in figure 7 is the numerical solution obtained with the SD-ERK3 method. The temporal order of the method is plotted in figure 8 . The error is again measured as the difference between the analytical value and the numerical value in the space of infinite norm. The temporal order of the SD-RK3 method on static mesh is verified. 
VI.B.2. Deforming Mesh with and without the GCL Enforcement
The same flow solution, evaluated with SD-RK3 solver, on the deforming mesh is plotted in figure 9 . The solutions in both the physical space and the reference space are plotted. Since the resultant solutions with and without the GCL enforcement look very much similar, only the one with the GCL treatment are presented. The solution in the physical deforming space closely resembles the solution in the static domain. The same untransformed solution in the fixed reference space is deformed. The temporal errors for the SD-ERK3-GCL scheme and SD-ERK3-No-GCL scheme are plotted as a function of time step size in figure 10. As in the 2D euler vortex case, the two plots lie on top of each other. Both curves follow closely the 3rd order reference line, demonstrating the design order of the RK3 scheme. Therefore, the current SD-ERK3 methods, both with and without the GCL enforcement, sucessfully preserve the temporal accuracy of the underlying high order time integrating method. 
VI.B.3. Temporal Order Deterioration due to Improper Transformation Metric Evaluation
Improper evaluation of the deformation transformation metric can degrade the design order of the RungeKutta scheme. If the grid coordinates, velocities, transformation matrix, and the Jacobians are not updated at every Runge-Kutta stage (i.e. its quadrature points), but instead at every time step, then the temporal accuracy will be compromised. The numerical experiments show that in such case, the temproal order is reduced to 1st order for the explicit RK3, for example. The results for the simple 1D convection equation in dynamic deforming mesh illustrates this effect clearly.
VI.C. Freestream Preservation of the GCL
In the previous sections, we have examined and demonstrated the spatial and temporal high order accuracy of the underlying Spectral Difference and Explicit Runge-Kutta methods in the combined SD-ERK scheme. The study of the Geometric Conservation Law in the previous sections suggests that the GCL does not affect the design accuracy of the underlying spatial and temporal discretization methods, if formulated correctly. To more clearly illustrate the effect of the GCL, we devote this section to examine the freestream conservative property of the GCL. While the solutions look very similar for the two cases, the errors look markedly different. More specifically, when the GCL is not enforced, the solution error assumes a wavy pattern in the flow domain that is clearly not related to the vortex itself. This wavy pattern resembles the distribution of the transformation Jacobians, hence is closely related to grid deformation. This same error is entirely absent when the GCL is suitably treated.
The Mach error convergences in the infinite norm space for the two cases are plotted in figure 13 . From this figure, we see that the error for the case without the GCL enforcement decades according to the temporal order of the original RK3. When the GCL is enforced, the error stays at a nearly constant number, the value of which is determined by the combined error from the vortex, the freestream, and the numerical discretization. This numerical study demonstrates that the enforcement of the GCL helps to reduce the transformation error, and can efficiently improve the solution accuracy at a much reduced computational costs under flow conditions of similar nature.
VI.C.2. 2D Freestream Preservation
In this section, we evaluate the freestream preservation properties of the GCL formulation. We solve the constant freestream flow by replacing the euler equation in the previous section by an inviscid uniform flow. The conservative variables are set to constant values of 1 in the entire flow domain. The freestream error convergences for the SD-ERK3 scheme both with and without the GCL are plotted in figure 15 . A comparison of the freestream error contours for one of the test cases is depicted in figure 14 . From figure 14 , we observe the similar pattern we saw in the previous section. When the GCL is properly implemented, the solution errors are reduced close to machine errors. Otherwise, the grid deformation introduces small but systematic errors to the solution.
The convergence of the freestream error also follows the observation from the previous section. Freestream errors due to the lack of the GCL formulation are time step dependent, decreasing with the design temporal order of the RK3 method. The GCL formulation, on the other hand, consistently yields the accurate solution.
VI.C.3. 1D Shock Tube
In the final example, we apply the deformation transformation framework of the SD-ERK scheme to the non-linear 1D euler shock tube problem. The flow domain is deforming according to the following function:
where f s and f t is the spatial and temporal frequencies. The f s is chosen to ensure the end points are fixed and have zero grid velocities. Suitable f t is assigned to induce grid deformation. Bad choice of f t could lead to negative mesh volume, and render the solution unstable. For our test, we used f s = 0.05 and f t = 0. The flow domain is discretized with a total of 2000 elements using 3rd order SD method. The simulation is integrated using the five stage SSP-RK4 scheme to a final time of 2secs, with a time step size of dt = 0.001. We implemented a generalized slope limiter according to the procedure in. 30 There flow solutions have been computed, the first in static mesh, the second in deforming mesh without the GCL treatment, and the third with the GCL treatment. In particular, we compare the solutions and examine the effect of the GCL. The solutions in the entire domain for the three cases are plotted together in figure 16 . The moving shock flow solutions in the physical space are recovered in the deforming mesh in both cases. We also plot the flow solutions together in the reference space in figure 16 , showing the deformed solutions. To more clearly examine the difference among the three cases, we examine more closely the region spanning [0, 3] in figure 17. Here the effect of implementing the GCL is more clearly observed. In particular, the freestream error is significantly reduced when the GCL is enforced, compared to the larger and more oscillatory error induced when the GCL is not formulated. 
VII. Conclusion
In this paper, we formulate, test and examine the combined high order temporal (Explicit Runge-Kutta) and spatial (Spectral Difference) discretization methods on a dynamic grid-deforming framework, with the additional consideration on the implementation and the effect of the Geometric Conservation Law. The SD-ERK-GCL scheme was examined in a number of numerical tests. The temporal high-order accuracy of the explicit Runge-Kutta method and the spatial high-order accuracy of the Spectral Differene method in the SD-ERK-GCL scheme have been demonstrated in the deforming framework . This study shows that the time-dependent coordinate transformation method, when properly formulated, can solve the general moving deforming mesh problems without compromising the accuracy of the high order methods. The study also suggests that correct implementation of the Geometric Conservation law will not impact the formal accuracy order of the underlying temporal and spatial methods. The GCL helps to significantly reduce the meshdeformation-induced freestream errors, which are otherwise several order of magnitude larger and oscillatory. Hence, the enforcement of the GCL render the flow solution more accurate and conservative, and likely more stable with the elimination of the erroneous source term resulting from artificial grid deformation.
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