Abstract-This paper addresses the stability of soft-constrained model predictive control (MPC). It is shown that the infinite horizon soft-constrained MPC problem can be solved as a finite horizon soft-constrained MPC problem if the prediction horizon is greater than an upper bound. The contribution of this paper is a procedure to compute the prediction horizon upper bound, which guarantees the stability. The proposed technique is verified using two simulation examples. The second example (inverted pendulum) is verified through practical implementation.
a control input, which is obviously an unacceptable behavior for a control system.
Infeasibility problem may also occur due to some initializing states or modeling errors. The general method for solving the infeasibility problem is to soften the constraints, by adding slack variables to the optimization problem [8] .
Prediction horizon is an important parameter of predictive control which affects stability, computational complexity, optimality and feasibility of MPC. A MPC scheme is infinitehorizon optimal, if the resulting control sequence minimizes a cost function over an infinite prediction horizon. Nevertheless, the difficulty of using an infinite horizon is the infinite decision variables to choose, which causes high computational load.
MPC is the most widely used method for modern control and a great deal of literature has been produced. A robust MPC scheme using neural network-based optimization was proposed in [9] to stabilize a physically constrained mobile robot. According to [9] , the MPC optimization can be formulated as a convex nonlinear minimization problem, and a primal-dual neural network is adopted to solve this optimization problem over a finite receding horizon. Another robust MPC method has been developed for constrained nonlinear systems with control constraints and external disturbances [10] . In this method, the control signal is obtained by optimizing an objective function consisting of an integral nonsquared stage cost and a nonsquared terminal cost. To deal with the persistent disturbance, the authors in [11] introduced the notion of input-to-state stability of the discretetime singular system. Here, the optimal control can be obtained by solving a quasi-min-max optimal problem of a finite horizon cost function. A predictive speed controller based on finite control set MPC proposed by Kakosimos and Abu-Rub [12] for electric drives. The performance of this method is achieved by using proper weighting of the speed errors along with the current errors in the cost function. Aguilera et al. [13] addressed the problem of feedback control with a constrained number of active inputs by using a quadratic MPC strategy that guarantees sparsity. In such approach, the combinatorial optimization problem was transformed into an equivalent optimization problem that does not consider relaxation in the cardinality constraints. The idea of control Lyapunov functions for continuous-time nonlinear systems has been utilized in [14] , to compute the terminal regions and terminal control laws with some free parameters in the dual-mode nonlinear MPC. A performance comparison is presented in [15] between three well-known stochastic MPC approaches, namely, multiscenario, tree-based, and chance-0093-9994 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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constrained MPC. The advantages and disadvantages of these approaches are extensively discussed and analyzed, for deriving valid criteria of selecting an appropriate stochastic predictive controller.
In the aforementioned review, there are numerous approaches developed under MPC umbrella. However, not many of these approaches have a specific focus on both linear and nonlinear systems. Additionally, the proposed methods require greater computational and simulation efforts. Therefore, this paper addresses the issue of having both stability of infinite horizon and computational simplicity of finite horizon MPC.
It is shown that under certain conditions, the solution to infinite horizon optimization problem with hard constraints is the same as the solution to finite horizon optimization problem [16] [17] [18] . However, these hard-constrained methods are limited by the initial states that make the optimization problem feasible.
To overcome the limitation of making the optimization problem feasible, the presented study in this paper extends the idea to the soft constraint case and shows that there exists a finite horizon length "N" such that the soft constraints are inactive after "N" steps, and the solution to infinite horizon optimization problem can be found by solving a finite horizon optimization problem with prediction horizon. The main problem is to find the upper-bound of prediction horizon. The contribution of this paper is a new method to compute the prediction horizon upperbound which guarantees the stability. The results are also valid in the case that constraints are mixed of soft and hard constraints. As shown in Example 1, if the prediction horizon is less than the upper-bound, it may cause the unstability. On the other hand, the increasing prediction horizon does not always lead to an improved closed-loop performance [19] . The computational effort of solving the optimization problem with long prediction horizons makes the implementation of such schemes in real time a difficult and challenging task. Industrial electronics case studies are reviewed in [20] .
Recently, nonuniform weighting method is proposed to reduce the prediction horizon [21] , but the appropriate value for prediction horizon is not addressed in this method.
There are other approaches which eliminate the terminal cost and increase the prediction horizon to make the system stable [22] [23] [24] [25] . These methods are suitable for nonlinear systems. However, in this paper the plant is considered to be linear, and despite of nonlinear systems, terminal cost is obtained easily and is used to ensure the stability.
In order to reduce the prediction horizon length, two layers economic MPC is presented in [26] , which is based on the assumption that hard-constrained feasible controller exists. Such assumption is not necessary in this paper. The idea of using the control Lyapunov function constraint is presented in [27] to reduce prediction horizon while preserving the stability. However, this approach is restricted by feasibility condition of hard constraint optimization.
The rest of this paper will show that the proposed method can solve the infinite horizon soft-constrained optimization problem as a finite horizon soft constraints optimization problem, where only the first "N" control moves are optimized, and a fixed feedback control law is used to obtain the control moves over the remaining infinite horizon. The proposed controller is simulated on a second-order system and inverted pendulum. Practical results on the inverted pendulum apparatus are presented.
The outline of the paper is as follows. Section II describes the problem statement. Section III discusses about the stability of finite horizon MPC and presents a new method to compute the upper-bound of prediction horizon. Section IV illustrates the simulation and practical results on inverted pendulum apparatus.
II. PROBLEM STATEMENT
In this paper, the controlled process is generally described by a discrete-time, deterministic linear state space model, that is
where x(k) ∈ R n and u(k) ∈ R m are the state and input variables, A ∈ R n ×n , B ∈ R n ×m and (A, B) is a controllable pair. It is assumed that a full measurement of state x(k) is available at current time k.
For the rest of this section, two soft-constrained MPC problems are defined, one with infinite horizon and another with finite horizon. In the next section, the conditions under which the solutions to these problems are the same will be discussed.
A. Soft-Constrained Infinite Horizon MPC
Consider the constrained regulator problem, i.e., the problem of driving the state vector to the origin while some states and inputs must lie between constraints as
when it is feasible, the number of constraints on states and inputs are denoted by n x and n u , respectively, and H ∈ R n x ×n , D ∈ R n u ×m , h ∈ R n x , and d ∈ R n u . By introducing slack variables ε ∈ R (n u +n x ) to the problem formulation, the desired constraints can be softened effectively. The slack variables are zero if no constraints are violated, and by penalizing the nonzero values of the slack variables in the cost function, the constraint violations are kept to a minimum. Now, the standard soft-constrained infinite horizon MPC formulation can be written as Problem 1.
Problem 1:
subject to
with the cost function given by 
and ε i|k
T Sε i|k is a penalty function adding cost to the use of slack variables. Assumptions d > 0 and h > 0 imply that no constraint passes through the origin, and a neighborhood of origin which satisfies the constraints exists.
B. Soft-Constrained Finite Horizon MPC
The solution to the soft-constrained finite horizon optimization problem, which is discussed in this paper, is based on invariant set of states for which the unconstrained linear quadratic regulator (LQR) law can control the process without any constraint violation.
With the assumption that no constraints are active, infinite horizon LQR is stabilized with a feedback gain "K LQ " as
where P is the solution of the discrete-time algebraic Riccati equation
(10) Definition 1: X I denotes the maximum positively invariant set of states for which the unconstrained LQR law K LQ satisfies the constraints (2) and (3) for all time, i.e.,
The polyhedron X I can be computed as described [28] . With the assumptions that > 0, h > 0, positively invariant set X I contains an open neighborhood of the origin. In the case that x(k) ∈ X I , the solution of Problem 1 is the same as the solution of the LQR problem, i.e., u i|k = −K LQ x i|k and ε i|k = 0 for all i ≥ k.
Soft-constrained finite horizon optimization problem is described by Problem 2.
Problem 2:
with the cost function given by (13) where (13) is limited to N horizon. After N step, if the predicted state is in the positively invariant set X I , the linear quadratic control law u i|k = −K LQ x i|k can guarantee driving the states to origin without constraints violation. Therefore, the solution to Problem 2 can be calculated in finite computational time.
III. STABILITY OF FINITE HORIZON MPC
In this section, a new method to solve infinite horizon softconstrained MPC problem is proposed. With this approach, the equivalence of the solutions to Problem 1 and Problem 2 under certain conditions is addressed.
Definition 2: For every initial state
is defined as the solution to Problem 1 and U * 2 (x(k)) is defined as the solution to Problem 2, and U * 1,N (x(k)) is the first N elements of the solution to Problem 1. The predicted state vector obtained by the solution to optimization problem is denoted by x * i|k . Since the model predictive controller applies only the first element of predicted control, it is enough to find the first N elements of predicted control signal. In other words, the control signals obtained by U * 1,N (x(k)) and U * 1 (x(k)) are the same. On the other hand, the difficulty with solving Problem 1 and obtaining U * 1 (x(k)) is that there are infinite decision variables to be chosen from. Therefore, the main focus is on obtaining
The equivalence of finite and infinite horizon MPC in hard constraints case as presented in [29] is extended to soft constraints by Theorem 1.
Theorem 1: Consider Problem 1 and Problem 2. For every initial state, there is a finite horizonN (x(k)) such that
Proof: Consider Problem 1. As X I contains an open neighborhood of the origin and U * 1 (x(k)) drives the state prediction x * i|k to the origin, there exists a finite integerN (x(k)) such that x * k +N |k ∈ X I for all N ≥N (x(k)). Therefore, according to definitions of X I and slack variables, for all N ≥N (x(k))
where P is obtained by (10) .
For all N ≥N (x(k)) Problem 1 can be described as
Minimization is over the first N elements of U , which is denoted by U N . The reminder of the theorem follows from unique properties implied by a strict convexity.
Theorem 2: The linear system (1) controlled by the controller as introduced by Problem 2 is stable.
Proof: Using cost function (4) as Lyapunov function, it can be shown that the controller introduced by Problem 1 stabilizes the linear process (1). Since Q, S, and R are positive definite matrices, J * ∞ (x(k)) is positive. In addition, J * ∞ (x(k)) is zero only if x is zero. Following the aforementioned, the next step will show that J * ∞ is decrescent
, the Lyapunov function and controller introduced by Problem 1 stabilizes the process. According to Theorem 1, the control signal generated by Problem 1 and Problem 2 are the same. As a result, the controller introduced by Problem 2 stabilizes the system too.
Solving Problem 2, the terminal constraint x k +N |k ∈ X I should be satisfied. In this paper, a new approach to compute terminal set X I is presented. In addition, a new approach to define prediction horizon N such that terminal constraints satisfied is addressed.
Theorem 1 helps to solve Problem1 and states that Problem 2 can be solved instead of Problem 1 to find the control signal. Generally, there are two methods to solve Problem 2, namely the online method and offline method. Online method solves the optimization problem at each sampling instance, whereas the offline method solves it offline and saves the results in a lookup table, and at each sampling instance, will select the appropriate feedback gain from the lookup table.
For an optimal infinite horizon behavior, it is necessary to obtain the parameterN (x(k)) to solve Problem 2. In this paper, the algorithms to obtainN (x(k)) are proposed for both online and offline methods. For online solving optimization methods, the prediction horizonN (x(k)) can be calculated by Algorithm 1 [29] :
Among the offline solutions of optimization problems presented in literature, the explicit MPC is the most famous. Since explicit MPC allows one to solve the optimization problem offline for a given set of initial states, it removes one from the main drawbacks of MPC, which is the online computational complexity [30] , [31] . By exploiting multiparametric programming techniques, explicit MPC computes the optimal control action offline as an explicit function of the state and reference vectors. Therefore, online computation is reduced to find the region at which the current state vector belongs to, and extract feedback gain from lookup table [32] .
The prediction horizon, computed by Algorithm 1, depends on the states, while explicit MPC demands a predefined and fixed value of prediction horizon to compute optimal control law for all states in the given range.
In general, the minimal value ofN (x(k)), or a tight bound on it, is difficult to determine and many authors assume that a suitable N is known. Since the computational complexity increases exponentially with the prediction horizon, a conservative value of prediction horizon raises computational complexity unnecessarily. Therefore, it is imperative to reduce N as much as possible.
In [17] , several offline algorithms used to compute upper bounds on prediction horizon for the systems with hard constraints are compared by numerical examples, and the tradeoffs between their computational complexities and the conservatism of the results are discussed. The noniterative algorithm presented in [17] determines the upper bounds on prediction horizon faster, but is limited to the problems in which hard constraints are applied only on inputs, and cannot cover the problems with constraints on states or outputs. An algorithm is provided in [33] to compute an upper-bound on N for every given set of initial conditions and hard constraints. This algorithm has been modified by Bemporad et al. [30] .
Unlike the aforementioned papers, in which the hard constraints are considered, Theorem 3 proposes an offline computation method for an upper-bound onN (x(k)) for systems with soft constraints. It considers states trajectories from a subset of initial states X 0 to the positively invariant set X I . The trajectory is illustrated in Fig. 1 for a typical two-dimensional state space.
Theorem 3: Consider soft-constrained MPC described in Problem 2. Also, consider N as the prediction horizon which for every x(k) ∈ X 0 the state of the system after N step lies inside invariant set X I , i.e., x k +N |k ∈ X I . Let r, q, and p be defined such that r = inf
i|k P x i|k }, and j is defined as the upper-bound of cost function over a given subset of initial states X 0 , i.e., j = sup
Then, the upper-bound ofN (x(k)), which is denoted byN , is equal toN
Proof: By definition of j, it is given
Since
It is necessary to obtain a positively invariant set X I to solve Problem 2. There are several results in literature on how to calculate the invariant set for a linear system [34] , [35] . A systematic way for constructing polyhedral sets for linear systems was initially proposed in [28] , where the proposed algorithm constructs an invariant set by iteratively adding additional constraints until invariance is obtained.
Procedure 1 presents a new method to obtain X I based on the explicit MPC partitioning technique. The partitioning technique presented in [30] is well known, and the MPC Matlab Toolbox or Hybrid Toolbox [36] is available to implement it. Procedure 1. 1) Choose a large value of prediction horizon and set all constraints as hard constraints.
2) Partition the state space by the polyhedral partitioning method introduced in explicit MPC [30] . Note that in [30] , the output horizon and the input (control) horizon are two different parameters but in this paper they are considered to be the same, and they are mentioned as prediction horizon. 3) Find the region which contains the origin. It is denoted by R 1 , easy to find R 1 . Suppose that the partition i is defined by S i x(k) ≤ s i in the lookup table. R 1 is the only partition that all elements of vector s i are positive. 4) The positively invariant set X I is the same as R 1 if the prediction horizon set in step 1 is infinity. By choosing the prediction horizon large enough, the error between R 1 and X I is negligible. Theorem 4: Assume that prediction horizon is infinity and the explicit model predictive controller is designed for system (1) . Suppose that R 1 is the region containing the origin. For any initial state inside R 1 , the system trajectory remains in R 1 , i.e., If x(k) ∈ R 1 then x k +i|k ∈ R 1 for any i > 0. Proof: Suppose an initial state very close to origin; since it is so close to origin, the constraints are not active. The explicit model predictive controller gain is equal to LQR gain because the constraints are not active and prediction horizon is infinity. Since R 1 includes the origin, the controller gain in R 1 is the same as unconstrained LQR. Now, the next step is to proof that when the initial state of the closed loop system is inside R 1 , the trajectory remains in it. Suppose that the trajectory starts inside R 1 and passes through other regions and comes back to R 1 and origin. It means that the constraints are active in some parts of the trajectory. Since the prediction horizon is infinity, the predictive controller is able to predict the constraint activation. Consequently, at the initial state, the controller gain could not be equal to LQR gain. Therefore, when the trajectory starts inside R 1 , it will remain inside R 1 .
If the prediction horizon is large enough, the solution of Problem 2 in the region R 1 is equal to the solution of unconstrained LQR. The method for choosing prediction horizon is illustrated by Example 1. By this method, the prediction horizon is chosen such that the solution of finite horizon optimization (12) , (13) is the same as the solution of infinite horizon optimization problem.
Example 1: In this example, some constraints of the secondorder system introduced in [30] , [37] , and [38] are considered as soft constraint. The model is described by the discrete state space model with a sampling period T s = 0.1 s
The task is to regulate the system to the origin while fulfilling the hard constraint
and soft constraint With this aim, an MPC controller based on the infinite horizon optimization problem (4)- (8) is designed. As proved in this paper, if the prediction horizon is large enough, the finite horizon optimization (12), (13) can be solved, instead of the infinite horizon optimization problem, and the stability can be guaranteed.
Since the constraint on input is hard, the slack variable ε u i|k could be eliminated and, thus, slack variable is defined as ε i|k = ε x i|k . The cost function is defined by (13) , and its weight matrices are Q = I, R = 0.01 and S = diag(1000, 1000).
In order to find the upper-bound of the prediction horizon, the positively invariant set X I is obtained by running Algorithm 2 step by step.
In the first step, constraints are considered to be hard and prediction horizon is set to N = 20. In the second step, Hybrid Toolbox [36] is used to partition the state space. Polyhedral partitions of state space into 135 polyhedral cells are depicted in Fig. 2 where region R 1 , which contains the origin, is distinguishable.
In order to assess the validity of prediction horizon, we focus on the effect of N on region R 1 . Region R 1 can be described by linear inequalities
where S N ∈ R v ×n and s N ∈ R v are stored in the lookup table of explicit model predictive controller, which is designed with prediction horizon N . Equation (19) is normalized as such that: all elements of vector s N are equal to 1 and then introduce the parameter e, representing the displacement of R 1 according to prediction horizon N and N + 1
Parameter e presents the correlation error between two regions: R 1 , obtained by prediction horizon N , and R 1 , obtained by prediction horizon N + 1.
Note that the total number of regions depends on the prediction horizon. Fig. 3(a) shows that for small prediction horizons, there is a rise in the number of regions, but for N ≥ 20 the number of regions remains steady. In step 1 of Algorithm 2, it is recommended that the prediction horizon to be chosen from the area in which the number of regions remains steady and e(N ) approximately 0.
The trend of e(N ) is depicted in Fig. 3(b) . This figure shows that the correlation error is negligible for N > 7. Thus, the value of N = 20 is a suitable choice for prediction horizon to obtain R 1 . Therefore, positively invariant set X I is region R 1 , which is depicted in Fig. 2 .
The polyhedral partitions of explicit MPC using soft constraints are depicted in Fig. 4 . In this figure, the first step is to choose a subset of initial states X 0 and then to define the upper-bound of prediction horizon based on Theorem 2
By simulating the system responses using 40 initial states which belong to X 0 , and setting N = 20, the values of p, q, and j are obtained as p = 1.6051, q = 0.2745, r = 0.04, and j = 3.2741. Therefore, and in accordance with (6), the upper-bound of prediction horizon on X 0 isN = 6.
The computation of the prediction horizon's upper bound, which is proposed by Theorem 2, is so conservative that it can cover the error caused by the limitation of the number of initial states. T . The initial value of prediction horizon is set to 6, thus the model predictive controller predicts the states for six future steps. It is seen from Fig. 5 that the states of the system after four steps are inside the X I area. Therefore, the control action is stabilizing. Fig. 6 shows the control signal and states. States may violate the constraint when optimization problem is infeasible for hard constraint.
Less conservative method to obtain upper bound on prediction horizon is to select the initial state on the edge of partitions and count the number of steps from the initial condition to R 1 . In this way, the maximum step from the edge of each partition to R 1 is obtained. If the steps start by the partitions neighbor to R 1 the computation complexity is reduced by dynamic programming. The result for subset of initial states X 0 which is defined by the following expression isN = 32:
IV. SIMULATION AND EXPERIMENTAL RESULTS
In the remainder of this paper, the finite horizon softconstrained MPC is implemented on an inverted pendulum apparatus as shown in Figs. 7 and 8 . The rotary pendulum module consists of a flat arm which is fitted with a sensor at one end such that the sensor shaft is aligned with the longitudinal axis of the arm. A fixture is supplied to attach the pendulum to the sensor shaft. The opposite end of the arm is designed to be mounted on a rotary servo plant resulting in a horizontally rotating arm with a pendulum at the end. The block diagram of the closed-loop system is depicted in Fig. 9 . The measured outputs of the process are pendulum angle α and arm angle θ, which are demonstrated in Fig. 7 . The voltage applied to motor, which turns the arm, is the only input of the process. For this type of experiment (fast process), there is a practical limit to useN as the prediction horizon due to the rise in the computational complexity [31] .
The nonlinear model of inverted pendulum is described by differential equation
where K i , i = 1, . . . , 6 are constants and u is the signal applied to the dc motor, and α and θ are pendulum angle and arm angle, respectively.
The nonlinear model of the inverted pendulum is linearized around the origin and is described by the discrete state-space matrices [39] , [40] 
A. Constraints
There are physical limits on the control input and the arm position, which correspond to constraints on the supply current to the motor and the angle of the arm, respectively. The input to the motor is constrained to lie between −10 ≤ u(k) ≤ 10 V and the arm position must lie between −1 ≤ θ ≤ 1 (rad).
B. Parameter Tuning
Parameters which should be tuned by a designer are weight matrices Q, R, S, and prediction horizon N. Weight matrices Q and R are effective to determine the closed-loop system behavior. That is an advantage for MPC and LQR that Q and R can be determined in time domain using the prior knowledge of designer about the process. The relationship between the values and time domain response can be easily understood. The state x(k) is desired to be at the origin, which corresponds to the arm position at the null position, the pendulum angle upright, the arm not moving and the pendulum not rotating. Furthermore, control action should be economical and, thus, input is penalized. These objectives can be described in terms of the cost function in (13) via the choices
The priority of the controller is to maintain the arm position and the pendulum angle at 0. Therefore, the corresponding parameters q 1 and q 2 are set to 1 and 5, respectively. Note that the pendulum angle has higher priority than the arm position. On the other hand, the arm velocity and the pendulum angular velocity parameters are set to 0, i.e., q 3 and q 4 , since they are not considered in the controller. This corresponds to q 1 = 1, q 2 = 5, q 3 = 0, q 4 = 0, r = 0.1.
As the soft constraint is applied only to the arm angle, which is the first element of state vector, there is only one slack variable. Thus, S ∈ R and it is set to 100.
For a subset of initial states, the value of upper-bound of prediction horizon, obtained by the method described in Theorem 2, isN = 482. Since the process has four state vari- ables, using this value as prediction horizon cause a high computational complexity for online MPC. Nevertheless, explicit MPC can reduce the online computational complexity; for such a prediction horizon, controller needs a large amount of memory due to the large number of partitions. Therefore, it is not possible to set the prediction horizon same as the upper-bound. Fortunately, the upper-bound of N , proposed in Theorem 2, is conservative.
C. Simulation Results
The inverted pendulum is controlled by explicit MPC. Simulation results are presented in two cases. First, the prediction horizon is set to 10 and then it is set to 60. In both cases, the system starts with the initial condition in which x (0) = [−0.05 0.1 0 2.3]
T . The arm and pendulum angle are depicted in Figs. 10 and 11(a), using prediction horizon 10 and 60, respectively. It is shown that MPC can control the pendulum and it satisfies the requirements of the problem when prediction horizon is set to 60, while the system is short sighted and is not stable when the prediction horizon is set to 10. This example shows that there is an upper-bound for prediction horizon.
In comparison with LQR, the system does not face instability due to short sighted issue when it is controlled by LQR. However, when the prediction horizon is large enough, the MPC is guaranteed to be stable and also handles the constraints that regular LQR does not cover. 
D. Experimental Results
The experimental results from applying the model predictive controller described previously to the inverted pendulum shown in Figs. 7 and 8 are provided in this section. The quadratic programming is used to solve the optimization problem. All plots in this section show data recorded from the physical apparatus by the PC and data acquisition hardware.
The initial position of the arm is in the null position and the pendulum tip is down (in the stable position). At first, the swing up controller is switched on and changes the position of the pendulum to upright position [41] , [42] . Then, the model predictive controller is switched on and it keeps the pendulum upward and rejects the disturbances.
To gauge the utility of the model predictive controller, a large disturbance was manually applied to the pendulum tip while it was in the upright position. Fig. 12 shows the response of pendulum and arm angles to this disturbance while the prediction horizon is set to N = 20. The signal is filtered by a low-pass filter to reject the noise. The output signal of the explicit model predictive controller which is applied to dc motor is depicted in Fig. 13 . The control signal obeys its respective limits but the arm position violates the soft constraint.
V. CONCLUSION
In this paper, it is proved that a finite-horizon optimization over a horizonN can provide the solution to the infinite-horizon soft-constrained MPC problem. As a result, soft-constrained MPC with prediction horizon larger thanN have the same properties of soft-constrained infinite-horizon MPC. The most important issues to be solved are stability and global optimality. Infinite horizon optimal controllers are stabilizing, because the cost function associated with the infinite horizon optimal control problem is an appropriate Lyapunov function for establishing stability. The proposed algorithms provide the upper-bound of prediction horizon which guarantees the same stability for the finite horizon MPC. Moreover, algorithms to find the positively invariant set are proposed and illustrated by an example and it is implemented on an inverted pendulum apparatus. The proposed method is applicable to both explicit MPC and real-time optimization solver MPC.
