O pojęciu wyrazu morfologicznego by Bień, Janusz S.
O pojęciu wyrazu morfologicznego∗
Janusz S. Bień†
9 luty 2009
1 Wstęp
Witold Doroszewski w swojej książce Elementy leksykologii i semiotyki ([8, 242])
z uznaniem cytował pogląd francuskiego lingwisty Antoine’a Meilleta (1866–
1936), który twierdził, że wyrazu zasadniczo zdefiniować nie można. Pogląd taki
był dla mnie zawsze nieakceptowalny (por. [1], [2], [22]). Ścisły opis języka na-
turalnego musi posługiwać się dobrze zdefiniowanymi pojęciami, zwłaszcza gdy
ma stanowić teoretyczną podstawę zastosowań praktycznych.
Nieostrość intuicyjnego pojęcia wyrazu bierze się z jednoczesnego stosowania
niejednorodnych kryteriów, które niekiedy popadają ze sobą w konflikt. Kon-
flikty te można rozwiązywać dwojako: albo rozkładając definiowane pojęcie na
kilka pojęć bardziej szczegółowych, albo dokonując rozstrzygnięć arbitralnych.
W swoich pracach stosowałem z lepszym lub gorszym skutkiem obie te metody.
Znaczącym etapem w tworzeniu precyzyjnego aparatu pojęciowego dla morfolo-
gii polskiej był przygotowany wspólnie z Prof. Zygmuntem Salonim artykuł Po-
jęcie wyrazu morfologicznego i jego zastosowanie do opisu fleksji polskiej (wersja
wstępna) ([3]).
W swojej książce Koncepcja słownikowej informacji morfologicznej i jej kom-
puterowej weryfikacji ([4]) zaproponowałem nieco inne rozumienie wyrazu mor-
fologicznego i wprowadziłem pojęcie wyrazu morfosyntaktycznego. Głównym
celem niniejszego artykułu jest uzasadnienie tych propozycji terminologicznych.
Aby jednak było to możliwe, niezbędne jest szczegółowe przedstawienie pojęć
bardziej podstawowych.
∗Niniejszy artykuł ukazał się w tomie: Włodzimierz Gruszczyński (red. prowadzący), Ur-
szula Andrejewicz, Mirosław Bańko, Dorota Kopcińska (red.), Nie bez znaczenia . . . Prace
ofiarowane Profesorowi Zygmuntowi Saloniemu z okazji 15 000 dni pracy naukowej. Białystok
2001: Wydawnictwo Uniwersytetu w Białymstoku, s. 67-77 (ISBN 83-89031-01-9). Niniejsza
wersja elektroniczna dostępna jest na zasadach licencji GNU Verbatim Copying and Distribu-
tion; numeracja stron różni się od wersji drukowanej.
†Zakład Zastosowań Informatycznych, Instytut Orientalistyczny Uniwersytetu Warszaw-
skiego, patrz http://www.orient.uw.edu.pl/~zzi/ [Afiliacja z czasu publikacji, obecnie nie-
aktualna].
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2 Pojęcia unilateralne i bilateralne
Zgodnie z tradycją językoznawstwa strukturalnego sięgającą Ferdynanda de
Saussure’a elementy języka — czyli znaki językowe — można opisywać jako
posiadające dwa składniki: formę (signifiant) i znaczenie (signifie´). Zygmunt
Saloni takie jednostki nazywa bilateralnymi czyli dwustronnymi. Jednostkom
bilateralnym przeciwstawia on jednostki unilateralne czyli jednostronne; mamy
z nimi do czynienia, gdy opisujemy samą formę znaków językowych nie od-
wołując się bezpośrednio do znaczenia. Szczegółową dyskusję tego zagadnienia
można znaleźć w artykule Unilateralne i bilateralne podejście do znaków języka
(naturalnego) ([15]).
Rozróżnienie to uważamy za bardzo użyteczne i — za Salonim — od dawna
stosujemy je w praktyce, rozumiejąc je jednak bardziej technicznie i konkret-
nie. Podstawową różnicę stanowi to, że pojęcia te odnosimy nie do języka jako
całości, ale do wybranej warstwy opisu języka.
Dla uniknięcia nieporozumień należy od razu wyjaśnić, że nasze podejście
do opisu języka nie ma nic wspólnego z gramatyką stratyfikacyjną Sydneya M.
Lamba ([12]) i jego kontynuatorów, choć stanowiła ona jedno ze źródeł inspi-
racji. Uważamy, że wyróżnienie warstw czy poziomów — i to w stosunkowo
dużej liczbie — ułatwia i upraszcza ścisły opis języka, zaś za podstawowe kry-
terium podziału opisu na warstwy uważamy praktyczne potrzeby. Chodzi nam
przy tym zarówno o komputerowe przetwarzanie tekstów, które w zależności od
konkretnego zastosowania może się odbywać na różnych poziomach, jak i prak-
tykę językoznawców i leksykografów, którzy opisują język z różnym stopniem
dokładności i koncentrują swoją uwagę na różnych jego własnościach.
Najbardziej podstawowym pojęciem unilateralnym jest dla nas czysty tekst
elektroniczny kodowany symbolicznie. Jak pisaliśmy w [6], pojęcie tekstu trak-
tujemy jako pierwotne, którego nie trzeba definiować, wyróżniamy natomiast
dwa podstawowe typy tekstów: teksty fizyczne i teksty elektroniczne. Za charak-
terystyczną cechę tekstów elektronicznych uznajemy fakt, że nie zmieniają one
swojej tożsamości przy zmianie ich nośnika fizycznego: ten sam tekst elektro-
niczny może być zapisany na dyskietce, twardym dysku komputera lub na płycie
CD-ROM i mimo to pozostaje tym samym tekstem. Tym czasem w przypad-
ku tekstów fizycznych każde skopiowanie bez względu na zastosowaną technikę
wprowadza mniejsze lub większe zmiany i zniekształcenia — w rezultacie po
wielokrotnym kopiowaniu tekst może np. znacznie zmniejszyć swoją czytelność.
Niektóre teksty elektroniczne są po prostu mniej lub bardziej wiernym zapisem
pewnych tekstów fizycznych — możemy mówić wtedy o tekście pierwotnym
(fizycznym) i wtórnym (elektronicznym). Mamy wówczas do czynienia z kodo-
waniem akustycznym, tj. z cyfrowym zapisem dźwięku tekstu mówionego, lub z
kodowaniem wizualnym, tj. z cyfrowym zapisem informacji wizualnej. Najważ-
niejszym typem kodowania tekstów jest jednak kodowanie symboliczne, gdzie
pewnym elementom składowym tekstów (w przypadku alfabetycznych syste-
mów pisma będą to m.in. litery i inne znaki pisarskie czy drukarskie) przypo-
rządkowuje się pewne reprezentacje w postaci liczb lub ciągów bitów, a następnie
zapisuje się tekst jako ciąg reprezentacji jego elementów składowych.
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Charakterystyczną cechą tekstów elektronicznych stosujących kodowanie sym-
boliczne jest możliwość wyboru stopnia dokładności i szczegółowości, z jaką dany
tekst jest zapisany. W terminologii anglosaskiej przyjęło się ten fakt odzwier-
ciedlać rozróżniając plain text (dosłownie zwykły tekst) z jednej strony i fancy
text (dosłownie tekst wymyślny) lub rich text (dosłownie tekst bogaty); dla plain
text dość szeroko stosowane — również przeze mnie — jest tłumaczenie czysty
tekst, termin rich text tłumaczę jako tekst wzbogacony.
Za standardem UNICODE (definiującym tzw. Uniwersalny Zestaw Znaków,
patrz [24], s. 2-7) przyjmujemy, że czysty tekst reprezentuje podstawową treść
tekstu w wymienialnej — to znaczy nie związanej z konkretnym oprogramowa-
niem — postaci. W konsekwencji czysty tekst nie ma określonego swojego wy-
glądu — kwestie kroju i wielkości znaków, podziału na wiersze i strony, koloru,
odsyłaczy hipertekstowych, a nawet języka, w którym tekst lub jego fragmenty
są zapisane, należą już do domeny tekstu wzbogaconego.
W praktyce przetwarzania tekstów posługujemy się w szczególności taki-
mi tekstami wzbogaconymi, które stanowią jawną reprezentację — na pozio-
mie określonej warstwy — lingwistycznego opisu danego tekstu. W stosunku
do takiego tekstu pojęciem unilateralnym jest takie pojęcie, które odwołuje się
wyłącznie do własności tekstu zapisanych w jego reprezentacji. Pojęciem bila-
teralnym dla danej warstwy jest każde takie pojęcie, którego definicja odwołuje
się do jakichś aspektów tekstu lub języka nie zawartych w jego formalnym za-
pisie — takim elementem zewnętrznym może być zarówno dodatkowy słownik
komputerowy jak i intuicja użytkownika języka.
3 Znaki i ich zestawy
Każdy tekst języka naturalnego stanowi ciąg jednostek bardziej podstawowych.
W lingwistyce tekst mówiony traktuje się jako ciąg fonemów, czyli obiektów
zdefiniowanych za pomocą ich cech dystynktywnych (dzwięczność, bezdzwięcz-
ność itp.). Uznając ten aspekt definicji fonemów za najbardziej istotny, Adam
Weinsberg traktował je — za Leonem Zawadowskim — jako szczególny przypa-
dek jeszcze bardziej ogólnego pojecia diakrytu (z greckiego diakritikos — który
odróżnia). Od Weinsberga termin ten przejął Zygmunt Saloni ([15]) stosując
go w szczególności w podręczniku akademickim [18]. Jak się wydaje, głównym
powodem wprowadzenia tego terminu była możliwość stosowania go również
do tekstów pisanych. Tę propozycję terminologiczną uważam za wyjątkowo nie-
szczęśliwą, ponieważ jest ona w konflikcie z powszechnym rozumieniem terminu
diakryt jako pewnego elementu kształtu litery.
Język mówiony zwykło przeciwstawiać się językowi pisanemu, przy czym
wielu lingwistom uchodziła i uchodzi uwagi zasadnicza różnica między tekstem
pisanym ręcznie a tekstem drukowanym. W pierwszym wypadku rozpoznanie
w tekście jego elementów jest niemal równie trudne, jak zidentyfikowanie fo-
nemów w wypowiedzi mówionej, w drugim przypadku mamy do czynienia w
praktyce z ciągiem elementów ze skończonego zbioru czcionek. Fakt ten znalazł
odzwierciedlenie w angielskiej terminologii informatycznej, gdzie podstawowa
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jednostka tekstu lub napisu nazywa się character, którego jednym z polskim
odpowiedników jest właśnie czcionka. Oto definicja tego pojęcia, zaczerpnięta z
międzynarodowej normy ISO/IEC 8859-2:1999 ([9]):
character: A member of a set of elements used for the organisation,
control or representation of data
oraz moje jej tłumaczenie1 ([6])
znak: jeden z elementów pewnego zbioru, którego elementy służą do
organizacji danych, sterowania nimi lub ich reprezentowania.
Jak widać, jest to pojęcie tak ogólne i abstrakcyjne, że można nawet mieć
wątpliwości co do jego zakresu. Warto zatem powiedzieć, że zakres tego pojęcia
jest wystarczająco dobrze określony przez kontekst licznych użyć tego terminu,
zaś cytowana definicja ogrywa rolę raczej dekoracyjną. Swoją drogą definicja ta
staje się jaśniejsza po skonfrontowaniu jej z definicją zawartą w normie ISO/IEC
10646-1 ([10])
coded character: A character together with its coded representa-
tion.
co tłumaczę
znak kodowy: Znak rozpatrywany łącznie z jego reprezentacją ko-
dową.
Należy podkreślić, że coded character jest obiektem wyraźnie bilateralnym,
co — jak mi się wydaje — dobrze jest odzwierciedlone przez zaproponowane
przeze mnie tłumaczenie znak kodowy ; bardziej dosłowne tłumaczenie znak za-
kodowany sugerowałoby obiekt unilateralny zlokalizowany całkowicie na płasz-
czyźnie reprezentacji, a więc byłoby bliższe znaczeniu angielskiego terminu en-
coded character. Z drugiej strony z zestawienia powyższych definicji wynika wy-
raźnie, że character należy rozumieć jako obiekt bliższy płaszczyźnie znaczenia;
aby fakt ten lepiej oddać w języku polskim, można rozważyć tłumaczenie termi-
nu character jako znak piśmienny, rozumiejąc przymiotnik piśmienny zgodnie
z jego stosunkowo rzadkim ale notowanym w słownikach znaczeniu „odnoszący
się do pisma” (oczywiście, w kontekstach nie budzących wątpliwości przymiot-
nik ten powinien być pomijany). Tak rozumiany znak piśmienny jest ogólniejszy
od tradycyjnych określeń znak drukarski czy znak pisarski ; stosowanie w tym
znaczeniu terminu znak pisemny byłoby moim zdaniem mylące, sugerowałoby
bowiem znak zapisany na papierze lub innym nośniku.
Przez wspomniane wcześniej symboliczne kodowanie tekstów rozumiem wła-
śnie jego reprezentację za pomocą znaków kodowych. Symboliczny charakter
tego kodowania jest dobrze widoczny w definicji zestawu znaków kodowych czyli
coded character set. W wersji z normy ISO/IEC 8859-2:1999 ([9]) brzmi ona
1Oficjalne tłumaczenie zawarte w projekcie polskiej normy PrPN-ISO 8859-2 różni się od
mojego; zainteresowany Czytelnik może sam ocenić, które z nich jest bardziej właściwe.
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coded character set; code: A set of unambigous rules that esta-
blishes a character set and the one-to-one relationship between the
characters of the set and their bit combinations.
a w moim nieco swobodnym tłumaczeniu
zestaw znaków kodowych; kod: Zbiór ścisłych reguł, które wy-
znaczają pewien zbiór znaków, a także wzajemnie jednoznaczne przy-
pisanie znakom tego zbioru pewnych kombinacji bitowych.
Jak widać z definicji, zestaw znaków kodowych nie jest w istocie zestawem tych
znaków, ale pewnych — niekiedy dość skomplikowanych — reguł; w związku
równie dobrze można termin coded character set tłumaczyć jako kodowy zestaw
znaków ; to drugie tłumaczenie wydaje mi się bardziej zręczne.
Typowy tzw. plik tekstowy zapisany w komputerze stanowi dobry przykład
wykorzystania kodowego zestawu znaków; każdy, kto kiedykolwiek musiał się
zastanowić, jak reprezentowane są polskie litery w otrzymanym pliku (czyli w
jakim kodzie zapisany jest plik), w pełni uświadamia sobie umowność i konwen-
cjonalność symbolicznego kodowania tekstów.
4 Napisy, słowa i wyrazy
Najbardziej ogólnym określeniem ciągu znaków jest w informatyce napis — por.
ang. (character) string. Jeśli ciąg znaków jest wyznaczony przez jakieś mniej lub
bardziej formalne reguły — np. stanowi element pewnego języka formalnego —
to nazywamy go słowem. Tak rozumiane pojęcie słowa ma o wiele szerszy zakres
niż można by się spodziewać. Jest ono stosowane w odniesieniu do tekstów języka
naturalnego również w życiu codziennym, kiedy należy obliczyć np. opłatę za
telegram lub ogłoszenie drobne.
Ze słowami w tym znaczeniu mamy do czynienia również w komputerowych
edytorach tekstu, gdy wykonujemy komendy typu przesuń kursor o jedno słowo
do przodu, skasuj słowo wskazane przez kursor. Do wykonania tych operacji nie
jest potrzebna znajomość języka, w którym został napisany tekst (często może to
być język programowania), a tylko znajomość odpowiednich własności poszcze-
gólnych znaków. Jest więc słowo pojęciem unilateralnym na najniższym (jeśli
pominąć reprezentację bitową) poziomie reprezentacji tekstu, który nazywamy
poziomem lub warstwą kodową.
Jeśli ustalimy, do jakiego języka naturalnego należy dane słowo, przenosimy
się na wyższy poziom reprezentacji, który nazywamy alfabetycznym. Począwszy
od tego poziomu mamy już do czynienia z wyrazami, które są jednostkami bila-
teralnymi. Z jednej strony zawsze możemy przyporządkować im pewne jednostki
niższego poziomu — o jednostkach tych będziemy mówić, że reprezentują dane
wyrazy lub że są ich kształtami. Z drugiej strony wyrazy zawsze możemy trak-
tować jako reprezentacje jednostek jeszcze wyższych poziomów, również takich
jak semantyka i pragmatyka, których nie próbujemy nawet formalizować.
Z teoretycznego punktu widzenia wyróżnianie poziomu alfabetycznego może
wydawać się dzieleniem włosa na czworo, ale poziom ten ma duże znaczenie
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praktyczne. To na tym poziomie decyduje się dopiero np. taki fakt, że znak
piśmienny «ó» jest samodzielną literą w języku polskim, a nie literą «o» z dia-
krytem «´», jak w języku francuskim, co ma decydujący wpływ na tzw. porządek
alfabetyczny (por. [5])2. Na tym poziomie również zostaje ustalona — przynaj-
mniej wstępnie — wymowa wyrazu, co jest zadaniem rozwiązywanym również
przez programy komputerowe odczytujące teksty (np. wyszukane w Internecie)
na potrzeby osób niewidomych lub niedowidzących.
Zarówno do słów, jak i do wyrazów stosuje się rozróżnienie znane w lite-
raturze anglosaskiej jako type–token distinction. O ile interpretację typu token
możemy wskazać jawnie mówiąc o egzemplarzach lub wystąpieniach słowa lub
wyrazu, to ciągle brakuje wygodnego i uznanego sposobu jednoznacznego wska-
zania interpretacji typu type. Zaproponowane przez mnie w [4] (s. 13) tłuma-
czenie type jako prototyp okazało się niewygodne i mylące. Wydaje mi się obec-
nie, że lepsze jest znacznie bardziej swobodne tłumaczenie jako matryca. Na
szczęście przeważnie sposób interpretacji wynika z kontekstu, stąd konieczność
sprecyzowania, że chodzi o matrycę wyrazu, a nie jego egzemplarz czy wystąpie-
nie, pojawia się bardzo rzadko. Jednym z takich przypadków jest opis własności
korpusów tekstów przeznaczonych do celów badawczych, gdzie stosunek liczby
matryc do liczby egzemplarzy wyrazów jest pożyteczną miarą różnorodności
korpusu.
5 Wyrazy paradygmatyczne i syntagmatyczne
Pojęcia wyrazu paradygmatycznego i syntagmatycznego zostały wprowadzone
przez Jana Tokarskiego w książce [21] (s. 55). Mówiąc krótko, wyraz paradyg-
matyczny to abstrakcyjna jednostka słownika lub słownictwa; w przypadku wy-
razów odmiennych można ją sobie wyobrażać np. jako zbiór wszystkich form
fleksyjnych danego wyrazu paradygmatycznego — zbiór taki nazywamy para-
dygmatem.
Wyraz syntagmatyczny to wyraz użyty — lub przystosowany do użycia przez
dobór odpowiedniej formy fleksyjnej — w pewnym kontekście. W pierwszym
przypadku mamy do czynienia z egzemplarzem wyrazu syntagmatycznego, któ-
ry charakteryzuje się m.in. konkretną pozycją w linearnym tekście (pierwszy lub
ostatni wyraz itp.). W drugim przypadku mamy do czynienia z matrycą — mo-
żemy powiedzieć, że dopełniacz liczby pojedynczej wyrazu paradygmatycznego
dom ma postać domu bez odwoływania się do konkretnego tekstu.
Przydatność wprowadzonych pojęć jest widoczna w rozwiązywaniu tak kon-
kretnych zadań, jak ustalanie identyczności i granic wyrazów. Jak zwrócił na to
uwagę już Tokarski ([21], s. ), odpowiedź na pytanie: ile jest wyrazów w afory-
zmie Człowiek człowiekowi powinien być człowiekiem wcale nie jest oczywista.
Jeśli liczymy wyrazy paradygmatyczne, to odpowiedź brzmi 3 (człowiek, być,
powinien). Jednak odpowiedź, że w powyższym przykładzie mamy 5 wyrazów
2Inny ciekawy przykład to stanowiąca jedną całość litera «Ł», która na poziomie kodowym
może być ze względów technicznych — jak we wczesnej wersji systemu TEX — reprezentowana
przez dwa znaki piśmienne: znak «L» oraz specjalny znak diakrytyczny
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(o których przepisy ortograficzne stanowią, że wyrazy piszemy osobno) jest rów-
nież zasadna — liczymy wówczas wyrazy syntagmatyczne (w tym konkretnym
przypadku nie jest istotne, czy mamy na myśli egzemplarze czy matryce).
Inny problem ilustruje przykład zaczerpnięty z [11] (s. xx): czy jakiś wyraz
powtarza się w zdaniach To jest zła wola. i Wyrządził im wiele zła.. Naturalna
jest odpowiedź negatywna, stwierdzająca, że mamy tu do czynienia z hominimią
form wyrazu zło i zły. Ta odpowiedź jest w pełni uzasadniona, jeśli mamy na
myśli wyrazy paradygmatyczne odpowiednio wysokiego poziomu. Choć dokony-
wanie takich rozróżnień przez komputer zaczyna być możliwe, w wielu prozaicz-
nych zastosowaniach praktycznych wystarczy nam znajomość cech wspólnych
wyrazu syntagmatycznego zły, przysługujących mu zarówno jako formie rze-
czownika zło jak i przymiotnika zły: jest to wyraz języka polskiego, odczytuje
się go zatem zgodnie z regułami języka polskiego i w razie potrzeby przenosi się
go do nowego wiersza zgodnie z regułami języka polskiego. Wynika z tego, że
wyrazy syntagmatyczne warto rozpatrywać zawsze na określonym poziomie opi-
su języka — wspomniane wyżej własności należą naszym zdaniem do poziomów
alfabetycznego i grafemicznego.
6 Wyrazy alfabetyczne i grafemiczne
W hierarchii zaproponowanej w [4] wyróżnialiśmy 5 poziomów: typograficzny,
alfabetyczny, grafemiczny, morfologiczny i morfosyntaktyczny.
Obecnie za podstawowy, najniższy poziom uważamy poziom kodowy, trak-
tując poziom typograficzny jako pomocnicze pojęcie służące z jednej strony
do opisu wizualnego wyglądu tekstu, z drugiej zaś strony — do opisu procesu
interpretacji tekstu np. wprowadzonego do komputera za pomocą optycznego
rozpoznawania znaków (OCR — ang. Optical Character Recognition) lub bez-
pośrednio z klawiatury za pomocą edytora typu co widzisz [na ekranie], to do-
staniesz [na drukarce] (WYSIWYG — ang. What You See Is What You Get).
Warto też pamiętać, że poprawne wydrukowanie tekstu to nie tylko właściwe
przenoszenie wyrazów do nowego wiersza, ale także dobór właściwego dla dane-
go języka kształtu czcionek — np. akcent nad dużą literą A ma inny kształt w
języku francuskim niż w węgierskim. Wyrazy typograficzne uważamy za jednost-
ki unilateralne i traktujemy je obecnie jako fragmenty pewnego elektronicznego
tekstu wzbogaconego.
Podstawowym motywem wprowadzenia pojęcia wyrazu alfabetycznego jest
dokonanie wstępnej segmentacji tekstu kodowanego — każdy odstęp, znak in-
terpunkcyjny lub łącznik stanowi granicę wyrazu alfabetycznego. Na poziomie
alfabetycznym rozróżniamy małe i duże litery (czyli miniskuły i majuskuły).
Rozróżnienie to, bardzo istotne przy komputerowym przetwarzaniu tekstów, nie
ma w języku polskim powszechnie przyjętej nazwy, zaś w angielskim jest okre-
ślana bardzo wieloznacznym słowem case oraz słowami i zwrotami pochodnymi:
upper case, lower case, case-free, case-sensitive itp. Terminy upper case i lower
case oznaczały pierwotnie po prostu kaszty drukarskie; przynajmniej w niektó-
rych drukarniach majuskuły trzymano w kaszcie umieszczonej wyżej, zaś minu-
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skuły w kaszcie umieszczonej niżej. Ponieważ wygodne — a więc nie opisowe
— polskie odpowiedniki tych często używanych terminów są bardzo potrzebne,
tłumaczę je odpowiednio jako górna i dolna kaszta, kasztowy (case-sensitive) i
bezkasztowy (case-free).
Wspomniany wcześniej poziom grafemiczny to pojęcie ważne, ale tylko spo-
radycznie reprezentowane w komputerze w sposób jawny. Do poziomu tego za-
liczamy informacje o przenoszeniu wyrazu do nowego wiersza, a także o wła-
ściwym użyciu dużych i małych liter. Są one z reguły przechowywane w odpo-
wiednim słowniku komputerowym. O słownikach takich można powiedzieć, że
zawierają one paradygmatyczne (a więc, etymologicznie rzecz biorąc, wzorcowe)
wyrazy grafemiczne.
7 Morfologia taksonomiczna
Warto podkreślić, że podstawowym celem naszego opisu morfologicznego jest
klasyfikacja wyrazów ze względu na ich wybrane własności, w szczególności ich
funkcje składniowe. Wzajemne związki między kształtami form wyrazowych,
stanowiące główny przedmiot zainteresowania tradycyjnej morfologii, uwzględ-
niamy tylko w takim stopniu, w jakim to jest niezbędne do realizacji naszych
celów. Dla podkreślenia tej różnicy tworzony przez nas opis nazywamy morfo-
logią taksonomiczną czyli klasyfikacyjną.
W artykule [3] (s. 33) pisaliśmy
Wyrazy grafemiczne języka polskiego nie są jednak jeszcze obiektem
zainteresowania językoznawców ani nie są bezpośrednio notowane w
słownikach. Dzieje się tak dlatego, że są one czasem jednostkami
utworzonymi przez mechaniczne połączenie — na podstawie reguł
ortograficznych — kilku jednostek mających bardziej podstawowy
charakter . . . Po przejściu na wyższy poziom abstrakcji wprowadzimy
pojęcie wyrazu morfologicznego . . .
Wyraz morfologiczny posiada swój kształt będący wyrazem niższego pozio-
mu, sam zaś z kolei jest kształtem pewnej jednostki słownikowej czyli wyrazu
paradygmatycznego, reprezentowanego najczęściej przez tradycyjnie rozumia-
ną formę hasłową wyrazu, a mówiąc bardziej ogólnie i precyzyjnie — przez
symbol nazywany reprezentantem paradygmatycznym. Jego własności morfolo-
giczne są opisane przez zestaw indykatorów morfologicznych (będacych uogól-
nieniem współrzędnych morfologicznych wprowadzonych w [7]). We współcze-
snej angielskojęzycznej terminologii przetwarzania tekstów pojęciu indykatorów
morfologicznych odpowiada termin (morphological) tag, zaś cały asortyment in-
dykatorów — czyli taksonomia — jest określany krótko jako tagset.
W zdaniu Ładnegoś mi narobił kłopotu. wyróżniamy 4 wyrazy alfabetyczne
i grafemiczne, ale 5 wyrazów morfologicznych. Zgodnie z artykułem [3] opis
pierwszego wyrazu tego zdania składa się z następujących elementów:
Kształt grafemiczny : ładnego (grafemy są „bezkasztowe”).
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Reprezentant paradygmatyczny : ładny (oznaczenie umowne).
Typ wyrazu morfologicznego : przymiotnik (własność ta nieko-
niecznie musi być zapisana jawnie).
Indykatory morfologiczne :
Stopień : pos (stopień równy; inne możliwe wartości to comp
i sup).
Liczba : sing (pojedyncza; inna możliwa wartość to pl).
Przypadek : gen (dopełniacz; inne możliwe wartości to nom,
dat, acc, inst, loc, voc).
Rodzaj : m3 (męski nieżywotny; inne możliwe własności to
m1, m2, f, n1, n2 ).
Kontraktywność : nie stosuje się (dla tzw. tradycyjnie zaim-
ków dzierżawczych przyjmuje wartości neut i char).
Predykatywność : nie stosuje się (dla nielicznych wyrazów
przyjmuje wartości neut i char).
Wariant : nie stosuje się (w razie potrzeby przyjmuje wartości
var1 i var2 ).
Pomińmy w dalszych rozważaniach indykatory kontraktywności, predyka-
tywności i wariantów, i skoncentrujmy się na pozostałych. Zwróćmy uwagę na
to, że przypisanie wartości kształtowi ładnego wartości indykatorów przypadka
i rodzaju nie jest możliwe bez uwzględnienia kontekstu, a konkretnie wymaga
to dokonania rozbioru gramatycznego całego zdania. Indykatory te w istocie
opisują funkcję syntaktyczną danego wyrazu i dlatego obecnie tak rozumiany
wyraz wolimy nazywać wyrazem morfosyntaktycznym.
8 Wyrazy morfologiczne
Wyraz morfologiczny w sensie zaproponowanym po raz pierwszy w książce [4]
to abstrakcyjna konstrukcja służąca do klasyfikacji wyrazów ze względu na ich
kształt (formę, postać). Obiekty takie — choć normalnie nie nazywane — są
stosowane w praktyce, co zilustrujemy dwoma przykładami.
Pierwszy przykład to Schematyczny indeks a tergo polskich form wyrazowych
([23]), którego redaktorem — a faktycznie współtwórcą — jest Zygmunt Saloni.
Stanowił on podstawę teoretyczną analizatora morfologicznego SAM (por. np.
[19], [20]). Dla wyrazów przymiotnikowych otrzymujemy w wyniku ich opisy w
formie zilustrowanej poniższymi przykładami:
nasz A 1
żabi A 1,9
srogich A 10
słabymi A 11
drugiego A 2
jakiemu A 3
dzikim A 4
słabe A 5
słaba A 6
grubej A 7
9
słabą A 8
garbaci A 9
szybszy A com1
najszybszy A com1
. . .
słabsi A com9
Analogiczną informację uzyskalibyśmy korzystając z Indeksu ręcznie.
Litera A to oznaczenie typu wyrazu morfologicznego, zaś numer identyfikuje
pozycję danego wyrazu w paradygmacie przymiotnikowym zgodnie z propozy-
cją sformułowaną przez Saloniego w artykule [14]. Warto zwrócić uwagę, że dla
większości przymiotników pozycja ta może być wyznaczona całkowicie jedno-
znacznie na podstawie ich kształtu.
Dla pełności obrazu wspomnimy tylko, że stopień wyższy i najwyższy jest w
Indeksie traktowany łącznie, ponieważ Indeks opisuje tylko zakończenia wyra-
zów, a nie ich początki — oba stopnie są zatem oznaczane tym samym symbolem
comp. Brak tego symbolu oznacza stopień równy.
Z każdą pozycją paradygmatu przymiotnikowego związane są w systematycz-
ny sposób funkcje składniowe, które reprezentujemy przez odpowiednie wyrazy
morfosyntaktyczne w określonym wyżej sensie. Ponieważ obecnie za Salonim [13]
wyróżniamy 9 wartości kategorii rodzaju (omówionych również w podręczniku
[18]) potrzebnych do ścisłego opisu składni liczebników (patrz [17]), występuje
tutaj daleko idący synkretyzm. Skrajnym przypadkiem są wyrazy morfologicz-
ne typu ładnym (forma nr 4), które są kształtami aż 25 wyrazów morfosyn-
taktycznych: 8 wyrazów reprezentujących nieżeńskie formy narzędnika liczby
pojedynczej, 8 wyrazów reprezentujących nieżeńskie formy miejscownika liczby
pojedynczej i 9 wyrazów reprezentujących wszystkie wartości kategorii rodzaju
dopełniacza liczby mnogiej. Oczywiście, wyróżnianie 25 funkcji wyrazu ładnym
jest całkowicie zbędne, jeśli interesuje nas np. tylko jego postać hasłowa — wy-
starczające jest wtedy operowanie wyłącznie pojęciem wyrazu morfologicznego.
Inny przykład to tabele odmiany czasowników zaprojektowane na potrzeby
opracowanej przez Zygmunta Saloniego pracy Czasownik polski. Odmiana, słow-
nik, której założenia zostały przedstawione w broszurze [16]. Dla czasu teraźniej-
szego czasownika gnieść podaje się tam — tradycyjnie zresztą — następujące
formy wyrazowe
gniotę
gnieciesz
gniecie
gnieciemy
gnieciecie
gniotą
Każdy z tych wyrazów — według obecnej terminologii są to wyrazy morfologicz-
ne — stanowi kształt kilku wyrazów morfosyntaktycznych (morfologicznych w
sensie [3]). Dla przykładu, wyraz gniotę to kształt 9 wyrazów morfosyntaktycz-
nych różniących się wartością kategorii rodzaju (5 wyrazów morfologicznych w
sensie [3]). Podobnie jak w poprzednim przykładzie, dla wielu zastosowań prak-
tycznych wystarczające jest operowanie wyrazami morfologicznymi w obecnym
sensie tego terminu.
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9 Zakończenie
Mam nadzieję, że udało mi się przekonać Czytelnika, że rozumienie terminu
wyraz morfologiczny w sensie [4] jest bardziej wygodne i naturalne niż jego de-
finicja sformułowana prawie 10 lat wcześniej w [3]. Chciałbym jednocześnie za-
strzec, że w niniejszym artykule ze względów objętościowych nie byłem w stanie
dokonać pełnego omówienia problematyki wyrazów morfologicznych (jednym z
ważniejszych pominiętych aspektów jest kwestia wewnętrznej struktury para-
dygmatów).
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