ABSTRACT Electroencephalography (EEG) was widely investigated in brain status detection and disease diagnosis, in which the fractal analysis played an important role. In this paper, the roughness scaling extraction (RSE) algorithm proposed in our previous study on surface morphologies was applied to calculate the fractal dimensions (FDs) of artificial profiles and EEG signals. Fractal profiles with ideal FDs ranging from 1.01 to 1.99 were generated through the Weierstrass-Mandelbrot function. The RSE algorithm and the traditional algorithms, including the Higuchi algorithm, the Katz algorithm, and the box counting algorithm, were compared by analyzing the artificial profiles. Based on the mean relative errors and mean square errors, it was found that the RSE algorithm was more accurate than the traditional algorithms. To investigate the influence of noise on FD calculation, noise with different levels was added to the fractal profiles. The RSE and Higuchi algorithms were found reliable at signal-to-noise ratios of 50 and 40 dB, while the accuracy of RSE was also superior to that of the Higuchi. The RSE, Higuchi, and Katz algorithms were utilized to analyze the EEG signals of epilepsy events. The significant FD increasing, which corresponded to the seizure onset, could be detected, and the overlapping between the seizure and non-seizure statuses was small by using the RSE algorithm, indicating its feasibility for the EEG fractal analysis.
I. INTRODUCTION
Electroencephalography (EEG) signal can reflect changes of human emotion and the brain status, thus it has been widely used in the related medical researches in recent years [1] - [3] . The research on EEG signals can help to obtain more understandings of the physiological mechanism of brain activities [4] , [5] , human cognition [6] , [7] and learning processes [8] , [9] . In the field of medical instrument, the analysis on EEG signal has been developed for clinical diagnosis
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In epilepsy diagnosis, EEG signal is one of the most important clinical criterions [15] . Many algorithms were proposed to replace the exhausting and time-consuming visual inspection, and improve the detection accuracy of seizure onset. In the study of Gotman [16] , three EEG characteristics (average amplitude, average duration and coefficient of variation) were calculated by signal segmentation and decomposed to determine the seizure onset. The calculated characteristics were compared with the experience thresholds, and this method was improved in their successive studies [17] , [18] . Then wavelet decomposing [19] and discrete wavelet VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 3.0 License. For more information, see http://creativecommons.org/licenses/by/3.0/ transform method [20] , [21] were employed to calculate the EEG characteristics such as energy, coefficient of variation, relative magnitude, etc. Although the above methods could realize the seizure recognition through time-domain analysis, frequency-domain analysis or time-frequency analysis, they generally utilized linear analysis to detect EEG features. However, the EEG signal should be regarded as a chaotic system with nonlinear features because of the complexity of neurophysiological activities [22] . The conventional linear analysis methods are insufficient to detect the complex EEG features and investigate their relationship with pathophysiology. Therefore, nonlinear analysis methods were proposed to obtain more dynamic information of EEG features, including the fractal dimension (FD) [23] , [24] , largest Lyapunov exponent [25] , correlation dimension [26] , [27] , entropy [28] , [29] , etc.
Fractal analysis is an efficient nonlinear analysis method, which has been widely utilized in the fields of EEG signals, thin film morphology [30] - [32] , geomorphology [33] , etc. FD is the key parameter in fractal analysis, and it can quantify the irregularity and complexity of a waveform of time series, enabling its wide applications in bio-signal analysis. Many algorithms to calculate FD have been proposed and utilized in EEG analysis, such as Higuchi algorithm [24] , [34] , [35] , Katz algorithm [23] , [36] - [38] , box counting (BC) algorithm [39] , etc.
In our previous studies on the surface morphology of thin films [40] , [41] , a new algorithm named as roughness scaling extraction (RSE) was proposed to evaluate FD based on a single morphological image. It was found that RSE algorithm was much more accurate than the traditional algorithms including BC algorithm [42] , power spectral density (PSD) algorithm [43] , autocorrelation function (ACF) algorithm [44] and structure function (SF) algorithm [45] . And FD results obtained by RSE were also consistent with actual features in the surface morphologies of alumina thin films. Although RSE algorithm was proposed for fractal analysis on surfaces, its core operation was the flatten modification on a scanline, which is the essential component in the surface characterization by using atomic force microscopy (AFM) [46] , [47] . Therefore, RSE algorithm might be also effective to analyze fractal profiles such as EEG signals.
In this study, the feasibility of RSE algorithm for fractal profiles and EEG signals would be investigated, and the comparisons of RSE algorithm and traditional algorithms would be carried out. First, in order to optimize the flatten order of RSE algorithm and compare the accuracies of different algorithms, the artificial fractal profiles with various ideal FD values, which were generated through Weierstrass-Mandelbrot (W-M) function, would be calculated. Second, in order to simulate the actual bio-signals which usually contain noise, the white noise with different levels would be added into the artificial profiles to investigate the calculation robustness of the algorithms mentioned above. Third, actual EEG signals of epilepsy database would be analyzed by using RSE, Higuchi and Katz algorithms to detect the sudden increasing of FD values which implied the seizure onset.
II. METHODS AND MATERIALS

A. GENERATION OF ARTIFICIAL PROFILES
Weierstrass-Mandelbrot (W-M) function was widely applied to generate artificial fractal profiles [48] , [49] or surfaces [50] , [51] with ideal FD values. In this study, W-M function with mathematics equation shown below was utilized.
where D was the ideal FD value of the generated profile, which ranged from 1 to 2; n was a frequency index; φ n was a random phase; γ (> 1) was a parameter that determined the density of frequencies in the profile; M was the number of overlapping components. As shown in Equation (1), the generated fractal profile was a superposition of cosine functions with geometrically increasing frequencies. The random phase φ n was used to prevent the coincidence of different frequencies at any point of the profile. Based on the considerations for profile flatness and frequency distribution density, γ was 1.5 [40] . The fractal profiles with ideal FD from 1.1 to 1.9 generated through Equation (1) were illustrated in Figure 1 . In order to study the influence of noise on FD calculation, different levels of white noise were added to the fractal profiles generated through W-M function to obtain the mixed profiles, and the signal-noise ratios were 5 dB, 10 dB, 20 dB, 30 dB, 40 dB, and 50 dB, respectively. The data operations including profile generation, noise addition and FD calculation with various algorithms were accomplished by using Matlab.
B. EEG SIGNALS AND PRE-PROCESSING
The epilepsy EEG recordings used in this study was from the CHB-MIT Scalp EEG Database [52] , which was collected at the Children's Hospital Boston, consisting of EEG recordings from pediatric subjects with intractable seizures.
The analyzed EEG signals were from 22 subjects (5 males aged from 3 to 22, and 17 females aged from 1.5 to 19). The recordings were grouped into 24 cases, and each case contained 9-42 continuous ''.edf'' files from a single subject. In most cases, the ''.edf'' files contained exactly one hour of digitized EEG signals, while others contained 2 or 4 hours long signals. All the EEG signals were sampled at 256 samples per second with 16-bit resolution. Most files contained 23 EEG signals, with the electrode positions according to the standard of the international 10-20 system.
There were 198 recordings of seizures. In references [37] , [38] , the seizure duration of EEG signals investigated with FD methods were generally longer than 30 s. The EEG data downloaded from the database contained 23 channels of epileptic EEG signals. Based on our preliminary study, the EEG signals of the FT9-FT10 channel have the most significant FD change during seizures. Therefore, the EEG recordings containing a seizure time of more than 30 s from channel FT9-FT10 are selected in this study.
For the EEG signals, pre-processing is required in prior to FD calculation, since the epileptic EEG might contain noise such as myoelectricity [53] . The pre-processing for EEG signals includes the filtering with passband of 0.7 Hz-45 Hz and the 5-layered wavelet decomposition, which were widely utilized to alleviate the noise influences in the literature [54] , [55] .
C. FD CALCULATION WITH VARIOUS ALGORITHMS
The FD values of artificial profiles and EEG signals were calculated with RSE algorithm proposed in our previous study [40] and other traditional algorithms, including Higuchi algorithm, Katz algorithm and box counting (BC) algorithm. For the ideal fractal profiles generated by the W-M function and the mixed profiles with noise addition, the calculations were directly carried out without any pre-processing.
RSE ALGORITHM
RSE algorithm was proposed based on the scaling behavior of roughness values [31] , [40] , which is usually quantified by root-mean-squared roughness (R q , also known as RMS).
The definition of R q can be found in Equation (2) .
For a fractal profile, the relationship between R q value and the data point length (L) of a discrete sequence is of power-law type, as shown in Equation (3) [30] , [50] , [56] .
where A is a constant; H is known as the Hurst exponent, which ranges from 0 to 1. The FD value (D) of the fractal profile equals 2-H , which ranges from 1 (approaching to a simple curve) to 2 (approaching to a plane), and a higher FD value indicates a more irregular and fragmental feature. When the R q -L curve of a fractal profile is plotted in the double logarithm coordinates, a linear relationship could be obtained as shown in Equation (4) .
For a data sequence with a length of L,
, where x(n) represents the n-th data point, M sub-sequences with a length of L i are segmented from different parts of the original sequence.
. . L n is a geometric series with a scaling factor of δ. The sub-sequences X (r m ) i are extracted as shown below, where r m is a random number, which indicates the initial position of the sub-sequences.
δ determines the data-length L i of the intercepted sub-sequence in the RSE calculation process:
, where int[. . . ] denotes the maximum integer value of the number in the brackets. M is the number of the intercepted sub-sequences with a data length of L i . If either δ or M increases, the error caused by the randomness during curve fitting or sub-sequence interception could be reduced, thus improving the accuracy, while the computation workload would enlarge, resulting in a lower efficiency. Therefore, by balancing the accuracy and efficiency in our previous studies, δ = 0.85 and M = 50 are selected.
Then flatten modification is carried out for the sub-sequences as follows: a polynomial with a specific order (i.e. the flatten order) is obtained for each sub-sequence by using least-squares fitting, then the polynomial is subtracted from the sub-sequence to provide the final series. In this study, the flatten order is 1, 2 or 3, and the RSE algorithm can be denoted specifically as RSE-f1, RSE-f2 and RSEf3, respectively. There is also a case that R q value of each sub-sequence is calculated directly without flatten modification, which is denoted as RSE-f0.
After the flatten modification, the R q value is calculated. An average R q and the standard deviation are calculated by using the R q values of all the sub-sequences with the certain L i . The variation of R q along with L i can be fitted by using the power-law relationship to obtain FD.
HIGUCHI ALGORITHM
Higuchi algorithm is an efficient algorithm for calculating FD of the discrete time sequences proposed in 1988 [24] . This algorithm is based on the measure of length L(k) of a time sequence. This sequence could be regarded as fractal with a FD value (D) if L(k) could meet the Equation shown below:
where m is the initial time value, k is the interval time and a means integer part of a. For each of the new sequences constructed, the length L m (k) of sequence X m k is calculated as:
where N is the length of the time series, and
Compute the average length for all time sequences having the same delay k, L(k) is defined as:
For k = K min , . . . K max , a curve of ln(L(k)) vs ln(1/k) can be got, and the slope of the least squares linear best fit is the estimate of fractal dimension. In references [57] - [59] , K max value ranged from 40 to 50. Based on our preliminary study, the accuracy of Higuchi algorithm is generally high under various noise levels when K max is in such a range, and K max = 42 is used in this study.
KATZ ALGORITHM
Waveforms, as well as time sequences can both be viewed as collections of points p i = (x i , y i ) with x i < x i+1 , i = 1, 2, . . . N (N : number of points). According to Katz [36] , the FD can be defined as:
where L is the total length of the curve or sum of distances between successive points:
where . . . is the Euclidean distance. The diameter d is estimated as the furthest distance between the first point of the sequence and any other point p i of the sequence. d can be expressed as:
The FD compares the actual number of units that compose a curve with the minimum number of units required to reproduce a pattern of the same spatial extent. FDs computed in this algorithm depend upon the measurement units used. If the units are different, then so are the FDs. Katz's algorithm solves this problem by creating a general unit or yardstick: the average step or average distance between successive points, a. Normalizing distances in equation (11) by this average results in:
Defining n as the number of steps in the curve, then n = L/a, and equation (14) can be written as:
Expression (13) summarizes Katz's approach to calculate the FD of a waveform.
Although Katz algorithm normalized the distance, the FD results are still affected by the units of abscissa and ordinate because the Euclidean distance is computed in this algorithm. In this study, we used time (s) as the unit of the abscissa, and we normalized the ordinates: 
BC ALGORITHM
BC algorithm is a common approach to calculate D of a fractal feature such as a surface or a profile. The minimum number of boxes with a length of covering the entire profile is N . When approaches 0, there is a relationship depending on D: 
III. RESULTS
A. FRACTAL ANALYSIS ON ARTIFICIAL PROFILES OPTIMIZATION OF RSE ALGORITHM
Artificial profiles with ideal FD values ranging from 1.01 to 1.99 were generated through W-M function, and 20 profiles were generated for each FD value. As reported by Khoa et al. [34] , the FD calculation could be accurate when VOLUME 7, 2019 FIGURE 5. Typical mixed profiles, which were combined by the artificial profiles generated through W-M function with ideal FD values of 1.4 and white noise with signal-noise ratio ranging from 50 dB to 5 dB. the number of data points N > 800, while a large amount of data would slow down the calculation speed. In this study, N was chosen to be 1024. The typical artificial profiles could be observed in Figure 1 . In RSE algorithm, R q -L relationships are calculated by segmenting the profiles into sub-sequences with various L, and the procedure of flatten modification on the sub-sequences plays an important role. As shown in Figure 2 , the R q -L curves obtained without flatten modification (denoted by f0) are not entirely linear in double logarithm coordinates, which was consistent with our previous studies on surface morphologies [31] , [40] .
For the results obtained by using RSE algorithm with flatten modification (denoted by f1/f2/f3), R q -L curves are all linear as shown in Figure 2 , thus the fitting for FD calculation could be much more accurate as illustrated in Figure 3 .
As shown in Figure 3(a) , the calculated FD obtained with RSE-f0 algorithm deviates obviously from the ideal FD at low FD values, while the results of RSE-f1, RSE-f2 and RSE-f3 are much closer. In order to quantify the deviation, the mean relative error (MRE) values [40] and mean square error (MSE) values [38] between the ideal FD and the calculated FD are computed by using Equations (16) and (17), respectively, where . . . represents the averaging operation.
As shown in Figure 3 (b), RSE-f1 algorithm owns the lowest MRE and MSE. Moreover, the calculation speed of RSEf1 is also faster than those of RSE-f2 and RSE-f3, because of the low polynomial order in the flatten modification. Due to its advantages of both accuracy and efficiency, RSE-f1 will be utilized in the following study.
COMPARISON OF VARIOUS ALGORITHMS
Based on the optimization of RSE algorithm, a comparative study on RSE-f1 algorithm and the traditional algorithms including Higuchi algorithm, Katz algorithm and BC algorithm is carried out. For the artificial fractal profiles with ideal FD values shown in Figure 1 , all these algorithms are applied to obtain the calculated FD values, which are illustrated in Figure 4 .
It could be noticed that the results of Katz algorithm and BC algorithm deviate obviously from the ideal curve, which is indicated by the dash line. The results of RSE-f1 algorithm and Higuchi algorithm are generally accurate, while a slight deviation occurs at low ideal FD values, approximately from 1.0 to 1.4 for Higuchi algorithm.
MRE and MSE values of all the algorithms are also computed to quantify their accuracies, as summarized in Table 1 . MRE values of Katz algorithm and BC algorithm are both above 7%, and their MSE are above 1×10 −2 . MRE and MSE values of RSE-f1 algorithm and Higuchi algorithm are much lower, consistent with Figure 4 . Moreover, MRE of RSE-f1 algorithm (0.910%) is about one third of that of Higuchi algorithm (2.893%), and MSE of RSE-f1 algorithm (2.75 × 10 −4 ) is about one tenth of that of Higuchi algorithm (2.36×10 −3 ). Therefore, RSE algorithm can lead to the most accurate calculated FD values for the artificial profiles in the research scope of this section.
B. INFLUENCE OF NOISE ON FD CALCULATION
The fractal profiles analyzed above are artificial and with ideal FD values. However, the actual bio-signals such as EEG are always combined with noise, e.g. the epileptic EEG might contain noise and artifacts such as myoelectricity [53] . Therefore, the influence of noise on the FD calculation results should be investigated.
Different levels of white noise are added to the artificial profiles generated through W-M function, and the signal-noise ratios in these mixed profiles are 50 dB, 40 dB, 30 dB, 20 dB, 10 dB and 5 dB, respectively. The typical mixed profiles based on the artificial profiles with ideal FD value of 1.4 and various noise levels are shown in Figure 5 .
RSE-f1 algorithm and the traditional algorithms are applied to calculate FD values of the mixed profiles. The typical R q -L curves in the calculation with RSE-f1 algorithm are illustrated in Figure 6 . It can be observed that the R q -L curves of high signal-noise ratios (50 dB and 30 dB) generally overlap with that of pure artificial profiles without noise. However, there are significant deviations for the curves of low signal-noise ratios (10 dB).
The FD values calculated with various algorithms are shown in Figure 7 . When the signal-noise ratio is high (50 dB or 40 dB), the results are similar to those without noise in Figure 4 . When the signal-noise ratio is below 30 dB, the calculated FD values of all the algorithms are not reliable, particularly in the range of low FD values. The calculated FD values become even stable at the lowest the signal-noise ratio of 5 dB, indicating that all the algorithms failed to reflect the variation of ideal FD values.
MRE and MSE values of all the algorithms are illustrated in Figure 8 . All the algorithms are sensitive to the noise level, and their MRE and MSE values are all too high to obtain reliable results when signal-noise ratio is below 30 dB. Because RSE algorithm and Higuchi are more effective than Katz algorithm and BC algorithm as shown above, a direct comparison is conducted between them, and the better performances of RSE-f1 algorithm comparing to Higuchi algorithm can be observed. The ratios of MRE RSE−f1 /MRE Higuchi and MSE RSE−f1 /MSE Higuchi at different noise levels are also included in Figure 8 , which were 38.6% and 16.6% at signal-noise ratio of 50 dB, 62.7% and 44.9% at 40 dB, respectively.
C. FRACTAL ANALYSIS ON EEG SIGNALS
The EEG signals mentioned in Section II-B are then analyzed by using RSE-f1, Higuchi and Katz algorithms. Six typical EEG recordings with seizure onset at time = 0 s are intercepted, as shown in Figure 9 , and segmentation is performed to carry out the FD calculation. In reference [34] , Khoa et al. proposed that the FD calculation could be more accurate when the data length N > 800. In this study, the data length of N = 1024 is chosen, which corresponds to a time window of 4 s, since the sampling frequency of the EEG signals used in this study is 256 Hz. The duration of a seizure is usually tens of seconds. In order to balance the accuracy of seizure detection and efficiency of data computation, the window overlap is chosen as 2 s.
The variations of FD values along with time can be obtained, as illustrated in Figure 9 . The subfigures (b), (d), (f), (h), (j) and (l) are the corresponding FD curves of the subfigures (a), (c), (e), (g), (i) and (k), respectively. It can be noticed that the FD variations calculated by using the three algorithms are almost synchronous. The sudden increasing of FD values at time = 0 s can be detected, which indicates the seizure onsets according to the study of Esteller et al. [37] .
A further study on the distribution difference of FD values between seizure and non-seizure statuses obtained by using three algorithms is carried out, according to the labeled status in the database, as shown in Figure 10 . It can be observed that the overlapping of both RSE-f1 and Higuchi results are smaller than the Katz one, indicating that RSE-f1 and Higuchi algorithms are expected to be better for the seizure onset detection. Moreover, the distribution range of FD values by RSE-f1 is larger than that by Higuchi, which might lead to a clearer criteria to realize the automatic detection by using RSE-f1 algorithm. However, the above results and discussion are based on the limited EEG data and the research scope of this study, because the EEG signals of only 22 patients are analyzed. Therefore, much more EEG data and investigation efforts are needed to make a reliable demonstration in our future study, in order to further substantiate the advantage of RSE algorithm. Moreover, the latency of seizure onset detection, which is also an important performance parameter, will be investigated in our future work, and Fisher Ratio will be calculated to evaluate the within-class and between-class scatter of the features.
IV. DISCUSSION
As could be observed in Table 1 and Figure 8 , RSE-f1 algorithm has better performances than the traditional algorithms when dealing with the artificial profiles. Such a fact might VOLUME 7, 2019 be due to the robust characteristics of R q roughness when the sampling resolution is lowered even to a few pixels, which has been found in our recent investigation and will be reported in our next paper. Moreover, the large number of the intercepted sub-sequences (M = 50) and least-squares fittings used in the procedure of RSE algorithm could help to alleviate the errors caused by randomness and the influence of noise.
It could be noticed in Figure 9 that the FD values calculated with RSE-f1 algorithm were sometimes below 1, while the FD value of a fractal profile should be within the range of 1-2 [23] , [24] . Therefore, the actual EEG signals might be regarded to be approximately fractal in nature. Much more efforts are needed to interpret such a roughness scaling behavior of EEG signals and other signals. Moreover, in references [38] , [60] , the FD values calculated by using Higuchi and Katz algorithms could be higher than 2, which are also beyond the theoretical range. However, the FD changes calculated by using RSE-f1, Higuchi and Katz algorithms are all able to detect the seizure onsets, as shown in Figure 9 . Therefore, more research on the fractal property of EEG signals should be carried out in the future study.
FD values of EEG signals were generally below 1.4 as shown in Figure 9 , and the calculated FD values of RSEf1 algorithm were more accurate in such a FD range comparing to Higuchi algorithm as shown in Figures 4 and 7 . Moreover, the amplitude of FD changes obtained by using RSE-f1 algorithm were also more significant as shown in Figure 9 . Therefore, RSE-f1 algorithm could be expected to be more effective than Higuchi algorithm in the analysis on the brain-related events by EEG approach. To investigate such an issue, much more EEG signals would be needed and the machine learning might help to make judgment of seizure onset in our future study. Besides epilepsy diagnosis, EEG signal analysis with RSE-f1 algorithm might also be promising for other diseases, such as sleep apnea syndrome [61] .
As shown in Figures 7 and 8 , the noise level could affect the FD calculation significantly. When the signal-noise ratio was low, the effective signal could be submerged in the noise, thus FD calculation was no longer able to obtain the true characteristics of the effective signal. Therefore, it is necessary to select an appropriate procedure for noise reduction processing in the analysis on actual signals such as EEG. In this study, filtering and wavelet de-noising were chosen to reduce the noise influence in EEG signals, and the FD increasing during seizures was found, as shown in Figure 9 . Such a finding was consistent with the results of Esteller et al. [37] . The FD increasing during seizures might be related to the brain status change with an increased system complexity [37] . In the review publication by Kesic and Spasic [35] , it was summarized that epileptic seizures could be characterized by transient abnormality of brain cortical electrical activity with an increased signal complexity, which would lead to FD increasing, since a higher FD value indicates a more irregular and fragmental feature. However, in the studies of Polychronaki et al. [38] and Khoa et al. [34] , the FD decreasing was found at seizure onset. Such a difference might be related to the different de-noising procedures, which also required a further study to investigate the underlying mechanism of the fractal nature of EEG signals.
V. CONCLUSION
In this study, RSE algorithm proposed in our previous study on surface morphologies was applied to conduct the fractal analysis on artificial profiles and EEG signals. A series of fractal profiles with ideal FD ranging from 1.01 to 1.99 were generated by W-M function. The flatten order of 1 (RSEf1) was found to be optimal for the analysis with RSE algorithm. Then RSE-f1 algorithm and the traditional algorithms including Higuchi algorithm, Katz algorithm and BC algorithm were utilized to analyze the artificial profiles. MRE and MSE values of RSE-f1 algorithm were 0.910% and 2.75 × 10 −4 , respectively, which were much lower than those of the traditional algorithms. In the analysis on mixed profiles with various noise levels, RSE-f1 algorithm and Higuchi algorithm were found to be reliable at signal-noise ratios of 50 dB and 40 dB, while the accuracy of RSEf1 algorithm was superior to that of Higuchi algorithm. MRE RSE−f1 /MRE Higuchi and MSE RSE−f1 /MSE Higuchi were 38.6% and 16.6% at signal-noise ratio of 50 dB, 62.7% and 44.9% at 40 dB, respectively. The EEG signals were analyzed by using RSE-f1, Higuchi and Katz algorithms. The significant FD increasing, which corresponded to seizure onset, could be detected by all the three algorithms. The overlapping between seizure and non-seizure statuses was small when RSE-f1 algorithm was used, indicating its feasibility for EEG fractal analysis. The underlying mechanism of RSE algorithm and the fractal nature of EEG signals in more clinical events would be investigated in our future study. PINGFA FENG, photograph and biography not available at the time of publication. VOLUME 7, 2019 
