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Abstract
A widely accepted prediction is that computing
will move to the background, weaving itself into
the fabric of our everyday living spaces and pro-
jecting the human user into the foreground. If this
prediction is to come true, then next generation
computing, which we will call human computing,
should be about anticipatory user interfaces that
should be human-centered, built for humans based
on human models. They should transcend the tradi-
tional keyboard and mouse to include natural, hu-
man-like interactive functions including under-
standing and emulating certain human behaviors
such as affective and social signaling. This article
discusses a number of components of human be-
havior, how they might be integrated into com-
puters, and how far we are from realizing the front
end of human computing, that is, how far are we 
from enabling computers to understand human be-
havior.
1 Human Computing
Futuristic movies often contain visions of human environ-
ments of the future. Fitted out with arrays of intelligent, yet
invisible devices, homes, transportation means and working
spaces of the future can anticipate every need of their in-
habitants (Fig. 1). This vision of the future is often referred 
to as “ubiquitous computing” [Weiser, 1991] or “ambient
intelligence” [Aarts, 2005] . In this vision of the future, hu-
mans will be surrounded by intelligent interfaces that are
supported by computing and networking technology em-
bedded in all kinds of objects in the environment and that
are sensitive and responsive to the presence of different in-
dividuals in seamless and unobtrusive way. This assumes a 
shift in computing – from desktop computers to a multiplic-
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ity of smart computing devices diffused into our environ-
ment. It assumes that computing will move to the back-
ground, weave itself into the fabric of everyday living
spaces and disappear from the foreground, projecting the
human user into it. However, as computing devices disap-
pear from the scene, become invisible, weaved into our en-
vironment, a new set of issues is created concerning the
interaction between this technology and humans [Nijholt et 
al., 2004, 2005, 2006; Streitz and Nixon, 2005; Zhai and 
Bellotti, 2005]. How can we design the interaction of hu-
mans with devices that are invisible? How can we design
implicit interaction for sensor-based interfaces? What about
users? What does a home dweller, for example, actually 
want? What are the relevant parameters that can be used by
the systems to support us in our activities? If the context is 
key, how do we arrive at context-aware systems?
One way of tackling these problems is to move away
from computer-centered designs toward human-centered
designs for human computer interaction (HCI). The former
involve usually the conventional interface devices like key-
board, mouse, and visual displays, and assume that the hu-
man will be explicit, unambiguous and fully attentive while
controlling information and command flow. This kind of
interfacing and categorical computing works well for con-
text-independent tasks like making plane reservations and
buying and selling stocks. However, it is utterly inappropri-
ate for interacting with each of the (possibly hundreds)
computer systems diffused throughout future smart envi-
ronments and aimed at improving the quality of life by an-
ticipating the users needs. The key to human computing and
anticipatory interfaces is the ease of use, in this case the 
ability to unobtrusively sense certain behavioral cues of the 
users and to adapt automatically to his or hers typical behav-
ioral patterns and the context in which he or she acts. Thus,
instead of focusing on the computer portion of the HCI con-
text, designs for human computing should focus on the hu-
man portion of the HCI context. They should go beyond the
traditional keyboard and mouse to include natural, human-
like interactive functions including understanding and emu-
lating certain human behaviors like affective and social sig-
naling. The design of these functions will require explora-
tions of what is communicated (linguistic message, nonlin-
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guistic conversational signal, emotion, attitude), how the
information is passed on (the person’s facial expression,
head movement, nonlinguistic vocalization, hand and body
gesture), why, that is, in which context the information is 
passed on (where the user is, what his or her current task is,
are other people involved), and which (re)action should be
taken to satisfy user needs and requirements.
This article discusses the front end of human computing,
that is, what is communicated, how, and why [Pantic et al., 
2006]. It focuses on certain human behaviors such as affec-
tive and social signaling, how they might be understood by
computers, and how far we are from realizing the front end
of human computing. For discussions about the back end of
human computing, readers are referred to, e.g., [Nijholt et
al., 2006; Ruttkay, 2006; Maat and Pantic, 2006].
2 Scientific and Engineering Issues
The scientific and engineering challenges related to the re-
alization of machine sensing and understanding of human
behaviors like affective and social signaling can be de-
scribed as follows.
? Which types of messages are communicated by 
behavioral signals? This question is related to psy-
chological issues pertaining to the nature of behav-
ioral signals and the best way to interpret them.
? Which human communicative cues convey infor-
mation about a certain type of behavioral signals?
This issue shapes the choice of different modalities
to be included into an automatic analyzer of human
behavioral signals.
? How are various kinds of evidence to be com-
bined to optimize inferences about shown behav-
ioral signals? This question is related to issues such
as how to distinguish between different types of
messages, how best to integrate information across
modalities, and what to take into account in order to
realize context-aware interpretations.
Which types of messages are communicated by behav-
ioral signals? The term behavioral signal is usually used to
describe a set of temporal changes in neuromuscular and
physiological activity that can last from a few milliseconds
(a blink) to minutes (talking) or hours (sitting). Among the 
types of messages conveyed by behavioral signals are the
following [Ekman and Friesen, 1969] (Fig. 2):
? affective/attitudinal states (e.g. fear, joy, inatten-
tion, stress),
? manipulators (actions used to act on objects in the
environment or self-manipulative actions like
scratching and lip biting),
? emblems (culture-specific interactive signals like
wink or thumbs up),
Fig. 1. Human environments of the future envisioned in mov-
ies: (left) hand-gesture-based interface and speech- & iris-id
driven car (Minority Report, 2002), (right) multimedia diagnos-
tic chart and a smart environment (The Island, 2005).
? illustrators (actions accompanying speech such as 
finger pointing and raised eyebrows),
? regulators (conversational mediators such as the
exchange of a look, palm pointing, head nods and
smiles).
While there is agreement across different theories that at
least some behavioral signals evolved to communicate in-
formation, there is lack of consensus regarding their speci-
ficity, extent of their innateness and universality, and
whether they convey emotions, social motives, behavioral
intentions, or all three [Izard, 1997]. Arguably the most of-
ten debated issue is whether affective states are a separate
type of messages communicated by behavioral signals (i.e.
whether behavioral signals communicate actually felt af-
fect), or is the related behavioral signal (e.g. facial expres-
sion) just an illustrator / regulator aimed at controlling “the 
trajectory of a given social interaction”, as suggested by
Fridlund [1997]. Explanations of human behavioral signals
in terms of internal states such as affective states are typical 
to psychological stream of thought, in particular to discrete
emotion theorists who propose the existence of six or more
basic emotions (happiness, anger, sadness, surprise, disgust,
and fear) that are universally displayed and recognized from
non-verbal behavioral signals (especially facial and vocal
expression) [Keltner and Ekman, 2000; Juslin and Scherer,
2005]. Instead of explanations of human behavioral signals
in terms of internal states, ethologists focus on conse-
quences of behavioral displays for interpersonal interaction.
As an extreme within the ethological line of thought, social
constructivists argue that emotions are socially constructed
ways of interpreting and responding to particular classes of
situations. According to Fridlund, facial expressions should
not be labeled in terms of emotions but in terms of Behav-
ioral Ecology interpretations, which explain the influence a 
certain expression has in a particular context [Fridlund,
1997]. Thus, an “angry” face should not be interpreted as 
anger but as back-off-or-I-will-attack. However, as pro-
posed by Izard [1997], one may feel angry without the
slightest intention of attacking anyone. In summary, is so-
cial communication the sole function of behavioral signals?
Do they never represent visible manifestation of emotion /
feeling / affective states? Since in some instances (e.g.
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arachnophobia, acrophobia, object-elicited disgust, depres-
sion), affective states are not social, and their expressions
necessarily have aspects other than “social motivation”, we
believe that affective states should be included into the list 
of types of messages communicated by behavioral signals.
However, it is not only discrete emotions like surprise or
anger that represent the affective states conveyed by human
behavioral signals. Behavioral cues identifying attitudinal
states like interest and boredom, to those underlying moods,
and to those disclosing social signaling like empathy and
antipathy are essential components of human behavior.
Hence, in contrast to traditional approach, which lists only
(basic) emotions as the first type of message conveyed by
behavioral signals [Ekman and Friesen, 1969], we treat af-
fective states as being correlated not only to emotions but to
other, aforementioned social signals and attitudinal states as 
well.
Which human communicative cues convey informa-
tion about a certain type of behavioral signals? Manipu-
lators are usually associated with self-manipulative gestures
like scratching or lip biting and involve facial expressions
and body gestures human communicative cues. Emblems,
illustrators and regulators are typical social signals, spoken
and wordless messages like head nods, bow ties, winks,
‘huh’ and ‘yeah’ utterances, which are sent by means of
body gestures and postures, facial expressions and gaze,
vocal expressions and speech. The most complex messages
communicated by behavioral signals are affective and atti-
tudinal states. Affective arousal modulates all human com-
municative signals. Hence, one could expect that automated
analyzers of human behavior should include all human in-
teractive modalities (audio, visual, and tactile) and should
analyze all verbal and non-verbal interactive signals
(speech, body gestures, facial and vocal expressions, and
physiological reactions). However, we would like to make a
few comments here. Although spoken language is between
200 thousand and 2 million years old [Gibson and Ingold,
1993], and speech has become the indispensable means for 
sharing ideas, observations, and feelings, findings in basic
research indicate that in contrast to spoken messages [Fur-
nas et al., 1987], nonlinguistic messages are the means to 
analyze and predict human behavior [Ambady and Rosen-
thal, 1992]. Anticipating a person’s word choice and the 
associated intent is very difficult [Furnas et al., 1987]: even
in highly constrained situations, different people choose
different words to express exactly the same thing. As far as
nonverbal cues are concerned, it seems that not all of them
are equally important in the human judgment of behavioral
signals. People commonly neglect physiological signals,
since they cannot sense them at all times. Namely, in order
to detect someone’s clamminess or heart rate, the observer
should be in a physical contact (touch) with the observed
person. Yet, the research in psychophysiology has produced
firm evidence that affective arousal has a range of somatic
and physiological correlates including pupillary diameter,
heart rate, skin clamminess, temperature, respiration veloc-
ity [Cacioppo et al., 2000]. This and the recent advent of 
non-intrusive sensors and wearable computers, which prom-
ises less invasive physiological sensing [Starner, 2001],
open up possibilities for including tactile modality into
automatic analyzers of human behavior [Pentland, 2005].
However, the visual channel carrying facial expressions and 
body gestures seems to be most important in the human
judgment of behavioral cues [Ambady and Rosenthal,
1992]. Human judges seem to be most accurate in their
judgment when they are able to observe the face and the
body. Ratings that were based on the face and the body were
35% more accurate than the ratings that were based on the 
face alone. Yet, ratings that were based on the face alone 
were 30% more accurate than ratings that were based on the
body alone and 35% more accurate than ratings that were
based on the tone of voice alone [Ambady and Rosenthal,
1992]. These findings indicate that to interpret someone’s
behavioral cues, people rely on shown facial expressions
and to a lesser degree on shown body gestures and vocal
expressions. Note, however, that gestures like (Fig. 2) 
scratching (manipulator), thumbs up (emblem), finger point-
ing (illustrator), and head nods (regulator) are typical social
signals. Basic research also provides evidence that observers
tend to be accurate in decoding some negative basic emo-
tions like anger and sadness from static body postures
[Coulson, 2004] and that gestures like head inclination, face 
touching, and shifting posture often accompany social affec-
tive states like shame and embarrassment [Costa et al., 
2001]. In addition, although cognitive scientists were unable
to identify a set of vocal cues that reliably discriminate
among affective and attitudinal states, listeners seem to be 
rather accurate in decoding some basic emotions from vocal 
cues like pitch and intensity [Juslin and Scherer, 2005] and
some non-basic affective states such as distress, anxiety,
boredom, and sexual interest from nonlinguistic vocaliza-
tions like laughs, cries, sighs, and yawns [Russell et al., 
2003]. Thus, automated human behavior analyzers should at
Fig. 2. Types of messages conveyed by behavioural signals: (1st
row): affective/attitudinal states, (2nd row, clockwise from left)
emblems, manipulators, illustrators, regulators.
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least include facial expression and body gestures modalities 
and preferably they should also include modality for per-
ceiving nonlinguistic vocalizations. Finally, while too much 
information from different channels seem to be confusing to 
human judges, resulting in less accurate judgments of 
shown behavior when three or more observation channels 
are available (face, body, and speech) [Ambady and Rosen-
thal, 1992], combining those multiple modalities (including 
physiology) may prove appropriate for realization of auto-
matic human behavior analysis. 
How are various kinds of evidence to be combined to 
optimize inferences about shown behavioral signals? 
Behavioral signals do not usually convey exclusively one 
type of messages but may convey any of the types (e.g. 
scratching is usually a manipulator but it may be displayed 
in an expression of confusion). It is crucial to determine to 
which class of behavioral signals a shown signal belongs 
since this influences the interpretation of it. For instance, 
squinted eyes may be interpreted as sensitivity of the eyes to 
bright light if this action is a reflex (a manipulator), as an 
expression of disliking if this action has been displayed 
when seeing someone passing by (affective cue), or as an 
illustrator of friendly anger on friendly teasing if this action 
has been posed (in contrast to being unintentionally dis-
played) during a chat with a friend, to mention just a few 
possibilities. To determine the class of an observed behav-
ioral cue, one must know the context in which the observed 
signal has been displayed – where the expresser is (outside, 
inside, in the car, in the kitchen, etc.), what his or her cur-
rent task is, are other people involved, and who the ex-
presser is. The latter is of particular importance for recogni-
tion of affective and attitudinal states since it is not probable 
that each of us will express a particular affective state by 
modulating the same communicative signals in the same 
way, especially when it comes to affective states other than 
basic emotions. Since the problem of context-sensing is 
extremely difficult to solve (if possible at all) for a general 
case, we advocate that a pragmatic approach (e.g. activ-
ity/application- and user-centered approach) must be taken 
when learning the grammar of human expressive behavior. 
In addition, because of the impossibility of having users 
instructing the computers for each possible application, we 
propose that methods for unsupervised (or semi-supervised) 
learning must be applied. Moreover, much of human ex-
pressive behavior is unintended and unconscious; the ex-
pressive nonverbal cues can be so subtle that they are nei-
ther encoded nor decoded at an intentional, conscious level 
of awareness [Ambady and Rosenthal, 1992]. This suggests 
that the learning methods inspired by human unconscious 
problem solving processes may prove more suitable for 
automatic human behavior analysis than the learning meth-
ods inspired by human conscious problem solving processes 
[Valstar and Pantic, 2006a]. Another important issue is that 
of multimodal fusion. A number of concepts relevant to 
fusion of sensory neurons in humans may be of interest 
[Stein and Meredith, 1993]: 
? 1+1 >2: The response of multi-sensory neurons 
can be stronger for multiple weak input signals 
than for a single strong signal. 
? Context dependency: The fusion of sensory signals 
is modulated depending on the sensed context – 
for different contexts, different combinations of 
sensory signals are made. 
? Handling of discordances: Based on the sensed 
context, sensory discordances (malfunctioning) are 
either handled by fusing sensory signals without 
any regard for individual discordances (e.g. when 
a fast response is necessary), or by attempting to 
recalibrate discordant sensors (e.g. by taking a 
second look), or by suppressing discordant and re-
combining functioning sensors (e.g. when one ob-
servation is contradictory to another). 
Thus, humans simultaneously employ the tightly coupled 
audio, visual, and tactile modalities. As a result, analysis of 
the perceived information is highly robust and flexible. 
Hence, one could expect that in an automated analyzer of 
human behavior input signals should not be considered mu-
tually independent and should not be combined only at the 
end of the intended analysis, as the majority of current stud-
ies do, but that they should be processed in a joint feature 
space and according to a context-dependent model [Pantic 
and Rothkrantz, 2003]. However, does this tight coupling 
persists when the modalities are used for multimodal inter-
faces as proposed by some researchers (e.g. [Gunes and 
Piccardi, 2005]), or not, as suggested by others (e.g. [Scan-
lon and Reilly, 2001])? This remains an open, highly rele-
vant issue.  
3 State of the Field 
Human sensing: Sensing human behavioral signals includ-
ing facial expressions, body gestures, nonlinguistic vocali-
zations, and vocal intonations, which seem to be most im-
portant in the human judgment of behavioral cues [Ambady 
and Rosenthal, 1992], involves a number of tasks. 
? Face: face detection and location, head and face 
tracking, eye-gaze tracking, and facial expression 
analysis.
? Body: body detection and tracking, hand tracking, 
recognition of postures, gestures and activity. 
? Vocal nonlinguistic signals: estimation of auditory 
features such as pitch, intensity, and speech rate, 
and recognition of nonlinguistic vocalizations like 
laughs, cries, sighs, and coughs. 
Because of its practical importance and relevance to face 
recognition, face detection received the most attention of the 
tasks mentioned above. Numerous techniques have been 
developed for face detection, i.e., identification of all re-
gions in the scene that contain a human face [Yang et al., 
2002; Li and Jain, 2005]. However, virtually all of them can 
detect only (near-) upright faces in (near-) frontal view. 
Most of these methods emphasize statistical learning tech-
niques and use appearance features, including the real-time 
face detection scheme proposed by Viola and Jones [2004], 
which is arguably the most commonly employed face de-
16
tector in automatic facial expression analysis. Note, how-
ever, that one of the few methods that can deal with tilted
face images represents a feature-based rather than an ap-
pearance-based approach to face detection [Chiang and
Huang, 2005].
Tracking is an essential step for human motion analysis
since it provides the data for recognition of face/head/body
postures and gestures. Optical flow has been widely used for
head, face and facial feature tracking [Wang and Singh, 
2003]. To omit the limitations inherent in optical flow tech-
niques such as the accumulation of error and the sensitivity
to occlusion, clutter, and changes in illumination, research-
ers in the field started to use sequential state estimation
techniques like Kalman and particle filtering schemes
[Haykin and Freitas, 2004]. Some of the most advanced
approaches to head tracking and head-pose estimation are
based on Kalman (e.g. [Huang and Trivedi, 2004]) and par-
ticle filtering frameworks (e.g. [Ba and Odobez, 2004]).
Similarly, the most advanced approaches to facial feature 
tracking are based on Kalman (e.g. [Gu and Ji, 2005]) and
particle filtering tracking schemes (e.g. [Valstar and Pantic,
2006b]). Although face pose and facial feature tracking
technologies have improved significantly in the recent years
with sequential state estimation approaches that run in real
time, tracking multiple, possibly occluded, expressive faces,
their poses, and facial feature positions simultaneously in
unconstrained environments is still a difficult problem. The
same is true for eye gaze tracking [Duchowski, 2002]. To
determine the direction of the gaze, eye tracking systems
employ either the so-called red-eye effect, i.e., the differ-
ence in reflection between the cornea and the pupil, or com-
puter vision techniques to find the eyes in the input image
and then determine the orientation of the irises. Although
there are now several companies that sell commercial eye
trackers like SMI GmbH, EyeLink, Tobii, Interactive
Minds, etc., realizing non-intrusive (non-wearable), fast,
robust, and accurate eye tracking remains a difficult prob-
lem even in computer-centred HCI scenarios in which the 
user is expected to remain in front of the computer but is 
allowed to shift his or her position in any direction for more
than 30 cm.
Because of the practical importance of the topic for affec-
tive, perceptual, and ambient interfaces of the future and 
theoretical interest from cognitive scientists [Lisetti and
Schiano, 2000; Pantic and Rothkrantz, 2003], automatic
analysis of facial expressions attracted the interest of many
researchers. Most of the facial expressions analyzers devel-
oped so far attempt to recognize a small set of prototypic
emotional facial expressions such as happiness or sadness
(see also the state of the art in facial affect recognition in the 
text below) [Pantic and Rothkrantz, 2003]. To facilitate
detection of subtle facial signals like a frown or a smile and
to make facial expression information available for usage in
applications like anticipatory ambient interfaces, several
research groups begun research on machine analysis of fa-
cial muscle actions (atomic facial cues, action units, AUs, 
[Ekman et al., 2002]). A number of promising prototype
systems have been proposed recently that can recognize 15
to 27 AUs (from a total of 44 AUs) in either (near-) frontal
view or profile view face image sequences [Li and Jain,
2005; Pantic and Patras, 2006]. Most of these employ statis-
tical and ensemble learning techniques and are either fea-
ture-based (i.e., use geometric features like facial points or
shapes of facial components, e.g., see Fig. 3) or appearance-
based (i.e., use texture of the facial skin including wrinkles,
bulges, and furrows). It has been reported that methods
based on appearance features usually outperform those
based on geometric features. Recent studies have shown that
this claim does not always hold [Pantic and Patras, 2006].
Besides, it seems that using both geometric and appearance
features might be the best choice for certain facial cues
[Pantic and Patras, 2006]. However, the present systems for 
facial AU detection typically depend on accurate head, face
and facial feature tracking as input and are still very limited
in performance and robustness.
Fig. 3. An AU detection method [Valstar & Pantic, 2006b]. 
Vision-based analysis of hand and body gestures is 
nowadays one of the most active fields in computer vision.
Tremendous amount of work has been done in the field in
the recent years [Wang and Singh, 2003; Wang et al., 2003].
Most of the proposed techniques are either model-based
(i.e., use geometric primitives like cones and spheres to
model head, trunk, limbs and fingers) or appearance-based
(i.e., use color or texture information to track the body and
its parts). Most of these methods emphasize Gaussian mod-
els, probabilistic learning, and particle filtering framework
(e.g. [Sand and Teller, 2006; Stenger et al., 2006]. However,
body and hands detection and tracking in unconstrained
environments where large changes in illumination and clut-
tered or dynamic background may occur still pose signifi-
cant research challenges. Also, in casual human behavior,
the hands do not have to be always visible (in pockets, un-
der the arms in a crossed arms position, on the back of the
neck and under the hair), they may be in a cross fingered
position, and one hand may be (partially) occluded by the
other. Although some progress has been made to tackle
these problems using the knowledge on human kinematics,
most of the present methods cannot handle such cases cor-
rectly.
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In contrast to the linguistic part of a spoken message 
(what has been said) [Furnas et al., 1987], the nonlinguistic 
part of it (how it has been said) carries important informa-
tion about the speaker’s affective state [Juslin and Scherer, 
2005] and attitude [Russell et al., 2003]. This finding insti-
gated the research on automatic analysis of vocal nonlin-
guistic expressions. The vast majority of present work is 
aimed at discrete emotion recognition from auditory features 
like pitch, intensity, and speech rate (see the state of the art 
in vocal affect recognition in the text below) [Oudeyer, 
2003; Pantic and Rothkrantz, 2003]. For the purposes of 
extracting auditory features from input audio signals, freely 
available signal processing toolkits like Praat1 are usually 
used. More recently, few efforts towards automatic recogni-
tion of nonlinguistic vocalizations like laughs [Truong and 
van Leeuwen, 2005], cries [Pal et al., 2006], and coughs 
[Matos et al., 2006] have been also reported. Since the re-
search in cognitive sciences provided some promising hints 
that vocal outbursts and nonlinguistic vocalizations like 
yelling, laughing, and sobbing, may be very important cues 
for decoding someone’s affect/attitude [Russell et al., 2003], 
we suggest a much broader focus on machine recognition of 
these nonlinguistic vocal cues. 
Context sensing: Context plays a crucial role in under-
standing of human behavioral signals, since they are easily 
misinterpreted if the information about the situation in 
which the shown behavioral cues have been displayed is not 
taken into account [Pantic and Rothkrantz, 2003]. For com-
puting technology applications, context can be defined as 
any information that can be used to characterize the situa-
tion that is relevant to the interaction between users and the 
application [Dey et al., 2001]. Six questions summarize the 
key aspects of the computer’s context with respect to nearby 
humans: 
? Who? (Who the user is?) 
? Where? (Where the user is?) 
? What? (What is the current task of the user?) 
? How? (How the information is passed on? 
Which behavioral signals have been displayed?) 
? When? (What is the timing of displayed behav-
ioral signals with respect to changes in the envi-
ronment? Are there any co-occurrences of the 
signals?) 
? Why? (What may be the user’s reasons to dis-
play the observed cues? Except of the user’s 
current task, the issues to be considered include 
the properties of the user’s physical environ-
ment like lighting and noise level, and the prop-
erties of the current social situation like whether 
the user is alone and what is his or her psycho-
logical state. ) 
Here, we focus on answering context questions relating to 
the human-part of the computer’s context. The questions 
related exclusively to the user’s context and not to the com-
puter’s context like what kind of people are the user’s com-
municators and what the overall social situation is, are con-
1Praat: http://www.praat.org.
sidered irrelevant for adapting and tailoring the computing 
technology to its human users and are not discussed in this 
article.
Because of its relevance for the security, the who context 
question has received the most attention from both funding 
agencies and commercial enterprises and, in turn, it has seen 
the most progress. The biometrics market has increased 
dramatically in recent years, with multiple companies pro-
viding face recognition systems like Cognitec and Identix, 
whose face recognition engines achieved repeatedly top 2D 
face recognition scores in USA government testing (FRGC, 
FRVT 2002, FERET 1997). The problem of face recogni-
tion has been tackled in various ways in 2D and 3D, using 
feature-, shape-, and appearance-based approaches as well 
as the combinations thereof [Zhao et al., 2003; Li and Jain, 
2005; Bowyer et al., 2006]. The majority of the present 
methods employ spectral methods for dimensionality reduc-
tion like PCA, LDA, and ICA. Except of the face, biometric 
systems can be based on other biometric traits like finger-
prints, voice, iris, retina, gait, ear, hand geometry, and facial 
thermogram [Jain and Ross, 2004]. Biometric systems 
should be deployed in real-world applications and, in turn, 
should be able to handle a variety of problems including 
sensor malfunctioning, noise in sensed data, intra-class 
variations (e.g. facial expression which is treated as noise in 
face recognition), and spoof attacks (i.e. falsification at-
tempts). Since most of these problems can be overcome by 
using multiple biometric traits [Jain and Ross, 2004], mul-
timodal biometric systems have recently become a research 
trend. The most commonly researched multi-biometrics 
relate to audiovisual speaker recognition. For a survey of 
commercial systems for alternative biometrics, see [BTT 
Survey, 2006]. For current research efforts in multi-
biometrics, see [MMUA, 2006]. 
Similarly to the who context question, security concerns 
also drive the research tackling the where context-sensing 
problem, which is typically addressed as a computer-vision 
problem of surveillance and monitoring. The work in this 
area is based on one or more unobtrusively mounted cam-
eras used to detect and track people. The process usually 
involves [Wang et al., 2003]: scene (background) modeling, 
motion segmentation, object classification, and object track-
ing. The vast majority of scene modeling approaches can be 
classified as generative models [Buxton, 2003]. However, 
generative approaches, which require excessive amount of 
training data, are not appropriate for complex and incom-
plete problem domains like dynamic scene modeling. Unsu-
pervised learning techniques are a better choice in that case. 
Motion segmentation aims at detecting regions in the scene 
which correspond to moving objects like cars and humans. 
It is one of the oldest computer vision problems and it has 
been tackled in various ways including [Wang et al., 2003]: 
background subtraction, temporal differencing, optical flow, 
watershed, region growing, scene mosaicing, statistical and 
Bayesian methods. Since natural scenes may contain multi-
ple moving regions that may correspond to different entities, 
it is crucial to distinguish those that correspond to humans 
for the purposes of sensing the human part of the com-
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puter’s context. Note that this step is superfluous where the 
moving objects are known to be humans. Present methods to 
moving object classification are usually either shape-based 
(e.g. human-silhouette-based) or motion-based (i.e. employ 
the premise that human articulated motion shows a periodic 
property) [Wang et al., 2003]. When it comes to human 
tracking for the purposes of answering the where context 
question, typically employed methods emphasize probabilis-
tic methods like Dynamic Bayesian Networks and sequen-
tial state estimation techniques like Kalman and particle 
filtering schemes [Wang and Singh, 2003; Wang et al., 
2003]. In summary, since most approaches base their analy-
sis on segmentation and tracking, these present methods are 
adequate when a priori knowledge is available (e.g. the 
shape of the object to be tracked), but they are weak for 
unconstrained environments (e.g. gym, a house party), in 
which multiple occlusions and clutter may be present. For 
such cases, methods that perform analysis at the lowest se-
mantic level (i.e. consider only temporal pixel-based behav-
iour) and use unsupervised learning represent a better solu-
tion (e.g. [Bicego et al., 2006]). 
In desktop computer applications, the user’s task identifi-
cation (i.e., the what context question) is usually tackled by 
determining the user’s current focus of attention by means 
of gaze tracking, finger pointing, or simply based on the 
knowledge of current events like keystrokes, mouse move-
ments, and active software (e.g. web browser, e-mail man-
ager). However, as traditional HCI and usability-
engineering applications involve relatively well-defined user 
tasks, many of the methods developed for user task analysis 
in typical HCI domains are inappropriate for task analysis in 
the context of human computing and ubiquitous, anticipa-
tory ambient interfaces, where the tasks are often ill-defined 
due to uncertainty in the sensed environmental and behav-
ioral cues. Analysis of tasks that human may carry out in the 
context of anticipatory ambient interfaces require adaptation 
and fusion of existing methods for behavioral cues recogni-
tion (e.g. hand/body gesture recognition, focus of attention 
identification) and those machine learning techniques that 
can be applicable to solving ill-structured decision-making 
problems (e.g. Markov decision processes and hidden-state 
models). However, only a very limited research has been 
directed to multimodal user’s task identification in the con-
text of anticipatory ambient interfaces and the majority of 
this work is aimed at support of military activities (e.g. air-
plane cockpit control) and crisis management [Sharma et al., 
2003]. Other methods for human activity recognition typi-
cally identify the task of the observed person in an implicit 
manner, by recognizing different tasks as different activities. 
The main shortcoming of these approaches is the increase of 
the problem dimensionality – for the same activity, different 
recognition classes are defined, one for each task (e.g. for 
the sitting activity, categories like watching TV, dining, and 
working with desktop computer, may be defined). 
The how context question is usually addressed as a prob-
lem of human sensing (see the state of the art in human 
sensing in the text above; for a survey on speech recognition 
see [Deng and Huang, 2004]). When it comes to desktop 
computer application, additional modalities like writing, 
keystroke (choice and rate), and mouse gestures (clicks and 
movements) may be considered as well when determining 
the information that the user has passed on. 
There is now a growing body of psychological research 
that argues that temporal dynamics of human behavior (i.e., 
the timing and the duration of behavioral cues) is a critical 
factor for interpretation of the observed behavior [Russell et 
al., 2003]. For instance, it has been shown that spontaneous 
smiles, in contrast to volitional smiles (like in irony), are 
fast in onset, can have multiple AU12 apexes (i.e., multiple 
rises of the mouth corners), and are accompanied by other 
AUs that appear either simultaneously with AU12 or follow 
AU12 within 1s. In spite of these findings in basic research 
and except few studies on facial expression analysis [Valstar 
et al., 2006], present methods for human activity/behavior 
recognition do not address the when context question: the 
timing of displayed behavioral signals with respect to other 
behavioral signals is usually not taken into account. When it 
comes to the timing of shown behavioral signals with re-
spect to changes in the environment, current methods typi-
cally approach the when question in an implicit way, by 
recognizing user’s reactions to different changes in the envi-
ronment as different activities. 
The why context question is arguably the most complex 
and the most difficult to address context question. It requires 
not only detection of physical properties of the user’s envi-
ronment like the lighting and noise level (which can be eas-
ily determined based on the current illumination intensity 
and the level of auditory noise) and analysis of whether the 
user is alone or not (which can be carried out by means of 
the methods addressing the where context question), but 
understanding of the user’s behavior and intentions as well 
(see the text below for the state of the art in human behavior 
understanding). 
As can be seen from the overview of the current state of 
the art in so-called W5+ (who, where, what, when, why, 
how) technology, context questions are usually addressed 
separately and often in an implicit manner. Yet, the context 
questions may be more reliably answered if they are an-
swered in groups of two or three using the information ex-
tracted from multimodal input streams. Some experimental 
evidence supports this hypothesis [Nock et al., 2004]. For 
example, solutions for simultaneous speaker identification 
(who) and location (where) combining the information ob-
tained by multiple microphones and surveillance cameras 
had an improved accuracy in comparison to single-modal 
and single-aspect approaches to context sensing. A promis-
ing approach to realizing multimodal multi-aspect context-
sensing has been proposed by Nock et al. [2004]. In this 
approach, the key is to automatically determine whether 
observed behavioral cues share a common cause (e.g. 
whether the mouth movements and audio signals comple-
ment to indicate an active known or unknown speaker (how, 
who, where) and whether his or her focus of attention is 
another person or a computer (what, why)). The main ad-
vantages of such an approach are effective handling of un-
certainties due to noise in input data streams and the prob-
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lem-dimensionality reduction. Therefore, we suggest a 
much broader focus on spatial and temporal, multimodal 
multi-aspect context-sensing. 
Understanding human behavior: Eventually, automated 
human behavior analyzers should terminate their execution 
by translating the sensed human behavioral signals and con-
text descriptors into a description of the shown behavior. 
The past work in this field can be roughly divided into the 
methods for understanding human affective / attitudinal 
states and those for understanding human social signaling 
(i.e., emblems, regulators, and illustrators). 
Understanding Human Affect: As soon as research find-
ings in HCI and usability engineering have suggested that 
HCI systems which will be capable of sensing and respond-
ing properly to human affective states are likely to be per-
ceived as more natural, efficacious, and trustworthy, the 
interest in human affect machine analysis has surged. The 
existing body of literature in machine analysis of human 
affect is immense [Pantic and Rothkrantz, 2003; Oudeyer, 
2003; Li and Jain, 2005]. Most of these works attempt to 
recognize a small set of prototypic expressions of basic 
emotions like happiness and anger from either face im-
ages/video or speech signal. They achieve an accuracy of 
64% to 98% when detecting 3-7 emotions deliberately dis-
played by 5-40 subjects. However, the capabilities of these 
current approaches to human affect recognition are rather 
limited. 
? Handle only a small set of volitionally displayed 
prototypic facial or vocal expressions of six ba-
sic emotions. 
? Do not perform a context-sensitive analysis (ei-
ther user-, or environment-, or task-dependent 
analysis) of the sensed signals. 
? Do not analyze extracted facial or vocal expres-
sion information on different time scales (i.e., 
short videos or vocal utterances of a single sen-
tence are handled only). Consequently, infer-
ences about the expressed mood and attitude 
(larger time scales) cannot be made by current 
human affect analyzers. 
? Adopt strong assumptions. For example, facial 
affect analyzers can typically handle only por-
traits or nearly-frontal views of faces with no 
facial hair or glasses, recorded under constant 
illumination and displaying exaggerated proto-
typic expressions of emotions. Similarly, vocal 
affect analyzers assume usually that the re-
cordings are noise free, contain exaggerated vo-
cal expressions of emotions, i.e., sentences that 
are short, delimited by pauses, and carefully 
pronounced by non-smoking actors. 
Few exceptions from this overall state of the art in the 
field include a few tentative efforts to detect attitudinal and 
non-basic affective states such as boredom, fatigue, and pain 
from face video [e.g., El Kaliouby and Robinson, 2004; 
Bartlett et al., 2006], a few works on context-sensitive inter-
pretation of behavioral cues like facial expressions [Pantic, 
2006], and an attempt to discern spontaneous from volition-
ally displayed facial behavior [Valstar et al., 2006]. Few 
works have been also proposed that combine several mo-
dalities into a single system for human affect analysis. Al-
though the studies in basic research suggest that the com-
bined face and body are the most informative for the analy-
sis of human expressive behavior [Ambady and Rosenthal, 
1992], only 2-3 efforts are reported on automatic human 
affect analysis from combined face and body gestures 
[Gunes and Piccardi, 2005]. Existing works combining dif-
ferent modalities into a single system for human affective 
state analysis investigated mainly the effects of a combined 
detection of facial and vocal expressions of affective states 
[Pantic and Rothkrantz, 2003; Song et al., 2004; Zeng et al., 
2006]. In general, these works achieve an accuracy of 72% 
to 85% when detecting one or more basic emotions from 
clean audiovisual input (e.g., noise-free recordings, closely-
placed microphone, non-occluded portraits) from an actor 
speaking a single word and showing exaggerated facial dis-
plays of a basic emotion. Thus, present systems for multi-
modal human affect analysis have all (and some additional) 
drawbacks of single-modal analyzers. Hence, many im-
provements are needed if those systems are to be used for 
context-sensitive analysis of human behavioral signals 
where a clean input from a known actor/ announcer cannot 
be expected and a context-independent processing and in-
terpretation of audiovisual data do not suffice. 
An additional important issue is that we cannot conclude 
that a system attaining a 92% average recognition rate per-
forms “better” than a system achieving a 74% average rec-
ognition rate when detecting six basic emotions from audio 
and/or visual input stream unless both systems are tested on 
the same dataset. The main problem is that no audiovisual 
database exists that is shared by all diverse research com-
munities in the field [Pantic and Rothkrantz, 2003]. Al-
though efforts have been recently reported towards devel-
opment of benchmark databases that can be shared by the 
entire research community [Pantic et al., 2005; Gunes and 
Piccardi, 2005], this remains an open, highly relevant issue. 
Understanding Human Social Signaling: As we already 
remarked above, research findings in cognitive sciences 
tend to agree that at least some (if not the majority) of be-
havioral cues evolved to facilitate communication between 
people [Izard, 1997]. Types of messages conveyed by these 
behavioral cues include emblems, illustrators, and regula-
tors, which can be further interpreted in terms of social sig-
naling like turn taking, mirroring, empathy, antipathy, inter-
est, engagement, agreement, disagreement, etc. Although 
each one of us understands the importance of social signal-
ing in everyday life situations, and although a firm body of 
literature in cognitive sciences exists on the topic [Ambady 
and Rosenthal, 1992; Russell and Fernandez-Dols, 1997; 
Russell et al., 2003] and in spite of recent advances in sens-
ing and analyzing behavioral cues like blinks, smiles, winks, 
thumbs up, yawns, laughter, etc. (see the state of the art in 
human sensing in the text above), the research efforts in 
machine analysis of human social signaling are few and 
tentative. An important part of the existing research on un-
derstanding human social signaling has been conducted at 
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MIT Media Lab, under the supervision of Alex Pentland 
[2005]. Their approach aims to discern social signals like 
activity level, stress, engagement, and mirroring by analyz-
ing the engaged persons’ tone of voice. Other important 
works in the field include efforts towards analysis of inter-
est, agreement and disagreement from facial and head 
movements [El Kaliouby and Robinson, 2004] and towards 
analysis of the level of interest from tone of voice, head and 
hand movements [Gatica-Perez et al., 2005]. Overall, pre-
sent approaches to understanding social signaling are mul-
timodal and based on probabilistic reasoning methods like 
Dynamic Bayesian Networks. However, most of these 
methods are context insensitive (key context issues are ei-
ther implicitly addressed, i.e., integrated in the inference 
process directly, or they are ignored altogether) and incapa-
ble of handling unconstrained environments correctly. Thus, 
although these methods represent promising attempts to-
ward encoding of social variables like status, interest, de-
termination, and cooperation, which may be an invaluable 
asset in the development of social networks formed of hu-
mans and computers (like in the case of virtual worlds), in 
their current form, they are not appropriate for general an-
ticipatory interfaces.
4 Research Challenges 
According to the taxonomy of human movement, activity, 
and behavioral action proposed by Bobick [1997], move-
ments are low-level semantic primitives, requiring no con-
textual or temporal knowledge for the detection. Activities 
are sequences of states and movements, where the only 
knowledge required to recognize them relates to statistics of 
the temporal sequence. As can be seen from the overview of 
the past work done in the field, most of the work on human 
gesture recognition and human behavior understanding falls 
in this category. Human behavioral actions, or simply hu-
man behavior, are high-level semantic events, which typi-
cally include interactions with the environment and causal 
relationships. An important distinction between these differ-
ent semantic levels of human behavior representation is the 
degree to which the context, different modalities, and time 
must be explicitly represented and manipulated, ranging 
from simple spatial reasoning to context-constrained reason-
ing about multimodal events shown in temporal intervals. 
However, most of the present approaches to machine analy-
sis of human behavior are neither multimodal, nor context-
sensitive, nor suitable for handling longer time scales. In our 
survey of the state of the field, we have tried to explicitly 
mention most of the existing exceptions from this rule in an 
attempt to motivate researchers in the field to treat the prob-
lem of context-constrained analysis of multimodal behav-
ioral signals shown in temporal intervals as one complex 
problem rather than a number of detached problems in hu-
man sensing, context sensing, and human behavior under-
standing. Besides this critical issue, there are a number of 
scientific and technical challenges that we consider essential 
for advancing the state of the art in the field. 
Scientific challenges in human behavior understanding 
can be summarized as follows. 
? Modalities: How many and which behavioral 
channels like the face, the body, and the tone of 
the voice, should be combined for realization of 
robust and accurate human behavior analysis? 
Too much information from different channels 
seems to be confusing for human judges. Does 
this pertain in HCI? 
? Fusion: At which abstraction level are these 
modalities to be fused? Humans simultaneously 
employ modalities of sight and sound. Does this 
tight coupling persists when the modalities are 
used for human behavior analysis, as suggested 
by some researchers, or not, as suggested by 
others? Does this depend on the machine learn-
ing techniques employed or not? 
? Fusion & Context: While it has been shown that 
the 1+1>2 concept relevant to fusion of sensory 
neurons in humans pertain in machine context 
sensing [Nock et al., 2004], does the same hold 
for the other two concepts relevant to multimo-
dal fusion in humans (i.e. context-dependent fu-
sion and discordance handling)? Note that con-
text-dependent fusion and discordance handling 
were never attempted. 
? Dynamics & Context: Since the dynamics of 
shown behavioral cues play a crucial role in 
human behavior understanding, how the gram-
mar (i.e., temporal evolvement) of human be-
havioral displays can be learned? Since the 
grammar of human behavior is context-
dependent, should this be done in a user-
centered manner [Oviatt, 2003] or in an activ-
ity/application-centered manner [Norman, 
2005]? 
? Learning vs. Education: What are the relevant 
parameters in shown human behavior that an 
anticipatory interface can use to support humans 
in their activities? How this should be (re-) 
learned for novel users and new contexts? In-
stead of building machine learning systems that 
will not solve any problem correctly unless they 
have been trained on similar problems, we 
should build systems that can be educated, that 
can improve their knowledge, skills, and plans 
through experience. Lazy and unsupervised 
learning can be promising for realizing this 
goal. 
Technical challenges in human behavior understanding 
can be summarized as follows. 
? Initialization: A large number of methods for 
human sensing, context sensing, and human be-
havior understanding require an initialization 
step. Since this is typically a slow, tedious, 
manual process, fully automated systems are the 
only acceptable solution when it comes to an-
ticipatory interfaces of the future. 
? Robustness: Most methods for human sensing, 
context sensing, and human behavior under-
21
standing work only in (often highly) constrained 
environments. Noise, fast movements, changes 
in illumination, etc., cause them to fail. 
? Speed: Many of the methods in the field do not 
perform fast enough to support interactivity. 
Researchers usually choose for more sophisti-
cated (but not always smarter) processing rather 
than for real time processing. A typical excuse 
is that according to Moore’s Law we’ll have 
faster hardware soon enough. 
? Training & Validation Issues: United efforts of 
different research communities working in the 
field should be made to develop a comprehen-
sive, readily accessible database of annotated, 
multimodal displays of human expressive be-
havior recorded under various environmental 
conditions, which could be used as a basis for 
benchmarks for efforts in the field. The related 
research questions include the following. How 
one can elicit spontaneous expressive behavior 
including genuine emotional responses and atti-
tudinal states? How does one facilitate efficient, 
fast, and secure retrieval and inclusion of ob-
jects constituting this database? How could the 
performance of a tested automated system be 
included into the database? How should the re-
lationship between the performance and the da-
tabase objects used in the evaluation be de-
fined? 
5 Conclusions 
Human behavior understanding is a complex and very diffi-
cult problem, which is still far from being solved in a way 
suitable for anticipatory interfaces and human computing 
application domain. In the past two decades, there has been 
significant progress in some parts of the field like face rec-
ognition and video surveillance (mostly driven by security 
applications), while in the other parts of the field like in 
non-basic affective states recognition and multimodal multi-
aspect context-sensing at least the first tentative attempts 
have been proposed. Although the research in these different 
parts of the field is still detached, and although there remain 
significant scientific and technical issues to be addressed, 
we are optimistic about the future progress in the field. The 
main reason is that anticipatory interfaces and their applica-
tions are likely to become the single most widespread re-
search topic of AI and HCI research communities. Even 
nowadays, there are a large and steadily growing number of 
research projects concerned with the interpretation of human 
behavior at a deeper level. 
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