Purpose -This study aims to implement a novel approach of using the Realized generalized autoregressive conditional heteroskedasticity (GARCH) model within the conditional extreme value theory (EVT) framework to generate quantile forecasts. The Realized GARCH-EVT models are estimated with different realized volatility measures. The forecasting ability of the Realized GARCH-EVT models is compared with that of the standard GARCH-EVT models.
Introduction
Quantile measures of financial returns distributions, such as Value-at-Risk (VaR) and expected shortfall (ES), are useful for the computation of regulatory capital requirements for the financial institutions and for risk management applications. The generalized autoregressive conditional heteroskedasticity (GARCH) models are frequently used for estimating conditional moments of the returns distribution, which are subsequently used to forecast conditional quantiles. The standard GARCH model uses squared daily returns as the estimate of the daily conditional variance. But a single daily return contains little information about the current level of volatility, and hence it provides a very noisy estimate of the daily conditional variance (Andersen and Bollerslev, 1998) . A better approach is to use the realized variance (RV) measures that estimate the latent conditional variance more accurately by exploiting highfrequency intraday returns' data. Several studies document that incorporating realized measures in volatility forecasting models leads to substantial statistical and economic gains (Andersen et al., 2001a (Andersen et al., , 2001b Andersen and Bollerslev, 1998; Barndorff-Nielsen, 2002; Barndorff-Nielsen and Shephard, 2002; Christoffersen et al., 2014; Fleming et al., 2003; Koopman et al., 2005; Pong et al., 2004; Vortelinos, 2013; Vortelinos and Thomakos, 2012; Sharma and Vipul, 2016b) . Recently, Hansen et al. (2012) introduced the Realized GARCH model that jointly models the conditional moments and the RV process. Their empirical results suggest that the Realized GARCH model significantly improves the out-of-sample empirical fit as compared to the daily returns-based standard GARCH models. Using the S&P500 index data, Watanabe (2012) showed that the Realized GARCH model provides superior quantile forecasts than the exponential GARCH (EGARCH) model.
The RV estimator is computed as the sum of squared intraday returns. Under the assumption of nearly infinite sampling, the RV is an asymptotically consistent estimate of the latent integrated variance (Andersen et al., 2001a (Andersen et al., , 2001b Andersen and Bollerslev, 1998; Barndorff-Nielsen, 2002; Barndorff-Nielsen and Shephard, 2002) . In practice, however, the RV estimate is biased owing to market microstructure noise and intraday price jumps. At high sampling frequencies, the market microstructure effects, such as bid-ask bounce and price rounding, induce a bias in the RV. The market microstructure bias in the variance estimate gets progressively worse with an increase in the sampling frequency (Bandi and Russell, 2006; Bandi and Russell, 2008; Zhou, 1996) . One way to mitigate such bias is to use a lower sampling frequency, typically 5 to 30 min. The 5-min RV, calculated as the sum of squared 5-min returns, is a commonly used realized estimator. Unfortunately, sampling at a lower frequency leads to loss of a large number of price observations and reduces the efficiency of the RV estimate. Moreover, the assumption of nearly infinite sampling may not be appropriate for lower sampling frequencies. Additionally, in the presence of intraday price jumps, the RV estimator is biased, as it measures the true integrated variance plus a contribution equal to the cumulative squared jumps (Andersen et al., 2012; BarndorffNielsen and Shephard, 2004a, 2004b) .
Recent literature has proposed realized estimators that are robust to microstructure noise and price jumps, and it make efficient use of the intraday data. The realized kernel (RK) estimator of Barndorff-Nielsen et al. (2008) is robust to the microstructure noise, and it makes use of all the available data (tick-by-tick sampling). The realized bipower variance (BV) estimator of Barndorff-Nielsen and Shephard (2004a) is robust to bias induced by the intraday price jumps. reported that these robust RV estimators provide more precise volatility forecasts as compared to the RV.
In this study, we forecast VaR and ES of five European stock markets using a novel approach of combining the extreme value theory (EVT) framework with the Realized GARCH model. The EVT relies on the distribution of extreme returns rather than the conditional moments of the entire return distribution. Because the tail of the return distribution is characterized by rare and extreme outcomes, it generally does not have the same form as the parent distribution. By modelling the tail behaviour independently of the parent distribution, the EVT approach accommodates more generalized distribution for modelling the extreme returns. It is also more suited for modelling the stylized facts such as "fat tails" in the empirical return distribution. Empirical evidence suggests that the EVT models provide better VaR forecasts than the stand-alone GARCH-type models (Bali, 2003; Dimitrakopoulos et al., 2010; Ergen, 2015; Gençay et al., 2003; Gençay and Selçuk, 2004; Ho et al., 2000; Karmakar and Paul, 2016; Karmakar and Shukla, 2015; Yi et al., 2014; Paul and Sharma, 2017) . SEF 35,4 conditional EVT framework. As discussed earlier, the conditional EVT model generally provides better VaR forecasts than the stand-alone GARCH models. Therefore, investigating the performance of the Realized GARCH model within the two-stage conditional EVT is of particular interest. Second, to the best of our knowledge, this is the first study that compares the performance of different realized estimators within the Realized GARCH-EVT framework. Third, this study has a reasonably long sample period in the context of high-frequency data-based forecasting studies. More importantly, the data set has cross-sectional dimension with multiple European stock indices. In comparison, the earlier studies by Watanabe (2012) and Hansen et al. (2012) were based only on the US market data. Comparing different forecasting models based on a restricted data set can be problematic as a certain model may outperform other models simply because of chance rather than because of its superior forecasting ability Vipul, 2015, 2016a) . Our results also confirm that the forecasting performance of the various models can be sensitive to the choice of the data set. We found that the Realized GARCH-EVT model generally provides a more accurate forecast than the standard GARCH-EVT and asymmetric EGARCH-EVT models. In terms of the out-of-sample forecast comparisons of the various Realized GARCH-EVT models, we find that the robust realized estimators do not provide forecasting gains over the classical 5-min RV estimator. This result is consistent with that of Watanabe (2012) , who reported no significant improvement in quantile forecasts while substituting RV with a robust realized estimator like RK.
The rest of the paper is structured as follows: Section 2 presents the theoretical framework of the EVT, and defines the various forecasting models. Section 3 describes the data set used in this analysis. Section 4 discusses the empirical results. Section 5 provides some concluding remarks.
Modelling and specifications

Extreme value theory
EVT is widely applied for statistical modelling of rare and extreme events. There are two popular methods for identifying extreme observations -the block maxima (BM) method and the peak-over-threshold (POT) method. In the BM method, the total period is separated into different non-overlapping blocks (or sub periods) of equal size, say months or years. From each such block, the maximum observation is identified as an extreme return. However, this approach is not suitable for financial time series. The empirical financial returns exhibit volatility clustering, and therefore, the extreme observations tend to be clustered together. As the BM method only considers single return per block, it may exclude several relevant observations. The POT method, on the other hand, includes all observations that exceed a certain threshold, u. Therefore, it selects all extreme observations as long as they exceed the threshold, irrespective of the fact that they are clustered. In this study, we use the POT method for detecting the extreme observations. The POT method can be formally defined as follows:
Let X = {x 1 , x 2 , . . ., x t } represent the series of log returns for any sample stock index. A return x is classified as an extreme observation (or exceedance) if it exceeds a particular threshold u, and the magnitude of such exceedance is y = x À u. The cumulative probability distribution of y, F u (y), is defined as:
Because equation (1) denotes a conditional probability, it can be expressed as:
where, x = y þ u is the exceedance. Assuming that the returns series follows an iid process, Balkema and De Haan (1974) and Pickands (1975) established that for a sufficiently high threshold u, F u (y) converges to the generalized Pareto distribution (GPD). The GPD is defined as:
where, j is the shape parameter and c is the scale parameter. These two GPD parameters, j and c , are estimated using the method of maximum likelihood. In other words, for a sufficiently high threshold u, F u (y) % G j c (y) (Embrechts et al., 1997) . Therefore, by combining the equations (2) and (3), we can approximate the distribution of exceedances F(x) as:
F(u) can be empirically estimated as (n À k)/n, where n denotes the total number of observations, and k denotes the number of exceedances. Substituting F(u) = (n À k)/n in equation (4), and combining equations (3) and (4) we get:
2.2 Value-at-Risk and expected shortfall Let F(·) denote the cumulative distribution function. For a given probability q, VaR can be defined as the q-th quantile of the return distribution:
where, F À1 (·) is the quantile function defined as the inverse of the distribution function F (·). By inverting the distribution function F(x) given in equation (5), VaR can be estimated as:
A major limitation of the VaR measure is that it only provides a specific quantile of the return distribution and ignores the information contained in the tail beyond that quantile. Moreover, Artzner et al. (1999) noted that the VaR measure lacks desirable properties such as sub-additivity, and they recommend the use of the ES measure. Unlike VaR, the ES Quantile forecasts measure uses all information in the tail distribution. The ES for random variable X at a given probability level q is calculated as:
Following McNeil and Frey (2000) , the ES is estimated as follows:
Conditional EVT applied to VaR and ES
We use the two-stage conditional EVT approach proposed by McNeil and Frey (2000) to counter the problem of non-iid returns. In the first stage, we filter the original return series with the standard GARCH, asymmetric EGARCH and the Realized GARCH models. If the GARCH models are well specified, the standardized residuals (innovations) are free from serial correlation and conditional heteroskedasticity and hence are closer to iid. In the second stage, we apply EVT on these standardized residuals to model the tail distribution. Then, for a certain probability q, we calculate the VaR quantile (VaR q ) and ES quantile (ES q ) of the innovations using equations (7) and (9), respectively. The conditional mean of the returns is modelled by the following ARMA (p 1 , q 1 ) model:
where,
b j « tÀj ; a 0 , a i and b j are the parameters; r tÀi represents the lagged returns; and h t represents the conditional variance of
are the standardized residuals. The conditional variance h t is modelled by the standard GARCH, asymmetric EGARCH and Realized GARCH models. « t denotes the residuals which are assumed to follow a skewed Student t (skst) distribution. The distributional assumption of the innovation process has a significant influence on estimates of VaR and ES. We estimate the GARCH models with skst innovations, which capture the empirical characteristics of financial asset returns: skewness (asymmetry) and excess kurtosis (fat tails). Several studies note that using skst innovations, instead of the usual Gaussian innovations, can significantly improve the VaR forecasting performance of GARCH-type models (Giot, 2005; Giot and Laurent, 2003a , 2003b , 2004 Kuester et al., 2006; Lambert and Laurent, 2001; Watanabe, 2012) .
2.3.1 GARCH (p 2 , q 2 ) model. The generalized autoregressive conditional heteroskedasticity GARCH (p 2 , q 2 ) model (Bollerslev, 1986 ) is defined as:
2.3.2 EGARCH (p 3 ,q 3 ) model. Nelson (1991) proposed the following EGARCH model to allow for leverage effects:
Note that the left-hand side is the log of the conditional variance. This implies that the asymmetric effect is exponential, rather than quadratic, and that forecasts of the conditional variance are guaranteed to be nonnegative. Here a positive « tÀi contributes a i þ g i ð Þj « tÀi j= ffiffiffiffiffiffiffi ffi h tÀi p to the log of the conditional volatility, whereas a negative « tÀi
The parameter a i captures the sign effect and g i the size effect. Again, we expect a i to be negative in real applications.
2.3.3 Realized GARCH (p 4 , q 4 ) model. The Realized GARCH model (Hansen et al., 2012) incorporates different realized measures of volatility within the GARCH framework. The unique feature of this model is the measurement equation which models the RV process x t . The conditional variance equation and the measurement equation are defined as:
The parameters of all the above-described GARCH models are estimated using the maximum likelihood method The optimum lag lengths of ARMA-GARCH specifications have been identified by the following procedure. First, ARMA (0,0)-GARCH (1,1) models are estimated and then they are augmented with additional AR, MA, ARCH and GARCH terms when necessary to eliminate autocorrelation in the standardized and squared standardized residuals, respectively.
We use five RV estimators to estimate the RV process x t from equation (14). These estimators are -the RV estimator, the subsampled version of the RV estimator, the BV estimator, the subsampled version of the BV estimator and the RK estimator. Next, we provide few notations for defining these realized estimators. Let p i f g m i¼0 represent the timeseries of intraday prices. We standardize the notations by defining a function g h , d (w) as:
The RV estimator is calculated as:
denotes the highest sampling frequency, i.e. g 0,1 (0) represents the RV estimate using all intraday price points. The 5-min RV is calculated using d = m/l, where l is the number of 5-min intervals in the trading day. Sampling at a lower frequency reduces the microstructure bias; however, it induces inefficiency in the RV estimate due to the loss of a huge number of intraday observations. Therefore, we also calculate a subsampled RV estimate, which uses 5-min returns with 1-min subsampling. The calculation of this subsampled estimate is as follows. Suppose the RV estimate is computed using the prices of Quantile forecasts the time points 9:30, 9:35, 9:40 . . ., etc. Another RV estimate is similarly computed using the prices of the time points 9:31, 9:36, 9:41 . . ., etc. In this manner, five values of RV estimates are computed using five non-overlapping subsamples for each day. As the starting and the ending time points of these subsamples may differ from those of the trading session, these RV estimates may ignore a small number of observations. To adjust for this loss, the RV estimates are proportionally inflated. Then the subsampled RV estimate is calculated as the average of these five RV estimates. Barndorff-Nielsen and Shephard (2004a, 2004b) proposed the BV estimator, which is robust to intraday price jumps. To avoid the microstructure effects, the BV estimator is computed using 5-min returns. Following Barndorff-Nielsen and Shephard (2004a, 2004b) , the BV is computed as:
For 5-min sampling frequency, we use d = m/l, where l is the total number of 5-min intervals in the trading day. We also compute an SBV estimate which uses 5-min returns with 1-min subsampling. Finally, we use the RK estimator of Barndorff-Nielsen et al. (2008) . The RK estimator is robust to microstructure noise, and it utilizes all intraday observations. The RK is computed as:
where, k (x) is a kernel weight function. The optimal bandwidth parameter, H, is calculated using the procedure of Barndorff-Nielsen et al. (2009) . Following Barndorff-Nielsen et al.
(2011), we use the "non-flat-top" Parzen kernel function, as it ensures a positive variance estimate, while allowing for endogeneity or dependence in the microstructure noise process. The Parzen kernel function is defined as:
Because the RK estimator makes use of all intraday price observations, the subsampled version of this estimator is not required. Five Realized GARCH models are estimated using these five realized measures of volatility. We generate one-step-ahead forecasts of conditional mean and conditional variance using the GARCH and the Realized GARCH models. The one-step-ahead conditional mean, b m tþ1 is forecasted as:
The one-step-ahead conditional variance, b h tþ1 , is forecasted using equations (11), (12) and (13) for the standard GARCH, the asymmetric EGARCH and the Realized GARCH models, SEF 35,4
respectively. Next, we apply the EVT to the standardized residuals series (
) and forecast VaR and ES using equations (7) and (9), respectively. The one-step-ahead conditional VaR, VaR tþ1 q ; is forecasted as:
Similarly, the one-step-ahead conditional ES, ES tþ1 q , is forecasted as:
Data and preliminary analysis
The data set comprises daily data on returns and realized volatilities for five European stock indices. All data are sourced from the Oxford-Man Institute's Realized Library (Heber et al., 2009) . The sample period extends from 1 January 2003 to 8 October 2014. The sample stock indices and their descriptive statistics are listed in Table I . Most of the daily returns distributions exhibit negative skewness and positive excess kurtosis that indicates the presence of fat tails. The Jarque-Bera tests reject the null hypothesis of normality at 1 per cent level of significance for all the sample indices. This validates our choice of the skst distribution, which allows for the negative skewness and the fat tails observed in the daily return distributions. The Ljung-Box tests have been performed on the daily returns and the squared daily returns series till 10 lags as adopted by earlier studies Yang and Doong, 2004) The null hypothesis of this test is that the first ten autocorrelation are jointly zero. For all the sample indices, we find that both Q(10) and Q 2 (10) statistics are statistically significant. This indicates the presence of both linear and non-linear dependence in the daily returns series. For each stock index, N, n and f are the number of daily observations in the total sample period, in the in-sample period and in the out-of-sample period, respectively. The mean and standard deviation are annualized. JB statistic is the Jarque-Bera test statistic. Q(10) and Q 2 (10) are the Ljung-Box Q statistic for the daily returns and the squared daily returns series; *and **indicate significance at the 5% and 1% levels, respectively Quantile forecasts
Empirical results
All forecasting models are estimated using an in-sample period that extends from 1 January 2003 to 31 December 2011. The out-of-sample period, 1 January 2012 to 8 October 2014, is used to compare the performance of the different forecasting models.
For each of the sample index, we generate one-step-ahead quantile forecasts with the standard GARCH-EVT model (G EVT), the asymmetric EGARCH-EVT model (EG EVT) and the five Realized GARCH models estimated using different realized estimators: RG EVT RV , RG EVT SRV , RG EVT BV , RG EVT SBV and RG EVT RK .
In-sample estimation
For all of the sample stock indices, we estimate the appropriate ARMA-GARCH model and then calculate the standardised residuals Z t as:
The model estimation results are provided in Table II . To test the serial correlation and heteroskedasticity in the original returns series, we use the Ljung-Box tests on the daily returns series and the squared daily returns series. The results are provided in Column 3 of Table III . The Ljung-Box statistics Q(10) and Q 2 (10) suggest that both daily returns and the daily squared returns series exhibit significant autocorrelation. Because the EVT assumes iid observations, it cannot be directly applied to the original returns series.
We remove these effects by filtering the original return series by the standard GARCH, the asymmetric EGARCH and the Realized GARCH models. The standardized residuals obtained from the GARCH models are tested again for serial correlation and heteroskedasticity. The results are provided in Columns 4 to 9 of Table III . We find that regardless of the choice of the GARCH filter, the standardized residuals and the squared standardized residuals series do not exhibit significant serial dependence. For all the GARCH models, the Q(10) and Q 2 (10) statistics are found to be insignificant for all the sample stock indices. Therefore, the standardized residuals do not demonstrate linear and non-linear serial dependence, and consequently, they are suitable for the implementation of EVT.
To choose the threshold u for the POT method, we use the plot of the mean excess function (MEF). The MEF is the sum of exceedances over the chosen threshold u, divided by the total number of observations which exceed the threshold u:
where n is the total number of observations and I(s²) is an indicator function which equals 1 if X i > u, and zero, otherwise. For the GPD, the MEF plot becomes linear at the threshold level u. We construct the MEF plot using different values of the threshold (u) and select that threshold value for which the plot is sufficiently linear. We report the chosen thresholds (u) and the number of exceedances (k) in Table IV . Out of the total number of in-sample observations (n), the SEF 35,4 percentage of such exceedances (k/n) varies from 8.10 to 12.17 per cent, which is consistent with the findings of McNeil and Frey (2000) . Table IV also reports the estimated GPD parameters -shape (j ) and scale (c ) -under the selected thresholds. The j parameter is positive and significant for majority of the cases, indicating that the distributions of standardized residuals are characterized by fat left-tails. Using equations (7) and (9) forecasts are computed using equations (20) and (21), respectively. RG SBV = Realized GARCH with the subsampled BV estimator; RG RK = Realized GARCH with the RK estimator; *and **indicate significance at 5% and 1% levels, respectively
Quantile forecasts
4.2 Out-of-sample forecast evaluation 4.2.1 Out-of-sample performance of the VaR models. We evaluate the VaR forecasts using binomial tests and likelihood ratio tests. To compare the out-of-sample performance of the different VaR forecasting models, we calculate an empirical violation ratio in the following manner. For the day t þ 1, if the actual daily return (r tþ1 ) exceeds the forecasted VaR (VaR tþ1 q ), we consider it as a violation. The empirical violation ratio is the total number of such violations divided by the total number of one-step-ahead forecasts (f). The expected violation ratio is calculated as 1 À q, i.e. for the 95 per cent level of confidence, we expect only that 5 per cent of the returns would exceed the forecasted VaR. If a particular model provides precise VaR forecasts, the empirical violation ratio should not be significantly different from the expected violation ratio. We test this hypothesis using the binomial test. A negative (positive) and significant binomial test statistic indicates that the empirical violation ratio is significantly lower (higher) than the expected violation ratio. The VaR forecasts are calculated and compared at three tail quantiles: q = 0.95, 0.99 and 0.995. Table V displays the binomial test statistics and their level of significance. Overall, we make 15 forecasts with each model (5 stock indices Â 3 quantiles). Out of the 15 cases, we reject the null hypothesis four times in case of the G EVT model and two times in case of the EG EVT model. Regardless of the choice of the realized estimator, the VaR forecasting ability of the Realized GARCH-EVT models is significantly better than that of the standard GARCH EVT models. For all the five Realized GARCH-EVT models, the null hypothesis is not rejected for any of the sample index.
Next, we apply the likelihood ratio-based testing framework of Christoffersen (1998) to evaluate the performance of the VaR forecasting models. We use three statistical tests: the test for unconditional coverage, the test for independence and the test for conditional coverage. If the VaR is calculated at a 95 per cent confidence level, on an average, one would expect five exceedances out of every hundred observations. The unconditional coverage test verifies whether the number of such exceedances is in line with the specified confidence level. The test for independence verifies whether there is clustering of exceedances over time. For example, say a particular model forecasting 95 per cent VaR results in exactly 5 per cent exceedances. In this case, the model will be considered perfect by the unconditional coverage test. However, if the exceedances are clustered together, and we spot an exceedance today, the conditional probability of observing another exceedance tomorrow would be higher than the unconditional probability (5 per cent). Therefore, to ensure that both the conditional and unconditional probabilities of observing exceedances are consistent with the confidence level of the VaR forecast, it is important that the exceedances should be independent and not clustered over time. The independence test excludes the VaR models which lead to clustered exceedances. The conditional coverage test is a joint test of the unconditional coverage and the test of independence of the exceedances. One limitation of Christoffersen's (1998) VaR backtesting framework is that it tests for the dependence between exceedances only for the first lag. Chen et al. (2012) extend the independence and conditional coverage tests by considering multiple lags. In line with their study, we Notes: This table reports the model estimation results for the conditional EVT models. All models are estimated using the method of maximum likelihood, with an in-sample period of 1 January 2003 to 31 December 2011. n = total no. of observations; u = threshold level; k = no. of exceedances; k/n = percentage of exceedances; *and **indicate significance at 5% and 1% levels, respectively
Quantile forecasts implement these tests with four lags. For detailed descriptions of these tests, we refer the reader to Chen et al. (2012) . For alternative methods of evaluating VaR forecasts, the readers may refer to Nieto and Ruiz (2016) and Gerlach et al. (2016) . Table VI reports the results of the tests for unconditional coverage. The null hypothesis of this test is that the actual proportion of exceedances is equal to the expected proportion of exceedances at a certain confidence level q. Out of the 15 cases, the null hypothesis is rejected four times for the G EVT model and twice for the EG EVT model. In contrast, it is never rejected for any of the Realized GARCH-EVT models. Therefore, in terms of the unconditional coverage, the Realized GARCH-EVT models fare considerably better than the G EVT and EG EVT models. However, among the Realized GARCH-EVT models, there is no particular RV measure which dominates the others. For example, the values of the LR statistics show that at 5 per cent confidence level, the RG EVT RV model performs the best for the AEX index, RG EVT SRV is the best model for the DAX and CAC40 indices, RG EVT BV outperforms for the SMI index and RG EVT RK is the best performer for the FTSE and the CAC40 indices. Table VII presents the results for the tests of independence. The null hypothesis of this test is that the exceedances do not cluster over time. In all the cases, we fail to reject the null hypothesis. These results indicate that for all the forecasting models, the exceedances are generally independent. Table VIII presents the results for test of conditional coverage. The null hypothesis of this test is a joint hypothesis that the observed and expected proportions of exceedances are equal, and all such exceedances are independent of each other. The results are consistent with our earlier findings. The forecasting performances of the Realized-GARCH EVT models are considerably better than those of the G EVT and the EG EVT models. The null hypothesis is rejected in four instances for the G EVT model and Quantile forecasts twice for the EG EVT model. But, it is never rejected for any of the Realized GARCH-EVT models.
As earlier, the magnitudes of the LR statistics suggest that the robust RV estimators are not preferable to the conventional RV estimator. This finding is consistent with that of Watanabe (2012) , who found that substituting the RK estimator for the RV estimator in the Realized GARCH model does not lead to forecasting gains. The Realized GARCH specification can adjust for bias induced by the microstructure noise and non-trading hours. Consequently, we observe no forecasting gains by using a microstructure noise robust estimator, such as the RK estimator, in the Realized GARCH model. 4.2.2 Out-of-sample performance of the ES models. Backtesting VaR is relatively straightforward, as the predicted VaR quantile can be compared with the actual returns in the out-of-sample period. However, it is significantly harder to backtest ES, as it involves the comparison of a forecast of an expectation with some estimate of that expectation. Moreover, many parametric statistical tests for ES, such as those by Berkowitz (2001) and Kerkhof and Melenberg (2004) , rely on large samples for convergence to limiting distributions. This is inherently problematic, as the realized ES is invariably based on a small sample of exceedances (Wong, 2008) . The difficulty in backtesting is further compounded by the fact that the ES measure is not elicitable (Gneiting, 2011; Weber, 2006) . Gneiting (2011) showed that elicitability provides a natural way of comparing different forecasting methods, which led to an argument that it may be impossible to backtest ES. We refer the reader to Gneiting and Katzfuss (2014) for a detailed discussion on the property of elicitability and how it can be used to it to compare different forecasting methods. Acerbi and Székely (2014) note that exploiting the property of elicitability is not the only way of comparing forecasting models. For instance, although VaR is elicitable, most VaR backtests are based on counting the number of exceedances and do not rely on elicitability. In addition, whereas the property of elicitability can be used for making relative comparisons between different forecasting models, it cannot be used for the statistical validation of an individual model. The authors suggest three non-parametric statistical tests to backtest ES. The main advantage of these tests is that they are modelfree and they do not assume any limiting distribution for the test statistic. In this analysis, we use the second test of Acerbi and Székely (2014) , which is recommended by the authors as a stand-alone test for ES. Other notable approaches to backtest ES include the works of Emmer et al. (2015) and Du and Escanciano (2016) . Emmer et al. (2015) proposed an empirical approach which involves substituting ES by a set of four quantiles, which are then tested using conventional VaR backtests. Du and Escanciano (2016) proposed statistical backtests for ES which are analogous to VaR backtests of Berkowitz et al. (2011 ), Christoffersen (1998 and Kupiec (1995) .
Next, we provide some notations to describe the Acerbi and Székely (2014) test. Let X t denote the realized returns in the out-of-sample period where t = 1,2, . . ., T. F t is the distribution of the realized returns and P t is the predictive distribution of the returns based on the forecasting model. F q ½ t and P q ½ t denote the tail distributions below the quantile q. The test statistic, Z(X), is defined:
The hypotheses for this test are: We generate one-step-ahead ES forecasts at three tail quantiles: q = 0.95, 0.99 and 0.995. The Acerbi and Székely (2014) test is used to compare the forecasting performance of the various models and results are presented in Table IX 
For each forecasting model, we make 15 set of ES forecasts (5 stock indices Â 3 quantiles). The null hypothesis is rejected seven times for the G EVT model and five times for the EG EVT model, which suggests that, at least in some cases, these models may lead to under-estimation of ES. On the other hand, there is no instance of rejection in case of any of the Realized GARCH-EVT models. Therefore, in terms Quantile forecasts of ES forecasting, the Realized GARCH-EVT models perform better than the G EVT and EG EVT models. The comparison of different Realized GARCH-EVT models indicates that there is no specific RV measure that outperforms all others.
The Acerbi and Székely (2014) test is useful for the absolute validation of a forecasting model. We also compute the Embrechts et al. (2005) measure which is widely used for relative ranking of ES forecasting models (González-Pedraz et al., 2014; Karmakar and Paul, 2016; Lin et al., 2014; Takahashi et al., 2016; Watanabe, 2012) . The standard backtesting measure for the ES estimates is:
where, f t ¼ r tþ1 À ES tþ1 q , c is the number of intervals for which a violation of VaR occurs, and t is the set of such intervals. An obvious limitation of this measure is that it depends on the estimated VaR quantile, which may deviate from the empirical quantile of the financial returns series. To correct this, it is combined with another measure, where the empirical a-quantile of f is used in place of the VaR estimates:
where, d is the number of periods for which f t is less than the empirical quantile and u is the set of intervals for which it happens. The Embrechts et al. (2005) measure is given by: 
where a lower value of E indicates a better forecast of the ES. For a detailed discussion of the properties of this measure, we refer the reader to Embrechts et al. (2005) . Table X reports the backtesting results for the ES forecasts. For each sample index, the lowest value of the measure (E) is marked with an "asterisk", which indicates the best forecasting model. Of the 15 model comparisons (5 stock indices Â 3 quantiles), the G EVT model is never ranked as the best model, the EG EVT model ranks as the best model only in one case, whereas the Realized GARCH-EVT models provide the best forecasts in 14 cases. As earlier, we find that no specific realized measure dominates all others, in terms of the forecasting ability of the Realized GARCH-EVT model. More specifically, the robust realized estimators, such as the RK and BV estimators, do not provide forecasting gains over the classical RV estimator.
Conclusion
We investigate the forecasting ability of the standard GARCH-EVT, the asymmetric EGARCH-EVT and the Realized GARCH-EVT models, in the context of quantile forecasts. With the US market data, Hansen et al. (2012) and Watanabe (2012) showed that the Realized GARCH model provides better out-of-sample performance than the standard GARCH models that are based on daily returns. We extend their analysis by implementing the twostage conditional EVT approach of McNeil and Frey (2000) with a Realized GARCH filter. Additionally, we compare the performance of different realized estimators with the Realized GARCH-EVT framework. Our results suggest that the Realized GARCH-EVT model generally provides more precise VaR and ES forecasts than the GARCH-EVT and the EGARCH-EVT models. However, there is no specific realized estimator, which outperforms all other realized estimators within the Realized GARCH-EVT framework. Because the Realized GARCH model can adjust for the microstructure noise bias in the basic RV estimate, no incremental forecasting gains are derived by using a microstructure noise robust estimator such as the RK. The main advantage of the Realized GARCH-EVT framework lies in its ability to model most of the stylized facts of the financial return series. The conditional mean and conditional variance equations capture serial correlation in returns and the volatility clustering effects. The measurement equation of Realized GARCH model includes a realized measure of volatility that provides a more accurate estimate of the daily volatility than the squared daily returns. The specification of the measurement equation is quite general, and it adjusts for asymmetric leverage effects and microstructure noise bias in the RV process. Finally, the EVT approach captures the typical tail behaviours, such as the fat tails of standardized residuals, commonly observed in the distributions of financial returns.
Quantile forecasts are useful for a variety of practical applications. The Basel III guidelines propose the minimum capital requirements for financial institutions based on the 97.5 per cent ES measure, which is calculated over a one-year stressed period. Accurate forecasts of the ES measure are desirable for financial institutions as underestimation of ES may lead to undercapitalization, whereas overestimation of ES limits their profitability by discouraging them from taking risks (Kinateder, 2016) . Quantile forecasts are also used for setting risk limits for trading desks (Berkowitz et al., 2011) , computing margin requirements (Cotter and Dowd, 2006) , setting optimal investment allocation (Alexander and Baptista, 2004; Basak and Shapiro, 2001; Cuoco et al., 2008; Wang et al., 2010) and implementing insurance risk management (Dowd and Blake, 2006) . Our results suggest that the implementation of the Realized GARCH-EVT model would yield forecasting gains over the traditional forecasting models for such applications.
