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ON ALMOST SURE STABIL ITY  OF THE SOLUTIONS 
OF STOCHAST IC  RECURRENT EQUATIONS 
S.  SOLNTSEV 
Kiev Polytechnical Institute, 252056 Kiev-56, pr. Pobedi 37, USSR 
Abstract .  In  this  paper  the a lmost  sure convergence of Gauss ian m-Markov ian sequences i studied. 
Let (Xn, n > 1) be a sequence of centered jointly Gaussian random variables which satisfies 
the system of stochastic recurrent equations 
Xn =anlXn_x +an2Xn_2+. . .+anrnXn_m +bnYn, n>_l ;  
X0 = X-1 = --" = Xl -m = 0, (1) 
where (Yn, n > 1) is a standard Gaussian sequence and (ank; n > 1; k = 1, 2 , . . - ,  m) and (bn, n > 
1) are some given arrays of real numbers. The sequence (X,,  n _> 1) is called Gaussian m- 
Markovian. The question of necessary and sufficient conditions for almost sure (a.s.) convergence 
is of interest in investigating the behaviour of Gaussian m-Markovian sequences. This question 
can be reduced to convergence of Gaussian Markovian sequences in R m. Note that such an 
approach was discussed in [1,2]. 
Let (Xn, n > 1) be a Gaussian m-Markovian sequence, m > 1. Set 
= 
V T = (b,,Vn,O,"',O), n >_ 1. 
Choosing suitable matrices Cn, n _> 1 one can write the equivalent vector form of system (1) as 
follows 
Z1=1,'1; Z ,  = C ,Z ,_ I  + V,, n >_ 2. 
THEOREM 1. Let (Zn,n >_ 1) be a Gaussian Markovian sequence in R m. Then 
Z.  , Z a.s. 
re---cOO 
iff 
1) 
2) 
where 
P 
Zn }Z; 
n- - *  OO 
V(nk) •.M'~, V¢ > 0: ~ exp{-¢/D~} < oo, 
k=l  
D~ = Tr E(Znk -- E(Zn~ [Zn,_a))(Zn, - E(Zn, I Znk_I))T; 
A/'oo iS the class of all nondecreasing and unbounded sequences ofnatura/numbers. 
THEOREM 2. Let (Xn,n  > 1) be a Gaussian m-Markovian sequence. Then 
X.  , X a.s. 
n- - *  OO 
iff 
1) 
2) 
where 
P 
Xn ' X; 
7"1""00 
O0 
w > 0: E < 
k----.1 
d 2 = E(Xn k - E(X,k  I Xnk_, ,Xnk_ l -1 ,""  ,Xnk_l-m+l)) 2. 
Theorems 1, 2 improve the corresponding results from [2]. 
We state an entropy criterion for a.s. convergence of Gaussian m-Markovian sequence which 
follows from theorem 2. 
We denote the ¢- entropy of the set of real numbers N with respect o 
p(n, rn) = ~/E I Xn - Xm 12 (n, m e N) 
by Hp(e). 
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THEOREM 3. Let (Xn,  n > 1) be a Gaussian m-Markovian sequence. Then 
lim X= = X a.s. 
n--* OO 
i f f  the following conditions hold: 
1) E [ Xn  - X [ 2 ,0; 
n -~ O0 
2) lim = 0. 
X--*0 
Let us replace the standard Gaussian sequence (Yn, n > 1) in the system (1) by the sequence 
(:1I,', n > 1) which satisfies the following conditions: 
1) EY '  n -O ,  n>l ;  
2) E(Y'n) 2 =1,  n> 1; 
3) sup r(Y') < 
n>l  
where 
r(Ynl) = sup ( 2x>0 In E~p(AY In) )  112 
The sequence (Yn I, n > 1) is called standard Subgaussian. 
Corol lary.  Let the sequence (X' ,  n _> 1) satisfy the system of recurrent equations (1) in 
which we replace the standard Gaussian sequence (Y., n > 1) by (Y~, n > 1). Suppose that 
P 
1) X~ ,~ X; 
n --.* O0 
lim e2Hp(e) = O, 
¢.--*0 
2) 
then 
X" , X a.s. 
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