We present a robust Farkas lemma, which provides a new generalization of the celebrated Farkas lemma for linear inequality systems to uncertain conical linear systems. We also characterize the robust Farkas lemma in terms of a generalized characteristic cone. As an application of the robust Farkas lemma we establish a characterization of uncertainty-immunized solutions of conical linear programming problems under uncertainty.
Introduction
The celebrated Farkas [9] lemma states that for a given vector c and a given system of vectors a 1 , . . . , a m , the linear function c T x is non-negative over the linear inequality system a T 1 x ≥ 0, . . . , a T m x ≥ 0 means that the vector c can be expressed as a non-negative linear combination of the vectors a 1 , . . . , a m . Symbolically, it describes that
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The Farkas [9] lemma underpins the elegant and powerful duality theory of linear programming. It has undergone numerous generalizations [6] [7] [8] 14, 19, 20 ] over a century. Its wide-ranging applications to optimization extend from linear programming and smooth optimization to modern areas of optimization such as semi-definite programming [23] and non-smooth optimization [18] . But, these generalizations [14, 17, 24] and applications have so far been limited mainly to systems without data uncertainty, despite the reality of data uncertainty in many real-world systems due to modelling or prediction errors [4] . The purpose of this paper is to present a new form of the Farkas lemma, called the robust Farkas lemma, for general uncertain conical linear systems and to derive a characterization of uncertainty-immunized solutions of conical linear programming problems under uncertainty.
In recent years, a great deal of attention has been focussed on optimization under uncertainty due to the importance of finding solutions to optimization problems that are affected by data uncertainty. Robust optimization methodology [2-5,10,21,22] is a powerful approach for examining and solving optimization problems under data uncertainty. It treats data uncertainty as deterministic via bounded uncertainty sets and does not limit the data values to point estimates. For a detailed analysis of the robust optimization framework, see Ben-Tal and Nemirovski [2, 4] , and El Ghaoui [10] . In this framework, how to characterize solutions that are immunized against data uncertainty has become a fundamental and critical question. These uncertainty-immunized solutions are called robust solutions of uncertain problems [1, 4] . Characterizations of such robust solutions for classes of uncertain linear programming problems have recently been given in Jeyakumar and Li [16] .
More importantly, in many applications [4] , optimization problems involving uncertain conical systems arise in the form of semi-definite programming problems [13, 23] as well as semi-infinite programming problems [11, 12, 22] . As in optimization without data uncertainty [25] , characterizing robust solutions of conical optimization problems under uncertainty requires a generalization of the Farkas lemma for uncertain conical linear systems.
In Sect. 2, we establish robust forms of the Farkas lemma for a general uncertain conical linear system. We then present a characterization of a robust Farkas lemma in terms of the closure of a convex cone, called robust characteristic cone, in Sect 3. Finally, we provide an application of the robust Farkas lemma by giving a characterization of uncertainty-immunized solutions of conical linear programming problems under uncertainty.
Robust Farkas' lemma
We begin this section by fixing notation and definitions that will be used throughout the paper. Let X, Y be locally convex Hausdorff spaces. The dual space of X (resp. Y ) is denoted by X * (resp. Y * ) which consists of all bounded linear functionals on Y . It is
