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Superradiant scattering is a radiation enhancement process that takes place in many contexts,
and which has recently found exciting applications in astro and particle physics. In the framework
of curved spacetime physics, it has been associated with the classical Penrose process for particles.
Superradiance is usually also associated with bosonic fields around geometries with ergoregions and
horizons. These notions are in clear tension however: the Penrose process occurs for horizonless
geometries, and particles are composed of fermions.
Here, we resolve the tension in its different aspects, by showing that (i) superradiance occurs for
self-interacting fermions on flat spacetime; (ii) superradiance occurs also for horizonless geometries,
where it leads to an ergoregion instability. Ultracompact, horizonless geometries will usually respond
with echoes of growing amplitude, until rotational (or electrostatic) energy is extracted from the
object; (iii) the Fourier-domain analysis leads to absence of superradiance when horizons are not
present. We elucidate why this analysis fails to give meaningful results; (iv) finally, we show that
superradiant, ergoregion instabilities have a particle analog of similar growth timescales and which
can power the formation of a structure outside a compact, rotating star.
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2NOTATION AND CONVENTIONS
In this paper we use the metric signature (+ − − −) . We also use units with c = ~ = G = ke = 1 where c is the
speed of light in vacuum, ~ is the normalized Planck constant, G is the gravitational constant and ke is the Coulomb
constant. For reference, the following is a list of symbols that are used often throughout the text.
gαβ Spacetime metric; Greek indices run from 0 to 3.
e µa Orthonormal spacetime tetrad.
M Black hole mass.
Q Black hole charge.
J Black hole angular momentum.
a ≡ J/M Angular momentum per unit of mass.
r+ Radius of the BH event horizon in the chosen coordinates.
Ω+ Angular velocity “of the horizon” defined as Ω+ = a/(2Mr+).
Φ+ Electric potential at the horizon.
1 Identity matrix/operator.
∇µ Levi-Civita covariant derivative.
Y ml Spherical scalar harmonic of degree l and order m where l and m are integers satisfying l ≥ |m|.
These functions satisfy the orthonormality relations
∫
dΩ (Y ml )
∗Y m
′
l′ = δl,l′ δm,m′ .
χkj∓1/2 Spinor spherical harmonics where j and k are half-integers satisfying j ≥ |k|.
σi Pauli matrices, σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
.
u± Normalized eigenvectors of Pauli’s matrix σ3 satisfying σ3u± = ±u± and (u±)†u± = 1.
γa Dirac 4× 4 matrices γ0 =
(
12 0
0 −12
)
, γi =
(
0 σi
−σi 0
)
, i = 1, 2, 3 .
Gµ ≡ γae µa Curved spacetime Dirac matrices.
φ Klein-Gordon field.
Aµ = (Φ, ~A) Electromagnetic potential.
Ψ Dirac spinor.
Ψ¯ = Ψ†G0 Conjugate of Dirac spinor. In flat spacetime G0 = γ0.
Φ Electric potential, the time component of Aµ.
A∗ Complex conjugate of A.
A† Hermitian conjugate of A.
ω Fourier transform variable. The time dependence of any field is ∼ e−iωt.
k, s Wavenumber.
ϕω ≡
∫
eiωtφ(t, z)dt Fourier-transform of field φ.
ωR, ωI Real and imaginary part of the quasinormal modes (QNM).
q Charge of the fields.
µ Mass of the fields.
I, R, T Amplitude of the incident, reflected and transmitted waves, respectively.
These amplitudes are complex-valued functions of ω.
I. INTRODUCTION
Superradiance is a phenomenon where radiation is en-
hanced, and occurs in several contexts, from fluid dynam-
ics [1], quantum optics [2, 3], quantum mechanics [4, 5] to
electromagnetism [6, 7]. Other, perhaps more familiar,
examples include Cherenkov radiation or the scattering
of sound waves off supersonic interfaces [1, 8]. Superradi-
ance can also be thought of as a friction mechanism that
suppresses translational or rotational motion. As such, a
coupling between radiation and the system providing the
energy must exist in order for superradiance to be trig-
gered. An interesting manifestation of this phenomenon
occurs in the scattering of fields by these systems, and
gives rise to larger amplitude scattered waves: there is
a transfer of energy between the system and the radia-
tion, the system looses energy that is transferred via the
coupling mechanism to the field [8].
A. The spin of superradiance
It is a fact of nature that all known particles fall into
one of two big families: fermions (particles with half-
integer spin) and bosons (particles with integer spin).
Quarks and leptons are fermions, while the force carrier
particles are bosons. The main difference between these
two families is that fermions obey the Pauli exclusion
principle which states that two identical fermions can-
not be in the same state at the same point of spacetime.
The strength of superradiant scattering of fields depends
on which family the field belongs to [8, 9]. In the con-
3text of curved spacetime, the study of superradiance by
black holes (BHs) started in 1971 with independent pre-
dictions by Zel’dovich and Misner that some waves could
be amplified by rotating (Kerr) BHs [7, 10]. A quanti-
tative analysis became possible when linearized fields in
these geometries were separated and decoupled [11]. Us-
ing these tools, Teukolsky and Press proved that scalar,
electromagnetic and gravitational waves scattering on a
Kerr BH have superradiant modes [8, 12]. In fact, for
massive bosons superradiance might trigger an instabil-
ity that spins the BH down and produces characteristic,
monochromatic gravitational waves and peculiar spin dis-
tributions [13–16]. The first direct detection of gravita-
tional waves from the GW150914 event by LIGO [17],
most likely originating from a pair of merging BHs (but
see Refs. [18, 19]), contributes to making superradiance
from BHs a potentially observable effect [13–16, 20].
However, it is believed that the scattering of fermionic
fields cannot be superradiant, due to the Pauli’s exclusion
principle. A rigorous and general mathematical proof
of such statement is hard to come by, since different
fields obey different evolution equations. Nevertheless,
the scattering of free Dirac spin-1/2 fields on a electro-
static potential barrier and on a Kerr-Newman (charged,
rotating) BH cannot exhibit superradiance [4, 5, 21–24].
B. Black holes, the Penrose process and
superradiance
We have alluded to superradiance from BHs, without
commenting on the mechanism necessary to couple the
fields to the geometry. Perhaps it is enlightening to con-
sider Bekenstein’s argument for the existence of superra-
diance around BHs [25]. The argument is so simple and
elegant that we outline it here. If the energy-momentum
tensor of a (possibly charged) test field propagating on a
Kerr-Newman background satisfies the null energy con-
dition [26] at the event horizon, then the energy ∆M ,
angular momentum ∆J and electric charge ∆Q absorbed
by the BH satisfy [27]:
∆M ≥ Ω+∆J + Φ+∆Q , (1)
where Ω+ is the angular velocity of the BH horizon and
Φ+ is the electric potential at the horizon. It is easy
to see that the ratio of the angular momentum or elec-
tric charge to the energy of a wave with frequency ω,
azimuthal number m and electric charge q are, respec-
tively, m/ω and q/ω [25]. Then, the inequality (1) reads
∆M
ω
(ω −mΩ+ − qΦ+) ≥ 0 . (2)
Superradiant modes must extract energy from the BH
and, so, ∆M < 0, which implies that ω must satisfy
0 < ω < mΩ+ + qΦ+ . (3)
These are, precisely, the modes which extract energy
from the BH. Since the energy-momentum tensor of a
Dirac field does not satisfy the null energy condition at
the event horizon [28], such fields are not contemplated
by this proof; in fact, as we said above, they do not ex-
hibit superradiant amplification when scattering on this
background.
Black holes are, by definition, solutions of the field
equations that contain closed regions with their inte-
rior causally disconnected from their exterior; the sur-
face separating these two causally separated regions is
called the event horizon. Nothing (not even light) within
the event horizon can influence outside observers [29]. In
other words, the horizon can be thought of as a “one-
way membrane.” This uni-directionality provides a dis-
sipative character to BH geometries [8, 30]. One might
thus be tempted to conclude that superradiance in BHs
occur because horizons gives us the necessary coupling
to the field: most or all other examples of superradiance,
like scattering from conducting materials, require some
kind of friction or viscosity. Since BHs appear in sev-
eral vacuum solutions of the Einstein field equations, the
event horizon provides the vacuum itself with a dissipa-
tive mechanism. This is an interesting feature, because
the fields are allowed to extract energy from the vacuum
by superradiant scattering.
However, there is another ingredient in rotating BH
backgrounds that could provide the necessary coupling,
the ergosphere. In the ergoregion, matter is forced to
co-rotate (as seen from infinity) with the BH, thus pro-
viding a very effective coupling to the spacetime. These
two aspects of BHs, horizons and ergoregions, come hand
in hand in General Relativity, and it seems hopeless to
understand them separately. However, a study of the
scattering of monochromatic waves off potential barriers
indicates that it is the boundary conditions on the fields
that dictate superradiance [30]. The results suggest that
the absence of an horizon - for example, replacing the
horizon by a hard surface - would lead to no superradi-
ance at all [30].
In a closely related development, in 1971, Roger Pen-
rose theorized a process whereby rotational energy could
be extracted from BHs through the use of point parti-
cles [8, 29, 31]. The Penrose process makes use of the fact
that particles (classical states of matter) in the ergoregion
of Kerr BHs may have negative energy with respect to
observers at infinity [8, 29, 31]. By letting a particle fall
into the ergoregion and decaying there in two other par-
ticles, it is possible to carefully select the process such as
to have, in the final state, one particle escaping to infin-
ity with an energy larger than the one of the initial state.
It can be shown that, for Reissner-Nordstro¨m (charged,
static) BHs, there exists a generalized ergoregion and a
similar energy extraction process is possible [32, 33]. In
other words, classical energy extraction occurs for par-
ticles, and hinges solely on the existence of ergoregions
(or, more generally, regions of negative energy).
4C. The tension
Clearly, there is some tension between the elements
above:
1. Are horizons necessary? The Penrose process
does not require horizons, but superradiant scattering
of monochromatic waves does, according to a stationary
Fourier-domain analysis [30]. However, from a purely
physical point of view, superradiance should be indepen-
dent of the exact boundary conditions at the horizon,
since it takes an infinite amount of time for a wave to
reach it. In fact, if the horizon at r = r+ (in some coor-
dinates) is replaced by a hard surface at r = r+(1 + δ),
with δ  1, then, clearly, the scattering should proceed
as in the BH case. Differences should only be perceived
after the wave has had time to probe the surface (which
for Kerr geometries means for times (∆t/M) & |Logδ|,
typically [18, 19, 34–36]).
2. Are fermions superradiant-less? As we said,
the Penrose process is generally believed to be the parti-
cle analogue of superradiant scattering. However, while
the two processes are classical, superradiant amplifica-
tion seems to carry some quantum features of the field
being scattered. In particular, even though the fields are
not quantised, superradiant scattering already seems to
carry some information on pair production [4, 8, 37].
The Penrose process describes ordinary matter in
curved spacetime. Thus, if one believes it to be the parti-
cle analogue of superradiance, then there is something to
explain: ordinary (baryonic) matter is made of fermions
at the very fundamental level, but fermions do not exhibit
superradiant amplification, as we described above. If the
two pictures are to be consistent, then either quantum
effects would quench the Penrose process or non-linear
interactions between the fermions, not taken into account
in any of the previous studies, would restore their capa-
bility to exhibit superradiance. It seems highly unlikely,
and dangerous for known physics, that quantum effects
would show up so dramatically in macroscopic systems.
Thus, we are left with the second option. In other words,
we expect the existence of bosonic fermion condensates
with the capability to exhibit superradiant amplification.
In fact, the existence of fermion systems with a bosonic
behaviour is not very strange and happens in nature. For
instance, Cooper pairs in BCS theory of superconductiv-
ity and mesons in particle physics are examples of these
bosonic fermion condensates with built-in nonlinear in-
teractions [38].
The existence of these kind of condensates could have
interesting applications in astrophysics. It is known that
we can confine superradiantly amplified fields through
various mechanisms, like massive fields and anti-de Sit-
ter boundaries [8, 39, 40]. This confinement can originate
strong instabilities called BH bombs [41–44], which have
applications in searches for dark matter and physics be-
yond the Standard Model [8, 45–50].
D. Plan
First, we review the scattering of scalar and Dirac fields
on electrostatic potential barriers (the Klein setup) and
on Reissner-Nordstro¨m (RN) BHs. The results obtained
for these cases are well known [4, 5, 8, 21]. Neverthe-
less, as far as we know, the only proof of the absence
of superradiance for Dirac fields on RN background is
obtained as a limit of the more general Kerr-Newman
background [21], which uses the formalism of Newman-
Penrose [51] to separate the Dirac equation. Here, we use
the spherical symmetry of RN geometry to separate the
Dirac equation in an easier way and we proceed to prove
the absence of superradiance for Dirac fields on a RN
background. Furthermore, we provide a non-linear Dirac
field theory, which is inspired by the Nambu-Jona-Lasinio
model [38] and can exhibit superradiant amplification on
the Klein setup. We are not concerned about the general-
ity or physical validity of this theory. Instead, we want to
provide a simple theory describing fermions which allows
superradiant scattering solutions. In other words, ours
is a proof of principle that real-world particles, made of
interacting fermions, could have superradiance and be
subjected to the Penrose process as well. However, we
show that the same theory does not admit superradiant
solutions on RN geometry. Finding a theory that admits
such solutions on curved spacetime does not seem to be a
trivial problem. However, from a physical point of view,
we expect such a theory to exist.
We proceed by doing an analysis of the scattering of
wavepackets on the Klein setup and RN background, ob-
taining amplification factors which converge to the ones
of monochromatic waves (in the quasi-monochromatic
limit). We employ two different methods: a Fourier-
domain calculation and a fully numerical time-domain
analysis, giving consistent results. Then, we go on to
prove that horizons (and, more generally, boundary con-
ditions) have nothing to do with superradiance. In par-
ticular, we repeat the fully numerical time-domain anal-
ysis, this time using Dirichlet boundary conditions (sim-
ulating an hard surface which covers the horizon). The
results prove that superradiance occurs also in this case,
and the amplification factor is the same. But this time
the scattering is accompanied by an ergoregion instabil-
ity, characterized by the emission of echoes of growing
amplitude. Moreover, we use this feature to elucidate
why the Fourier-domain analysis fails to give meaningful
results in the case of horizonless geometries.
Finally, we treat a simplified version of a Penrose pro-
cess cascade in the ergoregion of a rotating, ultracompact
star. The results show that there is a particle analog of
the superradiant ergoregion instability, which is charac-
terized by the same time scale.
5II. THE FRAMEWORK
We focus on charged test fields, on a background elec-
tromagnetic field and geometry. The test fields are taken
to be so weak that backreaction on the electromagnetic
potential or on the geometry is negligible. This test field
approximation is correct at first order in the fields, be-
cause their effect on the geometry and on the electromag-
netic field is only of second order [8]. This approximation
can in principle capture most, if not all, astrophysical
scenarios.
The field theories that we work with throughout this
work are described by an action of the form:
S = SG + SEM + SM , (4)
with
SG =
∫
d4x
√−g R
16pi
, (5)
SEM = −
∫
d4x
√−g 1
4
FµνF
µν , (6)
where g is the determinant of the metric gµν , R is the
scalar curvature and Fµν is the electromagnetic field ten-
sor
Fµν = ∂µAν − ∂νAµ . (7)
The action SM describes the matter content. In this
work, we will consider three kind of matter fields: scalar
fields, Dirac fields and non-linear Dirac fields.
We focus on theories SM which are U(1) invariant. A
theory of this kind is such that if it describes the field
ξ, then its equations are invariant under the transfor-
mation ξ −→ eiαξ with α a real constant. Noether’s
theorem guarantees that there is a conserved current as-
sociated with this symmetry [52]. We call this current
the particle-number current and we use its flux to study
the phenomenon of superradiant scattering [9]. We say
that there is superradiant amplification if the absolute
value of the flux of the reflected particle-number current
is larger than that of the incident one.
III. KLEIN SETUP
In 1929, using the Dirac equation, Klein showed that
an electron beam propagating in a region with a suffi-
ciently large potential barrier can be transmitted without
the exponential damping expected from non-relativistic
quantum mechanics [53]. This phenomenon was dubbed
Klein paradox by Sauter [54] and it can be explained
by pair production at the potential barrier using quan-
tum field theory [4, 8, 55]. It is possible to show that
for sufficiently large potential barriers there is a produc-
tion of scalar and Dirac pairs, explaining the existence
of transmitted modes instead of the exponential damp-
ing [4, 37]. Also, it is known that superradiance occurs
due to pair production; the absence of superradiant scat-
tering for Dirac field can then be attributed to Pauli’s
exclusion principle [4, 8, 37]. The behavior is fundamen-
tally the same when the fields are scattering on a (possi-
bly charged) Kerr background [56, 57].
Consider a two dimensional problem, depending on
time and on the z−direction, on a four dimensional flat
spacetime described by the line element ds2 = dt2−dx2−
dy2 − dz2 and by an electromagnetic potential
Aµ = (Φ(z), 0, 0, 0) , (8)
with the asymptotic behaviour
Φ(z) =
{
0, for z → −∞
Φ0 > 0, for z → +∞ . (9)
We wish to see what happens to incident quasi-
monochromatic charged waves coming from z → −∞
and scattering off this potential barrier. To interpret the
waves as incident, reflected and transmitted, we use their
group velocity.
A. Scattering of scalar fields
Let us start by considering the scalar theory minimally
coupled to an electromagnetic field,
Sscalar =
∫
dx4
[
Dµφ(D
µφ)∗ − µ2|φ|2] , (10)
with µ the mass of the field and with
Dµ = ∂µ + iqAµ ,
where q > 0 is the electric charge of the field. From this
action, one gets the equation of motion
(DµDµ + µ
2)φ = 0 . (11)
Using the ansatz φω(t, z) = e
−iωtϕω(z), we find
[∂2z + (ω − qΦ)2 − µ2]ϕω = 0 . (12)
This equation admits the asymptotic solution
ϕω(z → −∞) = I eikz +Re−ikz , (13)
with
k = 
√
ω2 − µ2 ,  = sign(ω + µ) . (14)
We focus exclusively on propagating modes, thus ω2 >
µ2. The sign  was chosen in such a way that makes the
wave e−i(ωt−kz) have group velocity
vg =
(
dk
dω
)−1
= 
√
ω2 − µ2
ω
> 0 .
6Then, the I and R quantities are the complex-valued am-
plitudes of the incident and reflected waves, respectively.
The other asymptotic solution is
ϕω(z → +∞) = T eisz , (15)
with
s = ˜
√
(ω − qΦ0)2 − µ2 , ˜ = sign(ω − qΦ0 + µ) .
(16)
Here, the sign ˜ was chosen so as to make the wave
e−i(ωt−sz) have group velocity
vg =
(
ds
dω
)−1
= ˜
√
(ω − qΦ0)2 − µ2
ω − qΦ0 > 0 ,
for propagating transmitted modes (i.e., for s ∈ R).
Furthermore, in the case of non-propagating penetrating
modes (i.e., s /∈ R), the chosen sign ˜ implies
Im(s) = ˜
√
µ2 − (ω − qΦ0)2 > 0 ,
making the stationary wave e−i(ωt−sz) = e−iωte−sz at-
tenuated along z, and well-behaved at z → +∞. Then,
the quantity T is the complex-valued amplitude of the
transmitted (penetrating) solution. Both (R/I) and
(T/I) are functions of ω, with the functional form de-
pending on the shape of the potential barrier.
Using the z-component of the particle-number current
associated with the scalar field φ,
jz = − i
2
(φ∗∂zφ− φ∂zφ∗) , (17)
we can show ∣∣∣∣jrzjiz
∣∣∣∣ = 1− Re(s)k
∣∣∣∣TI
∣∣∣∣2 , (18)
where jiz and j
r
z are the incident and reflected z-currents,
respectively.
By definition, superradiance occurs when |jrz | > |jiz|,
and is possible only if qΦ0 > 2µ. The superradiant modes
are
µ < ω < qΦ0 − µ . (19)
These modes are in agreement with the ones obtained in
Ref. [4].
B. Scattering of Dirac fields
Focus now on the theory of fermions,
SDirac =
∫
dx4(iΨ¯γµDµΨ− µΨ¯Ψ) , (20)
with Ψ¯ the Dirac conjugate of the spinor Ψ. From this
action, it follows the equation of motion
iγµDµΨ− µΨ = 0 . (21)
With the ansatz Ψω(t, z) = e
−iωtχω(z), where χω(z) is a
4-spinor, we find
[iγ3∂z + (ω − qΦ)γ0 − µ1]χω = 0 . (22)
One of the asymptotic solutions of this equation is
χω (z → −∞)
=
[
I+
(
u+
k
ω+µu+
)
+ I−
(
u−
− kω+µu−
)]
eikz
+
[
R+
(
u+
− kω+µu+
)
+R−
(
u−
k
ω+µu−
)]
e−ikz ,(23)
with k satisfying Eq. (14). The u+ and u− denote
the normalized eigenvectors of Pauli’s matrix σ3 (i.e.,
σ3u± = ±u±). As in the scalar field case, we are con-
sidering modes with ω2 > µ2. The I+ and I− are the
complex-valued amplitudes of the incident wave, and R+
and R− the ones of the reflected wave.
The remaining asymptotic solution is
χω(z → +∞)
=
[
T+
(
u+
s
ω−qΦ0+µu+
)
+ T−
(
u−
− sω−qΦ0+µu−
)]
e−isz ,
(24)
with s satisfying Eq. (16). The T+ and T− are the
complex-valued amplitudes of the transmitted solution.
Both (R+/I+), (R−/I−), (T+/I+) and (T−/I−) are func-
tions of ω. Using the z-component of the particle-number
current associated with the Dirac field Ψ,
jz =
1
2
Ψ¯γ3Ψ , (25)
one can show∣∣∣∣ (jr)z(ji)z
∣∣∣∣ = 1− ω + µk Re(s)ω − qΦ0 + µ |T+|
2 + |T−|2
|I+|2 + |I−|2 , (26)
where (ji)z and (jr)z are the incident and reflected z-
currents, respectively. Thus, (jr)z ≤ (ji)z: there are no
superradiant modes of the Dirac field. This is in agree-
ment with the results of Refs. [4, 5].
C. Scattering of non-linear Dirac fields
For the reasons explained in the Introduction, we want
to consider the scattering of a fermion condensate. We
use the usual Dirac free field action with an additional
interaction term involving (Ψ¯Ψ)2. This theory is some-
times referred to as the Soler model [58]. The extra term
is such that the U(1) symmetry of Ψ is preserved, giving
rise to a Noether’s conserved current. The z-component
of this current can be shown to be equal to the one of the
free Dirac field. So, let us consider the non-linear Dirac
field theory
S =
∫
dx4
(
i Ψ¯γµDµΨ− µΨ¯Ψ + λ
2
(Ψ¯Ψ)2
)
, (27)
7with
λ(z) = λ˜ q2AµA
µ =
{
0 , z → −∞
λ0 = λ˜ q
2Φ20 > 0 , z → +∞
,
(28)
where λ˜ > 0 is a real constant. Such coupling is moti-
vated by the need to have linear equations of motion at
z → −∞, in order to have a clear and well defined notion
of “incident” and “reflected” wave.
This action yields the field equation
iγµDµΨ− µΨ + λ(Ψ¯Ψ)Ψ = 0 , (29)
Using Ψω(t, z) = Ne
−iωtχω(z), we obtain the time-
independent field equation[
iγ3∂z + (ω − qΦ)γ0 −
(
µ− λχ¯ωχω
)
1
]
χω = 0 . (30)
Since the non-linear coupling vanishes at z → −∞, one
asymptotic solution in this region is
χω (z → −∞)
= I+
(
u+
k
ω+µu+
)
eikz +R+
(
u+
− kω+µu+
)
e−ikz,(31)
with k satisfying Eq. (14). Moreover, using the last sec-
tion (i.e. λ0 = 0) as an inspiration, let us look for solu-
tions with asymptotic behavior
χω(z → +∞) = T+
(
u+
ηω u+
)
eisz , (32)
with ηω ∈ R. Equation (30) yields the conditions
s =
1
ηω
[
ω − qΦ0 − µ+ λ0 |T+|2(1− η2ω)
]
, (33)
η2ω =
qΦ0 − ω − µ
2λ0|T+|2
±
√(
qΦ0 − ω − µ
2λ0|T+|2 − 1
)2
− 2µ
λ0|T+|2 . (34)
Since we are looking for solutions with real ηω, we focus
on modes such that
µ < ω < qΦ0 − µ− 2λ0|T+|2 −
√
8µλ0|T+|2 . (35)
Using the z-component of the particle-number current,
jz =
1
2
Ψ¯γ3Ψ , (36)
one can show that∣∣∣∣ (jr)z(ji)z
∣∣∣∣ = 1− ηω (ω + µk
) |T+|2
|I+|2 . (37)
It is easy to see that superradiant solutions must have
ηω < 0. We have two possible choices for a negative ηω
in (34).
Assuming that the notion of group velocity is preserved
in the non-linear case (at least for a very small λ0), we
need to make sure that the solutions satisfy the correct
boundary conditions (i.e., the asymptotic solution (32)
must correspond to a transmitted wave). First, let us
consider the η−ω < 0 satisfying
(η−ω )
2 =
qΦ0 − ω − µ
2λ0|T+|2 −
√(
qΦ0 − ω − µ
2λ0|T+|2 − 1
)2
− 2µ
λ0|T+|2 .
Interestingly, one can show that this solution also exists
for λ0 = 0 (i.e. the limit λ0 → 0 is finite). Moreover, the
wave e−i(ωt−s
−z) has group velocity
v−g =
(
ds−
dω
)−1
= −
(
dη−ω
dω
)−1
(η−ω )
2
sη−ω + λ0|T+|2[1 + (η−ω )2]
.
By doing a numerical analysis, one can conclude that
v−g < 0. This asymptotic solution does not satisfy the
correct boundary conditions, since its group velocity is
not compatible with a transmitted wave. Then, we ex-
clude this solution. On the other hand, the solution
η+ω < 0 satisfying
(η+ω )
2 =
qΦ0 − ω − µ
2λ0|T+|2 +
√(
qΦ0 − ω − µ
2λ0|T+|2 − 1
)2
− 2µ
λ0|T+|2 .
exists only for λ0 > 0, and the wave e
−i(ωt−s+z) has group
velocity
v+g =
(
ds+
dω
)−1
= −
(
dη+ω
dω
)−1
(η+ω )
2
sη+ω + λ0|T+|2[1 + (η+ω )2]
.
A numerical inspection allows us to conclude that v+g > 0
for modes ω in a subset of (35). These modes satisfy the
appropriate boundary conditions, and such a solution is
interpreted as a transmitted wave. Then, this non-linear
fermionic theory admits solutions describing superradi-
ant scattering on this setup. It can be shown that the
mass plays a key role in the existence of these solutions.
Notice that despite the fact that superradiant scattering
is not possible in the λ0 = 0 case, one can attain total
reflection if the fermions are massive.
Additionally, we solved numerically Eq. (30) with
boundary condition (32), for modes ω such that v+g > 0.
Our results indicate that superradiance is indeed present.
Thus, the numerical results are consistent with the ana-
lytical ones: both indicate the presence of superradiance
in this setup.
One may notice that the coupling that we considered
breaks the gauge invariance of the theory, since the term
AµA
µ is not invariant under gauge transformations. This
fact, however, is not relevant for our discussion, since we
are not concerned about the generality or physical valid-
ity of this theory. It is interesting that the theory can be
made gauge invariant if the number of spatial dimensions
is larger than 1 (in particular, in the physically relevant
case of 3 spatial dimensions). This has to do with the
8fact that, in these setups, one can show that Ψ¯Ψ van-
ishes naturally at infinity (to conserve the flux of the
Noether’s current), and, thus, the coupling with AµA
µ
is not necessary. Remember that the reason to consider
this kind of coupling was to make Eq. (29) linear at infin-
ity. We expect our results to be extended easily to these
physically relevant setups.
IV. SUPERRADIANCE IN BLACK HOLE
BACKGROUNDS
It is well known that static, charged BHs are described
by the so-called Reissner-Nordstro¨m (RN) geometry. In
spherical coordinates, the RN geometry is represented by
the squared line element
ds2 = f dt2 − f−1 dr2 − r2( dθ2 + sin2 θ dϕ2) . (38)
Here,
f(r) = 1− 2M
r
+
Q2
r2
, (39)
where M and Q are the mass and electric charge of the
BH, respectively. In these coordinates, there is an event
horizon at
r = r+ = M +
√
M2 −Q2 . (40)
The charge Q sources a spherically symmetric field
Aµ =
(
Φ(r),~0
)
with Φ(r) =
Q
r
. (41)
As in the case of the Klein paradox, we use the test field
approximation, ignoring the back-reaction on the geom-
etry of spacetime. Although we use charged fields, we
also ignore the electromagnetic field produced by them.
These approximations are justified by the fact that these
effects are of second order on the charged fields and
for sufficiently weak (small amplitude) fields, can be ne-
glected. Moreover, in astrophysical relevant setups, the
electromagnetic field produced by such charged fields
have negligible effect on the geometry [59].
A. Scattering of scalar fields
Consider the scalar field theory
Sscalar =
∫
dx4
√−g [ gµνDνφ(Dµφ)∗ − µ2|φ|2] , (42)
with
Dµ = ∇µ + iqAµ ,
and all the other quantities defined as in the Klein setup
case. From this action, we obtain the equation of motion
DµD
µφ+ µ2φ = 0 . (43)
Using the ansatz
φω(t, r, θ, ϕ) =
∑
l,m
e−iωt Y ml (θ, ϕ)
ψω(r)
r
, (44)
we obtain
f2
d2
dr2
ψω + ff
′ d
dr
ψω +
[
(ω − qΦ)2 − V
]
ψω = 0 ,(45)
V = f
(
l(l + 1)
r2
+
f ′
r
+ µ2
)
. (46)
It is possible to show that this equation admits the
asymptotic solution
ψω(r → +∞) = I e−ikr +Re+ikr , (47)
with k satisfying Eq. (14). The transmitted wave can be
written as
ψω(r → r+) =T exp
[− is r2+
r+ − r− log(r − r+)
]
, (48)
where
s = ω − qΦ+ , (49)
with Φ+ = Φ(r+). The sign of s is such that the wave
e−i(ωt−sr∗) has group velocity
vg =
(
ds
dω
)−1
= 1 > 0 ,
where we used the so-called tortoise coordinate
r∗ =
r2+
r+ − r− log(r − r+) .
Then, the wave e−i(ωt+sr∗) has negative vg (i.e. moves
towards the event horizon), which means that s has the
correct sign for Eq.(48) to be interpreted as a transmitted
wave. The quantities (R/I) and (T/I) appearing in the
above solutions are complex functions of l, m and ω (see
Eq. (44)) but, for the sake of simplicity, we omit this
dependence in our notation.
Using the particle-number current
jµ = − i
2
[φ∗Dµφ− φ (Dµφ)∗] , (50)
and its flux F over a spherical surface of radius r (denoted
by Sr) with r → +∞,
F = lim
r→+∞
∫
Sr
dΩ r2jr , (51)
one can show ∣∣∣∣FrF i
∣∣∣∣ = 1− sk
∑
l,m |T |2∑
l,m |I|2
, (52)
where F i and Fr are the fluxes of the incident and re-
flected currents, respectively. By definition, there is su-
perradiant scattering when |Fr| > |F i|. Thus, the scalar
field has the superradiant modes
µ < ω < qΦ+ . (53)
These modes are equal to the ones obtained in Refs. [8,
25].
9B. Scattering of Dirac fields
Here, we consider the curved spacetime Dirac theory
SDirac =
∫
dx4
√−g [ i Ψ¯GµD˜µΨ− µΨ¯Ψ ] , (54)
with µ the mass of the Dirac field, Gµ the Dirac matrices
in curved spacetime and D˜µ = ∂µ + iqAµ − Γµ, where
q > 0 is the electric charge of the field and Γµ is the
so-called spin connection. We use the following tetrad,
e ta =
(
1√
f
, 0, 0, 0
)
,
e ra =
(
0,
√
f sin θ cosϕ,
√
f sin θ sinϕ,
√
f cos θ
)
,
e θa =
(
0,
1
r
cos θ cosϕ,
1
r
cos θ sinϕ, − sin θ
r
)
,
e ϕa =
(
0, −1
r
sinϕ
sin θ
,
1
r
cosϕ
sin θ
, 0
)
.
(55)
As shown in Ref. [60], with such tetrad the field equation
reads
γ0
(
i
S(r)
∂
∂t
− q
S(r)
Φ(r)
)
Ψ +
(
iγθ
∂
∂θ
+ iγϕ
∂
∂ϕ
− µ
)
Ψ
+γr
(
iS(r)
∂
∂r
+
i
r
(S(r)− 1) + i
2
S′(r)
)
Ψ = 0 , (56)
where
S(r) =
√
f(r) , (57)
and S′(r) is the radial derivative of S. The matrix func-
tions γr, γθ and γϕ appearing in the above equation are
defined by
γr = γ1 sin θ cosϕ+ γ2 sin θ sinϕ+ γ3 cos θ ,
γθ =
1
r
(
γ1 cos θ cosϕ+ γ2 cos θ sinϕ− γ3 sin θ) ,
γϕ =
1
r sin θ
(−γ1 sinϕ+ γ2 cosϕ) .
(58)
Let us consider the following ansatz for the Dirac
spinor:
Ψ±j k ω(t, r, θ, ϕ) = e
−iωtS
−1/2
r
×
(
χkj∓1/2(θ, ϕ) Υ
±
j k ω 1(r)
i χkj±1/2(θ, ϕ) Υ
±
j k ω 2(r)
)
, (59)
with the two-spinors Υ±j k ω. Here, the χ
k
j−1/2 and χ
k
j+1/2
are the so-called spinor spherical harmonics (j and k are
half-integers satisfying j ≥ |k|) [61].
Using the ansatz above, after a little algebra we obtain
the matrix equations
S
d
dr
Υ±j k ω =
[
ω − qΦ
S
(
0 −1
1 0
)
± 2j + 1
2r
(
1 0
0 −1
)
− µ
(
0 1
1 0
)]
Υ±j k ω . (60)
These equations are in accordance with those obtained
in Ref. [62]. Their asymptotic solutions are
Υ±j k ω(r → +∞)
= I±e−ikr
 1
i
√
ω − µ
ω + µ
+R±eikr
 1−i√ω − µ
ω + µ
 ,
with k satisfying Eq. (14), and
Υ±j k ω(r → r+) = T±e−isr∗
(
1
i
)
, (61)
with s satisfying Eq. (49). Both (R+/I+), (R−/I−),
(T+/I+) and (T−/I−) are complex-valued functions of
j, k and ω.
A solution Ψω of the Dirac equation can always be
expressed in the form
Ψω =
∑
j, k
(
Ψ+j k ω + Ψ
−
j k ω
)
. (62)
This is because, by the definition of spinor spherical har-
monics, with an expression of the form (62) one can con-
struct every combination of spherical harmonics in each
one of the four components of the spinor.
Using the particle-number current
Jµ =
1
2
Ψ¯GµΨ , (63)
one can show∣∣∣∣FrF i
∣∣∣∣ = 1−√ω + µω − µ |T+|2 + |T−|2|I+|2 + |I−|2 . (64)
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Since |Fr| ≤ |F i|, the Dirac field does not have any su-
perradiant mode on this background. This result was
known as a limit of the more general Kerr-Newman ge-
ometry [21].
C. Scattering of non-linear Dirac fields
Now we would like to show that the non-linear inter-
actions considered in the Klein setup do not allow Dirac
fields around BHs to be superradiantly amplified. This
is in contrast with what we obtained on flat spacetime,
where amplification was allowed. Consider again the non-
linear Dirac theory [58],
S =
∫
dx4
√−g
(
i Ψ¯GµD˜µΨ− µΨ¯Ψ + λ
2
(Ψ¯Ψ)2
)
,
with the coupling
λ(r) = λ˜ q2AµA
µ = λ˜ q2
Q2
r2
> 0 , (65)
where λ˜ > 0 is a real constant. In the same tetrad of the
last section, the field equation associated with this action
is
γ0
(
i
S(r)
∂
∂t
− q
S(r)
Φ(r)
)
Ψ
+γr
(
iS(r)
∂
∂r
+
i
r
(S(r)− 1) + i
2
S′(r)
)
Ψ
+
(
iγθ
∂
∂θ
+ iγϕ
∂
∂ϕ
− µ+ λΨ¯Ψ
)
Ψ = 0 . (66)
Let us consider the particular ansatz
Ψω(t, r, θ, ϕ) = Ne
−iωtS
−1/2
r
(
χkj−1/2(θ, ϕ) F (r)
i χkj+1/2(θ, ϕ) G(r)
)
,
with j = k = + 12 . Using this ansatz, after a little algebra
one gets
−SF ′ + F
r
=
(
ω − qΦ
S
+ µ− λ
4pir2S
|N2| (|F |2 − |G|2))G ,(67)
SG′ +
G
r
=
(
ω − qΦ
S
− µ+ λ
4pir2S
|N2| (|F |2 − |G|2))F ,(68)
where ′ means derivative with respect to r. These equa-
tions admit solutions with the asymptotics(
F
G
)
(r → +∞)
= I+e−ikr
 1
i
√
ω − µ
ω + µ
+R+eikr
 1−i√ω − µ
ω + µ
 ,
where k satisfies Eq. (14). Building on the previous sec-
tion, let us search for solutions with the asymptotics(
F
G
)
(r → r+) = T+
(
1
i ηω
)
e−isr∗ , (69)
with r∗ defined as in that section and ηω ∈ R. After some
algebra, Eqs. (67)-(68) give us the conditions
s =
1
ηω
[
ω − qΦ+ + λ+|T+|2(1− η2ω)
]
, (70)
s2 = (ω − qΦ+)2 − λ2+ |T+|4(1− η2ω)2 , (71)
with λ+ defined by
λ+ =
λ(r+)
4pir2+
.
The above two equalities imply that
(1− η2ω)
[
(ω − qΦ+)2 + 2(ω − qΦ+)λ+|T+|2
+
(
1− η4ω
)
λ2+|T+|4
]
= 0 .
(72)
There are four possible choices for ηω:
ηω = ±1 , (73)
ηω = ±
(
1 +
qΦ+ − ω
λ2+|T+|4
(
1− 2λ+|T+|2
))1/4
, (74)
where in the last expression the modes ω must be such
that the expression is real. Using the particle-number
current
Jµ =
1
2
Ψ¯GµΨ , (75)
one gets ∣∣∣∣FrF i
∣∣∣∣ = 1− ηω√ω + µω − µ |T+|2|I+|2 . (76)
We see that superradiant solutions must have negative
ηω. Thus, we have two possible choices for ηω. Moreover,
the solutions must satisfy the correct boundary condi-
tions (i.e. ηω must be such that (69) corresponds to a
transmitted wave).
Let us start with the solution η−ω = −1. Notice that
this solution also exists for λ+ = 0. Furthermore, the
wave e−i(ωt−s
−r∗) has group velocity
v−g =
(
ds−
dω
)−1
= −1 .
Then, the wave e−i(ωt+s
−r∗) has positive vg (i.e., travels
away from the BH), and the solution does not satisfy
the correct boundary conditions (it is not a transmitted
wave). So, we exclude this solution. The other solution
η+ω = −
(
1 +
qΦ+ − ω
λ2+|T+|4
(
1− 2λ+|T+|2
))1/4
,
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exists only for λ+ > 0. Moreover, the wave e
−i(ωt−s+r∗)
has group velocity
v+g =
(
ds+
dω
)−1
= −
(
dη+ω
dω
)−1
(η+ω )
2
sη+ω + λ+|T+|2[1 + (η+ω )2]
.
Again, we conclude that v+g is negative for all modes ω.
Then, the wave e−i(ωt+s
+r∗) has positive group velocity.
So, this solution does not satisfy the correct boundary
conditions, and it is also excluded. We conclude that,
in this setup, there is no amplified solution satisfying
the correct boundary conditions. Then, although this
non-linear fermionic theory admits superradiant scatter-
ing solutions in flat spacetime, it does not admit them in
BH spacetimes. The reason for this is that, in these kind
of backgrounds, the mass term of the scattering fields
vanishes at the horizon. And, as we stated in the Klein
setup treatment, it is the mass term which makes possible
the existence of superradiant scattering solutions.
Interestingly, the fact that the mass term vanishes at
the horizon favours superradiant scattering of bosonic
(scalar) fields. Notice that while in the Klein setup
the necessary condition for the existence of superradi-
ant scattering modes is qV0 > 2µ; on RN this condition
is qV+ > µ.
We should remark that finding a non-linear Dirac
theory with solutions describing superradiant scattering
does not seem to be a trivial task. Besides the non-linear
theory (65) provided above, we analyzed the theories
S =
∫
dx4
√−g
(
i Ψ¯GµD˜µΨ + iλ(Ψ¯Ψ)Ψ¯GµD˜µΨ
)
,
S =
∫
dx4
√−g
(
i Ψ¯GµD˜µΨ− λ
2
(Ψ¯GµD˜µΨ)Ψ¯GµD˜µΨ
)
,
with λ as in (65), finding no superradiant solutions (nei-
ther on RN spacetime nor on Klein setup).
V. SUPERRADIANT AMPLIFICATION OF
WAVEPACKETS
Up to now, we used a standard Fourier-transform ap-
proach to study the scattering of monochromatic (de-
localized) solutions. More realistic solutions, describ-
ing compact initial data, should instead focus on time-
domain analysis. We now turn to this problem; to con-
struct a pulse-type solution as initial condition, we use
a packet of monochromatic waves. Our purpose is two-
fold: we want to show that the amplification factors ob-
tained using this approach are consistent with the ones
obtained with monochromatic waves. In addition, we will
show that amplification occurs even when no horizon is
present, contrary to what some studies (in Fourier-space)
suggest. Our conclusions agree, of course, with the ex-
pectation that a spacetime region which is causally dis-
connected from some phenomenon can have no bearing
in its evolution. Ergoregions are the sole responsible for
superradiance. The absence of horizons merely disguises
superradiant amplification, by triggering an ergoregion
instability. We show how both effects are compatible
and seen simultaneously.
A. Fourier-domain calculations
Consider again the scattering of a (for simplicity, mass-
less) scalar field on the Klein setup. This problem admits
the monochromatic solutions
φω(t, z) = e
−iωtϕω(z) , (77)
where ϕω satisfies Eq. (12) and has the asymptotics given
by Eqs. (13) and (15) (here, with µ = 0). Thus, the wave
packet solution has the form
φ(t, z) =
∫
dω e−iωtϕω(z) . (78)
To proceed with an analytic study of this problem, we
focus on the simplest of the potential barriers: a step
potential
qΦ(z) = qΦ0H(z) , (79)
with H(z) the Heaviside step function. With this bar-
rier, it is trivial to show (using continuity of ϕω(z) and
its first derivative at z = 0) that the amplitudes of the
monochromatic waves satisfy
R
I
=
qΦ0
2ω − qΦ0 ,
T
I
=
2ω
2ω − qΦ0 . (80)
Moreover, since Eq. (12) is linear, one has the freedom
to fix I as a function of ω.
Using Eq. (18) one obtains the amplification factor
Z =
∣∣∣∣jrzjiz
∣∣∣∣ = ( qΦ02ω − qΦ0
)2
. (81)
As it is seen in the above expression, the amplification
factor diverges for ω = qΦ0/2. This happens because the
system has one (real) normal mode with ω = qΦ0/2. The
form of this amplification factor is shown in Fig. 1.
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FIG. 1. Amplification factor for a monochromatic scalar wave
of frequency ω scattered off a step potential (79).
Suppose, instead, one wants to understand how a wave
packet is scattered. To be concrete, consider a Gaussian
distribution in frequencies centered at ω0, with standard
deviation σω, and such that at instant t = 0 it is a pulse
centered at z0  0. To construct this solution we use the
freedom to fix I(ω). One can show that
I(ω) = e
− (ω−ω0)2
2σ2ω eiωz0 , (82)
describes such a pulse. Thus,
ϕω(z < 0) = I(ω)
(
eikz +
qΦ0
2ω − qΦ0 e
−ikz
)
,
ϕω(z > 0) = I(ω)
(
2ω
2ω − qΦ0
)
eikz ,
(83)
where we used (80).
Using Eq. (78) we evolved in time the initial profile, for
qΦ0 = 10, ω0 = 2, σω = 0.1 and z0 = −100. Our results
are summarized in Fig. 2, which shows two snapshots
of the field φ at t = 0 (before scattering) and t = 160
(after scattering), respectively. An important question
concerns the total amplification of such a pulse for finite
width σω. Is it smaller or larger than that of a corre-
sponding monochromatic pulse? To study the presence
of superradiant amplification we only need to integrate
the flux of the z-component of the particle-number cur-
rent (17) from t = −∞ to t = +∞ at some z˜ < 0. So,∫ +∞
−∞
dt jz(t, z˜) =
∫ +∞
−∞
dt Im (φ∗∂zφ)
= Im
(∫
dω dω˜ ϕ∗ω˜∂zϕω
∫ +∞
−∞
dt e−i(ω−ω˜)t
)
= 2pi
∫
dω ω|I|2
(
1−
∣∣∣∣RI
∣∣∣∣2
)
. (84)
This last integral gives the number of incident parti-
cles minus the number of reflected particles. If there
is superradiant amplification, the above integral must be
negative, but the converse is not true. This is because
the number of incident anti-particles (ω < 0) is repre-
sented by a negative number of incident particles. In
other words, the scattering of anti-particles on this bar-
rier (which is always superradiant-less if the incident anti-
particles come from left) gives always negative values for
the integral (84).
Finally, to determine the number of incident parti-
cles, we can integrate the particle-number density (t-
component of the Noether’s 4-current) from z = −∞
to z = +∞ at t = 0. One finds,∫ +∞
−∞
dz [−jt(0, z)] =
∫ 0
−∞
dz Im (φ∗∂tφ) , (85)
where we made use of the fact that φ(0, z > 0) ∼ 0. This
integral can be shown to satisfy the equality∫ 0
−∞
dz Im (φ∗∂tφ) = 2pi
∫
dω ω|I|2 . (86)
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FIG. 3. Amplification factor for a Gaussian wavepacket de-
scribed by (82) as function of σω, for a coupling qΦ0 = 10 and
ω0 = 2. For this scattering problem, monochromatic waves of
frequency ω = 2 have Z ' 2.778.
To evaluate the amplification factor of the scatter-
ing process, we need to evaluate the absolute value of
the number of reflected particles divided by the absolute
value of the number of incident particles:
Z =
∣∣∣∣∣
∫ +∞
−∞ dz [−jt(0, z)]−
∫ +∞
−∞ dt jz(t, z˜)∫ +∞
−∞ dz [−jt(0, z)]
∣∣∣∣∣ =
∣∣∣∣∫ dω ω|R|2∫ dω ω|I|2
∣∣∣∣ .
(87)
Our results are summarized in Fig. 3, which refers to
ω0 = 2, qΦ0 = 10, and shows the amplification factor
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FIG. 2. Wave packet solution at t = 0, 160 (left and right panel, respectively) for a Gaussian wavepacket scattered off a
step-potential (79), characterized by qΦ0 = 10. The initial data corresponds to a Gaussian centered at ω0 = 2, with σω = 0.1,
z0 = −100. At t = 160 the initial pulse scattered off the barrier, a fraction was reflected and parts penetrated the barrier. It is
apparent that the process is superradiant: the right-moving pulse at t = 0 was converted into a higher-amplitude, left-moving
pulse at t=160. As a reference, for a perfectly monochromatic pulse with frequency ω = 2 incident on such a potential barrier,
the amplification factor is Z ' 2.778.
Z for different width σω. When the pulse is nearly
monochromatic, i.e. at very small σω, the amplifica-
tion asymptotes to the monochromatic-wave result (Z =
2.778 at ω = 2, for those parameters). At larger width
σω, the amplification turns out to be slightly larger,
since the pulse now contains larger frequencies than
ω = 0.2 qΦ0, which are more prone to higher amplifi-
cation in this particular potential barrier (cf. Fig. 1).
B. Time-domain analysis
To complement our study of this type of scattering
setups we have also performed numerical time evolutions
of Eqs. (11),(43). We used as initial conditions,
φ(0, z) = φ0(z) = exp
[
− (z − z0)
2
2σ2z
]
eiω0z , (88)
and
∂tφ(0, z) + ∂zφ0(z) = 0 . (89)
The second initial condition is known as the advection
equation and describes an initial pulse moving towards
the potential barrier. We impose Sommerfeld outgoing
conditions at the boundaries. For these numerical stud-
ies, we used two scattering setups: a charged scalar on a
RN BH background and a Klein setup with potential
qΦ(z) =
qΦ0
e−z/L + 1
, (90)
where L (2pi)/ω0.
TABLE I. Amplification factors for the Klein and BH setup,
for different width σz. For the Klein setup we used a coupling
qΦ0 = 10, L = 0.001 and ω0 = 2. Notice that, for this
scattering problem, monochromatic waves of frequency ω = 2
have Z ' 2.778. For the BH setup, M = 1, Q = 0.2, qQ = 20
and ω0 = 2. For this scattering problem, monochromatic
waves of frequency ω = 2 have Z ' 1.955.
Klein Black Hole
σz Z σz Z
2.2 2.916 1.0 2.032
3.5 2.810 2.0 1.953
3.9 2.801 3.0 1.954
5.0 2.782 4.0 1.955
Our results are summarized in Figs. 4 - 5 and in Ta-
ble I. Both the amplification factors and time evolution
are consistent with those of the previous section. In Ta-
ble I we show some of the amplification factors obtained
numerically for different values of σz, respectively for the
near step barrier and RN BH. As expected, when σz in-
creases (the wave is more delocalized) the amplification
factor of the pulse goes over to the value of the monochro-
matic waves.
VI. SUPERRADIANCE AND ERGOREGION
INSTABILITIES IN HORIZONLESS
SPACETIMES
A. Horizons have nothing to do with superradiance
As we already discussed, boundary conditions are im-
portant ingredients in any evolution problem; however,
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FIG. 4. Amplification factor for a monochromatic scalar wave scattering on the potential (90) (left, L = 0.001) and on a RN
BH (right, BH mass and charge are M = 1, Q = 0.2, respectively).
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FIG. 5. Wave packet solution at t = 0, 40, for the left and right panel respectively. The initial data is given by Eqs. (88)-(89)
with ω0 = 2, σz = 2.24 and z0 = −20. The potential has the form (90) with qΦ0 = 10 and L = 0.001. The figure on the left
shows the form of the incident pulse before the scattering on the barrier. At t = 40 the initial pulse scattered off the barrier, a
fraction was reflected and a part penetrated inwards.
when dealing with spacetimes with horizons, the bound-
ary condition at the horizon should be irrelevant: since
waves take an infinite (coordinate) time to reach the
horizon, it has no causal contact with the region where
“dynamics is happening.” Thus, boundary conditions
should be irrelevant. This seemingly harmless state-
ment is at odds with recent results on the scattering of
monochromatic waves, for which it is claimed that it is
the boundary conditions on the fields that dictates super-
radiance [30]. It is thus generally believed (erroneously)
that replacing an horizon by a hard surface would lead
to no superradiance in BH geometries. In the following
we show that pulses can be superradiantly amplified, in-
dependently of the boundary conditions imposed on the
system.
We will focus on the simpler potential barrier Klein
problem, but our results generalize to BH spacetimes in
an obvious way. Consider the Klein setup with the po-
tential (90), but this time with a mirror at zm  L. This
is implemented by imposing a Dirichlet boundary condi-
tion at zm, i.e. φ(t, zm) = 0. We evolved Eq. (11) with
initial conditions described by Eqs. (88)-(89), the results
are shown in Fig. 6.
Our results show that for zm  σz, the incident pulse
is amplified exactly in the same way as when the mirror
was absent (compare Figs. 5 and 6). Thus, wavepackets
are amplified regardless of the mirror or of the existence
of an horizon in the spacetime. This can be understood
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FIG. 6. Wave packet solution at t = 0, 30, 115, 155, for the left and right panel respectively. The initial data is given by
Eqs. (88)-(89) with ω0 = 2, σω = 2.24 and z0 = −20. The potential has the form (90) with qΦ0 = 10 and L = 0.001. There is
now a mirror (implemented with a Dirichlet boundary condition) at z = 20. This figure shows the form of the incident pulse
before the scattering on the barrier. At t = 30 the initial pulse scattered off the barrier, a fraction was reflected and a part
penetrated inwards (just like in Fig. 5). At latter times it is possible to see an analogue ergoregion instability (due to the
successive superradiant amplification of the pulse confined in 0 < z < 20). This instability is characterized by the emission of
echoes of increasing amplitude.
by locality arguments, since when the pulse is scattered
it has not yet “felt” the mirror.
In the absence of a mirror (or, in BH spacetimes, in
the presence of horizons) the initial pulse scatters off the
barrier and gives rise to (i) a (superradiantly) amplified
signal and (ii) a transmitted signal which travels down
the barrier (into the horizon). When surfaces are present,
however, the transmitted pulse is eventually forced to re-
turn where it leads to a “echoe” pulse and another trans-
mitted signal. Because the signal within the barrier has
“negative-energy”, each interaction leads to a growth of
this pulse and therefore to “echoes” increasing in am-
plitude [19, 34, 35]. Thus, the absence of horizons is
also deeply connected to superradiant instabilities. The
increase in amplitude of successive echoes is also trans-
lated into the existence of unstable quasi-normal modes
(QNMs) of the system. We have computed the QNMs of
these systems and found good agreement with the results
from time evolutions.
As we stressed, the results for BH spacetimes are qual-
itatively the same once a reflecting surface is placed out-
side but close to the horizon. This implies that the neces-
sary condition for superradiant amplification of localized
pulses is the same as for energy extraction by means of
the Penrose process – the existence of an ergoregion (or,
more generally, a region of negative energy). In other
words, horizons are not necessary. Furthermore, this kind
of setups also leads to superradiant instabilities (with the
production of echoes of increasing amplitude in time).
There is in fact a generic proof of this fact: asymptot-
ically flat, horizonless geometries with ergoregions are
unstable [34, 35]. This result is in complete agreement
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with our findings and we see that these instabilities are
due to superradiant amplification of fields confined in the
ergoregions.
How, then, are our results compatible with previous in-
vestigations [30] in the frequency domain? Imagine that
we apply the procedure of Section V A to the same step
potential, but with a reflecting mirror at some z˜  0
(e.g., imposing Dirichlet or Neumann boundary condi-
tions at z˜). In this case, it is easy to see that |R| = |I|.
Furthermore, since Eq. (87) also holds for this setup,
it implies Z = 1. One can misinterpret this result, by
concluding that no superradiant amplification occurs in
these setups, and that the number of reflected particles
at infinity is exactly the same as the number of parti-
cles that was sent initially. It turns out that this is not
the correct interpretation of the result. What it indi-
cates is that only stable solutions φ(t, z) can be written
in the form (78), these having Z = 1. As we have just
seen in the time evolutions, instabilities are triggered in
the absence of horizons, leading to non-normalizable so-
lutions, which cannot possibly fit the framework of those
studies [30]. Nevertheless, such an approach is still ap-
propriate to analyze the scattering of pulses containing
non-superradiant modes (which do not trigger instabil-
ities), and the results coincide with the ones obtained
through time evolutions.
B. Instabilities with point particles
We will now show that ergoregion instabilities can oc-
cur also with classical particles, once Penrose-like pro-
cesses are allowed to occur in a horizonless spacetime.
Let us consider a rotating (Kerr) BH. This solution is
known to have an ergoregion where point particles can
have negative energy with respect to observers at in-
finity [8, 29, 31]. This fact makes Kerr BHs prone to
energy extraction by classical particles through the so-
called Penrose process (see section I B).
Now imagine the following energy extraction process
happening in the equatorial plane of an extremal Kerr
BH 1:
1. A particle (denoted by 0) is left from infinity with
(E0/µ0) ≡ 0 = 1 and (L0/µ0) ≡ l0, where E0 and L0
are, respectively, the energy and angular momentum of
the particle (with respect to an observer at infinity) and
µ0 its rest mass.
2. This initial particle stops moving radially at r˜
(r˙0(r˜) = 0), where it decays in two other particles (1
and 2) with equal rest mass µ1 = µ2 = xµ0. It is easy to
show that (e.g, Eq. 4.27 of Ref. [8])
l0 =
2M2 − (r˜ −M)√2r˜M
2M − r˜ . (91)
1 For simplicity we specialize to an extremal BH. Our results
should have a straightforward generalization.
If one of these product particles is to reach infinity, the
decay must occur outside the BH horizon (r˜ > r+ = M).
This condition implies
E0
L0
=
1
l0
<
1
2r+
= Ω+ ,
which is analogous to the superradiant condition
(ω/m) < Ω+. On the other hand, if energy extraction is
to happen, the particle 0 must decay inside the ergoregion
(r˜ < 2M , since, in the equatorial plane of an extremal
Kerr BH, the ergoregion is a circle of radius r = 2M).
The latter condition implies
E0
L0
=
1
l0
>
2
5M
.
Then, the superradiant condition is necessary, but not
sufficient for this energy extraction process to happen.
The inequality (0.4/M) < (E0/L0) < Ω+ must hold.
Assuming r˙1(r˜) = r˙2(r˜) = 0 right after the decay, one
obtain (e.g, Eq. 4.28 of Ref. [8])
li =
2iM
2 − (r˜ −M)√r˜ (2M + (2i − 1) r˜)
2M − r˜ , (92)
with i = 1, 2. By conservation laws
1 + 2 =
1
x
0 =
1
x
, l1 + l2 =
1
x
l0 , (93)
implying
1 =
1
2x
(
1−
√
2M
r˜
(1− 4x2)
)
, (94)
2 =
1
2x
(
1 +
√
2M
r˜
(1− 4x2)
)
, (95)
where we use even subscripts for positive energy particles
and odd subscripts for the negative ones.
Until now we have described only the standard Pen-
rose process. Furthermore, we recover the well-known
upper bound for the efficiency of the (Penrose) energy
extraction [8]
max
(
E2
E0
)
= max (2x) =
1 +
√
2
2
, (96)
obtained for r˜ = M and x = 0.
Let us consider now the same process in the neighbor-
hood of a very compact (rotating) star of radius
rstar = r+(1 + δ) , (97)
with δ  1. We assume that its exterior is described
by an extremal Kerr metric and that the collisions of
the point particles with the compact object are elastic,
conserving their energy and angular momentum (we are
assuming the mass of the particles to be negligible com-
pared with the mass of the star). Consider that particle
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1 falls into the star (we will return to this assumption
later). It is well-known that the equations of motion of
point particles (in general relativity) are time-reversible.
Thus, after colliding with the surface of the star, particle
1 moves away from it symmetrically to the way it had
approached the surface before, and it stops moving radi-
ally at the same r˜. In other words, the path described
by particle 1 before collision (approaching rstar from r˜) is
symmetric to the path after collision (moving away from
rstar to r˜).
Now we imagine that the process continues with:
3. The negative energy particle 1 returns to r˜ after
the collision, where it stops moving radially (r˙1(r˜) = 0)
and it decays in two other particles (3 and 4) with equal
rest mass µ3 = µ4 = xµ1 = x
2µ0.
Assuming r˙3(r˜) = r˙4(r˜) = 0 right after the decay, one
can show that Eq. (92) also holds for particles 3 and 4.
By conservation laws
3 + 4 =
1
x
1 , l3 + l4 =
1
x
l1 , (98)
allowing us to find (at least numerically) 3 and 4 as
functions of 1 (which is known from Eq. (94)). More-
over, one can show that one of the product particles has
negative energy and the other has positive energy. Fol-
lowing our subscript convention, particle 3 has negative
energy (falling into the star), whereas particle 4 has pos-
itive energy. Then, particle 3 collides with the star and
the process happens over and over again (see Fig. 7). So,
for n ∈ N:
4. The negative energy particle 2n − 1 returns to
r˜ after the collision, where it stops moving radially
(r˙2n−1(r˜) = 0) and it decays in two other particles (2n+1
and 2n + 2) with equal rest mass µ2n+1 = µ2n+2 =
xµ2n−1 = xn+1µ0.
Assuming r˙2n+1(r˜) = r˙2n+2(r˜) = 0 right after the de-
cay, one can show that Eq. (92) also holds for particles
2n+ 1 and 2n+ 2. By conservation laws
2n+1 + 2n+2 =
1
x
2n−1 , l2n+1 + l2n+2 =
1
x
l2n−1 ,
(99)
allowing us to find (at least numerically) 2n+1 and 2n+2
as functions of 2n−1 (which is known cyclically from
Eq. (94)). Solving the equations of motion numerically
it is possible to see that the time (with respect to a sta-
tionary observer at infinity) that a particle takes to fall
into the star is ∆t ∼ M/δ. Thus, this time scale is not
very sensible to neither r˜ nor x.
In Figs. 8–9 we plot the energy of the first 20 (positive
energy) product particles just after the decay of their
parent particle at r˜. It is clear from the figures that
the energy of the emitted particles grows exponentially
in time. Thus, this Penrose process cascade gives rise
to an instability, characterized by the emission of parti-
cles of growing energy to infinity. This instability can be
thought as particle analogue of a superradiant instabil-
ity (which is accompanied by the emission of echoes of
growing amplitude to infinity).
FIG. 7. Penrose process cascade in the neighborhood of a
very compact (rotating) star. A particle decays in two in-
side the ergoregion, at a radius r˜ (the dashed circumference).
The ingoing particle is made to reflect off the surface of the
star and decay again at the same radius. The process contin-
ues indefinitely and gives rise to an ergoregion (exponential)
instability.
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FIG. 8. Exponential growth of the energy of first 20 emitted
(positive energy) particles for different values of r˜/M , with
x = 0.2 and δ = 10−4.
At a certain point in describing the process we assumed
that every negative-energy particle falls into the star af-
ter being created. In fact, this is not always the case.
Some of these particles can remain in orbit around the
star, the majority being circular (of radius r˜) and unsta-
ble (the ISCO is r = 9M for retrograde orbits in extremal
Kerr). Since these orbits are unstable, we assume that
eventually the particles will fall into the star (in the same
time scale ∆t ∼M/δ). In the same way, not all the emit-
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FIG. 9. Exponential growth of the energy of first 20 emit-
ted (positive energy) particles for different values of x, with
r˜/M = 1.6 and δ = 10−4.
ted positive energy particles reach infinity: some of them
fall into the star; others stay in closed orbits around it,
the majority being circular (of radius r˜) and stable (the
ISCO is r = M for prograde orbits in extremal Kerr).
Doing a numerical analysis of the first 50 (positive en-
ergy) emitted particles, we observe that the higher the
r˜/M , the larger the number of particles reaching infin-
ity. On the other hand, the number of particles reaching
infinity does not depend strongly on x. Thus, this pro-
cess can power the formation of a disc around a compact
(rotating) star. In fact, it is not hard to find numerically
the (particle) density profile of this disc.
We expect the main conclusions of this section to hold
under more general conditions: whenever there is a neg-
ative energy region and horizons are not present. Under
these conditions, a (generalized) Penrose process cascade
may be possible, giving rise to an instability and power-
ing the formation of some structure outside the surface.
VII. CONCLUSIONS
In this work we explored several connections between
two energy extraction processes: the Penrose process and
superradiance. We showed that, although the two pro-
cesses are different in nature, they can happen in the
same situations (whenever a region of negative energy is
present), and both can give rise to instabilities (if, addi-
tionaly, horizons are not present).
To conclude, we briefly summarize our results and
point out possible directions of future research.
1. We reviewed the scattering of scalar and Dirac
fields on electrostatic potential barriers and on RN BHs:
showing that scalar fields are prone to superradiant am-
plification, whereas Dirac fields are not [4, 5, 8, 21]. In
particular, we used the spherical symmetry of RN geom-
etry to separate the Dirac equation, proving then that
these fields cannot be amplified on RN. As far as we are
aware, this result was known only as a limit of the more
general Kerr-Newman geometry [21].
2. We gave a physical motivation for the existence
of bosonic fermion condensates (i.e. systems of fermions
with bosonic behavior as a whole), which could be (su-
perradiantly) amplified. Furthermore, we provided a
non-linear Dirac theory as a proof of principle; this the-
ory admits superradiant scattering of monochromatic
solutions on a Klein setup. Open issues concern di-
rect time-evolution of wavepackets and an extension to
curved spacetimes. The problem of finding a Dirac the-
ory on curved spacetime that admits amplification does
not seem to be straightforward. To solve some of these
problems, we believe it is important to understand which
boundary conditions should be used; because of the non-
linearity, it is not obvious that the concept of group veloc-
ity is well defined here. Nevertheless, in our treatment,
we assumed it to be.
3. We employed two different methods to analyze the
scattering of pulses on Klein setup and RN geometry: a
Fourier-domain calculation and a fully numerical evolu-
tion in time. We proved that the results obtained for the
scattering of pulses are compatible with the monochro-
matic ones (in the quasi-monochromatic limit). Further-
more, we showed that boundary conditions do not dictate
superradiance. In particular, superradiance is possible
whenever the Penrose process is: when a region of nega-
tive energy is present.
4. We showed numerically that when there is a region
of negative energy and horizons are not present there ex-
ists a superradiant instability, characterized by the emis-
sion of echoes of growing amplitude to infinity [19, 34, 35].
5. We proved that if a compact (rotating) star has
an ergoregion, a Penrose process cascade can give rise to
an instability, characterized by the emission of particles
of growing energy to infinity and powering the formation
of a disc around the star. This instability can be thought
of as particle analogue of the superradiant one, and, in
particular, it can be shown to grow on similar timescales.
The end state, and possible structure formation outside
the star needs further investigation.
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