Silicon vertex detector and its applications in the ALPHA experiment by McKenna, Joseph
S I L I C O N V E RT E X D E T E C T O R A N D I T S A P P L I C AT I O N S
I N T H E A L P H A E X P E R I M E N T
joseph tiarnan kerr mckenna
Thesis submitted in accordance with the requirements of the University
of Liverpool for the degree of Doctor in Philosophy
Joseph Tiarnan Kerr McKenna: Silicon Vertex Detector and its applications in the
ALPHA experiment, Thesis submitted in accordance with the requirements of the
University of Liverpool for the degree of Doctor in Philosophy, © September
2014
A B S T R A C T
ALPHA is one of the experiments at CERN’s Antiproton Decelerator dedicated
for antihydrogen studies. A unique Silicon Vertex Detector (SVD) has been de-
signed and built to surround the ALPHA neutral atom trap, its principle pur-
pose to monitor the experiment. The SVD is main diagnostic tool in the ALPHA-
experiment, it is used to detect antiproton annihilation events by means of emit-
ted charged pions originating from the process. The SVD provides precise spa-
tial and timing information of antiproton annihilation events, and most import-
antly, the SVD is capable of directly identifying and analysing single annihilation
events forming the basis of ALPHA’s analysis.
This thesis will describe the upgrade of the SVD, the detector build and qual-
ity assurance procedure in detail. Annihilation vertex reconstruction methods
along with cosmic ray background suppression techniques are explored and de-
veloped.
iii
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vertical axis. The Z direction is the beam direction of the experiment. Cylindrical
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operating from 2013 referred to as ALPHA II.
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Part I
I N T R O D U C T I O N A N D B A C K G R O U N D
The following includes a brief outline of the history and current
status of atomic antimatter research. From its discovery to the latest
measurements and experimental limits. The focus is on an introduc-
tion to the ALPHA experiment with short introductory review of other
experiments also based in the same facility.
1
T H E S I S O V E RV I E W
1.1 the alpha experiment and thesis outline
T he aim of the Antihydrogen Laser PHysics Apparatus (ALPHA) exper-iment is to trap and study cold antihydrogen. This is achieved usinga combination of Penning-Malmberg traps and an Ioffe-Pritchard trap
used to manipulate charged plasmas and to trap neutral atoms, respectively.
Sensitive detectors are used to measure plasmas in the experiment and to ob-
serve the annihilation of antimatter.
This thesis will briefly describe the background and motivations of studying
antimatter, the apparatus used for trapping antiparticles, the detection methods
of antihydrogen, and the governing physics. A detailed description of the Silicon
Vertex Detector (SVD) is given with a focus on its design and performance. The
SVD is a novel detector unique to the ALPHA experiment being the only SVD in the
field of cold antihydrogen research and one of the main instruments in ALPHA.
The ALPHA SVD is sensitive to cosmic events that have to be analytically identi-
fied in the experimental data. New analysis techniques used to reconstruct anni-
hilation helices back to a vertex are described. Methods to improve annihilation
vertex reconstruction resolution, efficiency and cosmic event suppression using
the SVD are explored.
The goal of the analysis presented is to maximise the annihilation reconstruc-
tion efficiency while minimising the number of cosmic events identified as anti-
hydrogen annihilation. Identification of these annihilation events is challenging
as some cosmic events scatter within the detector resulting in a non trivial signa-
ture.
New analysis methods are presented that show an improved performance over
previously used standard analysis techniques.
2
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A broad range of parameters and modes of reconstruction analysis have been
studied, resulting in varying levels of cosmic suppression and annihilation re-
construction efficiency. These range from high to low vertexing efficiency with
varying degrees of background:
• 70% with a background rate of 35mHz, a high vertexing efficiency.
• 50% reconstruction with a 5mHz cosmic background, a good compromise
of efficiency and background.
• 11.8% reconstruction with 1.1mHz background, an extremely low cosmic
background.
These values offer better cosmic suppression than previous work, but at the loss
of some annihilation event identification. Previous works include an 85% recon-
struction rate with 47mHz background in reference [6] and 65% reconstruction
with 1.3mHz background in reference [7].
1.1.1 Summary of Author Contribution
All ALPHA publications are the result of team work. The author spent two sum-
mers on-site at the experiment working with the collaboration, participating in
a range of activities in various fields, including the construction, and upgrades
of ALPHA I and ALPHA II, contributing to the design of components along with
more day-to-day operations such as cryogenics handling and shift preparation.
Shift work included conducting experiments, online data analysis, parameter
tuning and the development of new experiments.
Since the Antiproton Decelerator (AD) shutdown, offsite contributions have
included the testing and building of the ALPHA II SVD, and in addition technical
contributions, including improving module alignment:
The work presented in this thesis is reported in the following publications,
where the author had significant contributions:
• Silicon vertex detector upgrade in the ALPHA experiment, C. Amole et
al, Nuclear Instruments and Methods in Physics Research Section A: Acceler-
ators, Spectrometers, Detectors and Associated Equipment, 732:134–136, 2013.
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[4](Detailed in section 6.3) - for which the author is the corresponding au-
thor.
• An experimental limit on the charge of antihydrogen, C. Amole et al, Nature
Communications, 5, June 2014. ([8])
and participated in:
• In Situ Electromagnetic Field Diagnostics With An Electron Plasma In A
Penning–Malmberg Trap, C. Amole et al, New Journal of Physics 16 (2014)
013037.
• The ALPHA Antihydrogen Trapping Apparatus, C. Amole et al, Nuclear
Instruments and Methods in Physics Research Section A: Accelerators, Spectrom-
eters, Detectors and Associated Equipment, 735 319–340 (2014).
• Autoresonant-Spectrometric Determination Of The Residual Gas Compo-
sition In The ALPHA Experiment Apparatus, C. Amole et al, Review of
Scientific Instruments, 84, 065110 (2013).
• Description And First Application Of A New Technique To Measure The
Gravitational Mass Of Antihydrogen, C. Amole et al, Nature Communica-
tions 4, 1785 (2013).
• Experimental And Computational Study Of The Injection Of Antiprotons
Into A Positron Plasma For Antihydrogen Production, C. Amole et al,
Physics of Plasmas 20, 043510 (2013).
• Resonant quantum transitions in trapped antihydrogen atoms, C. Amole
et al, Nature 483, 439 (2012)
• Electron Plasmas As A Diagnostic Tool For Hyperfine Spectroscopy Of An-
tihydrogen, T. Friesen et al, AIP Conference Proceedings, 1521, 123 (2013)
• The ALPHA Detector: Module Production And Assembly, G. B. Andresen
et al, Journal of Instrumentation, 7 C01051 (2011)
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A N T I M AT T E R - H I S T O RY A N D P H Y S I C S M O T I VAT I O N
2.1 history
A ntimatter was famously first predicted by Paul Dirac in 1928 [9] byuniting the then new field of quantum mechanics with Einstein’sspecial relativity. Dirac was not the first to coin the name ’antimatter’,
nor ’antiatom’, and the implications of this combination of quantum mechanics
and special relatively were not immediately realised.
In fact, it is in a letter to Nature in 1898, that Sir Franz Arthur Friedrich
Schuster is recognised for the first usage of the word antimatter [10]. Speculating
the properties in a thought experiment considering matter as being a potential,
and antiatoms being the negative of this potential, he dreamed of antiatoms
forming entire solar systems, and galaxies being made up of antimatter gov-
erned by the same physics and properties as normal matter, such as the same
mass, electromagnetic and chemical properties. This is a view that is similar
to what we consider antimatter’s characteristics to be today. His view differed
from the current popular view in two main ways; he did not predict an opposite
charge which is now experimentally confirmed, and he also hypothesised a re-
pulsive gravity between matter and antimatter (at the time of writing, while not
a popular idea [11], this is not yet experimentally excluded as either attractive or
repulsive in direct free fall experiments [12]).
Seven years later, in 1905, Einstein suggested in reference [? ] that mass and
energy are equivalent with the equation E = mc2, where E is energy, m is the
mass of a particle and c is the speed of light. This was a step in the direction of
Schuster’s dream, showing that matter is in fact an energy potential, but there
was still no room for antimatter in the theory.
It was in the late 1920s that Dirac [13] (and other scientists), in an effort to
bring together quantum mechanics and special relativity, found the solution of
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his quantum equation, now called the Dirac equation. It shows the energy of an
isolated motionless electron in free space is E = ±mec2. The letters represent
the same as Einstein’s equation but now there is both a positive and a negative
solution to the formula. The implications of this equation were not immediately
obvious and it was a couple of years later that Dirac made the following pre-
diction: “... [they] would be a new kind of particle, unknown to experimental physics,
having the same mass and opposite charge to an electron. We may call such a particle
an anti-electron. We should not expect to find any of them in nature, on account of their
rapid rate of recombination with electrons, but if they could be produced experimentally
in a vacuum they would be quite stable and amenable to observation.”[14] Thus the
positron was born. The paper then goes on to predict that (excluding the photon
for now) there would be an antimatter partner for the proton (the only other
particle known at the time), predicting the existence of the antiproton.
Experimental physics was quick to catch up with the theoretical postulations
of Dirac. The first observation of the positron occurred just one year later, in
1929, by Dmitri Skobeltsyn [15] and Chung-Yao Chao [16], independently from
each other. They detected particles that acted like electrons but curved in the
opposite direction in an applied magnetic field. Results were inconclusive and
not followed up. It was only on 2. August 1932 that Carl D. Anderson discovered
the positron [17], photographing tracks produced in a cloud chamber, shown in
figure 2.1, coining the name positron and earning a Nobel Prize for his work in
1936. Anderson later wrote in retrospect, that based on Chung-Yao Chao’s work,
the positron could have been discovered earlier.
The next milestone in antimatter research that is relevant to this thesis was
the observation of the antiproton. It was not confirmed to be a fundamental
Dirac particle at the time of discovery, but the search for other anti-particles had
started. Experiments using accelerators to collide particles together were used in
the search, along with observations of cosmic radiation.
Emilio Segrè and Owen Chamberlain finally discovered the antiproton in 1955
with the Bevatron at the University of California and were awarded the 1959
Nobel Prize in Physics for the discovery. It was not until 1993 that cosmic anti-
protons were observed by the Balloon-borne Experiment with a Superconducting
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Figure 2.1: A photograph of a cloud chamber with a 63MeV positron entering from the
bottom, passing through a 6mm lead sheet, losing energy and emerging at
23MeV [17].
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Spectrometer (BESS) [18]. The same reaction route used for its initial discovery is
still used today. Two protons, going to 3 protons and an antiproton:
p + p→ p + p + p + p¯.
Several fountains of antiprotons have been built since 1954, among these the
Low Energy Antiproton Ring (LEAR) at European Organization for Nuclear Re-
search (CERN). This predecessor to the AD has been host to numerous antiproton
experiments.
Since the discovery of the antiproton, a considerable amount of time has
passed before attempts at creating a stable atomic antimatter began. In the 1990s,
antihydrogen atoms were first produced [19, 20] at relativistic energies. By firing
a beam of antiprotons into a matter target, interactions could produce electron-
positron pairs, of which some positrons could bind to the relativistic antiproton.
These experiments successfully proved antihydrogen could be produced; how-
ever, the antihydrogen travelled too fast for further experimentation and meas-
urement. The next challenge in atomic antimatter research was to produce cold
antihydrogen.
In 2002, AnTiHydrogEN Apparatus (ATHENA) [21] and then Antihydrogen trap
(ATRAP) [22] observed antihydrogen at low energies formed by combining anti-
proton and positron plasmas held in Penning-Malmberg traps. This marks the
beginning of antihydrogen experimentation. These experiments are discussed
and described in section 3.5 along with the discussion of other active AD experi-
ments.
2.2 physics motivation
2.2.1 It Started with a Bang
Our current picture of the beginning of the universe is the Big Bang model. It
describes a single energetic event in which the universe was created, with the
high energy density producing subatomic particles in equal amounts of both
matter and antimatter. At the early stages, the universe was very hot and dense.
It has since been expanding and cooling to form the universe we have today,
transparent to electromagnetic radiation.
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We can still observe radiation left from the early universe in the Cosmic Mi-
crowave Background (CMB) that has an average ambient temperature of around
2.7 Kelvin [23]. The CMB originates from a period in the early universe that had
cooled sufficiently so that matter could condense into hydrogen plasma, filling
space with a uniform glow from a white-hot fog of hydrogen plasma. As the
universe expanded further, the plasma and radiation filling it grew colder. When
the universe had cooled enough, protons and electrons combined to form neut-
ral atoms. The neutral atoms no longer absorbed the thermal radiation and so
the universe became transparent. This allowed photons to travel through space,
which is known as ’photon decoupling’. This idea of expansion can also been
seen when observing distant galaxies travelling away from us [24].
The photons that existed at the time of ’photon decoupling’ have been propagat-
ing ever since. The energy density has been decreasing from the expansion of
space, causing the photons’ wavelength to increase over time. An ongoing mys-
tery is why this matter and antimatter did not re-annihilate, destroying all ma-
terial in the universe. Why did matter survive at all? Remaining to make our
stars, planets, and giving rise to the possibilities of life.
2.2.2 Where Did All the Antimatter Go?
Searches for this ’missing’ antimatter are ongoing and information about its dis-
tribution alone would give information about the primordial universe. If matter
and antimatter were exactly the opposite to each other (and not homogeneously
spread through the universe at formation) it would be expected that there would
be antimatter atoms, stars, solar system and galaxies governed by the same chem-
istry as normal matter. In this case we would expect to see either signature anni-
hilation products from cosmic matter-antimatter annihilations or antistars going
supernova and ejecting large amounts of heavy antielements.
Cosmic antiprotons have been observed by experiments such as Payload for
Antimatter/Matter Exploration and Light-nuclei Astrophysics (PAMELA) and Al-
pha Magnetic Spectrometer (AMS), the ratio of cosmic antiprotons to protons
is ∼ 10−4 in the GeV energy range [25]. Cosmic rays of particles can be ener-
getic enough to produce antiprotons when interacting with cosmic mediums
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(e.g through proton-proton collisions or self-interacting dark matter), meaning
cosmic antiprotons observed thus far are consistent with a matter-dominated
universe. Experiments are searching for heavier antielements such as antihelium
for evidence of large amounts of antimatter elsewhere in the universe.
The hunt for mechanisms by which this antimatter can go missing, among
these include looking for asymmetries between matter and antimatter, CP-violation
gives light to some asymmetry, however the asymmetry introduced by CP viol-
ation does not explain the amount of antimatter missing in the universe. The
bottom line is, we have not been able to find a large amount of antimatter natur-
ally existing in the universe, and given our current understanding of antimatter,
we cannot explain this asymmetry between matter and antimatter. Studying the
detailed properties of antimatter through direct measurement will help uncover
clues to the nature of this asymmetry.
BESS has determined upper limits of 6.9×10-8 on the abundance of antihelium
relative to helium, assuming the same spectral energy shape flying above the
Antarctica [26].
2.2.3 A Search for Symmetry
Conservation of symmetry has been a driving force in the development of recent
physics theories. Einstein was one of the first to put symmetry first, regarding
it as a principle of nature that constrains the dynamical laws. His view of the
consequences of relativistic invariance largely dictated the form of Maxwell’s
equations rather than Lorentz who derived invariance from Maxwell’s equations
themselves. This new perspective elevated Maxwell’s equations into a symmetry
of space-time itself.
Symmetry arises from invariance. Invariance of a system in time for example,
leads to the idea of conservation of energy. Invariance under translation leads to
conservation of momentum.
Since the 1950s, and discoveries including the antiproton, the pace of discovery
in the field of particle physics has accelerated, leading to a long list of element-
ary particles being discovered. Reorganising this ’particle zoo’, and categorising
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them has led to a deeper understanding of the structure of the proton with
quarks.
This has led to searches for new varieties of particles, including exotic particles
that include combinations of quarks and anti-quarks. Certain symmetries in
nature, like Dirac’s initial prediction of antimatter, finally had some facility to
be tested. Today symmetry serves as a guiding principle in the search for further
unification of physical principles and properties [27].
2.2.4 An Imperfect Mirror
With the absence of observable cosmic antimatter, current consensus is that
nature prefers matter over antimatter. While still symmetric in many proper-
ties, it is expected there is an imperfection, or systematic breaking of symmetry,
that makes matter and antimatter different. Understanding mechanisms for this
asymmetry would increase our understanding of the apparent disappearance of
antimatter during the early universe.
parity violation C. S. Wu et al [28] observed the β−decay of Cobalt 60,
60Co→ 60Ni +e− + ν¯e. This proved there was a preferential direction for the β−
particle by Co-60, aligned by adiabatic demagnetization cooling.
Having positive results from this experiment of P violation, Wu informed Lee
and Yang (theorists who made a careful review of P violation in 1956 [29]), who
then in turn showed the results to their colleagues in Columbia. Richard L. Gar-
win, Leon M. Lederman and Marcel Weinrich then modified an existing cyclo-
tron to immediately confirm the parity violation through the decay of a pion
beam. The pion was generated by proton-proton interactions and allowed to de-
cay to produce muons. These muons were absorbed into a carbon target that was
placed inside a magnetic field perpendicular to the direction of flight, making
the muon precess in the magnetic field. A counter was placed to detect the decay
products of the muon with a varying the magnetic field applied. Clear oscilla-
tions in the counts, and thus direction of the decay product, could be seen. This
two-step process of the pion decaying to a muon and then to a positron was also
used to infer the spin properties of the muon for the first time [30].
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The two experiments were published back to back in the same journal after
confirming the results. Parity symmetry had been shown to be broken by the
Weak Nuclear force.
charge-parity violation After parity violation was discovered, Charge
Parity (CP) symmetry was proposed by Lev Landau in 1957 [31] as the true
symmetry between matter and antimatter. In 1964 James Cronin and Val Fitch
studied the lifetime of K mesons [32] and discovered that CP symmetry had been
broken. This was a surprise to the community and opened up many questions
still at the core of particle physics. It was puzzling that it was so close to being
symmetrical. James Cronin and Val Fitch won the Nobel Prize in 1980 for this
discovery.
symmetries in nature leading to cpt Charge Parity Time (CPT) in-
variance, derived from Lorentz conservation, an unbroken symmetry, was ex-
plicitly proven by Gerhart Lüders and Wolfgang Pauli in 1954 [33, 34]. CPT sym-
metry means that any CP violation has an equivalent violation in T. Any violation
in CPT symmetry implies breaking of Lorentz-invariance [35]. As yet there have
been no results that show a violation of this symmetry [36].
3
T H E A N T I P R O T O N D E C E L E R AT O R ( A D ) A N D R E L AT E D
E X P E R I M E N T S
3.1 anti-proton production
T he Antiproton facility at CERN has a colourful history. It was originallybuilt as part of the LEAR project [37] with components included fromprevious projects such as the Initial Cooling Experiment (ICE) [38]. It is
a continuation of experiments with antiproton beams from around the era of the
antiproton discovery.
The original antiproton beam facility at CERN was ICE, built in 1977 from a
modified g-2 muon storage ring [39]. In 1978 it was used for the first storage of
antiprotons for up to 85 hours at 2.1GeV/c [40]. The first electron cooling of an-
tiproton beams began in 1979 [41]. This electron cooler, with some modifications,
was later transplanted into LEAR [42].
From 1981, the Intersecting Storage Ring (ISR) at CERN first collided proton
and antiproton beams, paving the way for the Super Proton Synchrotron (SPS)
experiments [43]. The ISR was the first experiment to use stochastic cooling [44],
a technology also used in LEAR. In 1984, the ISR closed as CERN’s focus moved to
working on Large Electron−Positron Collider (LEP).
In 1982, LEAR started with the first observation of antiatoms (antihydrogen) in
1995 by Baur et al [19]. These were produced in a relativistic beam, which was un-
suitable for precision measurements but paved the way for further antihydrogen
experiments.
The AD was approved in 1997 as a re-purposing of the Antiproton Collector
(AC) for use by small experiments, which at the time were the ATHENA, ATRAP
and Atomic Spectroscopy And Collisions Using Slow Antiprotons (ASACUSA)
experiments.
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The AD was completed in 2000 and was able to supply antiprotons to several
experiments using kickers to steer the beam. In 2002 the first ’cold’ (<150K)
antihydrogen atoms were observed by both ATHENA [21] and ATRAP [45].
ATHENA disbanded in 2005 and many of the former members began work on
the subsequent ALPHA experiment.
Since 2010 there has been a torrent of big results from the AD, including ALPHA
trapping antihydrogen for the first time [46] and antihydrogen in a cusp trap
(ASACUSA) [47]. Other milestones for studying stable antihydrogen include
2011: long confinement of neutral anti-atoms [48].
2012: confirmation of long confinement (ATRAP) [49], first spectroscopic meas-
urement on antihydrogen (ALPHA) [7].
2013: demonstration of a technique to measure the gravitational mass of neut-
ral antimatter (ALPHA)[12].
2014: a source of antihydrogen for in-flight hyperfine spectroscopy (ASACUSA)
[50] and an experimental limit on the charge of antihydrogen (ALPHA) [8].
3.2 antiproton deceleration
Antiprotons are slowed in the AD by passing them through Radio-Frequency (RF)
cavities that generate opposing electric fields with precise timing. In order to
slow charged particles in a cyclotron without significant loss, the beam needs to
be manipulated to be more coherent (reducing emittance). In the AD, this is done
by a combination of stochastic cooling and electron cooling.
Stochastic cooling is a principle, developed at CERN at the beginning of the
1970s, used to dampen the energy spread and angular divergence of a beam of
charged particles in a storage ring. Figure 3.1 illustrates the basic stochastic cool-
ing method, taking measurements of the beam profile at one side of a storage
ring and signalling across to the other side for a corrective ’kick’ to be made
when the beam reaches it. This repeated process leads to an average lower trans-
verse momentum and angular divergence, reducing emittance or ’cooling’ the
beam.
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Figure 3.1: An illustration of the stochastic cooling method used at the AD to cool anti-
protons. Antiprotons travel round the storage ring, the beam distribution is
measured at the pick-up, and a correcting signal is sent across to the kicker
to correct the beam as it catches up to the signal.
Electron cooling is implemented when the beam of antiprotons are at a low
momentum. Electrons are introduced into the beam and antiprotons are cooled
by Coulomb interactions with the electrons within the AD ring.
At lower energies, the transverse oscillations of the beam become more signi-
ficant than at relativistic velocities. These transverse oscillations affect the beam
stability. By injecting electrons at a high density at the same (or similar) velocity
to the antiproton beam, antiprotons can be cooled at a lower energy regime than
is possible with stochastic cooling.
In the frame of the beam, the average particle velocity is zero, and thus kin-
etic energy and therefore ’temperature’ is proportional to their mass, KEavg =[
1
2 mv
2
]
= 32 kT. With a proton ’gas’ and an electron ’gas’, protons interacting
with elections via Coulomb collisions lose energy and thus cool. Heated elec-
trons can be removed from the beam, and replaced with cooler electrons that
have a smaller energy spread.
Electron cooling has the advantage that it reduces the velocity spread of the
beam without losing the average velocity, and dampening oscillations without
energy losses of the beam. [51]
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Figure 3.2: Illustration of the AD’s cooling cycle. A combination of stochastic cooling
and electron cooling periods produce a beam of antiprotons with a low mo-
mentum of 100 MeV/c [52].
3.3 ad specification
Protons of 26GeV are ejected from the Proton Syncrotron (PS), hitting an iridium
target producing, along with many other exotic particles, antiprotons. These are
in turn injected to the AD at 3.57GeV/c, as illustrated in figure 3.2. This beam is
then de-bunched, stochastically cooled, and re-bunched. After cooling, the mo-
mentum of the beam is reduced to 2GeV/c using RF cavities and then stochastic-
ally cooled again to reduce the momentum spread in order to be decelerated
again down to 300MeV/c by the RF cavities.
The beam is cooled further by an electron beam from the e-cooler. After cool-
ing, the beam is re-bunched on harmonic number 3 to allow the RF cavities to
slow the beam to 100MeV/c. The beam is then finally cooled in the e-cooler one
last time, before being re-bunched on harmonic number 1 in order to deliver all
the particles in one bunch to the various experiments with a typical population
of ≈ 3× 107 antiprotons in a 200ns long pulse.
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At the time of writing the Extra Low ENergy Antiproton (ELENA) ring has been
approved and construction has begun. The aim of ELENA is to produce a lower
momentum beam, and also to store antiprotons to be delivered to up to four ex-
periments almost simultaneously, rather than alternating long shifts as currently
used at the AD. Lower momentum beams will be delivered to experiments in the
AD hall and result in more efficient ’catching’ of antiprotons by the various exper-
iments. In ATRAP and ALPHA, improvements of up to 2 orders of magnitude in
the number of trapped antiprotons can be expected [53]. Current specifications
estimate that ELENA will slow the antiproton beam down to 13.7MeV/c with a
bunch population of ≈ 0.45× 107 antiprotons.
3.5 antiproton decelerator experiment overview
3.5.1 ATHENA
ATHENA is the precursor to ALPHA and Antimatter Experiment: Gravity, Interfer-
ometry, Spectroscopy (AEgIS). It used a combination of Penning traps to produce
the first ’cold’ antihydrogen at less that 150K [21]. This method of production
held positrons in the centre of the trap and injected antiprotons, mixing them
together. Detection of antihydrogen was done using a two layer silicon vertex
tracker and Caesium-Iodide (CsI) detectors to look for coincident events of anti-
protons and positrons annihilating.
3.5.2 AEgIS
AEgIS aims to perform gravity measurements on antihydrogen by measuring the
trajectory bending of a beam of cold neutral antihydrogen atoms with a two-
grating Moiré deflectometer and a position sensitive detector.
Antihydrogen will be produced by combining antiprotons held in a cylindrical
Penning trap and positronium. With this method using a two-grating Moiré de-
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flectometer coupled to a position sensitive annihilation detector, made of a nuc-
lear emulsion, they expect to get a gravitational acceleration measurement of
antihydrogen with an accuracy of 1% [54].
3.5.3 ATRAP
ATRAP has the same goals as ALPHA (introduced below and discussed in detail
in Part ii) to trap and study antihydrogen. It is similar in its combination of a
Penning-Malmberg trap and an Ioffe-Pritchard trap. The significant differences
from the ALPHA experiment include:
• Orientation; the ATRAP is aligned vertically, injecting antiprotons from the
bottom and positrons from the top.
• ATRAP’s neutral trap consists of an quadrupole magnet as opposed to
ALPHA’s octupole.
• Detection method uses scintillating fibres as opposed to ALPHA’s SVD [22].
3.5.4 ASACUSA
ASACUSA is unique in that it produces antiprotonic helium1 and pure antiatoms
of antihydrogen. Recent achievements by the collaboration include the measure-
ment of the mass of a antiproton accurate to 9 significant figures [55] and the
production of an antihydrogen beam [56].
3.5.5 GBAR
Gravitational Behaviour of Antihydrogen at Rest (GBAR) is planning to measure
the effect of gravity in free fall at 1% precision in its first step. The key unique
feature for this experiment is that they plan to cool antihydrogen to 1ms-1, equi-
valent to 20 µK. The cooling limit for neutral hydrogen, due to photon recoil, is
1.3mK. So the proposed method is to produce positronic antihydrogen, an anti-
proton with two positrons orbiting it and cool it via interactions with a positively
1 A helium nucleus with an antiproton orbiting it, He+p¯.
3.5 antiproton decelerator experiment overview 19
charged ion. This can then be photo-ionised back to being an ultra cold neutral
antihydrogen and a free fall experiment can take place [57].
3.5.6 ACE
Antiproton Cell Experiment (ACE), again a unique experiment in the AD, studies
the effectiveness of irradiating tumour cells with antiprotons compared to the
effectiveness of conventional proton therapy. The principal idea is that the an-
nihilation of the antiproton within a cancer cell will more effectively destroy it,
while the patient receives a lower dose of radiation compared to proton therapy.
In 2006, the experiment found that four times fewer antiprotons than protons
were needed to inflict the same level of cell damage [58]. This would mean that
in treatment there would be significantly less damage to healthy tissues.
Part II
A L P H A E X P E R I M E N T
This part goes into the detail of the experiment’s basic components
and basic operation as a prelude to details on the SVD and my analysis
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P R I N C I PA L C O M P O N E N T S O F T H E A L P H A E X P E R I M E N T
T his chapter will introduce the apparatus in the ALPHA I and ALPHAII. The principal mechanical components of the ALPHA experiment arethose that can trap, cool, mix and observe positrons, antiprotons, and
formed antihydrogen. These include a Penning-Malmberg trap, Ioffe-Prtichard
trap and various detectors. Further capability has been added to the ALPHA ex-
periment since its initial build, adding capacity to inject microwaves for the pur-
poses of spectroscopy. More recently a full upgrade to ALPHA II has added the
capacity for lasers for use with both cooling and spectroscopy.
4.1 principal components of the alpha i setup
In this section the components of ALPHA I are described, including principles,
properties and performance of the ALPHA experiment along with details of vari-
ous upgrades. A schematic of the complete ALPHA I setup can be found in figure
4.1.
4.1.1 Penning Trap Principles
A Penning-Malmburg trap is used in the ALPHA experiment to trap and manip-
ulate non-neutral plasmas, including electrons, positrons and antiprotons [59].
The Penning trap confines charged particles with a combination of magnetic
and electric fields.
A uniform magnetic field, B, is generated along the z- axis of the trap, de-
scribed as
B = Bzzˆ, (4.1)
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Figure 4.1: Cross sectional view of the ALPHA I experiment, image from ALPHA collaboration. Antiprotons are injected from the left and caught with the
aid of the Inner solenoid. Once antiprotons have been caught this inner solenoid is then ramped down and only the outer solenoid is used in
the Penning-Malmberg trap. Positron are injected from the positron accumulator into the same trap. Antihydrogen is produced at the centre
of the mixing trap and detected with the SVD marked here as ’Detector’.
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where Bz is the magnetic field in the Z direction and zˆ is the pointing vector
in the z direction. This means that any charged particles will move in a circular
motion or cyclotron orbit on the XY plane, free to move along the field lines of
the magnetic field.
In order to confine charged particles along the Z axis, an electric field is ap-
plied. Different types of electric fields can be applied to affect trapped charged
particles in various ways (see section 5.1). In the ideal Penning trap, a quadratic
field is used. The quadratic electric potential is given by,
V =
V0
2d2
(
z2 − r
2
2
)
, (4.2)
where V0 is the potential difference between endcap and electrodes, z and r
are position in cylindrical coordinates, and d is the characteristic trap dimension.
This potential results in two modes of motion, resonance along the Z axis, and a
magnetron orbit in the XY plane.
Using the general equation of motion in an electromagnetic field,
mr¨ = q (−∇V + r˙× B) , (4.3)
where m is mass, q is charge, −∇V is the electric field E. The component
motions can be analytically solved.
The force along the Z axis is now the same as a harmonic oscillator with an
angular axial frequency, ωz (equation 4.4), and the radial magnetron, ωm, and
cyclotron component frequencies, ωc (equation 4.5 and 4.6, respectively).
ωz =
√
qV0
md2
(4.4)
ωm =
ω2z
2ω′c
(4.5)
ω′c = ωc −ωm w ωc. (4.6)
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Figure 4.2: Schematic representation of the orbit of a charged particle in a Penning trap.
(Not to scale for illustrative purposes)
For typical trap sizes and field strengths, the relative magnitudes of these mo-
tions are: ωm  ωz  ω′c. An illustration of the relative motion of the axial,
magnetron and cyclotron motion is shown in figure 4.2.
4.1.2 ALPHA Penning Trap Design
The ALPHA experiment uses a Penning trap with segmented electrode stack, a
schematic of these electrodes is shown in figure 4.3. Rather than using four elec-
trodes to generate an electrical quadratic field, ring electrodes are used to make
a Penning-Malmberg trap. This creates a cylindrical trap into which charged
plasmas can be injected and caught.
Segmenting the electrodes gives experimental flexibility for precise control of
plasmas, including axial movement of the charged particles, compression and
expansion of the plasmas, evaporative cooling [60], and auto-resonant excitation
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for antihydrogen formation [61]. These details are described in more detail in
chapter 5.
4.1.2.1 Magnet
The magnetic component of the Penning-Malmberg trap is supplied by the Inner
solenoid along with a larger Outer solenoid (as shown in figure 4.1). The Inner
solenoid, placed in the catching region of the trap close to the trap’s centre, is
used to ’boost’ the local trapping magnetic field up to 3T for improved catching
and cooling of antiprotons.
The out solenoid has a horizontal room temperature bore, containing the de-
tector and the cryostat. The latter in turn contains the neutral trap, catching trap,
and electrodes. The bore radius is 260mm and has a uniform magnetic field re-
gion 600mm long and 50mm in radius. The uniformity of the magnetic field in
this region was relative accuracy of ±0.25% axially, and azimuthally symmetric
to a relative accuracy of 10-4. It is typically run at a field strength of 1T [62].
4.1.2.2 Electrode Stack
The electric field used for particle trapping is produced by a set of electrode
rings, which gives flexibility and the ability to move and manipulate trapped
particles. The electrodes are segmented into 35 electrode rings, with various axial
dimensions and specifications for performing specific tasks.
In order of sequence in which they are used during an antihydrogen trapping
run (illustrated in figure 4.3) [62] these are:
1. High voltage trapping electrodes for catching antiprotons.
2. Low voltage electrodes used to handle cooler antiprotons.
3. Low voltage positron catching electrodes.
4. Segmented electrodes for plasma compression.
5. Low noise mixing electrodes, used for autoresonant mixing positrons with
antiprotons.
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Antiprotons Catching Mixing Positrons Transfer electron gun/
MCP assembly
Figure 4.3: ALPHA Penning trap electrodes, dedicated to various tasks: high voltage
electrodes (red), segmented rotating-wall electrodes (green), low noise
filtered electrodes (blue) and ’normal’ general purpose electrodes (orange).
Adapted from [63].
4.1.3 Ioffe-Pritchard Trap Principles
Once the neutral anti-atom is formed, it can no longer be confined by a Penning-
Malmberg trap, but instead must be trapped by its intrinsic magnetic moment in
a neutral atom trap. The neutral atom’s potential energy is thus proportional to
the strength of the magnetic field. By creating a magnetic minimum it is possible
to confine the atom.
This magnetic dipole moment for a particle is given by
µJ = −gJµB
J
h¯
, (4.7)
where J is the total angular momentum (J = L+ S, L the orbital angular mo-
mentum and S the spin angular momentum), gJ is the Landé g-factor, µB = eh¯/2m
is the Bohr magneton and h¯ is Planck’s constant over 2pi. The Landé g-factors
for the electron and proton are 2.0023 and 5.586 respectively. The greatest factor
dominating the magnetic dipole moment is the Bohr magneton, since it is in-
versely promotional to mass. The positron, being much lighter than the antipro-
ton has a stronger Bohr magneton factor by several order of magnitude. Thus,
the magnetic moment of antihydrogen, dominated by the positron spin, can be
expressed as
µH¯ ' µe+ = −geµB
J
h¯
. (4.8)
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A torque τ = µH¯ × B will act on the antihydrogen atom aligning the magnetic
moment with the field. Thus, in the ground state, the total angular momentum
projection quantum number |J| = ±h¯/2, results in two states in a magnetic field
µH¯ '= ±µB. The direction of µ will stay aligned with the direction of B as the
atom moves through the magnetic field, a process known as ’adiabatic following’.
This gives two solutions for the potential energy in a magnetic field, one for the
aligned state and another for the anti-aligned state:
U = ±µH¯  B, (4.9)
where U is the potential energy. This results in atoms that either have an ener-
getic preference for a high magnetic field or a low magnetic field. It is noteworthy
that these two states are not necessarily produced in equal proportions [64]. Only
the negative sign case of equation 4.9 is trappable via a magnetic field configur-
ation with a magnetic minimum at its centre, attracting the atom towards it. The
positive sign case, on the other hand, is attracted to a high magnetic field and
therefore untrappable [65].
There are several configurations to create a magnetic field minimum. The
ALPHA design uses a superposition of a multipole magnet for an radial mag-
netic field as shown in figure 4.4 and solenoidal magnets or ’mirror coils’ to
create a longitudinal confining maxima.
Figure 4.4 shows the radial strengths of various configurations of a multipole
magnetic field, normalised to the maximum field strength at the outer edge. This
field strength at the outer edge is limited by the maximum current capacity of
the superconducting magnet. The point at which the magnetic field is strongest
is at the surface of the superconducting wire. The superconducting wire must
have a finite amount of material to build a cryostat around it and insulate it
from the vacuum of the trap. This distance is illustrated in figure 4.4 as the
vertical dashed line at 0.9 of the normalised radius. Higher order multipoles
result in lower trap depths making trapping more challenging. However, the
higher order multipoles give a ’flatter’ region at the centre of the trap, optimal
for mixing charged plasmas and spectroscopy experiments.
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Figure 4.4: Relative radial magnetic field strength shapes, proportional to |Bs(r)| =
Ksrs−1, where the Ks are constants and s defines the order of the multipole
(quadrupole for s = 2 , sextupole for s = 3, octupole s = 4 etc). The ver-
tical dashed line (at normalised radius = 0.9) represents an example distance
between the vacuum and the superconducting wire (normalised radius = 1).
4.1.4 ALPHA Ioffe-Pritchard Trap Design
The ALPHA Ioffe-Pritchard trap (neutral trap) uses an octupole field and mirror
coils as its radial and longitudinal magnet respectively. ALPHA uses an octupole
configuration as the best combination of a ’flat’ central region for handling the
charged plasmas for mixing while still maintaining a good neutral trap depth.
The neutral trap has a final depth of 1.16T corresponding to a temperature of
0.78K [66], but it is routinely run at a conservative 70% of its current capacity
producing a well depth of 0.54K. Figure 4.5 shows a cross section of the magnetic
field strength [62].
4.1.5 Vacuum and Cryogenics
Trapping antimatter requires an Ultra High Vacuum (UHV) to minimise annihil-
ation losses with a background gas. The walls of the electrodes in the Penning-
Malmberg trap are cryogenically cooled by liquid helium, and measured by tem-
perature sensors connected to several electrodes to be at approximately 7.5K.
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Figure 4.5: Cross sectional view of magnetic field strength of the ’neutral atom trap’.
Magnetic field strength ranges from 1T in the central minimum to 2.5T on
the outer edges.
At this temperature, the vaporisation pressure is low enough that any gases
(other than hydrogen gas) sublimate on the electrodes’ surfaces, assuming there
is enough surface area for these gas pollutants.
It is possible for species to flow from the warmer parts of the apparatus, cre-
ating a ’wind’ in the apparatus and thus degrading the lifetime of antiprotons.
Operational pressure of the ALPHA experiment is less than 10−12 mbar giving a
very long lifetime of trapped antiprotons.
4.1.6 Positron Accumulator
It is possible to produce positrons in methods similar to how antiprotons are pro-
duced at the AD, but it is cheaper to collect them from a natural mechanism such
as the ß+ decay of a sodium 22 source (22Na) as used in the ALPHA experiment.
Figure 4.6 illustrates the two decay modes for sodium 22; 22Na→22 Ne+ β++
νe + γ and 22Na →22 Ne + β+ + νe. The positrons are emitted with an upper
emission energy range limit of 546keV and 1.8MeV respectively [67].
As indicated in figure 4.6, the majority of positrons ejected, decay via a gamma
emission. These positrons ejected have an average kinetic energy of 215keV and
an upper range of up to about 546keV. Such high energy positrons cannot be
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Figure 4.6: Decay modes of 22Na to 22Ne that produce positrons.
used in antihydrogen production so these need to be slowed and cooled down
to a low energy beam in the eV range.
The ALPHA positron accumulator, figure 4.7, uses a high intensity source moun-
ted on a coldhead which is cooled to 6 Kelvin. A film neon moderator is plated
directly on to the hold head by admitting neon gas to the vacuum chamber.
Positrons implanted into this solid moderator have a very low lifetime, typ-
ically less than a nanosecond. They do, however, lose a substantial amount of
kinetic energy, slowing down to temperatures close to those characteristic of the
temperature of the moderator. Typically 1% of these positrons escape the surface
of the moderator into the vacuum of the accumulator.
Positrons that survive and pass through the moderator go into the accumu-
lator, guided by a magnetic field to a 3-stage Penning-Malmberg trap that is
filled with a nitrogen buffer gas.
This buffer gas cools the positrons further by positron excitation transition
(e+ + N2 → e+ + N∗2), which causes them to lose about 9 eV of kinetic energy
per collision. This process competes against positronium1 formation (e++N2 →
Ps + N+2 ). These competing processes result in 20-30% of the positrons being
captured and cooled into the lowest energy stage of the Penning-Malmberg trap
where they have a lifetime against annihilation of around 100 s. Typically around
2.5× 107 positrons are accumulated in an accumulation cycle.
4.1.7 Multi Purpose Vacuum Manipulator
The Multi Purpose Vacuum Manipulator, the so-called ’ALPHA Stick’ is an in-
strument that can move up and down so that different tools can be used. The
1 positron and electron formed in a bound state (chemical symbol Ps)
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Figure 4.7: Positron Accumulator schematic. The positrons are moderated in a solid neon target inside the coldhead, and then guided by the magnetic
field to the 3-stage accumulator (on the right). A rotating wall compresses the plasma radially, the lower panel represents the three stages
of the electric well that positrons are accumulated into, lowering from well to well as the energy depletes. The buffer gas used to cool the
positron is pumped out before transferring the positrons to the main experiment. Adapted from [68].
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various tools include a ’pass-through’ port so as not to obstruct the injection of
positrons, an Multi-Channel Plate (MCP) and phosphor plate for imaging plas-
mas, and a microwave horn for injecting microwaves into the experiment. Figure
4.8 shows a photograph of the front and back of the instruments along with a
schematic.
microwave horn During an intervention on the experiment in 2012, the
capability for injecting microwaves was added to the experiment. Its purpose
was to induce the spin flip of antihydrogen [7].
Microwaves were generated by an Agilent 8257D synthesiser [69], at frequen-
cies from 25 to 30GHz, and transmitted via coaxial cable through one of two
potential paths. The first path was used for low power experiments with elec-
tron plasmas [70], and the second path was used for high power experiments
with antihydrogen [7]. This second path included a microwave amplifier, which
produced an output of up to 4W at 28GHz. These two paths were connected to
the microwave horn via switches to change between microwave injection paths.
The two wave guide paths were then coupled to a flexible rectangular wave-
guide with a custom-made wave guide window made from a hermetically-sealed
block of 3.27mm thick quartz, separating the trap’s vacuum from atmosphere.
Its thickness is chosen to be half the wavelength of the frequency band of interest.
mcp / phosphor screen detector An MCP is used in the ALPHA exper-
iment to measure the size and temperature of charged plasmas in the ALPHA
experiment. A description of the methods by which the plasma temperature is
measured is covered in section 5.1.
The MCP is made of a plate of semiconducting material with small channels
cut through. The plate operates by amplifying charge collected through holes on
its surface. When a particle hits the surface, secondary electrons are produced,
which are then accelerated by a potential difference between the front and back
of the MCP, creating a cascade of electrons. A third electric potential is also ap-
plied to a phosphor plate to which this cascade is directed. The phosphor plate
produces visible light which is reflected on a mirror at 45º to a Charge Coupled
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Figure 4.8: Photographs of the ALPHA Stick instruments. Top left shows (from left to
right) the back of the microwave horn and its wave guide, the MCP Phos-
phorous plate and the ’pass through’ port. Bottom left shows the front of the
same instruments, (from left to right) the microwave horn, the front of the
MCP and the ’passthrough port’. The right side is a schematic of the whole
set of instruments adapted from [62].
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Figure 4.9: MCP schematic - an incoming charged particle hits the surface of the MCP, ex-
citing electrons from the surface. These electrons are accelerated by a strong
electric field, causing a cascade effect. The amplified number of electrons is
then accelerated onto a phosphor plate which generates visible light. This
light can be imaged with a camera outside the vacuum apparatus via an
arrangement of mirrors and vacuum tight windows. (Not to scale).
Device (CCD) camera on the outside of the experiment’s vacuum chamber, as
shown in figure 4.9.
Various accelerating voltages can be applied in order to change the gain of the
MCP/Phosphor screen. This gain can change the application of imaging: counting
single ions, imaging charged particles, measuring the radial density profile, and
temperature of a plasma (see section 5.1). It can also be optimised to image
both positive and negative plasmas by changing the voltage of the front plate
(changing between an anode and a cathode).
The MCP used in the ALPHA experiment has an active area with a diameter of
41.5mm. The channels are 12 µm in diameter separated by 15 µm in a hexagonal
array. Each pixel of the CCD camera covers roughly 30 MCP channels [71, 72].
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(a) Plasma image of compressed electrons
on the MCP
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(b) Plasma image of positrons on the MCP.
This image has fewer particles than the
electron image.
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(c) Plasma image of antiprotons on the MCP.
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(d) Plasma image of antiprotons on the MCP.
Here the gain voltage has been increased
so the annihilation products are distin-
guishable.
Figure 4.10: Various imaged plasmas from the MCP in ALPHA. Colour indicates norm-
alised intensity (red is highest intensity through to blue showing lowest
intensity).
Some example images of various plasmas are shown in figure 4.10.
plasma size and density estimation Plasma size can be estimated by
fitting a 2D generalised Gaussian-like distribution
I(r) = a · exp−( |r−r0 |R )n , (4.10)
where I(r) is the radial intensity, a is the maxima density of particles and R is
the radius. a, R, r0 and n are fit parameters.
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The electrons and positrons have a circular distribution while antiprotons have
an elliptical shape. This is caused by the magnetic field dropping to 0.024T at
the position of the MCP detector, 1.3m from the trap centre. The electrons and
positrons are tightly bound by the field lines where antiprotons are not. A de-
tailed study of the performance and sensitivity of the MCP in ALPHA is given in
[71].
plasma temperature estimation Using a similar method as described
in section 5.1.5, the most energetic particles escape first as a potential well is re-
duced slowly [60]. By profiling the rate of escape as the potential well is reduced
to zero, it is possible to correlate the well depth with the number of particles
measured on the MCP. Fitting this time distribution to a Maxwell-Boltzmann dis-
tribution, the temperature of a charged plasma can be accurately measured [73],
where N(E) is the one-dimensional energy distribution:
N(E) ∝ exp(− E
kBT
), (4.11)
where kB is the Boltzmann constant, T is the temperature and E is the electric
field in the axial direction.
Plasma temperature is measured with the MCP, except for antiprotons that are
counted using the Faraday cup and scintillating bars outside the experiment,
illustrated in figure 4.11.
4.1.8 Other Instruments
faraday cup Faraday cup is used to catch charged particles in a vacuum
and measure them. In its simplest form it is made from a metallic chamber or
cup, with an electrical lead which conducts current to a measuring instrument.
In ALPHA, we are interested in measuring charged plasmas rather than beams, so
the design is optimised for measuring short pulses. If the capacitance of the con-
ductor is known, the number of incident particles is proportional to the voltage
induced by the collected charge.
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Figure 4.11: Schematic of the external scintillating paddle detectors in the ALPHA trap-
ping apparatus.
In ALPHA, the Faraday cup is an aluminium foil that is also used as a degrader
to slow incoming antiprotons. This detector is sensitive to particle numbers as
low as 106 electrons or positrons.
The Faraday cup is not well suited for measuring the number of antiprotons.
Either scintillators outside the experiment or the SVD are used as event counters.
These are particularly effective as they are more sensitive to lower numbers of
antiprotons than the Faraday cup.
scintillators Scintillating material luminesce when excited by ionizing
radiation, photons then travel though the bulk of the material [5]. These photons
are then typically detected with a Photo-multiplier tube (PMT), which converts
and amplifies the light into a detectable electrical signal. A threshold is set at
which this signal must exceed in order to register a ’count’. The scintillators
are highly sensitive to the annihilation products of antiprotons. They also detect
511keV gamma rays from positiron-electron annihilations however the detection
efficiency of this is low.
ALPHA uses twelve 40× 60× 1 cm plastic scintillating paddles mounted vertic-
ally in pairs (for time coincidence operation), placed in three positions on either
side of the trap: the Faraday cup/degrader, central mixing region, and positron
side of the main apparatus. See figure 4.11 for a schematic.
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csi detectors CsI crystals are scintillators of much denser material than
that used in the above, allowing them a much higher sensitivity to 511keV
gamma rays produced from positron annihilation. Several compact CsI detectors
are placed along the accumulator and transfer sections of the ALPHA experiment.
4.1.9 Control System and Data Acquisition
Control of the ALPHA experiment is centred around the sequencer, a single sys-
tem that controls all of the equipment described in this chapter.
The sequencer is split into two parts, the analogue sequencer and the digital
sequencer. The analogue sequencer handles the controls, the timing, and amp-
litude of voltages applied to the electrodes of the Penning-Malmerg trap. The
digital sequencer handles input and output triggers of all other instruments.
Using a custom made LabVIEW application by National Instruments [74], pro-
grammable sequences are loaded from file. Sequences are made with simple
building blocks executed sequentially, data included in one of these building
blocks include timing, digital outputs, optional input triggers, timing and amp-
litude for electrode signals. Sequences are programmed with these building
blocks, saved to file and run during live beam time.
This high level program interface runs low level code on a National Instru-
ments PXI 7811R Field Pragrammable Gate Array (FPGA). The timing ’jitter’ on
this hardware is on the sub-nanosecond level for output. Response to input trig-
gers have a jitter of approximately 100ns.
All data are logged with the Maximum Integration Data Acquisition System
(MIDAS) software [75], including environment monitors, triggers and detectors.
The processed data are routinely analysed with custom C++ code and ROOT
[76]. The analysis prototyping for this thesis has been programmed in MATLAB
[77].
4.2 upgraded components for the alpha ii setup
Figure 4.12 shows a cross section of the ALPHA II design. It does not include the
positron accumulator, which is unchanged from ALPHA I. Significant changes
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include an additional ’stick’ allowing plasma imaging and measurements to be
done in an additional location, portholes for lasers to be introduced, a catching
trap separated from the mixing trap and a new, larger array of magnets for the
neutral atom trap.
addition of a laser cavity The main purpose of the upgrade from
ALPHA I to ALPHA II was to introduce the capacity for including lasers, both
for cooling purposes and spectroscopy. The inclusion of this changed the radius
of our trapping region, which in turn meant upgrading the neutral atom trap,
and the solenoidal magnet for the Penning-Malmberg trap. This in turn required
a change in geometry for the Silicon Vertex detector, which will be covered in
chapter 6.
separation of catching trap Significant changes in the upgrade between
ALPHA I and ALPHA II include the separation of the antiproton catching trap to
outside the main Penning-Malmberg trap to its own external unit. This allows
for the efficiency to be improved by several factors. The magnetic field can also
be increased without concern for the performance of the Ioffe-Pritchard neutral
atom trap and catching experiments can be run independently of the rest of the
apparatus.
change in magnet geometry An entirely new set of cryogenics and
magnets (Ioffe-Pritchard neutral trap and Penning-Malmberg trap) has been
manufactured in order to accommodate the addition of the new laser cavity. This
also means the magnets have been entirely replaced. The Penning-Malmberg
trap magnet has a larger bore in ALPHA II. The beam pipe outer radius is 165mm
and the inner bore of the magnet is 350mm.
The Ioffe-Pritchard neutral trap design differs from the ALPHA I design, in that
it has an additional 3 mirror coils adding versatility, meaning neutral atoms can
be held in the apparatus while other plasma manipulations are made.
silicon vertex detector daq upgrade In order to accommodate the
larger number of modules in the ALPHA II SVD (upgraded from 60 modules to 72
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Figure 4.12: Cross sectional view of the ALPHA II upgrade. Notable difference from the ALPHA I set up include a separated catching trap, more advanced
magnet configuration and the addition of laser ports for cooling and spectroscopy.
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modules), the Data Acquisition (DAQ) system has been expanded. The readout
system is similar to that of ALPHA I [78], but has been expanded to accommodate
the specification of the upgraded detector [4].
5
R U N M E T H O D O L O G I E S
5.1 experimental methodology
A ntihydrogen experiments at ALPHA follow the same basic sequence:catching antiprotons from the AD and cooling them from approxim-ately 5MeV to 10−2 eV; transferring in positrons and catching them;
cooling and compressing both plasmas; powering up the neutral trap and mixing
the particles to create antihydrogen.
Once antihydrogen has been formed and held in our neutral trap, observa-
tion on a single atom basis is most effective via annihilation. This has been
achieved to date by two main methods, driving the antiatom to escape the trap
by microwaves [7], or releasing of the neutral trap (quenching the neutral trap
magnet)[8, 12, 46, 48].
A summary of the typical temperatures and numbers of each type of particle
is shown in table 5.1
5.1.1 Catching Antiprotons
As described in section 3.3, antiprotons are extracted every 100s in bursts of
≈ 3× 107 particles from the AD. The approximate length of this burst (or ’spill’)
is 200ns and and its momentum 100MeV/c. For experimental purposes, these
are slowed down to thermal energies. The first step in slowing these antipro-
tons is to pass them through a 185 µm thick degrading foil (which doubles as a
Faraday cup, figure 4.11). Antiprotons passing through the degrader lose energy
through collisions. Some antiprotons stop and annihilate and can be counted by
the external scintillating detectors, some come out with reduced energies [72, 63].
Of these, some are of low enough energy that they can be caught using the high
voltage electrodes in the apparatus (figure 4.3).
42
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Experimental Step No. anti-
protons
Temp-
erature
No.
positrons
Temp-
erature
AD injection of anitprotons 3×107 5MeV
Catching antiprotons with
HV electrodes
´´ >30,000K
Cooling with electrons 8×105
Transfer positrons to mixing
trap
´´ 2.2×107 40-200K
Kick out ~95% of electrons
and re-compress electron
and antiproton mix
´´ 1000K ´´ ´´
Kick out remaining electrons ´´ 200-
1000K
´´ ´´
Evaporatively cool
antiprotons and mix with
positrons
5×103 >70K ´´ ´´
Hold and or inject
microwaves
0.6* <0.5K 0.6* <0.5K
Quench 0 0 0 0
Table 5.1: Table of typical plasma particle count and temperatures during the ALPHA
atom trapping experimental cycle. Note, these numbers are approximate val-
ues, obtained for trapping ’series 81’, the numbers for all trapping series are of
the same order of magnitude in ALPHA I. *Antiproton bound in antihydrogen.
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(a) Antiprotons (blue) are injected from the
AD, the catching trap is re-loaded with elec-
trons (red) and a stopping voltage is ap-
plied.
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(b) The antiprotons are confined by a high
voltage barrier closing behind the bunch.
While confined these scatter off the elec-
trons in the trap and cool.
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(c) The high voltage electrodes are powered
down and any high energy (hot) antipro-
tons escape. Antiprotons that have cooled
with the electrons are held in a smaller con-
fining well.
Figure 5.1: Process of antiproton catching and initial cooling from the AD.
The high voltage electrodes (~4kV) in the ALPHA Penning-Malmberg trap are
triggered by the AD’s timing signal. The blocking voltage is applied downstream
of the trap and reflects around 0.1 % of the antiprotons. After the reflection, the
high voltage barrier on the upstream end of the trap is turned on forming a
confining well, illustrated in figure 5.1.
The catching and cooling of these antiprotons is boosted in efficiency by a
solenoid that surrounds the catching region of the trap. In this region the mag-
netic field is increased from 1T to 3T for catching and cooling the antiprotons
and has had an observed improvement in the number of antiprotons that are
captured [79].
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Particle ωc ωz ωm
Electron/Positron 176GHz 100MHz 31kHz
Antiproton 94MHz 3.1MHz 31kHz
Table 5.2: Typical cyclotron, axial and magnetron frequencies in a 1T magnetic field.
5.1.2 Cooling trapped Antiprotons - Electron Cooling
Captured antiprotons still have a very high energy with broad energy distri-
bution. In order to cool the antiprotons, electrons are introduced into the trap.
Kinetic energy is transferred from the antiprotons to the electrons, which then
in turn cool due to the radiative energy loss in the magnetic field of the Penning
trap [80].
The axial and magnetron motions of these particles radiate, but because their
frequencies are typically in the radio range (see table 5.2), their emission rates
are negligible. It is the cyclotron motion that has the greatest cooling effect.
As summarised in table 5.3, the charge-to-mass ratio greatly effects the rate
at which a particle cools in a magnetic field. The characteristic cooling time of
the antiproton is very long, τp¯ ∼ 1 × 109 s, too long for our application. Elec-
trons, however, have a much lower cooling time τe− ∼ 0.2 s. In order to improve
catching and cooling antiprotons as soon as possible, the trap is pre-loaded with
electrons. This mix of electrons and antiprotons will cool until equilibrium is
reached. After a set time, the high voltage electrodes are discharged and re-
placed by a lower voltage trap. The fraction of the antiprotons that has been
cooled remains in the trap, with the remainder escaping and annihilating.
5.1.3 Compression of Charged Plasma
After catching cooled antiprotons, the plasma radius is compressed. The same
method for this is also used to compress the positron and electron plasmas. Hav-
ing a small dense plasma increases the rate of formation of antihydrogen by
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Characteristic Cooling time by synchrotron
radiation in magnetic field
Particle 1T (ALPHA I &
II Mixing trap)
3T (ALPHA I
Catching trap)
5T (ALPHA II
Catching trap)
Electron/Positron 2.6 s 0.28 s 0.1 s
Antiproton 1.6×1010 s 1.8×109 s 6.4×108 s
Table 5.3: Characteristic radiative cooling times for electrons, positrons and antiprotons
in various magnetic field strengths used in ALPHA.
three-body recombination (the dominant antihydrogen formation mechanism)
and reduces the perturbative effect of the octupole magnetic field.
In order to compress a non-neutral plasma in a magnetic field, a torque is ap-
plied to it. In ALPHA I, a six-way segmented electrode is routinely used to apply
a rotating electrostatic field. ALPHA II has two sets of six-way segmented elec-
trodes. In both cases an electric field of voltage, Vn, applied to the nth electrode
segment:
Vn = V0sin(ωRW t− θn), (5.1)
where V0 is the magnitude of the electric field, ωRW the rotating wall angular
frequency, t is time and θn = n× 2pi/N, where N is the total number of segments.
An illustration of the electrode segments with θn is shown in figure 5.2.
This technique is very effective for electron and positron plasmas. Antiprotons
however, do not respond to being driven directly in the regime studied. Instead,
they are compressed while mixed with electrons. Driving the electrons’ compres-
sion slowly enough, the antiprotons plasma size will roughly follow that of the
electron plasma.
The application of compression increases the temperature of a plasma in the
experiment. Fortunately, the radiative cyclotron energy loss of the positrons and
electrons in a 1-5T field is strong enough to maintain the balance. Again this is
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Figure 5.2: Electrode segments of rotating wall connected to a function generator at vari-
ous phases, used for applying a torque to plasmas in the ALPHA to compress
them.
not so effective for antiprotons, but they continue to cool through collisions with
the electrons.
5.1.4 Removing Electrons from the Antiproton Plasma
In order to prepare antiprotons to be mixed with positrons, the electrons need to
removed to prevent the positrons from annihilating. This is achieved by quickly
pulsing off and on the confining electrode for the antiprotons on one side. Elec-
trons having a larger charge-to-mass ratio than antiprotons are accelerated out of
the trap quickly, and the trap is re-established before the antiprotons can escape,
typically within about 100ns. This process is named the electron ’kick’, see this
sequence illustrated in figure 5.3.
The rapid change in electric potentials, as well as the sudden change in charge
density arising from the removal of the electrons, heats the trapped plasma sig-
nificantly. In order to reduce the amount of heating, the electron removal is
divided into two steps. The first ’kick’ removes at least 95% of the electrons leav-
ing a plasma temperature of over 1000K. The remaining electrons are kept with
the plasma in order to re-cool the antiprotons, before reducing the confining well
depth. Since the amount of confined charge has reduced, the well can be lowered
without losing the confined particles. This lower well also allows the final ’elec-
tron kick’ to minimise heating of the antiprotons. Final antiproton temperatures
typically range from 200-1000 K with an approximate radius of 0.8mm.
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(a) An antiproton-electron mixed plasma is held in
a well.
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(b) One side of the well is ’dropped’ for a short
period of time. Lightweight particles are kicked
out faster than heavier ones, meaning electrons
separate from the antiproton plasma.
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(c) The confining well is re-established quickly after
the electrons have been removed, catching and
holding the antiprotons.
Figure 5.3: Method for separating electrons from antiprotons in the ALPHA Penning-
Malmberg trap (so-called electron kick).
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Figure 5.4: An illustration of EVC, a method used in the ALPHA experiment for cooling
antiprotons to extremely low temperatures. Antiprotons are held in a well
(the colour gradient drawn in the figure, blue to red, represents the vary-
ing energy of particles within the plasma). More energetic particles are less
tightly confined in the trap. By making the well slowly more shallow, the
most energetic antiprotons escape, resulting in a lower average temperature
of the confined plasma. The more antiprotons ’evaporated off’ the colder
the remaining plasma, creating a balancing act between particle number and
temperature.
The electrical potentials and timings of all of these steps are tuned by using
the MCP in diagnostic dumps, see section 4.1.7.
5.1.5 Evaporative Cooling (EVC)
Evaporative Cooling (EVC) or Magnetic Evaporative Cooling, is the final process
in cooling antiprotons to prepare them for mixing with positrons by selectively
removing the most energetic particles. The technique was originally developed
to study Bose-Einstein condensates, pioneered in the mid 1990s [81]. It is now
routinely used in the ALPHA experiment.
As illustrated in figure 5.4, EVC works with particles confined in a potential
well. One side of the potential for the antiprotons is slowly lowered on one side,
the most energetic antiprotons (those at the high energy tail of the Maxwell-
Boltzmann distribution) escape first and ’evaporate’ over the potential barrier
leaving the remaining plasma of antiprotons of lower energy behind. The net
effect reduces the average temperature of particles remaining in the trap.
This creates a trade off between the antiproton number and the temperature
achievable. The more particles evaporated off, the colder, and the lower the num-
ber of particles that are left.
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EVC has been used in atomic physics for cooling charge-neutral plasmas [82,
83], achieving temperatures as low as 450pK [84].
ALPHA does not drive to such low temperatures, instead making a balance
between particle number and temperature, optimised for antihydrogen forma-
tion. The application of EVC was key in the trapping of antihydrogen.
5.1.6 Mixing of Antiprotons with Positrons - Stepping Towards Antihydrogen Forma-
tion
Production of antihydrogen in the ALPHA experiment is achieved through mix-
ing positrons with antiprotons. Antiprotons and electrons have opposite charges,
which makes mixing them in a Penning-Malmberg trap difficult. The confining
electrostatic wells used to store each respective particle plamsa are opposite to
each other. This means that in order to mix one plasma with the other, the first
plasma requires being given enough potential energy to overcome the electric
barrier of the second plasma’s confining well.
Since the antiprotons are heavier and have a greater momentum, one might
expect that keeping these stationary and injecting the positrons would be op-
timal. However, the positrons, being much lighter, lose energy and cool quicker
in a strong magnetic field so they would only interact with the antiprotons for a
short period of time before losing energy and cooling into side wells, stopping
recombination mechanisms. Instead, the antiprotons are chosen to be injected to
a positron plasma held in the centre of our trap. This has been seen to improve
antihydrogen formation rates over positron injection [85].
5.1.6.1 Auto-Resonance
Auto-resonance is the preferred method for exciting antiprotons from their trap-
ping well into the positron plasma in ALPHA. This process works by the principle
of resonantly exciting a particle in a potential well. Particles in this potential well,
oscillate non-linearly. By driving these particles at their resonant frequency, a
moving target frequency, it is possible to kick out particles from their confining
well with minimal excess kinetic energy.
Part III
S I L I C O N V E RT E X D E T E C T O R
Following is a complete description of the ALPHA Experiment’s SVD,
motivation for its design, justification of materials chosen, physics
and behaviour of those materials.
The geometries of the ALPHA I and ALPHA II design will also de-
scribed in detail.
6
M O T I VAT I O N A N D D E T E C T O R D E S I G N C O N S T R A I N T S
T rapping antimatter in the ALPHA experiment is both a physics and anengineering challenge. The apparatus required sets constraints on thephysical dimensions of a detector system and the single atom basis of
experimentation its sensitivity.
The only means of observation of trapped antihydrogen is that of induced
annihilation, by ejecting the trapped atom out of the neutral trap. This has been
previously done by either quenching the magnets, or ejection via microwave spin
flip. Upon the annihilation of antihydrogen with matter, the ALPHA apparatus
is able to see annihilation events to a very high efficiency by the detection of
charged pions as described in this chapter.
Discussed below are the basic annihilation products with different materials
inside the trap and their subsequent interactions with matter.
6.1 annihilation fingerprints
The well depth of the neutral trap is only 0.5K, relating to an upper linear ve-
locity of ~110ms-1 for trapped antihydrogen. Antiproton plasmas and positron
plasmas can have temperatures of up to and around ~2000K and ~300K corres-
ponding to velocities of 7kms-1and 110kms-1 respectively meaning all annihila-
tion events can be considered non-relativistically.
6.1.1 Positron Annihilation
Positrons in the experiment annihilate when they come in contact with elec-
trons, typically producing two back-to-back 511keV gamma rays. Observation
of a 511keV gamma ray in coincidence with the annihilation products of an
antiproton was demonstrated with the detector in the ATHENA experiment [21],
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setting the path for further antihydrogen studies that did not necessarily require
an antiproton-positron coincidence measurement.
6.1.2 Antiproton Annihilation
6.1.2.1 Materials Encountered
Annihilation of antiprotons take place with two main materials. These are the
residual gas in the experiment and the gold plating on the electrodes used to
construct the Penning trap, i.e., the neutral trap wall.
antiproton annihilation with residual gas The probability of an
antiproton interacting with a gas molecule is low as the experiment is kept at
less that 10-12 mbar.
As described in section 4.1.5, the trap electrodes act as a cryopump in the UHV.
Using the antiprotons as a probe to measure the pressure inside the trapping
electrodes, mean lifetimes of antiprotons in ALPHA II have been measured to be
in excess of 10,000 seconds.
annihilation with trap wall - gold electrodes For radially ejec-
ted antiprotons from either the Penning trap or the neutral atom trap, the first
material that the antiproton will reach is the surface of the gold electrodes. An-
nihilations with the electrode surface have enough energy to fragment the gold
atom into much lighter elements along with several sub-atomic particles, typic-
ally pions. Figure 6.1 shows a plot of the various daughter nuclei that are pro-
duced by antiproton annihilation with gold at rest. These fragments are heavy
enough that they do not escape the experimental apparatus, and are not detected
in the SVD. In practice the only daughter products of annihilation that survive
thought the scattering material are the pions.
A list of the pion branching ratios is shown in table 6.1.
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Antiproton-proton [2] Antiproton-neutron [3]
Pion final state Branching ratio Pion final state Branching ratio
2pi0 0.00028 pi−pi0 0.0075
3pi0 0.0076 pi−kpi0 (k > 1) 0.169
4pi0 0.03 pi+2pi− 0.023
pi+pi− 0.032 pi+2pi−pi0 0.17
pi+pi−pi0 0.069 pi+2pi−kpi0 (k > 1) 0.397
pi+pi−2pi0 0.093 2pi+3pi− 0.042
pi+pi−3pi0 0.233 2pi+3pi−pi0 0.12
pi+pi−4pi0 0.028 2pi+3pi−kpi0 (k > 1) 0.066
2pi+2pi− 0.069 3pi+4pi−kpi0 (k > 1) 0.0035
2pi+2pi−pi0 0.196
2pi+2pi−2pi0 0.166
2pi+2pi−3pi0 0.042
3pi+3pi− 0.021
3pi+3pi−pi0 0.019
Table 6.1: Table of branching ratios to pions for antiproton-proton [2] and antiproton-
neutron [3] annihilations at rest. Note, the ~2% contribution due to kaons is
ignored here.
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Figure 6.1: Fragmentation products of antiproton annihilation at rest with gold, figure
from [1].
6.2 space constraints
To perform experiments on antihydrogen, principal components as described in
chapter 4 and reference [62] are required. A combination of the following needs
to be superimposed on top of each other in order to use them all in sequence.
1. An Ultra High Vacuum so that antimatter can be manipulated without
coming in contact with matter.
2. A Penning-Malmberg trap to catch and manipulate the charged plasmas,
combining a variable electric field and a perpendicular magnetic field.
3. A Ioffe-Pritchard trap or neutral trap, to hold the formed antihydrogen, a
magnetic field with a minimum at its centre.
In order to achieve the magnetic field strengths required for the experiment,
superconducting magnets are used, which need to be cryogenically cooled.
As shown in figure 6.2, the SVD is placed around the neutral trap minimum
to detect annihilation products. This location is between the cryostat outer wall
and the inner bore of the magnet used for the Penning trap. This means that any
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Figure 6.2: Cross sectional view of the ALPHA apparatus illustrating the scattering ma-
terial that annihilation products must pass through in order to reach the SVD,
image from [62].
annihilation products from the experiment must travel through several layers of
material before reaching the SVD.
6.3 specification of alpha i and alpha ii geometries
The original SVD design is comprised of two halves, each with a 3 layer barrel,
consisting of 8, 10 and 12 hybrid modules on the inner, middle and outer layers,
respectively, where only the outer layer is staggered into two radii.
The upgrade of the SVD had different geometrical constrains, with larger in-
ner and outer radii. The ALPHA II SVD resembles the original ALPHA I design;
constructed of two halves each with a 3 layer barrel design, but now upgraded
with 10, 12 and 14 hybrid modules on the inner, middle and outer layers respect-
ively. The radii of these layers are summarised in table 6.2. A comparison of the
module layout for the detector is shown in figure 6.3.
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Figure 6.3: A schematic of the hybrid positions in the ALPHA I (left) and ALPHA II (right)
set up. In both setups the detector is constructed of two barrels like these,
ALPHA I consisting of a total of 60 modules and ALPHA II consisting of 72
modules. The radial positions of these modules is summarised in table 6.2.
Figure taken from [4].
SVD layer Original (mm) Upgraded (mm)
Inner layer 75
89
94.5
Middle layer 95.5
108
113.5
Outer layer
108 114
127 132.5
Table 6.2: A table showing the varying radii of the Silicon Vertex Detector detector layers
for the original and upgraded detector design (ALPHA I and ALPHA II) from [4]
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6.4 physics motivation (svd)
The SVD provides unprecedented imaging capabilities to view single atom anni-
hilation in the ALPHA experiment. The detailed reconstruction of events in the
SVD gives great power to identify the location of annihilation events [8, 12, 86],
and distinguish between annihilation events and cosmic events. Allowing ex-
tremely low background on long measurement windows [7, 48].
sensitivity to gamma rays ATHENA used CsI detectors for coincidence
measurement of positrons (511keV photons) and antiproton annihilation tracks
in a SVD. ALPHA has no such dedicated detectors for high resolution gamma-ray
detection, replaced instead by more layers of silicon to improve vertex recon-
struction resolution for curved pion tracks.
6.4.1 Cosmic Ray Exclusion
The ALPHA SVD is sensitive to cosmic rays. These typically come from high energy
events in the upper atmosphere creating relativistic muons that pass through
the apparatus. These cosmic rays typically producing a single helix. On rare
occasions the particles scatter and produces secondary tracks, which can mimic
an annihilation event. The rejection of these background events is a major focus
of this thesis.
7
S E M I C O N D U C T O R T H E O RY
T he antihydrogen detection apparatus used in the ALPHA experimentexclusively includes a SVD. For this reason, this chapter will focus onsilicon as a semiconductor material.
7.1 silicon crystal
Silicon, a member of the IV group in the periodic table, a group known as a
metalloid element, has 4 covalent electrons and 4 conducting electrons. Rarely a
free element in nature, it can be manufactured into a diamond crystal structure
illustrated in figure 7.1a.
A ’pure’ silicon crystal is grown (only a few parts per million of impurities)
into mono-crystalline cylindrical ingots (boules) in various diameters typically
using the Czochralski or floatzone process. With these techniques, ingots of a
diameter up to 12 inches (450mm) can be manufactured currently [87], the ALPHA
sensors are manufactured in 6-inch wafers.
The crystal orientation of a wafer surface is denoted by Miller indices, (h,k,l),
illustrated in figure 7.1b. The vectors < h, k, l > refer to a vector perpendicular
to the (h,k,l) plane. The possible orientations for wafers used to produce silicon
detectors are < 100 >, < 110 > and < 111 >. Each of the plane orientations
have a different density of unpaired electrons at the wafer surface, influencing
the electrical properties of the detectors.
In high energy physics, < 111 > and < 100 > silicon is used as they are more
radiation tolerant when compared to < 110 > silicon. The ALPHA sensors are
< 100 > orientated silicon.
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(a) An illustration of the diamond structure of silicon.
< 001 > < 010 > < 100 >
< 110 > < 111 >
(b) A list of various miller indices and the corresponding planes
Figure 7.1: An illustration of the diamond structure of silicon and Millar indices
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7.2 band structure
Electrons in this crystal obey Fermi-Dirac (F-D) statistics meaning that each quantum
state (energy state) can either contain one or zero electrons. The states are dic-
tated by the band structure of a material. Electrons are bound to energy bands,
which may be separated by gaps of forbidden energies. The lower band is called
the valance band and contains electrons corresponding to the outer shell elec-
trons that are bound to specific lattice sites within the crystal. In the case of a
silicon crystal, they are the electrons in the inter-atomic covalent bonds.
The band above valance band is the conduction band, where electrons are
less tightly bound and can travel freely through the bulk of a material. The
separation between these bands is called the band gap. The size of this gap
dictates the properties of the material. For instance, in the case of a large gap,
the material is an insulator; a small gap the material behaves as a semiconductor,
illustrated in figure 7.2. In the absence of thermal excitation, a semiconductor
would have a fully populated valance band and an empty conduction band, and
theoretically would behave as an insulator. A conductor does not have a band
gap like a semiconductor, and electrons need only a small excitation to have
enough energy to migrate though the bulk.
7.3 charge carriers
In presence of any excitation energy, an electron can be given enough energy to
cross the band gap, moving an electron from the valance band to the conduction
band. This electron is then free to move through the bulk of the material. It will
leave behind a vacancy (hole). This combination is called an electron-hole pair.
The charge carriers (the electrons and the holes) move in opposite directions
through the bulk of the material in the presence of an electric field. The net mi-
gration motion of the charge carries is a result of the net drift velocity parallel
to the direction of the applied field and random thermal velocity. The hole does
not actually migrate in the same way as the electron, instead electrons repopulate
the hole from another valance site leaving a new hole. The hole motion effect-
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Figure 7.2: Schematic illustration of the conduction and valance band structure for an
insulator and a semiconductor
ively appears the same as that of a positively charged ion travelling through the
material, as the hole represents the absence of a negatively charged electron.
7.3.0.1 Mobility of Charge Carriers
The mobility of the electron-hole pair dictates the properties of the semicon-
ductor material. The mobility µ for electrons and holes is defined by
vh = µhε
ve = µeε (7.1)
where v is the drift velocity, ε is the electric field magnitude, subscript h and
e are the hole and electrons. This is valid for low-to-moderate electric field in-
tensity, before electron motion is fast enough to ionise other atoms. As a result
at higher electric field intensities, the drift velocity increases more slowly with
field, eventually becoming saturated [5].
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Typical values for mobility and carrier concentration are given in table 7.1.
Many semiconductor detectors are operated close to their saturated velocity (or-
der of 107 cm/s for electrons and ~40% less for holes [88]). The collection time of
a 300 µm thick silicon detector similar to the sensors in ALPHA, is less than 30ns,
extremely fast in comparison to other detector types [5].
7.3.0.2 Carrier Density
Carrier density for the conduction band and valance band are defined by the
number of charge carriers per unit volume. The charge carriers for the conduc-
tion band are electrons, and the charge carriers for the valance band are holes.
Below, the electron density is denoted by n and hole density by p. Some typical
values for silicon are listed in table 7.1.
7.4 intrinsic silicon
In an undoped, impurity free semiconductor (intrinsic semiconductor) the elec-
trons in the conduction band and holes in the valance band are caused exclus-
ively by thermal excitation (in the absence of ionising radiation). The means that
the number of electrons in the conduction band exactly equals the number of
holes in the valance band or
ni = pi, (7.2)
where the subscript i denotes intrinsic semiconductor. In practice pure in-
trinsic semiconductor conditions are impossible to achieve as real materials al-
ways contain very small levels of residual impurities.
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Property Si
Atomic number 14
Atomic weight 28.09
Stable isotope mass numbers 28-29-30
Density (300K); g/cm3 2.33
Atoms /cm3 4.96 × 1022
Dielectric constant (relative to vacuum) 12
Forbidden energy gap (300K); eV 1.115
Forbidden energy gap (0K); eV 1.165
Intrinsic carrier density (300K); cm3 1.5 × 1010
Intrinsic resistivity (300K); Ohm · cm 2.3 × 105
Electron mobility (300K); cm2/V · s 1350
Hole mobility (300K); cm2 / V · s 480
Electron mobility (77K); cm2/V · s 2.1 × 104
Hole mobility (77K); cm2 / V · s 1.1 × 104
Energy per electron-hole pair (300K); eV 3.62
Energy per electron-hole pair (770K); eV 3.76
Table 7.1: Properties of Intrinsic Silicon [5].
7.5 n-type semiconductors 65
resistivity In an intrinsic semiconductor both holes and electrons contrib-
ute to the conductivity of the material (unlike a metal where only electrons con-
tribute). In a wafer of silicon of thickness t, area A and applied voltage across
the thickness V, current is made up of two components, current due to the flow
of holes Ih and the current due to the flow of electrons Ie, shown in the following
equation,
I = Ie + Ih = Anie(ve + vh). (7.3)
Using equation 7.1 we can express resistivity (ρ = AVIt ) as
ρ =
1
eni(µe + µh)
. (7.4)
A resistivity of intrinsic silicon at room temperature is calculated to be 230,000Ωcm
using table 7.1.
7.5 n-type semiconductors
N-type semiconductors differ from the intrinsic, or pure semiconductor case. A
small about of material, called ’dopant’ is intentionally added to the material
in order to tailor its properties. In sufficiently small quantities (a few parts per
million or less) the diamond structure of silicon is maintained as the impurity
atom substitutes the position a silicon atom.
N-type dopants, or donor impurities, are typically from group V of the peri-
odic table, having 5 valance electrons. Illustrated in figure 7.3a four of these
valance electrons form covalent bonds with the surrounding silicon atoms. The
remaining electron is loosely bound to the dopant atom and takes very little
energy to dislodge it from its position. The loosely bound electrons form a con-
duction electron without a corresponding hole. Since the donor impurity is not
part of the regular lattice, the extra electron can occupy a position within the
normally forbidden gap. The energy spacing between this and the conduction
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(a) Illustration of Si crystal with a phosphorus donor impurity. Each of the lines repres-
ents a normal valence electron in a covalent bond. These covalent bonds can be broken
by thermal excitation, leaving behind an unsaturated bond, or hole. The phosphorus
atom has a very loosely bound electron to the impurity site.
Conduction band
Valance band
Donor levels
(b) Illustration of the donor levels being in-between conduction band and valence band
in n-type silicon.
Figure 7.3: Illustrations of the crystal structure and donor levels of n-type silicon.
band, is sufficiently small so that the thermal excitation is enough to ionise a
large fraction of the donor atoms, illustrated in figure 7.3b.
7.6 p-type semiconductor
P-type semiconductors, like n-type are doped with an impurity that replaces
the position of some silicon atoms in the crystal lattice. Typically elements from
group III are used, illustrated in figure 7.4a. The dopant, or acceptor impurity,
has only 3 valence electrons. All of them will form covalent bonds with the
silicon atoms, and there will be one covalent bond not completed. This uncom-
pleted bond is a hole in the valance band, called an acceptor site. If this acceptor
site is filled, the electron is less tightly than the rest of the bulk crystal structure,
illustrated in figure 7.4b. The energy spacing between this and top of the val-
ance band is sufficiently small that thermal excitation is enough to fill vacancies
created by the acceptor impurities. To a good approximation, an extra hole is
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B
(a) Illustration of Si crystal with a boron acceptor impurity. Each of the lines represents
a normal valence electron in a covalent bond. These covalent bonds can be broken
by thermal excitation, leaving behind an unsaturated bond, or hole. The boron atom
has one fewer valance electrons and represents a hole., and electron filling this hole
is slightly less firmly attached than the other valance electrons.
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Valance band
Acceptor levels
(b) Illustration of the acceptor levels being in-between conduction band and valence
band in n-type silicon.
Figure 7.4: Illustrations of the crystal structure and donor levels of n-type silicon.
added for every acceptance impurity added. The major charge carrier in p-type
semiconductor are the holes and dominates the electrical conductivity.
7.7 p-n junction
The p-n junction is formed by the combination of an n-type and a p-type silicon
in contact. Between these two materials there is a discontinuity in the conduction
electron density, this leads to a net diffusion of from high concentration to low
concentration. Conduction electrons from the p-type material migrate to the n-
type material, filling holes. In turn a symmetric process means the holes from the
n-type material migrate to the p-type material. This accumulated charge creates
an electric field. This electric field impedes further diffusion of electrons and
holes. The region over which the charge imbalance exists is called the depletion
region. This extends on both the p- and n-sides of the junction. Weighted in the
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direction of the relative concentration of dopants. The more highly doped region
would extend its charge carriers farther to the type region.
The electric field in the depleted region can be calculated by solving the Pois-
son’s equation
∇2ϕ = −ρ
e
, (7.5)
where ϕ is the electric potential, ρ is the charge density and e is the dielectric
constant.
Electrons and holes excited in or near the depletion region, migrate back to-
wards the n-type and p-type respectively due to the intrinsic electric field. The
only charges left within the depletion region are the immobile ionised donor and
filled acceptor sites, these do not contribute to the conductivity, so the resistivity
of the p-n junction is high compared with the n and p material on either side.
An illustration of the valance band and conduction band over a p-n junction is
shown in figure 7.5.
With electrical contacts on either side of the p-n junction, the p-n junction be-
comes a diode. An electrical bias can be applied in a forward or reverse direction.
Forward bias is described as applying positive voltage to the p-side and reverse
as applying positive voltage to the n-side.
Under forward bias a diode behaves ohmically. Voltage applied to a diode in a
forward direction reduces the the electric field at the junction, allowing current
to flow.
Under reverse bias a diode does not respond ohmically. The electric field pen-
etrates into the silicon bulk, increasing the size of the depletion region, illustrated
in figure 7.5c. At low-to-moderate reverse bias voltage, the diode resists current.
Leakage current through the diode in this range is proportional to the electron-
hole mobility. This leakage current increases with voltage until a breakdown
voltage is reached.
junction breakdown At high enough electric field gradient under re-
verse bias, temperature effects mobilising charges can be enough cause signific-
ant current to flow through the junction, this is called the junction breakdown
7.7 p-n junction 69
Fermi level
Valance band p
Conduction band
n
p n
(a) No bias - A p-n junction with no applied bias is equilibrium, the two fermi
levels match both sides of the junction.
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(b) Forward bias - A p-n junction with a forward applied bias sets make the
donor band above the acceptor band. This allows electrons ’jump down’
at the junction interface from the n-side to the p-side. This ’downhill’
flow of electrons give a net current through the diode.
Fermi level
Valance band p
p n
Conduction band
n
+-
reverse biased
Depletion region
(c) Reverse bias - A p-n junction under reverse bias sets the acceptor band above
the donor band. Electrons cannot flow from the n-side to p-side as they could
in the forward bias scenario, instead they require thermal excitation to jump
’uphill’.
Figure 7.5: P-n junction characteristic behaviour for both no bias, forward bias and re-
verse bias. An upward direction on the diagrams above represent an increase
in electron energy.
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Figure 7.6: Zener Diode I-V Characteristics Curve for an ideal p-n junction. When a
forward voltage is applied, the current across the junction increases steeply,
however, with a reverse voltage the currently increases very slowly until
the breakdown voltage is reached at which point the current flow increases
greatly.
voltage and can damage the the diode. Typical breakdown voltage for silicon is
approximately 3·105 V/cm, so it must be considered as a design limit for any
detector.
The typical current-voltage (IV) characteristics of an ideal p-n junction diode
is show in figure 7.6.
p-n junction as a particle detector A charged particle travelling
with enough energy ionises the atoms along its path. This excitation of electrons
creates electron hole pairs. In a reverse biased diode, having a very low leakage
current, the created electrons and holes now drift according to the electric field,
creating a burst of current through the diode that can be detected. An illustration
is shown in figure 7.7.
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Figure 7.7: P-N Junction as a particle detector. Approximately 8000 electron hole pairs
are generated per 100um in silicon. N-type and p-type sides of a diode are
typically not equally proportioned, for example the ALPHA sensors are made
of n-type silicon with p-type implants, approximately 1000:1 n-type to p-type.
Utilising this method it is possible to count and measure the charge deposited
in a diode with the aid of signal amplifying electronics. The ALPHA sensors use
this method, built on 300 µm n-type silicon with p-type implants.
When a charged particle passes through material, the amount of energy de-
posited per distance in the material depends on the velocity of the particle, as
described by the Bethe-Bloch formula,
−dE
dx
=
4pie4z2
m0v2
NZ
[
ln
2m0v2
I
− ln
(
1− v
2
c2
)
− v
2
c2
]
, (7.6)
where e is the elementary charge, z is the charge of the incident particle, m0
is the rest mass of the electron, v is the velocity of the incident particle, N is
the number density of the medium, Z is the charge number of the medium, I
represents the mean excitation energy of the medium, and c is the speed of light.
This function has a minimum which is the point the least signal is generated by
the traveling particle. A particle with this minimum energy we call a Minimum
Ionising Particle (MIP). A MIP in the ALPHA sensors correspond to a typical 24000
electron hole pairs (~4 fC charge), to which our readout system is sensitive.
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D E T E C T O R D E S I G N A N D Q U A L I T Y A S S U R A N C E M E T H O D S
T his chapter will describe the hybrid module design along with keydetector specifications. Two iterations of the design will be covered,the ALPHA I setup consisting of 60 hybrid modules [62] and the ALPHA
II setup consisting of 72 hybrid modules [4]. Figure 8.1 shows a photo of the
ALPHA I detector with its covers and some cables removed.
Figure 8.1: ALPHA I Detector, covers removed and cables removed from the ’Positron End’
or Downstream End.
Results of tests and quality assurance will be described in chapter 9. The co-
ordinate convention of this chapter will be the local coordinates of the silicon
sensors. x, y and z will describe the thickness, width, and length respectively of
the silicon sensor. These directions are illustrated in figure 8.2 and 8.3.
72
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8.1 hybrid module details
The principal building blocks of the ALPHA SVD are the hybrid modules. Made of
two double sided strip sensors, 4 Application-Specific Integrated Circuit (ASIC)
readout chips, and a supporting Printed Circuit Board (PCB) mount. Modules
were assembled and tested at the University of Liverpool Semiconductor Centre.
A description of their specification, assembly, and testing methods will follow in
sections 8.1.1, 8.1.2, and 8.1.3 respectively.
8.1.1 Module Specification
Given the large amount of scattering material making up the neutral trap and its
related cryostat, a detailed Monte Carlo simulation was performed to specify the
hybrid modules. Primarily setting a limit to the required width of strip pitches, to
avoid over engineering and minimise the required number of read out channels.
Also, to minimise further scattering of particles and improve vertex recon-
struction, the ALPHA SVD was designed to be a low mass detector system, with
minimal scattering materials.
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Figure 8.2: Photo and enlarged insets of a completed ALPHA hybrid module in its handling mount (p-side). Silicon strips run along the z axis and the two
silicon sensors are wire bonded together. Fixation points for holding the hybrid in this jig can be seen, the central hole on the left hand side
is the alignment hole used to mounted the hybrid in the detector assembly. Counting clockwise from the top left insets illustrate: 1. Fan-in
piece bonded to PCB tracks. 2. PCB track bonded to the first silicon sensor, along with the guard ring connection at the top. The bond wires are
connected to the large bonding pad, adjacent are the testing pads. It’s possible to see the spots where the oxidised surface has been removed
by the testing probe. To the left of these pads, before the guard rings, polysilicon resistors are visible. 3. First silicon sensor bonded to the
second, again the bonding pads and test pad can been seen. 4. End of the silicon module, another fiducial marker is visible in the top right.
5. Same as 3. 6. Same as 2. 7. ASIC bonding pad positions, this staggered pattern is responsible for the staggered noise on the n-side strips 8.
ASIC to PCB bonding wires
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Figure 8.3: Photo and enlarged insets of a completed ALPHA hybrid module in its handling mount (n-side). Silicon strips run along the y axis. The hole
on the left hand side is the alignment hole used to mounted the hybrid in the detector assembly. Counting clockwise from the top left insets
illustrate: 1. ASIC chip, relative densities of the bond wires can be seen on the back side (left) and front side (right). Bonding pads on the
front side are in three rows meaning bond wires float over each other. 2. Enlargement of the fan-in to PCB connection, with microvias for first
silicon sensor 3. Capacitors for n-side strips 4. Super enlarged image of fiducial markers on silicon sensor, there at 6 of these on each sensor,
the cross is only 50 µm across 5. Enlarged view of bonds between silicon sensor and PCB, inset is the same but at a different focal distance. 6.
Copper tracks from the silicon to capacitors. Looking at the main picture, the white support bracket glued to the PCB can be seen on the right,
this is the mounting point for the hybrid module. This is used for all alignment on the hybrid module.
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Physical size 61 x 115mm
Active area 58.1 x 112.0mm
Typical bias resistor value 7-17MΩ
Depletion voltage 40-50V
p-side n-side
Strip length 112mm 58mm
Strip pitch 227 µm 875 µm
Interstrip spacing 50 µm 10 µm
Typical strip leakage current 6nA 12nA
Number of strips 256 128
Table 8.1: Summary of the silicon module parameters and typical properties
8.1.1.1 Silicon Sensor
The silicon sensors were produced by Micron Semiconductor Ltd, processed in
300 µm thick, 6 inch wafers as standard, n-type Double-sided Silicon Strip De-
tector (DSSD).
Each sensor has 128 n-side strips, laying parallel to the y-direction (figure 8.3),
and 256 p-side strips parallel to the z-direction (figure 8.2). A polysilicon strip
bias resistors are integrated into the silicon by each strip. Table 8.1 summarises
the strip pitches and lengths [89].
The p-side strips of the two end-to-end silicon sensors are wire bonded to-
gether and are read out as a single long strip, creating an effective 512 read out
strips. The 256 n-side strips and the 256 perpendicular p-side strips cover an
active area of 58.1 x 224mm2.
The sensors are readout using four Va1Ta ASIC chips (described below) per
hybrid module, each Va1Ta readout chip handling 128 channels.
The p-side strips are DC coupled to the charge amplifier inputs in the ASIC,
and the n-side strips are AC coupled using 1nF external capacitors. Sensors
have to be very carefully tested in quality control as the strip leakage current
flows directly into the readout chips pre-amplifiers on the DC coupled p-side. A
summary of the specifications is given in table 8.1.
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Strict quality assurance tests where made on each silicon sensor, including
integrated resistor voltage drop, strip current, diode properties (IV), and a 48-72
hour stability test. Acceptance criteria for the ALPHA silicon modules include the
following:
1. 1% substandard strips per sensor;
2. Less than 50V depletion voltage;
3. Less than 10nA strip leakage current.
8.1.1.2 Sensor Radiation Tolerance
The expected radiation dose to the SVD is relatively low, especially for the field of
high energy physics. An estimated exposure of 109 (200MeV pions) /cm2 /year
is expected, meaning the performance of each silicon sensor will not deteriorate
over the lifetime of the experiment from radiation induced damage.
8.1.1.3 ASIC Specification
The hybrid modules use Va1Ta chips produced by Ideas/Gammamedica, Nor-
way [90]. The Va1Ta chip is programmable and contains a single event upset
recovery circuit. The linear input range is around ∼ ±10 MIPs, where + corres-
ponds to hole collection on the p-side and − the electron collection on the n-side
readouts. Each ASIC has 128 input channels producing a 75ns fast trigger pulse
and a shaped analogue signal, set to peak at ~1µs, having 1V dynamic output
range.
8.1.2 Module Assembly
8.1.2.1 PCB Preparation
PCB preparation can be broken down into 10 steps, including both assembly and
testing, summarised in table 8.2. Reference positions of each component can been
seen in the labelled photo of a completed hybrid in figure 8.2. These tests were
performed in parallel to testing the quality of the silicon. During assembly and
testing the PCB is held in a custom aluminium handling frame (as pictured in
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the hybrid photo) with removable plastic covers (removed for photo) for use in
transit or storage.
The PCB, manufactured by Express Circuits in the UK, has an overall size is
344mm x 61mm. The material is Nelco 4000, chosen as it has a coefficient of
expansion closer to that for silicon than standard FR4. The PCB has 8 layers with
blind vias on both faces and a gold over nickel finish, suitable for wire bonding.
Tracks for connecting the silicon strips and the charge amplifiers have varying
length, the p-side tracks are the shortest, which is reflected in the noise perform-
ance, the n-side are routed on the back of the board via thin copper tracks and
microvias. A commercial Complementary Metal-Oxide-Semiconductor (CMOS)
buffer is used pass signals to and from the ASIC and PCB to isolate and protect
the ASIC from noise and external charge damage.
As summarised in table 8.2, the first step in the PCBs preparation, is to have
it cleaned and checked for electrical problems and twist/warp. After passing
this stage, step two is to have all the PCB’s electrical components attached and
soldered except the ASIC and associated fan-ins. Visual checks on these are basic
electrical tests make the third step, testing current drawn and basic operation of
active components. ASIC chips and pitch adapters are glued into position.
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Step
Number
Assembly phase Test phase
1 PCB cleaning and visual
inspection
2 Populate PCBs with all
electronic components except
ASICs, fan-ins and silicon
sensors
3 Visually inspect for correct
component types and values.
Perform initial electrical tests to
confirm current drawn and
basic operation of active
components.
4 ASIC and pitch adaptor glueing
on populated PCBs
5 ASIC back end wirebonding to
PCB
Repair as required
6 ASIC functionality test
7 ASIC front end wire bonding to
pitch adaptors
Repair as required
8 Repeat ASIC functionality test
9 PCB to pitch adaptor bonding
10 Pre-silicon functionality test
Table 8.2: Testing steps for PCB prior to adding silicon sensors.
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8.1.2.2 Fixing of Silicon Module to PCB
Figure 8.4 shows the vacuum jigs used for silicon assembly. This jig is used
to insure accurate placement of the silicon sensors to the hybrid module’s PCB.
Araldite 2011 is used for its low sodium content and long curing time, with a
silk screen printing process creating an array of droplets on the PCB surface.
Figure 8.4: Silicon assembly jigs, the PCB is placed on the right, the jig on the far left
uses an xy-table to precisely position the silicon, silicon modules then moved
onto the PCB jig and are held into position while glue sets with the front left
jigs. Image from [89].
The silicon sensors are then positioned on using the vacuum jigs and align-
ment marks. The sensors are 100 µm vertical distance from the PCB surface and
held in position for the glue to cure. Initial quality control was confirmed using
a Coordinate Meauring Machine (CMM) to measure the position of the silicon
sensors to an accuracy better than 50 µm.
8.1.2.3 Optical Position Measurements
Migration to ALPHA II had the benefit of being able to take advantage of new
equipment and facilities to measure the position of the silicon sensors to an
accuracy of 2.5 µm. Using a precise 3D optical microscope, each hybrid module
had the positions of fiducial markers on the silicon sensors measured relative to
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the mounting points. Figure 8.3 shows for an enlarged example of the fiducial
marker. Is was possible to determine the alignment of the silicon sensor y- and
z-axis to an accuracy of 15 and 32 µm respectively. The alignment information
for each module was stored to used as corrective values in analysis.
8.1.3 Testing Methods
Initial tests upon arrival of silicon sensors to the University of Liverpool Semi-
conductor Centre include tests of the bulk properties, followed by systematic
tests of each strip, prior to mounting them on the PCB of the hybrid modules. Be-
low is a description of the methods used, chapter 9 will present results of these
tests. The tests above were performed in a class 1,000 clean room [91] (ISO 6
[92]) where the silicon remained sealed in their plastic containers from the man-
ufacturer. Probing of the strips required the removal of the sensors from their
protective box, done in a class 100 clean room [91] (ISO 5 [92]).
Sensors were delivered in a custom made probing jig. The jig has been de-
signed to allow both sides of the silicon to be biased and scanned in a probe
station without dismounting the silicon sensors. A photograph of this jig is show
in figure 8.5.
8.1.3.1 Tests on the Bulk Properties of the Silicon Sensor:
Figure 8.6 shows the set up used for tests on the bulk properties. The silicon
pieces are highly photo-sensitive so were operated inside a light tight box. A
Picoammeter/Voltage source was used to apply the reverse bias. A PC control
set the biasing voltage and logged the current from the Picoammeter/Voltage
unit. A protective trip system is implemented in the setup limiting current to
20mA through the silicon.
New silicon modules were tested upon arrival. The initial tests include: an IV
Curve test, and a stability test.
iv curve test : The IV Curve test was performed by ramping the reverse
bias from 0V to 150V, an illustration of this setup is shown in figure 8.6. The
voltage was ramped up and down slowly at 1Volt per second. 150V is chosen
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Figure 8.5: A photo of a silicon module in the testing jig, note the test pads are accessible
on both the front and back side without removing the silicon module from
the jig
for the upper limit as it gives a broad range above the ideal depletion voltage of
50V (and operational voltage of 65V), and to ensure breakdown voltage is not
too close to depletion voltage. A low leakage current is required as the p-strips
are directly connected to the ASICs without a protective capacitor.
stability tests : Stability tests were performed with a fully biased sensor.
Using the same setup as the IV curve test as shown in figure 8.6. Hybrid modules
were reverse biased to 100V and kept on for a minimum of 48 hours. Leakage
current was monitored with the Picoammeter and recorded with a PC. If the
stability of a sensor was suspect, this test was extended to 72 hours.
8.1.3.2 Strip Tests:
Once the silicon pieces have been determined to have good performance under
reverse bias, each individual strip is tested. This requires a specialised automated
system to probe each strip. Tests were performed on both the p- and n-side of
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Figure 8.6: Hardware set up used for IV Curve and Life tests.
the silicon module. It is critical to exclude high current strips, especially on the
p-side as the p-side strips are DC coupled to the ASIC.
Figure 8.7 shows the set up for testing each individual strip. As described in
table 8.1, the silicon sensors consist of 256 strips on the p-side and 128 for the
n-side .
V
A
Earth
Probe
Mechanic Control
Sensitive Voltmeter/ Picoamerter
Data to computer
Resister
Test Pad
High Voltage Supply
High Voltage Supply
P-side
N-side
1
2
Figure 8.7: Circuit design for silicon sensor strip testing.
A strip can fail quality control in numerous ways. Tests include looking for:
high current strips, low or high bias resistance, shorted strips, as well as other
defects. Sensors were held in the manufacturers delivery jig that enables both
sides of the silicon to be probed, thereby minimising risk of damage. Using the
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scanning table it was possible to probe each strip individually with an automated
probing arm in a dark environment.
A sensitive Picoammeter/Voltmeter was used with a computer to automatic-
ally record data. Current and voltage drop across each strip was measured in
several repetitions. Switching between high and low resistance at this part of the
circuit does not negatively effect the measurements due to the capacitance of the
silicon being low. An external power supply was used to supply a reverse bias of
65V. The resistance of the polysilicon resistor embedded on the silicon module
surface is derived using both the voltage drop and current readings.
Measurements by the probe station were performed relative to earth, it is note-
worthy that when measuring the n-side a negative bias voltage is applied.
wire bonding methods Electrical connections between the PCB and ASIC,
ASIC and fan-ins, fan-ins and silicon sensor (p-side), PCB and silicon sensor (n-
side) and between the two silicon sensors (p-side), were all made with floating
bond wires using a Kulicke & Soffa 8090 bonding machine. Each hybrid module
has a total of 1144 ultrasonically bonded wires. Details of these bonds can been
seen in the magnified sections of figures 8.2 and 8.3. These floating bond wires,
while tested to be strong and high quality [89], are susceptible to damage if
touched. Custom handling jigs were used to accommodate the floating bond
wires. Accidental damage to bond wires could be repaired by removing them
and re-bonding in house in the clean room facility.
8.1.3.3 Module Testing Methods
Hybrid modules were tested in a light tight, electromagnetically shielded envir-
onment. Tests include measuring pedestal noise level, test pulse response, trig-
ger threshold levels and the cosmic muon spectra. The testing set up in the clean
room facility in Liverpool is the optimal scenario for studying the module per-
formance. Noise contributing from other sources were eliminated.
Signal gain measurements were made using a test pulse; noise and pedestal
level measurements were made without a test pulse. All three of these measure-
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Figure 8.8: Storage frame with plexiglass shield on the front removed as to attached the
mounting jig. This mounting jig is used to handling the hybrid modules for
testing and assembly.
ments were recorded on a per strip basis. The parameters are greatly effected by
the layout of the PCB and length of wires connected to each strip.
At this stage in assembly, problematic strips were addressed. Shorted or high
current strips were either bonded together and guided to a single channel, or the
bonds were disconnected. ALPHA I only had 10 of the 30720 readout channels
which required such intervention.
These tests were repeated and recorded at various stages of development for
both ALPHA I and II insuring no modules became damaged during construction.
Summaries of the results of these tests are in the next chapter.
8.2 detector assembly
Hybrid modules that have satisfied the quality assurance tests are used to build
the detector. With the aid of a module handling jig (figure 8.8), they are placed on
to the detector assembly. An illustration of various stages of detector assembly
are shown in figure 8.9.
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(a) Hybrid modules being mounted onto the de-
tector frame
(b) SVD cabled and viewed from the downstream
end of the detector. The upstream end only
has the first layer of hybrid modules installed.
(c) Protective covers being added to the detector,
testing is repeated after these are added.
(d) Cables at the downstream end of the detector
being folded back along the length of the de-
tector.
(e) After all cables on the downstream end are fol-
ded back and a metal end-cap is placed on the
end.
(f) Protective tape is wrapped around the cables.
Figure 8.9: Detector assembly photographs at various stages of completion.
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8.2.1 Tests During and After Assembly
Noise and gain tests are repeated for every module during assembly. A layer is
added to the detector, each module is tested in turn, then an additional layer is
put on top. This new layer is then also tested, along with the layer underneath it
to make sure there were no accidental damage.
8.2.2 Detector Cooling
During testing in Liverpool, no cooling is required, since only one module is
tested at any one time. At CERN however, the entire detector is powered up so
cooling is required to keep the detector at safe temperatures and leakage current
low. Pressurised, filtered, dry air is supplied to vortex tubes creating cold air
which is blown into the detector on top of the ASICs where the heat is generated.
The vortex tubes keep the detector at a stable temperature below 20 °C and
relative humidity at around 10% when fully powered.
Part IV
T E S T I N G A N D A N A LY S I S
Detection of events requires a considerable amount of reconstruction,
this can be done various ways...
9
S I L I C O N V E RT E X D E T E C T O R T E S T I N G A N D
P E R F O R M A N C E
9.1 silicon module tests
9.1.1 Diode Properties of Silicon
T he silicon modules are tested to ensure they have good current-voltage(I-V) diode characteristics. Figure 9.1a shows an example of a siliconmodule with good diode properties, and figure 9.1b shows an example
of a silicon module which demonstrates poor diode, or ohmic, properties. Mod-
ules that fail to display proper diode response are rejected and sent back to the
manufacturer.
9.1.2 Stability Tests
The silicon modules must be tested to ensure their long term stability. An ex-
ample of a stability test performed for 48 hours is shown in figure 9.2. For ap-
proximately the first hour it can be seen that the leakage current climbs, which
is due to the guard rings around the strips collecting charge and current leaking
into the silicon. In this example the initial increase is not too large and the current
stabilises satisfactorily. The smooth changes over the period of the measurement
are attributed to the variation in temperature of the clean room between day and
night.
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(a) Example plot of a I-V test of a silicon sensor. The correlation between current and
voltage show good diode characteristics with a low leakage current of ~0.8 µA at
the operational voltage of 65V.
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(b) Example plot of a I-V test of a silicon sensor. The correlation between current and
voltage show a near linear relationship. This modules demonstrates unacceptable
diode properties despite low leakage current of ~0.6 µA at the operational voltage
of 65V.
Figure 9.1: An example of a silicon sensor that passed the I-V test and a silicon sensor
that failed.
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Figure 9.2: An example of a long term stability test of a silicon module, in which the
current is monitored over a 48 hour period while the silicon module has a
reverse bias of 100V.
9.2 hybrid module tests
9.2.1 Noise and Gain
9.2.1.1 Measurement Method
The noise of a particular module is quantified by measuring its output voltage
multiple times with no input signal and taking the variance of these measure-
ments. An example of the noise from a hybrid module is shown in figure 9.3a.
The gain is measured by sending a range of differently sized test pulses to the
silicon detector, and then measuring the output voltage of the pre-amplifiers. By
fitting a gradient to these data points, it is possible to determine the gain of a
silicon strip. An example of the gain measured for a hybrid module (per strip)
is shown in figure 9.3b.
Testing of the module properties in a clean room environment enables the
best possible measurement as the noise from other sources is minimised. The
gain values obtained are recorded and used in the normalisation of the module
signals during reconstruction analysis in the experiment.
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9.2.1.2 Typical Characteristics
The VATAC channels 0-127, 128-255, 256-383 and 384-511 represent ASIC 1, 2, 3
and 4 respectively. The characteristics of the n- and p-sides differ significantly in
both figure 9.3a and 9.3b. VATAC channels 0-255 on the n-side exhibit greater
noise than the p-side, with an alternating pattern that mirrors the bond wire
alignment between the fan-in and the ASIC. The greatest source of noise that
affects the n-side strips is the length of the copper tracks on the back of the
hybrid module (see figure 8.3). These tracks also impair the gain for the n-side.
The p-side demonstrates better noise and gain performance than the n-side.
Shorted strips, typically resulting from shorts in the implant on the p-side
and the p-stop on the n-side, are seen as channel pairs that exhibit extremely
high noise. This noise is generated by the feedback of one pre-amp back to
the strip, across to the adjacent shorted strip and into the associated pre-amp.
This second pre-amp in turn reacts to the input change and thus changes the
feedback going back into the shorted pair. The delay for these currents from one
pre-amp to the other and back again creates an oscillation mode generating noise
on measurements. This is more obvious on the p-side strips since they are DC
bonded. The solution for these channels is to disconnect one pre-amp and bond
both strips to one ASIC. This alleviates the need to reject the entire silicon module
and keeps the active area of the detector high. Disconnected strips have no noise
and a high gain; any noise measured in a disconnected strip can be associated
with the ASIC.
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(a) Example of noise per channel from hybrid module. VATAC channels 0-127 and 128-255
corresponding to ASIC 1 and 2 respectively are AC bonded to the n-side silicon strips.
VATAC channels 256-383 and 384-511 corresponding to ASIC 3 and 4 respectively are
DC bonded to the p-side silicon strips.
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(b) Example of gain per channel from hybrid module. VATAC channels 0-127 and 128-255
corresponding to ASIC 1 and 2 respectively are AC bonded to the n-side silicon strips.
VATAC channels 256-383 and 384-511 corresponding to ASIC 3 and 4 respectively are
DC bonded to the p-side silicon strips.
Figure 9.3: Examples of noise and gain per channel from a hybrid module.
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9.2.2 Optical Alignment Corrections
The measurements were found to be precise to an accuracy of 2.5µm. The stand-
ard deviation of all of the silicon positions were found to be 15 and 32µm in the
y- and z-directions respectively due to the assembly process (y- and z-direction
as shown in figures 8.2 and 8.3) [4]. For the impact these corrections have on
vertex reconstruction, see section 10.7.3.
The deviation from the original specification is very small and within toler-
ance. Since the strip width along the horizontal and vertical axes are 875µm and
227µm respectively, the corrections are small in proportion to the strip width.
The effect these deviations have on the reconstruction analysis is explored in
section 10.7.3.
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(a) Silicon module alignment for the ALPHA II modules, plotted as the z- and y-deviations from the
design specification. The overall deviations are extremely small and within tolerance.
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(b) Silicon module alignment for the ALPHA II modules, plotted as the φ deviations from the design
specification against module number, where φ is the rotation of each silicon module on the z-y
plane. The overall deviations are extremely small and within tolerance.
Figure 9.4: Deviation in silicon sensor position from hybrid module design.
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10.1 introduction
T he key component of the ALPHA experiment is the SVD, which is ableto detect and count single annihilation events and locate the vertex ofthe annihilation. This timing and position information of annihilation
events has been critical to the success of the experiment.
The analytical challenges break down into three factors:
1. Cosmic ray background suppression;
2. Annihilation reconstruction efficiency;
3. Reconstruction resolution.
The ALPHA SVD is also sensitive to cosmic muons passing through. These cosmic
events can mimic actual annihilation events. Methods for rejecting these cos-
mic events become important to reduce the background on any measurements.
ALPHA is currently capable of trapping no more than a few anti-atoms at a time,
which means a high reconstruction efficiency is required in order to capitalise on
the small number of events. It is critically important to optimise these first two
factors for experiments with long confinement times where the misinterpreted
cosmic background plays a statistically significant role [7, 48].
After initial trapping runs with antihydrogen [46], ALPHA confirmed that it
was antihydrogen trapped in the experiment rather than mirror trapped antipro-
tons. This was achieved using the high reconstruction resolution of the SVD that
enabled the identification of annihilation vertex positions [86]. Additionally, the
SVDs capabilities have been utilised for the measurement of gravitational mass
and the charge neutrality of antihydrogen [8, 12].
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This chapter will introduce reconstruction methods, highlight new approaches,
and explore the methods for improving on current reconstruction and back-
ground suppression.
Unless specifically stated otherwise, the analysis in this chapter has been writ-
ten completely independently from the standard ALPHA analysis [6, 78]. This
work can function as a validation of current techniques and to develop them
further by improving on the aforementioned analytical challenges.
10.2 midas and vf48 data format
Data are stored using the MIDAS format file and analysed offline. Each event in
this data file carries a 16-byte header, comprising of an Event ID, Trigger mask,
Serial number, Timestamp and Data size. The timestamp here is that of the DAQ.
The data following includes data from subsystems, in this case the VF48 system,
a 48 channel ADC unit used in the DAQ. The VF48 addresses are mapped to the
Silicon Modules via a configuration file. For a hardware description of the DAQ
system, see 4.1.9.
10.2.1 ADC data
The ADC data stored from the VF48s are digitised as 10 bit integers. Figure 10.1
shows the ADC data from an example event for a single hybrid module. Each
recorded ADC sample is the integrated charge accumulated on an individual
strip. The data are read out using no zero-suppression, meaning that the entire
detector is read out when triggered (i.e. all strips are read out).
Noise is introduced to the ADC with the long signal cables from the detector,
the leakage current of the silicon, and an overall noisy environment. This leads
to a Gaussian-like noise distribution which can be profiled with repeated meas-
urements on each individual strip.
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Figure 10.1: Raw ADC values, multiplexed in this plot, the first 256 channels and last 256
channels corresponding to the n-side and p-side respectively. In this plot it
is visible that a ’hit’ has passed through ASIC 2 on the n-side and ASIC 4
on the p-side.
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10.3 noise and pedestals
To get meaningful information about the charge deposited on a strip, the ped-
estal and the noise levels need to be determined. ’Standard’ analysis estimates
mean and pedestal (or noise) values using the following approach from reference
[78].
1. Analysing a run with N readouts, the mean ADC value 〈ADC〉strip and
standard deviation σ2strip for each strip are calculated by
〈ADC〉strip =
1
N
N
∑
i=1
ADCstrip,i (10.1)
and
σ2strip =
1
N − 1
N
∑
i=1
(
ADCstrip,i − 〈ADC〉strip
)2
, (10.2)
where ADCstrip,i is the ith measurement of the ADC value for a particular
strip.
With zero suppression and the low multiplicity of events, the majority of
the strip samples do not contain a signal. Equations 10.1 and 10.2 provide
a first estimate of the mean and noise.
2. In order to remove remaining signal from the background estimates, ADC
values that are outside the range 〈ADC〉strip ± 3σstrip are excluded, and
the mean and standard deviation are re-calculated. Two passes are usually
sufficient as the fraction of samples that contain signal are small.
3. Once the mean and the pedestal have been calculated, 〈ADC〉strip can be
translated into the ASIC sample mean 〈ADC〉ASIC. This has the advantage
that any DC offsets can be corrected for each ASIC on an event-by-event
basis, as
〈ADC〉ASIC =
1
128
128
∑
strip=1
〈ADC〉strip . (10.3)
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4. The overall mean can then be subtracted and the threshold can be determ-
ined and applied. In order to compensate for any shifting of the ADC
baseline value, each sample ADC value is subtracted by the mean value of
the ASIC, as
〈ADC〉ASIC,i =
1
128
128
∑
strip=1
〈ADC〉strip,i . (10.4)
As a comparison, a Gaussian fitting tool is used seeking to improve on this
method. Instead of calculating a mean and standard deviation through the above
iterative method, fitting a Gaussian is done using the form:
f (x) = a · exp[−( x−bc )]2 , (10.5)
where the parameter a is the maximum height of the distribution, b =
〈
ADCstrip
〉
and c =
√
2σstrip.
This new method is slower than the iterative method but has potential for im-
proving the pedestal estimation. Figure 10.2 shows the correlation of the Gaus-
sian fitting method and the iterative fitting method for both the pedestal estima-
tion (a) and the 1σ threshold estimation or noise (b).
The pedestal data are very well correlated when comparing the two fitting
methods but the correlation is much weaker for the noise level estimation (σstrip).
This is due to the noise for each strip which is a combination of various sources
of noise and is thus not necessarily exactly Gaussian. Further analysis continues
using both of these methods in parallel in order to determine if one method is
preferable to the other.
10.4 hit definition
Figure 10.3 shows a gain-normalised example event in a hybrid module after
the pedestal has been subtracted. Hit strips are identified as having signal above
a threshold σcut. In this figure (the threshold has been added in green) σcut is
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(a) Comparison of the established iterative and new Gaussian fitting methods for es-
timating the signal pedestal values of the ADC for a given hybrid.
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(b) Comparison of the established iterative and new Gaussian fitting methods for
estimating the noise of the ADC for a given hybrid.
Figure 10.2: Comparison of Gaussian and iterative noise and pedestal estimation meth-
ods.
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Figure 10.3: An illustration of the same event as figure 10.1 in a hybrid module. The
blue line shows the strip data with the pedestal subtracted and the signal
normalised. The green line illustrates the σcut threshold, set here to 3.6 σstrip.
set at the value 3.6 σstrip, as used in the standard analysis. (This value is set to
σcut = 3.75 σstrip in reference [78].)
Figure 10.4 shows a parameter scan across the σcut range, 2.5 σstrip to 8 σstrip
in order to find an optimum value for further analysis. Using the reconstruc-
tion code (see section 10.6), we count the number of events occurring within a
radius of 30mm of the trap centre, the approximate radius of the Penning trap
electrodes. It can been seen in figure 10.4a that below ~3.6 σstrip the reconstruc-
tion rate diminishes. This is the result of noise of various types being introduced
into the reconstruction code, impairing its ability to distinguish tracks and re-
construct a meaningful vertex. Figure 10.4b shows the opposite, an increase in
the reconstruction efficiency as the σcut is reduced. It is clear to see that between
2.5 σstrip and 2.8 σstrip there is a dramatic change in reconstruction efficiency. This
is caused by the σstrip threshold being set too low, which leads to noise is identi-
fied as hits. Too many hits result in failure in the reconstruction.
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(a) A plot of the sample mixing data and its reconstruction rate as a function of the σ noise
cut. The optimal range is at the plot’s maximum at around 3.6 σstrip.
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(b) A plot of the sample cosmic data and its reconstruction rate as a function of the σ
noise cut. The optimal value would ideally have a poor cosmic reconstruction rate.
The optimal range to suppress cosmic events while having a high mixing efficiency is
around 3.6 σstrip.
Figure 10.4: Sigma Cut Reconstruction Efficiency Scan.
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10.5 cluster definition
The standard analysis technique sums all of the activated adjacent strips, and
tries to determine a position of the cluster through a weighted mean,
xcluster =
∑Ni (hi)(xi)
∑Ni=1 hi
,
where h is the normalised hit strip energy and x is the strip number. This is a
good method for approximating the central position of the hit, after a hit cluster
has been identified; see figure 10.5 for an example event. The deposited energy
in the track is then no longer used for track definition. For further information
concerning how the cluster definition could be improved in reconstruction, see
section 11.
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Figure 10.5: An example of a broad hit in a hybrid module. This is similar to the event
shown in figure 10.3, but the hit width is broader.
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10.6 mixing data analysis
In reference [8], compatibility between 2010 and 2011 run data was absolutely
crucial. The experiment compared the annihilation position of antihydrogen lon-
gitudinally in the trap with various applied electric fields. By comparing the
mean position of antihydrogen annihilations in a ’left’ and a ’right’ electric field
bias, it was possible to put limits on the charge of antihydrogen.
In order to obtain good statistical power, it was necessary to combine the 2010
data with that from 2011. Several methods were used to confirm that the detector
had no performance asymmetry1 between the two runs. Detector position and
performance were tested with both cosmic data and mixing (annihilation) data.
Cosmic data were used to confirm that the performance of each module did
not degrade or the detector did not rotate about the z-axis between 2010 and
2011. Mixing data also confirmed that the performance of each module did not
degrade and that the detector did not move along the z-axis.
To complement other studies of the detector’s stability, the author studied
the mean annihilation position of mixing data exclusively for successful mixing
runs. That is to say, any run that has a ’passed cut’ (i.e. satisfactory evidence that
there was a trapped antihydrogen atom present) was studied. For a trapping
experiment, the parameters for mixing are kept consistent in a so-called trapping
series and are therefore treated as identical repetitions for statistical analyses.
Each of these trapping series has an associated trapping efficiency, which is
calculated as the ratio of passed cuts to the number of times each series was run.
This trapping efficiency is then used as a weighting factor. Runs with successful
trapping are more significant to this study than those with less successful mixing.
If the mixing were ’too hot’ or otherwise failed, the distribution of annihilation
events would be considerably different.
Firstly, the mean is calculated for the Z vertices during mixing (Z¯run), taking
the uncertainty (∆Z¯run) to be the standard deviation (σZrun ) over the square root
of the number of events in a given mixing run:
1 change in the reconstruction efficiency as a function z
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Z¯run =
1
N ∑ Zevent, (10.6)
and
∆Z¯run = σZrun /
√
N. (10.7)
The mean Z for each mixing run (Z¯run) is then grouped by series by taking the
mean of Z¯run and weighting it by the series trapping efficiency eseries. Uncertain-
ties are then propagated forward, assuming those on the trapping efficiency are
small. Thus we find
Z¯series =
eseries
∑ eseries
1
Nruns
∑ Z¯run, (10.8)
and
∆Z¯series =
√
∑∆Z¯2run. (10.9)
Each year’s result is calculated by averaging the mean Z position of each series
Z¯year =
1
Nseries
∑ Z¯series, (10.10)
and
∆Z¯year =
√
∑∆Z¯2series. (10.11)
Drift was defined as
Dri f t =
(Z¯2010 − Z¯2011)
2
, (10.12)
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and
∆Dri f t =
√
∆Z¯22010 + ∆Z¯
2
2011 (10.13)
[93].
The result for the drift was 0.35± 0.39 mm in reference [8], a satisfactory result
as it is consistent with no change in the Z position, meaning the data from 2010
and 2011 are compatible.
10.7 reconstruction methods
Further analysis was developed using a sample of antiproton annihilation data
and a sample of cosmic data. The annihilation data were collected from 10 suc-
cessful trapping runs selecting only the events from the ’mixing’ period of the ex-
perimental sequence. This mixing data includes 5,117 events over 15.87 seconds
of which 3,322 reconstruct to vertices.
The sample cosmic data contains 4.5hours (16,490 seconds) of accumulation,
totalling 35,452 events. With an average rate of 2.14 s-1, it can be assumed that the
mixing data set contains ~0.6% or ~34 cosmic events.2
With higher track multiplicities, computation takes exponentially longer with
the combinations of track pairs. Thus, a limit on the number of tracks recon-
structed is set to 17 to save computational time on non-physical events. The
annihilation vertex reconstruction is based on the tracking of pions from the an-
nihilation of an antiproton. Even with a high annihilation rate in the apparatus,
track multiplicity is not likely to be this high (see table 6.1).
Figure 10.6 shows a flow diagram detailing the new reconstruction method
used for this study. The flow chart also includes the tuning parameters stored
for each event. In order to discriminate between annihilation events and cosmic
events in the detector, these values are compared for both datasets.
When a ’tuning parameter’ involves comparing tracks, three separate histo-
grams are made. These histograms include the minimum value, the mean value,
2 While mixing data and annihilation data can essentially be used interchangeably, in this thesis
mixing data refers to all of the events during mixing, and annihilation data are the mixing data
with the cosmic background rejected.
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Figure 10.6: Flow diagram of the event reconstruction method.
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and the maximum value of the comparison test. Each of these parameters have
their ’cuts’ tuned individually.
These parameters are:
1. Hit Number
The number of n-side and p-side strip hits that create pairs on a hybrid
module. Note that for reconstruction there is a limit on this value of 200,
which reflects non-physical processes which would not lead to an annihil-
ation vertex being constructed.
2. Track Dot Product
A track is defined from 3 hits in Cartesian space. A line of best fit is made
between these points, and for each track-pair combination, the dot product
is computed. For two-track events this would give only one value per event.
In three-track events there will be three values per event, four-track events
would result in six etc.
3. Helix Dot Product
The helix dot product is similar to the track dot product as each track pair
combination is used to compare the dot product of the fitted track helix at
the point of closest approach. Again, three histograms for the minimum,
mean and maximum values are made.
4. Track Radius
A track with three hits is used to define a circle on which they all lie (on the
XY plane). The radii of the track circles are then plotted into three histo-
grams. Again, in the same way as above, one histogram for the minimum,
one for the mean and one for the maximum value from an event.
5. Residual Norm
Calculated as the minimum distance between each track and the annihil-
ation vertex, three histograms for this plot are made. Unlike the above,
they are plotted into the sum, the mean, and the maximum values of the
Residual Norms.
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The final two cuts are manually tuned and performed after cut optimisation.
The parameter space for them is explored in the results and discussion. These
two cuts are:
1. Radius Cut
Annihilation events can not occur outside of the beampipe, and are ex-
cluded. The vertex resolution is limited, however, and scattering of tracks
can lessen the resolution, so a radius cut needs to be chosen carefully.
2. Harshness Cut
Each event is put through the above tests, and the number of tests failed
is stored as a failure counter. If an event passes all of the tests, the failure
number is 0. If an event fails only one test, the failure number is 1. In order
to sort these data, a ’harshness cut’ is applied. Data points with a failure
number of zero pass a harshness cut of 0. A harshness cut of 1 would
include data that has a failure number of 0 and 1.
Examples of the distribution of the histograms for each of these tests can be
found in figures listed in table below. Note that for some parameters, the min-
imum, sum and maximum histograms for the two-track events are the same and
have been omitted.
10.7 reconstruction methods 111
Parameter 2 Track Events 3 Track Events
Hit Number Figure A.1 Figure A.6
Track Dot Product minimum Figure 10.8 Figure A.15
Track Dot Product mean Figure A.8
Track Dot Product maximum Figure A.9
Helix Dot Product minimum Figure A.2 Figure A.10
Helix Dot Product mean Figure A.11
Helix Dot Product maximum Figure A.12
Circle Radius minimum Figure A.3 Figure A.13
Circle Radius mean Figure A.14
Circle Radius maximum Figure A.4 Figure A.18
Residual Norm sum Figure A.16
Residual Norm mean Figure A.5 Figure A.17
Residual Norm maximum Figure A.18
10.7.1 Optimising Annihilation Event Rate to Cosmic Event Rate
As described in the experimental methods chapter, there can be a preference for
high reconstruction efficiency and/or low cosmic background rates, depending
upon the experimental goal.
The following is a study of possible methods to improve the reconstruction
efficiency while suppressing the cosmic background. This uses a variety of ’cuts’
in which any data point that exists outside the range that is deemed to be good
is excluded (a ’failed cut’).
We scan over the entire mixing data set for each parameter to which cuts will
be applied and to find the maximum and minimum values. These ranges are
then saved for later use as the binning range for both the mixing and cosmic
data.
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Mixing and cosmic data are loaded in turn, separating each data set into sub-
data sets that have the same number of tracks in each event (2 tracks to 10 tracks;
events with more than 11 tracks are compiled into the same category).
Lower threshold cut and upper threshold cut values are scanned from min-
imum to maximum in 50 equal intervals. This creates a triangular, 50× 50 2D
histogram with data within a range of possibilities, i.e. where Lower Threshold
< Value < Upper Threshold.
Examples of these histograms can be seen in figure 10.9a and figure 10.9b for
mixing data, and cosmic data respectively. These 2D histograms represent the
parameter space of tuning the values to ’cut’ data on an event-by-event basis.
The horizontal axis being the Upper Threshold, and the vertical axis being the
Lower Threshold. In order to calculate the optimal range to cut, a comparison
of the mixing vertex frequency and the cosmic vertex frequency is done. These
rates are represented by the number of counts in each bin on the histogram.
10.7.1.1 Optimal Cuts Selection
It is possible to make a naive selection by choosing the point at which the ratio
of mixing data over the cosmic data yields the greatest value, which will be
very desirable for suppressing the number of cosmic events. It will also diminish
the number of accepted annihilation events. This method of simply dividing the
mixing rate by the cosmic rate has a tendency to favour parameter regions with
poor cosmic statistics.
In order to optimise the selection, several methods are explored. For simplicity,
they will be denoted by the letters A, B, C and D.
1. Method A takes the mixing event frequency fmixing, squares it and divides
by the cosmic event frequency fcosmic:
f 2mixing
fcosmic
. (10.14)
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2. Method B is very similar, but has a higher power exponent, cubing instead
of squaring:
f 3mixing
fcosmic
. (10.15)
3. Method C takes the Mixing Rate, squares it and subtracts the cosmic rate,
normalised by multiplying it by a factor ϕ, set in this study as ϕ=1000:
f 2mixing − fcosmic · ϕ
fmixing + fcosmic · ϕ . (10.16)
4. Method D is the same as method C, except it changes the exponent from
squared to cubed:
f 3mixing − fcosmic · ϕ
fmixing + fcosmic · ϕ . (10.17)
The entire analysis is repeated for both the iterative noise fitting method and
the Gaussian fitting method (from section 10.3) in order to determine if either
give any improvements to the reconstruction rate and/or cosmic reconstruction
rate.
The final parameter to be tuned is the Radius cut, putting a limit on the upper
bound from 25mm to 40mm in 1mm steps. Any vertices that originate from out-
side of the inner radius of the trap are non-physical and can be safely excluded.
10.7.1.2 Detailed Example: Track Dot Products for Two Track Events
The majority of cosmic events in the detector are two-track events, as seen in
figure 10.7. These are typically from high energy cosmic events generating high
energy muons that pass through the apparatus in a straight line. This straight
line as described by the Track Dot Product would be equal to -1.
10.7 reconstruction methods 114
Number of Tracks
1 2 3 4 5 6 7 8 9 10 11 12
Fr
ac
tio
n 
of
 E
ve
nt
s
0
0.02
0.04
0.06
0.08
0.1
0.12
0.14
0.16
0.18
0.2
Annihilation Data Set with a Vertex That Pass 'Z' and 'R' Cuts
Number of Tracks
1 2 3 4 5 6 7 8 9 10 11 12
Fr
ac
tio
n 
of
 E
ve
nt
s
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
Cosmic Data Set with a Vertex that Pass 'Z' and 'R' Cuts
Fr
ac
tio
n 
of
 E
ve
nt
s
Fr
ac
tio
n 
of
 E
ve
nt
s
>
0.002
0.004
0.006
0.008
0.01
0.012
Number of Tracks
1 2 3 4 5 6 7 8 9 10 11 12
Fr
ac
tio
n 
of
 E
ve
nt
s
0
0.02
0.04
0.06
0.08
0.1
0.12
0.14
0.16
0.18
0.2
Annihilation Data Set wi h a Vertex That P ss 'Z' and 'R' Cut
Number of Tracks
1 2 3 4 5 6 7 8 9 10 11 12
Fr
ac
tio
n 
of
 E
ve
nt
s
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
Cosmic Data Set with a Vertex that Pass 'Z' and 'R' Cut
10 1 1
Cuts
10 1 1
ts
Number of Tracks
1 2 3 4 5 6 7 8 9 10 11 12
Fr
ac
tio
n 
of
 E
ve
nt
s
0
0.02
0.04
0.06
0.08
0.1
0.12
0.14
0.16
0.18
0.2
Annihilation Data Set with  Vertex That Pass 'Z' and 'R' Cuts
Number of Tracks
1 2 3 4 5 6 7 8 9 10 11 12
Fr
ac
tio
n 
of
 E
ve
nt
s
0
0.002
0.004
0.006
0.008
0.01
0.012
Cosmic D ta Set wi  a Vertex that Pass 'Z' and 'R' Cuts
Figure 10.7: Histograms of Track Multiplicity - for full numerical values, see table A.1.
A large quantity of these are illustrated in figure 10.8. Intuitively, we can say
that a cut should be made on any two track events that are close in value to -1.
The automated cuts selection treats the data in the same way. For a full list of
typical parameter distributions see figures A.1 to A.18.
Figure 10.9 shows the parameter space for the Track Dot Product for two-track
events for both mixing data and cosmic data. As the lower threshold increases,
the rate of passed cuts greatly decreases. The optimal position of the lower
threshold and the upper threshold would suppress the rate of cosmic events
(figure 10.9a) without suppressing mixing events (figure 10.9b).
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Figure 10.8: Comparison of Track Dot Product Minimum for two track cosmic and mix-
ing data
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(b) Lower and Upper limit cut parameter space for the Dot Product of the Tracks in
two-track events in the mixing data set.
Figure 10.9: Example plots of the pass cut rates for the parameter space of the Track Dot
Product
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For each parameter fitting method, the test dataset is run in both iterative and
Gaussian pedestal and noise estimation. An example of the parameter space for
each method is shown in figure 10.10, the maximum for each test is marked with
a cross, which gives the upper and lower limits for the cuts. The closer to the
bottom right this cross is, the looser the cut parameters are and the fewer events
are rejected. The example shown here in figure 10.10 is the Track Dot Product
minimum for two-track events. An additional example is shown in the appendix
A.19. The method for selecting the lower and upper threshold cuts is the same
for each parameter.
To illustrate the evolution of the upper and lower thresholds set by fitting
methods A-D, figures 10.11 and 10.12 show the fitting parameters for two- and
three-track events respectively. Each point marked is the point of maxima as in
figure 10.10. For a full table of the upper thresholds and the lower thresholds for
each method and track combination, see table A.4 in the appendix.
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Figure 10.10: Continued over page
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Figure 10.10: Tuning parameter space for optimising the selection of cuts for the Track
Dot Product for two-track events. A histogram scanning the x-axis (the
Upper Threshold) and the y-axis (the Lower Threshold). Presented as a
heat map, the ’hot’ areas in red show the highest values, with the peak
marked with a cross.
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Figure 10.11: Continued over page
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Figure 10.11: A plot of the tuning parameter space, normalised by range for two-track
events. The optimal Lower Threshold has been plotted against the optimal
Upper Threshold cut values, normalised so that 0 and 1 correspond to the
minimum value and maximum value for the data range of each specific
test. The further each data point deviates from the bottom right corner, the
more data are cut by each test.
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Figure 10.12: Continued over page
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Figure 10.12: A plot of the tuning parameter space, normalised by range for three-track
events. The optimal Lower Threshold has been plotted agains the optimal
Upper Threshold cut values, normalised so that 0 and 1 correspond to the
minimum value and maximum value for the data range of each specific
test. The further each data point deviates from the bottom right corner, the
more data are cut by each test.
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10.7.2 Results - Applying the Tuned Cuts
Once the cutting parameters have been tuned, the cosmic and mixing data are
run once again, rejecting events that do not pass the cuts.
For the cosmic data set, we record the number of events that pass our cuts
and present it as a rate (s-1). For the mixing data, we count the number of events
that create a vertex and the number of events that pass cuts in order to derive
the reconstruction efficiency. Figure 10.13 shows the results for the annihilation
reconstruction efficiency and the cosmic events passed cut rate.
From the distribution of the open symbols and the filled symbols, there is no
clear advantage in the Gaussian noise and pedestal estimation method over the
iterative fitting method. This is not entirely surprising since hits in the detector
are considered as binary points during track fitting.
The holy grail of event reconstruction is 100% reconstruction efficiency with
zero pass cut cosmic events. These new methods approach this goal, pushing
towards the bottom right of the graphs in figure 10.13.
As the radius cut is brought in tighter, the reconstruction efficiency slowly de-
creases, as does the cosmic rate. A previous publication [6] reported a reconstruc-
tion efficiency of 85.1± 0.1 %, with a cosmic background frequency of 47± 2 s-1.
While the reconstruction efficiency reported here is not as high, the frequency of
cosmic events is lower. A summary of some results for various targets is shown
in table 10.1. Targets include the highest reconstruction rate, best cosmic sup-
pression at above 50% reconstruction rate, and best cosmic suppression.
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(a) Harshness cut of zero, all reconstructed events pass all of the parameter cut
10 20 30 40 50 60 70
0
5
10
15
20
25
30
Annihilation Events - Number Pass All But One Cuts / Number of Vertices (%)
C
os
m
ic
s
T
h
at
P
as
s
A
ll
B
u
t
O
n
e
C
u
ts
(m
s-
1
)
Method A
Method B
Method C
Method D
25
30
35
40
R
ad
iu
s
C
u
t
(m
m
)
(b) Harshness cut of one, all reconstructed can fail up to 1 parameter cut
Figure 10.13: Plots of reconstruction efficiency against cosmic background frequency.
Open shapes are the Gaussian pedestal and noise fitting method and the
filled shapes use the iterative fitting method. The ideal method would ex-
clude the cosmic background frequency down to 0 s-1 and maximise the
reconstruction efficiency to 100%. It is clear that for different parameter
cuts there is a trade-off between these two.
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10.7.3 Results - Hotspot Analysis
By holding antiprotons in the apparatus, powering up the octupole magnet and
releasing the electrodes, the antiprotons escape and travel along the field lines.
The point at which the magnetic field lines from the centre of the trap intersect
the walls of the trap are approximately at +55mm and -5mm on the Z axis. In
the XY plane the annihilations appear as a set of 8 ’hot spots’ of annihilation
vertices in a symmetric pattern on the trap walls. This experiment was repeated
10 times to obtain a good statistical power. Figure 10.14 shows the hot spots in
the XY plane and in (x, φ) coordinates. A histogram of the z position is also
included.
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Figure 10.14: Octupole ’hot spot’ data, antiprotons released from the Penning trap under
an octupole magnetic field, resulting in 8 ’hot spots’ of annihilations. The
left hand inset shows the annihilation data on the XY plane, the middle
inset shows a histogram of the z position of the annihilation, and the right
inset shows the annihilation data in (z, φ) cylindrical coordinates.
Assuming each of these ’hot spots’ to be point-like, and the resolution lim-
itations from scattering and detector resolution to be Gaussian, a least-squares
method can be used to calculate the widths of each of these peaks and thus the
experimental detector resolution.
A goodness of fit parameter is useful in determining the deviation in the mean
position. However, in this case we are interested in the deviation of the sigma
value of this Gaussian fitting method. With the 8 ’hot spot’ data points, the
standard deviation of the sigma parameters of the fitted 2D Gaussians can be
calculated. In order to describe this as a standard error this value is divided by
the number of measurements.
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The process of eliminating z data points outside of the expected range of an-
nihilations and fitting 8 2D Gaussian peaks is systematically repeated for recon-
structed data. This is achieved by using analysis methods that include the op-
tical offsets described in section 9.2.2 and comparing them to the reconstruction
without alignment corrections.
The resultant resolution is found to be 4.71±0.06mm and 4.66±0.06mm for
original and aligned methods respectively. This improvement, however, is not
statistically significant. Recommendations from this result would be to look at
extremely large data sets and repeat this experiment in future iterations of the
ALPHA experiment.
11
C O N C L U S I O N S , F U T U R E W O R K A N D O U T L O O K
11.1 future prospects for improved vertex reconstruction rates
The implementation of a new parameter cut finding has been a success. The
work could be extended in three main ways, the first being to run over a larger
data set would increase statistics, reducing errors on reconstruction efficiency
and cosmic rejection.
Secondly, threshold tuning could also be improved by using a higher bin gran-
ularity when scanning the parameter space. This would be at the expense of
computational time, and therefore presents a task to be done after the exploring
a larger parameter space by changing the selection methods A, B, C and D.
For each of the selection methods (A, B, C and D) the exponent could be op-
timised. Instead of squaring and cubing the mixing rate fmix, non-integer values
could produce improved results. Additionally, with methods C and D, the cos-
mic data are weighted by a factor, ϕ, set to be 1000. This value could be tuned,
potentially on a per track multiplicity basis.
11.2 strip hit width - an additional parameter to guide track
identification
For a silicon thickness of 300 µm, n-side strips with a pitch width of 875 µm
and p-side strips pitch with a width of 227 µm. The correlation between the
angle of incidence (θ) and strips hit is illustrated in figure 11.1. This analytical
approach does not consider scattering along the length of the track, which is
more significant at small values of θ. Fortunately, the detectors are aligned so
that the typical particle trajectory is expected to be in the range 45 < θ < 90.
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Figure 11.1: Plot of the number of strips hit in the n-side and p-side of a hybrid module
for a linear track incidence angle.
It is noteworthy that for a given angle, depending on the position of incidence
in relation to the position of a strip, a range of values are possible for the number
of strips hit.
11.3 hit energy summation
In a low-noise environment, the hit energy could be used for particle identific-
ation. Cosmic muons would typically have higher energy than the pions, and
thus be distinguishable before track reconstruction. This would aid cosmic event
rejection and annihilation event reconstruction.
11.4 final word
The SVD has been successfully upgraded and quality assurance has guaranteed a
high performance device. It is responsible for antiproton detection, and therefore
is the main detection tool in the ALPHA experiment.
Image reconstruction methods have been investigated and the results show
new exciting insights, which are crucially important in forthcoming ALPHA oper-
ation.
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Table A.1: Rates of probabilities of specific event types in ’Annihilation Data’ and Cos-
mic Data.
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a.2 2 track mix and cosmic histograms
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Figure A.1: Hit Number histograms for two track events.
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Figure A.2: Helix Dot Product minimum for two track events.
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Figure A.3: Track Curvature minimum for two track events.
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Figure A.4: Track Curvature maximum for two track events.
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Figure A.5: Residual Norm sum for two track events.
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Figure A.6: Hit Number for three track events.
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Figure A.7: Track Dot Product minimum for three track events.
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Figure A.8: Track Dot Product mean for three track events.
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Figure A.9: Track Dot Product maximum for 3 track events.
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Figure A.10: Helix Dot Product minimum for three track events.
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Figure A.11: Helix Dot Product mean for three track events.
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Figure A.12: Helix Dot Product maximum for three track events.
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Figure A.13: Track Radius minimum for three track events.
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Figure A.14: Track Radius mean for three track events.
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Figure A.15: Track Radius maximum for three track events.
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Figure A.16: Residual Norm sum for three track events.
A.3 3 track mix and cosmic histograms 139
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8
·104
100
101
102
103
Mean Value of Residual Norm
E
v
en
ts
(a) Mixing Data
0 1 2 3 4 5 6
·104
100
101
102
103
Mean Value of Residual Norm
E
v
en
ts
(b) Cosmic Data
Figure A.17: Residual Norm mean for three track events.
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Figure A.18: Residual Norm maximum for three track events.
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a.4 additional track dot product plots
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Figure A.19: Continued over page
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Figure A.19: Tuning parameter space for optimising the selection of cuts for the Track
Dot Product for three track events. A histogram scanning the x-axis: the
Upper Threshold and the y-axis: the Lower Threshold. Presented as a heat
map, the ’hot’ areas in red show the highest values, with the peak marked
with a cross.
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a.5 tuned cut values
The following records the all the cut parameters for Methods A-D.
Method A:
Number of Tracks 2 3 4 5 6 7 8 9 10 >11
Lower Limit Hit Number 8.8 8.8 8.8 17.6 13.2 22 30.8 26.4 30.8 52.8
Upper Limit 101.2 70.4 52.8 66 61.6 61.6 66 114.4 132 96.8
Track Dot Product minimum -0.8 -0.96 -0.96 -0.96 -0.8 -1 -0.84 -0.92 -1 -1
0.88 0.76 -0.76 -0.36 0.52 0.6 1 1 -0.36 -0.96
Track Dot Product mean -0.8 -0.32 -0.24 0.2 0 -0.12 0 0 0 0.04
0.88 0.52 -0.12 1 0.24 0.32 1 0.4 0.52 1
Track Dot Product maximum -0.8 -0.48 0.2 0.48 0.44 0.96 0.96 0.96 0.96 0.96
0.88 0.96 0.76 1 1 1 1 1 1 1
Helix Dot Product minimum -0.84 -0.44 -0.88 -0.96 -0.96 -1 -0.88 -0.96 -0.96 -1
0.84 0 -0.68 0.8 -0.56 -0.52 1 1 1 -0.52
Helix Dot Product mean -0.84 0.12 -0.4 0.24 0.04 -0.16 0.28 0 0.04 0.04
0.84 0.4 0.84 0.96 0.2 0.2 1 1 0.28 1
Helix Dot Product maximum -0.84 0 0 0.64 0.52 0.96 0.96 0.92 0.96 0.96
0.84 0.2 0.76 0.92 1 1 1 1 1 1
Circle Radius minimum 0 0 0 0 0 0 0 0 0 0
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Number of Tracks 2 3 4 5 6 7 8 9 10 >11
1320 2640 1320 1320 66000 66000 66000 66000 66000 66000
Circle Radius mean 0 0 0 0 0 0 0 0 0 0
5200 26000 15600 260000 260000 260000 260000 260000 5200 5200
Circle Radius maximum 0 0 0 0 0 0 0 0 0 0
19800 79200 59400 990000 990000 990000 990000 990000 19800 19800
Residual Norm sum 0 0 0 0 0 0 0 34800 0 92800
23200 23200 23200 81200 11600 23200 11600 580000 46400 580000
Residual Norm mean 0 0 0 0 0 0 0 0 0 1680
22960 560 560 8960 560 1120 560 28000 560 28000
Residual Norm maximum 0 0 0 0 0 0 0 4960 0 8680
22320 1240 4960 19840 2480 4960 3720 62000 4960 62000
Method B:
Number of Tracks 2 3 4 5 6 7 8 9 10 >11
Lower Limit Hit Number 8.8 8.8 8.8 17.6 13.2 22 30.8 26.4 30.8 52.8
Upper Limit 101.2 96.8 88 66 61.6 61.6 66 114.4 132 96.8
Track Dot Product minimum -0.84 -0.96 -0.96 -0.96 -1 -1 -1 -0.92 -1 -1
0.96 0.76 -0.32 1 1 0.6 1 1 -0.36 -0.96
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Number of Tracks 2 3 4 5 6 7 8 9 10 >11
Track Dot Product mean -0.84 -0.32 -0.36 -0.24 -0.2 -0.12 0 0 0 0.04
0.96 0.84 0.64 1 1 0.88 1 1 0.52 1
Track Dot Product maximum -0.84 -0.48 0 0.48 0.44 0.96 0.96 0.96 0.96 0.96
0.96 0.96 0.96 1 1 1 1 1 1 1
Helix Dot Product minimum -0.88 -0.96 -0.96 -0.96 -1 -1 -0.88 -0.96 -0.96 -1
0.84 0.56 0.24 0.8 1 0.8 1 1 1 -0.52
Helix Dot Product mean -0.88 -0.56 -0.4 -0.28 -0.2 -0.16 0.04 0 0.04 0.04
0.84 0.96 0.84 0.96 1 0.64 1 1 1 1
Helix Dot Product maximum -0.88 -0.32 0 0.52 0.52 0.96 0.96 0.92 0.96 0.96
0.84 0.76 0.76 1 1 1 1 1 1 1
Circle Radius minimum 0 0 0 0 0 0 0 0 0 0
1320 2640 66000 1320 66000 66000 66000 66000 66000 66000
Circle Radius mean 0 0 0 0 0 0 0 0 0 0
52000 26000 15600 260000 260000 260000 260000 260000 5200 5200
Circle Radius maximum 0 0 0 0 0 0 0 0 0 0
19800 79200 59400 990000 990000 990000 990000 990000 19800 19800
Residual Norm sum 0 0 0 0 0 0 0 34800 0 92800
23200 23200 23200 81200 11600 23200 11600 580000 46400 580000
Residual Norm mean 0 0 0 0 0 0 0 0 0 1680
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Number of Tracks 2 3 4 5 6 7 8 9 10 >11
22960 560 560 8960 560 1120 560 28000 560 28000
Residual Norm maximum 0 0 0 0 0 0 0 4960 0 8680
22320 1240 4960 19840 2480 4960 3720 62000 4960 62000
Method C:
Number of Tracks 2 3 4 5 6 7 8 9 10 >11
Lower Limit Hit Number 8.8 8.8 8.8 17.6 13.2 22 30.8 26.4 30.8 52.8
Upper Limit 101.2 96.8 110 140.8 110 83.6 61.6 74.8 96.8 88
Track Dot Product minimum -0.92 -0.96 -1 -0.96 -1 -1 -1 -0.88 -0.8 -1
0.96 1 1 1 1 0.6 1 1 -0.36 -0.96
Track Dot Product mean -0.92 -0.52 -0.36 -0.24 -0.2 -0.12 0 0 0.48 0.04
0.96 1 1 1 1 0.88 1 0.32 0.52 0.16
Track Dot Product maximum -0.92 -0.48 -0.04 0.48 0.44 0.84 0.96 0.96 0.96 0.96
0.96 1 1 1 1 1 1 1 1 1
Helix Dot Product minimum -0.92 -0.96 -1 -1 -1 -1 -0.84 -0.96 -0.8 -0.92
0.96 1 1 0.8 1 0.8 1 1 1 -0.52
Helix Dot Product mean -0.92 -0.76 -0.56 -0.28 -0.2 -0.16 0.04 0 0.48 0.32
0.96 1 1 0.96 1 0.96 1 0.4 1 1
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Number of Tracks 2 3 4 5 6 7 8 9 10 >11
Helix Dot Product maximum -0.92 -0.44 0 0.52 0.52 0.88 0.96 0.92 0.96 0.96
0.96 1 1 1 1 1 1 0.96 1 1
Circle Radius minimum 0 0 0 0 0 0 0 0 0 0
1320 66000 66000 1320 66000 66000 66000 66000 66000 66000
Circle Radius mean 0 0 0 0 0 0 0 26000 0 0
10400 46800 15600 260000 260000 260000 260000 260000 5200 5200
Circle Radius maximum 0 0 0 0 0 0 0 237600 0 0
19800 990000 59400 990000 990000 990000 990000 990000 19800 19800
Residual Norm sum 0 0 0 0 0 0 0 69600 116000 150800
23200 23200 580000 81200 580000 34800 150800 580000 580000 580000
Residual Norm mean 0 0 0 0 0 0 0 1680 2240 2800
22960 8400 28000 8960 3360 1680 5600 28000 28000 28000
Residual Norm maximum 0 0 0 0 0 0 0 8680 17360 11160
22320 9920 62000 39680 62000 4960 3720 62000 62000 62000
Method D:
Number of Tracks 2 3 4 5 6 7 8 9 10 >11
Lower Limit Hit Number 8.8 8.8 8.8 8.8 13.2 17.6 30.8 26.4 30.8 52.8
Upper Limit 101.2 118.8 220 140.8 110 220 220 74.8 96.8 88
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Number of Tracks 2 3 4 5 6 7 8 9 10 >11
Track Dot Product minimum -0.96 -1 -1 -1 -1 -1 -1 -0.88 -0.8 -1
1 1 1 1 1 0.6 1 1 -0.36 -0.96
Track Dot Product mean -0.96 -0.52 -0.36 -0.24 -0.2 -0.12 0 0 0.48 0.04
1 1 1 1 1 0.88 1 0.32 0.52 0.16
Track Dot Product maximum -0.96 -0.48 -0.04 0.48 0.44 0.84 0.96 0.96 0.96 0.96
1 1 1 1 1 1 1 1 1 1
Helix Dot Product minimum -0.92 -1 -1 -1 -1 -1 -1 -0.84 -0.8 -0.92
1 1 1 0.8 1 0.8 1 1 1 -0.52
Helix Dot Product mean -0.92 -0.76 -0.56 -0.28 -0.2 -0.16 0.04 0 0.48 0.32
1 1 1 0.96 1 0.96 1 0.4 1 1
Helix Dot Product maximum -0.92 -0.44 0 0.52 0.52 0.88 0.96 0.92 0.96 0.96
1 1 1 1 1 1 1 0.96 1 1
Circle Radius minimum 0 0 0 0 0 0 0 0 0 0
1320 66000 66000 1320 66000 66000 66000 66000 66000 66000
Circle Radius mean 0 0 0 0 0 0 0 26000 0 0
83200 260000 41600 260000 260000 260000 260000 260000 5200 5200
Circle Radius maximum 0 0 0 0 0 0 0 237600 0 0
79200 990000 59400 990000 990000 990000 990000 990000 19800 19800
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Number of Tracks 2 3 4 5 6 7 8 9 10 >11
Residual Norm sum 0 0 0 0 0 0 0 69600 116000 150800
23200 58000 580000 81200 580000 580000 150800 580000 580000 580000
Residual Norm mean 0 0 0 0 0 0 0 1680 2240 2800
22960 21280 28000 8960 28000 28000 5600 28000 28000 28000
Residual Norm maximum 0 0 0 0 0 0 0 8680 17360 11160
22320 40920 62000 39680 62000 62000 62000 62000 62000 62000
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Figure A.20: Harshness cut of two, all reconstructed can fail up to 2 parameter cuts. Plots
of reconstruction efficiency against cosmic background frequency. Open
shapes are the gaussian pedestal and noise fitting method and the filled
shapes use the iterative fitting method. The ideal method would exclude the
cosmic background frequency (to 0mHz) and maximise the reconstruction
efficiency (to 100%). It is clear, that for different parameter cuts there is a
trade off between these two.
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Figure A.21: Harshness cut of three, all reconstructed can fail up to 3 parameter cuts.
Plots of reconstruction efficiency against cosmic background frequency.
Open shapes are the gaussian pedestal and noise fitting method and the
filled shapes use the iterative fitting method. The ideal method would ex-
clude the cosmic background frequency (to 0mHz) and maximise the re-
construction efficiency (to 100%). It is clear, that for different parameter
cuts there is a trade off between these two.
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