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Preface
Estimating a discrete parameter from rare events is a challenging task, since observa-
tions are scarce in such situations. In this cumulative dissertation two distinct problems
resulting from rare events are discussed and methodologies to solve them are suggested.
First, we employ a Bayesian approach in the binomial model to overcome a lack of
information on the parameter n that arises from a small success probability. In this
demanding setting we derive a posterior consistency statement that delivers a clearer
theoretical understanding for the asymptotic behaviour of Bayesian estimators. Sec-
ondly, we statistically investigate events in the tail of heavy-tailed distributions. For this
task, the peak-over-threshold approach is a common model, which crucially depends on
the selection of a high threshold above which observations can be used for statistical
inference. To improve the utility of threshold selection procedures, we propose two new
methods and evaluate their performance theoretically and numerically in comparison to
other approaches.
The dissertation is based on three publications, which are listed in the addenda and can
be found in chapters A, B and C. The articles Schneider et al. (2018a) and Schneider
et al. (2018b), which address the binomial problem, can be found in Chapters A and
B. Chapter C comprises the article Schneider et al. (2019) on threshold selection in
extreme value analysis.
Chapter 1 provides an overview of the challenges related to rare events and introduces
the specific scenarios that we study in more detail in the following chapters.
Chapter 2 overviews the work on posterior consistency in the binomial model in
publications A and B. In Section 2.1 a comprehensive discussion is presented about
the existing literature on estimating the binomial parameter n when p is unknown. The
main contributions of the two manuscripts are explained in more detail in Section 2.2.
A discussion and an outlook on these results are presented in Section 2.3, and my own
contribution to the articles is pointed out in Section 2.4.
In Chapter 3 the contributions of publication C are outlined and assessed. Necessary
background knowledge about threshold selection in extreme value analysis is summa-
viii
rized in Section 3.1. In Section 3.2 we elaborate on our novel methods and results,
while interesting aspects for future research are discussed in Section 3.3. My own
contribution to article C is clarified in Section 3.4.
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CHAPTER 1
Introduction
Statistical inference on rare events is highly challenging, since only little information
is available about the features of interest. Often especially these properties, which
are difficult to perceive, are of major concern in applications. For example, it is very
important for an insurance company to know about the risk of extreme events such as
violent wind storms, which can cause the highest losses, but are rarely or not at all
observed. Another example is estimating the population size of a species from random
counts, where the species is very cautious and therefore scarcely sighted.
The first example considers extreme events lying in the tail of heavy-tailed distributions
and is investigated by the field of extreme value analysis. The second example can
be modelled by a binomial distribution with a small and unknown success probability
p and the population size of the species corresponds to the discrete parameter n to
be estimated. In both cases one is interested in the tail of the distribution, but the
observations mainly lie in the bulk of the distribution around its expectation. In Figure
1.1, an exemplary histogram of a binomial sample with a small success probability is
presented. The parameter n = 20 is the right endpoint of the distribution and is supposed
to be estimated from the data, but the maximal observation is only 3. This strongly
illustrates the difficulties related to the estimation task.
The key point when handling rare events is that one needs to take advantage of a priori
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Figure 1.1: Histogram of a binomial sample of size 100 with n = 20 and p = 0.05.
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known structural properties in order to improve the quality of estimation. Completely
non-parametric approaches are likely to fail on scarce observations.
In case of the binomial distribution we already have a parametric model and still need
to overcome the lack of information about n and p. This is analysed in terms of a
Bayesian approach in article A. We theoretically investigate this problem via a posterior
contraction statement and then tackle it in an application in super-resolution microscopy
by including prior information about p. In contribution B we gain further insights about
the asymptotic behaviour beyond the theoretical result via an extensive numerical study.
For studying extreme values we utilize the peak-over-threshold approach, which is based
on the limiting distribution of observations above a high threshold. The asymptotic
theory provides extrapolation from large observations further into the tail to even more
extreme events. For statistical inference it is necessary to select a suitable threshold,
and for this task we suggest new procedures in article C.
First we have a closer look at the problem of estimating the discrete parameter n of the
binomial distribution. The binomial distribution describes the number of successful
outcomes of n Bernoulli trials each with success probability p, i.e., if X ∼ Bin(n, p)
with n ∈ N and p ∈ [0, 1],
P(X = x) =
(
n
x
)
px(1 − p)n−x for x = 0, . . . , n.
In article A we suggest a Bayesian approach for estimating the binomial parameter n
from independent identically distributed (i.i.d.) observations, and we prove posterior
consistency for rare events, meaning that we let p → 0 and n → ∞ as the number of
observations grows. Our motivation for studying the binomial distribution with small
success probability p comes from an application in quantitative nanoscopy. There,
the total number of fluorescent markers (fluorophores) attached to so-called DNA-
origami is estimated from a time series of microscopic images. The number of active
fluorophores counted at each DNA-origami is modelled as binomial observation, where
the probability p that a fluorophore is active in each image is very small (often below
5%). In Figure 1.2, two such microscopic images are displayed. Each frame is recorded
at a different time point t and contains a number of binomial observations X(t)i . These
observations are the number of active fluorophores at a specific DNA-origami on the
frame, which can be determined from the brightness at this spot.
This setting, where the success probability p is small (and n potentially large), is very
challenging. Additionally to the histogram in Figure 1.1 the arising difficulties can
be understood by considering the following property of the binomial distribution: if
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The second field of interest is extreme value analysis, which enables estimating the
risk of extreme and rare events. Here we are concerned with heavy-tailed distributions
and the peak-over-threshold method, as compared to the block maxima approach (see
e.g. Chapter 1 in Dey and Yan (2016)). Therefore, we consider i.i.d. random variables
X1, . . . , Xn with distribution function F, where n is now the sample size and F is in
the domain of attraction of an extreme value distribution Gγ with extreme value index
γ > 0, i.e. there exists an > 0 and bn ∈ R such that for x > 0
Fn (anx + bn) −→ Gγ(x) = exp
(
−x−1/γ
)
, as n→ ∞.
In this situation the conditional random variable
(
log
(
X1/t
) ∣∣∣ X1 > t) converges in
distribution to an exponential random variable with expectation γ, as t → ∞. The
peak-over-threshold approach utilizes this limiting distribution to approximate the
logarithm of the observations above a high threshold t with the exponential distribution.
The selection of the threshold t above which the data can be approximated by an
exponential distribution and used for statistical inference about the tail is one of the
most fundamental problems in this field of statistics. It is common to let t be the
(n− k)-th order statistic and choose the discrete sample fraction k of largest observations
instead of the threshold t. We focus on this problem of selecting k and highlight its
crucial influence on statistical results for the exemplary task of estimating the extreme
value index γ. To estimate γ we employ the Hill estimator (Hill, 1975), which is the
mean of the rescaled exceedances of the threshold,
γˆk :=
1
k
k∑
i=1
log
(
X(n−k+i,n)
) − log (X(n−k,n)) , (1.1)
where X(1,n) ≤ · · · ≤ X(n,n) denote the order statistics of a sample of size n. Figure 1.3
presents the Hill estimator as a function in k for three Fréchet samples of size 500 and
illustrates the critical influence of the sample fraction k. These Hill plots demonstrate
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Figure 1.3: Hill plots of three Fréchet(2) samples with extreme value index γ = 0.5.
5some main characteristics of the estimator and the peak-over-threshold approach in
general. If k is small, only few observations are used and the estimator is highly varying.
On the other hand, if k becomes larger and the threshold therefore smaller, the expo-
nential approximation does not hold anymore and a bias occurs. The true value of γ is
marked by the dotted line and only achieved by a few values of k. Thus, selecting k is
hard and can be considered a classical problem of bias-variance trade-off. The sample
fraction k that solves this problem and minimizes the asymptotic mean square error
(AMSE) of the Hill estimator is often considered the optimal sample fraction kopt and
targeted by many threshold selection procedures.
In publication C we introduce two new procedures for selecting the sample fraction.
The first approach is based on measuring the deviation of the data from the exponential
approximation. We construct an error functional denoted as inverse Hill statistic (IHS),
which aims at estimating an integrated square error of the exponential density under
the hypothesis that the observations log
(
X(n−k+i,n)
) − log (X(n−k,n)) in (1.1) are indeed
exponentially distributed. This method is easy to compute and does not depend on
any tuning parameters. We can improve its performance via smoothing IHS and
subsequently minimize it to select k. The smoothed IHS performs remarkably well in
the simulation study when utilized for adaptive quantile estimation.
In the second approach we smoothly estimate the AMSE of the Hill estimator. By
minimizing the estimator called SAMSEE (smooth AMSE estimator) we estimate kopt.
The idea for constructing SAMSEE is based on obtaining a preliminary estimate for γ
and the bias of the Hill estimator. For the extreme value index we apply the generalized
Jackknife estimator (Gomes et al., 2001), and for the bias component we use the
difference between averages of the Hill estimator. This way, we obtain an estimator
for the AMSE, which only depends on one tuning parameter K. We further suggest
a selection procedure for K, which then enables a completely automated selection of
the sample fraction. In our simulation study SAMSEE performs very stable and is on
average over all the considered distributions superior to other methods estimating kopt.
Both methods are further employed in an application for the local selection of the
threshold in order to estimate an extreme value index varying over time. This example
highlights some advantages of the suggested procedures and the benefit of completely
data-driven threshold selection approaches.
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CHAPTER 2
Posterior Consistency in the Binomial Model
This chapter evaluates the two articles A and B. It offers a broad literature review on
estimating the binomial parameter n in Section 2.1 and a discussion of the main results
of the publications A and B in Section 2.2. The impact of these articles on possible
future research is presented in an outlook in Section 2.3. Finally, in Section 2.4 my own
contributions to these articles are pointed out.
2.1 Literature Review
Estimating the discrete parameter n of the binomial distribution has been considered
multiple times over the last decades, starting with Haldane (1941) and Fisher (1941).
Fisher refers to the problem as purely academic and not very interesting, since n is the
maximum of a sufficiently large sample. This is correct in theory, as the maximum
converges exponentially fast to the true value n in probability. However, this fact is
not very useful in practice, as analysed and explained by DasGupta and Rubin (2005).
They illustrate that the sample size often has to be infeasibly large to obtain an estimate
close to n with high probability. For the parameter setting n = 20 and p = 0.1 for
example, more than 900,000 observations are necessary to guarantee that the maximum
is larger than n/2 with probability greater than 1/2. In their paper, DasGupta and Rubin
(2005) also present two new estimators for n, where one is a bias corrected version of
the sample maximum and the other is a novel moment estimator.
Olkin et al. (1981) analyse some problems with the classical maximum likelihood
estimator (MLE) and the method of moments estimator (MME) for n, which occur
if the success probability is close to zero. More precisely, they prove that the MLE
can become infinite and the MME negative if p is small, and they suggest stabilized
versions of these classical estimators. This way, issues arising from rare events are
considered but not studied asymptotically in terms of consistency or depending on
parameter sequences.
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Another estimator for n is the Carroll-Lombard (CL) estimator (Carroll and Lombard,
1985), which is also a stabilized MLE. The idea is to assume a beta prior on p and
maximize the marginal likelihood of n, the beta-binomial likelihood. This estimator
turns out to be much more stable than the MLE. The CL-estimator can be interpreted as
a Bayesian maximum a-posteriori (MAP) estimator with constant prior on n. Several
Bayesian approaches have been suggested for the binomial distribution starting with
Draper and Guttman (1971) and followed by e.g. Raftery (1988), Günel and Chilko
(1989) and Hamedani and Walter (1988). All of these models are based on p being
beta distributed. This seems to be a natural choice, as it is the conjugate prior for the
binomial distribution. The mentioned suggestions differ in the choice of the prior on
n and the specific loss function. Draper and Guttman (1971) use a uniform prior for
n on {1, . . . ,N0} with N0 ∈ N and the MAP estimator, which minimizes the 0/1-loss.
Note that this proposal only deviates from the Carroll-Lombard estimator by the upper
bound N0 and thus gives the same estimates if N0 is large enough. A hierarchical Bayes
approach is introduced by Raftery (1988), utilizing a Poisson prior on n and the relative
quadratic loss function.
While it is standard to use a beta prior on p, there is extensive discussion on the best
prior choice for n. Kahn (1987), for example, cautions against the use of the improper
constant prior distribution, which can lead to improper posteriors. Link (2013) also
considers this problem and compares the uniform prior to the scale prior, which is
proportional to 1/n. Berger et al. (2012) and Villa and Walker (2014) discuss possible
constructions of objective prior distributions for n, since standard procedures using the
Fisher information can not be employed for a discrete parameter.
For all previously mentioned Bayes estimators, posterior consistency for fixed pa-
rameters n and p follows directly from the Theorem by Doob, see e.g. van der Vaart
(1998) pp.149. No further theoretical results are known to the author.
For frequentist estimators, it is also not clear how to derive standard asymptotic results
beyond consistency. It seems common to let n grow to infinity with the sample size
and consider the relative error of the estimator. In Carroll and Lombard (1985) they
show asymptotic normality for their CL-estimator nˆCL in the situation that p is constant,
n→ ∞ and √k/n→ 0 as k → ∞. Then it holds that
√
k
(
nˆCL
n
− 1
)
D−→ N
(
0, 2(1 − p)2/p2
)
. (2.1)
Under the same considerations Blumenthal and Dahiya (1981) study the MME and
MLE. These statements address a situation that is very different from ours, where
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n → ∞ and p → 0. In case of a fixed p and n → ∞, a properly rescaled binomial
distribution converges to a normal distribution. The normal limit simplifies the esti-
mation of n considerably when compared to the difficulties arising from the Poisson
limit distribution. The analysis of the estimators in DasGupta and Rubin (2005) is an
exception, because n stays constant and they do not consider the relative difference.
The theoretical study by Hall (1994) provides an analysis of the CL-estimator, the MLE
and the MME in an asymptotic scenario which is closely related to our set-up. Hall
also considers that n → ∞, p → 0 and np → µ ∈ (0,∞) with k → ∞. However, he
additionally needs a lower bound on the rates and studies the relative error, which is
rescaled with n, whereas we consider nˆ = n instead of nˆ/n = 1. Due to these differences,
the approaches are not directly comparable.
2.2 Main Results
As discussed in the introduction, estimating the binomial parameter n from scarce
observations is challenging. This motivates us to consider a Bayesian estimator, since
it provides a natural way of including additional knowledge about p. We consider the
binomial parameters to be random variables, N and P, following specific distributions.
We let P be Beta(a, b) distributed with a, b > 0, which is a natural prior choice adopted
by many authors before, see Section 2.1. Further we assume that N and P are indepen-
dent, which we also share with the afore mentioned approaches. In this scenario we
provide three contributions to the problem of estimating n from rare events. We start
with introducing a new class of Bayes estimators and then prove posterior consistency
in an asymptotic scenario, where n→ ∞ and p→ 0, to theoretically understand arising
difficulties more thoroughly. Lastly, we complement the theory by a numerical study to
investigate the tightness of the asymptotic bounds.
For the construction of the estimator, we define the following class of prior distri-
butions ΠN on N,
ΠN(n) ∝ n−ν, for ν > 1,
denoted as scale priors. If the scale parameter is 0 ≤ ν ≤ 1, ΠN is an improper prior,
since it is no longer a probability distribution. An improper prior can still lead to a
proper posterior distribution and can be useful in applications. For this reason, we also
include improper priors in our theoretical analysis and application in publication A.
For the loss function we follow the arguments in Raftery (1988) and use the relative
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quadratic loss, l(x, y) = (x/y − 1)2. This leads to the definition of our scale estimators,
nˆ :=
E[N−1|Xk]
E[N−2|Xk] =
∑∞
n=X(k,k) n
−(1+ν)La,b(n)∑∞
n=X(k,k) n
−(2+ν)La,b(n)
, (2.2)
where Xk denotes the binomial i.i.d. sample of size k and La,b denotes the beta-binomial
likelihood, see e.g. Carroll and Lombard (1985). It is possible to insert information
about p through the choice of the parameters a and b of the beta prior. In the simulation
study in article A we come to the conclusion that in most cases it is beneficial to choose
values like a = 2, which lead to a unimodal but not very concentrated density. The
parameter b should then be selected in such a way that the expectation of the prior equals
a preliminary expected value p˜ of p, i.e. b = a(1 − p˜)/ p˜. In the application in article A,
for example, such a provisional estimate p˜ is obtained from a second experiment. This
enables us to increase the efficiency in estimating n in the case of fluorophore counts.
In the theoretical analysis, we study posterior contraction in an asymptotic scenario
describing rare events. We assume the independence between P and N and that P is
beta distributed, but only a tail bound is necessary to hold for the prior on N,
ΠN(n) ≥ c2e−c1n2 , n ∈ N,
for some positive constants c1 and c2. This covers the scale estimator (2.2) but also
many other estimators. In this model we can show that posterior consistency holds for
the following set of parameter sequences, where the parameters may depend on the
sample size k,
Mλ :=
{
(nk, pk)k : 1/λ ≤ nkpk ≤ λ, nk ≤ λ 6
√
k/ log(k)
}
,
for λ > 1. The set Mλ greatly generalizes the scenario of fixed parameters, as it
also allows for sequences with n → ∞ and p → 0 at certain rates. In Theorem 1 in
publication A we prove that
sup
(n0k ,p
0
k )∈Mλ
En0k ,p
0
k
[
Π
(
N , n0k |Xk
)]→ 0, as k → ∞, (2.3)
where X1, . . . , Xk
i.i.d.∼ Bin(n0k , p0k) and Π( · |Xk) is the marginal posterior probability of
N given the sample Xk. This theorem extends posterior consistency for fixed parameters
to the situation of rare events. From result (2.3) follows directly the consistency of the
scale estimators in (2.2) as well as the consistency of many of the estimators mentioned
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Figure 2.1: Log-log plots of the MSE of various Bayesian estimators for the binomial
parameter nk as a function in the sample size k. In the left plot the parameters are
nk = wk1/α and pk = µ/nk with α = 6, w = 16 and µ = 25, and on the right the
parameters are fixed to nk = 100 and pk = 0.05. The dashed lines indicate the sub-
asymptotic convergences rates.
in Section 2.1 for parameter sequences inMλ. This is discussed in detail in article A.
Article B numerically investigates the asymptotic behaviour of the Bayes estimators to
evaluate the tightness of the bound on nk inMλ, which ensures consistency. The simu-
lations strengthen our theoretical result, as they indicate the optimality of a polynomial
rate, but they also emphasize a slightly too conservative value of the exponent. The
numerical study suggests that the theoretical bound n6+ = O(k) with  > 0 can possibly
be relaxed to nα = O(k), where α ≈ 4.
The article also provides further insight about the speed of convergence of the estima-
tors depending on α if n ∝ k1/α. We define sequences nk = wk1/α and pk = µ/nk with
α, µ,w > 0 and simulate the mean square error (MSE) of various Bayesian estimators
for increasing samples of size k. This way, we complement our previous results by de-
scribing the rates of convergence of the MSE that become visible as a linear segment in
Figure 2.1 and that are denoted as sub-asymptotic convergence rates. The log-log plots
illustrate that the statement of Theorem 1 holds and the estimators are consistent for
α = 6, even though the rate at which the MSE decreases appears to be much slower than
for constant parameters. One can observe that the MSE of the estimators decreases at a
faster and probably exponential rate if the error is already very small, but the rate before
this point seems more interesting, since it appears in a regime which is more relevant for
applications. We have seen before that the sample maximum converges exponentially
fast for fixed n and p, but it does not perform well in practice. This is highlighted by
the simulation study suggesting that the sample maximum converges much slower to
the true value n. It seems that the MSE of the sample maximum converges with a rate
of k−0.13 in the sub-asymptotic regime in contrast to the standard parametric rate k−1,
which we observe for the Bayesian approaches in Figure 2.1.
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2.3 Discussion and Outlook
The two publications A and B deliver interesting starting points and incentives for
further research about Bayesian inference on the binomial distribution.
To our knowledge, statement (2.3) is the only asymptotic result for a Bayesian approach
on the binomial problem that goes beyond posterior consistency for fixed parameters,
which already follows from Doob’s theorem, see e.g. van der Vaart (1998). There are
not many tools to derive such theoretical results for discrete Bayes estimators and thus
no standard approaches. We had to develop a new strategy of proof for our result,
and simulations suggest that the obtained bounds are good but not optimal. It seems
necessary to further evolve and refine the tools for these asymptotic problems.
Since our motivation for the Bayesian approach is including prior knowledge about p, a
natural extension of the main result would be to employ an empirical prior distribution
on p. It could be instructive to see how much improvement in the theoretical rates is
possible by considering a beta prior which contracts around p. In the application we
observe the positive effect of an empirical prior, but such a result would reveal more
concrete information about the benefit of prior knowledge.
Additionally, it would be interesting to theoretically analyse the sub-asymptotic be-
haviour of the estimators observed in the numerical study in publication B. The expo-
nentially fast convergence only kicks in when the MSE is already very small. Thus,
the convergence rate of interest is the sub-asymptotic rate before the exponential decay.
Deriving these sub-asymptotic convergence rates theoretically could be helpful to make
informed decisions about optimal estimators or necessary sample sizes.
2.4 Own Contribution
Contribution to A: My main contribution to this paper is the posterior contraction
result of Theorem 1. I developed the theoretical framework jointly with Johannes
Schmidt-Hieber and then elaborated the mathematical details. I finalized additional
statements for the proof with the assistance of Thomas Staudt. Further, I wrote in most
parts the theory and simulations sections. Overall the paper was formulated jointly with
the co-authors.
Contribution to B: My main contribution for this article was coming up with the
idea for the simulation study and writing the manuscript, where I benefited from helpful
comments by Thomas Staudt and Axel Munk. The simulation study was implemented
and visualized by Thomas Staudt.
CHAPTER 3
Threshold Selection in Extreme Value Analysis
This chapter offers a close look at the contribution C. Section 3.1 provides an overview
of existing literature about threshold selection in univariate extreme value analysis,
whereas in Section 3.2 the novel procedures are summarized. An outlook and discussion
of the results and future research are offered in Section 3.3. In Section 3.4 my own
contribution to the article is explained.
3.1 Extreme Value Analysis Review
Extreme value theory investigates very rare events and consists of probabilistic results
about the tail of a distribution. The foundation was laid by the early works of Fisher
and Tippett (1928) and Gnedenko (1943). They proved that the non-degenerate limit of
a rescaled maximum of i.i.d. observations lies in the class of extreme value distributions
Gγ(x) := exp
{ − (1 + γx)−1/γ} for γ ∈ R and 1 + γx > 0. If a distribution F possesses
such a limit, it belongs to the domain of attraction of Gγ. The shape parameter γ is
called the extreme value index. It describes if a distribution has a finite right endpoint
(γ < 0), an exponential decay in the tail (γ = 0) or is heavy-tailed (γ > 0). Extreme
value distributions provide a possibility to extrapolate from the data further into the
tail via the use of block maxima. The idea is to divide observations into blocks and
then take the maximal observation within each block. These maxima are then used to
estimate γ as well as the shift and scale parameter of the extreme value distribution.
A further important theoretical result is the Pickands-Balkema-de Haan theorem derived
by Balkema and de Haan (1974) and Pickands (1975). They consider the conditional
distribution above a high threshold t and derive a generalized Pareto limiting distribution.
The shape parameter of the generalized Pareto distribution is again the extreme value
index γ. This leads to the peak-over-threshold methodology, which approximates
observations above a high threshold by a generalized Pareto distribution, see Davison
and Smith (1990). We concentrate on the peak-over-threshold approach for univariate
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heavy tailed distributions. Thus, we consider i.i.d. random variables X1, . . . , Xn ∼ F,
where F is in the domain of attraction of an extreme value distribution with γ > 0. Then
it holds that
X1
t
∣∣∣∣ X1 > t D−→ P, as t → ∞ and P ∼ Pareto (1, 1
γ
)
,
log
(X1
t
) ∣∣∣∣ X1 > t D−→ E, as t → ∞ and E ∼ Exp (1
γ
)
.
These limit relations justify to model observations above a high threshold t with a
Pareto or exponential distribution. Compared to the block maxima approach, the peak-
over-threshold method facilitates the use of more data. For both methods, however,
a bias-variance trade-off occurs. In the former, the blocks need to be large enough,
such that the maxima are approximately independent and follow an extreme value
distribution, but small enough to provide enough observed maxima. In the latter, a
lower threshold reduces the variance by providing more observations, but leads to a
higher bias for violating the limit approximation. There are various possible approaches
to measure the goodness of the approximation above the threshold, and their optimality
depends strongly on the feature of interest and the chosen method or estimator. All
these difficulties make threshold selection an intricate problem in extreme value analysis.
In publication C, we tackle the threshold selection problem and search for an ap-
propriate number k of largest observations to be used for statistical inference about the
tail. This is equivalent to letting the threshold be the (n − k)-th order statistic, meaning
t = X(n−k,n). Most existing approaches for this task heavily depend on tuning parameters,
which can have a critical influence on the estimate and are hard to interpret. The optimal
choice of these parameters usually depends on the underlying unknown distribution,
and there is only numerical justification for specific suggestions. Our motivation for
studying this problem is mainly to reduce the burden of tuning parameter selection and
to make automated data-driven procedures easily available. At this point, we want to
present a brief guide through different existing methodologies for selecting the threshold
and their associated tuning parameters. More extensive reviews on such procedures are
provided e.g. in Scarrott and MacDonald (2012), in Chapter 4 in Dey and Yan (2016)
and in Section 4.7 in Beirlant et al. (2004).
We start with mentioning rules of thumb and heuristic approaches. It has been suggested
to use k =
√
n (Ferreira et al., 2003) or the upper 10% of the data (DuMouchel, 1983),
which is a popular choice in applications. The use of data visualisation tools is discussed
in Kratz and Resnick (1996) and Drees et al. (2000), where one example is the mean
residual life plot introduced in Davison and Smith (1990). These graphical diagnostics
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are subjective regarding the interpretation of the plot and require the manual choice
of a threshold. There are also heuristically motivated techniques trying to automate
the interpretation of such graphical diagnostics, for example the method in Reiss and
Thomas (2007) that searches for a region of stability among γ estimates. This estimator
depends on a tuning parameter whose choice is numerically further analysed in Neves
and Fraga Alves (2004).
Another possibility for selecting the threshold are testing approaches. Hill (1975) sug-
gests to employ tests for exponentiality in order to choose a sample fraction. However,
Hall and Welsh (1985) show that this tends to overestimate the optimal tail fraction.
Goegebeur et al. (2008) extend the work by Hill and suggest a family of kernel based
test statistics. A different approach is to consider goodness-of-fit tests comparing the
empirical distribution function to the estimated generalized Pareto distribution, see e.g.
Bader et al. (2018). It is important to note that all of these tests depend on the choice
of the significance level and the corresponding quantile of the test statistic. A lower
significance level directly translates into selecting a larger sample fraction.
A related idea is to minimize the distance between empirical and fitted generalized
Pareto distribution, as in Pickands (1975), Gonzalo and Olmo (2004) and Clauset et al.
(2009). The method in Clauset et al. (2009), for example, selects the sample fraction
that minimizes the Kolmogorov-Smirnov distance and is theoretically analysed in Drees
et al. (2018). They prove that this approach does not select the asymptotically optimal
sample fraction for the Hill estimator in (1.1).
This theoretical consideration leads us to methods that are motivated by choosing the
optimal sample fraction for specific estimators. Examples are the bootstrap approaches
by Ferreira et al. (2003) for quantile estimation and for estimating tail probabilities by
Hall and Weissman (1997) or the optimal bias-robust estimation approach in Dupuis
(1998). These procedures are concerned with different estimators and crucially depend
on the choice of tuning parameters.
A more frequently considered error functional is the asymptotic mean square error
(AMSE) of the Hill estimator (Hill, 1975). The Hill estimator defined in equation (1.1)
is a well known estimator for γ and commonly used, despite its high sensitivity to the
choice of the sample fraction k. As the mean value of the logarithmic exceedances of
the (n − k)-th order statistic it estimates the expectation γ consistently if the exponential
approximation holds. For this reason, minimizing the AMSE can be understood as a
goodness-of-fit measure for the exponential model, as it assesses the deviation of the
empirical mean to the true limiting expectation. A semi-parametric formulation of the
AMSE can be obtained from the normal limit distribution of the Hill estimator. We
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consider the first and second order condition
lim
t→∞
1 − F(tx)
1 − F(t) = x
−1/γ and lim
t→∞
1−F(tx)
1−F(t) − x−1/γ
A
(
1
1−F(t)
) = x−1/γ x ρ/γ − 1
γρ
with the second order parameter ρ < 0 and a positive or negative function A, s.t.
limt→∞ A(t) = 0. Then, if k → ∞, k/n→ 0 and
√
kA(n/k)→ λ as n→ ∞, asymptotic
normality holds, i.e.,
√
k (γˆk − γ) D−→ N
(
λ/(1 − ρ)2, γ2
)
,
see Theorem 3.2.5 in de Haan and Ferreira (2006). This leads to the AMSE,
AE
[
(γˆk − γ)2] = γ2/k + A(n/k)2/(1 − ρ)2, (3.1)
whereAE denotes the asymptotic expectation. There exist several publications providing
procedures and theoretical analysis about estimating the minimizing fraction of (3.1) kopt.
Drees and Kaufmann (1998), for example, utilize the Lepskii method to derive estimates
for this optimal sequence. Their approach crucially depends on tuning parameters and
initial estimates of γ and ρ. The procedure of Guillou and Hall (2001) employs a
statistic of accumulated log-spacings and requires the choice of a critical value to test
it against. Danielsson et al. (2001) suggest a double bootstrap method extending the
previous ideas for a resampling approach by Hall (1990). They need to choose the
size of the bootstrap samples for which they introduce a separate selection tool. This
additional tool can become computationally very expensive if estimating from large
samples. Beirlant et al. (2002) estimate a parametric representation of kopt employing
least squares estimates from an exponential regression approach. Their method requires
an estimate for ρ and a further tuning parameter. To simplify the use of their approach
they consider the median of estimated sample fractions over a range of values of the
tuning parameter. In Goegebeur et al. (2008), the properties of a test statistic are used
to estimate the bias and construct an estimator for the AMSE/γ and minimize it. This
approach is an exception among the afore mentioned ones, as it does not require the
choice of a further tuning parameter if ρ = −1 is fixed. On the other hand, all other
described procedures for estimating kopt offer consistency statements, but their finite
sample performance is strongly influenced by more or less intricate tuning parameters.
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3.2 Main results
Since the selection of additional tuning parameters can be a burden, as mentioned in
Section 3.1, rules of thumb are frequently used in practical applications. Article C
provides two new procedures to select the sample fraction k in the peak-over-threshold
model, which depend on no or only one tuning parameter and are therefore easier
to employ. For the one necessary parameter we offer a stable selection routine. We
emphasize that such data-driven and automated procedures can clearly improve the
performance of the adaptive estimation. For example, locally selected thresholds can
decrease the variance in estimating a time dependent extreme value index. We consider
this task in article C and utilize it for analysis of the tail behaviour of operational losses
depending on the time as a covariate.
For the first approach we look at the integrated square error (ISE) of the exponential
density to its parametric estimator employing the Hill estimator. We assume that the
logarithmic exceedances of a high threshold are indeed exponentially distributed and
estimate the expectation of ISE under this hypothesis. In this way, we derive the inverse
Hill statistic,
IHS(k) :=
4 − k
2γˆkk
.
IHS can be highly varying for small k, and therefore we smooth it by a technique taking
into account the dependence between the estimates, see e.g. Serra et al. (2018). Mini-
mizing IHS leads to a more conservative choice of the sample fraction than minimizing
the AMSE of the Hill estimator, as IHS controls the exponential approximation more
strictly. The selected sample fraction is asymptotically smaller than kopt, but brings
benefits when estimating high quantiles from smaller samples, as emphasized by our
simulation study.
The second procedure is called SAMSEE (smooth AMSE estimator). This method aims
to estimate the AMSE of the Hill estimator in (3.1) and its minimizer kopt. To estimate
the AMSE we use a preliminary estimate for the extreme value index γ and an estimator
for the bias of the Hill estimator. For γ we use the generalized jackknife estimator γˆGJk
(Gomes et al., 2001), which is asymptotically unbiased for the second order parameter
ρ = −1. The bias estimator is constructed employing ideas from Resnick and Staˇricaˇ
(1997) and Danielsson et al. (2001). The latter article contrasts two extreme value
estimators to approach the bias, and the former studies averaged values of γˆk to reduce
variation within the estimates. For the bias estimator we consider the difference of two
such averages,
b¯up,K,k :=
1
K − k + 1
K∑
i=k
γˆi − 1K
K∑
i=1
γˆi.
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Under the same conditions necessary for the asymptotic normality of the Hill estimator
and if K/k → c > 1, it holds that
AE
[
b¯up,K,k
]
= −ρA(n/k)/(1 − ρ)2 · δρ(k/K),
where δρ(c) := (cρ − 1)/(−ρ(c−1 − 1) with δ−1(c) = 1. Based on this result, we construct
the AMSE estimator fixing ρ = −1,
SAMSEE(k) :=
(
γˆGJK∗
)2
/k + 4
(
b¯up,K∗,k
)2
,
where K∗ is selected via minimizing a separate approximation error presented in article
C in Section 3. The idea to fix the second order parameter ρ = −1 instead of including
further uncertainty via estimating it is often suggested in threshold selection or bias
estimation approaches and is supported by good simulation results (Gomes et al., 2001;
Drees and Kaufmann, 1998; Goegebeur et al., 2008).
We compare the two new approaches to various other methods that estimate kopt in a
comprehensive simulation study. The numerical study illustrates the stable performance
of SAMSEE across different distributions and its competitiveness with other procedures.
The method IHS, which is not constructed for optimal adaptive estimation of γˆk, still
performs reasonable on this task, and it performs remarkably well in terms of quantile
estimation for small samples of size n = 500 and up to n = 5000.
Finally, we apply the two methods to a time varying extreme value index γ(t), which is
a strong use case for automated data-driven threshold selection procedures. We extend
the non-parametric estimator of de Haan and Zhou (2017) by including locally selected
thresholds. This approach yields a simple ad hoc estimate for an extreme value index
depending on a univariate covariate, and we numerically illustrate that it decreases
the variation among the estimates. For further illustration, we apply it to a real-world
dataset of a bank to study the severity distribution of high operational losses over time.
3.3 Discussion and Outlook
Publication C provides two new data-driven automated threshold selection procedures,
which depend on no or few tuning parameters and are validated in a large comparison
study. The SAMSEE approach yields an estimator for the AMSE of the Hill estimator
additionally to an estimate of kopt, which is a special feature of this method. Although the
simulation study already accentuates the robustness and good performance of SAMSEE
over all distributions, it would still be enlightening to add a consistency statement for
its minimizing sequence as an estimator of kopt and to derive the convergence rates of
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the adaptive Hill estimates.
In article C we consider the peak-over-threshold approach, where one chooses a fixed
threshold and only studies the tail above this threshold. For some features of a distribu-
tion, however, it is important to infer the tail and the bulk simultaneously. One such
example is the total operational loss as proposed by the Basel Committee for Banking
Supervision, which is the sum of all losses in a specific time period. Such properties can
be analysed under mixture models. The basic idea is to consider different models for
the bulk and the tail of the distribution and combine them, for example, by a transition
function or a discontinuity at a threshold value. A review on various mixture models
can be found in Scarrott and MacDonald (2012), where Bayesian approaches, which
incorporate uncertainty about the threshold by letting it follow a prior distribution,
are discussed as well. The prior distribution on the threshold could be an empirical
prior based on SAMSEE, since it is especially useful for this task as a smooth AMSE
estimator. In a similar way, in non-Bayesian models, an empirical transition function
could be constructed also utilizing SAMSEE. Such an empirical transition function
would make these models more flexible and data-driven.
3.4 Own Contribution
Article C is in most parts my own contribution. The construction of IHS resulted from
joint discussions with the co-authors. I developed the SAMSEE procedure and did the
theoretical analysis. Further, I wrote the article while benefiting from helpful comments
by A. Krajina and T. Krivobokova.
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The following addenda provide the three publications A, B and C that are thoroughly
discussed in the previous chapters. An introductory summary is given, which lists each
article’s reference and abstract.
Posterior Consistency for n in the Binomial (n, p) Problem with Both Parameters
Unknown - with Applications to Quantitative Nanoscopy
Laura Fee Schneider, Johannes Schmidt-Hieber, Thomas Staudt, Andrea Krajina, Timo
Aspelmeier and Axel Munk
preprint available, arXiv:1809.02443, (2018)
Abstract The estimation of the population size n from k i.i.d. binomial observations
with unknown success probability p is relevant to a multitude of applications and has
a long history. Without additional prior information this is a notoriously difficult task
when p becomes small, and the Bayesian approach becomes particularly useful.
In this paper we show posterior contraction as k → ∞ in a setting where p → 0 and
n → ∞. The result holds for a large class of priors on n which do not decay too
fast. This covers several known Bayes estimators as well as a new class of estimators,
which is governed by a scale parameter. We provide a comprehensive comparison of
these estimators in a simulation study and extent their scope of applicability to a novel
application from super-resolution cell microscopy.
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A Numerical Study
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Abstract Estimating the parameters from k independent Bin(n, p) random variables,
when both parameters n and p are unknown, is relevant to a variety of applications.
It is particularly difficult if n is large and p is small. Over the past decades, several
articles have proposed Bayesian approaches to estimate n in this setting, but asymptotic
results could only be established recently in Schneider et al. (2018a). There, posterior
contraction for n is proven in the problematic parameter regime where n → ∞ and
p → 0 at certain rates. In this article, we study numerically how far the theoretical
upper bound on n can be relaxed in simulations without losing posterior consistency.
Threshold Selection in Univariate Extreme Value Analysis
Laura Fee Schneider, Andrea Krajina, and Tatyana Krivobokova
preprint available, arXiv:1903.02517, (2019)
Abstract Threshold selection plays a key role for various aspects of statistical infer-
ence of rare events. Most classical approaches tackling this problem for heavy-tailed
distributions crucially depend on tuning parameters or critical values to be chosen by the
practitioner. To simplify the use of automated, data-driven threshold selection methods,
we introduce two new procedures not requiring the manual choice of any parameters.
The first method measures the deviation of the log-spacings from the exponential dis-
tribution and achieves good performance in simulations for estimating high quantiles.
The second approach smoothly estimates the asymptotic mean square error of the Hill
estimator and performs consistently well over a wide range of distributions.
The methods are compared to existing procedures in an extensive simulation study and
applied to a dataset of financial losses, where the underlying extreme value index is
assumed to vary over time. This application strongly emphasizes the importance of
solid automated threshold selection.
CHAPTER A
Posterior Consistency for n in the Binomial (n,p)
Problemwith Both Parameters Unknown - with
Applications to Quantitative Nanoscopy
28 Posterior Consistency for the Binomial Parameter n
Posterior Consistency for n in the Binomial (n, p) Problem
with both Parameters Unknown - with Applications to
Quantitative Nanoscopy
Laura Fee Schneider∗1, Johannes Schmidt-Hieber†2, Thomas Staudt‡1, Andrea
Krajina§1, Timo Aspelmeier¶1, and Axel Munk‖1,3
1Institute for Mathematical Stochastics, University of Go¨ttingen
2Mathematical Institute, Leiden University
3Max Planck Institute for Biophysical Chemistry, Go¨ttingen
Abstract
The estimation of the population size n from k i.i.d. binomial observations with un-
known success probability p is relevant to a multitude of applications and has a long
history. Without additional prior information this is a notoriously difficult task when
p becomes small, and the Bayesian approach becomes particularly useful.
In this paper we show posterior contraction as k → ∞ in a setting where p → 0 and
n → ∞. The result holds for a large class of priors on n which do not decay too
fast. This covers several known Bayes estimators as well as a new class of estimators,
which is governed by a scale parameter. We provide a comprehensive comparison of
these estimators in a simulation study and extent their scope of applicability to a novel
application from super-resolution cell microscopy.
AMS 2010 Subject Classification: Primary 62G05; secondary 62F15, 62F12, 62P10,
62P35
∗laura-fee.schneider@mathematik.uni-goettingen.de
†schmidthieberaj@math.leidenuniv.nl
‡thomas.staudt@stud.uni-goettingen.de
§andrea.krajina@mathematik.uni-goettingen.de
¶timo.aspelmeier@mathematik.uni-goettingen.de
‖munk@math.uni-goettingen.de
1
29
Keywords: Bayesian estimation, posterior contraction, binomial distribution, beta-binomial
likelihood, quantitative cell imaging, improper prior
1 Introduction and motivation
Presumably, the binomial distribution Bin(n, p) is the most fundamental and simple model
for the repetition of independent success/failure events. When both parameters p and n are
unknown, which is the topic of this paper, it serves as a basic model for many applications.
For example, n corresponds to the population size of a certain species (Otis et al., 1978;
Royle, 2004; Raftery, 1988), the number of defective appliances (Draper and Guttman,
1971) or the number of faults in software reliability (Basu and Ebrahimi, 2001). In Section
4 we elaborate on a novel application where n is the number of unknown fluorescent markers
in quantitative super-resolution microscopy (Hell, 2009; Aspelmeier et al., 2015).
Accordingly, joint estimation of the population size n and the success probability p of a
binomial distribution from k independent observations has a long history dating back to
Fisher (1941). In contrast to the problem of estimating p or n when one of the parameters
is known (Lehmann and Casella, 1996), this is a much more difficult issue. Fisher suggested
the use of the sample maximum (which is a consistent estimator for n as k →∞) and argued
that the estimator is always ”good”, as long as the sample size is large enough. In fact, if
X1, . . . , Xk
i.i.d.∼ Bin(n, p) for fixed n and p, the sample maximum converges exponentially
fast to n as k →∞ since
P
(
max
i=1,...,k
Xi = n
)
= 1− P( max
i=1,...,k
Xi < n
)
= 1− (1− pn)k. (1.1)
While true asymptotically, the maximum very strongly underestimates the true n even
for relatively large sample size k if the probability of success is small. This is explicitly
quantified in DasGupta and Rubin (2005): if p = 0.1 and n = 10, then the sample size k
needs to be larger than 3635 to ensure that P(maxi=1,...,kXi ≥ n/2) ≥ 1/2. If p = 0.1 and
n = 20, one would need a sample size of more than k = 900,000 to guarantee the same
probability statement as above.
This fallacy of the sample maximum can be explicitly seen in a refined asymptotic analysis
for n and p as well. By Bernoulli inequality and since 1 − x ≤ e−x, it follows from (1.1)
that
1− e−kpn ≤ P( max
i=1,...,k
Xi = n
) ≤ kpn,
which means that if kpn → 0, the sample maximum is no longer a consistent estimator of
n. This occurs, for example, in the domain of attraction of the Poisson distribution, i.e.,
2
30 Posterior Consistency for the Binomial Parameter n
when n→∞, p→ 0 and np→ µ ∈ (0,∞) as k →∞ and log(k) ≤ n, since
kpn = exp{log(k) + n log(p)} ∼ exp{log(k)− n log(n)}
≤ exp{log(k)− log(k) log(log(k))} → 0, as k →∞.
In fact, when np → µ both parameters become indistinguishable and this asymptotic
scenario serves as a limiting benchmark for the Bin(n, p) problem to become solvable.
However, in many applications the small p regime (rare events) is the relevant one (see the
references below and Section 4), and this will be the topic of this paper.
A variety of methods addressing this issue and improving over the sample maximum have
been provided over the last decades but a final answer remains elusive until today. Broadly
speaking, a major lesson from these attempts to obtain better estimators (see Section 2.1
for a detailed discussion) seems that in this difficult regime further information on n and
p is required to obtain estimators performing reasonably well. This asks for a Bayesian
approach. An early Bayesian estimator of the binomial parameters (N,P ), now considered
as random, dates back to Draper and Guttman (1971), who suggested the mode of the
posterior distribution for a uniform prior on {1, . . . , N0} for N and a Beta(a, b) prior for
P . Here, N0 ∈ N is fixed and the parameters a, b > 0 are usually chosen as a = b = 1,
which yields the standard uniform distribution. Later Raftery (1988), Gu¨nel and Chilko
(1989), Hamedani and Walter (1988) and Berger et al. (2012) provided further estimators,
which mainly differ in their choices of loss functions and prior distributions for N and P .
A hierarchical Bayes approach is introduced in Raftery (1988) with a Poisson prior on N
with mean µ, which implies a Poisson distribution with parameter λ = µp as the marginal
distribution of each observation. The prior for the pair (λ, P ) is chosen proportional to 1/λ,
which is equivalent to a product prior for the pair (N,P ) with the prior for N proportional
to 1/n and the standard uniform prior for P . Raftery (1988) suggested to minimize the
Bayes risk with respect to the relative quadratic loss, which seems particularly suitable
for estimating n and will be adopted in this paper as well. From extensive simulation
studies (see the afore mentioned references and Section 3), it is known that such Bayesian
estimators of n deliver numerically good results, in general. However, to the best of our
knowledge, there is no rigorous theoretical underpinning of these findings. In particular,
nothing is known about the posterior concentration of such estimators, and no systematic
understanding of the role of the prior has been established.
Our contribution to this topic is threefold: (i) we propose a new class of Bayesian esti-
mators for n, generalizing the approach in Raftery (1988), and (ii) we prove the posterior
contraction for n. The posterior contraction result holds for a wide class of priors for n
and does not depend on the choice of the loss function. It implies consistency in a general
asymptotic setting of the introduced class of estimators as well as of many (and with small
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changes even all) Bayesian estimators mentioned above. Finally (iii), we extend the i.i.d.
Bin(n, p) model to a regression setting and apply our Bayes approach to count the number
of fluorophores from super-resolution images, which is considered a difficult task.
Ad (i). For the new class of estimators, which we call the scale estimators, we consider
k independent random variables X1, . . . , Xk from a Bin(N,P ) distribution. Denote X
k :=
(X1, . . . , Xk) and Mk := maxi=1,...,kXi. We assume a product prior for the pair (N,P ),
where the prior for P is ΠP ∼ Beta(a, b) for some a, b > 0, and ΠN , the prior for N ,
satisfies ΠN (n) ∝ n−γ for γ > 1. Independence of N and P is a common assumption
and also justified in our example (Section 4) based on physical considerations. The scale
estimator is then defined as the minimizer of the Bayes risk with respect to the relative
quadratic loss, l(x, y) = (x/y − 1)2. Following Raftery (1988), it is given by
nˆ :=
E
[
1
N |Xk
]
E
[
1
N2
|Xk] =
∑∞
n=Mk
1
nLa,b(n)ΠN (n)∑∞
n=Mk
1
n2
La,b(n)ΠN (n)
, (1.2)
where La,b(n) is the beta-binomial likelihood, see, e.g., Carroll and Lombard (1985). In
existing literature (Berger et al., 2012; Link, 2013), the Bayesian estimator of n with the
prior ΠN (n) ∝ 1/n is often called the scale estimator. Even though we do not allow γ = 1
in the above definition since it leads to an improper prior (see, however, Theorem 2 for a
proper modification of these estimators for 0 ≤ γ ≤ 1, which makes them accessible to our
theory), we adopt this name for the new class of estimators.
Ad (ii). We show posterior consistency in a quite general setting, where the prior dis-
tribution ΠN can be chosen freely as long as it is a well-defined probability distribution
satisfying
ΠN (n) ≥ βe−αn2 , n ∈ N (1.3)
for some positive constants α and β. In our asymptotic setting we consider sequences of
parameters (nk, pk)k that may depend on the sample size k and are described by the class
Mλ :=
{
(nk, pk)k : 1/λ ≤ nkpk ≤ λ, nk ≤ λ 6
√
k/ log(k)
}
, (1.4)
for λ > 1. We show that
sup
(n0k,p
0
k)∈Mλ
En0k,p0k
[
Π
(
N 6= n0k |Xk
)]→ 0, as k →∞,
where X1, . . . , Xk
i.i.d.∼ Bin(n0k, p0k). This is the main result of the paper and it will be
formally stated as Theorem 1 in Section 2.
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The recent advances on posterior contraction focus mainly on nonparametric or semipara-
metric models (Ghosal et al., 2000; Ghosal and van der Vaart, 2017) and posterior con-
traction for model selection in high-dimensional setups (Castillo and van der Vaart, 2012;
Castillo et al., 2015; Gao et al., 2015). Discrete models with complex structure have not yet
been studied and it appears difficult to approach them by a general treatment. Our proof
uses earlier work on maximum likelihood estimation by Hall (1994) and opens another route
to establish posterior consistency beyond the standard approach via testing, see Schwartz
(1965).
In the binomial model, posterior consistency for fixed parameters n and p with the priors
above follows already by Doob’s consistency theorem, see, e.g., van der Vaart (1998). To
the best of our knowledge, no refined asymptotic result for a Bayesian approach to esti-
mate n when p is unknown exists. Our result shows consistency of the marginal posterior
distribution of N even in the challenging and relevant case of nk → ∞ and pk → 0 as
k →∞ as long as (nk, pk)k ∈Mλ. The difficulty of this setup comes from the convergence
of the binomial distribution to the Poisson distribution with parameter µ = limk→∞ np as
n = nk → ∞ and p = pk → 0. We have seen that the sample maximum is consistent
as long as kpn → ∞, for which en = o(k) is necessary (but not sufficient, see Lemma 5
for more details). In contrast, the definition of the class Mλ implies that n6+ = O(k) for
 > 0 is already sufficient for the posterior consistency of the suggested Bayes approach. We
stress that a simulation study in Schneider et al. (2018) suggests that the rate in Theorem
1 cannot be relaxed significantly, as numerically posterior consistency is only observed up
to n4 = O(k).
The posterior contraction result holds for the introduced scale estimators with ΠN (n) ∝
n−γ , γ > 1. The improper priors with 0 ≤ γ ≤ 1 satisfy the assumptions under slight
modifications, which are described in Theorem 2 in Section 2. With these modifications
(restricting the support of N) the estimators of Draper and Guttman (1971) and Raftery
(1988) are also covered by our theory. Our Theorems are applicable to many other Bayes
estimators, as well. For example, Theorem 1 holds for the estimator in Gu¨nel and Chilko
(1989), where a Gamma prior for N is suggested, and for the estimator in Hamedani and
Walter (1988), which suggests either a poisson prior on N or an improper prior that can
be considered via Theorem 2.
Ad (iii). Modern cell microscopy allows visualizing proteins and their modes of inter-
action during activity. It has become an indispensable tool for understanding biological
function, transport and communication in the cell and its compartments, especially since
the development of super-resolution nanoscopy (highlighted by the 2014 Nobel Prize in
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Chemistry). These techniques enable imaging of individual proteins through photon counts
obtained from flourescent markers (fluorophores), which are tagged to the specific protein
of interest and excited by a laser beam (see Hell (2015) for a recent survey). In this paper,
we are concerned with single marker switching (SMS) microscopy (Betzig et al., 2006; Rust
et al., 2006; Hess et al., 2006; Fo¨lling et al., 2008) where the emission of photons, which
are then recorded, is inherently random: after laser excitation a fluorophore undergoes a
complicated cycling through (typically unknown) quantum mechanical states on different
time scales. This severely hinders a precise determination of the number of molecules at a
certain spot in the specimen, see, e.g., Lee et al. (2012), Rollins et al. (2015), Aspelmeier
et al. (2015). In Section 4 we show how the number of fluorophores can be obtained from a
modified (n, p)-Binomial model when they occur in clusters of similar size in the biological
sample. A common difficulty in such experiments is that the number of active markers
decreases over the measurement process due to bleaching effects. We show that the initial
number n(0) can still be estimated from observations X(t) ∼ Bin(n(t), p) at different time
points t. We can link n(0) to X(t) by an exponential decay n(t) = n(0)(1 − B)t, which is
known to be valid on physical grounds. This results now in a variant of the (n, p)-Binomial
model, where the bleaching probability B of a fluorophore can be estimated jointly with
n(0) within this model. This allows us to determine the number of fluorophores n(0) on
DNA origami test beds with high accuracy.
This paper is organized as follows. Our main result on posterior contraction and the
discussion on the asymptotics of other estimators for n can be found in Section 2. Section
3 contains an extensive simulation study comparing the finite sample properties of those
estimators and investigating robustness against model deviations from the Bin(n, p) model
relevant to our data example. In Section 4 the data example is presented. The proof of
the posterior contraction and some auxiliary results about binomial random variables are
stated in Section 5. Further auxiliary technicalities are deferred to the Appendix A.
2 Posterior contraction for n
Throughout the following X1, . . . , Xk are independent random variables with a Bin(N,P )
distribution. We assume a product prior Π(N,P ) = ΠNΠP for the pair (N ,P ). For P we
choose a Beta(a, b) prior with parameters a, b > 0. It is the conjugate prior suggested
in Draper and Guttman (1971) and widely used. The prior ΠN for N can be chosen as
any proper probability distribution on the positive integers such that (1.3) holds for some
α, β > 0. Write Xk = (X1, . . . , Xk), Mk = maxi=1,...,kXi and Sk :=
∑k
i=1Xi. For A ⊂ [0, 1]
6
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and n ∈ N, the joint posterior distribution for P and N is then given by
Π
(
P ∈ A,N = n |Xk) = ∫A tSk+a−1(1− t)kn−Sk+b−1dt ·∏ki=1 ( nXi) ·ΠN (n)∑∞
m=1
∫ 1
0 t
Sk+a−1(1− t)km−Sk+b−1dt ·∏ki=1 (mXi) ·ΠN (m)
if n ≥ Mk and Π(P ∈ A,N = n |Xk) = 0 otherwise. The marginal posterior likelihood
function for N is thus
Π
(
N = n |Xk) ∝ k∏
i=1
(
n
Xi
)
Γ(kn− Sk + b)Γ(Sk + a)
Γ(kn+ a+ b)
1(n ≥Mk)ΠN (n) =: La,b(n)ΠN (n),
where 1(·) denotes the indicator function and La,b(·) is the beta-binomial likelihood, see,
e.g., Carroll and Lombard (1985).
The main result is stated in the following theorem and shows posterior contraction for n in
the asymptotic setting described by sequences of parameters (nk, pk)k ∈ Mλ as defined in
equation (1.4).
Theorem 1. Conditionally on N = n0k and P = p
0
k let X1, . . . , Xk
i.i.d.∼ Bin(n0k, p0k). For
any prior distribution Π(N,P ) = ΠNΠP with ΠP = Beta(a, b), a, b > 0, and where ΠN is
a probability distribution such that (1.3) holds, we have uniform posterior contraction over
Mλ in (1.4) for λ > 1, i.e.,
sup
(n0k,p
0
k)k∈Mλ
En0k,p0k
[
Π
(
N 6= n0k |Xk
)]→ 0, as k →∞.
As mentioned in the introduction, from Theorem 1 follows posterior consistency for the
Bayesian estimators in equation (1.2) and the ones in Hamedani and Walter (1988) and
Gu¨nel and Chilko (1989), when considering parameter sequences in Mλ. The estimator
in Draper and Guttman (1971) is based on a beta prior for P and a uniform prior on
{1, . . . , N0} for some N0 ∈ N for N . Since nk > N0 cannot be excluded for k large enough,
assumption (1.3) is not fulfilled in this case. The estimators in Raftery (1988), Berger et al.
(2012) and Link (2013) violate the conditions of Theorem 1 as well, since they are based
on an improper prior on N proportional to 1/n. However, we can still extend our result to
modifications of these estimators, where the support of N is bounded but increases with k.
Theorem 2. Theorem 1 holds if we exchange ΠN by ΠN,k(n) ∝ 1nγ 1[1,Tk](n) with γ ∈ [0, 1],
where Tk satisfies
λ 6
√
k/ log(k) ≤ Tk <

(
exp
{
αk1/3
}
/β
) 1
1−γ , γ < 1,
exp
{
exp
{
αk1/3
}
/β
}
, γ = 1,
(2.1)
for all k and some positive constants α and β.
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Remark 1. Theorem 1 and Theorem 2 still hold true if we allow λ in Mλ to increase with
k, as long as λk = o
(
log(k)1/14
)
. This statement follows by verifying the conditions on the
constants in the proof of Theorem 1 and their dependence on λ. The strongest restriction
results from equation (5.8) and depends on Lemma 3.
2.1 Asymptotic results for frequentist methods: constrasted and com-
pared
In the following we present various existing asymptotic results for frequentist estimators
and put them into perspective to Theorem 1, highlighting the differences of their respective
asymptotic settings to the one described by the set Mλ.
Early estimators based on the method of moments and the maximum likelihood approach
can be found in Haldane (1941) and Blumenthal and Dahiya (1981). Their properties are
further studied in Olkin et al. (1980), where it is shown that the estimators for n, when both
n and p are unknown and p is small, are highly irregular and stabilized versions of the two
estimators are proposed. Two estimators were introduced more recently in DasGupta and
Rubin (2005): the first one is another modification of the method of moments estimator,
and the second one is a bias correction of the sample maximum. The asymptotic behavior
of these two estimators is also known. For the new moments estimator, nˆNME, it holds
that, as k →∞, √
k(nˆNME − n) D−→ N (0, 2γ2n(n− 1)),
where n is fixed and γ > 0 is a tuning parameter to be chosen by the practitioner. For the
bias corrected sample maximum, nˆbias say, it holds for n fixed, as k →∞:
(nk)1/(n−1)(nˆbias − n) D−→ δ1,
where δ1 denotes the Dirac measure at 1.
In Carroll and Lombard (1985) a further modification of the maximum likelihood estimator
is introduced. The estimator is the maximizer of the beta-binomial likelihood for n, where
a beta density is assumed for p and p is integrated out. The Carroll-Lombard estimator
is nearly equivalent to the Bayesian Draper-Guttman estimator (e.g., for N0 large they
produce the same estimates), since the Carroll-Lombard estimator can be understood as
a maximum a posteriori (MAP) Bayesian estimator of n with an improper uniform prior
on N. That means, if we bound the set of values where a maximum can be attained to
{1, . . . , Tk}, then Theorem 2 with γ = 0 applies to the Caroll-Lombard estimator as well.
This extends the classical asymptotic normality result of the Carroll-Lombard estimator
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nˆCL, which holds for p constant, n→∞ and
√
k/n→ 0 as k →∞:
√
k
(
nˆCL − n
n
)
D−→ N (0, 2(1− p)2/p2).
All of the results above hold for either n or p fixed and hence provide only limited insight
into the situation when p is small. A notable extension is discussed in Hall (1994). There,
it is shown for n = nk →∞ and p = pk → 0 as k →∞ that
p
√
k
2
(
nˆCL − n
n
)
D−→ N (0, 1),
if np → µ ∈ (0,∞) and kp2 → ∞ as k → ∞. Note that this result, like the previous,
studies the limiting distribution of the relative difference, where nˆ − n is scaled by n. In
contrast, we show posterior contraction to the exact value nˆ = n. This explains that Hall
(1994) can allow a faster rate (n = o(k2)) than in our setting where n = O
(
6
√
k/ log(k)
)
.
Also note that the above result is one specific scenario in a broader context and relies on
further technical conditions, like n to be lower bounded by some positive power of k.
3 Simulation study
In this section we investigate the finite sample performance of Bayesian estimators numer-
ically for different choices of priors ΠP and ΠN . We compare the following estimators that
we introduced in the previous sections.
(SE) The scale estimator SE(γ) with ΠP = Beta(a, b) and ΠN (n) ∝ n−γ . We consider
both proper prior distributions (γ > 1), and improper ones (0 ≤ γ ≤ 1). The beta
prior is chosen such that P has expectation pˆ, where pˆ ∈ (0, 1] is a first guess for the
probability of success, which might roughly be known beforehand. We select a to be
1 or 2 and set b = b(pˆ) := a/pˆ− a. The scale factor γ needs to be chosen. Note that
the Raftery estimator is equivalent to the scale estimator with γ = 1 and a = b = 1.
(DGE) The Draper-Guttman estimator DGE(N0). The parameters a and b of the beta
distribution are selected in the same way as for the scale estimator. The upper
bound N0 should be selected sufficiently large to avoid underestimation.
We look at the SE with γ ∈ {0, 0.5, 1, 2, 3} and the DGE with N0 = 500. In case of an
improper prior (γ ≤ 1), Theorem 2 applies, and the posterior distribution is well defined as
long as a+γ > 1 (see Kahn (1987) for a cautionary note on this problem). We also employ
the estimator SE(0) with a = 1, for which the posterior does not exist (so it is no Bayes
estimator), but which still produces finite estimates.
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General performance. Our first simulation study is based on 1000 samples of size
k ∈ {30, 100, 300} from a binomial distribution Bin(n0, p0) for n0 ∈ {20, 50} and p0 ∈
{0.05, 0.1, 0.3}. For all pairs (n0, p0) and each estimator nˆ we simulate:
• the relative mean squared error (RMSE), given by E
[(
nˆ
n0
− 1
)2]
,
• the bias E [nˆ]− n0 of the estimator.
We set pˆ = p0 in the beta prior for this simulation and study the influence of the parameter
γ. In Table 1, we present the estimators that have the lowest RMSE and the lowest bias
for the different choices of k. The outcome advises to select smaller values of γ, the smaller
p0 is expected to be. Note that the DG estimator with large values N0 is similar to the
MAP estimator with the improper prior γ = 0. Thus, it is not surprising that there is only
little difference between the performance of DG(500) and SE(0) in the simulations. Both
of them perform superior in the regime of very small p0. Still, one should be aware that
a small γ increases the variance of the posterior and therefore of the estimates. For this
reason, higher choices of γ become preferable for low RMSEs as k increases. The similarity
of Table 1 (A) and (B) for n0 = 20 and n0 = 50 suggests that the influence of n0 is much
weaker than the one of p0 for the optimal estimator choice.
(a) n0 = 20
p0 k RMSE bias
0.05 30 DGE(500) SE(0)
0.05 100 DGE(500) SE(0)
0.05 300 SE(0.5) DGE(500)
0.1 30 DGE(500) SE(0)
0.1 100 SE(0.5) DGE(500)
0.1 300 SE(1) DGE(500)
0.3 30 SE(2) SE(1)
0.3 100 SE(3) DGE(500)
0.3 300 SE(3) SE(2)
(b) n0 = 50
p0 k RMSE bias
0.05 30 DGE(500) SE(0)
0.05 100 DGE(500) SE(0)
0.05 300 SE(0.5) DGE(500)
0.1 30 DGE(500) SE(0)
0.1 100 SE(0.5) DGE(500)
0.1 300 SE(1) SE(0.5)
0.3 30 SE(1) SE(0.5)
0.3 100 SE(3) DGE(500)
0.3 300 SE(3) DGE(500)
Table 1: Overview of the estimators with the smallest RMSE and the smallest absolute
bias for a = 2 and b = 2/p0 − 2.
Our next numerical study covers a setting that is motivated by the data example in Section
4, where p0 ≈ 0.0339 and k = 94. We therefore set p0 = 0.0339 and k = 94, and we
select n0 = 15. Our focus lies on the effect of the parameters a and b, and particularly
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on the stability of the results with respect to misspecification of the guess pˆ. To this end,
we consider four different scenarios: no information about p0 (setting pˆ = 0.5), perfect
information (pˆ = p0), underestimation (pˆ = 0.5 p0), and overestimation (pˆ = 1.5 p0).
The results in Table 2 show that it is advantageous to choose a small γ and a unimodal
beta prior (i.e., a = 2) if p0 is known. If we have no information or are overestimating, it
is again advisable to select γ = 0, while choosing a less confident prior for P with a = 1.
In contrast, underestimation of p0 leads to high instabilities and substantial overestimation
of n0 if γ is small. Here, estimators with proper priors for γ = 1 and 2 perform very well:
the tendency for overestimation caused by the choice pˆ = 0.5 p0 is compensated by the
tendency for underestimation in case of higher values of γ.
pˆ a estimator RMSE bias
0.5 1 SE(0.5) 0.478 -10.17
1 SE(0) 0.395 -9
p0 2 DGE(500) 0.034 -0.266
2 SE(0) 0.036 -0.043
pˆ a estimator RMSE bias
1.5 p0 1 SE(0) 0.12 -3.73
2 SE(0) 0.121 -4.69
0.5 p0 1 SE(1) 0.036 -0.032
2 SE(2) 0.025 -0.55
Table 2: The two estimators that perform best under different choices of pˆ for n0 = 15,
p0 = 0.0339, and k = 94. The respective values of b are given by b(pˆ) = a/pˆ− a.
The general lesson seems to be that the smaller p0, the more difficult it becomes to estimate
n0 and the smaller we want to choose γ. A smaller γ, however, increases the variance of the
posterior distribution and leads to estimators that are more sensitive against misspecifica-
tion of pˆ in the beta prior. This is investigated in Table 3, where we compare the sensitivity
of estimators corresponding to γ = 0 and γ = 1. We see that misspecifying pˆ = 0.5 p0 leads
to severe overestimates E [nˆ] ≈ 2n0 for DGE(500), while SE(1) is less sensitive. Selecting
γ = 0 can therefore help to estimate n0 in very difficult scenarios, but it can also lead to
heavily biased results if pˆ is chosen too small.
Robustness. Motivated by our data example in Section 4, we also investigate the situ-
ation where n may slightly vary within the sample. This appears to be relevant in many
other situations as well, e.g., the (unknown) population size of a species may vary from
experiment to experiment in the capture-recapture method. Whereas varying probabilities
p have been investigated in Basu and Ebrahimi (2001), models with a varying population
size n have not received any attention in the previous research.
We consider 1000 repetitions of size k = 100, where each observation Xi, i = 1, . . . , k, is
generated from a Bin(ni, p0) distribution. Each ni is in turn a realization of a binomial
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estimator pˆ RMSE bias
SE(1) p0 0.122 -4.85
0.5 p0 0.129 4.43
1.5 p0 0.279 -7.73
DGE(500) p0 0.034 -0.27
0.5 p0 1.002 14.32
1.5 p0 0.139 -5.09
Table 3: Sensitivity of SE(1) and DGE(500) against misspecification of pˆ. The value a
is set to 2. All other parameters are selected like in Table 2. Note that the behavior of
DGE(500) and SE(0) is comparable in this setting.
random variableN ∼ Bin(n˜, p˜). For each sample, p0 is drawn from a Beta(2, 38) distribution
with expectation 0.05. To test the influence of the varying parameter ni, we compare the
performance of the estimators in the described scenario to their performance on binomial
samples with a constant n0 (chosen as the integer nearest to E[N ] = n˜p˜) and the same
realizations p0. We calculate the RMSE with respect to n0 for both scenarios and present
the RMSE for Xi ∼ Bin(ni, p) divided by the RMSE in the i.i.d. case. The ratios in Table
4 verify a stable performance of the estimators in this setting since all values are close
to 1. The parameters in Table 4 are chosen close to the data example in Section 4 with
n˜ ∈ {8, 22} and p˜ = 0.7, but further simulations (not shown) confirmed the stability for
other parameter choices, like p˜ = 0.5 or p˜ = 0.9, as well. Hence, in summary, we find that
for inhomogeneous (random) N all estimators perform quite similar to the situation of a
homogeneous (constant) n0 (≈ E[N ]).
n˜ = 8 n˜ = 22
estimator RMSE-R RMSE-R
SE(0.5) 1.022 1.130
SE(1) 1.011 1.067
SE(2) 1.020 1.010
DGE(500) 1.032 1.073
RE 0.988 0.981
Table 4: Ratios of the RMSE for i.i.d. and non-i.i.d. samples (RMSE-R) for the estimators
SE(γ), DGE(N0), and the Raftery estimator RE. The beta prior in SE and DGE is defined
by a = 2 and b = 38.
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4 Data example
In this section we extend the previously described Bayesian estimation methods to quan-
tify the number of fluorescent molecules in a specimen recorded with super-resolution mi-
croscopy. Reliable methods to count such molecules are highly relevant to quantitative cell
biology, for example, to determine the number of proteins of interest in a compartment of
the cell, see, e.g., Lee et al. (2012), Rollins et al. (2015), Ta et al. (2015), Aspelmeier et al.
(2015) or Karathanasis et al. (2017) and references therein.
Experimental setup. Data has been recorded at the Laser-Laboratorium Go¨ttingen
e.V. During experimental preparation so called DNA origami (Schmied et al., 2014), tagged
with the fluorescent marker Alexa647, were dispersed on a cover slip. DNA origami are
nucleotide sequences which have been engineered in such a way that the origami folds itself
into a desired shape (see Fig. 1A). Fluorescent molecules (fluorophores), which are equipped
with an “anchor” that sticks to a specific region of the origami, are attached to the origami
molecules. In the experiment, Alexa647 fluorophores with 22 different types of anchors were
used, each one matching a different anchor position on the origami (see Fig. 1A). Therefore,
at most 22 fluorophores can be attached to a single origami. The pairing itself is random
(so not every possible anchor position needs to be occupied) and is expected to occur with
a probability between 0.6 and 0.75, according to producer specifications.
Fundamental to super-resolution microscopy is the switching behavior of the fluorophores.
A fluorophore can be in two different states (“on” or “off”) but only emits light in the
“on” state. When excited with a laser beam, it switches between these “on” and “off”
states until it bleaches, i.e., reaches an irreversible “off” state. During the course of the
experiment, an image sequence of several origami distributed on a cover slip is recorded
over a period of a few minutes (see the movie supplement material). The exposure time for
one image (denoted as frame) is 15 ms. Switching of fluorophores between “on” and “off”
states is necessary to achieve super-resolution, which denotes the ability to discern markers
with distance below the diffraction limit achievable with visible light of about 250 – 500 nm
(Hell, 2009). Such fluorophores could not be discerned by conventional microscopy. Super-
resolution becomes possible by separating photon emissions of spatially close molecules in
time. This is realized by applying a low laser intensity, such that only a small fraction of
fluorophores switches in the “on” state for a given frame. Hence, it is very unlikely that
nearby fluorophores emit photons at the same time (see, e.g., Betzig et al. (2006), Rust
et al. (2006), Hess et al. (2006), Fo¨lling et al. (2008) for different variants of this principle).
By this method, an increased resolution of up to 20 – 30 nm can be achieved.
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are in turn estimated from the 94 realizations of X(t) observed in frame t.
To get a sense for the magnitude of p, we use data from a similar experiment: in this case,
each origami has been designed in such a way that it carries exactly one fluorophore. We
estimate p as the average ratio pˆ of the number of frames where the fluorophore is “on”
(a bright spot is seen) and the total number of observed frames before bleaching (no spot
is seen for any time in the future), and we find pˆ ≈ 0.0339. This indicates that we are
in the difficult “small p” regime of the Bin(n, p) problem, and we will therefore apply the
Bayesian estimators introduced in Section 3 (SE, DGE) to estimate n(t). The beta prior for
SE and DGE uses the parameters a = 2 and b = 2/pˆ− 2 ≈ 56.99. We choose the unimodal
prior with a = 2, as suggested by Table 2, since we assume that our guess pˆ is reasonably
accurate. Note that a finer degree of modeling would require to view n(0), n(t) and p as
random variables (with small variances) instead of constants. However, as shown in Section
3, the Bayesian estimators we consider are robust against fluctuations in the parameters
and are therefore suited to estimate the respective mean values.
Since most fluorophores are deliberately forced to be “on” in the first frame, the relation
X(t) ∼ Bin(n(t), p) does not hold initially. It only becomes valid after the initial state has
relaxed to an equilibrium, which is why we only take into account data after frame 1500
(≈ 22.5 seconds). To mitigate the influence of correlations between observations (i.e., X(t)
and X(t+1) for a spot cannot be considered independent), we also add a waiting time of
1500 frames between the frames we use for our analysis. In total, we use the six frames
at six time points with t ∈ {1500, 3000, 4500, 6000, 7500, 9000} depicted in Figure 2. The
94 realizations of X(t) are extracted from the image data as follows: at each registered
origami position, represented by a 6 × 6 pixel ROI, the total brightness is measured and
then divided by the brightness of a single fluorophore. We determined the brightness of a
single fluorophore from the late frames of the experiment, where at most one fluorophore
of each origami is active with high probability.
The results for the scale estimator with γ = 0.5 are depicted in Figure 3, which also shows
the log-linear fit for model (4.1). This provides us with estimates for n(0) and B. The point
estimates of n(0) and B for different estimators are summarized in Table 5. Given that it is
to be expected that the true n(0) in this experiment lies between 13 and 16, we can see in
Table 5 that the SEs with an improper prior (γ ≤ 1) produce reasonable results, and the
DGE also performs well. This confirms that we are indeed in the critical case of Bin(n, p)
with small p, so that the prior putting a lot of weight on large values on n gives best results
by correcting for the usual tendency to underestimate, see also the results of the simulation
study performed under comparable conditions in Table 2. To illustrate the difficulty of this
problem, Figure 4 shows exemplary counting results we obtained for t ∈ {1500, 7500}. Note
16
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estimator n(0) B · 103
SE(0) 16 0.152
SE(0.5) 13 0.148
SE(1) 11 0.139
SE(2) 9 0.163
SE(3) 6 0.123
SE(5) 5 0.114
DGE(500) 16 0.167
Table 5: Estimates of the bleaching probability B and the number n(0) of fluorophore
molecules on single DNA origami.
(t)
Figure 3: The log-linear fit described by n(t) = n(0)(1−B)t for the SE with γ = 0.5.
that the final estimates for n(0) are exclusively based on observations X(t) ≤ 3, where a
great majority of these observations is already 0.
5 Proofs
5.1 Proof of the main theorems
Here we present the proofs of our posterior contraction results for n (Theorem 1 and 2).
These require further technical results, e.g., fine moment estimates of a binomial random
variable and bounds on the maximum of a triangular array of independent binomials, see
Lemma 1 - 5. Auxiliary technicalities are postponed to the appendix.
Throughout the proof of Theorem 1 we will be concerned with an exemplary sequence in
Mλ. We call this sequence (nk, pk)k instead of (n0k, p0k)k for notational simplification. Our
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Figure 4: Bar charts of the observed numbers of fluorophore molecules for time frames
1500 and 7500.
arguments do not depend on the specific choice of (nk, pk)k but only rely on the parameters
λ, a and b.
Proof of Theorem 1. First observe that
Π
(
N 6= nk |Xk
)
=
∑
n6=nk,n≥Mk La,b(n) ΠN (n)∑∞
n=Mk
La,b(n) ΠN (n)
≤
∑
n6=nk,n≥Mk
La,b(n) ΠN (n)
La,b(nk) ΠN (nk)
.
Under the assumption that Sk ≥ 2 (which we justify below), we can apply Lemma 6 and
find
La,b(n)
La,b(nk)
≤ c1knk
Lbac,b(n)
Lbac,b(nk)
for c1 = 1 + dae + b, where d·e and b·c denote the ceil and floor functions, respectively. It
follows that
Π
(
N 6= nk |Xk
) ≤ c1knk ∑
n6=nk,n≥Mk
exp
(
k
∫ n
nk
f ′(m) dm
)
ΠN (n)
ΠN (nk)
(5.1)
with f(m) = 1k logLbac,b(m). If n < nk, we can write
∫ n
nk
f ′(m) dm = − ∫ nkn f ′(m) dm. For
an upper bound on the posterior we thus need a lower bound of f ′(m) if m ≤ nk and an
upper bound if m ≥ nk. Since f only depends on a via bac, we assume that a ∈ N0 in the
following. Then we can apply Lemma 4.1 from Hall (1994) and find
f ′(m) =
1
k
k∑
i=1
Xi∑
j=1
1
m− j + 1 −
Sk+a∑
j=1
1
km+ a+ b− j =
Mk∑
j=1
Tj − Uj
j
−
Sk+a∑
j=Mk+1
Uj
j
(5.2)
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with
Tj :=
1
k
k∑
i=1
(Xi)j
(m)j
and Uj :=
(Sk + a)j
(km+ a+ b− 1)j
for j ≤ Mk and j ≤ Sk + a respectively, where (t)j = t (t − 1) · · · (t − j + 1) denotes the
falling factorial for t > 0. For convenience we define Tj := 0 for all j > Mk. Next, we
introduce the events
Uk :=
{
Mk = nk or Mk ≥ lk
}
, Rk :=
{
Mk ≤ 2 log(k)
}
,
Tkj :=
{
(m)j
∣∣Tj − ETj∣∣ ≤√(c2j)j lk log(k)/k}, Tk := ⋂
j∈N
Tkj ,
Sk :=
{∣∣Sk − knkpk∣∣ ≤√λ k log(k)},
and denote the intersection Uk ∩ Rk ∩ Tk ∩ Sk by Ak. The constant c2 = 2λ (λ + 2) is
chosen to satisfy Lemma 2 for each sequence (nk, pk)k ∈Mλ, and lk is a fixed sequence with
lk = o(
√
log(k)). Note that the sets Tkj are in fact independent of m due to the definition
of Tj . On the event Sk, Lemma 8 grants us the additional property
∣∣Uj − U˜j∣∣ ≤ j√λ log(k)
k
(c3
m
)j
with U˜j :=
(knkpk + a)j
(km+ a+ b− 1)j
for j ≤ Sk + a and c3 = 2e2(3λ+ a+ 1). Also note that Sk ≤ 2kλ holds and that Sk ≥ 2 is
guaranteed for k/λ−√λ k log(k) ≥ 2 on Sk. Thus, equations (5.1) and (5.2) apply on Ak
if k is sufficiently large.
Indeed, we can restrict our attention to Ak, since
Enk,pk
[
Π
(
N 6= nk |Xk
)]− Enk,pk[1AkΠ(N 6= nk |Xk)] ≤ Pnk,pk(Ack) −→ 0 (5.3)
for k →∞. To see this, one can bound Pk
(Ack) := Pnk,pk(Ack) by
Pk
(Ack) ≤ Pk(Sck)+ Pk(Uck)+ 2Pk(Rck)+ Pk(T ck ∩Rk).
The first contribution vanishes due to Chebyshev’s inequality (see e.g., DeGroot and Schervish
(2012)), and the second and third terms are controlled by Lemma 3 and Lemma 4 respec-
tively. The last contribution satisfies
Pk
(T ck ∩Rk) = Pk (⋃b2 log(k)cj=1 T ckj
)
≤ b2 log(k)c
lk log(k)
−→ 0
for k → ∞ due to Lemma 2. It is important to note that the upper bounds in these
considerations only depend on λ if suitable choices for the involved constants are made. In
the following, we always assume that Xk ∈ Ak.
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Auxiliary lower bound. For Mk ≤ m < nk, we prove a lower bound of f ′(m). We may
assume that Mk ≥ lk →∞ for k →∞ in this case, since Xk ∈ Uk. For k such that lk ≥ 4
we can bound equation (5.2) by
f ′(m) ≥
4∑
j=1
Tj − Uj
j
−
Sk+a∑
5
Uj
j
, (5.4)
as Tj ≥ 0 for all j. In case of j = 1 we obtain
T1 − U1 = Sk
km
− Sk + a
km+ a+ b− 1 ≥ −
a+ 1
km− 1 ≥ −2
(a+ 1)
km
≥ −2 λ(a+ 1)
m2
√
log(k)
k
,
where we used the upper bound m < nk ≤ λ
√
k log(k) in the last inequality, which is
guaranteed in Mλ. To handle the terms with j ≥ 2, we exploit that Xk ∈ Tk and apply
(m)j ≥
(
m/e2
)j
from Lemma 7 in order to derive
4∑
j=2
∣∣Tj − ETj∣∣
j
≤
√
lk log(k)
k
4∑
j=2
(√
c2j
m/e2
)j
≤ 2 4 c2 e
4
m2
√
lk log(k)
k
,
for k large enough such that
√
4 c2 e
2/lk < 1/2. Similarly, we find
Sk+a∑
j=2
∣∣Uj − U˜j∣∣
j
≤
√
λ log(k)
k
Sk+a∑
j=2
(c3
m
)j ≤ 2 √λ c23
m2
√
log(k)
k
and
Sk+a∑
j=5
U˜j
j
≤
Sk+a∑
j=5
1
j
(c4
m
)j ≤ 2 (c4
m
)5
for k (and thus m) sufficiently large. In the latter equation, we applied the first part of
Lemma 9 with c4 = 6e
2(λ+a), using Sk ≤ 2 kλ on Sk. Next, we note that E(X1)j = (nk)j pj
and consult the first result of Lemma 10 to establish
4∑
j=2
ETj − U˜j
j
≥ 1
2λ2
nk −m
nkm3
− 3 c
4
5
k
≥ 1
2λ2
nk −m
nkm3
− 2 2λ
2c45
m2
√
log(k)
k
,
where c5 = 3λ + 2 a + 2. Similar to the case j = 1, we applied m
2 < λ2
√
k log(k) in the
last inequality. All bounds calculated above can be inserted into inequality (5.4), yielding
f ′(m) ≥ (T1 − U1) +
4∑
j=2
Tj − ETj
j
+
Sk+a∑
j=2
U˜j − Uj
j
+
4∑
j=2
ETj − U˜j
j
−
Sk+a∑
j=5
U˜j
j
≥ 1
4λ2
nk −m
nkm3
− C2
m2
√
lk log(k)
k
+
[
1
4λ2
nk −m
nkm3
− 2
(c4
m
)5]
≥ C1
m3
nk −m
nk
− C2
m2
√
lk log(k)
k
+ h(m), (5.5)
where h(m) is defined as the expression in square brackets. The constants in this bound
are C1 = 1/4λ
2 and C2 = 2
(
λ(a+ 1) + 4 c2 e
4 +
√
λ c23 + 2λ
2c45
)
.
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Auxiliary upper bound. We next provide an upper bound for f ′(m) if m > nk ≥Mk.
Unlike for the lower bound, we cannot assume that m becomes larger than any given
constant with increasing k. Since Uj is nonnegative, we can bound
f ′(m) ≤
Mk∑
j=1
Tj − Uj
j
.
in equation (5.2). We look at the case j = 1 first, and see
T1 − U1 = Sk
km
− Sk + a
km+ a+ b− 1 ≤
Sk (a+ b)
km (km− 1) ≤
4λ (a+ b)
km2
≤ 4λ (a+ b)
m2
√
log3(k)
k
,
where we used that Sk ≤ 2λ k on the event Sk. Next we set m˜ := 4 c2 e4 and derive
Mk∑
j=2
∣∣Tj − ETj∣∣
j
≤
√
lk log(k)
k
Mk∑
j=2
(√
c2j
m/e2
)j
≤ c2Mk e
4
m2
√
lk log(k)
k
bmc∑
j=0
(
e2
√
c2√
m
)j
≤ c2Mk e
4
m2
√
lk log(k)
k
·
2 if m > m˜m˜ (e2√c2 + 1)m˜ if m ≤ m˜
≤ c6
m2
√
lk log
3(k)
k
for c6 = 2 c2 e
4
(
m˜ (e2
√
c2 + 1)
m˜ + 2
)
. In the last step, we used that Mk ≤ 2 log(k) on the
event Rk. In a similar fashion, we can establish the bound
Mk∑
j=2
∣∣Uj − U˜j∣∣
j
≤
√
λ log(k)
k
Mk∑
j=2
(c3
m
)j ≤ c7
m2
√
log3(k)
k
,
where c7 = 4
√
λ c23
(
c2c3+13 +1
)
. Finally, we apply the second claim of Lemma 10 and obtain
Mk∑
j=2
ETj − U˜j
j
≤ −C ′1
m− nk
nkm3
with C ′1 =
(
2λ2 (a+ b+ 1)2
)−1
for sufficiently large k. We conclude
f ′(m) ≤ (T1 − U1) +
Mk∑
j=2
Tj − ETj
j
+
Mk∑
j=2
U˜j − Uj
j
+
Mk∑
j=2
ETj − U˜j
j
≤ −C
′
1
m3
m− nk
nk
+
C ′2
m2
√
lk log
3(k)
k
(5.6)
for C ′2 = 4λ (a+ b) + c6 + c7.
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Posterior bound. By applying the two inequalities (5.5) and (5.6) for m < nk and
m > nk, we can now bound the posterior probability Π
(
N 6= nk |Xk
)
on the event Ak
through equation (5.1). First, we observe that for n ∈ N with n 6= nk∫ n
nk
m− nk
nkm3
dm =
1
2
(n− nk)2
(nkn)2
and
∫ n
nk
1
m2
dm =
1
2
(n− nk)2
(nkn)2
2nkn
n− nk .
It also holds for n 6= nk that ∣∣∣∣ nnk − 1
∣∣∣∣ ≥ 12n . (5.7)
Therefore, if lk ≤ n < nk, the function h(m) introduced in equation (5.5) satisfies∫ nk
n
h(m) dm =
C1
2
(n− nk)2
(nkn)2
− c
5
4
2
n4k − n4
(nkn)4
≥ C1
2
(n− nk)2
(nkn)2
(
1− 4c
5
4
C1
1
1− n/nk
1
n2
)
≥ 0 (5.8)
for k such that lk ≥ 8 c54/C1. Employing bound (5.5) thus yields
−k
∫ nk
n
f ′(m) dm ≤ −kC1
2
(n− nk)2
(nkn)2
(
1− C nkn
nk − n
√
lk log(k)
k
)
,
where the constant C is given by 2C2/C1. On the other hand, for nk < n, bound (5.6)
similarly leads to
k
∫ n
nk
f ′(m) dm ≤ −kC
′
1
2
(n− nk)2
(nkn)2
1− C ′ nkn
n− nk
√
lk log
3(k)
k

for C ′ = 2C ′2/C ′1.
Finally, let C˜1 = min
{
C1, C
′
1
}
and C˜ = max
{
C,C ′
}
. We can apply inequality (5.7) (with
n and nk switched) to find for any n ∈ N with n 6= nk and n ≥Mk that
k
∫ n
nk
f ′(m) dm ≤ −k C˜1
2n2k
(nk
n
− 1
)21− C˜ nk|1− nk/n|
√
lk log
3(k)
k

≤ −k C˜1
8n4k
1− 2 C˜ n2k
√
lk log
3(k)
k
 ≤ − C˜1
16
k
n4k
for k large enough such that n2k ≤
√
k/
(
lk log
3(k)
)
/4C˜ for each sequence inMλ. Consulting
inequality (5.1) and using the constraint ΠN (nk) ≥ β exp
(− αn2k) of the prior yields
1AkΠ
(
N 6= nk |Xk
) ≤ c1knk ∑
n6=nk
exp
(
− C˜1
16
k
n4k
)
ΠN (n)
ΠN (nk)
(5.9)
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≤ c1
β
exp
(
− C˜1
16
k
n4k
+ αn2k + log
(
knk
))
≤ c1
β
exp
(
− C˜1
16λ4
k1/3 log(k)2/3 + αλ2
k1/3
log(k)1/3
+ log
(
λk2
)) −→ 0
for k →∞. Due to statement (5.3) this is sufficient to prove Theorem 1.
Proof of Theorem 2. The result follows from the proof of Theorem 1, where we only need
to handle the inequalities in (5.9) differently. Bounding the sum over the prior in (5.9) by
an integral, one sees that the upper bound on Tk in (2.1) is sufficient to ensure convergence
towards 0, if ΠN,k is considered instead of ΠN .
5.2 Auxiliary results for binomial random variables
Lemma 1. Let X be a binomial random variable, X ∼ Bin(n, p), for n ∈ N and p ∈ (0, 1).
Then
E[Xr] ≤ Br ·max{np, (np)r},
where Br is the r-th Bell number.
Proof. Let q = (1 − p) and let Mn,p be the moment generating function of the binomial
distribution,
Mn,p(t) = (pe
t + q)n = f(g(t)),
where f(s) = sn and g(t) = pet+q. To obtain the moments of X, we look at the derivatives
of Mn,p at t = 0. The r-th derivatives of f and g are
f (r)(s) = (n)r s
n−r and g(r)(t) = pet
for r ∈ N. Since g(0) = 1, it holds that f (r)(g(0)) = (n)r. Furthermore, g(r)(0) = p for all
r. We employ the Bell polynomial version of Faa` di Bruno’s formula, see Johnson (2002)
equation (2.2), which is
(f ◦ g)(r)(t) =
r∑
k=1
f (k)
(
g(t)
)
Br,k
(
g(1)(t), g(2)(t), . . . , g(r−k+1)(t)
)
. (5.10)
The Bell polynomials Br,k are homogeneous of degree k. Therefore,
E[Xr] = (f ◦ g)(r)(0) =
r∑
k=1
f (k)(g(0))Br,k
(
g(1)(0), . . . , g(r−k+1)(0)
)
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=
r∑
k=1
Br,k(1, . . . , 1) (n)kp
k
≤ Br ·max{np, (np)r},
where Br =
∑r
k=1Br,k is the r-th Bell number.
Lemma 2. Let n ∈ N and p ∈ (0, 1). Define k i.i.d. binomial random variables X1, . . . , Xk
with distribution Bin(n, p). For each j ∈ N with j ≤ n, the inequality
P
(∣∣∣∣1k
k∑
i=1
(Xi)j − E[(X1)j ]
∣∣∣∣ >
√
l (cj)j
k
)
≤ 1
l
holds for any l > 0 and c ≥ 2np (np+ 2).
Proof. We define the random variable X˜ ∼ Bin(n− j, p) and note that E[(Xi)j ] = (n)jpk.
Invoking Lemma 1, we derive the upper bound
Var[(Xi)j ] ≤ E[(Xi)2j ]
≤ (n)jpj E[(X˜ + j)j ]
≤ (np)jE[(X˜ + j)j ]
≤ 2j(np)j(E[X˜j ] + jj)
≤ 2j(np)j(Bj (np+ 1)j + jj)
≤ (2j np (np+ 2))j
on the variance of (Xi)j . The second inequality becomes transparent from expanding the
expectation as a sum, and the last inequality is valid due to the relation Bj ≤ jj that can
be found in Berend and Tassa (2010). For c ≥ 2np (np + 2), we obtain by Chebyshev’s
inequality that
P
(∣∣∣∣1k
k∑
i=1
(Xi)j − E[(X1)j ]
∣∣∣∣ >
√
l (cj)j
k
)
≤ Var[(X1)j ]/k
l (cj)j/k
≤ 1
l
.
Lemma 3. Let n ∈ N and p ∈ (0, 1), and let Mk denote the maximum of k independent
binomial variables X1, . . . , Xk ∼ Bin(n, p). Let (lk)k∈N be such that lk → ∞ and lk =
o(
√
log(k)). Then, for each k with lk > max{1, 4np},
P
(
Mk < min{lk, n}
) ≤ e−dk ,
where
dk = min
{
k
elk log(lk/np)
,
k np
8pi l2ke
l2k/np
}
→ +∞ as k →∞.
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Proof. We have that
P
(
Mk < min{lk, n}
)
=
P(Mk < n) if n ≤ lk,P(Mk < lk) if n > lk.
In case of lk ≥ n, we derive the upper bound
logP(Mk < n) ≤ −kpn ≤ −k e−lk log(lk/np) −→ −∞, as k →∞,
by applying Bernoulli’s inequality and for lk = o(
√
log(k)). If n > lk, we find that p ≤ 1/4,
and thus Slud’s bound from Telgarsky (2010) can be applied to yield
P(Mk < lk) =
(
1− P(X1 ≥ lk)
)k
≤ Φ
(
lk√
np(1− p)
)k
≤ Φ
(√
2 lk√
np
)k
,
where Φ is the cumulative standard normal distribution function. By the lower tail bound
in Gordon (1941), which states that 1− Φ(t) ≥ 12pi tt2+1 e−t
2/2 for t > 0, we obtain
Φ
(√
2 lk√
np
)k
≤
(
1− np
8pi l2k
e
− l
2
k
np
)k
≤ exp
(
− k
8pi
np
l2k e
l2k/np
)
−→ 0, as k →∞,
where we set t =
√
2 lk/
√
np > 1 (by assumption) and used t/(t2 + 1) ≥ 1/2t2 for t ≥ 1 and
lk = o
(√
log(k)
)
.
Lemma 4. Let n ∈ N and p ∈ (0, 1). Define k i.i.d. binomial random variables X1, . . . , Xk
with distribution Bin(n, p), and let Mk := maxi=1,...,kXi. Then
P
(
Mk ≤ 2 log(k)
) ≥ (1− 1
k2
)k
if k ≥ e3np. Consequently, P(Mk > 2 log(k))→ 0, as k →∞.
Proof. We can write X1 as a sum of n i.i.d. Bernoulli random variables bounded by 1. By
Bernstein’s inequality (see e.g., van der Vaart and Wellner (1996))
P (Mk ≤ 2 log(k)) =
(
1− P(X1 − np > 2 log(k)− np))k
≥
(
1− exp
{
−
(
2 log(k)− np)2
2
(
np(1− p) + log(k)/3)
})k
≥ (1− e−2 log(k))k,
where the last inequality holds for log(k) ≥ 3np.
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Lemma 5. Let (nk, pk)k∈N be a sequences with nk ∈ N, pk ∈ (0, 1) and nkpk → µ > 0.
Define the independent random variables X1, . . . , Xk ∼ Bin(nk, pk) and let Mk := max
i=1,...,k
Xi.
(i) If nk log(nk) < c log(k) for c < 1, then P(Mk = nk)→ 1, as k →∞.
(ii) If nk log(nk) > c log(k) for c > 1, then P(Mk = nk)→ 0, as k →∞.
Proof. (i): We have convergence of the sample maximum towards the parameter nk if
P(Mk = nk) = 1−
(
1− pnkk
)k ≥ 1− e−kpnkk → 1, as k →∞,
where we applied Bernoulli’s inequality. This holds if log(k)−nk log(nk/nkpk)→∞, which
follows from
nk log(nk)
log(k)
< c < 1 and
nk | log(nkpk)|
log(k)
≤ c | log(nkpk)|
log
(
c log(k)
) .
(ii): It holds that P (Mk = nk) ≤ kpnkk ≤ exp
(
log(k) − nk log(nk/nkpk)
)
. Similar to the
argument above, the right hand side in this inequality converges to 0 since
nk log(nk)
log(k)
> c > 1 and
nk | log(nkpk)|
log(k)
≤ c | log(nkpk)|
log
(
c log(k)
) .
A Auxiliary technicalities
Lemma 6. For k, n, s ∈ N and b > 0 such that 2 ≤ s ≤ kn define the function
f(a) =
Γ
(
kn− s+ b)Γ(s+ a)
Γ(kn+ a+ b)
for a ≥ 0. Then f is monotonically decreasing and f(bac)/f(dae) ≤ c kn for c ≥ 1+dae+b.
Proof. It is sufficient to look at h(a) := Γ
(
y + a
)
/Γ(z + a), where 2 ≤ y < z are fixed. For
 > 0, we find that log h(a+ ) ≤ log h(a) is equivalent to
γ(y + a+ )− γ(y + a) ≤ γ(z + a+ )− γ(z + a)
with γ(t) = log Γ(t) for t > 0. This inequality is true since γ is convex, see Merkle (1996),
which therefore establishes monotonicity. We also find
h
(bac)
h
(dae) = z + dae − 1y + bac − 1 ≤ z + dae.
Substituting y = s and z = kn + b, and using that kn + dae + b ≤ (1 + dae + b) kn yields
the second result.
26
54 Posterior Consistency for the Binomial Parameter n
Lemma 7. Let j ∈ N and n,m > 1 with j ≤ min{m,n}. Let (a)j = a(a− 1) . . . (a− j + 1)
denote the falling factorial for a ∈ R.
1. For 0 < c ≤ e−2 it holds that (cm)j ≤ (m)j ≤ mj.
2. For n ≥ m and j > 1 it holds that mj(n)j
nj(m)j
≥ 1 + n−mnm .
Proof. 1. From Theorem 1 in Jameson (2015) follows that
√
2pimm+1/2e−m ≤ Γ(m+ 1) ≤ e
√
2pimm+1/2e−m .
We apply this to obtain
(m)j =
Γ(m+ 1)
Γ(m− j + 1) ≥
1
e
(
m
m− j
)m−j+1/2 (m
e
)j ≥ (m
e2
)j
.
2. For n ≥ m and j > 1, we bound
mj(n)j
nj(m)j
=
j−1∏
i=0
m(n− i)
(m− i)n =
j−1∏
i=0
(
1 + i
n−m
n(m− i)
)
≥ 1 + n−m
nm
.
Lemma 8. Let k, n, s ∈ N, m > 0 and p ∈ (0, 1) such that k ≥ 2 and km ≥ s. Let
furthermore a ≥ 0, b > 0 and define
uj =
(s+ a)j
(km+ a+ b− 1)j , u˜j =
(knp+ a)j
(km+ a+ b− 1)j
for j ∈ N with j ≤ s+ a. Then it holds that
|s− knp| ≤
√
λ k log k =⇒ |uj − u˜j | ≤ j
√
λ log k
k
( c
m
)j
for any λ ≥ np and c ≥ 2e2 (3λ+ a+ 1).
Proof. Let t =
√
λ k log k and assume that |s − knp| =: |t′| ≤ t. Then, by applying a
telescoping sum, we find
|uj − u˜j | = |(knp+ t
′ + a)j − (knp+ a)j |
(km+ a+ b− 1)j
≤
j−1∑
l=0
|knp+ t′ + a| . . . |(knp+ t′ + a− l)− (knp+ a− l)| . . . |knp+ a− j + 1|
(km+ a+ b− 1)j
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≤
j−1∑
l=0
(c1k)
j−1 t
(c2km)j
≤ j t
k
( c
m
)j
. (A.1)
In the second inequality, we bound the numerator from above by noting that t ≤ kλ and
thus j ≤ s+ a ≤ 2 kλ+ a. Therefore,
knp+ t+ a+ 1 + j ≤ (3λ+ a+ 1) k =: c1k.
The denominator is bound from below by applying the first statement of Lemma 7, yielding
(km+ a+ b− 1)j ≥
(
(km− 1)/e2)j ≥ (c2km)j (A.2)
for c2 = 1/2e
2. In the final inequality of equation (A.1), c can be chosen as c1/c2 since
c1 > 1.
Lemma 9. Let k, n ∈ N, m > 0 and p ∈ (0, 1) such that k ≥ 2, and let a ≥ 0, b > 0. For
any λ ≥ np it holds that
|u˜j | :=
∣∣∣∣ (knp+ a)j(km+ a+ b− 1)j
∣∣∣∣ ≤ (c1m)j
if j ∈ N with j ≤ 2 kλ+ a and c1 ≥ 6e2(λ+ a). Furthermore, if j ≤ m, then
u˜j ≤
(np
m
)j
+
jcj2
k
for any c2 ≥ 3np+ 2a+ 2.
Proof. The first result follows from bounding the numerator of u˜j from above by
(
3k(λ+a)
)j
and the denominator from below by equation (A.2) of the previous lemma. In case of j ≤ m
it holds that
knp+ a− i+ 1
km+ a+ b− i −
np
m
=
m(a− i+ 1)− np(a+ b− i)
m(km+ a+ b− i)
≤ inp+ (a+ 1)m
m(km− i)
≤ m(np+ a+ 1)
m2(k − 1) ≤ 2
np+ a+ 1
k
=:
c˜2
k
for each i = 1, . . . , j. This inequality yields the upper bound
u˜j ≤
(
np
m
+
c˜2
k
)j
.
We then apply the relation
(x+ y)j ≤ xj + j y (x+ y)j−1
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for x, y > 0, which can be obtained from expanding (x+y)j as binomial sum, and conclude
u˜j ≤
(np
m
)j
+ j
c˜2
k
(
np
m
+
c˜2
k
)j−1
≤
(np
m
)j
+
jcj2
k
for c2 ≥ c˜2 + np.
Lemma 10. Let n, k ∈ N, m > 0 and p ∈ (0, 1) such that k ≥ 2, and let a ≥ 0, b > 0.
Define
tj =
(n)j p
j
(m)j
and u˜j =
(knp+ a)j
(km+ a+ b− 1)j .
for j ∈ N with 1 < j ≤ m. If n > m, it holds that
tj − u˜j ≥ (np)
j
n
n−m
mj+1
− jc
j
2
k
,
where c2 = 3np + 2a + 2 from Lemma 9. If n < m, j ≤ knp + a, and n ≤ λ 4
√
k for some
λ > 0, we also have
t2 − u˜2 ≤ −c m− n
nm3
and tj − u˜j ≤ 0
for k ≥ (1 + 1/np)2 (2λ (a+ b+ 1))4 and c ≤ (np/(a+ b+ 1))2/2.
Proof. Applying the respective second statements of Lemma 9 and Lemma 7, we establish
tj − u˜j ≥
[
(n)j p
j
(m)j
−
(np
m
)j]− jcj2
k
≥
(np
m
)j n−m
nm
− jc
j
2
k
for n > m, which shows the first result. For the second result, assume m > n. We look at
the case j = 2 first. Direct calculation shows
t2 − u˜2 = n(n− 1)p
2
m(m− 1) −
(knp+ a)(knp+ a− 1)
(km+ a+ b− 1)(km+ a+ b− 2)
≤ np
m
(
n− 1
m− 1p−
np
m
1− 1/knp(
1 + (a+ b)/km
)2
)
≤ − np
nm
np (m− n)− c˜ nm/k
m (m− 1) (1 + (a+ b)/km)2
with c˜ = (1 + np) (1 + a + b)2. Under the assumed conditions, the numerator of the last
expression can be bounded by
np (m− n)− c˜ nm
k
= np (m− n)
(
1− c˜
np
nm
(m− n)k
)
≥ np
2
(m− n)
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for k ≥ k0 := (4c˜λ2/np)2. This follows from
c˜
np
nm
(m− n)k ≤
c˜
np
1
k
·
{
2n if m > 2n
2n2 if m ≤ 2n
}
≤ c˜
np
2λ2√
k
≤ 1
2
(A.3)
if n ≤ λ 4√k, and it implies that
t2 − u˜2 ≤ − (np)
2
2 (a+ b+ 1)2
m− n
nm3
≤ 0.
Finally, for 2 ≤ j ≤ knp+ a and k ≥ k0 we can derive
tj
u˜j
=
t2
u˜2
j−1∏
i=2
p (n− i)
m− i
km+ a+ b− 1− i
knp+ a− i =:
t2
u˜2
j−1∏
i=2
ri
vi
≤ 1.
This statement is true due to t2/u˜2 ≤ 1, and because ri ≤ vi is equivalent to
p(n− i)(a+ b− 1− i)− (m− i)(a− i) ≤ ikp (m− n),
which follows from
np (a+ b) + i (a+m) ≤ i 2 c˜m ≤ ikp (m− n).
The two inequalities hold because of the choice of c˜ and equation (A.3).
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Supplementary Material
Supplementary Movie: Fluorescence microscopy
The file provides a video of the first 9000 microscopic frames of the data set that was used
for estimating the number of fluorophores in Section 4.
(doi: http://www.stochastik.math.uni-Bgoettingen.de/SMS-Bmovie.mp4)
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Posterior Consistency in the Binomial Model
with Unknown Parameters: ANumerical Study
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Posterior Consistency in the Binomial (n, p) Model with
Unknown n and p: A Numerical Study
Laura Fee Schneider∗1, Thomas Staudt†1, and Axel Munk‡1,3
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Abstract
Estimating the parameters from k independent Bin(n, p) random variables, when
both parameters n and p are unknown, is relevant to a variety of applications. It is
particularly difficult if n is large and p is small. Over the past decades, several articles
have proposed Bayesian approaches to estimate n in this setting, but asymptotic results
could only be established recently in [11]. There, posterior contraction for n is proven
in the problematic parameter regime where n→∞ and p→ 0 at certain rates. In this
article, we study numerically how far the theoretical upper bound on n can be relaxed
in simulations without losing posterior consistency.
1 Introduction
We consider estimating the parameter n of the binomial distribution from k indepen-
dent observations when the success probability p is unknown. This situation is relevant
in many applications, for example in estimating the population size of a species [10] or
the total number of defective appliances [4]. Another recent application is quantitative
nanoscopy, see [11]. There, the total number of fluorescent markers (fluorophores) at-
tached to so-called DNA-origami is estimated from a time series of microscopic images.
The number of active fluorophores counted in each image is modeled as binomial ob-
servation, where the probability p that a fluorophore is active in the respective image
is very small (often below 5%).
This setting, where the success probability p is small (and n potentially large),
is very challenging. The difficulties that arise can be understood by considering the
∗laura-fee.schneider@mathematik.uni-goettingen.de
†thomas.staudt@stud.uni-goettingen.de
‡munk@math.uni-goettingen.de
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following property of the binomial distribution: if n converges to infinity, p converges
to zero, and the product np converges to λ > 0, then a Bin(n, p) random variable
converges in distribution to a Poisson variable with parameter λ. Thus, the binomial
distribution converges to a distribution with a single parameter. This suggests that it
gets harder to derive information about the two parameters separately when n is large
and p small.
In this context, it is instructive to look at the sample maximum Mk as an estimator
for n, which was suggested by Fisher in 1941 [5]. Although it turns out to be imprac-
tical, see [3], the sample maximum is consistent and converges in probability for fixed
parameters (n, p) exponentially fast to the true n, as k →∞. This can be seen from
P (Mk = n) = 1− (1− pn)k, (1)
which implies, by Bernoulli inequality and since 1− x ≤ e−x, that
1− e−kpn ≤ P (Mk = n) ≤ kpn.
In an asymptotic setting where n→∞ and p→ 0 such that kpn → 0, the probability
in (1) no longer converges to one. Thus, the sample maximum is a consistent estimator
for n only as long as kpn →∞. The condition en = O(k) is necessary for this to hold.
Estimating n in this difficult regime becomes more manageable by including prior
knowledge about p. We therefore consider random N and P , and variables X1, . . . , Xk
that are independently Bin(n, p) distributed given that N = n and P = p. Various
Bayesian estimators have been suggested over the last 50 years, see [4, 10, 1, 6, 7]. In
all of this work, a product prior for (N,P ) is used, and the prior ΠP on P is chosen
as beta distribution Beta(a, b) for some a, b > 0. Since this is the conjugate prior, it
is a natural choice. In contrast, there is quite some discussion about the most suitable
prior ΠN for N , see for example [8, 9, 13, 1]. Therefore, the asymptotic results in [11]
are described flexible in terms of ΠN , and they only require a condition that ensures
that enough weight is put on large values of n (see equation (4) in Section 2).
In [11], we also introduce a new class of Bayesian point estimators for n, which we
call scale estimators. We choose ΠP ∼ Beta(a, b) and set ΠN (m) ∝ m−γ for a positive
value γ. If γ > 1, the prior ΠN is a proper probability distribution, but it is sufficient
to ensure γ + a > 1 in order to obtain a well-defined posterior distribution. The scale
estimator is then defined as the minimizer of the Bayes risk with respect to the relative
quadratic loss, l(x, y) = (x/y − 1)2. Following [10], it is given by
nˆ :=
E
[
1
N |Xk
]
E
[
1
N2 |Xk
] = ∑∞m=Mk 1mLa,b(m)ΠN (m)∑∞
m=Mk
1
m2La,b(m)ΠN (m)
, (2)
where Xk = (X1, . . . , Xk) denotes the sample, Mk is the sample maximum, and La,b
is the beta-binomial likelihood, see [2]. We refer to [11] for a detailed discussion and
numerical study of this estimator.
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The present article is structured as follows. In Section 2, the main theorem (proven
in [11]) is presented, which shows uniform posterior contraction in the introduced Bayes
setting for suitable asymptotics of n and p. The theorem states that n6+ = O(k) for
 > 0 is already sufficient for consistency of the Bayes estimator, improving significantly
over the sample maximum. In Section 3, we then conduct a simulation study to closer
investigate the restrictions for the parameters n and p needed to ensure consistency.
Our findings indicate that estimation of n is still consistent if n5 = O(k), but that it
becomes inconsistent for n3 = O(k). It is hard to pin down the exact transition from
consistency to inconsistency when nα = O(k), but our results suggest that it happens
close to α = 4. We discuss our results and provide several remarks in Section 4.
2 Posterior Contraction for n
To study posterior contraction in the binomial model we consider the Bayesian setting
described in Section 1. For fixed parameters n and p that are independent of the number
of observations k, posterior consistency follows from Doob’s theorem, see, e.g., [12]. We
extend this result to the class of parameters
Mλ :=
{
(nk, pk)k : 1/λ ≤ nkpk ≤ λ, nk ≤ λ 6
√
k/ log(k)
}
(3)
for fixed λ > 1. Since we want to handle a variety of suitable prior distributions for
N , we only require that ΠN is a proper probability distribution on N that fulfills the
condition
ΠN (m) ≥ βe−αm2 ∀m ∈ N (4)
for some positive constants α and β.
Theorem 1 (see [11]). Conditionally on N = nk and P = pk, let X1, . . . , Xk
i.i.d.∼
Bin(nk, pk). For any prior distribution Π(N,P ) = ΠNΠP on (N,P ) with ΠP = Beta(a, b)
for a, b > 0, and where ΠN satisfies (4), we have uniform posterior contraction over
the set Mλ of sequences (nk, pk)k defined in (3) for any λ > 1, i.e.,
sup
(nk,pk)k∈Mλ
Enk,pk
[
Π
(
N 6= nk |Xk
)]→ 0, as k →∞.
This result directly implies consistency of the scale estimator (2) for parameter
sequences in Mλ. The flexible restrictions on the prior distribution allow to apply the
result to the estimators derived in [6] and [7] as well. Furthermore, it is possible to
extend the statement of Theorem 1 to improper priors on N , as done in Theorem 2 in
[11], in order to cover the estimators in [4] and [1].
3 Simulation Study
The theorem presented in the previous section states that the asymptotic behavior
nk ∼ O
(
6
√
k/ log(k)
)
leads to posterior contraction of N for suitable priors, as long as
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nkpk stays in a compact interval bounded away from zero. In this section we try to
answer the question by how much the constraints onMλ in Theorem 1 can be relaxed.
We address this problem by studying the relation between posterior contraction and
the order α > 0 when nk ∼ O
(
α
√
k
)
. More precisely, we are interested in the smallest
α = α∗ such that the result
Enk,pk
[
Π
(
N 6= nk |Xk
)]→ 0, as k →∞, (5)
remains valid. Tackling this problem analytically turns out to be extremely challenging,
see the proof of Theorem 1 in [11].
In our simulations, we consider sequences (nk, pk)k defined by nk = w
α
√
k and
pk = µ/nk for parameters w, µ > 0. The values of w and µ should, ideally, not
matter for the asymptotics and thus for the pursuit of α∗. Suitable choices of w and
µ for given α are still necessary for practical reasons to ensure that the asymptotic
behavior becomes visible for the values of k covered by the simulations. For any selection
(α,w, µ), we calculate the posterior probability of the true parameter nk and the MSE
of different estimators for values of k up to 1011. In order to achieve these extremely
large observation numbers, we take care to minimize the number of operations when
expressing the beta-binomial likelihood La,b in our implementation. Since La,b does
not depend on the order of the observations but only on the frequencies of each distinct
outcome xi, the runtime depends on nk (the number of different values that xi can
take) instead of k itself.
Figures 1a–b show the (empirical) mean posterior probability in (5) and the (em-
pirical) mean square error (MSE) between nˆ and n for different scale estimators nˆ in
several scenarios (α,w, µ). The number of samples was set to 200. It is clearly visible
that the choice α = 6 leads to posterior consistency (which is in good agreement with
Theorem 1), since the posterior probability approaches 1 while the MSE converges to
0. However, the simulations indicate that this also holds true for α = 5. For α = 4, it
becomes questionable whether posterior contraction will eventually happen. The choice
α = 3, in contrast, leads to a clear increase of the MSE with increasing k, and posterior
contraction evidently fails.
An interesting observation is the power law behavior ∼ k−β of the MSE, which is
revealed by linear segments in the respective log-log plots. Figure 1a shows that the
slope β is independent of the chosen estimator, and 1c suggests that it might also be
independent of w and µ. We can therefore consider β as a function β(α) of α alone. A
numerical approximation of α∗ is then given by the value of α where β changes sign,
i.e.,
β(α∗) = 0.
Since β(α) is strictly monotone, as a higher number k of observations will lead to better
estimates, such an α∗ is uniquely defined. Figure 2 displays an approximation of the
graph of β(α) for values between α = 2 and α = 8. The respective slopes are estimated
by linear least squares regressions for k between 107 and 109. Even though our numer-
4
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4 Discussion
Theorem 1 (see [11]) shows posterior contraction under diverging parameters nk and
pk as long as (nk, pk) ∈ Mλ, which implies nk = O( 6
√
k/ log(k)). The aim of our
simulation study in Section 3 was to explore the minimal rate α
√
k for nk such that
posterior consistency remains valid. The difference in the permissible rates turns out
to be rather small, since our investigation suggests that α = 5 still allows for consistent
estimation, whereas α = 3 clearly leads to inconsistency. Figure 2 shows that the
true boundary α∗ is likely close to 4, indicating that Theorem 1 cannot be improved
fundamentally.
Several aspects of our simulations and findings deserve further commentary. First,
Figure 1c reveals that the slope β is not strongly affected by the parameters w and µ in
the settings that we tested. However, our numerical approach is not suitable to verify
questions like this with a high degree of confidence. For example, our numerics become
instable for values k > 1011.
Secondly, we additionally conducted simulations for other estimators than the scale
estimator (2) that are not shown in the article. For example, we tested various versions
of the Bayesian estimator given in [4]. While their performance for k ≤ 103 varies
quite much – similar to the different estimators shown in Figure 1a – their asymptotic
performance is exactly the same as for the scale estimator. Notably, the maximum
likelihood estimator also exhibits the very same asymptotic behavior, even though it
performs poorly in the regime of smaller k. The sample maximum, in contrast, shows a
completely different behavior: the MSE diverges even for nk ∼ log(k). This illustrates
the sharpness of the assumptions for Lemma 10 in [11], which states that the sample
maximum is consistent if nk log(nk) < c log(k) for c < 1.
Finally, we consistently observed a phase transition in all simulations when the MSE
drops below a value of about 0.1, where it changes its behavior and begins to decreases
faster than ∼ kβ . Indeed, it seems to decay exponentially from that point on. We
conjecture that this happens due to the discreteness of n, which means that the MSE
cannot measure small deviations |nˆ− n| < 1 from the real n without dropping to zero.
Rather, if the posterior contracts so much that we estimate n correctly most of the
time, the MSE essentially captures the probability that nˆ lies outside of the interval
(n−1, n+ 1), and such probabilities usually decay exponentially fast. For applications,
the rate of the MSE before the exponential decay is often much more interesting. One
instructive example in this context is the sample maximum in the setting of fixed n and
p, for which we know from Section 1 that it converges exponentially fast. However, as
argued above, this only takes place when the MSE is already very small, and simulations
suggest that the rate of convergence is much slower if the MSE is larger than 0.1. For
instance, if p = 0.2 and n = 25, we find β ≈ −0.13. Thus, even though the true
asymptotic behavior of the sample maximum is exponential, the practically meaningful
rate of convergence is considerably worse than the rate k−1 of the Bayesian estimators.
7
71
Acknowledgements
Support of the DFG RTG 2088 (B4) and DFG CRC 755 (A6) is gratefully acknowledged.
References
[1] Berger, J.O., Bernardo, J.M., Sun, D.: Objective priors for discrete parameter
spaces. J. Am. Stat. Assoc. 107, 636–648 (2012)
[2] Carroll, R.J., Lombard, F.: A note on n estimators for the binomial distribution.
J. Am. Stat. Assoc. 80, 423–426 (1985)
[3] DasGupta, A., Rubin, H.: Estimation of binomial parameters when both n, p are
unknown. J. Stat. Plan. Inference 130, 391–404 (2005)
[4] Draper, N., Guttman, I.: Bayesian estimation of the binomial parameter. Tech-
nometrics 13, 667–673 (1971)
[5] Fisher, R.: The negative binomial distribution. Annals of Eugenics London 11,
182–187 (1941)
[6] Gu¨nel, E., Chilko, D.: Estimation of parameter n of the binomial distribution.
Commun. Stat. Simul. Comput. 18, 537–551 (1989)
[7] Hamedani, G.G., Walker, G.G.: Bayes estimation of the binomial parameter n.
Commun. Stat. Theory Methods 17, 1829–1843 (1988)
[8] Kahn, W.D.: A cautionary note for Bayesian estimation of the binomial parameter
n. Am. Stat. 41, 38–40 (1987)
[9] Link, W.A.: A cautionary note on the discrete uniform prior for the binomial n.
Ecology 94, 2173–2179 (2013)
[10] Raftery, A.E.: Inference for the binomial n parameter: a hierachical Bayes ap-
proach. Biometrika 75, 223–228 (1988)
[11] Schneider, L.F., Schmidt-Hieber, J., Krajina, A., Staudt, T., Aspelmeier, T.,
Munk, A.: Posterior consistency for n in the binomial (n,p) problem with both
parameters unknown - with applications to quantitative nanoscopy. arXiv (2018)
[12] van der Vaart, A.W.: Asymptotic Statistics. Cambridge University Press (1998)
[13] Villa, C., Walker, S.G.: A cautionary note on using the scale prior for the param-
eter n of a binomial distribution. Ecology 95, 2674–2677 (2014)
8
72 Posterior Consistency in the Binomial Model: A Numerical Study
CHAPTER C
Threshold Selection in Univariate Extreme Value
Analysis
74 Threshold Selection in Univariate Extreme Value Analysis
Threshold Selection
in Univariate Extreme Value Analysis
Laura Fee Schneider∗1, Andrea Krajina†1, and Tatyana Krivobokova‡1
1Institute for Mathematical Stochastics, University of Go¨ttingen
Abstract
Threshold selection plays a key role for various aspects of statistical
inference of rare events. Most classical approaches tackling this prob-
lem for heavy-tailed distributions crucially depend on tuning parame-
ters or critical values to be chosen by the practitioner. To simplify the
use of automated, data-driven threshold selection methods, we intro-
duce two new procedures not requiring the manual choice of any param-
eters. The first method measures the deviation of the log-spacings from
the exponential distribution and achieves good performance in simu-
lations for estimating high quantiles. The second approach smoothly
estimates the asymptotic mean square error of the Hill estimator and
performs consistently well over a wide range of distributions.
The methods are compared to existing procedures in an extensive sim-
ulation study and applied to a dataset of financial losses, where the
underlying extreme value index is assumed to vary over time. This
application strongly emphasizes the importance of solid automated
threshold selection.
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1 Introduction
Extreme value analysis of heavy-tailed distributions is an important model
in various applications. In seismology and climatology, for example, statis-
tics of extremes is used to study earthquakes (Beirlant et al., 2018) or heavy
precipitation (Carreau et al., 2017). Another important field of research
is analysing high financial losses, which becomes particularly interesting if
the losses depend on covariates (Chavez-Demoulin et al., 2016; Hambuckers
et al., 2018). In this situation an automated threshold selection procedure
could bring additional benefits by enabling the selection of the threshold
depending on a covariate. We will discuss this possibility in more detail in
Section 5.
To mathematically investigate the behaviour of heavy tails, we consider ran-
dom variables from the domain of attraction (DoA) of a Fre´chet distribution.
Let X1, . . . , Xn be independent identically distributed (i.i.d.) random vari-
ables with distribution function F , where F is in the DoA of an extreme
value distribution (evd) Gγ with extreme value index γ > 0. This means
there exist sequences an > 0 and bn real, s.t.
lim
n→∞F
n(anx+ bn) = Gγ(x) := exp
(
−x−1/γ
)
.
In this situation the following first order condition holds,
lim
t→∞
1− F (tx)
1− F (t) = x
−1/γ , (1)
i.e. the survival function 1−F is regularly varying with index −1/γ. Distri-
butions fulfilling this condition are called Pareto-type distributions, because
they only differ from the Pareto distribution by a slowly varying function
`F (x), i.e. 1− F (x) = x−1/γ`F (x).
We can interpret the quotient in (1) as a conditional probability, and it
follows directly that
X1
t
∣∣∣X1 > t D−→ P, as t→∞ and P ∼ Pareto(1, 1
γ
)
,
log
(
X1
t
) ∣∣∣X1 > t D−→ E, as t→∞ and E ∼ Exp(1
γ
)
. (2)
Thus, for a sufficiently large threshold t the data above this threshold can
be modelled by a Pareto or an exponential distribution. In this article we
concentrate on the exponential approximation and utilize it for inference on
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the extreme value index. It is common to consider the threshold t = X(n−k,n)
and choose the sample fraction k instead of t, where X(1,n) ≤ · · · ≤ X(n,n)
denote the order statistics of a sample of size n. In this case, a natural
estimator for γ under the exponential approximation of the log-spacings
Y(i,k) := log(X(n−i+1,n)) − log(X(n−k,n)) is their mean, the Hill estimator
(Hill, 1975),
γˆk :=
1
k
k∑
i=1
log
(
X(n−i+1,n)
X(n−k,n)
)
=
1
k
k∑
i=1
Y(i,k). (3)
The Hill estimator is still among the most popular and well-known estima-
tors for the extreme value index, although its sample path as a function in
k can be highly unstable and estimation therefore crucially depends on the
choice of the sample fraction k. This dependence highlights the difficulties
in estimating γ: even from univariate i.i.d. observations from F ∈ DoA(Gγ),
estimation is hard, since only few observations contain information about
the extreme value distribution Gγ . To select a threshold above which the
data can be used for statistical inference about the tail is one of the most
fundamental problems in the field of extreme value analysis.
Due to the importance of this task, the appropriate choice of the thresh-
old has been discussed extensively in extreme value research over the last
decades, and suggested solutions cover a variety of methodologies. We give
a short summary on different types of approaches and stress the specific dif-
ficulties that arise. We mainly concentrate on methods we compare in our
simulation study in Section 4. More comprehensive reviews about threshold
selection can be found in Scarrott and MacDonald (2012) and Dey and Yan
(2016).
One basic concept in threshold selection is data visualisation, which is also
discussed more deeply in Kratz and Resnick (1996) and Drees et al. (2000).
Popular graphical diagnostics used in this context are the Zipf plot, Hill
plot, QQ-plot or the mean-excess plot to name a few. A major drawback
of these methods is their subjectivity due to the necessarily personal in-
terpretation of the plot. Further, it is a burden to choose each threshold
manually, especially in high dimensional settings or when analysing many
samples. Easier ways to select the sample fraction are rules-of-thumb such
as using the upper 10% of the data (DuMouchel, 1983) or k =
√
n (Ferreira
et al., 2003). However, these suggestions are neither theoretically justified
nor data driven. Reiss and Thomas (2007) present a procedure that tries
to find a region of stability among the estimates of the extreme value in-
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dex. Their method depends on a tuning parameter, whose choice is further
analysed in Neves and Fraga Alves (2004). To our knowledge no theoretical
analysis exists for this approach.
Besides these and similar heuristic approaches, there is a class of theo-
retically motivated procedures that target the optimal sample fraction for
specific estimation tasks, such as quantile estimates (Ferreira et al., 2003),
estimation of high probabilities (Hall and Weissman, 1997) or the Hill esti-
mator, see below. We also mention two other methodologies. First, there
are suggestions that utilize comparing the empirical distribution to the fit-
ted generalized Pareto distribution (GPD) via goodness-of-fit tests (Bader
et al., 2018) or by minimizing the distance between them (Pickands, 1975;
Gonzalo and Olmo, 2004; Clauset et al., 2009), where the latter approach
is theoretically analysed by Drees et al. (2018). Further, Goegebeur et al.
(2008) propose a family of kernel statistics to test for exponentiality in order
to select a threshold.
Of particular interest to us are methods that aim to estimate the sample
fraction kopt which minimizes the asymptotic mean square error (AMSE) of
the Hill estimator. To construct an estimator for kopt, Drees and Kaufmann
(1998) utilize the Lepskii method and an upper bound on the maximum ran-
dom fluctuation of γˆk around γ. To apply their approach it is necessary to
choose several tuning parameters and to obtain consistent initial estimates
for γ and a second order parameter ρ. They recommend specific choices of
the parameters based on a numerical study and we employ their proposals in
our simulations. However, the choice of these parameters is not data-driven.
In Guillou and Hall (2001), a test statistic Qk is constructed based on an
accumulation of log-spacings, which takes values around 1 as long as the
bias of the Hill estimator is not significantly large. Their statistic depends
on a tuning parameter as well, and a critical value to test Qk against has to
be chosen. Again we adopt the parameter choice suggested in their simula-
tion study. Danielsson et al. (2001) introduce a double bootstrap approach
to estimate the optimal sample fraction. They need to choose the num-
ber of bootstrap samples and a parameter n1. For n1, a data-driven but
computationally expensive selection method is provided, where the whole
bootstrap procedure is repeated for various possible values of n1. Another
estimator for kopt is given by Beirlant et al. (2002), which employs least
squares estimates from an exponential regression approach. The method
depends on an estimate for ρ and a sample fraction k0. To avoid the choice
of k0 they suggest taking the median of the estimates over a range of values,
e.g. k0 ∈ {3, . . . , n/2}. A different approach is taken by Goegebeur et al.
(2008), who use the properties of a test statistic regarding bias estimation
4
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to construct an estimator for the AMSE/γ and minimize it with respect to
k. If one fixes ρ = −1, as they suggest in their simulations chapter, there is
no further tuning parameter to be chosen. However, no result about consis-
tency of kˆ in the sense of kˆ/kopt
P→ 1 is known in contrast to the approaches
in Drees and Kaufmann (1998), Guillou and Hall (2001), Danielsson et al.
(2001) and Beirlant et al. (2002).
In this paper we contribute to the problem of threshold selection by
introducing two new methods. The first one presented in Section 2 is in-
spired by the idea of testing the exponential approximation. We estimate
the integrated square error (ISE) of the exponential density under the as-
sumption that the log-spacings are indeed exponentially distributed. The
error functional we obtain, denoted as inverse Hill statistic (IHS), is very
easy to compute and does not depend on any tuning parameters. Since this
criterion is variable for small k, it can be additionally smoothed to improve
the performance. The minimizing sample fraction of IHS is asymptotically
smaller than kopt, as it is stricter against deviation from the exponential ap-
proximation. This estimator performs remarkably well for adaptive quantile
estimation on finite samples, as illustrated in our simulation study.
In our second approach we suggest a smooth estimator for the AMSE of the
Hill estimator, called SAMSEE (smooth AMSE estimator). This estimator
is constructed by a preliminary estimate of γ using the generalized Jackknife
approach in Gomes et al. (2000) and a bias estimator for the Hill estimator
introduced in Section 3. By minimizing SAMSEE we estimate the optimal
sample fraction kopt. For estimation, the choice of a large sample fraction
K is necessary, for which we present a data-driven selection procedure in
Section 3. SAMSEE utilizes the idea of fixing ρ = −1, which is justified by
good performance in simulations and leads to a simpler and more robust es-
timator. However, the estimator can also be adjusted to any ρ by including
a consistent estimator ρˆ, as described in Section 3.1.
After introducing our two novel threshold selection methods in Sections 2
and 3 we compare these methods to various other approaches in an nu-
merical analysis in Section 4. In Section 5 the importance of automated
threshold selection procedures is illustrated in an application, where we non-
parametrically estimate an extreme value index that varies over time. The
proof of Theorem 3, which describes the asymptotic behaviour of our bias
estimator, and auxiliary theoretical results can be found in Appendix A.
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2 IHS – The inverse Hill statistic
In this section we introduce the first threshold selection procedure by analysing
the integrated square error (ISE) between the exponential density hγ and
its parametric estimator hγˆk employing the Hill estimator,
ISE(k) :=
∫
(hγ(x)− hγˆk(x))2 dx =
1
2γ
− 2
γ + γˆk
+
1
2γˆk
.
The first term of ISE is constant and thus plays no role for selecting k. The
last term of ISE is known, but the second term is not. Therefore, we cannot
minimize ISE directly. Instead, we want to estimate and minimize its ex-
pectation under the exponential approximation. This is based on the idea
of considering the hypothesis H0 that the log-spacings Y(i,k) are indeed ex-
ponentially distributed. Under H0 the Hill estimator is gamma distributed,
see Lemma 1, and the mean of ISE (MISE) can be calculated explicitly.
We observe that MISE is a decreasing function in k under the exponential
approximation,
MISE(k)− 1
2γ
:= EH0 [ISE(k)]−
1
2γ
= −1
γ
C(k) +
k
2(k − 1)γ , (4)
where C(k) := 2 exp(k)kkΓ(1 − k, k) and Γ(a, b) denotes the upper incom-
plete gamma function. The function C(k) converges to 1 very fast, s.t. we
obtain
EH0
[
2
γ + γˆk
]
≈ 1
γ
= EH0
[
k − 1
kγˆk
]
.
This provides us with an unbiased estimator for the first term in (4) under
H0. However, due to the high variability for small k, we instead want to find
an estimator of the form w/γˆk for some w depending on k that minimizes
the MSE under the exponential approximation. To do so, we approximate
its MSE in the following way,
EH0
[(
w
γˆk
− 2
γˆk + γ
)2]
≈ w
2k2
γ2(k − 1)(k − 2) −
2wk
γ2(k − 1) +
1
γ2
. (5)
The approximation depends on similar functions as C(k), which quickly
become constant. The MSE in (5) is minimized for w = (k − 2)/k. Thus,
we suggest the inverse Hill statistic
IHS(k) :=
1
2γˆk
− k − 2
γˆkk
=
4− k
2γˆkk
6
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to estimate MISE(k) − (2γ)−1 and the threshold selected via minimizing
IHS,
kˆIHS := arg min
1<k<n
IHS(k).
By minimizing IHS we select a sample fraction where IHS starts increasing
and contradicts H0 by behaving contrarily to MISE under the exponential
approximation. This criterion can be compared to hypothesis testing with a
large significance level α, which implies seeking high confidence when decid-
ing to not reject H0. Further properties of kˆIHS are analysed theoretically
in Section 2.1 and for finite samples in a numerical study in Section 4.
Note that the performance of IHS depends on the bias of the Hill estimator
being positive and increasing, see Section 2.1. However, the bias can be
negative for some non-standard distributions. In case of a negative bias, we
instead suggest to use,
IHS−(k) :=
4 + k
2γˆkk
and kˆIHS− := arg min
1<k<n
IHS−(k).
The two cases can easily be distinguished by analysis of the Hill estimator
for large k. Both IHS and IHS− are justified by asymptotic results in Section
2.1.
Figure 1 illustrates that IHS is highly varying for small k, which makes
automatic threshold choices more variable. To control this problematic be-
haviour we smooth the IHS. More specifically, we want to estimate E[IHS]
by considering the regression problem
IHS(k) = E[IHS](k) + σk, k = 1, . . . , n,
where σ > 0 and E[k] = 0. Due to the structure of the Hill estimator,
the random variables k are highly dependent, which needs to be taken
into account in estimation. In our simulations, we apply a Bayesian non-
parametric procedure introduced by Serra et al. (2018) which simultaneously
estimates mean and covariance and is available in the R-package eBsc. The
approach provides a smooth estimator for the expectation of IHS – denoted
as sIHS – comprising less variation for small k. This way we can improve
the performance by selecting a more suitable threshold, as illustrated in
Figure 1. Of course, one can also use other smoothing procedures suitable
for dependent data (Opsomer et al., 2001; Krivobokova and Kauermann,
2007; Lee et al., 2010).
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Figure 1: On the left, the IHS (dashed) and sIHS (red) are plotted for a
Fre´chet(2) sample of size n = 500. On the right the Hill plot for the same
sample with the minimizing k of IHS (black) and sIHS (red) is shown, where
the dotted line marks the true value of γ = 1/2.
We finally want to remark on the relation between IHS and ISE, which
is given by
IHS +
1
2γ
= ISE +
2
kγˆk
+
γˆk − γ
γˆk(γˆk + γ)
. (6)
This equation points out that minimizing IHS does not minimize ISE, as
IHS takes an additional bias term into account. If the bias of the Hill
estimator is positive, IHS selects smaller k (larger thresholds) than ISE. This
is not surprising, because we estimate the expectation of the ISE under the
hypothesis that the exponential approximation holds. This is a much more
conservative error functional, meaning it is more strict against deviation
from the exponential distribution.
In conclusion, with IHS we do not aim to estimate kopt but to find a sample
fraction where we can be very certain that the exponential approximation
still holds. The impact of this consideration is illustrated in simulations and
an application in Sections 4 and 5.
2.1 Theorectical analysis of IHS
In order to understand the IHS asymptotically we consider the second order
condition,
lim
t→∞
U(tx)
U(t) − xγ
A(t)
= xγ
xρ − 1
ρ
, (7)
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for x > 0 and with second order parameter ρ < 0. Here, A(t) denotes a
function converging to zero as t goes to infinity and |A| is regularly varying
with index ρ. Further, U is defined by U(x) := F↼
(
1− 1x
)
, where F↼
denotes the left inverse of the distribution function F . In this setting the
following asymptotic normality statements for the Hill estimator γˆk hold.
Theorem 1 (Theorem 3.2.5 in de Haan and Ferreira (2006)). Let X1, . . . , Xn
be i.i.d. random variables with distribution function F ∈ DoA(Gγ) for γ > 0.
If (7) holds and k is an intermediate sequence, i.e. k →∞ and k/n→ 0 as
n→∞, then
√
k(γˆk − γ) D−→ N
(
λ
(1− ρ) , γ
2
)
,
with λ := lim
k→∞
√
kA(n/k).
Theorem 2. Under the conditions of Theorem 1, it holds that
√
k
(
1
γˆk
− 1
γ
)
D−→ N
( −λ
(1− ρ)γ2 ,
1
γ2
)
.
Proof. Applying the delta method to Thm. 1.
Following the reasoning in de Haan and Ferreira (2006), page 78, the
minimizing point of the AMSE can be found explicitly if considering A(t) =
ctρ with c 6= 0. In this special case the minimizing sample fraction can be
expressed as
kopt =
[(
γ2(1− ρ)2
−2ρc2
)1/(1−2ρ)
n−2ρ/(1−2ρ)
]
. (8)
Under the same assumption we can calculate the minimizing point kIHS of
the asymptotic expectations of IHS and IHS−. Let AE denote the asymp-
totic expectation referring to the expectation of the limiting distribution in
Thm. 2. Then
kIHS := arg min
k
AE[IHS] = arg min
k
{
2
γk
+
A(n/k)
2γ2(1− ρ) ·
k − 4
k
}
≈ arg min
k
{
2
γk
+
A(n/k)
2γ2(1− ρ)
}
=
[(
4γ(1− ρ)
−ρc
)1/(1−ρ)
n−ρ/(1−ρ)
]
.
It is easy to check that the same formula holds for IHS− if c is replaced
by its absolute value. Further note that by Lemma 2 it is sufficient to
9
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Figure 2: The approximation of the
proportion kIHS/kopt in (9) is plotted
as a function in ρ for γ = c = 1 and
n = 500 (solid), n = 5000 (dashed)
and n = 50000 (dotted).
consider intermediate sequences when determining the minimizing sequence.
Comparing kopt and kIHS for a fixed ρ > −∞ we obtain that
kIHS
kopt
≈
(−ρ
32
· kIHS
)−1/(1−2ρ)
≈ d · n
ρ
(1−2ρ)(1−ρ) −→ 0, (9)
as n → ∞ and for a constant d depending on ρ, γ and c. This supports
what equation (6) already suggested: minimizing IHS gives asymptotically
a smaller k than kopt. Thus, kIHS asymptotically performs suboptimally for
the Hill estimator but still leads to a consistent sequence of estimates. For
finite samples the ratio crucially depends on ρ, and kIHS can be even larger
than kopt, as illustrated in Figure 2. The graphic presents the quotient of
the two sample fractions as a function in the second order parameter ρ for
different samples sizes. The parameters c and γ are fixed to 1, as they have
a weaker impact on the proportion. It also holds that kIHS/kopt → 1, as
ρ→ −∞, since both sample fractions converge to n in this case.
Although kIHS is of smaller order than kopt asymptotically, the simulation
study in Section 4 shows that kˆIHS works remarkably well when used for
quantile estimation. We consider the following quantile estimator for the
(1− p)-quantile,
qˆk(p) = X(n−k,n)
(
k
np
)γˆk
. (10)
The sample fraction kopt also minimizes the asymptotic relative MSE of
qˆk(p), see e.g. Theorem 4.3.8 in de Haan and Ferreira (2006). For finite
samples however, the quantile estimator seems to benefit from kIHS. This
has different reasons, two of which are illustrated by Figure 3. On the left
10
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Figure 3: Empirical expectations of IHS (blue), MSE (black) and MSEQ
(pink). The left plot is based on 10,000 samples from a Fre´chet(2) distribu-
tion of size 500. The graphic on the right is based on 500 samples of size
5000 from a Loggamma distribution.
we see the empirical expectation of IHS, the empirical versions of the MSE
of γˆk and the relative MSE of the quantile estimator,
MSEQ := E
[(
qˆk(p)
q(p)
− 1
)2]
/ log
(
k
np
)
, (11)
as used in Theorem 4.3.8 in de Haan and Ferreira (2006). We observe that
kIHS (blue dot) is indeed smaller than kopt (black) but so is the minimizer
of MSEQ (pink) as well.
On the right we see a plot of the empirical E[IHS] and MSE of γˆk for
Loggamma distributed samples of size 5000. This graphic highlights the
similarities between MSE and IHS for the boundary case ρ = 0.
These observations indicate why kˆIHS outperforms other methods that try
to minimize the MSE of the Hill estimator when adaptively estimating q(p)
by (10) on most of our exemplary distributions and sample sizes n = 500
and n = 5000, see Section 4.
3 SAMSEE - The smooth AMSE estimator
In this section we illustrate a way to smoothly estimate the AMSE of the
Hill estimator. Via minimizing this AMSE estimator, called SAMSEE, we
obtain an estimator for kopt. By this means, we extend previous methods
11
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which also estimate kopt by estimating the AMSE itself. From Thm. 1 it
is easy to see that the AMSE, which is the asymptotic variance plus the
asymptotic squared bias, equals
AE[(γˆk − γ)2] = γ
2
k
+
A(n/k)2
(1− ρ)2 . (12)
Thus, to estimate the AMSE as a function in k we employ two estimators,
one for γ and one for the bias term as a combination of ρ and A. First we
explain how we estimate γ and then we define the bias estimator. This bias
estimator has a quite smooth sample path in k, and it depends on the choice
of a large sample fraction K, for which we afterwards provide a data-driven
selection procedure.
Note that, for the moment, we assume that the second order parameter ρ
is equal to −1 to motivate the construction of the AMSE estimator. The
idea of misspecifying ρ to simplify estimation – via avoiding the additional
uncertainty through estimating ρ or selecting an influential tuning param-
eter – was already used, for example, by Gomes et al. (2000), Drees and
Kaufmann (1998) and Goegebeur et al. (2008). It is also motivated by the
simulations in Section 3.1.
For γ we consider the generalized Jackknife estimator γˆGJk introduced by
Gomes et al. (2000) as γG1n . This estimator is defined by
Mn,k :=
1
k
k∑
i=1
Y 2(i,k), γˆV,k :=
Mn,k
2γˆk
, and γˆGJk := 2γˆV,k − γˆk, (13)
where Y(i,k) denotes the log-spacings as in equation (3). Note, that γˆV,k is the
de Vries estimator introduced under this name in de Haan and Peng (1998)
and γˆk is the Hill estimator as above. The generalized Jackknife estimator
has a reduced bias compared to the Hill estimator and is even asymptotically
unbiased if ρ = −1, see (2.11) in Gomes et al. (2000). This property is
useful here, since the bias estimator b¯up,K,k defined in the following performs
optimally for ρ = −1 as well. Furthermore, the same large sample fraction
K can be used for γˆGJK and b¯up,K,k.
To construct this bias estimator, we study the following averages of Hill
estimators,
γ¯k :=
1
k
k∑
i=1
γˆi and γ¯up,K,k :=
1
K − k + 1
K∑
i=k
γˆi,
where k < K. Plotting these averages illustrates how they smoothly frame
the sample path of the Hill estimator. Especially the upper mean γ¯up,K,k
12
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We want to find an intermediate sequence K for which (16) holds and thus
define
E2(K) :=
1
K
K∑
k=1
(
γˆV,k + b¯up,K,k − γˆk
)2
(17)
to measure the deviation from approximation (16) uniformly over all k ≤ K.
Based on this, we suggest to choose
K∗ := arg min
K
{
K+2∑
L=K−2
(
E2(K)− E2(L)
)2}
. (18)
In this way we select a K∗ where the asymptotic approximation (16) is most
stable, since we minimize the local variation of E2(K). Simulations suggest
that this criterion is not sensitive to slightly increasing the region of stability
{K−h, . . . ,K+h} from h = 2 to h = 5 or 10 depending on the sample size.
Now we finally combine the previously described estimators to approach
the AMSE in (12) under the assumption that ρ = −1. With K∗ in (18) and
the property of b¯up,K,k in (15), we obtain an estimator for the AMSE of the
Hill estimator and for kopt by
SAMSEE(k) :=
(γˆGJK∗)
2
k
+ 4b¯2up,K∗,k, (19)
kˆSAMSEE := argmin
1<k<K∗
SAMSEE(k).
Figure 5 illustrates how such a smooth estimate of the AMSE can look like.
On the left, SAMSEE is displayed for a Fre´chet sample with parameters
γ = 1/2 and ρ = −1. On the right, the Hill plot of the same sample is
presented for all k ≤ K∗ = 388.
This smooth estimate of the AMSE can be useful beyond the context of
threshold selection. For extreme value mixture models or Bayesian thresh-
old selection approaches, SAMSEE could be used to construct a transition
function between bulk and tail distribution or an empirical prior for the
threshold, respectively, see Scarrott and MacDonald (2012) for a review on
mixture models.
3.1 SAMSEE if ρ 6= −1
We next want to analyse SAMSEE in the broader context of an unknown
second order parameter ρ. The first thing to note is that the generalized
14
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Figure 5: SAMSEE with K∗ = 388 on the left next to the Hill plot for
the same Fre´chet(2) random sample of size n = 500 for k ≤ K∗. The red
dot indicates the selected sample fraction kˆSAMSEE and the adaptive Hill
estimate γˆkˆSAMSEE in the right plot.
Jackknife estimator is no longer unbiased in this situation. Secondly, the
behaviour of our bias estimator changes, as it is described in the following
Theorem.
Theorem 3. Under the conditions of Theorem 1 and for k/K → c with
0 < c < 1 as n→∞, it holds for b¯up,K,k in (14) that
√
k · b¯up,K,k D−→ N
( −ρλ
(1− ρ)2 δρ(c), γ
2ν(c)
)
,
where δρ(c) = (c
ρ−1)/(−ρ(c−1−1)) and ν(c) = 2c2/(1−c)2 ·(1−c+c log(c))
with 0 ≤ ν(c) ≤ 1.
Proof. The proof can be found at the end of Appendix A.
From Theorem 3 follows that
AE[b¯up,K,k] =
−ρA(n/k)
(1− ρ)2 · δρ(k/K).
For ρ = −1 the function δ−1(c) is equal to 1. If ρ 6= −1, we can observe that
δ bends our bias estimator and it will therefore increase slightly too fast or
too slow. We can still apply SAMSEE in this situation and select K∗ from
15
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(18). However, approximation (16) does not hold anymore and instead the
following holds,
AE[γˆk − γˆV,k]− AE[b¯up,K,k] = −ρA(n/k)
(1− ρ)2 (1− δρ(k/K)) . (20)
The absolute value of the error described by (20) is high if δρ strongly differs
from 1 and the bias term A is large. If ρ 6= −1, δρ indeed deviates from 1
and we minimize the error by minimizing the bias. This is why applying
(18) in this case leads to a small K∗. On the other hand, if δρ = 1, the ap-
proximation stays valid for an increasing bias and K∗ will typically be larger.
An alternative to fixing ρ = −1 is to incorporate a consistent estimator
ρˆ of the second order parameter. This can be done via
K∗ρˆ := arg min
K
{
K+2∑
L=K−2
(
E2ρˆ(K)− E2ρˆ(L)
)2}
,
where E2ρˆ(K) :=
1
K
K∑
k=1
(
γˆV,k + b¯up,K,k/δρˆ(k/K)− γˆk
)2
.
and
SAMSEEρˆ(k) :=
(γˆGJK∗ρˆ
)2
k
+
(
(1− ρˆ) K
∗
ρˆ/k − 1
(k/K∗ρˆ)ρˆ − 1
· b¯up,K∗ρˆ ,k
)2
, (21)
kˆρˆ,SAMSEE := argmin
1<k<K∗
SAMSEEρˆ(k).
In this way we can construct an estimator for kopt in the general setting of
Pareto-type distributions.
In Table 1, we present the results of a simulation study indicating for which
distributions it is beneficial to use ρˆ instead of ρ = −1. We estimate ρ
using the estimator ρˆ(1) suggested in Theorem 1 in Drees and Kaufmann
(1998). The results indicate that, in general, it is sensible to fix ρ = −1 in
SAMSEE, since only for the Cauchy distribution using ρˆ performs slightly
better regarding bias and RMSE. This confirms the observations already
made by others (Gomes et al., 2000; Drees and Kaufmann, 1998; Goegebeur
et al., 2008), that it is often recommendable to select ρ = −1 instead of
allowing for further variability by including an additional estimator.
16
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E[γˆkˆ] (RMSE)
γ ρ true ρ ρ = −1 ρˆ
Student-t(6) 0.17 -1/3 0.21 (0.09) 0.26 (0.12) 0.28 (0.14)
Fre´chet(2) 0.50 -1 0.51 (0.07) 0.51 (0.07) 0.51 (0.08)
Cauchy 1.00 -2 1.01 (0.13) 0.97 (0.17) 0.99 (0.16)
Burr(2,1) 2.00 -1 2.05 (0.34) 2.05 (0.34) 2.03 (0.40)
Table 1: The averages of adaptive γ estimates and their root mean square
error (RMSE) in brackets are presented for thresholds kˆ that are selected
using SAMSEE or SAMSEEρˆ with the true ρ, ρ = −1 or ρˆ = ρˆ(1).
4 Simulation study
In the following we numerically analyse the performance of eight thresh-
old selection methods on heavy-tailed distributions with very different tail
behaviour. The simulation study is based on the following distributions:
• the Student-t distribution with 6 degrees of freedom, which corre-
sponds to γ = 1/6 and ρ = −1/3,
• the Fre´chet distribution with parameter α = 2 and distribution func-
tion F (x) = exp(−x−α) for x > 0, which implies γ = 1/2 and ρ = −1,
• the standard Cauchy distribution leading to a tail behaviour with γ =
1 and ρ = −2,
• the Loggamma distribution with γ = 1 and ρ = 0 and density function
f(x) = log(x)x−2 1[1,∞)(x),
• the Burr distribution with a parametrisation such that γ = 2, ρ = −1
and distribution function
F (x) = 1− (1 +√x)−1, for x > 0,
• a logarithmically perturbed Pareto distribution of the random vari-
able g(U) with γ = 1 and ρ = −1, where U ∼ Unif(0, 1) and g(x) =
x−1/ log(x−1). This distribution is denoted as negBias due to its neg-
ative bias in the Hill estimator.
17
91
On these distributions we evaluate the methods by their root mean
square error (RMSE) when adaptively estimating γ with the Hill estima-
tor relative to the RMSE obtained using kopt,
EFFγ(kˆ) :=
√
En[(γˆkˆ − γ)2]
En[(γˆkopt − γ)2]
,
where En denotes the empirical expectation. These efficiency quotients are
also used by, e.g., Guillou and Hall (2001), Gomes et al. (2000) and Drees
and Kaufmann (1998). The smaller the quotient the better the threshold se-
lection procedure performs compared to the asymptotically optimal sample
fraction kopt. Furthermore, we study the efficiency in quantile estimation
with the estimator defined in (10) for p = 0.001,
EFFq(kˆ) :=
√
En[(qˆkˆ − q)2]
En[(qˆkopt − q)2]
.
Since we do not know the true minimizer kopt of the AMSE, we utilize an
empirical version suggested by Gomes et al. (2000). Following their ap-
proach we approximate kopt by the mean of 20 independent replicates of
k¯opt, which is the minimizer of the empirical MSE based on 1000 samples,
i.e. k¯opt = argmin
k
En=1000[(γˆk − γ)2].
We compare these efficiency values for eight different threshold selection
methods. Most of the considered approaches are constructed for adaptive
estimation of γ applying the Hill estimator. This includes one procedure
that looks for a stable region among the Hill estimates, while the others
aim to estimate kopt. The only exception is the IHS approach discussed in
Section 2, which is motivated to minimize the deviation from the exponen-
tial approximation. We still evaluate the performance of this procedure in
the same simulations, although it is not primarily tailored for the specific
applications. In total, the following methods are considered:
sIHS: IHS smoothed by using the eBsc package, see Section 2,
SAM: SAMSEE procedure with ρ = −1 as defined by (19) in Section 3,
GH: method by Guillou and Hall (2001) utilizing ccrit = 1.25 and p = 1,
DK: procedure by Drees and Kaufmann (1998) with fixed ρ = −1,
GO: approach by Goegebeur et al. (2008) defined in their equation (3.3)
with fixed ρ = −1,
18
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DB: double bootstrap approach by Danielsson et al. (2001) with the choice
n1 = 120 if n = 500 and n1 = 1000 if n = 5000,
B: method by Beirlant et al. (2002) with ρ = −1,
RT: method by Reiss and Thomas (2007) with β = 0 as suggested by Neves
and Fraga Alves (2004).
n = 500 SAM GH DK GO DB B RT sIHS
Student-t(6) 1.07 1.68 1.18 1.38 1.06 1.04 1.04 1.14
Fre´chet(2) 1.13 1.15 1.08 1.12 1.60 1.49 2.00 1.41
Cauchy 1.37 1.19 1.32 1.16 2.14 1.85 2.11 1.47
Loggamma 0.98 1.06 1.27 1.11 1.12 1.04 1.32 0.78
Burr(2,1) 1.11 1.22 1.47 1.13 1.68 1.42 1.82 1.14
negBias 1.06 1.13 1.56 1.13 1.07 1.22 1.89 2.27
n = 5000 SAM GH DK GO DB B RT sIHS
Student-t(6) 1.20 1.58 1.31 1.39 1.35 1.03 1.26 1.03
Fre´chet(2) 1.08 1.26 1.07 1.21 1.66 1.29 2.40 2.43
Cauchy 1.34 1.41 1.08 1.17 2.00 1.68 2.78 3.03
Loggamma 1.08 1.10 1.32 1.17 1.19 1.05 1.40 0.79
Burr(2,1) 1.07 1.29 1.62 1.14 1.63 1.29 2.21 1.79
negBias 0.98 1.12 1.54 1.10 1.30 1.04 2.08 3.98
Table 2: Efficiency values EFFγ based on 2000 samples if n = 500 and on
500 samples if n = 5000. Lowest (best) efficiency values are highlighted in
blue.
When looking at the results for estimating γ adaptively for n = 500 and
n = 5000 in Table 2, we observe a very diverse picture of methods perform-
ing best. Overall we get the impression that SAMSEE together with the
approach by Goegebeur et al. (2008) performs most stable over the variety
of distributions. This is interesting, because those are the methods which
depend least on tuning parameters. The performance of the approaches GH,
DK and B is comparable, but we obtain from Table 2 that on average over
all distributions the SAMSEE procedure is superior.
For estimating a high quantile SAMSEE also performs convincingly, see Ta-
ble 3, but additionally sIHS and the approach by Danielsson et al. (2001)
show very good efficiency values. They are closely followed by B and GO.
Looking at the average performance over all distributions, SAMSEE per-
forms best again. However, if we exclude the negBias distribution, sIHS
19
93
n = 500 SAM GH DK GO DB B RT sIHS
Student-t(6) 1.09 2.30 1.23 1.60 1.01 1.04 1.16 1.10
Fre´chet(2) 0.96 1.07 1.01 1.06 1.07 1.16 1.42 0.83
Cauchy 0.89 1.04 1.03 0.95 0.86 1.40 1.59 0.65
Loggamma 0.84 0.95 2.10 1.02 0.88 1.06 1.55 0.50
Burr(2,1) 0.79 2.15 8.60 0.98 0.71 1.43 3.19 0.41
negBias 1.66 1.37 2.32 2.13 0.80 1.98 3.75 8.05
n = 5000 SAM GH DK GO DB B RT sIHS
Student-t(6) 1.07 1.39 1.16 1.29 1.44 1.02 1.24 0.94
Fre´chet(2) 1.04 1.14 1.07 1.15 1.14 1.14 1.53 1.14
Cauchy 1.01 1.13 1.03 1.04 1.16 1.22 1.55 1.10
Loggamma 0.94 1.00 1.39 1.12 1.11 0.97 1.55 0.67
Burr(2,1) 1.00 1.38 1.24 1.11 1.09 1.11 1.72 0.71
negBias 1.00 1.11 0.87 1.21 0.87 1.21 1.23 2.16
Table 3: Efficiency values EFFq for p = 0.001 based on 2000 samples if
n = 500 and on 500 samples if n = 5000. Lowest (best) efficiency values are
highlighted in blue.
works superior on average.
In conclusion, we can see that SAMSEE performs very efficiently and com-
parable to kopt over all exemplary distributions. It works especially well for
estimating a high quantile. Only in the case of estimating γ for the Cauchy
distribution it performs worse than DK and GO, but still better than most
other approaches. Recalling the results of the simulation on the influence of
ρ in Table 1 in Section 3.1, it is not very surprising that SAMSEE performs
slightly weaker in this situation. There, the Cauchy distribution is the only
example we considered that benefits from estimating ρ instead of fixing it
to −1.
From Table 3 we furthermore observe that sIHS is a strong choice when
estimating high quantiles from small samples with n up to 5000. However,
the performance when estimating γ is quite variable and it seems that sIHS
does not perform particularly well for distributions with a small second or-
der parameter (ρ ≤ −1). This behaviour is already discussed in Section 2.1
and highlighted in Figure 2: sIHS selects smaller k than optimal for the Hill
estimator, especially if ρ is in the regime between −1 and −8.
The reason why some approaches perform worse on quantiles than they do
on γ is that the estimator qˆk(p) defined in (10) depends on γˆk in the expo-
nent and is thus very sensitive to overestimation in case of γ > 1. Hence,
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94 Threshold Selection in Univariate Extreme Value Analysis
when estimating a high quantile, an estimate γˆk that is too large will lead to
an even stronger overestimation of the quantile. This is why a few outliers
among the γ estimates can already cause much higher EFFq values.
5 Application to varying extreme value index
In this section we analyse our new procedures in a financial application,
where we study operational losses of a bank. We are, of course, particularly
interested in the distributional properties of very high losses. It has been
discussed before that it is reasonable to assume the distribution of such ex-
treme losses being heavy-tailed (Chavez-Demoulin et al., 2016; Moscadelli,
2004) and to change with the financial market over time (Hambuckers et al.,
2018; Cope et al., 2012). In this context, we want to estimate how the ex-
treme value index changes depending on the univariate covariate time. For
this task, we utilize the approaches presented in Sections 2 and 3 for locally
optimal selection of a threshold.
The observations of interest are operational losses from the Italian bank
UniCredit from 2005 to 2014. In Hambuckers et al. (2018) the data is
analysed in a regularized generalized Pareto regression approach including
several firm-specific, macroeconomic and financial indicators as covariates.
This approach describes the dependence of the GPD parameters on various
covariates via parametric functions.
We consider an easier and more direct approach to study the temporal de-
pendence of the extreme value index without taking into account possible
interference by other covariates. Our aim is to estimate the time dependent
extreme value index γ(t) non-parametrically with a simple ad hoc estimator
that extends the estimator from de Haan and Zhou (2017) by employing our
threshold selection procedures sIHS and SAMSEE. We present the estima-
tor in Section 5.1 and the results we obtain when applying this estimator to
the dataset of operational losses in Section 5.2.
5.1 Estimating a varying extreme value index
In de Haan and Zhou (2017), the authors already discussed estimating a
trend in the extreme value index non-parametrically. They consider n inde-
pendent random variables Xi ∼ Fi/n, where Fs ∈ DoA(Gγ(s)) for s ∈ [0, 1].
To address this problem, they introduce the following estimator for γ(s),
which locally applies the Hill estimator and is based on a global sample
21
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empirical confidence bounds.
fraction k,
γˆk(s) :=
1
2kh
∑
i∈In(s)
(
logXi − logX(b2nhc−b2khc,b2nhc)
)+
, (22)
where In(s) is the h-neighbourhood of s, i.e. In(s) := {i : |i/n − s| ≤ h}.
This estimator depends on the choice of the bandwidth h and the global
sample fraction k, which is then rescaled to 2kh for the individual regions
In(s). A small bandwidth h leads to very high variability in γˆk(s) and a
large value of h smooths out all interesting features. Thus, the choice of h
should balance these two effects.
We suggest a modification of their estimator, where we locally estimate an
optimal threshold kˆ(s), i.e.
γˆkˆ(s)(s) :=
1
kˆ(s)
∑
i∈In(s)
(
logXi − logX(b2nhc−kˆ(s),b2nhc)
)+
. (23)
To compare these two approaches, we repeat the simulation presented in
Figure 2 (i) in de Haan and Zhou (2017) on samples of size n = 5000 with
Xi ∼ Fre´chet(1/γ(i/n)) and γ(s) = 1+s. Figure 6 illustrates the benefits of
locally optimizing the threshold via SAMSEE from Section 3, as it strongly
tightens the empirical confidence interval around the average, which is ob-
tained from the 2.5% and 97.5% quantiles among 1000 estimates.
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Figure 7: The non-parametric estimate of the extreme value index of the
operational losses of type CPBP is presented using kˆ from SAMSEE (black)
and sIHS (dashed) and bandwidth h = 0.05. The red area indicates the
time of the financial and Euro crisis.
5.2 Functional extreme value index of operational losses
The operational losses in the dataset of UniCredit are grouped by the type
of event that caused the specific loss. We consider the event type CPBP,
which provides sufficient observations for our local estimation approach. The
CPBP losses are caused by clients, products and business practices related
to derivatives or other financial instruments.
First we want to test if the extreme value index is constant over time. Using
the test T4 from Einmahl et al. (2016), we can reject the null hypotheses
with a p-value that is virtually zero and thus are confident that the extreme
value index of the losses is indeed varying over time.
We apply the new methodology from (23) to these losses via estimating kˆ
with sIHS from Section 2 and the SAMSEE approach from Section 3. Figure
7 shows the estimates we obtain for the event type CPBP. It is clearly visible
that both procedures yield similar estimates for most time points and that
the simple ad hoc estimators recover an increase of the severity of high losses
during the financial and Euro crisis from 2008 to 2011. A similar overall
trend in the extreme value index can also be identified in the estimates of
Hambuckers et al. (2018) for CPBP.
For a more extensive discussion of the data and results of the more complex
model including further covariates we refer to Hambuckers et al. (2018).
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A Theoretical results and proof of Theorem 3
Lemma 1 (Distribution of the Hill estimator). Let X1, . . . , Xn
i.i.d.∼ F for
F ∈ DoA(Gγ) with γ > 0. Then the following distributional representation
for the Hill estimator holds,
γˆk =
1
k
k∑
i=1
log
(
X(n−i+1,n)
X(n−k,n)
)
D
= Gk + bn,k,
where Gk ∼ Γ(k, γ/k) and for bn,k it holds that
bn,k −→
{
0, if k/n→ 0,
bc, if k/n→ c,
as n→∞,
for some bc ∈ R.
Proof. From the first order condition
lim
t→∞
1− F (tx)
1− F (t) = x
−1/γ
follows that U = F↼(1−1/x) is regularly varying with index γ and there ex-
ists a slowly varying function `U , such that U(x) = x
γ`U (x). Let P1, P2, . . .
be i.i.d. random variables with distribution function 1 − 1/y. Note that
U(Pi)
D
= Xi. We define Y(k−i,k) := log(X(n−i,n)) − log(X(n−k,n)), for which
it follows that
Y(k−i,k)
D
= log
(
U(P(n−i,n))
U(P(n−k,n))
)
= γ log
(
P(n−i,n)
P(n−k,n)
)
+ log
(
`U (P(n−i,n))
`U (P(n−k,n))
)
.
Note that log(Pi) is standard exponentially distributed. By Lemma 3.2.3 in
de Haan and Ferreira (2006) follows for i.i.d. standard exponential random
variables E1, E2, . . . that
{
E(n−i,n) − E(n−k,n)
}k−1
i=1
D
=
{
E(k−i,k)
}k−1
i=0
.
Hence, we obtain for the Hill estimator that
γˆk
D
= γ
1
k
k−1∑
i=0
E(k−i,k) +
1
k
k−1∑
i=0
log
(
`U (P(n−i,n))
`U (P(n−k,n))
)
D
= Gk + bn,k,
where Gk ∼ Γ(k, γ/k) as the sum of i.i.d. exponentials and bn,k denotes the
second average.
If k/n → 0, P(n−k,n) → ∞ almost surely by Lemma 3.2.1 in de Haan and
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Ferreira (2006). Since `U is slowly varying, bn,k converges to zero almost
surely.
If k/n → c ∈ (0, 1], P(n−k,n) → 1/c in probability by Cor. 2.2.2 in de Haan
and Ferreira (2006). Thus, by the weak law of large numbers
bn,k
P−→ E
[
log
(
`U (P )
`U (1/c)
) ∣∣∣P > 1/c] =: bc, as n→∞.
Lemma 2. Let X1, . . . , Xn
i.i.d.∼ F for F ∈ DoA(Gγ) with γ > 0. Then
the following holds for SKK = (4 − k)/(2γˆkk) and SKK− = (4 + k)/(2γˆkk)
depending on the sample fraction k.
1. If k is finite,
• then E[SKK] + (2γ)−1 → 32γ(k−1) > 0, as n→∞.
• then E[SKK−]− (2γ)−1 → 52γ(k−1) > 0, as n→∞.
2. If k →∞, k/n→ 0,
• then E[SKK] + (2γ)−1 → 0, as n→∞.
• then E[SKK−]− (2γ)−1 → 0, as n→∞.
3. If k →∞, k/n→ c > 0
• and bc ≥ 0, then E[SKK] + (2γ)−1 → bc2γ(γ+bc) > 0, as n→∞.
• and bc ≤ 0, then E[SKK−]− (2γ)−1 → −bc2γ(γ+bc) > 0, as n→∞.
Proof. We proof these three alternative statements to obtain that the min-
imizing sequence k = kn is an intermediate sequence.
1. Let k be finite, by Lemma 1 holds that γˆk
D
= Gk + bk,n, where Gk ∼
Γ(k, γ/k) and bk,n → 0 as n→∞. Thus, as n→∞ it follows that
E[SKK] + (2γ)−1 → E
[
4− k
2Gkk
+
1
2γ
]
=
3
2γ(k − 1) ,
E[SKK−]− (2γ)−1 → E
[
4 + k
2Gkk
− 1
2γ
]
=
5
2γ(k − 1) .
2. The statement follows from the consistency of the Hill estimator and
the continuous mapping theorem.
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3. Let k → ∞ and k/n → c > 0, then it holds by Lemma 1 that γˆk D=
Gk + bk,n, where Gk
P→ γ and bk,n → bc as n→∞. Thus, as n→∞
E[SKK] + (2γ)−1 → −1
2(γ + bc)
+
1
2γ
=
bc
2γ(γ + bc)
, if bc > 0,
E[SKK−]− (2γ)−1 → 1
2(γ + bc)
− 1
2γ
=
−bc
2γ(γ + bc)
, if bc < 0.
Lemma 3. Let E1, . . . , En be i.i.d. standard exponential random variables
and k s.t. 1 ≤ k ≤ n and k → ∞ as n → ∞. We define the following
random variables,
Pk,n :=
√
k
(
1
k
k∑
i=1
Ei − 1
)
,
Qk,n :=
√
k
(
1
k
k∑
i=1
E2i − 2
)
,
Rk,n :=
√
k
(
1
k
k∑
i=1
eki+1Ei − 1
)
,
where eki :=
∑k
l=i l
−1 = E[E(k−i+1,k)]. Then it holds for n→∞ that
(Pk,n, Qk,n, Rk,n)
T D−→ N
(0, 0, 0)T ,
1 4 14 20 4
1 4 2
 .
Proof. We use the Crame´r-Wold device that gives us a joint normal limit
distribution if all linear combinations have an univariate normal limit dis-
tribution. For a1, a2, a3 ∈ R we study
(a1Pk,n + a2Qk,n + a3Rk,n) . (24)
To prove asymptotic normality for the sum in (24) we use Liapounov’s cen-
tral limit theorem (CLT), see Theorem 7.1.2. in Chung (1974). We consider
a sum Sn :=
∑k
i=1Xi,k of independent random variables fulfilling the fol-
lowing three conditions,
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1) E[Xi,k] = 0, ∀k ∀i,
2)
∑k
i=1 Var(Xi,k) = σ
2,
3) Γ(k) =
∑k
i=1 E[|Xi,k|3] −→ 0, as k →∞,
Then the CLT proves a standard normal limit for Sn. We define
Xi,k :=
1√
k
(
a1Ei − a1 + a2E2i − 2a2 + a3eki+1Ei − a3eki+1
)
for i = 1, . . . , k where ekk+1 := 0, such that
∑k
i=1Xi,k ≈(24), where ck ≈ c if
ck → c as k →∞ and the approximation error is due to
1
k
k−1∑
i=1
eki+1 =
1
k
k−1∑
i=1
1
k
k∑
l=i+1
1
l/k
≈
∫ 1
1
k
∫ 1
v
1
u
dudv = −
∫ 1
1
k
log(v)dv →
k→∞
1.
Now we have to check the three conditions. Condition 1) follows immediately
from E[Ei] = 1 and E[E2i ] = 2. For condition 2) we need to calculate the
variance
Var(Xi,k) = Var
(
1√
k
(
a1Ei − a1 + a2E2i − 2a2 + a3ekiEi − a3eki
))
=
1
k
(
a21Var(Ei) + a
2
2Var(E
2
i ) + a
2
3(e
k
i+1)
2Var(Ei)
+ 2(a1a2 + a2a3e
k
i+1) Cov(Ei, E
2
i ) + 2a1a3Var(Ei)
)
=
1
k
(
a21 + 20a
2
2 + a
2
3(e
k
i+1)
2 + 8(a1a2 + a2a3e
k
i+1) + 2a1a3
)
,
since Var(Ei) = 1, Var(E
2
i ) = 20 and Cov(Ei, E
2
i ) = E[E3i ]−E[E2i ]E[Ei] = 4.
With the approximation
1
k
k−1∑
i=1
(eki+1)
2 ≈
∫ 1
1
k
(∫ 1
v
1
u
du
)2
dv →
k→∞
2
follows that
k∑
i=1
Var(Xi,k) = a
2
1 + 20a
2
2 + 2a
2
3 + 8a1a2 + 8a2a3 + 2a1a3.
Condition 3) holds with
Γ(k) =
1
k
√
k
k∑
i=1
E
[∣∣(a1 + a3eki )(Ei − 1) + a2(E2i − 2)∣∣3] = c√
k
→ 0, (25)
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as k → ∞ and for a constant c > 0, since the exponential distribution has
finite moments and
∑k
i=1(e
k
i+1)
3/k ≈ 6. Thus, we obtain that
k∑
i=1
Xi,k
D−→ N (0, a21 + 20a22 + 2a23 + 8a1a2 + 8a2a3 + 2a1a3).
This is the limiting distribution of the sum in (24) and also follows from the
joint normal distribution.
Lemma 4. Let X1, . . . , Xn
i.i.d.∼ F for F ∈ DoA(Gγ) with γ > 0 and
P1, P2, . . . be i.i.d. random variables with distribution function 1− 1/y. We
define
γˆk :=
1
k
k∑
i=1
log
(
X(n−i+1,n)
X(n−k,n)
)
, Mn :=
1
k
k∑
i=1
log
(
X(n−i+1,n)
X(n−k,n)
)2
,
Y E :=
1
k
k∑
i=1
log
(
X(n−i+1,n)
X(n−k,n)
)
eki , and e
k
i :=
k∑
l=i
1
l
.
If the second order condition
lim
t→∞
U(tx)
U(t) − xγ
A(t)
= xγ
xρ − 1
ρ
holds for ρ < 0 and x > 0, then
γˆk
D
= γ + γPk,n/
√
k +
A(Y(n−k,n))
1− ρ + op(A(n/k)), (26)
Mn
D
= 2γ2 + γ2Qk,n/
√
k +
2γ(2− ρ)
(1− ρ)2 A(Y(n−k,n)) + op(A(n/k)), (27)
Y E
D
= 2γ + γ(Pk,n +Rk,n)/
√
k +
2− ρ
(1− ρ)2A(Y(n−k,n)) + op(A(n/k)). (28)
Proof. The results in (26) and (27) are already stated in the proof of Theo-
rem 1 in de Haan and Peng (1998).
To prove (28) we follow the proof of the asymptotic normality of the Hill esti-
mator in de Haan and Ferreira (2006). Let A0 be such that A(t)/A0(t)→ 1,
as t → ∞. Then, for each  > 0 there exists a t0 such that for t ≥ t0 and
x ≥ 1 the inequality in Theorem B.2.18 in de Haan and Ferreira (2006)
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holds. For t = Pn−k,n and x = P(n−i,n)/P(n−k,n) we obtain that
Y E
D
=
γ
k
k∑
i=1
log
(
P(n−i+1,n)
P(n−k,n)
)
eki +A0(P(n−k,n))
1
k
k∑
i=1
(
P(n−i+1,n)
P(n−k,n)
)ρ − 1
ρ
eki
+ op(1)|A0(P(n−k,n))|
1
k
k∑
i=1
(
P(n−i+1,n)
P(n−k,n)
)ρ+
eki .
The second term can be approximated by
1
k
k∑
i=1
(
P(n−i+1,n)
P(n−k,n)
)ρ − 1
ρ
eki →
∫ 1
0
v−ρ − 1
ρ
∫ 1
v
1
u
dudv =
2− ρ
(1− ρ)2 ,
and for the third term holds
1
k
k∑
i=1
(
P(n−i+1,n)
P(n−k,n)
)ρ+
eki →
∫ 1
0
v−ρ−
∫ 1
v
1
u
dudv =
1
(1− ρ− )2 ,
as k → ∞. Note that for E1, . . . , En i.i.d. standard exponential random
variables follows by Re´nyi’s representation that
{
log
(
P(n−i+1,n)
P(n−k,n)
)}k
i=1
D
=
{
E(k−i+1,k)
}k
i=1
D
=

k∑
j=i
Ej
j

k
i=1
.
This distributional equality enables the following transformations,
k∑
i=1
log
(
P(n−i+1,n)
P(n−k,n)
)
eki
D
=
k∑
i=1
eki
k∑
j=i
Ej
j
=
k∑
i=1
Ei
i
i∑
j=1
ekj =
k∑
i=1
Ei
i
(
ieki+1 +
i∑
j=1
i∑
l=j
1
l
)
=
k∑
i=1
Ei
i
(
i+ ieki+1
)
=
k∑
i=1
Ei +
k∑
i=1
Eie
k
i+1.
Thus,
γ
k
k∑
i=1
log
(
P(n−i+1,n)
P(n−k,n)
)
eki
D
= 2γ + γ
((1
k
k∑
i=1
Ei − 1
)
+
(1
k
k∑
i=1
Eie
k
i+1 − 1
))
= 2γ + γ (Pk,n +Rk,n) /
√
k.
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Combining the above arguments as in the proof of Theorem 3.2.5 in de Haan
and Ferreira (2006) gives (28).
Lemma 5. For k →∞, k/n→ 0 and k/K → c with 0 < c < 1,
Cov(RK,n, Rk,n) → 2c− c log(c)√
c
,
Cov(RK,n, Pk,n) → c− c log(c)√
c
, as n→∞,
where Rk,n and Pk,n are defined in Lemma 3.
Proof. Let E1, E2, . . . be i.i.d. standard exponential random variables, where
Cov(Ei, Ej) is equal to 1 if i = j and 0 otherwise. Then
Cov(RK,n, Rk,n) = Cov
(
k∑
i=1
Ei
eki+1√
k
,
K∑
i=1
Ei
eKi+1√
K
)
=
k∑
i=1
K∑
j=1
eki+1√
k
eKj+1√
K
Cov(Ei, Ej) =
√
k√
K
1
k
k∑
i=1
(
1
k
k∑
l=i+1
1
l/k
)(
1
K
K∑
l=i+1
1
l/K
)
≈
√
k√
K
1
k
k∑
i=1
(∫ 1
(i+1)/k
1
u
du
)(∫ 1
(i+1)/K
1
u
du
)
≈ √c
∫ 1
0
log(v)2 − log(v) log(c)dv = 2√c−√c log(c),
where ck ≈ c again denotes that ck → c as k →∞.
In the same way we obtain
Cov(RK,n, Pk,n) =
k∑
i=1
K∑
j=1
1√
k
eKj+1√
K
Cov(Ei, Ej)
≈
√
k√
K
1
k
k∑
i=1
(∫ 1
(i+1)/K
1
u
du
)
≈
√
k√
K
∫ 1
0
(∫ 1
cv
1
u
du
)
dv
=
√
c−√c log(c)
Theorem 4. Let γ¯k :=
1
k
∑k
i=1 γˆi denote the average over Hill estimates.
Further let X1, . . . , Xn be i.i.d. random variables with distribution function
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F ∈ DoA(Gγ), γ > 0. If
lim
t→∞
U(tx)
U(t) − xγ
A(t)
= xγ
xρ − 1
ρ
, (29)
with U(x) := F↼
(
1− 1x
)
holds and k →∞ and k/n→ 0 as n→∞,
√
k (γ¯k − γ) D−→ N
(
λ
(1− ρ)2 , 2γ
2
)
.
with λ := lim
k→∞
√
kA(n/k).
Proof. First we have to rewrite the average over the Hill estimator,
γ¯k =
1
k
k∑
i=1
γˆk =
1
k
k∑
i=1
1
i
i∑
j=1
log
(
X(n−j+1,n)
X(n−i,n)
)
=
1
k
k∑
i=1
logX(n−i+1,n)
k∑
j=i
1
j
− 1
k
k∑
i=1
logX(n−i,n)
=
1
k
k∑
i=1
log
(
X(n−i+1,n)
X(n−k,n)
) k∑
j=i
1
j
− 1
k
k∑
i=1
log
(
X(n−i,n)
X(n−k,n)
)
= Y E − γˆk + 1
k
log
(
X(n,n)
X(n−k,n)
)
,
where Y E is defined in Lemma 4. Following the proof of Lemma 4 it holds
that the last term above is in distribution equal to
γ
k
log
(
P(n,n)
P(n−k,n)
)
+
A(P(n−k,n))
k
(
P(n,n)
P(n−k,n)
)ρ − 1
ρ
+ op(1)
|A(P(n−k,n))|
k
(
P(n,n)
P(n−k,n)
)ρ+
.
From Corollary 2.2.2 in de Haan and Ferreira (2006) follows that
k
n
P(n−k,n)
P−→ 1, and P(n,n)
kP(n−k,n)
P−→ 1, as n→∞.
Thus,
(
log(X(n,n))− log(X(n−k,n))
)
/k = Op(log(k)/k) +Op(A(n/k)/k), and
by Lemma 4 follows
γ¯k
D
= γ + γRk,n/
√
k +
A(n/k)
(1− ρ)2 + op(A(n/k)) +Op(log(k)/k).
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Theorem 5. Let γ¯up,K,k :=
1
K−k+1
∑K
i=k γˆi be the upper mean and k and
K intermediate sequences, i.e. k → ∞ and k/n → 0, as n → ∞. Further,
let
√
kA(n/k) → λ and k/K → c with 0 < c < 1. Under the conditions of
Theorem 4, it holds that
√
k(γ¯up,K,k − γ) D−→ N
(
λ
(1− ρ)2
cρ − c
1− c ,
2γ2c
1− c
(
1 +
c log(c)
1− c
))
.
Proof. We can write the upper mean as a combination of two averaged Hill
estimators and apply Theorem 4,
γ¯up,K,k =
K
K − k + 1 γ¯K −
k
K − k + 1 γ¯k
D
= γ + γ
K
K − k + 1RK,n/
√
K − γ k
K − k + 1Rk,n/
√
k
+
K
K − k + 1
A(n/K)
(1− ρ)2 −
k
K − k + 1
A(n/k)
(1− ρ)2 + op(A(n/K)).
We approximate k/K by c and obtain
√
k(γ¯up,K,k − γ) D= γ
√
c
1− cRK,n − γ
c
(1− c)Rk,n
+
1
1− c
√
kA(n/K)
(1− ρ)2 −
c
(1− c)
√
kA(n/k)
(1− ρ)2 + op(1).
Now we need the covariance between Rn,k and Rn,K , see Lemma 5, and
apply the following property of regular varying functions,
√
kA(n/K) =
√
kA(n/k)
A(cn/k)
A(n/k)
→ λcρ, as n→∞.
This leads to
√
K(γ¯up,K,k − γ)
D−→ N
(
λ
(1− ρ)2
cρ − c
1− c ,
γ2c
(1− c)2
(
2 + 2c− 2√c
(2c− c log(c)√
c
)))
.
Proof of Theorem 3. The bias estimator is defined as b¯up,K,k = γ¯up,K,k− γ¯K
in equation (14). Thus, we can utilize the asymptotic normality results for
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γ¯k and γ¯up,K,k in Theorem 4 and 5. Following the proofs of these theorems
it holds that
√
k b¯up,K,k
D
= γ
k − 1
K − k + 1
√
k√
K
RK,n − γ k
K − k + 1Rk,n
+
k
K − k + 1
√
k(A(n/K)−A(n/k))
(1− ρ)2 +
√
k
(
op(A(n/K)) + op(A(n/k))
)
.
Here the random variable Rk,n is defined in Lemma 3 and we know that Rk,n
has a normal limit distribution. With Lemma 3 and Lemma 5 we obtain
the following variance,
Var
(
γ
k − 1
K − k + 1
√
k√
K
RK,n − γ k
K − k + 1Rk,n
)
≈ γ2
(( c√c
1− c
)2
Var(RK,n) +
( c
1− c
)2
Var(Rk,n)− 2 c
2√c
(1− c)2 Cov(Rn,K , Rn,k)
)
≈ γ2 2c
3 + 2c2 − 4c3 + 2c3 log(c)
(1− c)2 =
2γ2c2
1− c
(
1 +
c log(c)
1− c
)
,
The bias term of the normal limit is
k
K − k + 1
√
k(A(n/K)−A(n/k))
(1− ρ)2 →
λ
(1− ρ)2
c(cρ − 1)
1− c ,
as n → ∞, which follows from the regular variation of A and due to√
kA(n/k)→ λ. Since
√
k
(
op(A(n/K)) + op(A(n/k))
)
= op(1),
the statement of the theorem follows immediately.
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