ABSTRACT
Introduction
Recovering a stochastic signal from discrete samples or assessing the information lost in the sampling process are the fundamental problems in sampling and interpolation theory. An essential question of the theory of approximation of random functions is the problem of determining the classes of approximant.
We start with the Paley-Wiener class P W 2 ω of all non-random complex-valued L 2 (R)-functions whose Fourier spectrum is bandlimited to [−ω, ω) , see (Higgins, 1996) . The classical Whittaker-Shannon-Kotel'nikov sampling theorem states that any f ∈ P W 2 ω can be reconstructed at arbitrary point x by its values at points 
Although this formula yields an explicit reconstruction of f (x), it is usually considered to be of theoretical interest only, because it requires computations of infinite sums. In practice,
we truncate the series in (1). Typically, to estimate f (x) we should only use the values of the function at points around x, for example {n : n − For a study of time shifted sampling schemes and numerous references, see (Flornes et al., 1999) ; (Micchelli et al., 2009) ; (Olenko and Pogány, 2006 .
Then the second problem arises. By physical and applications reasons the measured samples in practice may not be the values of the measured function f precisely at the sample time nπ w , but only the local average of the function f around nπ w
. So, the measured sample values are
for some sequence u := u n (x) n∈Z of non-negative, normalized, that is 1, u n ≡ 1, averaging functions.
The local averaging models and methods were introduced by Gröchenig (1992) , and developed by Lei (1998, 2000) . Recently Zhou (2002, 2003) , gave some results in this direction, while the stochastic counterpart of the average sampling was intensively studied by He et al. (2006 He et al. ( , 2007 , see also their references inside. The interested reader can consult, for example, the exhaustive list of references in (He at al., 2007) too.
However, the mentioned stochastic average sampling results were restricted to weakly stationary stochastic processes ξ, while the approximation average sampling sums were used around the origin. The obtained error reconstruction bounds were derived under various decay assumptions on the function f for the deterministic case or covariance functions for the stochastic case. The error reconstruction bounds were not sharp in the sense that they are constant and do not depend on the time variable x. It has to be mentioned as well that no extremal functions were given in the listed works for the average approximation problem.
The third problem is that the stationarity assumption is unacceptable for many practical problems in signal processing. In recent years there has been growing interest in various specific models of nonstationarity. The concept of harmonizability is a natural generalization of stationarity that includes a large class of nonstationary processes, while retaining some spectral representations of stationary processes, see section 2. A wide class of real systems has the output which is a harmonizable process, see (Bochner, 1956 ). Our intention is to extend the mentioned above stochastic sampling results to the time shifted average sampling, considered for harmonizable processes. New techniques are required to obtain the desired results.
The paper addresses these three problems. We study the time shifted finite average sampling sums
in approximating the initial stochastic signal ξ(t) by the weighted averages of ξ over J n (t) :=
The aim of the article is to derive some reasonably simple efficient truncation error upper bounds appearing in the approximation ξ(t) ≈ A u,N (ξ; t). The mean-square sampling truncation error
is investigated. We do not assume any decay conditions and construct sharp upper bounds on T u,N (ξ; t) adapted to the time variable t.
In comparison with all previous approaches our method is superior in obtaining very simple minimal, time shifted truncation error upper bounds in interpolating the harmonizable class process with Paley-Wiener class kernel function in its spectral representation.
The organization of this article is the following. In Section 2 we introduce the necessary background from the theory of harmonizable stochastic processes. In the third section some Piranshvili's results are adapted to the time shifted sampling procedures. In §4 we formulate and prove some auxiliary results on stochastic shifted average sampling. This section also contains the main theorem and its corollaries. Conclusions are made in section 5.
A Brief Review of Piranashvili Processes
In this section we give some key results concerning harmonizable processes and their spectral representations with respect to bimeasures.
Let {ξ(t), t ∈ R} be a centered second order random process defined on certain fixed probability space (Ω, F, P). Further, let the process ξ(t) have a covariance function (associated to some domain Λ ⊆ R with some sigma-algebra σ(Λ)) in the form:
where, for each λ ∈ Λ, f (·, λ) can be extended to the complex plane as an complex analytic exponentially bounded kernel function, that is, for some
Notice that the sample function ξ(t) ≡ ξ(t, ω 0 ) and f (t, λ) possess the same exponential types, see (Belyaev, 1959; Theorem 4) , and (Piranashvili, 1967; Theorem 3) . Then, by the Karhunen-Cramér theorem the process ξ(t) has the spectral representation
where Z ξ (·) is a stochastic measure and
Such a process will be called Piranashvili process in the sequel, see (Piranashvili, 1967) , and (Pogány, 1999) .
Being f (t, λ) entire, it possesses the Maclaurin expansion
Since the exponential type of f (t, λ) is equal to γ, then for all w > γ there holds
and the series converges uniformly in the mean square and almost surely (Piranashvili, 1967;  Theorem 1). This result we call Whittaker-Kotel'nikov-Shannon (WKS) stochastic sampling theorem (Pogány, 1999) .
The class of Piranashvili processes includes various well known subclasses of stochastic processes. Some particular cases of Piranashvili processes are listen below. Specifying (2) one easily concludes the Karhunen-representation of the covariance function
Also, putting f (t, λ) = e itλ in (2) one gets the Loève-representation:
Here is c(λ) = |λ| and, therefore, WKS-formula (4) holds for all w > γ = sup |Λ|.
Note that the Karhunen process with the Fourier kernel f (t, λ) = e itλ is the weakly stationary stochastic process having the covariance
A deeper insight into different kinds of harmonizabilities is presented in (Kakihara, 1997) ; (Priestley, 1988) ; (Rao, 1982) , and the related references therein. Finally, using Λ = [−w, w]
for some finite w in this consideration, we get the band-limited variants of processes of the same kind.
Truncation Errors in Sampling of Piranashvili Processes
In this section we adapt some Piranshvili's results on stochastic sampling to the time shifted sampling procedures. First of all we introduce few auxiliary results. Let N x stand for the integer nearest to xw/π, x ∈ R, and let us denote
In what follows, the series 
Then for all z ∈ Γ N (x) and large enough N ∈ N it holds
Proof. The estimate can be obtained by the contour integration method. We adapt Piranashvili's results see (Piranashvili, 1967; p. 648) to the set I N (x) in the following way. We use the notation ∂Γ N (x) for the boundary of the set Γ N (x). By Cauchy's residue theorem
we obtain the left side of the inequality (5). Then we derive the right hand side upper bound by using the classical upper estimate for entire functions of exponential type γ < w, see (Achieser, 1992) .
Here and in what follows we denote by
the time shifted truncated WKS restoration sum for the stochastic process ξ.
Theorem 2 Let ξ(t) be a Piranashvili process with exponentially bounded kernel function f (t, λ) and let
Then for all t ∈ R and large enough N, we have
Proof. If ξ(t) is a Piranashvili process, then by the spectral representation formula (3) we obtain that the truncated sampling sum (6) can be expressed (in the mean square sense) in the form
where
Now, combining the above formulae with (3) yields that
Denote
Applying Theorem 1 twice to (9), we deduce that
completing the proof. (8) 
Remark 1 Let us point out that the straightforward consequence of
and the Borel-Cantelli lemma.
In this section we derive some simple efficient mean square truncation error upper bounds appearing in the approximation ξ(t) ≈ A u,N (ξ; t).
Instead of the approach used by Song et al. (2007) , we take time shifted finite average sampling sums (consult Pogány, 2006, 2007) ) in approximating the initial stochastic signal ξ. First, we consider the weighted averages of ξ(t) over J n (t) =
instead of the measured values at nπ/w, n ∈ I N (t) .
Suppose that the following assumption holds true:
Let us define the time shifted average sampling approximation sum in the form
and its truncated variant as
We will study the mean-square, time shifted average sampling truncation error
Lemma 1 Let ξ(t) be a Piranashvili process with the covariance B(t, s) ∈ C 2 (R), satisfying sup R B ′′ (t, t) < ∞. Let (p, q) be a conjugated Hölder pair of exponents:
B(t, s) on the plane satisfies
Having in mind (2), the properties of the sequence u of averaging functions and (12), we
being u normalized. For the sake of brevity, let us denote by H σ (n, m) the sup-term in the last display. Then, by the Hölder inequality with conjugate exponents p > 1 and q, we get
It is not hard to see that for all n, m ∈ I N (t) there holds
Applying the Cauchy-Bunyakovsky-Schwarz inequality to ∂ 2 B, we deduce
It remains to evaluate the sum of the qth power of the sinc-functions. Since
we conclude
Collecting all these estimates, we deduce (10).
We are ready to formulate our main upper bound result for the mean square, time shifted average sampling truncation error T u,N (ξ; t). The almost sure sense restoration procedure will be treated too.
Since we use the average sampling sum A u,N (ξ; t) instead of Y N (ξ; t), to obtain asymptotically vanishing T u,N (ξ; t), it is not enough letting N → ∞ as in Remark 1. For the average sampling reconstruction we need some additional conditions upon w or σ to guarantee smaller average intervals for larger/denser sampling grids.
Theorem 3 Let the assumptions of Theorem 2 and Lemma 1 hold true. Then
where L 0 and C q (t) are given respectively by (7) and (11).
for all t ∈ R.
Proof. By direct calculation we deduce
Thus, we get the asserted upper bound by (8) and (10). Hence, for σ = o N −1/p , we obtain convergence in mean square.
To derive (14), we apply the Chebyshov inequality:
where K is a suitable absolute constant.
An application of the Borel-Cantelli lemma results in the a.s. convergence (14), which completes the proof. . In this case we can replace the estimate (13) by
Hence, instead of the estimate (10) in Lemma 1 we obtain 
In this case

The importance of the approximate sampling procedures for investigations of aliasing errors in sampling restorations and various conditions on the joint asymptotic behaviour of
N and w were discussed in detail in (Olenko and Pogány, 2006) .
Conclusions
We have analyzed truncation error upper bounds in time shifted average sampling restorations for the stochastic initial signal case. The general class of harmonizable stochastic processes was studied. The convergence of the truncation error to zero was discussed. The results are obtained under simple conditions. The conditions are weaker than those in the former literature: there are no any assumptions on decay rates of correlation or kernel functions. The analysis is new and provides a constructive algorithm for determining the number of terms in the sampling expansions to ensure the approximation of stochastic processes with given accuracy.
However, certain new questions immediately arise:
