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E-mail addresses: xywu@nju.edu.cn (X. Wu), waRecently, Fang and Ming [Y.L. Fang, Q.H. Ming, Embedded pair of extended Runge–Kutta–
Nyström type methods for perturbed oscillators, Appl. Math. Modelling 34 (2010) 2665–
2675] constructed an embedded pair of extended Runge–Kutta–Nyström type methods
for perturbed oscillators based on the order conditions of extended Runge–Kutta–Nyström
type methods proposed by Yang et al. [H.L. Yang, X.Y. Wu, X. You, Y.L. Fang, Extended RKN-
type methods for numerical integration of perturbed oscillators, Comput. Phys. Commun.
180 (2009) 1777–1794]. The authors applied their embedded pair to one-dimensional
and two-dimensional problems in numerical experiments. However, the extended Run-
ge–Kutta–Nyström type methods by Yang et al. are designed for one-dimensional per-
turbed oscillators or systems of perturbed oscillators with a diagonal and positive semi-
deﬁnite matrix M and a function f(y). For multidimensional perturbed oscillators
y00 +My = f(y) with M 2 Rmm, a symmetric positive semi-deﬁnite matrix, the order condi-
tions of the extended RKN-type methods must be reanalyzed. In this paper, the order con-
ditions for the multidimensional perturbed oscillators are stated and accordingly Fang
et al.’s ERKN method of order ﬁve for systems of perturbed oscillators is reconsidered.
The numerical experiments of the ﬁfth order ERKNmethod for multidimensional perturbed
oscillators are accompanied in comparison with some existing well-known methods in the
scientiﬁc literature.
 2011 Elsevier Inc. All rights reserved.1. Introduction
Mathematical models of problems in science and engineering often involve one or more ordinary differential equations.
Numerical methods of ordinary differential equations play the central role in a multitude of applications. In applied math-
ematics, mechanics, physics, astronomy, molecular biology and engineering, for modeling physical processes one often needs
to integrate numerically second-order initial value problems of the formy00ðtÞ þMyðtÞ ¼ f ðt; yðtÞÞ; t 2 ½t0; T;
yðt0Þ ¼ y0; y0ðt0Þ ¼ y00;

ð1ÞwhereM 2 Rmm is a symmetric positive semi-deﬁnite matrix (stiffness matrix) that implicitly contains the main frequencies
of the problem, f : R Rm ! Rm; y0 2 Rm; y00 2 Rm. For example, the method of lines is applied to wave equations, where spa-
tial derivatives are approximated by appropriate ﬁnite difference formulas. This converts each partial differential equation. All rights reserved.
ience Foundation of China under Grant 10771099 and the Specialized Research Foundation for the
20100091110033.
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scientiﬁc literature on the numerical integration of the system (1) were mostly concerned with the one-dimensional casey00ðtÞ þx2yðtÞ ¼ f ðt; yðtÞÞ; t 2 ½t0; T;
yðt0Þ ¼ y0; y0ðt0Þ ¼ y00;
(
ð2Þor with the case where the frequency matrix M ¼ x2I is a diagonal matrix.
Via the B-series theory, new approaches to constructing RKN-type methods for perturbed oscillators (2) have become
available and we refer the reader to [1–6]. These ARKN methods (RKN methods adapted to perturbed oscillators (1)) mod-
iﬁed the updates of the classical Runge–Kutta–Nyström (RKN) methods so that they can be able to integrate the unperturbed
problem y00 +x2y = 0 exactly. Taking into account the special structure of the Eq. (2) caused by the term x2y and reforming
further the classical Runge–Kutta–Nyström (RKN) methods Yang et al. [7] proposed a new family of extended RKN (ERKN, in
short notation) methods, which inherit the oscillatory feature of the unperturbed oscillators in both the internal stages and
the updates. The pioneer work of ARKN methods from one-dimensional case to multidimensional case can be found in [8],
but is not satisfactory (see [6] in details). Afterwards Wu et al. successfully extended the ARKN methods from one-dimen-
sional version to the multi-dimensional version [9,10]. For systems of perturbed oscillators with a diagonal and positive
semi-deﬁnite matrixM, Yang et al. [7] proposed ERKN methods, but multidimensional ERKN methods for the general system
(1) must be reformulated and the order conditions need to be restated based on the B-series theory associated with the ex-
tended Nyström trees (EN-trees, in short notation) presented in [7].
This paper is organized as follows. For the misleading of multidimensional ERKNmethods with matrix decomposition, we
show the obstacles from one-dimension to multi-dimension using matrix-decomposition based on Yang et al.’s approach [7]
in Section 2. In Section 3 we restated these ERKN methods and the corresponding order conditions for the multidimensional
case. Section 4 is concerned with the implementation issues of the multidimensional ERKN methods for systems of per-
turbed oscillators (1) and a ﬁfth order ERKN method for multidimensional perturbed oscillators (1) is considered with
numerical experiments compared with some existing well-known methods in the scientiﬁc literature. Section 5 is devoted
to conclusions.
2. Obstacles of multidimensional ERKNmethods using matrix decomposition from one-dimension to multi-dimension
When M is diagonal with nonnegative entries in (1), namely,y00ðtÞ þx2yðtÞ ¼ f ðyðtÞÞ; t 2 ½t0; T;
yðt0Þ ¼ y0; y0ðt0Þ ¼ y00;
(
ð3Þwherex2 is anm m diagonal matrix with nonnegative entries, the deﬁnition of ERKN methods proposed by Yang et al. [7].
Deﬁnition 2.1. An s-stage extended Runge–Kutta–Nyström-type method (ERKN) for the numerical integration of the IVP (3)
is deﬁned by the following scheme8Yi ¼ /0ðcivÞyn þ ci/1ðcivÞhy0n þ h2
Ps
j¼1
aijðvÞf ðYjÞ; i ¼ 1; . . . ; s;
ynþ1 ¼ /0ðvÞyn þ /1ðvÞhy0n þ h2
Ps
i¼1
biðvÞf ðYiÞ;
hy0nþ1 ¼ v2/1ðvÞyn þ /0ðvÞhy0n þ h2
Ps
i¼1
biðvÞf ðYiÞ;
>>>><
>>>>>:
ð4Þwhere v = hx. In (4), the coefﬁcients aijðvÞ; biðvÞ, i, j = 1, . . . ,s are even functions of v since the integrals in (4) are even func-
tions of v,/0ðvÞ ¼
X1
k¼0
ð1Þk v
2k
ð2kÞ!
and/1ðvÞ ¼
X1
k¼0
ð1Þk v
2k
ð2kþ 1Þ! :Now we turn to the numerical integration of multidimensional perturbed oscillators (1). In Yang et al.’ ERKN methods (4),
one may believe that using matrix-decomposition could extend M to symmetric positive semi-deﬁnite matrices easily. But,
unfortunately, it is not true from the standpoint of scientiﬁc computing.
From the elementary theory of matrices, since M is symmetric positive semi-deﬁnite, there exist an orthogonal matrix P
and a positive semi-deﬁnite diagonal matrix X so that M can be expressed asM ¼ PTX2P ¼ PTXP|ﬄ{zﬄﬄ}
W
PTXP|ﬄ{zﬄﬄ}
W
¼W2:
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one may think that (1) is equivalent toz00ðtÞ þX2zðtÞ ¼ Pf ðPTzðtÞÞ; t 2 ½t0; T;
zðt0Þ ¼ z0 ¼ Py0; z0ðt0Þ ¼ z00 ¼ Py00
(
ð5Þin mathematical sense. Here we should note the fact that the perturbing force in the transformed system (5) has been chan-
ged into~f ðzÞ ¼ Pf ðPTzðtÞÞ;
which is more expensive than f(y(t)) to calculate point by point and step by step as z(t) is changed with t.
Since matrixX is diagonal, ERKN methods in [7] can now be applied to the transformed system (5) straightforwardly and
then give the following transformed scheme8Zi ¼ /0ðcihXÞzn þ hci/1ðcihXÞz0n þ h2
Ps
j¼1
aijðhXÞPf ðPTZjÞ;
znþ1 ¼ /0ðhXÞyn þ h/1ðhXÞz0n þ h2
Ps
j¼1
biðhXÞPf ðPTZiÞ;
hz0nþ1 ¼ h2X2/1ðhXÞzn þ h/0ðhXÞz0n þ h2
Ps
j¼1
biðhXÞPf ðPTZiÞ:
>>>>><
>>>>:
ð6ÞIt is true in pure mathematics that system (1) is equivalent to (5). However, the common computational practice tells the
fact that numerical mathematics is totally different from pure mathematics. It is clear and well-known that the equivalence
in mathematical sense does not ensure the equivalence in numerical sense. Now let us show the following observations and
analysis in detail.
(i) Using diagonalizationM ¼ PTX2P
in numerical computation means more computational cost must be required and at least extra double storage space in
a digital computer must be charged heavily since at least two matrices M and P must be employed in the machine
arithmetic besides X.(ii) It should be pointed out that in actual computation both matrices P and X can be available approximately, conse-
quently, the error propagation brought by the approximation must be estimated in advance.
(iii) For calculating the vectors transformed
zðtÞ ¼ PyðtÞ and Pf ðPTzÞ
point by point in each step again more and more computational cost will be charged. It should be also noted that usually f
is nonlinear, which is more expensive to evaluate than the linear part.(iv) The accuracy of decomposition M  PTX2P in actual computation depends on the condition numbers with respect to
eigenvalues of matrix M. Especially, in ill-conditioned case the decomposition may be not reliable and lead to unfa-
vorable problems.
(v) For the special matricesMwith structure (e.g., band matrix etc.), the transformation cannot make full use of the poten-
tial and possible properties offered by the structure, which may simplify and reduce the cost of evaluations and stor-
age space.
Of course, formula (6) can also be denoted by y(t). To this end, however, a large number of additional matrix evaluations must
be involved due to using the transformation. In fact, multiplying matrix PT in each step and denotingYi ¼ PTZi yn ¼ PTzn
giveYi ¼ /0ðcihWÞyn þ hci/1ðcihWÞy0n þ h2
Ps
j¼1
aijðhWÞf ðYjÞ;
ynþ1 ¼ /0ðhWÞyn þ h/1ðhWÞy0n þ h2
Ps
j¼1
biðhWÞf ðYiÞ;
hy0nþ1 ¼ h2W2/1ðhWÞyn þ h/0ðhWÞy0n þ h2
Ps
j¼1
biðhWÞf ðYiÞ:
8>>>>><
>>>>>:
ð7ÞWe also should notice that
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in (7).Thismeansthat inorder toexpress theapproximatesolution inoriginalvariabley throughthetransformedscheme, thematrix
Wmust be calculated by (8). Undoubtedly, the evaluation matrixW is expensive so are /iðhWÞ; biðhWÞ; biðhWÞ and aij(hW).
From the analyses stated above, it is very clear that the complexity for both running time and storage space in numerical
computation brought by the equivalence in mathematical sense will lead to very serious problems and signiﬁcant draw-
backs. More exactly, the equivalence is at the cost of extra matrix–matrix computations and a large number of storage spaces
in a computer. Moreover, extra error may be produced by using the matrix-decomposition. Therefore, the conclusion is that
the transformation is expensive in computational complexity and the effective multidimensional ERKN methods for multi-
dimensional perturbed oscillators (1) should be explored further.
3. Multidimensional ERKN methods for multidimensional perturbed oscillators (1)
In this section we consider the effective ERKN methods for the numerical integration of multidimensional perturbed
oscillators (1) and the corresponding order conditions.
Asmentioned in Section1 the author of paper [8]was theﬁrstwhoattempted to extendARKNmethods in [1] fromthe scalar
equations to the systems. But the order conditions inpaper [8] are basedon theone-dimensional theory. Likewise, the approach
in Yang et al. [7] on the ERKN methods, the matrix M is only diagonal with nonnegative entries and the obstacles from one-
dimension to multi-dimension in terms of matrix-decomposition are shown in Section 2. The extension of neither the ARKN
methods nor the ERKNmethods to systems of perturbed oscillators can be straightforward. Using the B-series theory, the suc-
cessful extension of ARKNmethods from scalar equations to systems can be found inWu el al. [9] and from the analysis in Sec-
tion 2, multi-dimensional ERKNmethods for multidimensional perturbed oscillators (1) should be restated as well.
Firstly, we deﬁne/0ðMÞ :¼
X1
k¼0
ð1ÞkMk
ð2kÞ! ; /1ðMÞ :¼
X1
k¼0
ð1ÞkMk
ð2kþ 1Þ! : ð9ÞThen we have the following results for the exact solution of the system (1) and its derivative.
Theorem 3.1. If M 2 Rmm is a symmetric positive semi-deﬁnite matrix and f : Rm? Rm is continuous in (1), then the solution of
(1) and its derivative satisfyyðtÞ ¼ /0ððt  t0Þ2MÞy0 þ ðt  t0Þ/1ððt  t0Þ2MÞy00 þ
R t
t0
ðt  nÞ/1ððt  nÞ2MÞf^ ðnÞdn;
y0ðtÞ ¼ ðt  t0ÞM/1ððt  t0Þ2MÞy0 þ /0ððt  t0Þ2MÞy00 þ
R t
t0
/0ððt  nÞ2MÞf^ ðnÞdn
8<
: ð10Þfor t0, t 2 (1, +1), where f^ ðnÞ ¼ f ðyðnÞÞ.
In (10), the integral of a matrix function is understood as component wise.
A proof of this theorem can be found in Wu el al. [9].
Consequently, if y(tn) and y0(tn) are prescribed, it follows from (10) that for arbitrary number l 2 Ryðtn þ lhÞ ¼ /0ðl2VÞyðtnÞ þ lh/1ðl2VÞy0ðtnÞ þ
R tnþlh
tn
ðtn þ lh nÞ/1 ðtn þ lh nÞ2M
 
f^ ðnÞdn;
y0ðtn þ lhÞ ¼ lhM/1ðl2VÞyðtnÞ þ /0ðl2VÞy0ðtnÞ þ
R tnþlh
tn
/0 ðtn þ lh nÞ2M
 
f^ ðnÞdn;
8><
>: ð11Þwhere V = h2M. The change of variable n = tn + hz yieldsyðtn þ lhÞ ¼ /0ðl2VÞyðtnÞ þ lh/1ðl2VÞy0ðtnÞ þ h2
R l
0 ðl zÞ/1ððl zÞ2VÞf^ ðtn þ hzÞdz;
y0ðtn þ lhÞ ¼ lhM/1ðl2VÞyðtnÞ þ /0ðl2VÞy0ðtnÞ þ h
R l
0 /0ððl zÞ2VÞf^ ðtn þ hzÞdz:
(
ð12ÞObviously, for achieving a numerical integrator for the system (1) the integrals in (12) are approximated with some high-
er order quadrature formulas. This results in ERKN schemes for the multidimensional perturbed oscillators (1).
Deﬁnition 3.1. An s-stage ERKN scheme for numerical integration of the multidimensional perturbed oscillators (1) is
deﬁned asYi ¼ /0ðc2i VÞyn þ hci/1ðc2i VÞy0n þ h2
Ps
j¼1
aijðVÞf ðYjÞ; i ¼ 1; . . . ; s;
ynþ1 ¼ /0ðVÞyn þ h/1ðVÞy0n þ h2
Ps
i¼1
biðVÞf ðYiÞ;
y0nþ1 ¼ hM/1ðVÞyn þ /0ðVÞy0n þ h
Ps
i¼1
biðVÞf ðYiÞ;
8>>>>><
>>>>:
ð13Þ
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(13) can also be denoted by the Butcher tableau as:Traditionally, it is convenient to express the equations of (13) in block-matrix notation in terms of Kronecker productsY ¼ /0ðc2VÞðe ynÞ þ hc/1ðc2VÞðe y0nÞ þ h2AðVÞf ðYÞ;
ynþ1 ¼ /0ðVÞyn þ h/1ðVÞy0n þ h2bTðVÞf ðYÞ;
y0nþ1 ¼ /0ðVÞy0n  hM/1ðVÞyn þ hbTðVÞf ðYÞ;
8><
>: ð14Þwhere e = (1,1, . . . ,1)T is an s  1 vector of units, c = (c1, . . . ,cs)T is an s  1 vector of abscissas, and the block vectors and block
diagonal matrices are deﬁned byY ¼
Y1
..
.
Ys
2
664
3
775; f ðYÞ ¼
f ðY1Þ
..
.
f ðYsÞ
2
664
3
775;
/0ðc2VÞ ¼ diag /0ðc21VÞ; . . . ;/0ðc2s VÞ
 
;
c/1ðc2VÞ ¼ diag c1/1ðc21VÞ; . . . ; cs/1ðc2s VÞ
 
;respectively.
The trapezoidal discretization of the integrals in the formulas (12) with a ﬁxed step size h yields the explicit schemeynþ1 ¼ /0ðVÞyn þ h/1ðVÞy0n þ 12h
2/1ðVÞf ðynÞ;
y0nþ1 ¼ hM/1ðVÞyn þ /0ðVÞy0n þ 12hð/0ðVÞf ðynÞ þ f ðynþ1ÞÞ:
(
ð15ÞFor a theoretical analysis of formulas (15) and its application to oscillatory systems of differential equations, see Hairer and
Lubich [11].
In practical computation, instead of applying the formulas (15) directly, we have the following schemesynþ1 ¼ Qyn þ hy0n þ 12h
2f ðynÞ;
y0nþ1 ¼ hMyn þ Qy0n þ 12h Qf ðynÞ þ f ðynþ1Þ
 
;
(
ð16Þwhich are obtained by taking some ﬁrst truncations of /0(V) and /1(V) in the formulas (15), more precisely, taking
Q ¼ Im  h22 M for /0(V) and Im for /1(V).
In what follows we will consider the order conditions for the multidimensional ERKNmethods (13) based on the theory of
extended Nyström trees (which we denote by EN-trees) in [7] adapted to the multidimensional perturbed oscillators (1). This
generalization is feasible and the new theory is well-established provided everyx2 in the paper [7] is replaced by the matrix
M and every v2 there is replaced by the matrix V. In particular, all the deﬁnitions of the set of branches BT, the set of EN-trees
T, the functions q(s) (the order of s), a(s) (the number of possible monotonic labellings of s) and c(s) (the signed density of s) are
exactly the same as those in [7]. The elementary differential F and the vector UðsÞ ¼ ðUiðsÞÞsi¼1 of elementary weights for the
internal stages have the same form as those in [7]. In order to understand the higher derivatives að2qÞij ð0Þ in the elementary
weights Ui(s) (Deﬁnition 3.9 in [7]), it should be noticed that in Deﬁnition 3.1 of the multidimensional ERKN methods for
perturbed oscillators (1), aijðVÞ is the (i, j)th entry of the coefﬁcient matrix AðVÞ. The essential part concerned about
að2qÞij ð0Þ in the new deﬁnition of Ui(s) needs to be restated. Clearly, að2qÞij ðVÞ expresses the (i, j)th entry of the matrix
Að2qÞðVÞ. If AðVÞ has the Taylor expansionAðVÞ ¼ A0 þ A1V þ    þ AqVq þ Aqþ1Vqþ1    ¼ A0 þ A1ðh2MÞ þ    þ Aqðh2qMqÞ þ Aqþ1ðh2ðqþ1ÞMqþ1Þ þ    ;
where Aq is a linear operator in the sense that AqV
q ¼ AqðV ; . . . ;V|ﬄﬄﬄﬄ{zﬄﬄﬄﬄ}
q
Þ (so are the other terms), then we haveAð2qÞðVÞ ¼ ð2qÞ!AqMq þ ð2qþ 2Þð2qþ 1Þ   3ð ÞAqþ1MqV þ ð2qþ 4Þð2qþ 3Þ   5ð ÞAqþ2MqV2 þ   
and Að2qÞð0Þ ¼ ð2qÞ!AqMq.
Consequently, instead of everyx2 by the matrixM and instead of every v2 by the matrix V, a literal translation of the proof
of Theorem 3.4 in [7] clariﬁes the following result.
X. Wu et al. / Applied Mathematical Modelling 36 (2012) 1504–1513 1509Theorem 3.2. The qth derivative f^ ðqÞn of f^ ðtÞ ¼ f ðyðtÞÞ at t = tn and the qth derivative (f(Yi))(q)jh=0 of f(Yi) at h = 0 are given byf^ ðqÞn ¼ ðf ðyðtn þ hÞÞÞðqÞjh¼0 ¼
P
qðsÞ¼qþ1
aðsÞFðsÞðyn; y0nÞ;
ðf ðYiÞÞðqÞjh¼0 ¼ 1qþ1
P
qðsÞ¼qþ1
UiðsÞcðsÞaðsÞFðsÞðyn; y0nÞ;
8>><
>: ð17Þrespectively, where Yi is an internal stage in Deﬁnition 3.1, FðsÞðyn; y0nÞ is an elementary differential of the function f(y) at ðyn; y0nÞ
corresponding to the EN-tree s of order q + 1. h
An ERKN method (13) for multidimensional perturbed oscillators (1) has order p, if for sufﬁciently smooth problems (1)
the conditionsenþ1 :¼ ynþ1  yðtn þ hÞ ¼ Oðhpþ1Þ and e0nþ1 :¼ y0nþ1  y0ðtn þ hÞ ¼ Oðhpþ1Þ ð18Þ
are satisﬁed simultaneously, where y(tn + h) and y0(tn + h) are the exact solution of (1) and its derivative at tn + h, respectively,
and yn+1 and y0nþ1 are the one step numerical results obtained by the method from the exact starting values yn = y(tn) and
y0n ¼ y0ðtnÞ (the local assumptions). Therefore the formulas (15) and (16) are both of order two.
The matrix-valued functions /0(M) and /1(M) are deﬁned by (9) and next we need to deﬁne/jðMÞ :¼
X1
k¼0
ð1ÞkMk
ð2kþ jÞ! ; j ¼ 2;3; . . . ð19ÞThen the asymptotic expansions of the true solution to the problem (1) and its derivative in powers of h are given, respec-
tively, byyðtn þ hÞ ¼ /0ðVÞyn þ h/1ðVÞy0n þ
P1
j¼0
hjþ2/jþ2ðVÞf^ ðjÞn ;
y0ðtn þ hÞ ¼ /0ðVÞy0n  hM/1ðVÞyn þ
P1
j¼0
hjþ1/jþ1ðVÞf^ ðjÞn ;where f^ ðjÞn ¼ djdtj f^ ðtÞjt¼tn denotes the jth derivative of f^ ðzÞ at z = tn.
On the other hand, a direct application of the second equation in (17) of Theorem 3.2 gives the expansions of the numer-
ical solution asynþ1 ¼ /0ðVÞyn þ h/1ðVÞy0n þ h2
Xs
i¼1
biðVÞf ðYiÞ;
¼ /0ðVÞyn þ h/1ðVÞy0n þ
X1
j¼0
hjþ2
ðjþ 1Þ!
X
qðsÞ¼jþ1
cðsÞbTðVÞUðsÞaðsÞFðsÞðyn; y0nÞandy0nþ1 ¼ /0ðVÞy0n  hM/1ðVÞyn þ h2
Xs
i¼1
biðVÞf ðYiÞ;
¼ /0ðVÞy0n  hM/1ðVÞyn þ
X1
j¼0
hjþ1
ðjþ 1Þ!
X
qðsÞ¼jþ1
cðsÞbTðVÞUðsÞaðsÞFðsÞðyn; y0nÞ:Then we have the following results of order conditions (for a detailed analysis the reader is referred to [12]).
Theorem 3.3. The sufﬁcient conditions for an ERKN method to be of order p are given bybTðVÞUðsÞ ¼ qðsÞ!cðsÞ /qðsÞþ1ðVÞ; qðsÞ ¼ 1; . . . ;p 1;
bTðVÞUðsÞ ¼ qðsÞ!cðsÞ /qðsÞðVÞ; qðsÞ ¼ 1; . . . ; p;
8<
: ð20Þwhere s is the EN-tree associated with an elementary FðsÞðyn; y0nÞ of the function f(y,y0) at ðyn; y0nÞ.
Moreover, we have
Theorem 3.4. The necessary and sufﬁcient conditions for an ERKN method to be of order p are given by
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pqðsÞÞ; qðsÞ ¼ 1; . . . ;p 1;
bTðVÞUðsÞ ¼ qðsÞ!cðsÞ /qðsÞðVÞ þOðh
pþ1qðsÞÞ; qðsÞ ¼ 1; . . . ;p;
8<
: ð21Þwhere s is the EN-tree associated with an elementary differential FðsÞðyn; y0nÞ of the function f(y,y0) at ðyn; y0nÞ.
The necessity follows from the independence of EN-trees.
4. Implementation issues of ERKN methods and numerical experiments
Let us turn to the implementation issues of the multidimensional ERKN methods (13) for multidimensional perturbed
oscillators (1). In the implementation of an ERKN method (13) of order p for the multidimensional perturbed oscillators
(1), in order to avoid the direct evaluations of the functions /0(V) and /1(V), some modiﬁcations to the standard formu-
lae should be made. Instead of calculating the functions /0(V) and /1(V) some Taylor polynomials P0 and P1 of /0(V) and
/1(V) be employed, respectively, where P0 and P1 satisfy/0ðVÞ ¼ P0ðVÞ þOðhqþ1Þ; /1ðVÞ ¼ P1ðVÞ þOðhqÞ; ð22Þwith V = h2M and qP p (see [8]). The weight functions bi(V) and biðVÞ should also be replaced by some appropriate orders of
truncations of their Taylor series.
In this section, in order to show the implementation issues of an ERKNmethod for multidimensional perturbed oscillators
we use two model problems whose solutions are known to be oscillatory. The integrators we select for comparison are:
 MERKN5: the four-stage explicit modiﬁed ERKN5 method [13,14] of order ﬁve deﬁned byc1 ¼ 0; c2 ¼ 15 ; c3 ¼
2
3
; c4 ¼ 1;
a31 ¼  127 I; a41 ¼
3
10
I; a42 ¼  235 I;
a21 ¼ 150 I 
1
7500
V þ 1
3750000
V2  1
3937500000
V3;
a32 ¼ 727 I 
137
12150
V þ 269
2187000
V2  328673
516678750000
V3;
a43 ¼ 935 I 
41
1500
V  201
50000
V2  15653983
21262500000
V3;
b1 ¼ 124 I 
7
240
V þ 247409
68040000
V2  7410331
91854000000
V3;
b2 ¼ 125336 I 
5
48
V þ 69569
19051200
V2  5012873
51438240000
V3;
b3 ¼ 2756 I 
3
80
V þ 16063
17640000
V2 þ 10112639
71442000000
V3;
b4 ¼ 548 I þ
1
240
V þ 9173
68040000
V2  12639149
183708000000
V3;
b1 ¼ 124 I 
359
75600
V þ 305833
1020600000
V2  2907295777
15155910000000
V3;
b2 ¼ 2584 I 
1573
42336
V þ 11263
23328000
V2  810890287
16974619200000
V3andb3 ¼ 956 I þ
67
19600
V þ 31579
18900000
V2 þ 4963129313
11787930000000
V3;
b4 ¼  481151200V 
4912421
4082400000
V2  22723668691
60623640000000
V3;where the bi and bi are obtained by taking
2 3 4 5 6/0ðVÞ  I 
V
2
þ V
24
 V
720
þ V
40320
 V
3628800
þ V
479001600
;
Fig. 1
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V
6
þ V
2
120
 V
3
5040
þ V
4
362880
 V
5
39916800
þ V
6
62270208000
:It is veriﬁed that the method MERKN5 is of order ﬁve.
 ARKN3s4: the three-stage ARKN method ARKN4:8(b) of order four given in [8].
 SRKN3s4: the three-stage symplectic Runge–Kutta–Nyström method of order four given in [15].
 RKN4:5: the fourth-order RKN method given in [16].
 RKN4:6: another fourth-order RKN method given in [16].
For each experiment, we will display the efﬁciency curves: accuracy versus the computational cost measured by the num-
ber of function evaluations required by each method.
Problem 1. Consider the wave equation (see [8])@2u
@t2
 aðxÞ @2u
@x2 þ 92u ¼ f ðt; x;uÞ; 0 < x < 1; t > 0;
uð0; tÞ ¼ 0; uð1; tÞ ¼ 0; uðx;0Þ ¼ aðxÞ; utðx; 0Þ ¼ 0;
(withf ðt; x;uÞ ¼ u5  aðxÞ2u3 þ aðxÞ
5
4
sin2ð20tÞ cosð10tÞ; aðxÞ ¼ 4xð1 xÞ:Here the initial and Dirichlet boundary conditions are chosen in such a way that the exact solution is given by
u(x, t) = a(x)cos(10 t), and the problem represents a vibrating string with speed 10. In order to solve this problem, we carry
out a semi-discretization on the spatial variable by using second-order symmetric differences and obtain the following sys-
tem of second-order ODEs in timed2ui
dt2
 aðxiÞ uiþ12uiþui1Dx2 þ 92ui ¼ f ðt; xi;uiÞ; 0 < t 6 tend;
uið0Þ ¼ aðxiÞ; u0ið0Þ ¼ 0; i ¼ 1; . . . ;N  1;
(where Dx = 1/N is the spatial mesh step, xi = iDx and ui(t)  u(xi, t), i = 1, . . . ,N  1. This semi-discrete oscillatory system can
be cast into the formd2U
dt2
þMU ¼ Fðt;UÞ; 0 < t 6 tend;
Uð0Þ ¼ ðaðx1Þ; . . . ; aðxN1ÞÞT ; U0ð0Þ ¼ 0;
(0 1 2 3 4 5 6 7
x 104
−14
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0
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)
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. The number of function evaluations against log10(GE), the logarithm of the maximum global error over the integration interval for Problem 1.
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Dx2
2aðx1Þ aðx1Þ
aðx2Þ 2aðx2Þ aðx2Þ
. .
. . .
. . .
.
aðxN2Þ 2aðxN2Þ aðxN2Þ
aðxN1Þ 2aðxN1Þ
0
BBBBBBB@
1
CCCCCCCA
þ 92IN1;which is a positive deﬁnite matrix with (N  1) different eigenvalues, andFðt;UÞ ¼ ðf ðt; x1;u1Þ; . . . ; f ðt; xN1;uN1ÞÞT :
The system is integrated on the interval t 2 [0,100] with N = 20 and the integration steps h = 0.1/2j, j = 1, . . . ,4. The numer-
ical results are presented in Fig. 1.Problem 2. Consider the sine–Gordon equation with periodic boundary conditions (see [8])@2u
@t2
¼ @2u
@x2  sinu; 1 < x < 1; t > 0;
uð1; tÞ ¼ uð1; tÞ:
(We carry out a semi-discretization on the spatial variable by using second-order symmetric differences and obtain the
following system of second-order ODEs in timed2U
dt2
þMU ¼ FðUÞ; 0 < t 6 tend;where U(t) = (u1(t), . . . ,uN(t))T with ui(t)  u(xi, t), i = 1, . . . ,N,M ¼ 1
Dx2
2 1 1
1 2 1
. .
. . .
. . .
.
1 2 1
1 1 2
0
BBBBBB@
1
CCCCCCA;with Dx = 2/N and xi = 1 + iDx, and F(U) = sin(U) = (sinu1, . . . , sinuN)T.0 2000 4000 6000 8000 10000 12000 14000
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ﬃﬃﬃﬃ
N
p
0:01þ sin 2pi
N
	 
	 
N
i¼1
;with N = 64, and the problem is integrated in the interval [0,10] with the step sizes h = 0.1/2j, j = 2, . . . ,5. Fig. 2 shows the
error in the positions at tend = 10 versus the computational effort.
It can be observed from Figs. 1 and 2, MERKN5 works more efﬁciently than classical symplectic RKN methods and ARKN
methods for solving systems of perturbed oscillators (1).
5. Conclusions
We analyze and show the obstacles of multidimensional ERKN methods from using matrix decomposition based on Yang
et al.’ ERKN methods [7]. We restate the ERKN methods for multidimensional perturbed oscillators (1) by means of the inte-
gral equations (10). Unlike the methods proposed by Garcı´a et al. [16], the multidimensional ERKN methods (13) also share
the favorable property that they integrate exactly the multidimensional unperturbed oscillatorsy00 þMy ¼ 0
and the coefﬁcients in both the internal stages and the updates depend on the matrix of principal frequencies. In particular,
for multidimensional perturbed oscillators (1) the internal stages Yi of a multidimensional ERKN method equal the exact
solution y(t) at t = tn + cih, i = 1, . . . ,s respectively. Using the B-series theory associated with the extended Nyström trees
developed by Yang et al. [7], the order conditions for multidimensional ERKN methods are restated. These order conditions
have a similar form to those for the classical RKN methods after introducing the matrix /-functions deﬁned by (9) and (19),
which are a natural generalization of the G-functions used in González et al. [17]. The numerical experiments accompanied
show the effectiveness of the new MERKN5 methods compared with the classical symplectic RKN methods and the multi-
dimensional ARKN methods when applied to multidimensional perturbed oscillators (1).
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