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ABSTRACT 
By several simple examples, we demonstrate a method of  expanding Feynman ampl i tudes 
about a point  in the upper half  s-plane, and re-summing by the Pad6 method.  This technique 
moves the branch cuts into the lower half-plane, and allows direct computat ion  of  ampl i tudes 
in the physical region. For more complicated amplitudes,  it may be preferable to use two- 
variable approximants  for re-summing. 
In quantum electrodynamics, the standard method 
of computing cross-sections and other physically 
observable quantities i  through the calculation of 
Feynman matrix elements in the perturbation ex- 
pansion [1]. Forming Pad~ approximants o strong 
coupling perturbation series has proved to be a good 
model for low-energy boson resonances and scatter- 
ing phase shifts [2], attempts to extend this technique 
to deal also with fermions have not been so success- 
ful or conclusive, and it is probably necessary to 
compute higher order matrix elements in order to 
obtain reliable answers. Feynman matrix elements 
are also used as an input to integral equations uch 
as the Bethe-Salpeter quation. There are two 
standard techniques for computing matrix dements, 
namely, dispersion relations and Feynman parameter 
techniques. The second technique has the advantage 
of complete generality; the general parametric re- 
presentation of renormalisable three-field theory was 
established many years ago [3], a~d became one of 
the bases for the analysis of the singularity structure 
of matrix elements [4]. This general representation 
has been incorporated into computer programmes, 
and was used in the evaluation of the sixth order 
contribution to the electron magnetic moment [5]. 
We are concerned with the use of the parametric re- 
presentation to compute scattering cross-sections. 
Given the parametric representation f a scattering 
amplitude, there are three main problems in evaluat- 
ing a cross-section : (i) the reduction of products of 
7-matrices, (ii) performing the integrals over Feyn- 
man parameters, (iii) carrying out the limiting process 
of approaching the "physical region" of the energy 
parameter s. A number of algorithms have been 
developed for 7-algebra [6], and have been incorpor- 
ated into computer programmes [5, 7] ; some progress 
has been made [5, 8] in integrating integrands with 
the type of singularity arising in Feynman integrands. 
In this paper we are concerned with the third 
problem; the method we use avoids the evaluation 
of integrals with singular integrands, o that standard 
integration routines are used. This third problem 
arises because matrix elements have branch points at 
production thresholds in the physical region of the 
s-plane, and the standard representations of the 
amplitudes place the branch cuts along the positive 
real axis, in the physical region [4], matrix elements 
have to be evaluated as the branch cuts are approach- 
ed from above. The technique we employ moves the 
branch cuts away from the physical region into the 
lower half-plane, and enables us to compute in the 
physical region without approaching the branch cuts, 
except at thresholds. 
We illustrate the technique by considering the 
function gn(1-s); we habitually place the branch cut 
of the function on that part of the real axis with 
s ~> 1. Further, if we use the series expansion 
~n(1-s) =-  ~ nqs n (1) 
n=l  
to calculate [m/m] and [m/m-l] Pad6 approximants 
to the function, the poles and zeros of the ap- 
proximants will simulate this cut on the real axis [9]. 
Now let s o be a point in the upper half s-plane, and 
write 
 nCls)= nClso  + (1  S \ 1%) 
= ~n(l-so)- ~ n-l(S-So_~ n 
n: ,  
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If we now form Pads approximants o the series (27, 
the poles and zeros lie on the point set 
{s-s o = y(1-So); y > 1 }; (3) 
this is the part of the straight line through s o and 1 
which lies in the lower half-plane; the simulated 
branch cut has therefore been rotated into the lower 
half-plane. The Pads approximants can be used to 
compute the value of £n(1-s) at points on the real 
axis, both for s<l  and s>l ;  for s> l ,  the branch is 
defined by approaching the real axis from above, 
giving the value 
£n [1-s I - i~r (s> 1). 
In Table 1 we give the errors in approximating 
£n(1-s) by the [8/8] Pad~ approximant to (2). The 
approximation is accurate xcept near the branch 
point at s -- 1, where the imaginary part changes 
discontinuously by 1r ; even near to the branch 
point, the approximation is reasonable. We have 
chosen s o = 1 + i as the expansion point. 
The second example we consider is the renormalised 
second order self-energy part of a scalar particle of 
mass m, emitting and absorbing a scalar particle of 
mass ~. The self-energy part is proportional to 
fl(s) = -- f £n (1-a)+-m~2~sa(l--cQs dc~. (47 
o [ ~(l_ct) +m2 a 
This function has a branch point at 
s 1 = (m + !.1) 2 ; (57 
the branch cut is normally placed in the region 
s l~s<~ oo of the real axis. The branch cut can, how- 
ever, be moved into the lower half-plane if we form 
Pad~ approximants of a series expansion in (S-So), 
where s o is in the upper half s-plane. Thus, 
f l ( s )=- -  f £n 
~2 (l-a) +m2ct - c~(1-a)s o 
~ (1-ct) + m2 ot 
[ I n (s- So) n 1 r Ct(1-~) 
n=l  ~ n o ] ~ (1- a) + m2 cx- a(1- c~)So da. 
+ 
(67 
Pad~ approximants o this series can be used to ap- 
proximate f(s 7 on the real axis, for s < s 1 and s > Sl; 
when s > Sl, the approximants represent the branch 
of the function f(s) approached through the upper 
half-plaine. A number of values of s o were chosen; the 
exact values of the real and imaginary parts of f(s) s Error x 106 
for several values of s are tabulated in Table 2, to- 0.1 3 + 0.5i 
gether with the errors of the real and imaginary part 
of the [6/6] Pads approximant to (6), for various 0.3 2 + i  
values of s o . In each entry in Table 2, the real part 
(or its error) is placed above the imaginary part (or 0.5 8 + i 
its error). A dash indicates that the error is zero to 
five decimal places. The mass values used were m=l ,  0.7 61i 
1 
I~=-4, so that the branch point is at s1--'1.36. ~0.9 
Table 2 shows that the technique of calculation gives 
reasonably accurate results near to the branch point, 
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and very good results elsewhere. Generally, the best 
approximations to f(s) for a real value of s are given 
by taking Re So-~S. The best general approximations 
to f(s) are given by taking Re s o -s  1. 
The third example we study is the zero-momentum 
vertex part formed by differentiating the unrenorm_ 
alised scalar self-energy part with respect o m. 
The matrix element is a multiple of 
1 
f2(s 7 = f (7) 
o ;2 (l-a) + m2 a-sa(1-a) 
with expansion 
® 1 c n+l(l_ct)n dct 
n~o(S-So )n of ~(l_ct)+m2ct_SoC~(l_c~ ). (S) 
The integrals in (8) are evaluated numerically as 
before, and Pad~ approximants are formed from the 
series, just as for the function fl(s)" The results are 
given in Table 3, in the same form as in Table 2, 
1 again with m=l ,  ~=-g. 
The errors in approximating f2(s) are in general 
larger than for fl(ST, but the approximation method 
is still good. The best choice of s o for given s follows 
the same pattern as for fl(s), but choosing Re So--- 
Re s 1 gives relatively poor approximations ear to 
the branch point. 
For the simple examples tudied, this method of 
computing matrix elements i very effective. There is 
an advantage in being able to choose the complex 
parameter s o . Our results indicate that it is best to 
follow the common-sense rule of placing the simulat- 
ed branch cut an appreciable distance from the evalua- 
tion point. For more complicated matrix elements, 
which have more than one branch cut, the choice of 
s o will probably be more critical. Nuttall [10] has 
established a theorem concerning the positioning of 
simulated branch cuts; while these positions for 
scattering matrix elements have not been specifically 
determined, Nuttall's rule of minimising capacity 
suggests that choosing so in the upper half-plane will 
result in the branch cuts being simulated in the 
lower half-plane. 
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TABLE 1. Errors in Approximating £n(1-s) by 
[8/8] Pad6 to (2) 
(0.6 + 31i)102 
S 
1.1 
1.3 
1.5 
1.7 
1.9 
Error x 106 
(1 +i7103 
(2 + 12i710 
3 
3 
0 
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TABLE 2. Moduli of Errors in [6/6] Pad6 Approximant 
1.0 
fl( ) = s s So 1 
1.00 0.00000 0.00001 
0.00000 0.00001 
1.25 
1.50 
1.75 
2.00 
2.25 
2.50 
1.2 
1 
0.00002 
0.00004 
1.4 
1 
0.00015 
0.00004 
1.6 
1 
0.0006 
0.00003 
0.00002 
0.00002 
1.8 
1 
0.0023 
0.0002 
2.0 
1 
0.009 
0.012 
0.0002 - 0.00001 
2.75 0.17354 0.0008 0.0002 
-1.93026 0.0003 0.00003 0.00002 - 
3.00 0.05904 0.006 0.00004 0.00002 0.00001 0.00001 
-2.03559 0.001 0.0005 0.00005 - 
[.aLB L~ ~. 
Modu~ of E~orsusing [6/6] Pad~ Approximant 
1.00 1.20 1.40 1.60 1.80 2.00 
s f2(s) So= 1.00 1.00 1.00 1.00 1.00 1.00 
1.00 1.916139 0.00002 0.0004 0.0003 0.0031 0.002 0.05 
0.000000 0.00003 0.00009 0.0001 0.00006 0.003 0.02 
1.25 3.491059 0.0003 0.01 0.02 0.04 0.07 0.2 
0.000000 0.007 0.005 0.003 0.02 0.04 0.05 
1.50 0.264805 0.4 0.01 0.005 0.00009 0.007 0.008 
3.304673 0.006 0.007 0.006 0.005 0.009 0.002 
1.75 0.046982 0.002 0.0003 0.00002 0.00004 0.0002 0.0005 
2.179211 0.002 0.0007 0.00012 0.00004 0.0001 0.0001 
2.00 ~.079132 0.0008 0.0002 0.00003 - 0.00001 
1.767700 0.0006 0.0001 0.00003 0.00001 0.00002 0.00001 
2.25 ~.156675 0.0002 0.0001 0.00002 - 
1.517247 0.0006 0.0001 0.00002 0.00001 
2.50 ~.206133 0.0004 0.00004 
1;338825 0.0004 0.00012 0.00002 
2.75 ~.238334 0.0004 0.00013 0.00002 0.00001 0.00001 
1.201978 0.0004 0.00002 0.00001 0.00001 
3.00 ~.259439 0.0005 0.00005 0.00001 - 
1.092411 0.0003 0.00014 0.00003 0.00001 0.00001 
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0.00001 0.29716 0.0003 
-1.80200 0.0006 
0.38521 0.0004 0.0016 0.003 0.006 0.011 0.05 
0.00000 0.0011 0.0008 0.0005 0.004 0.011 0.02 
0.87764 0.012 0.004 0.0015 0.0002 0.0003 0.002 
-0.70055 0.007 0.0005 0.0011 0.00009 0.0004 0.001 
0.72505 0.0010 0.0002 0.0002 0.00002 0.00001 0.00004 
-1.15018 0.0010 0.0003 0.00011 0.00002 
0.57377 0.0008 0.0002 0.00003 - 
-1.43460 0.0003 0.00004 
0.43056 0.0004 0.0001 
-1.64185 0.0005 0.0001 
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