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Introduction {#s1}
============

Research on health effects of endocrine-disrupting chemicals (EDs) has increased rapidly in the last decade. This work is predicated on the principle that chemicals that interact with the endocrine system may affect health outcomes that are regulated by that system ([@c6]). When an ED is thought to interfere with the synthesis, activity, or elimination of sex hormones or other hormones involved in sexually dimorphic biologic processes (e.g., thyroid), researchers routinely employ statistical methods to assess whether the relationship between the ED and health outcome differs by the sex of the individual. This practice is logical for endpoints that are influenced by hormones and is particularly relevant for studies of developmental outcomes with well-described sexually dimorphic trajectories ([@c12]; [@c14]; [@c20]). For example, sexual dimorphism in human brain anatomy ([@c14]) and epigenetic processes ([@c15]) have been proposed as potential explanations for sex-related differences in behavior and risk of developmental disabilities.

Although sexual heterogeneity of associations between EDs and outcomes is often of major interest, sexual heterogeneity of covariate--outcome relationships is less often scrutinized. And yet, many commonly considered confounders in ED studies may themselves have sex-specific effects. In studies of EDs and child neurodevelopment, for example, instruments that evaluate parenting and the home environment are often included as confounders. Although parenting styles have been reported to have sex-specific associations with behavior, conduct problems, and language development ([@c3]; [@c22]; [@c23]), the potential for sex differences in confounding by these instruments is typically overlooked. We suggest that common modeling approaches for estimating sex-specific effects of EDs may not yield equivalent estimates due to the presence of such sex-dependent confounding.

We review strategies for estimating sex-specific effects (i.e., stratification and product term models) and propose a simple modeling alternative: an augmented product term approach. Using causal diagrams and a simulation study, we elucidate underlying assumptions about covariate--outcome relationships implied by each approach and discuss performance of these methods in terms of bias, precision, mean squared error (MSE), confidence interval coverage, power, and heterogeneity testing. Finally, we describe a motivating example from our own previous research in which estimates generated using these approaches yielded some meaningful differences in conclusions.

Description of the Problem {#s2}
==========================

Two approaches are commonly applied to estimate sex-specific effects of exposures on outcomes: stratification and product term models. We define stratification as estimation of exposure--outcome associations separately in datasets comprised only of either males or females. We define product term models as estimation of exposure--outcome associations in a single dataset using an exposure by sex product term. To illustrate assumptions underlying these approaches, we consider a scenario in which we are interested in assessing relationships between a continuously measured exposure ($X$), a binary confounder ($Z$), a binary indicator of sex ($S$), and a continuous outcome of interest ($Y$). [Figure 1A](#f1){ref-type="fig"} is a causal diagram representing one potential set of causal associations between these variables.

![Causal diagrams for relationships between exposure ($X$), outcome ($Y$), a measured covariate ($Z$), and sex ($S$) in the overall population (*A*), for $S = 0$ (*B*), and for $S = 1$ (*C*).](EHP334_f1){#f1}

Under the causal diagram in [Figure 1A](#f1){ref-type="fig"}, adjustment for $Z$ is sufficient to estimate an unconfounded association between $X$ and $Y$. However, a well-known limitation of causal diagrams is that effect measure modification (EMM) on the model scale is not easily represented ([@c25]). The inability to depict heterogeneity on a single causal diagram may, in part, contribute to under-recognition of the problem of interest in this commentary. One way to express information on sex differences is to draw separate causal diagrams for males and females. Further, the use of signed causal diagrams allows us to represent differential effects by sex ([@c24]).

In [Figures 1B and 1C](#f1){ref-type="fig"}, we use signed causal diagrams to demonstrate a reason for our central concern: the direction or magnitude of confounding may depend on $S$. Both causal diagrams assume no heterogeneity by $S$ of the association between $Z$ and $X$. However, we encode prior knowledge that the association between $Z$ and $Y$ differs among strata of $S$. For illustrative purposes, we specify a situation with opposing directions of association, although we could have specified a difference in magnitudes of a same-direction effect or no effect in one stratum of $S$. As shown in the diagrams of [Figure 1](#f1){ref-type="fig"}, associations between $Z$ and $Y$ differ depending on the value of $S$. Such heterogeneity can potentially guide model fitting when evaluating associations between exposure and outcome, and may also affect how we should interpret estimates of heterogeneity within such models.

We describe three potential regression models for estimating the sex-specific effects of $X$ with $Y$, controlling for $Z$ ([Table 1](#t1){ref-type="table"}). As described above, the two most commonly applied methods are stratification and the use of an exposure by sex product term (traditional product term approach). The stratification approach is to fit separate models for the effect of $X$ on $Y$ in datasets stratified by levels of $S$. The traditional product term approach uses a product term between $X$ and $S$ to allow the effect of $X$ on $Y$ to differ by $S$.

###### 

Approaches for estimating sex-specific associations.

Table 1 lists approaches in the first column, and the corresponding linear regression equations in the second column.

  Approach                                                          Linear regression equation
  ----------------------------------------------------------------- ---------------------------------------------------------------------------------
  1\. Stratification:                                               $Y = {\alpha + \beta}_{1}X + \beta_{2}Z;\,{where}\, S = 0$
  Stratify by sex                                                   $Y = {\alpha + \beta}_{1}X + \beta_{2}Z;\,{where}\, S = 1$
  2\. Traditional product term:                                      
  Exposure by sex product term                                      $Y = {\alpha + \beta}_{1}X + \beta_{2}S + \beta_{3}XS + \beta_{4}Z$
  3\. Augmented product term:                                        
  Exposure by sex product term and confounder by sex product term   $Y = \alpha + \beta_{1}X + \beta_{2}S + \beta_{3}XS + \beta_{4}Z + \beta_{5}ZS$

In stratification, beta coefficients for both $X$ and $Z$ are estimated separately in datasets subset by strata of $S$. This allows not only the $\left. X\rightarrow Y \right.$ association to differ by sex, but also the $\left. Z\rightarrow Y \right.$ association to differ by sex. In contrast, the traditional product term approach estimates the beta coefficient for $Z$ without respect to $S$, representing a weighted average of the sex-specific effects of $Z$ on $Y$. If the $\left. Z\rightarrow Y \right.$ association differs by sex, as in our [Figures 1B and 1C](#f1){ref-type="fig"}, the traditional product term approach does not fully control for confounding by $Z$. However, this approach is often preferred over stratification because one may easily conduct a test of heterogeneity for the $\left. X\rightarrow Y \right.$ association by $S$ (e.g., a Wald test or likelihood ratio test comparing models with and without the $X$ by $S$ product term). Heterogeneity testing using the stratification approach is less common, but can be achieved with a two-sample z-test using model-estimated beta coefficients and variances ([@c17]).

We propose an augmented product term approach as an alternative to these methods. Here, we include a $Z$ by $S$ product term in addition to the $X$ by $S$ product term. The sex-specific exposure effects (the beta coefficients for $X$ and the $X$ by $S$ product term) are now adjusted for sex-specific effects of $Z$. In the simple scenario represented by [Figures 1B and 1C](#f1){ref-type="fig"}, stratification and the augmented product term approach yield identical parameter estimates, but the latter approach allows the investigator to formally examine heterogeneity of the $\left. X\rightarrow Y \right.$ association by $S$ (e.g., using a Wald test or likelihood ratio test for the $X$ by $S$ product term).

Simulation Example {#s3}
==================

Methods {#s3.1}
-------

We sought to illustrate differences in approaches using a simple but realistic simulation scenario. For this example, we simulated data from a hypothetical study assessing sex-specific associations of a log-normally distributed continuous exposure with a normally distributed continuous outcome in a sample size of 250, a common scenario and representative sample size for studies of ED research among children. We modeled exposure based on the distribution of third trimester maternal urinary mono-*n*-butyl phthalate (MnBP) concentrations observed in the Mount Sinai Children's Environmental Health Center Study. We modeled the outcome after the Mental Development Index (MDI), an age- and sex-standardized neurodevelopmental scale. We included an unspecified binary covariate, $Z1$, to represent a confounder with sexually heterogeneous effects on MDI (such as parenting style), and included an additional binary covariate, $Z2$, in some scenarios.

For the primary simulated data scenario, we specified random variables as described in [Table 2](#t2){ref-type="table"}. Boys are denoted by $S = 0$ and girls by $S = 1$. The outcome was, on average, two units higher among girls ($\left. \beta_{S} = 2 \right)$. We specified modification of the association between $X$ and $Y$ on the additive scale, such that exposure had no effect in boys \[$\beta_{X(S = 0)} = 0$\], and each one-unit increase in natural log MnBP exposure reduced mean MDI scores by two points in girls \[$\beta_{X(S = 1)} = - 2$\]. We also specified strong additive modification of the association between $Z1$ and $Y$ such that $Z1$ was unassociated with MDI scores in boys \[$\beta_{Z1(S = 0)} = 0$\], but was related to higher scores in girls \[$\beta_{Z1(S = 1)} = 5$\].

###### 

Simulation study parameters.

Table 2 lists parameter specification in the first column and their corresponding variable description in the second column.

  Parameter specification                                                                                                                                                                                                                       Variable description
  --------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------- ------------------------------------------------------------------------------------------------------------------------------------------------------------
  $$S\, \sim \, Bernoulli\left( 0.5 \right)$$                                                                                                                                                                                                   Child's sex (50% girls)
  $$Z\, \sim \, Bernoulli\left( 0.5 \right)$$                                                                                                                                                                                                   Binary covariate (50% prevalence)
  $$X\, \sim \, Normal\left( 3 + Z,1.2 \right)$$                                                                                                                                                                                                Continuous normally distributed log-transformed exposure dependent on $Z$, modeled after mono-*n*-butyl phthalate ($\text{mean} = 3.5$, $\text{SD} = 1.2$)
  $$Y\, \sim \, Normal\,\left\lbrack \left( {\left. 101.75 + \left( \beta \right._{X{({S = 0})}}*X \right)\left. + \left( \beta \right._{X{({S = 1})}}*X*S \right) + \left( 2*S \right) + \left( 5*Z*S \right)} \right),\, 15 \right\rbrack$$   Continuous normally distributed outcome, modeled after the Mental Development Index ($\text{mean} = 100$, $\text{SD} = 15$)
                                                                                                                                                                                                                                                 

Note: SD, standard deviation.

We note that in the scenario described by this causal diagram, sex does not affect the exposure or confounder (i.e., no arrow between $S$ and $X$ or between $S$ and $Z1$. This is often a reasonable assumption, particularly in studies estimating effects of prenatal exposures, but the foundations of our argument apply to scenarios when $S$ may also be a confounder. We ran additional simulations under the following alternative scenarios: Scenario 2: negative (rather than positive) $\left. Z1\rightarrow Y \right.$ association in girls \[$\beta_{Z1(S = 1)} = - 5$\]; Scenario 3: no modification by sex of $\left. Z1\rightarrow Y \right.$ association \[$\beta_{Z1(S = 0)} = \beta_{Z1(S = 1)} = 5$\]; Scenario 4: sex not associated with $\, Y$ ($\left. \beta_{S} = 0 \right)$; Scenario 5: weaker modification by sex of $\left. Z1\rightarrow Y \right.$ association \[$\beta_{Z1(S = 0)} = 0;\,\beta_{Z1(S = 1)} = 2$\]; Scenario 6: additional confounder with sex-specific associations with $Y$ \[$\beta_{Z2(S = 0)} = - 5;\,\beta_{Z2(S = 1)} = 0$\]; Scenario 7: additional confounder with sex-specific associations with $Y$ \[$\beta_{Z2(S = 0)} = 0;\,\beta_{Z2(S = 1)} = - 5$\]; and Scenario 8: additional confounder without sex-specific associations with $Y$ \[$\beta_{Z2(S = 0)} = \beta_{Z2(S = 1)} = - 5$\].

We estimated associations between exposure and outcome using linear regression models fit with each of the three analysis methods detailed in [Table 1](#t1){ref-type="table"}. We also tested a reduced version of the augmented product term approach for Scenario 8, where the model included a sex product term for $Z1$ but not $Z2$. We report average beta coefficients, standard errors, and MSE (squared bias plus variance) across 10,000 simulated datasets. We calculated confidence interval coverage as the percent of simulations in which the 95% confidence interval included the true coefficient value. We calculated power for effect estimates as the percent of simulations in which the 95% confidence intervals excluded the null hypothesis (for the null effect in boys, this is equivalent to the type I error rate). We also report the power to assess heterogeneity as the percent of simulations that identified statistically significant EMM (two-sided alpha of 0.1). For stratified models, we tested EMM using a two-sample z-test to compare the coefficients for boys and girls, with the test statistic given as $Z = \left\lbrack {\beta_{X{({S = 0})}} - \beta_{X{({S = 1})}}} \right\rbrack\left\lbrack \left. Var\left( \beta_{X{({S = 0})}} \right) + Var\left( \beta_{X{({S = 1})}} \right) \right\rbrack \right.^{- one - half}$ ([@c17]), where model estimates of the coefficients and variances were used to calculate the statistics. For the traditional and augmented product term approaches, we determined power using model-based Wald $\mathit{p} - \text{values}$, which are output by default in SAS. As a sensitivity analysis to examine performance of the approaches in a larger sample size, all analyses were repeated using $N = 500$. We conducted analyses using SAS version 9.4 and fit linear regression models using the GENMOD procedure (SAS Institute Inc.). Simulation code is available in Supplemental Material, Simulation Code.

Results {#s3.2}
-------

Simulation results are presented in [Table 3](#t3){ref-type="table"}. All results for stratification and the augmented product term approach were identical. In all scenarios, stratification and the augmented product term approach yielded unbiased exposure--outcome effect estimates for both boys and girls. The traditional product term approach yielded biased results except when there was no sex-dependent confounding (Scenario 3) or when two sex-dependent confounders had equal and opposite associations with the outcome, and bias was effectively canceled out (Scenario 6). In the primary scenario, the exposure coefficient estimated with the traditional product term approach was biased down and away from the null for boys ($\text{bias} = - 0.4$) and up and toward the null for girls ($\text{bias} = 0.4$).

###### 

Simulation results implementing three approaches to estimate sex-specific effects of $X$ on $Y$ ($\mathit{N} = 250$).

Table 3 lists scenarios/parameters in the first column; the corresponding beta values, SE values, MSE values, coverage, and power for stratification, traditional product term, and augmented product term are listed in the other columns.

  Scenario/parameter                      Stratification[^*a*^](#t3n1){ref-type="table-fn"} Traditional product term[^*b*^](#t3n2){ref-type="table-fn"}   Augmented product term[^*c*^](#t3n3){ref-type="table-fn"}                                                                                 
  ------------------------------------- --------------------------------------------------- ------------------------------------------------------------- ----------------------------------------------------------- ----- ----- --------- ------ ------ ----- ----- --------- ------ ------ ----- -----
  Scenario 1                                                                                                                                                                                                                                                                                         
   $\beta\left( \text{boys} \right)$                                                    0.0 1.12                                                          2.56                                                         95%  5%      $- 0.4$ 1.08   2.51    93%  7%          0.0 1.12   2.56    95%  5%
   $\beta\left( \text{girls} \right)$                                               $- 2.0$ 1.12                                                          2.57                                                         94%  44%     $- 1.6$ 1.08   2.53    93%  33%     $- 2.0$ 1.12   2.57    94%  43%
   EMM                                                                                                                                                                                                                      36%                                 23%                                 36%
  Scenario 2                                                                                                                                                                                                                                                                                         
   $\beta\left( \text{boys} \right)$                                                    0.0 1.12                                                          2.56                                                         95%  5%          0.4 1.08   2.52    94%  6%          0.0 1.12   2.56    95%  5%
   $\beta\left( \text{girls} \right)$                                               $- 2.0$ 1.12                                                          2.57                                                         94%  44%     $- 2.4$ 1.08   2.53    93%  59%     $- 2.0$ 1.12   2.57    94%  43%
   EMM                                                                                                                                                                                                                      36%                                 59%                                 36%
  Scenario 3                                                                                                                                                                                                                                                                                         
   $\beta\left( \text{boys} \right)$                                                    0.0 1.12                                                          2.56                                                         95%  5%          0.0 1.08   2.36    95%  5%          0.0 1.12   2.56    95%  5%
   $\beta\left( \text{girls} \right)$                                               $- 2.0$ 1.12                                                          2.57                                                         94%  44%     $- 2.0$ 1.08   2.37    95%  46%     $- 2.0$ 1.12   2.57    94%  43%
   EMM                                                                                                                                                                                                                      36%                                 40%                                 36%
  Scenario 4                                                                                                                                                                                                                                                                                         
   $\beta\left( \text{boys} \right)$                                                    0.0 1.12                                                          2.56                                                         95%  5%      $- 0.4$ 1.08   2.51    93%  7%          0.0 1.12   2.56    95%  5%
   $\beta\left( \text{girls} \right)$                                               $- 2.0$ 1.12                                                          2.57                                                         94%  44%     $- 1.6$ 1.08   2.53    93%  33%     $- 2.0$ 1.12   2.57    94%  43%
   EMM                                                                                                                                                                                                                      36%                                 23%                                 36%
  Scenario 5                                                                                                                                                                                                                                                                                         
   $\beta\left( \text{boys} \right)$                                                    0.0 1.12                                                          2.56                                                         95%  5%      $- 0.1$ 1.08   2.39    95%  5%          0.0 1.12   2.56    95%  5%
   $\beta\left( \text{girls} \right)$                                               $- 2.0$ 1.12                                                          2.57                                                         94%  44%     $- 1.9$ 1.08   2.40    94%  41%     $- 2.0$ 1.12   2.57    94%  43%
   EMM                                                                                                                                                                                                                      36%                                 32%                                 36%
  Scenario 6                                                                                                                                                                                                                                                                                         
   $\beta\left( \text{boys} \right)$                                                    0.0 1.12                                                          2.58                                                         94%  6%          0.0 1.05   2.25    95%  5%          0.0 1.12   2.58    95%  6%
   $\beta\left( \text{girls} \right)$                                               $- 2.0$ 1.12                                                          2.58                                                         95%  43%     $- 2.0$ 1.05   2.26    95%  47%     $- 2.0$ 1.12   2.58    95%  43%
   EMM                                                                                                                                                                                                                      35%                                 42%                                 35%
  Scenario 7                                                                                                                                                                                                                                                                                         
   $\beta\left( \text{boys} \right)$                                                    0.0 1.12                                                          2.58                                                         94%  6%      $- 0.7$ 1.05   2.69    90%  10%         0.0 1.12   2.58    95%  6%
   $\beta\left( \text{girls} \right)$                                               $- 2.0$ 1.12                                                          2.58                                                         95%  43%     $- 1.3$ 1.05   2.69    90%  25%     $- 2.0$ 1.12   2.58    95%  43%
   EMM                                                                                                                                                                                                                      35%                                 14%                                 35%
  Scenario 8                                                                                                                                                                                                                                                                                         
   $\beta\left( \text{boys} \right)$                                                    0.0 1.12                                                          2.58                                                         94%  6%      $- 0.3$ 1.05   2.35    93%  7%          0.0 1.12   2.58    95%  6%
   $\beta\left( \text{girls} \right)$                                               $- 2.0$ 1.12                                                          2.58                                                         95%  43%     $- 1.7$ 1.05   2.35    93%  36%     $- 2.0$ 1.12   2.58    95%  43%
   EMM                                                                                                                                                                                                                      35%                                 26%                                 35%

Notes: EMM, effect measure modification; MSE, mean squared error; SE, standard error; $\beta\left( \text{boys} \right) = 0$ and $\beta\left( \text{girls} \right) = - 2$. Scenario 1: Primary results. Scenario 2: Negative (rather than positive) $\left. Z1\rightarrow Y \right.$ association in girls ($\left. \beta_{Z1(S = 1)} = - 5 \right)$ Scenario 3: No modification by sex of $\left. Z1\rightarrow Y \right.$ association ($\left. \beta_{Z1(S = 0)} = \beta_{Z1(S = 1)} = 5 \right)$ Scenario 4: Sex not associated with $\, Y$ ($\left. \beta_{S} = 0 \right)$. Scenario 5: Weaker modification by sex of $\left. Z1\rightarrow Y \right.$ association ($\left. \beta_{Z1(S = 0)} = 0;\,\beta_{Z1(S = 1)} = 2 \right)$ Scenario 6: Additional confounder with sex-specific associations with $Y$ ($\left. \beta_{Z2(S = 0)} = - 5;\,\beta_{Z2(S = 1)} = 0 \right)$. Scenario 7: Additional confounder with sex-specific associations with $Y$ ($\left. \beta_{Z2(S = 0)} = 0;\,\beta_{Z2(S = 1)} = - 5 \right)$. Scenario 8: Additional confounder without sex-specific associations with $Y$ ($\left. \beta_{Z2(S = 0)} = \beta_{Z2(S = 1)} = - 5 \right)$.

Stratify by sex.

Exposure by sex product term.

Exposure by sex product term and covariate by sex product term.

Standard errors were consistently smaller for the traditional product term approach than they were for stratification or the augmented product term approach. MSEs were also slightly smaller for the traditional product term approach except in Scenario 6, where coefficients estimated with this approach had large bias. When the sample size was increased to 500, which resulted in smaller standard errors for all approaches, stratification and the augmented product term approach had smaller MSE than the traditional approach in Scenarios 1, 2, 4, and 6 (see Table S1).

For main effects, 95% confidence intervals estimated using stratification and augmented product terms contained the true value in $94\%\,\text{to}\, 95\%$ of simulations for all approaches. The 95% confidence interval coverage using the traditional product term approach ranged between 90% and 95% in the main analyses ([Table 3](#t3){ref-type="table"}), and between 86% and 95% when the sample size was increased to 500 (see Table S1). The type I error rate for the null effect in boys (expressed as power) followed a similar pattern to the coverage statistic and was $5\%\,\text{to}\, 6\%$ for all scenarios at both sample sizes when using stratification or augmented product terms. The traditional product term approach had type I error rates $> 5\%$ in all scenarios where this approach yielded biased estimates; the type I error rate was highest when estimates were both biased and precise, ranging up to 14% in Scenario 7 with $\mathit{N} = 500$.

Compared with stratification and the augmented product term approach, the traditional product term approach had lower power to detect the main effect in girls and effect measure modification in all five scenarios where sex-dependent confounding caused coefficients estimated using this approach to be biased toward the null (Scenarios 1, 4, 5, 7, and 8). In Scenario 3 (no sex-dependent confounding) and Scenario 6 (two sex-dependent confounders with equal and opposite associations with the outcome), the traditional product term approach had slightly better power because estimates were unbiased and standard errors were smaller than the other two approaches. In Scenario 2, the traditional product term model exhibited greater power than the other approaches, due in part to smaller standard errors, but also to substantial bias away from the null, which increased the number of simulations detecting a statistically significant association.

In Scenario 8, where $Z1$ had sex-dependent effects but $Z2$ did not, a reduced version of the augmented product term approach performed well. Estimates were unbiased, had $94\%\,\text{to}\, 95\%$ confidence interval coverage, and the average standard errors for boys and girls were both 1.08. The average MSE was 2.37 for boys and 2.39 for girls, which was higher than the traditional, but lower than the full augmented product term approach. The reduced model had the expected 5% type I error rate for the null effect in boys and greater power than the other approaches to detect the main effect in girls (46%) and EMM (39%).

Applied Example {#s4}
===============

The present study was motivated by our previous experiences estimating sex-specific effects of endocrine-disrupting compounds in the Mount Sinai Children's Environmental Health Center study. To illustrate the impact of different approaches in real data, we reanalyzed results of a previous study of prenatal phthalate metabolite concentrations and child neurodevelopment ([@c7]).

Methods {#s4.1}
-------

Details of the Mount Sinai Children's Environmental Health Center study have been described previously ([@c8]). Briefly, primiparous women with singleton pregnancies were enrolled at the Mount Sinai Diagnostic and Treatment Center and two private practices in New York City, and delivered at Mount Sinai Medical Center between 1998 and 2001. In the third trimester, women completed an interviewer-administered questionnaire and provided a spot urine sample. Birth data were obtained from a computerized perinatal database. The pregnancy cohort includes 404 mother--infant pairs. Using procedures described previously ([@c13]), prenatal urine samples were analyzed at the Centers for Disease Control and Prevention (CDC) for the following phthalate metabolites: monoethyl phthalate (MEP), mono-*n*-butyl phthalate (MnBP), mono-isobutyl phthalate (MiBP), mono(3-carboxypropyl) phthalate (MCPP), monobenzyl phthalate (MBzP), mono(2-ethylhexyl) phthalate (MEHP), mono(2-ethyl-5-hydroxyhexyl) phthalate (MEHHP), mono(2-ethyl-5-oxohexyl) phthalate (MEOHP), and mono(2-ethyl-5-carboxypentyl) phthalate (MECPP). The four metabolites of di(2-ethylhexyl) phthalate (MEHP, MEHHP, MEOHP, MECPP) are expressed as a molar sum ($\sum\text{DEHP}$).

As described by Doherty et al. ([@c7]), 276 children who attended a follow-up visit at 24 months of age were administered the Bayley Scales of Infant Development II, which produces two indices of cognitive and psychomotor development: the MDI and the Psychomotor Development Index (PDI). Age- and sex-standardized scores for the MDI and PDI have a mean of 100 (range: 50 to 150) and a standard deviation of 15 ([@c2]).

Women provided informed consent prior to participation, and the study received approval from the Mount Sinai School of Medicine Institutional Review Board. The involvement of the CDC laboratory was determined not to constitute engagement in research of human subjects. The current analysis was approved by University of North Carolina at Chapel Hill Office of Human Research Ethics.

This analysis builds on the work of Doherty et al. ([@c7]) to illustrate the use of stratification, traditional product term, and augmented product term approaches to estimate sex-specific effects. The analysis includes 258 children with measured prenatal phthalate metabolite concentrations and valid MDI/PDI scores. We followed the analysis strategy of the previous study to estimate sex-specific associations of each phthalate metabolite or DEHP sum with child MDI and PDI ([@c7]). Briefly, we creatinine-standardized natural log phthalate biomarker concentrations as recommended by O'Brien et al. ([@c16]), and estimated associations in linear regression models adjusted for natural log--transformed creatinine (mg/dL), prepregnancy body mass index (${{kg}/m}^{2}$), maternal race/ethnicity (Hispanic/White/Black/other), maternal education (less than high school/high school graduate/some college/college graduate), Home Observation for Measurement of the Environment (HOME) score ([@c4]), duration of breastfeeding in months, maternal age in years, child age at testing in months, and maternal marital status (single/married/living with father). Child's sex was evaluated in models as an effect measure modifier.

For the stratification approach, we estimated exposure associations in separate datasets for boys and girls. For the traditional product term approach, we included sex as a covariate and estimated exposure associations by including an exposure by sex product term. For the augmented product term approach, we included sex as a covariate, estimated exposure associations by including an exposure by sex product term, and also included product terms between sex and all adjustment variables. We also fit models using a reduced version of the augmented product term approach. For these models, we did not include product terms between sex and three variables: natural log creatinine, maternal age, and maternal body mass index. We selected product terms to remove for this post hoc analysis based on our prior expectation that these variables would not have sex-dependent effects on neurodevelopment, which we confirmed by examining associations in our data.

For the stratification approach, we calculated the *p*-value for EMM by child's sex using model-based beta coefficients and standard errors, as above. For the product term approaches, we report the model-based Wald $\mathit{p} - \text{value}$. We considered modification to be statistically significant at an alpha level of 0.1. We fit linear regression models using the GENMOD procedure in SAS version 4.0 (SAS Institute Inc.).

Results {#s4.2}
-------

Estimated sex-specific associations of phthalate biomarkers with MDI scores are reported in [Table 4](#t4){ref-type="table"}. Beta coefficients from the stratified approach are identical to those from the augmented product term approach. In both sexes, precision differed between these two approaches because the stratified approach allows the variance of the error term to differ by sex, whereas the augmented product term approach does not. We note that standard errors from the two approaches will not differ in expectation when the residual variance in the outcome is similar in both groups (as demonstrated in the simulation).

###### 

Change in Mental Development Index score per unit change in ln-transformed standardized phthalate metabolite concentration in boys and girls.

Table 4 lists approaches/metabolites in the first column; the corresponding beta values (standard error) and 95 percent confidence interval for boys and girls and the EMM p values are listed in the other columns.

  Approach/metabolite                                 Boys ($\mathit{n} = 131$)     Girls ($\mathit{n} = 116$)                 EMM *p*-value                  
  --------------------------------------------------- --------------------------- ---------------------------- ----------------------------- ---------------- -------
  Stratification[^*a*^](#t4n1){ref-type="table-fn"}                                                                                                            
   MEP                                                1.0 (0.7)                                 $- 0.5,\, 2.4$   $- 0.1\,\left( 0.8 \right)$ $- 1.7,\, 1.5$   0.3
   MnBP                                               1.7 (0.8)                                       0.1, 3.3   $- 2.8\,\left( 1.1 \right)$ $- 5.0, - 0.5$   0.001
   MiBP                                               1.5 (1.0)                                 $- 0.4,\, 3.5$   $- 2.3\,\left( 1.0 \right)$ $- 4.3, - 0.2$   0.008
   MCPP                                               2.0 (1.0)                                       0.0, 4.1   $- 2.4\,\left( 1.2 \right)$ $- 4.7,\, 0.0$   0.005
   MBzP                                               1.8 (0.9)                                       0.1, 3.6   $- 0.6\,\left( 0.9 \right)$ $- 2.3,\, 1.1$   0.05
   $\sum\text{DEHP}$                                  0.1 (0.8)                                 $- 1.5,\, 1.7$                     1.8 (1.0) $- 0.1,\, 3.7$   0.2
  Traditional[^*b*^](#t4n2){ref-type="table-fn"}                                                                                                               
   MEP                                                1.1 (0.7)                                 $- 0.2,\, 2.4$   $- 0.4\,\left( 0.8 \right)$ $- 2.1,\, 1.2$   0.1
   MnBP                                               1.9 (0.8)                                       0.3, 3.4   $- 2.2\,\left( 1.2 \right)$ $- 4.6,\, 0.1$   0.004
   MiBP                                               1.6 (0.9)                                 $- 0.2,\, 3.4$   $- 2.0\,\left( 1.1 \right)$ $- 4.1,\, 0.2$   0.009
   MCPP                                               1.8 (1.0)                                 $- 0.2,\, 3.7$   $- 2.0\,\left( 1.3 \right)$ $- 4.5,\, 0.5$   0.02
   MBzP                                               1.8 (0.8)                                       0.2, 3.4   $- 0.6\,\left( 0.9 \right)$ $- 2.3,\, 1.1$   0.03
   $\sum\text{DEHP}$                                  0.3 (0.8)                                 $- 1.2,\, 1.8$                     1.2 (1.0) $- 0.7,\, 3.2$   0.5
  Augmented[^*c*^](#t4n3){ref-type="table-fn"}                                                                                                                 
   MEP                                                1.0 (0.7)                                 $- 0.4,\, 2.3$   $- 0.1\,\left( 0.9 \right)$ $- 1.8,\, 1.6$   0.3
   MnBP                                               1.7 (0.8)                                       0.2, 3.2   $- 2.8\,\left( 1.2 \right)$ $- 5.2, - 0.3$   0.002
   MiBP                                               1.5 (0.9)                                 $- 0.3,\, 3.4$   $- 2.3\,\left( 1.1 \right)$ $- 4.5,\, 0.0$   0.009
   MCPP                                               2.0 (1.0)                                       0.1, 4.0   $- 2.4\,\left( 1.3 \right)$ $- 4.9,\, 0.2$   0.007
   MBzP                                               1.8 (0.8)                                       0.2, 3.5   $- 0.6\,\left( 0.9 \right)$ $- 2.4,\, 1.2$   0.05
   $\sum\text{DEHP}$                                  0.1 (0.8)                                 $- 1.4,\, 1.6$                     1.8 (1.1) $- 0.3,\, 3.9$   0.2
  Reduced augmented^*d*^                                                                                                                                       
   MEP                                                1.0 (0.7)                                 $- 0.4,\, 2.3$   $- 0.1\,\left( 0.8 \right)$ $- 1.8,\, 1.6$   0.3
   MnBP                                               1.7 (0.8)                                       0.2, 3.2   $- 2.7\,\left( 1.2 \right)$ $- 5.1, - 0.3$   0.002
   MiBP                                               1.5 (0.9)                                 $- 0.3,\, 3.3$   $- 2.1\,\left( 1.1 \right)$ $- 4.3,\, 0.1$   0.01
   MCPP                                               2.0 (1.0)                                       0.1, 3.9   $- 2.2\,\left( 1.2 \right)$ $- 4.6,\, 0.2$   0.007
   MBzP                                               1.8 (0.8)                                       0.2, 3.4   $- 0.5\,\left( 0.9 \right)$ $- 2.3,\, 1.3$   0.06
   $\sum\text{DEHP}$                                  0.2 (0.7)                                 $- 1.3,\, 1.6$                     1.4 (1.0) $- 0.5,\, 3.3$   0.3

Notes: CI, confidence interval; EMM, effect measure modification; SE, standard error; Beta coefficient (SE) and 95% CI per natural log increase in creatinine-standardized phthalate biomarker concentrations estimated in linear regression models adjusted for ln-transformed urinary creatinine concentration, prepregnancy body mass index, maternal race/ethnicity, maternal education, Home Observation for Measurement of the Environment (HOME) score, duration of breastfeeding, maternal age, child age at testing, and maternal marital status.

Stratify by sex.

Exposure by sex product term.

Exposure by sex product term and covariate by sex product terms for all covariates (results published by [@c7]).

Exposure by sex product term and covariate by sex product terms for the following covariates: maternal race/ethnicity, maternal education, HOME score, duration of breastfeeding, child age at testing, and maternal marital status.

Estimates from the traditional product term approach had the smallest standard errors, and beta coefficients were generally farther from the null for boys and closer to the null for girls than estimates from other approaches. Using the stratified approach, three of the six phthalate biomarkers were significantly associated with lower MDI scores among girls, whereas there were no statistically significant associations among girls using the traditional product term approach ([Table 4](#t4){ref-type="table"}). The augmented and reduced augmented product term approaches yielded statistically significant associations for two and one phthalate biomarkers, respectively, but beta coefficients were more comparable to the stratified model than were the beta coefficients from the traditional product term model.

Conclusions regarding EMM did not differ by approach at our *a priori* alpha level of 0.1. Small differences between the EMM $\mathit{p} - \text{values}$ reported for stratification and the augmented product term approach were due to rounding error in the hand calculation for stratification. We observed similar patterns for the PDI, though differences in beta coefficients were smaller, and all approaches led to the same conclusions based on statistical tests (see Table S2).

In our data, we believe the differences in parameter estimates are driven by residual confounding by sex-dependent associations of the covariates with child neurodevelopment. We observed heterogeneity of associations between maternal race/ethnicity, maternal education, and HOME score with MDI score by child's sex. For example, higher levels of maternal education were strongly associated with higher MDI scores in girls but not boys (EMM $\mathit{p} - \text{value} < 0.05$ for girls in each of the two highest education levels compared to boys). Sex differences in associations of these variables with MDI may be related to parenting styles, which have been associated with sex differences in child neurodevelopment ([@c3]; [@c22]; [@c23]) or other factors that are currently understudied. This difference in confounding by sex is unspecified in the traditional product term approach, which likely leads to bias of stratum-specific estimates.

Discussion {#s5}
==========

Our findings provide guidance to investigators who observe different results when fitting stratified and traditional product term models. In our experience, investigators intuitively expect the two approaches to yield similar findings and may not fully appreciate the cause of any differences in results. Our analyses suggest that stratification and the augmented product term approach yield identical estimates that are less biased than the traditional product term approach when there are sex-dependent confounders. This finding has implications for studies in which sex-dependent effects of EDs are of interest, and it specifically highlights that the exposure by sex product term *p*-value from a traditional product term model does not quantify the degree of EMM in estimates produced using stratification. These are different models with different underlying assumptions.

The frequency of meaningful differences in interpretation among these approaches is unknown. Investigators rarely report estimates using more than one approach, and sex differences in associations for many outcomes are not well characterized in the literature. In our area of prenatal ED exposures and child development, variables commonly considered to be confounders, such as gestational stress and tobacco smoke exposure, have also been reported to have sex-dependent associations with child health outcomes ([@c1]; [@c5]; [@c9]; [@c10]; [@c18]; [@c19]). While more work is needed to determine how often sex-dependent confounding occurs, we suspect that it may be common in the ED literature and necessitates appropriate analysis techniques.

Compared with either stratification or the augmented product term approach, our simulations showed that the traditional product term approach is susceptible to bias in the presence of confounders with sex-dependent effects on the outcome. However, this approach had consistently smaller standard errors and outperformed other methods in terms of MSE in many of the scenarios we explored. We recommend the use of stratification or augmented product terms when bias is of primary concern or when there is prior knowledge that confounders have sex-specific relationships with the outcome under study.

Beta coefficients estimated using the augmented product term approach are equivalent to stratification when the analyst includes product terms between the stratifying variable (i.e., sex) and all other variables and interaction terms of interest. Standard errors are also equivalent when the residual variation in the outcome is similar among categories of the stratifying variable. As we have discussed, a given analysis typically includes many confounders, of which only a subset has sex-dependent associations with the outcome. The reduced version of the augmented product term approach offers a payoff in terms of variance reduction compared to the stratified approach while maintaining improved validity over the traditional product term approach. Indeed, this approach performed well in our simulation when one confounder had sex-dependent effects but the other did not. We recommend reduced models be specified *a priori* by excluding product terms for variables with strong evidence indicating no sex differences based on relationships reported in the literature. Alternatively, a data-driven approach could be cautiously applied to avoid well-known limitations of automated model reduction procedures ([@c11]). We suggest prespecifying product terms of interest using prior knowledge and reporting details of any additional post hoc analyses for model reduction. In general, the augmented product term approach has advantages over stratification when there is *a priori* knowledge available to fit reduced models or when investigators seek an automated test for EMM of fully stratified estimates.

In our applied example, absolute differences in beta coefficients were small, but we observed some meaningful differences in conclusions between estimation approaches. In other studies, the variability in estimated parameters between approaches will depend on the degree of sexual heterogeneity of confounder associations. The common practice of hypothesis testing based on a specified *a priori* heterogeneity criterion (e.g., $\mathit{p} - \text{value} < 0.1$) may cause subtle modeling differences to alter conclusions for estimates near the threshold, particularly in the setting of small sample sizes that characterize ED studies. In general, however, it is more informative to report estimates of heterogeneity (such as product term coefficients or alternative measures, such as the relative excess risk due to interaction) rather than results of hypothesis tests ([@c26]). We emphasize this point because, as shown in our simulations, increased power to detect modification can result either from a more sensitive hypothesis test or from bias.

This work examined differences between analysis methods under a relatively narrow range of simulated scenarios. We selected parameters to illustrate our issue of concern using strong sex-dependent associations of covariates with the outcome, and we assessed the robustness of our findings to varying parameters within our simple example. Although many more complex situations can be conceived, the qualitative results likely hold over a range of parameter values. The relative utility of the various approaches will depend on the question at hand. For example, when two or more modifiers are of simultaneous interest, investigators may choose to stratify into groups cross-classified by the modifiers (e.g., White males, White females, Black males, Black females), as the augmented product term approach may become complex in this setting. Alternatively, an investigator could combine approaches, stratifying by one variable and using augmented product terms for the other. Rather than providing prescriptive guidance on which method to use, we aimed to describe the performance of available options in various situations so that investigators may choose an optimal approach for their analysis.

Conclusions {#s6}
===========

Our findings suggest that variation in estimation approaches may contribute to between-study heterogeneity in findings and that establishing a consistent methodology is warranted to facilitate comparisons. More generally, we recommend against the traditional product term approach when covariates may have sexually heterogeneous associations with the outcome, as it can result in biased estimates. Investigators interested in estimating sex-specific effects of EDs should examine prior literature to understand potential confounding due to sex differences in covariate--outcome associations and apply appropriate methods to account for such heterogeneity, such as stratification or the augmented product term approach.

Supplemental Material
=====================

###### 

Click here for additional data file.
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