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Abstract
This paper gives asurvey on the development of parallel Runge-Kutta-Nystr\"om
(RKN) methods for the numerical solution of systems of special second-faet ordi-
nary differential equations (ODEs) of the form $\mathrm{y}’=\mathrm{f}(t,\mathrm{y}(t))$. We shall consider
two cases: explicit parallel $RKN$ methods and implicit parallel $RKN$ methods. In
both cases, an implicit RKN method is used as acorrector method (RKN correc-
tor) which is solved by an iteration scheme. In the first case, the iteration process is
explicit Whereas in the second case, the iteration process is implicit The resulting
iteration methods are well tuned to the parallel machines which reduce very much
the sequential computational costs.
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1RKN methods
We will be concerned with the numerical solution of the initial-value problem (IVP)
for the systems of special second-0rder ordinary differential equations (ODEs)
$\frac{d^{2}\mathrm{y}(t)}{dt^{2}}=\mathrm{f}(\mathrm{y}(t))$, $\mathrm{y}(t_{0})=\mathrm{y}_{0}$ , $\mathrm{y}’(t_{0})=\mathrm{y}_{0}’$ ,
(1.1)
$t_{0}\leq t\leq T$, $\mathrm{y},\mathrm{f}\in \mathrm{P}$
by Runge-Kutta-Nystrom methods (RKN methods) on parallel computers. One (simple)
option for solving problem (1.1) consists in writing the problem in first-0rder form and
applying a parallel integration method for first-0rder ODEs, without taking into account
the special form of this problem (the “indirect” approach). However, ignoring the fact
that the right-hand side function $\mathrm{f}$ does not contain the first derivative, usually leads to
algorithms that are less efficient than algorithms tuned to the special form of (1.1) (the
“direct” approach). We illustrate this by an example from the class of sequential Runge-
Kutta (RK) type methods. The highest-0rder, explicit RK method for first-fact ODEs
available in the literature, is the 17-stage, bnth-fact RK method from [31]. Thus, writing
(1.1) in first-0rder form and applying this RK method requires 17 sequential right-hand
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side evaluations per integration step. Alternatively, we can pick aRKN method directly
designed for problems like (1.1). In [33], we can find an RKN method of order 10 requiring
11 right-hand side evaluations per integration step. Hence, in this example, exploiting
the special form of the differential equations, saves 6right-hand side evaluations per step.
The mentioned example compares the direct and indirect approach for sequential
methods. It is highly likely that in the class of parallel methods, the direct approach will
also lead to an improvement of the efficiency. This motivated us to develop direct parallel
RKN methods for solving problem (1.1), rather than using existing parallel methods for
first-0rder problems via the indirect approach.
Thus our starting point is the $s$-stage RKN corrector method (RKN corrector)
$\mathrm{Y}_{n+1}=\mathrm{e}\otimes \mathrm{u}_{n}+h\mathrm{c}\otimes \mathrm{u}_{n}’+h^{2}\mathrm{a}\otimes \mathrm{f}(\mathrm{u}_{n})+h^{2}(A\otimes I)\mathrm{F}(\mathrm{Y}_{n+1})$ , (1.2a)
$\mathrm{u}_{n+1}=\mathrm{u}_{n}+h\mathrm{u}_{n}’+h^{2}b_{0}\mathrm{f}(\mathrm{u}_{n})+h^{2}(\mathrm{b}^{T} @ I)\mathrm{F}(\mathrm{Y}_{n+1})$ ,
(1.2b)
$\mathrm{u}_{n+1}’=\mathrm{u}_{n}’+hd_{0}\mathrm{f}(\mathrm{y}_{n})+h(\mathrm{d}^{T}\otimes I)\mathrm{F}(\mathrm{Y}_{n+1})$ .
Here, s-by-s matrix $A$ , $s$-dimensional vectors $\mathrm{c}$ , $\mathrm{a}$ , $\mathrm{b}$ . $\mathrm{d}$ and scalars $b_{0}$ , $d_{0}$ are the method
parameters, $\mathrm{e}$ is the $s$-dimensional vector with unit entries, I is the d-by-d identity matrix,
$h=t_{n+1}-t_{n}$ is the stepsize, and $\otimes \mathrm{d}\mathrm{e}\mathrm{n}\mathrm{o}\mathrm{t}\mathrm{e}\mathrm{s}$ the Kronecker product. The sd-dimensional
vector $\mathrm{Y}_{n+1}=$ $(\mathrm{Y}_{n+1,1}^{T}, \ldots, \mathrm{Y}_{n+1,s}^{T})^{T}$ is the stage vector representing the numerical ap-
proximations to the exact solution vector $\mathrm{y}(\mathrm{e}t_{n}+\mathrm{c}h)=[\mathrm{y}^{T}(t_{n}+c_{1}h), \ldots, \mathrm{y}^{T}(t_{n}+c_{s}h)]^{T}$,
$\mathrm{F}(\mathrm{Y}_{n+1})=(\mathrm{f}^{T}(\mathrm{Y}_{n+1,1}), \ldots, \mathrm{f}^{T}(\mathrm{Y}_{n+1,s}))^{T}$, $\mathrm{u}_{n}\approx \mathrm{y}(t_{n})$ , $\mathrm{u}_{n+1}\approx \mathrm{y}(t_{n+1})$ , $\mathrm{u}_{n}’\approx \mathrm{y}’(t_{n})$ and
$\mathrm{u}_{n+1}’\approx \mathrm{y}’(t_{n+1})$ . If the matrix $A$ is strictly lower triangular, then the RKN method (1.2)
is called explicit Otherwise, it is called implicit The sequential explicit RKN methods of
orders up to 10 can be found in [24]-[30], [33]. For the sequential implicit RKN methods
of arbitrary orders, we refer the readers to [32] and [35]. We see from these papers that
there are two families of implicit RKN methods.
The methods of the first family are called indirect RKN methods. They are obtained
by writing (1.1) in first-0rder form and applying the implicit RK defined by $\{\mathrm{c}, A_{\tau k}, \mathrm{b}_{rk}\}$ .
The resulting indirect RKN method is defined by $\{\mathrm{c}, A=[A_{\mathrm{r}k}]^{2}, \mathrm{b}=\mathrm{A}\mathrm{r}\mathrm{k}\mathrm{h}\mathrm{r}\mathrm{k}, \mathrm{d}=\mathrm{b}_{\mathrm{r}k}\}$ .
The methods of the second family are called direct RKN methods. They are directly
constructed for second-0rder form (1.1). The indirect and direct RKN methods of coll0-
cation type based on the same collocation vector $\mathrm{c}$ have the same order of accuracy. With
respect to stability properties, the indirect RKN methods are better than direct RKN
methods (cf. [35]).
2parallel RKN methods
For parallel numerical solution of IVP (1.1), we consider the following method
$\mathrm{Y}_{n\dagger 1}^{(0)}=\mathrm{e}\otimes \mathrm{y}_{n}+h\mathrm{c}\otimes \mathrm{y}_{n}’+h^{2}\mathrm{a}\otimes \mathrm{f}(\mathrm{y}_{n})+h^{2}(C\otimes I)\mathrm{F}(\mathrm{Y}_{n+1}^{(0)})$ . (2.1a)
$\mathrm{Y}_{n+1}^{(j)}=\mathrm{e}\otimes \mathrm{y}_{n}+h\mathrm{c}\otimes \mathrm{y}_{n}’+h^{2}\mathrm{a}\otimes \mathrm{f}(\mathrm{y}_{n})+h^{2}(B\otimes I)\mathrm{F}(\mathrm{Y}_{n+1}^{(j)})$
$+h^{2}((A-B)\otimes I)\mathrm{F}(\mathrm{Y}_{n+1}^{(j-1)})$ , $j=1$ , $\ldots$ , $m$ , (2.1a)
$\mathrm{y}_{n+1}=\mathrm{y}_{n}+h\mathrm{y}_{n}’+h^{2}b_{0}\mathrm{f}(\mathrm{y}_{n})+h^{2}(\mathrm{b}^{T}\otimes I)\mathrm{F}(\mathrm{Y}_{n+1}^{(m)})$ ,
(2.1c)
$\mathrm{y}_{n+1}’=\mathrm{y}_{n}’+hd_{0}\mathrm{f}(\mathrm{y}_{n})+h(\mathrm{d}^{T} @ I)\mathrm{F}(\mathrm{Y}_{n+1}^{(m)})$ ,
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where B and C are appropriately chosen matrices and m is an integer. In the case of stiff
problems (see [6, pp. 4-5]), it is recommendable to replace (2.1c) by the formula
$\mathrm{y}_{n+1}=\mathrm{y}_{n}+h\mathrm{y}_{n}’+h^{2}b_{0}\mathrm{f}(\mathrm{y}_{n})$
$+(\mathrm{b}^{T}A^{-1}\otimes I)(\mathrm{Y}_{n+1}^{(m)}-\mathrm{e}\otimes \mathrm{y}_{n}-h\mathrm{c}\otimes \mathrm{y}_{n}’-h^{2}\mathrm{a}\otimes \mathrm{f}(\mathrm{y}_{n}))$,
$\mathrm{y}_{n+1}’=\mathrm{y}_{n}’+hd_{0}\mathrm{f}(\mathrm{y}_{n})$
$(2.1\mathrm{d})$
$+ \frac{1}{h}(\mathrm{d}^{T}A^{-1}\otimes I)(\mathrm{Y}_{n+1}^{(m)}-\mathrm{e}\otimes \mathrm{y}_{n}-h\mathrm{c}\otimes \mathrm{y}_{n}’-h^{2}\mathrm{a}\otimes \mathrm{f}(\mathrm{y}_{n}))$ ,
provided that the matrix $A$ is nonsingular. The method (2.1) can be interpreted as
an iterative method with $m$ iterations. Evidently, if $marrow \mathrm{o}\mathrm{o}$ and if $\mathrm{Y}_{n+1}^{(m)}$ converges,
then $\mathrm{Y}_{n+1}^{(m)}$ converges to the solution $\mathrm{Y}_{n+1}$ of (1.2a). However, for fixed $m$, we may also
interpreted (2.1) as an RKN method. We call (2.1a) the predictor formula (predictor
method or predictor), $\{(2.1\mathrm{b}), (2.1\mathrm{c})\}$ or $\{(2.1\mathrm{b}), (2.1\mathrm{d})\}$ the corrector formula (corrector
step point formula).
The order of accuracy, the linear stability and the amount of intrinsic parallelism
of the methods (2.1) are determined by the matrices $A$ , $B$ and $C$ . We have the following
general result for the (nonstiff) order of accuracy.
Theorem 2.1 The order of accuracy of the $RKN$ methods $\{(2.1\mathrm{a}), (2.1\mathrm{b}), (2.1\mathrm{c})\}$ and
$\{(2.1\mathrm{a}), (2.1\mathrm{b}), (2.1\mathrm{d})\}$ are respectively given by $p$. $= \min\{p, 2m+q+1\}$ and $p^{*}=$
$\min\{p, 2m+q-1\}$ , where $p$ and $q$ denote the order of the $co$ rector method (1.2) and the
order of predictor formula (2.1a) for $\mathrm{Y}_{n+1}^{(0)}$ .
From now on, we assume that the order of amethod is always meant to be the
nonstiff order of accuracy.
The linear stability properties can be obtained by aPPlying (2.1) to the model test
equation $y’(t)=\lambda y(t)$ . This leads us to the recursion $(y_{n+1}, hy_{n+1}’)^{T}=M_{m}(z)(y_{n}, hy_{n}’)^{T}$,
$z=\mathrm{X}\mathrm{h}$ . For the step point formulas (2.1c) and $(2.1\mathrm{d})$ , the amplification matrices $M_{m}(z)$
are respectively defined as
$M_{m}(z)=(^{1+z[b_{0}+\mathrm{b}^{T}P_{m}(z)(\mathrm{e}+z\mathrm{a})]}z[d_{0}+\mathrm{d}^{T}P_{m}(z)(\mathrm{e}+z\mathrm{a})]$ $1+z\mathrm{d}\tau P_{m}(z)\mathrm{c}1+z\mathrm{b}^{T}P_{m}(z)\mathrm{c})$ and (2.1a)
(2.2b)
$\lrcorner 4I_{m}(z)=(^{1+zb_{0}-\mathrm{b}^{T}A^{-1}[I-P_{m}(z)](\mathrm{e}+z\mathrm{a})}zd_{0}-\mathrm{d}^{T}A^{-1}[I-P_{m}(z)](\mathrm{e}+z\mathrm{a})$ $1-\mathrm{d}^{T}A^{-1}[I-P_{m}(z)]\mathrm{c}1-\mathrm{b}^{T}A^{-1}[I-P_{m}(z)]\mathrm{c})$ ,
where the s-by-s matrix $P_{m}(z)$ is given by
$Pm(z)=[I-zB]^{-1}\{[I-z(A-B)]^{-1}[I-z^{m}(A-B)^{m}]+z^{m}(A-B)^{m}[I-zC]^{-1}\}$ .
The spectral radius $\rho(M_{m}(z)$ of the amplification $M_{m}(z)$ is called the stability function of
the parallel RKN methods.
In the following sections, we discuss the cases: (i) Both matrices $B$ and $C$ vanish;
(ii) The matrix $C$ vanishes and the matrix $B$ is diagonal or Both matrices $C$ and $B$ are
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2.1 Parallel explicit RKN methods
Let us assume that the problem (1.1) is stable and nonstiff, that is, the eigenvalues
of the Jacobian matrix $\partial \mathrm{f}/\partial \mathrm{y}$ are assumed to be on the negative axis and not “too far
away” from the origin. For this problem, we may choose the RKN corrector with $\mathrm{a}=0$ ,
step point formula (2.1c) and set in (2.1), $B=C=O$ (case (i): $B$ and $C$ vanish) to
obtain an explicit $s(m+1)$-stage RKN method defined by
$\mathrm{Y}_{n+1}^{(0)}=\mathrm{e}\otimes \mathrm{y}_{n}+h\mathrm{c}\otimes \mathrm{y}_{n}’$ , (2.3a)
$\mathrm{Y}_{n+1}^{(j)}=\mathrm{e}\otimes \mathrm{y}_{n}+h\mathrm{c}\otimes \mathrm{y}_{n}’+h^{2}(A\otimes I)\mathrm{F}(\mathrm{Y}_{n+1}^{(j-1)})$ $j=1$ , $\ldots$ , $m$ , (2.3b)
$\mathrm{y}_{n+1}=\mathrm{y}_{n}+h\mathrm{y}_{n}’+h^{2}(\mathrm{b}^{T} @ I)\mathrm{F}(\mathrm{Y}_{n+1}^{(m)})$ ,
(2.3c)
$\mathrm{y}_{n+1}’=\mathrm{y}_{n}’+h(\mathrm{d}^{T}\otimes I)\mathrm{F}(\mathrm{Y}_{n+1}^{(m)})$ .
The method (2.3) requires $sm+s$ right-hand side evaluations per step. We see that each
block of $s$ stages of this method can be computed in parallel, so that on parallel computers
with $s$ processors, the number of sequential right-hand side evaluations (in each processor)
will be only $s^{*}=m+1$ . Such methods are called in [5., 40] parallel-iterated $RKN$ method
or briefly PIRKN method.
Since in this case, $\mathrm{Y}_{n+1}-\mathrm{Y}_{n+1}^{(0)}=O(h^{2})$ , Theorem 2.1 implies that the order
of accuracy of the PIRKN method is given by $p^{*}= \min\{p, 2m+2\}$ . The “optimal”
resulting PIRKN method of order $p^{*}=p$ is obtained by setting $m=[(p-1)/2]$ requires
$s^{*}=m+1=[(p+1)/2]$ sequential right-hand side evaluations per step. Consequently
atenth-0rder PIRKN method requires only $s^{*}=5$ sequential right-hand side evaluations
per step. Whereas tenth-0rder explicit RKN method of Hairer in [33] requires $s^{*}=11$
sequential right-hand side evaluations per step (6 evaluations per step are saved). We
note that the number of sequential right-hand side evaluations per step $s^{*}$ of the similar
tenth-0rder optimal PIRK method for first-0rder ODEs proposed in [36] is still equal to
10.
For the stability of the PIRKN methods, the amplification matrix $M_{m}(z)$ and the
stability function $\rho(M_{m}(z))$ are defined with the matrix $P_{m}(z)$ in (2.2a) given by
$P_{m}(z)=[I-zA]^{-1}[I-(zA)^{m+1}]$
If we regard the PIRKN methods as real iteration ones, then the number of iterations
$m$ is determined by adynamic iteration strategy and can be varied from step to step. The
PIRKN methods in this situation are remained explicit RKN methods within astep. In
this case, some improvements can be achieved by optimizing the rate of convergence and
the size of iteration errors. This can be done by using direct RKN corrector methods
(see [\={o}]). Afurther improved efficiency can be obtained by considering parallel explicit
RKN-type methods. This will be discussed in Section 3.
2.2 Parallel implicit RKN methods
Implicit RKN methods are applied to problems originating from structural mechan-
ics or celestial mechanics, whose solutions possess periodic components with frequencies
ranging from small to large, where the lower harmonics are of interest, the higher har-
monics are not. Hence, only the solution components corresponding to eigenvalues of
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the Jacobian matrix $\partial \mathrm{f}/\partial \mathrm{y}$ close to the origin are of interest. In such cases, the ideal
method would be amethod without dissipation of the lower harmonics (i.e., nonempty
periodicity interval), high order of dispersion, and damping of the higher harmonics. The
prevence of unwanted high harmonics (a form of stiffness) may reduce the step point order
considerably. In many stiff problems, it is the stage order that determines the accuracy,
rather than the step point order. In order to avoid the effect of order reduction, we need
methods that have, in addition to ahigh step point order and the property of uncondi-
tional stability, ahigh stag order. In [39], the property of unconditional stability is termed
$\mathrm{R}$-stability. In our research papers (see e.g., [1, 2, 4, 35]), we have called it A-stability,
in analogy with the terminology used for unconditionally stable methods for first-0rder
ODEs.
For solving stiff problems, the step point formula $(2.1\mathrm{d})$ should be used. Parallel
$s(m+1)$-stage diagonally implicit RKN methods arise if in (2.1), the matrices $C$ and $B$
are diagonal or $C=O$, $B$ is diagonal (case (ii)). Because of the diagonal implicitness,
each block of $s$ implicit stages can be computed in parallel, so that effectively, we only
have $s^{*}=m+1$ implicit stages. If $C=O$, then the number of implicit stages is reduced
to $s^{*}=m$ . We call such methods parallel diagonally implicit $RKN$ methods or briefly
PDIRKN methods. Since for arbitrary matrix $C$ , $\mathrm{Y}_{n+1}-\mathrm{Y}_{n+1}^{(0)}=O(h^{2})$ , Theorem 2.1
ensures that the order of accuracy of the PDIRKN method defined by { $(2.1\mathrm{a})$ , (2.1b),
$(2.1\mathrm{d})\}$ is given by $p$. $= \min\{p, 2m\}$ . The best resulting PDIRKN methods of order
$p^{*}=p$ have $s^{*}=[(p+1)/2]$ implicit stages.
In order to save computational costs involved with the $\mathrm{L}\mathrm{U}$-decomposition in solving
implicit relations, we choose $B=C=D=\mathrm{d}\mathrm{i}\mathrm{a}\mathrm{g}(\delta_{1}, \ldots, \delta_{t})$ or $B=D=\mathrm{d}\mathrm{i}\mathrm{a}\mathrm{g}(\delta_{1}$ , $\ldots$ : $\delta_{s})$ ,
$C=O$ , and obtain the PDIRKN method of the form
$\mathrm{Y}_{n+1}^{(0)}=\mathrm{e}\otimes \mathrm{y}_{n}+h\mathrm{c}\otimes \mathrm{y}_{n}’+h^{2}\mathrm{a}\otimes \mathrm{f}(\mathrm{y}_{n})+h^{2}(\theta D\otimes I)\mathrm{F}(\mathrm{Y}_{n+1}^{(0)})$, (2.4a)
$\mathrm{Y}_{n+1}^{(j)}=\mathrm{e}\otimes \mathrm{y}_{n}+h\mathrm{c}\otimes \mathrm{y}_{n}’+h^{2}\mathrm{a}\otimes \mathrm{f}(\mathrm{y}_{n})+h^{2}(D\otimes I)\mathrm{F}(\mathrm{Y}_{n+1}^{(j)})$
$+h^{2}((A-D)\otimes I)\mathrm{F}(\mathrm{Y}_{n+1}^{(j-1)})$ , $j=1$ , $\ldots$ , $m$ , (2.4b)
$\mathrm{y}_{n+1}=\mathrm{y}_{n}+h\mathrm{y}_{n}’+h^{2}b_{0}\mathrm{f}(\mathrm{y}_{n})$
$+(\mathrm{b}^{T}A^{-1}\otimes I)$ ($\mathrm{Y}_{n+1}^{(m)}-\mathrm{e}\otimes \mathrm{y}_{n}-h\mathrm{c}\otimes \mathrm{y}_{n}’-h^{2}\mathrm{a}\otimes$ (yn)),
$\mathrm{y}_{n+1}’=\mathrm{y}_{n}’+hd_{0}\mathrm{f}(\mathrm{y}_{n})$
(2.4c)
$+ \frac{1}{h}(\mathrm{d}^{T}A^{-1}\otimes I)$ ($\mathrm{Y}_{n+1}^{(m)}-\mathrm{e}\otimes \mathrm{y}_{n}-h\mathrm{c}\otimes \mathrm{y}_{n}’h^{2}\mathrm{a}\otimes$ (yn)),
with $\mathit{0}\in\{0,1\}$ .
For the stability of the PDIRKN methods, the amplification matrix $M_{m}(z)$ and the
stability function $\rho(M_{m}(z))$ for the case (ii) are defined with the matrix $P_{m}(z)$ in (2.2b)
given by
$P_{m}(z)=[I-zD]^{-1}\{[I-z(A-D)]^{-1}[I-z^{m}(A-D)^{m}]+z^{m}(A-D)^{m}[I-z\theta D]^{-1}\}$
There are various strategies for choosing the positive entries of the diagonal matrices
$D$ (iteration parameters). One possibility is based on the minimization of the spectral
radius of the stage vector iteration matrix (see [1, 7, 38]). For alarge number of RKN
correctors taken from the literature, we calculated the iteration parameters with this
minimizing property. From these correctors, we selected those which generate methods
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that remain A-stable after aminimal number of implicit sequential iterations. Let $s^{*}$ ,
$p^{*}$ and $r^{*}$ denote this minimal number of implicit stages, the step point order, and the
stage order, respectively. Then by means of the minimal-spectral-radius strategy, we found
methods with $(s^{*},p^{*}, r^{*})=(3,3,2)$ , (5, 3, 4) and (5, 5, 7). By replacing the condition
“the method should remain stable after a minimal number of iterations” with the condition
“the method needs only to be $A$ -stable if $m$ is such that the order of the PDIRKN method
equals that of the corrector” {see $[2, 4])$ , we found A-stable methods with $(s^{*},p^{*}, r^{*})=(4$ ,
2, 2), (6, 3, 3) and (8, 4, 4). In order to appreciate these results, we mention the sequential
RKN methods $(s^{*},p^{*}, r^{*})=(3,1,2)$ of Crouzeix in [22], $(s^{*},p^{*}, r^{*})=(4,1,3)$ of Sharp-
Fine-Burrage in [39], and $(s^{*},p^{*}, r^{*})=(5,1,5)$ and (6, 1, 5) of Cooper-Sayfy in [21].
3Improving parallel RKN methods
In this section, we discuss some further ideas for improving the efficiency of parallel RKN
methods. Because of complexity of the RKN methods for stiff problems and the limited
length of the paper, we restricted our discussion to nonstiff problems.
The first idea is to replace the lower-0rder one-step predictor (2.3a) of the PIRKN
method (2.3) with higher-0rder tw0-step predictors using past step point and stage values.
Two following types of these tw0-step predictors have been considered (see $\mathrm{g}.\mathrm{e}.$ , [3, 10, 16])
$\mathrm{Y}_{n+1}^{0}=\mathrm{w}\otimes \mathrm{y}_{n}+(V\otimes I)\mathrm{Y}_{n}^{m}$ : Lagrange-type predictor
$\mathrm{Y}_{n+1}^{0}=\mathrm{e}\otimes \mathrm{y}_{n}+h\mathrm{c}\otimes \mathrm{y}_{n}’+(B\otimes I)\mathrm{F}(\mathrm{Y}_{n}^{m})$ : Adams-type predictor
The second idea is to design the new RKN-type corrector methods which optimize
the convergence in the iteration process by means of minimizing spectral radius of iter-
ation matrices, or new cheap RKN-type methods. Anumber of new methods have been
constructed in the last few years like:
\bullet Symmetric RKN methods (see [10, 16]).
\bullet Twostep RKN methods (see [8, 11]).
\bullet Pseudo tw0-step RKN methods (see [13, 17]).
\bullet Explicit pseudo tw0-step RKN methods (see [14, 18, 19]).
The third idea is to increase the amount of parallelism in step-by-step methods
by computing parallel solution values not only at step points, but also at off-step points.
Thus, in each step, awhole block of approximations to the exact solution is computed.
This approach was successfully used in [23] for obtaining reliable defect control in explicit
RK methods. Alternatively, this approach can be used for reducing the number of iter-
ations in the iteration process. For example, the block of approximations can be used
for obtaining avery high-0rder predictor formula in the next step by some interpolation
formulas e.g., Lagrange or Hermite interpolation (see [12, 20]). The high-0rder predictor
can be obtained by the formula of Adams-type (see [15]). By choosing the abscissas of
the off-step points narrowly spaced, we achieve much more accurate predictor values than
can be obtained by tw0-step predictor formulas based on the past step point and stage
values. Moreover, the precise location of the off-step points can be used for minimizing
the iteration errors or for maximizing stability regions
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4Concluding remarks
In this paper we have described some main ideas for construction and analysis of
parallel RKN methods. The resulting new investigated methods are shown to be promising
integration methods for the numerical solution of special second-0rder ODEs on parallel
computers. Numerical experiments showed the superiority of these Parallel RKN methods
over the best extant sequential methods in the RK and RKN literatures.
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