Abstract. In this paper we extend Newton-Steffenssen method for solving nonlinear equations, introduced by Sharma [J.R. Sharma, A composite third order Newton-Steffenssen method for solving nonlinear equations, Appl. Math. Comput. 169 (2005), 242-246] by using the Gejji-Jafari decomposition technique. Several numerical examples are given to illustrate the efficiency and performance of this new method.
Introduction
Solving nonlinear equations is one of the most important problems in numerical analysis. To solve nonlinear equations, iterative methods such as Newton's method are usually used. Throughout this paper we consider iterative methods to find a simple root α, of a nonlinear equation f (x) = 0, where f : I ⊂ R → R for an open interval I. Many variants of the Newton's method have been suggested in the literature by different techniques. One of them is Adomain decomposition method which is used in [6] and other literatures. To implement Adomain decomposition method, one has to calculate Adomain polynomial, which is another difficult task. Other techniques have also their limitations. To overcome these difficulties, a new decomposition technique is introduced by Gejji-Jafari in [1] . In this paper we use this technique to extend Newton-Steffenssen method introduced by Sharma [2] .
Gejji-Jafari decomposition method
Consider the nonlinear equation
Throughout the paper we assume that f (x) has a simple root at α and γ is an initial guess close to α. Let us transform the nonlinear equation (2.1) into the following canonical form: 2) where N(x) nonlinear operator and c is a constant. The main idea of this technique is to look for a solution having the series form
3)
The nonlinear operator N can be decomposed as
From equations (2.3) and (2.4), equation (2.2) is equivalent to
Thus we have the following recurrence relation:
and
In [1] it is proved that the series ∞ i=0 x i converges absolutely and uniformly to a unique solution of (2.2).
Extension of Newton-Steffenssen method
Consider the following coupled system:
The equation (3.1) of the above system can be rewritten as
.
Comparing Equations (2.2), Ist of (2.6) and (3.3), we have
Note that x is approximated by
where lim m→∞ X m = x. For m = 0,
For m = 1,
where N(x 0 ) is to be calculate. From (3.5) we have
Thus (3.8) becomes
which yields the famous Newton's method with second order convergence
For m = 2,
where N(x 0 + x 1 ) is to be calculate. From (3.5), (3.2) and (3.10) we have
Thus we have
which gives the following well known Newton-Steffenssen method [2] with third order convergence
where
where N(x 0 + x 1 + x 2 ) is to be calculate. From (3.5), (3.2) and (3.14) we have
which suggests the following three-step iterative method
Similarly we can obtain higher-order iterative methods. For general n it can be shown that the (n − 1)-step iterative method is
Now we prove that order of convergence of the iterative method (3.19) is four, which is shown by the following theorem: Theorem 3.1. Let α ∈ I be a simple zero of a sufficiently differentiable function f : I ⊆ ℜ → ℜ in an open interval I. If x 0 is sufficiently close to α, then the three-step method defined by (3.19) has order fourth-order convergence.
Proof. By applying the Taylor series expansion theorem and taking account f (α) = 0, we can write f (x n ) = e n +c 2 e where
, k = 1, 2, ... and e n be the error in x n after n iterations i.e. e n = x n − α; At this time, we should expand f (y n ) around the exact α root by taking into consideration (3.23). Accordingly, we have Now expand f (z n ) around the exact α root, we have Similarly we can prove that iterative method (3.20) has n th -order convergence.
Numerical Testing
Here we consider, the following eight test functions to illustrate the accuracy of new iterative method. Some of them are taken from [7] and some from [8] . The root of each nonlinear test function is also listed. All the computations reported here we have done using Mathematica 8. Scientific computations in many branches of science and technology demand very high precision degree of numerical precision. We consider the number of decimal places as follows: 10000 digits floating point (SetAccuraccy=10000) with SetAccuraccy Command. In examples considered in this article, the stopping criterion is the |f (x n )| ≤ ǫ where ǫ = 10 −10000 . The test non-linear functions are listed in Table- 1. Here we comparer performance of our new method (3.19) to the methods of Yun (YN) [3] , of Chun (CN) [6] and Noor(NR) [5] . The results of comparison for the test function are provided in the Table 2 . It can be seen that the resulting method from our class are accurate and efficient in terms of number of accurate decimal places to find the roots after some iterations. 
Non-linear function
Roots
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