pecially those which involve highly nonstationary environments, the difference in pcrformancc exhibited by the LS and SG lattice algorithms may be more pronounced. A comparative study of algorithm performance in these remaining applications should yield interesting and useful results.
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Use of the Most Significant Autocorrelation Lags in Iterative

ME Spectral Estimation MIGUEL A. LAGUNAS-HERNANDEZ
Abstruct-Many methods of spectral analysis are based either directly or indirectly on a set of autocorrelation values estimated from the available data. A good selection of autocorrelation Lags can improve the quality of the spectral estimate at a given computational cost.
To demonstrate the above possibility, this paper shows how to select Lags corresponding to the most significant values of theautocorrelation. In this way, one obtains better cstimates than those found using thc
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de Telecomunicacih, c/ Jordi Girona Saleado, Barcelona-34, Spain. standard method, namely, the technique proposed by Lim and Malik [ 11 for (iterative) ME spectral analysis.
Sevcral examples arc considered to illustrate this possibility.
I. INTRODUCTION In autocorrelation based methods for spectral estimation, we form an estimate {FX(O), . * * , rx (M)}of the autocorrelation function of the signal x from the available data, and then we compute the power spectrum of x by direct or parametric methods using such an estimate.
It seems clear that the quality of the final power spectrum estimate will depend essentially on the amount of signal information which is retained in {?*(O), . . . , F x ( M ) } . This paper attempts to demonstrate how an appropriate selection of lags (different from the standard one, { 0, . * * , M ) ) , can considerably improve the quality of power spectrum (in a sense which depends on the criterion employed for lag selection). This possibility is of paramount importance in cases where a high computational effort is necessary; for example, when the criterion is t o minimize (or maximize) an objective function under autocorrelation restrictions. (Iterative algorithms or linear programming are then usually required.) Also, the convergence time and properties are better because a good startup of the algorithms is provided.
Although the idea is of general interest, we will focus our attention on ME iterative techniques; first, we show the potential advantage of the proposed procedure in 1-D cases in a clear context; second, we apply this procedure to the more critical 2-D problems, in which memory and computational restrictions force us to use only a very reduced number of autocorrelation values.
We will choose lags which have the largest absolute values of the autocorrelation. This approach shows that, at a fixed computational cost, there are improvements in the resolution and more noise immunity when compared with currently reported works.
LAG SELECTION IN SPECTRAL ESTIMATION
The classical selection of the first M + 1 autocorrelation lags, { 0, * * * , M } , is supported by the fact of that this set offers the largest statistical stability among all the possible choices. We claim that using other selections will yield more desirable properties (using entropy as the objective function, the zero lag has to be included to ensure that a maximum exists).
It is clear that for stationary processes and even for nonstationary ones (like sinusoids in noise), the number of samples between highly correlated samples [i.e., number of lags between maxima of r x ( r n ) ] provides a good deal of information about periodicities. Then, selecting the M lags (and zero) with largest absolute values will result in an estimate which is better than the classical one in the following sense: the peaks will be reinforced, the noise effects reduced. This approach will be referred to as the modified approach in the rest of this work.
Note that the modified method has a drawback; namely, it reduces the statistical stability since it uses autocorrelation values with lags greater than M; but like in prediction [ 21 and interpolation problems, the location of the most significant autocorrelation samples can be more important than their concrete values as concerns with some properties, such as resolution in the final spectral estimate, and convergence rate in adaptive or iterative methods for spectral estimation.
Of course, the use of all the lags available (or significant) will result in a better final estimate; but in most 2-D real problems, the use of a large correlation support is not allowed because it will increase the computational load beyond reasonable limits. To show the validity of the previous discussion in a general context, we will consider a nonparametric estimator (the periodogram) with the usual and the modified approaches. Fig. l(a) and (b) illustrate the difference between the two choices using a sinusoid with frequency 0.05 as the signal. Fig.  l(a) shows ten selected lags among 50 in both cases; Fig. l(b) shows the corresponding periodogram.
The examination of this last part of the figure confirms the previous assertion: the "effective window" in the modified approach produces higher resolution than in the classical one.
Of course, the sampling involved in the lag domain will produce extra peaks for very low frequencies when the sampling violates the Nyquist criterion. Nevertheless, it seems that in many cases, it is easier t o remove extra lines than to increase resolution from the initial estimate. the extra advantage of including (without relevant modifications) cases in which some points of the autocorrelation are not available [ 3 ] . It is also possible to introduce without modifications the proposed approach in this algorithm.
RESULTS FOR ITERATIVE ME ALGORITHMS
We will now show results from simulated and real experiments using Lim and Malik's algorithm with the classical and the modified approaches.
A . I -D Case Using
v , ( n ) = u26(n) + cos (2nn 0.1) + cos (2nn 0.3456)
with u2 = 1 and r x ( n ) known for -9 < n < 9, Fig. 2 displays the results after four iterations of Lim and Malik's algorithm for the two approaches.
It can be seen that, using the 0 and four additional more significant lags (largest absolute values), the resolution is better than that exhibited by the classical procedure(lags0-4). Some additional comments and conclusions can be obtained form this example; they can be useful not only in 2-D cases(in which we have not the easy option of using all the lags as in this 1-D problem, since a typical 64 x 3 2 data set cannot becompletely used, because less than 100 constraints have to be used to keep computing time and memory under adequate limits in each iteration), but also in other nonlinear procedures of spectral estimation.
We can check that the improvement in quality is accompanied by better extrapolated (interpolated) values when the modified approach is used. This is very reasonable, since we are working with the most representative values of the autocorrelation. Table I shows the actual values of the autocorrelation (second column) and the induced ones in both approaches (third and fourth column) after the fourth iteration. Each approach approximates better the values corresponding to the selected lags; but the global result is better for the modified procedure. This last approach increases also the dynamic range of the estimated spectrum.
B. 2 -0 Case
In the first example, we have selected -9, -7, -5, -4, 0,4, 5, 7, 9. -n t *I- in shows a well defined low-frequency peak, regardless of the Fig. 3(a) ( 3 5 iterations) and Fig. 3(b) (10 iterations) , respec-number of iterations (this allows the considerable reduction of
Additionally, the dynamic range increases I . INTRODUCTION about 10 dB.
Another intersting experimental result, obtained in these and other cases, is that the convergence rate is slow and nearly constant under the classical approach; under the modified one, the error (measured only over the constrained lags) decreases very quickly in the first steps, and, beyond a certain point, no significant improvement appears. This seems to be the cause of the simultaneous reduction of computing time and improvement of resolution usually observed.
IV. CONCLUSIONS
The idea of selecting with a certain criterion lags to be used in autocorrelation based spectral analysis has been shown to be useful in some general examples. This possibility can be very interesting in parametric methods that have to be applied under iterative algorithms, such as many objective function minimization (maximization) procedures and 2-D situations. The advantage seems to be mainly in computational cost and resolution.
The usefulness of a particular application of the proposed idea, choosing the largest absolute values of the autocorrelation in a 2-D iterative ME method, has been tested. More work is needed to obtain a general perspective of the possible advantages in other cases.
