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Abstract—This paper presents an automatic patch number 
selection method for bandwidth adaptive non-local kernel 
regression (BA-NLKR) algorithm, which was recently proposed 
for improving the performance of conventional non-local kernel 
regression (NLKR) in image processing.  Although BA-NLKR 
addressed the important issue of bandwidth selection, the 
number of non-local patches, which impacts the integration of 
local and non-local information, however is chosen empirically. 
In this paper, we propose a new algorithm for automatic patch 
number selection based on the intersecting confidence intervals 
(ICI) rule in order to achieve better performance.  Moreover, 
the proposed patch number and bandwidth adaptive NLKR 
(PBA-NLKR) is applied to the denoising problem of multiview 
images. The effectiveness of the proposed algorithm is illustrated 
by experimental results on denoising for both single-view and 
multi-view images. 
Keywords—NLKR; Automatic Patch Number Selection; Multiview 
Image Denoising 
I. INTRODUCTION 
Image denoising is one of the fundamental problems in 
image processing where undesirable noise due to sensors or 
other processing are suppressed. Patch-based denoising 
algorithms have received much attention recently for its good 
performance. These includes Video Non-Local Means (Video 
NLM) [1], BM3D [2], and Non-Local Kernel Regression 
(NLKR) [3] etc.  
Based on the framework of Local polynomial regression 
(LPR) [6-10] and steering kernel regression (SKR) [4, 5], 
NLKR was proposed to utilize non-local self-similarity in the 
natural image to collect similar but distant observations to 
estimate the local polynomial models. Therefore, NLKR 
achieved better denoising performance than conventional local 
model based methods.  An important issue of all these LPR-
based methods is the appropriate selection of the bandwidth or 
window size for estimating the underlying model. Too large a 
bandwidth will result in over smoothing due to increased bias 
while too small a bandwidth lead to increased variance and 
hence may not provide sufficient attenuation of image noise. 
In [11], a Bandwidth Adaptive Non-local Kernel Regression 
(BA-NLKR) was proposed to address this issue based on the 
rule of intersecting confidence intervals (ICI) [6, 9, 13]. 
Another key problem in all patch-based or non-local 
algorithms is the selection of a proper patch number, 
especially in multiview image denoising where the patch 
number increases dramatically with additional views. But 
brute-force increasing the patch number cannot ensure 
improved restoration results due to inaccurate matching 
caused by noise. The undesirable patches, even with low 
corresponding weights, may degrade the denoising results. 
Moreover, a globally fixed patch number for all the pixels is 
inappropriate since the number of self-similar patches varies 
across the whole image. Hence, adaptive patch number is 
desirable for all patch-based algorithms. Inspired by the 
promising performance of patch number adaptive NLM in 
[12], we propose in this paper a new patch-number and 
bandwidth adaptive NLKR (PBA-NLKR) algorithm for 
multiview denoising. The optimal patch number of each pixel 
is estimated using the rule of intersecting confidence intervals 
(ICI). Simulation results on the dataset from Midddlebury [14] 
show that the proposed PBA-NLKR yields a higher PSNR 
than the BA-NLKR algorithm and NLM algorithm. 
The rest of the paper is organized as follows. We first 
briefly review the NLKR and BA-NLKR in Section II. Then 
we introduce the scheme of adaptive patch number selection 
for BA-NLKR in Section III. The framework of multiview 
denoising based on PBA-NLKR is presented with 
experimental results in Section IV. Finally, conclusion is 
drawn in Section V.  
II. BANDWIDTH ADAPTIVE NON-LOCAL KERNEL 
REGRESSION 
A. Non-Local Kernel Regression（NLKR） 
In SKR and LPR, the image or video at location x is 
modeled locally as a polynomial. Let jy , j=1,...,p, be the 
observation at location jx  within a small neighborhood 
)( iN x  of the location ix  of interest, i.e. )( ij N xx ∈ . A non-
local term of similar patches )( iP x  is introduced in NLKR. 
The neighborhood )( iN x  and the non-local similar patches 
set )( iP x  are jointly utilized so that the image can be 
approximated by the given polynomial, which gives rise to the 
following minimization problem [10]: 
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where ib  is the vector of polynomial coefficients to be 
determined, ijω  is the corresponding non-local weight which 
is usually determined from the similarity between current 
patch )( iN x  and the jth non-local similar patch, 
T
pi yy ],...,[ 1=y is the vector of observations at ix , and jy  is 
the observation of the jth similar patch.  
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local weight matrix defined by a kernel function 
)()( 1 h
u
hh KuK = , h  is the bandwidth of the kernel, and 
}{⋅vech  is the half-vectorization operator. The first element of 
ibˆ  is the smoothed pixel value of at ix  which is given by 
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where T1 ]0,,0,1[ "=e . Since the local structure is usually 
anisotropic, the following locally adaptive kernel [4, 5] can 
better adapt to the local gradient of the image: 
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where nC  is the inverse of the covariance matrix [4] 
estimated from the gradients in )( nN x  and )( in N xx ∈ . 
B. Bandwidth Adaptive NLKR (BA-NLKR) 
One of the key parameters in NLKR is the bandwidth h of 
the adaptive kernel in (4), from the local image model is 
estimated. In [11], the ICI rule was proposed to select the 
appropriate bandwidth h. The algorithm starts with a set of 
prescribed possible bandwidth set H  in the ascending order, 
}{ 21 Shhh <<<= "H , where S is the number of bandwidth 
candidates. For a certain bandwidth ih , the confidence 
intervals ],[ kkk ULD =  are obtained from the estimated 
)(ˆ ki hb  as 
))(ˆ()(ˆ kikik hVarhU bb Γ+= , (5) 
))(ˆ()(ˆ kikik hVarhL bb Γ−= , (6) 
where )(⋅Var  denotes the variance, and Γ  is a threshold 
parameter for adjusting the width of the confidence interval. A 
suboptimal bandwidth opth  is determined by checking the 
intersection of the confidence intervals with the bandwidths in 
the bandwidth set H  in ascending order. Then the bandwidth 
h of each pixel can be individually selected from the 
bandwidth set H  using the ICI rule. )(ˆ ki hb  in (5) and (6) can 
be estimated by (3) , but ))(ˆ( ki hVar b  has a different form 
from the one of local kernel regression, which is found to be 
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where 
jyS is the variance of the weighted summation of jy , 
jn,x  denotes the pixel coordinates in the neighborhood of jx , 
and )(2 jyσ  is the noise variance of the observation jy . 
Using (8)-(11), the confidence intervals D  for the bandwidth 
set H  can be determined from (5) and (6). The estimated 
pixel by BA-NLKR is therefore derived from (3) as 
kjj hyiiWiiz |][)(ˆ
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= . (11) 
III. ADAPTIVE PATCH NUMBER SELECTION FOR BA-NLKR 
Another unaddressed key problem in NLKR and BA-
NLKR is the selection of the number of non-local similar 
patches for the current patch )( iN x . Usually such parameter 
is selected empirically [3, 11]. The denoising results (PSNR) 
of BA-NLKR vary with different patch numbers as shown in 
Fig. 1. The red lines with square markers (BA-NLKR) show 
the variations of PSNR values with increasing patch number 
used.  One can see that the PSNR decreases for small as well 
as large patch number and there is an optimal patch number.  
In NLM denoising [12], the patch number of each pixel will 
be individually selected according to certain criteria or rules. 
Motivated by the effectiveness and low complexity of the ICI 
rule, we now propose a new automatic patch number selection 
based on ICI rule under the BA-NLKR framework. 
Denote the estimated pixel using m similar patches as 
miz )(ˆ x , our proposed adaptive patch number selection 
method is based on the intuition that the optimal patch number 
m should increase as long as miz )(ˆ x has intersected 
confidence interval with miz ′)(ˆ x for . ,m-,=m 1,...21′ The 
confidence interval of miz )(ˆ x , [ ]mimi UL ,, ， , can be derived 
from (5) and (6) as: 
mimimi VarzL )()(ˆ, xx α−= , (12) 
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mimimi VarzU )()(ˆ, xx α+= , (13) 
where α is a parameter to control the confidence interval, 
mib )(x and miVar )(x denote the bias and variance of miz )(ˆ x , 
respectively. It should be noted that miVar )(x  shares the 
same form of (7) to (10). Since the true value for miz )(ˆ x  
should be in this interval, the optimal patch number optm  can 
be determined by the smallest intersection before having no 
feasible solution, which is defined as the ICI-based patch 
number selection condition 
[ ]
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where φ  denotes empty set. 
Using the rule in (14), the best patch number for each pixel 
can be determined. Then the proposed patch-number and 
bandwidth adaptive NLKR (PBA-NLKR) is performed on the 
whole image using (11) with the obtained optm . To show its 
effectiveness, single view denoising is tested on the images 
“Art” and “Baby3” from Middlebury dataset [14] as shown in 
Fig. 1. Gaussian noise with a standard deviation of 20 is 
added to the clean images. It can be seen that the PSNR of 
proposed PBA-NLKR is higher than BA-NLKR which uses a 
fixed patch number. The peak PSNRs of BA-NLKR reach 
31.2087 dB for Art in Fig. 1 (a), 31.8404 dB for Baby3 in Fig. 
1 (b), 31.9114 dB for Dwarves in Fig. 1(c) and 30.1324 dB 
for Dolls in Fig. 1(d), which are still lower than the results 
achieved by PBA-NLKR (31.2111 dB, 31.8726 dB, 31.9281 
dB and 30.1344 dB). In other words, our proposed ICI-based 
patch number selection method can automatically select the 
sub-optimal patch number for each pixel, which can reduce 
the performance degradation caused by inappropriately 
chosen patch number. More results about multiview image 
denoising will be presented in next section. 
IV. MULTIVIEW IMAGE DENOISING 
A. Procedure of Multiview Image Denoising 
Multiview image denoising is an important and emerging 
branch of image denoising. Since multiple views introduce 
more useful non-local similarity, i.e. more patches, the 
selection of proper patch numbers become more critical to the 
achievable performance. Therefore, PBA-NLKR is expected 
to achieve better results in multiview image denoising 
problems. In this section, we introduce the PBA-NLKR 
algorithm for multiview image denoising. Since the noisy 
observations )(liY  consist of multiple views, we use  
L,…1,=l  to indicate the view number.  
Initially, a set of m most similar patches is searched for 
observation )(liY  by the block matching algorithms in all 
views. For pixel ( )liY in the l-th view, its m similar patches set 
)()( lmiP x from all views can be obtained by minimizing the 
difference between noisy patches: 
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⎫
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m
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l
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l
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1
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where mDIF denotes the difference between the reference 
patch and m similar patches.  Combining (12) and (16), we 
can get the following formulation for multiview image 
denoising, 
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(a)                                                      (b) 
  
(c)                                                      (d) 
Fig. 1. PSNR of single view denoising with different patch numbers (Noise 
with a standard deviation of 20). (a) – (d) are the images Art, Baby3, 
Dwarves and Dolls from Middlebury multiview dataset [14], respectively. 
TABLE. I   PROCEDURE OF MULTIVIEW DENOISING 
Input: Multiview noisy images )(liY  , Ll ,...,1= and the maximum number 
of iterations T  for PBA-NLKR. 
Initialize )(
)0)(( l
ii YI
l
= , and estimate the gradient )(liY∇ . 
For T,…1,=t , do 
       For each pixel location 
)(l
iI  on the image grid of view l  , do 
1. Search m most similar patches using estimated )1)(( −tliI . 
2. Calculate the adaptive kernel using (4) and )1-)((
,
ˆ tl
miY∇  . 
3. Select the adaptive bandwidth from H  using (8) to (10). 
4. Construct the local weight matrix
jKW . 
5. Calculate current 
))((
,
ˆ tl
miI  using (16) and update 
))((
,
ˆ tl
miY∇ . 
6. If ))(( m,ˆ tliI can’t satisfy the condition (14), increase m and 
repeat steps 1-6. 
      End   
End 
Output: denoised images ( )( )TlmiI ,  
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where )(ˆ )( i
lz x  is the smoothed pixel, )(lkh  denotes the 
optimal bandwidth and )(lmp  denotes the optimal patch 
number in the l-th view. The procedure of multiview image 
denoising using PBA-NLKR is summarized in Table I. 
B. Experimental Results 
We now present results for multiview image denoising 
using the proposed algorithm in (16) and table I. We evaluate 
the proposed algorithm using datasets from Midddlebury [14] 
and each group of images contains five views. Fig. 2 and Fig. 
3 show two examples of multiview image denoising using 
NLM, NLKR, BA-NLKR, and PBA-NLKR, respectively. The 
noisy images are generated by adding white Gaussian noise 
with a standard deviation of 20 to the clean ones. Note that the 
patch number is fixed and chosen optimally from different 
patch number in the NLM, NLKR, and BA-NLKR while the 
patch number is chosen automatically in the proposed method. 
It can be seen that the proposed algorithm gives a higher 
PSNR than other algorithms, thanks to the automatic patch 
number selection. More PSNR comparison can be found in 
Table II. 
V. CONCLUSIONS 
A new patch-number and bandwidth adaptive NLKR 
(PBA-NLKR) algorithm for multiview images denoising is 
presented. It incorporates the ICI-based patch number 
selection method into the framework of BA-NLKR to 
facilitate automatic patch number selection so as to achieve 
better performance. Simulation results show that the proposed 
algorithm has a higher PSNR than the conventional NLM, 
NLKR, and BA-NLKR methods. The effectiveness of the 
proposed algorithm is illustrated by experimental results on 
both single image and multiview images denoising. 
REFERENCES 
[1] A. Buades, B. Coll, and J. M. Morel, “Denoising image sequences does 
not require motion estimation,”  Proc. IEEE Conf. Advanced Video and 
Signal Based Surveillance, pp.70-74, 2005. 
[2] K. Dabov, A. Foi, V. Katkovnik, and K. Egiazarian, “Image denoising 
by sparse 3D transform-domain collaborative filtering,” IEEE Trans. 
Image Process., vol. 16, pp. 2080-2095, 2007. 
[3] H. Zhang, J. Yang, Y. Zhang and T. S. Huang, “Non-Local Kernel 
Regression for Image and Video Restoration,” The 11th European 
Conference on Computer Vision (ECCV), 2010. 
[4] H. Takeda, S. Farsiu, and P. Milanfar, “Kernel Regression for Image 
Processing and Reconstruction,” IEEE Trans. Image Process., Vol. 16, 
No. 2, 349-366, Feb. 2007. 
[5] H. Takeda, P. Milanfar, M. Protter, and M. Elad, “Super-Resolution 
Without Explicit Subpixel Motion Estimation,” IEEE Trans. Image 
Process., Vol. 18, No. 9, 1958-1975, Sep. 2009.  
[6] Z. G. Zhang, S. C. Chan, K. L. Ho, and K. C. Ho, “On Bandwidth 
Selection in Local Polynomial Regression Analysis and Its Application 
to Multi-Resolution Analysis of Non-Uniform Data,” J. Signal Process. 
Syst., vol. 52, no. 3, pp. 263-280, Sept. 2008. 
[7] Z. G. Zhang and S. C. Chan, “On Kernel Selection of Multivariate 
Local Polynomial Modelling and Its Application to Image Smoothing 
and Reconstruction,” J. Signal Process. Syst., Vol. 64, No. 3, pp. 361-
374, 2011. 
[8] Z. Zhang, Y. S. Hung, and S. C. Chan, “Local Polynomial Modeling of 
Time-Varying Autoregressive Models with Application to Time-
Frequency Analysis of Event-related EEG,” IEEE Trans. Biomed. Eng., 
Vol. 58, No. 3, pp. 557-566, Mar. 2011. 
[9] S. C. Chan and Z. Zhang, “Local Polynomial Modeling and Variable 
Bandwidth Selection for Time-Varying Linear Systems,” IEEE Trans. 
Instrum. Meas., Vol. 60, No. 3, pp. 1102-1117, Mar. 2011. 
[10] V. Katkovnik, K. Egiazarian, and J. Astola, “A spatially adaptive 
nonparametric regression image deblurring,” IEEE Trans. Image 
Process., Vol. 14, No.10, 1469–1478, 2005. 
[11] C. Wang and S. C. Chan, “A new bandwidth adaptive non-local kernel 
regression algorithm for image/video restoration and its GPU 
realization,”  Proc. IEEE Int. Symposium on Circuits and Systems 
(ISCAS),  pp.1388 -1391,  2013. 
[12] E. Luo, S. H. Chan, S. Pan, and  T. Q.  Nguyen, “Adaptive non-local 
means for multiview image denoising: Searching for the right patches 
via a statistical approach,” Proc. IEEE Int. Conf. on Image Process. 
(ICIP), pp.543-547, 2013.  
[13] J. Fan and I. Gijbels, “Data-Driven Bandwidth Selection in Local 
Polynomial Fitting: Variable Bandwidth and Spatial Adaptation,” 
Statistica Sinica, Vol. 57, pp. 371-394, 1995. 
[14] http://vision.middlebury.edu/stereo/data/
 
 
(a) Clean image 
   
(b) Noisy image (c) NLM
 
(d) NLKR 
 
(e) BA-NLKR (f) PBA-NLKR 
Fig. 2. Multiview image denoising results for ART (Noise with a standard 
deviation of 20, PSNR(dB) in brackets). From (c) to (f): NLM (30.3198), 
NLKR (31.2786), and BA-NLKR (31.5032), PBA-NLKR(31.5492). 
 
(a) Clean image 
    
(b) Noisy image (c) NLM
 
(d) NLKR 
 
(e) BA-NLKR (f) PBA-NLKR 
Fig. 3. Multiview image denoising results for BABY3 (Noise with a standard 
deviation of 20, PSNR(dB) in brackets). From (c) to (f): NLM (31.0733), 
NLKR (31.7957), and BA-NLKR (31.8723), PBA-NLKR(31.9780). 
TABLE. II   PSNR (DB) RESULTS 
Algorithms 
Images 
Dolls Dwarves Moebius Venus 
Video NLM [1] 29.0099 30.9526 30.5601 28.7563 
NLKR [3] 30.2356 32.0478 31.3468 29.3784 
BA-NLKR [11] 30.3940 32.2281 31.5720 30.3501 
PBA-NLKR 30.4350 32.3583 31.6927 30.4057 
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