Abstract
Introduction
Effective storage and efficient retrieval of spatial data is an important problem in many emerging database applications including geographical information systems and scientific visualization. In these applications, the data objects are usually represented as two-dimensional vectors, and a correlation between objects is defined by a distance function between corresponding vectors. For example, in GIS, objects can be defined with their coordinates (longitude and latitude) and the distance between them is defined as the geographical distance of the real entities. A common type of query is the range query, where the user specifies an area of interest (usually a rectangular region) and all data points in this area are retrieved. Typical spatial data applications include large data repositories. Therefore, efficient retrieval and scalable storage of large spatial data becomes more important.
Several retrieval structures and methods have been proposed for retrieval of spatial data [16, 3, 18, 12] . Traditional retrieval methods based on index structures developed for single disk and single processor environments are becoming ineffective for the storage and retrieval in multiple processor and multiple disk environments. Since the amount of data is large, it is very natural to use multi-device/disk architectures in these systems. Besides scalability with respect to storage, multi-disk architectures give the opportunity to exploit I/O parallelism during retrieval. The most crucial part of exploiting I/O parallelism is to develop storage techniques of the data so that the data can be accessed in parallel. A common approach for efficient parallel I/O is as follows. The data space is partitioned into disjoint regions, and data is allocated to multiple disks. When users issue a query, data falling into disjoint partitions is retrieved in parallel from multiple disks. This technique is referred to as declustering and can be summarized as a good way of distributing data to multiple I/O devices.
To process a range query, all buckets that intersect the query need to be accessed from secondary storage. The minimum possible cost when retrieving buckets distributed over devices is
. An allocation policy is said to be strictly optimal if no query, which retrieves buckets, has more than ! " $ % buckets allocated to the same device. It is impossible to reach strict optimality for spatial range queries [1] and the lower bound on extra disk accesses is proved to be ' ( 0 2 ¦ for disks even in the restricted case of -by-grid [4] . A large number of declustering techniques have been proposed to achieve performance close to the bounds either on the average case [9, 17, 10, 13, 15, 14] or in the worst case [5, 2, 4, 6] .
Most of the declustering techniques in the literature assume only one copy of the data. Replication is a wellstudied and effective solution for several problems in a database context, especially for fault tolerance and performance purposes. Recently, replicated declustering received a lot of interest. Replicated declustering for spatial range queries with goals of providing strict optimality is investi-gated and it has been shown that using 2 copies it is possible to achieve strict optimality for up to 15 disks and using 3 copies it is possible to achieve strict optimality for up to 50 disks [20, 11] . For arbitrary queries it has been shown that using 2 copies buckets can be retrieved in at most ! 4 % disk accesses [19] . However this work is not generic and works only with 2 copies. Schemes for replicated declustering of range queries are proposed in [7] . One of the schemes uses an efficient single copy declustering scheme as the first copy and spreads the second copy uniformly. The well-studied Random Duplicate Allocation (RCA) algorithm chooses disks uniformly at random for storage of buckets. RCA doesn't provide any deterministic bounds but provides a rather nice probabilistic bound. The worst case additive error of RCA is at most 1 with high probability. However, a max-flow algorithm needs to be solved for retrieval of buckets and max-flow algorithms are computationally expensive.
In this paper, we propose a design-theoretic method for c-copy replicated declustering for arbitrary queries. Proposed scheme provides deterministic worst-case bounds (
buckets can be retrieved using at most k disk accesses) and an efficient retrieval algorithm (¨buck-ets can be retrieved in ¦ time). In addition, proposed scheme supports any number of copies, incremental declustering and has good fault-tolerance property. To our knowledge, this is the first paper that uses design theory for replicated declustering and we believe design theory offers many opportunities in this area.
The rest of the paper is organized as follows: In section 2, we describe background on design theory. Disk allocation scheme based on design theory is described in section 3 and the algorithm for retrieval of buckets from disks is explained. We discuss extensions and limitations of the approach in section 4 and conclude with section 5.
Foundations of proposed scheme
In this section, we provide the definitions and notations used in the paper and describe the background on design theory. We start with formal definitions of some of the concepts used later in the paper.
Figure 1. Declustered system and arbitrary queries
An arbitrary query is defined as set of buckets. Range queries are limited to rectangles, arbitrary queries on the other hand can be any subset of buckets in the declustered system. A declustered system and sample queries on the system is shown in figure 1 . In this paper, we focus on nonuniform data so declustered system is not a regular grid. Each rectangle on the declustered system is a bucket and in a c-copy replicated declustering scheme, each bucket is stored on ¡ distinct disks. The fundamental problems are how to determine the ¡ disks the buckets are stored at and given a query how to retrieve buckets from disks (which copy to read).
Our solution to c-copy replicated declustering on N disks uses
design if the design exists. We consider cases where the design does not exist in section 4. We next provide design theory basics. As an example (9,3,1) design is given in figure 2 . The notation (9,3,1) means we have 9 numbers (0 to 8), each block has 3 elements and every pair appears together in only 1 block. Each column in the figure is a block. a and ¥ appear together in only the first block. Two different blocks can have at most one element in common (otherwise a pair appears in more than 1 block and this contradicts the definition). We will use this property to prove the worst case cost of our retrieval algorithm.
Definition 1 A balanced incomplete block design (BIBD) is a pair (V,B) where V is a v-set and B is a collection of b k-subsets of V (blocks) such that each element of V is contained in exactly r blocks and any 2-subset of V is contained in exactly
Construction of designs is outside the scope of this paper. In this paper, we use the designs as part of our replicated declustering scheme. Readers are referred to [8] for an indepth coverage of design theory.
Proposed Scheme
In this section, we propose a disk allocation scheme based on design theory and provide a retrieval algorithm that guarantees at most k disk accesses for arbitrary queries with blocks in the design. We can increase the maximum number of buckets supported to
by using rotations of blocks. Consider the block (0,1,2) in figure 2. We can assign the rotations (1,2,0) and (2,0,1) as well as the original block (0,1,2) to buckets. Our retrieval algorithm will handle the rotated blocks. Rotations expands the number of buckets supported by a factor of ¡ and this is significant. An example of disk allocation for 3-copy replicated declustering using (9,3,1) design is given on figure 3.
Retrieval Algorithm
Algorithm for rearranging buckets to reduce the number of disk accesses is shown in figure 4 . The notation in the algorithm is as follows: we use bins to store buckets mapped to disks. Bins are indexed by the numbers,
refers to denotes the bucket whose first copy is stored in disk 0, second copy is stored on disk 1 and third copy is stored on disk 2. This query requires retrieval of 5 buckets and using line 01 of the algorithm Q can be retrieved in 1 disk access. Lines 02-03 of the algorithm maps all the buckets to bins based on the first disk id of each bucket. The bin structure after this step is shown on the left in figure 5 . There are 3 buckets that are mapped to disk 0 in Q and the algorithm will reschedule some buckets to get 1 disk access. First, consider bucket (0,5,7). We can reschedule this bucket to disk 5 or disk 7 since it is stored on those disks as well. Disk 5 has currently no buckets assigned to it so algorithm reschedules bucket (0,5,7) to disk 5. Next, consider bucket (0,3,6). We can reschedule this bucket to disk 3 or disk 6. Since disk 3 has no buckets assigned to it, algorithm reschedules this bucket to disk 3. Once this rearrangement is done, each bucket is retrieved from the disk it is mapped to. For example, bucket (0,3,6) is retrieved from disk 3 because during rearrangement we mapped it to disk 3. Using this rearrangement, we can retrieve the 5 buckets in 1 parallel disk access. We next prove the fundamental theorem of c-copy replicated declustering. This theorem is embedded to our retrieval algorithm and our algorithm offers the worst case cost suggested by the theorem. 
Theorem 1 Using design theoretic disk allocation scheme for c-copy replicated declustering,

Figure 5. Sample execution for query Q
Proof Sketch: The algorithm first computes disk accesses for a given number of buckets and then moves some buckets to achieve the disk accesses. For
buckets, the number of disk accesses is k based on line 01 of the algorithm. Lines 02-03 maps the buckets to disks using first disk id. If after this step we have at most k buckets mapped to each disk, we are done. Otherwise buckets from bins with more than k elements need to be rescheduled. To reschedule a bucket, algorithm starts from the top block and checks to see if this block can be rescheduled or not (whether there is space on other disks that has a copy of the block). Assume that at some point the algorithm gets stuck and all the disks that are targets for reschedule have at least k elements. So we are not able to reduce it to k disk accesses and there is a bin . Worst case disk accesses as a function of the number of buckets is given in figure 6 . The complexity of the Retrieve algorithm is ¦ . When buckets are moved each bucket is processed at most once. Line 2-3 in the algorithm requires processing of each bucket. Therefore the complexity is ¦ . Note that this is optimal since to determine retrieval schedule each bucket needs to be processed. 
Extensions and Limitations of the approach
In this section, we discuss many issues regarding designtheoretic declustering that are important for feasibility of the approach. is not an integer then, the design (N,c,1) does not exist. In this section we describe what to do if the design does not exist. Replicated declustering using 2 copies can be done for any number of disks since (N,2,1) design exists for all N. This design is the set of subsets of is not an integer then, the design (N,c,1) does not exist. Consider the (8,3,1) design as an example. Since F is not an integer (8,3,1) design does not exist. So, if we have 8 disks and need 3-copy declustering, we need other ways of generating the blocks. There are two different ways of constructing blocks if the design does not exist.
Existence of Design
First approach starts with a design with more nodes and same sized blocks such as (9,3,1) design and removes blocks that have nodes that do not appear in desired system. When we need (8,3,1), we start with (9,3,1) design and remove the blocks of (9,3,1) design that have 8 in them (nodes are numbered 0-8 in 9 node design). This leaves us with 8 blocks using the (9,3,1) design given in figure 2. 4 out of 12 blocks are removed since they contain 8. Since Second approach uses an algorithm to construct blocks. In the proof of theorem 1, we used the fact that buckets that have the same first disk id have completely different ids in remaining positions. We can develop an algorithm to construct blocks with this property. The idea is to construct blocks such that any pair of blocks have at most one element in common and then include rotations of the blocks to the set. The algorithm for this is given in figure 7 . The algorithm randomly generates a block and then determines whether the generated block has at most one element in common with the other blocks in the set or not. If it has at most one element in common with other blocks it is added to the set and the process continues. At the end the algorithm adds the rotations of the blocks to the set, just like we did when we used designs to generate blocks. The condition of the while loop can be set depending on the number of buckets the data is stored at. For example, Consider a system of 20 buckets, 10 disks and 3-copy declustering. We can use the condition o t in the while loop. When we find 7 blocks, we can get 21 blocks using rotations and since we have only 20 buckets we will be able to find a block for each bucket. If the design (N,c,1) does not exist, then we can have at most blocks. The actual number will end up being much smaller. In 3-copy replicated declustering with 8 disks we have 8 blocks using (9,3,1) design. However, above equation simplifies to 9. In 4-copy replicated declustering with 10 disks we have 4 blocks using (13,4,1) design. However, above equation simplifies to 7.
Property 1 Any pair of blocks have at most 1 element in common.
We implemented algorithm in figure 7 . Efficient implementation requires extra bits for N nodes. These bits are used to store pairs that appear in current blocks. If for a new block all the bits corresponding to pairs of elements in the block are zero, then that block is added to the set. bits are set to include the block in current set of blocks. For example to include block (1, 4, 5) to a set of blocks, we need to check bit [1, 4] , bit [1, 5] and bit [4, 5] . If all the bits are zero, we add the block and set the bits accordingly. We essentially check property 1 by checking if the bits corresponding to pairs are set or not. If one of bit corresponding to the pairs is set, then there is another block with the same pair. This implies that the blocks have at least 2 elements in common. The number of buckets returned by the algorithm and the upper bound 
High Dimensional Data
Although disk allocation and retrieval algorithm is explained using 2-dimensional data, proposed designtheoretic approach is applicable in any number of dimensions. The key points is that the retrieval algorithm uses property 1 and this property does not assume anything about the number of dimensions.
Incremental Declustering
Many applications require incremental buildup for declustering. Declustering aimed at minimizing worst-case additive error of spatial range queries can not handle incremental buildup. Proposed design-theoretic approach supports incremental buildup. Large datasets that contain simulation results over time can be supported by assigning unused bucket identifiers to newly generated data. For example, 2-copy replicated declustering with disks can support up to N(N-1) buckets. Any unused pair out of the N(N-1) potential bucket identifiers can be used for new data. This allows us to divide the data and to store the data while new data is being generated. This incremental approach works if the newly generated data extends the range of one or more dimensions. Time-varying high dimensional data is an example.
Fault-tolerance
Another advantage of replicated declustering is better fault-tolerance. With c-copy replicated declustering the best we can hope for is no loss of data if less than c disks fail. Proposed design-theoretic approach achieves this. Consider ) by the way blocks are generated in proposed approach. The only way this bucket will be lost is when all the disks it is stored on fails. So, when less than c disks fail then the bucket is not lost. The same is true for all the other buckets since all the buckets are replicated.
Conclusion and Future Work
In this paper, we propose disk allocation schemes and retrieval algorithms based on design theory. Proposed scheme provides deterministic worst-case guarantees based on the size of the query. Using proposed c-copy replicated declustering, we can support up to buckets can be retrieved in at most k disk accesses. Retrieval algorithms are simple and have ¦ complexity which is asymptotically optimal. In fact, basic scheme processes each bucket at most twice. Proposed scheme is general and can be extended to any c-copy declustering and any number of dimensions. Another advantage of the scheme is that it is designed for arbitrary queries and nonuniform declustering both of which are considered hard to work with in the research community. Proposed scheme can tolerate up to ¡ £ ¥ disk failures without any data being lost and supports incremental declustering. Although the bounds for arbitrary queries are also valid for range queries, proposed scheme can be tuned to provide even better bounds for range queries while maintaining bounds for arbitrary queries. Investigation of this is part of future work. We are also working on providing a spectrum of retrieval algorithms with tradeoffs between retrieval complexity and performance.
