Transmitted complexity (mutual entropy) is one of the important measures for quantum information theory developed recently in several ways. We will review the fundamental concepts of the Kossakowski, Ohya and Watanabe entropy and define a transmitted complexity for quantum dynamical systems.
Introduction
To discuss complicated systems, it is necessary to investigate the dynamics of state change and the complexity of states of systems. In 1989, Ohya proposed a new concept, the so-called information dynamics, to synthesize several ways of studying complicated systems. In information dynamics, there are two types of complexities, one is a complexity of state representing the system itself and the other is a transmitted complexity between two systems. Entropies in classical and quantum systems are examples of these complexities of information dynamics. Transmitted complexity is an important tool to analyse the efficiency of information transmission in communication processes. To treat a flow of dynamical processes, dynamical entropies were introduced in not only classical but also quantum systems. The classical dynamical entropy was introduced by Kolmogorov. Quantum dynamical entropy was first studied by Connes, Stormer and Emch. Since then, there have been many attempts (i.e. Connes, Narnhofer and Thirring (CNT) entropy), Alicki and Fannes (AF) entropy)) to formulate or compute the dynamical entropy for some models. A dynamical entropy (Accardi, Ohya and Watanabe (AOW) entropy) through the quantum Markov chain was defined in [1] . Based on the transition expectation introduced by Accardi to study the quantum on a separable complex Hilbert space H 1 (respectively, H 2 ) and S(A 1 ) (respectively, S(A 2 )) is the set of all states on A 1 (respectively, A 2 ) or the set of all density operators on H 1 (respectively, H 2 ). A quantum channel is defined by a mapping Λ * from the input quantum state space S(A 1 ) to the output quantum state space S(A 2 ). A quantum channel Λ * satisfying an affine property such as
for any ϕ k ∈ S(A 1 ) and any k λ k = 1 with λ k ≥ 0 (∀k) is said to be linear. By Λ * , we denote a CP channel [9, 10, [51] [52] [53] if its dual map Λ from A 2 to A 1 satisfies n i,j=1
for any n ∈ N , any B j ∈ A and any A j ∈ A, where the dual map Λ of Λ * is given by Λ * (ϕ)(B) = ϕ(Λ(B)) for any ϕ ∈ S(A 1 ) and any B ∈ A 2 . We briefly review some examples of quantum channels.
(a) Quantum communication processes
Take A 1 = B(H 1 ) (respectively, A 2 = B(H 2 )) and S(A 1 ) = S(H 1 ) (respectively, S(A 2 ) = S(H 2 )), where S(H 1 ) is the set of all density operators on a separable complex Hilbert space H 1 (respectively, H 2 ). Let K 1 and K 2 be two Hilbert spaces describing noise and loss systems, respectively. Put B 2 = B(K 1 ) (respectively, B 2 = B(K 2 )) and S(B 1 ) = S(K 1 ) (respectively, S(B 2 ) = S(K 2 )), where S(K 1 ) is the set of all density operators on a separable complex Hilbert space K 1 (respectively, K 2 ). A mathematical scheme of the quantum communication process including the influence of noise and loss is discussed in [34] where
and V is a linear mapping from
and |n 1 is the n 1 photon number state vector in H 1 , and α, β are complex numbers holding |α| 2 + |β| 2 = 1, K = min{n 1 , j} and L = max{m 1 − j, 0}. The following theorem is proved. 
is described by
where
For the coherent input state
the output state of π * is given by
We call π * , defined in [38] , a generalized beam splitting. The noisy optical channel with a vacuum noise is called an attenuation channel and is defined in [34] .
(c) Attenuation channel
The noisy optical channel Λ * with a vacuum noise state ψ 0 is called the attenuation channel and is defined in [34] by
where ψ 0 (B) = trψ 0 B = 0, B0 (B ∈ B 1 ),ψ 0 = |0 0| is the vacuum noise state in S(K 1 ), V is a linear mapping from given by
where E * 0 is a lifting from S(H) to S(H ⊗ K) in the sense of Accardi & Ohya [21] .
(d) Open system dynamics
Let S 1 be a system described by a Hilbert space H and S 2 be an external system described by another Hilbert space K, interacting with S 1 . Let H be the total Hamiltonian of S 1 and S 2 . We denote the initial states of S 1 and S 2 by ρ and σ , respectively. The time evolution of the interacted state ρ ⊗ σ at time t according to the unitary operator U t = exp(−itH) is given by the combined state θ t ,
A CP channel of the open system dynamics [9, 10, 52] is obtained by
where tr K θ t is the partial trace of θ t with respect to K defined by
with a complete orthogonal system {y n } ⊂ K.
Entropy and mutual entropy for quantum systems
For a density operator ρ ∈ S(H 1 ), von Neumann [11] defined the quantum entropy by
The properties of entropy are explained in [9, 10, 53] . The mutual entropy for purely quantum systems denoted by I(ρ; Λ * ) depends on an input quantum state ρ, and a quantum channel Λ * should hold the following three conditions. Instead of the joint state in classical systems, Ohya defined the compound state σ E of the input state ρ and the output state Λ * ρ by
where E represents a one-dimensional orthogonal base The compound state depends on how we distinguish the state ρ into basic states. By using two compound states σ E and σ 0 = ρ ⊗ Λ * ρ, Ohya introduced [34, 41] the quantum mutual entropy (information) as
where the supremum is taken over all Schatten decompositions of ρ, and S(σ E , σ 0 ) is Umegaki's relative entropy [26] defined by
Here, s(σ E ) s(σ 0 ) means the support projection s(σ 0 ) of σ 0 is greater than the support projection s(σ E ) of σ E . The above conditions (i) and (ii) are held for the quantum mutual entropy. Moreover, condition (iii) follows from the monotonicity of relative entropy [34] .
For a linear channel, one has the following form [34] .
Theorem 3.2. The quantum mutual entropy is defined as
When the input system is classical, an input state ρ is given by a probability distribution or a probability measure. In either case, the Schatten decomposition of ρ is unique, namely for the case of probability distribution, ρ = {μ k },
where δ k is the delta measure, i.e.
Therefore, for any channel Λ * , the mutual entropy becomes
which equals the following usual expression when one of the two terms is finite for an infinitedimensional Hilbert space:
The above equality has been taken by Levitin [33] and Holevo [31] associated with classicalquantum channels. The quantum mutual entropy by Ohya contains their semi-classical mutual entropies as a special one.
Entropy and mutual entropy for general quantum systems
In this section, I briefly explain entropies of general quantum systems [7] [8] [9] [10] 41] . Let A be a C* algebra, S(A) be the set of all normal states on A, and S be a weak* compact and convex subset of S(A). Every state ϕ ∈ S has a maximal measure μ pseudo-supported on exS
where ex S is the set of all extreme points of S. The measure μ satisfying the above decomposition is not unique unless S is a Choquet simplex. We describe the set of all such measures by M ϕ (S). We define a subset of
where δ(ϕ) is the Dirac measure concentrated on an initial state ϕ. We put a functional H by
for a measure μ ∈ D ϕ (S). The S-mixing entropy of a state ϕ ∈ S with respect to S is defined by
This describes the amount of information of the state ϕ measured from the subsystem S. For example, S is given by S(A), which is the set of all states on A; I(α), which is the set of all invariant states for α; and K(α), which is the set of all KMS states. If S is given by S(A), we denote S S(A) (ϕ) by S(ϕ). This is an extension of von Neumann's entropy [11] S(ρ) = −tr ρ log ρ, ∀ρ ∈ S(H).
For an initial state ϕ ∈ S and a quantum channel Λ * : S(A) → S(B), two compound states defined by Ohya are given by
The compound state Φ S μ expresses the correlation between the input state ϕ and the output state Λ * ϕ. They are separable compound states; Φ 0 does not depend on any correlation between two marginal systems. Φ S μ represents a certain correlation between two compound systems. In [8] , the mutual entropy with respect to S and μ is given by
where S(Φ S μ , Φ 0 ) is the quantum relative entropy by Araki [28] and Uhlmann [30] . The quantum relative entropy of two states was introduced by Umegaki in [26] for σ -finite and semifinite von Neumann algebras. For two density operators ρ and σ , it is defined by
It was extended to more general quantum systems [9] by Araki [28, 29] and Uhlmann [30] . Based on the relative entropy, the mutual entropy was introduced by Ohya [8] for fully general quantum systems. The mutual entropy with respect to S for general quantum systems is defined by Ohya as
When S =S(A) and a state ϕ is given by a fixed form ϕ = k λ k ω k , the mutual entropy (relative entropy) is described by
The fundamental inequalities among the S-mixing entropy and the mutual entropy for general quantum systems are satisfied as follows [8] : 
Quantum dynamical entropy for completely positive maps
According to [2, 54] , we explain the formulation of KOW entropy. Let A and B be the full algebras B(H) and B(K), respectively. Let ω be a normal state on B and Θ be a normal, unital CP linear map from B ⊗ A to B ⊗ A. For any normal states ϕ on A, a transition expectation E Γ ,ω from B ⊗ A to A is defined by
for anyÃ ∈ B ⊗ A in the sense of [2, 21] , whereω ∈ S(K) andφ ∈ S(H) are density operators associated with ω and ϕ. The dual map E * Θ,ω of E Θ,ω
is a lifting from S(A) to S(B ⊗ A) in the sense of Accardi & Ohya [21] . Then, it represents
Let Γ be a normal, unital CP map from A to A and id be the identity map on B.
for any normal states ϕ and anyÃ ∈ B ⊗ A, where id ⊗ Γ is a normal, unital CP map from B ⊗ A to B ⊗ A and Γ * is a quantum channel [9,10,21,51-53] from S(H) to S(H) with respect to an input signal stateφ and a noise stateω. The dual map
Then, it represents
Based on the following relation:
for all A 1 , A 2 , . . . , A n ∈ B, B ∈ A and any ϕ ∈ S(A), a lifting Φ * Θ,ω Γ ,n from S(A) to S((⊗ n 1 B) ⊗ A) and marginal states are given by The quantum dynamical entropy with respect to Λ, ϕ, Γ and ω is defined bỹ
where S(ϕ
Λ,n . The dynamical entropy with respect to Λ and ϕ is defined as
(a) Generalized Alicki and Fannes and generalized Accardi, Ohya and Watanabe dynamical entropies
Here, we briefly review the formulation of the generalized AF entropy and the generalized AOW entropy given by the KOW entropy [2] . Transition expectations
for a finite operational partition of unity
, and a normal unital CP map Γ from A to A, where E ij = |e i e j | with normalized vectors
Then, the quantum Markov statesφ γ Γ ,n andφ
Based on [2] , there exist CP maps Ξ * n :φ respect to a finite-dimensional subalgebra B ⊂ B(H) are defined bỹ
where the dynamical entropiesS(Γ ; ϕ, {γ i }) andS (0) (Γ ; ϕ, {γ i }) are obtained bỹ
Then, the following theorem [2] holds.
Here,S
B (Γ ; ϕ) is equal to the AOW entropy if {γ i } is a projection-valued measure (PVM) and Γ is given by an automorphism θ ;S B (Γ ; ϕ) is equal to the AF entropy if {γ * i γ i } is a positive operator-valued measure (POV) and Γ is given by an automorphism θ.
Construction of transmitted complexity for quantum dynamical systems by means of the generalized Accardi, Ohya and Watanabe entropy
In this section, we introduce a transmitted complexity for quantum dynamical systems based on the generalized AOW entropy and the quantum mutual entropy defined by Ohya. Let H 1 and H 2 be separable complex Hilbert spaces of input and output systems. We denote the Schatten decomposition of an initial state ρ ∈ S(H 1 ) by
where E n is a one-dimensional orthogonal projection into H 1 . For E n , a set of Markov states {E
n,Γ ,m } with respect to γ (0), Γ and m is defined by 
The Stinespring-Sudarshan-Kraus representation of the CP map Γ is defined by 
By iterating this computation, the m-fold quantum Markov state
and
For a linear quantum channel Λ * : S(H 1 ) → S(H 1 ), an m-fold quantum channel is written as
Thus, we define two compound states σ 
n,Γ ,m and σ
Γ are, respectively, given by
Here, we introduce the transmitted complexity (quantum mutual entropy) for quantum dynamical systems.
Transmitted complexity (quantum mutual entropy) by means of the generalized AOW entropy for quantum dynamical systems is defined bỹ
whereĨ (0) (ρ; Λ * ; γ (0); Γ ) is given bỹ
Γ ,0 ) and
n,Γ ,m )).
We can prove the following inequalities. 
Theorem 6.1. The transmitted complexity (quantum mutual entropy) by means of the generalized AOW entropy for quantum dynamical systems satisfies the fundamental inequalities
Before proving this theorem, we show the following lemma.
Lemma 6.2. The quantum relative entropy S(σ
Γ ,E and σ
is denoted by
Proof. 
Then, we show the following equation:
Proof. We first prove the following inequalities:
The inequality of the left term
is proved by the positivity of the quantum relative entropy and the coefficients λ n (∀n ∈ N). The right inequality
is demonstrated by using the lemma
and the positivity of the last term
The final inequality 
Conclusion
We have explained the quantum channels associated with the quantum dynamical system and the quantum communication processes. The quantum mutual entropy by Ohya is treated for purely quantum systems, and the semi-classical mutual entropy is a special case of the quantum mutual entropy. We have briefly reviewed the mean entropy and the mean mutual entropy for general quantum systems. We have also briefly reviewed the definition of the KOW dynamical entropy and the formulation of the generalized AF and AOW entropies, and we have defined the transmitted complexity (mutual entropy) by means of the generalized AOW dynamical entropy. We have proved the fundamental inequalities for the transmitted complexity for quantum dynamical systems.
Data accessibility. This article has no additional data. Authors' contributions. N.W. conceived of the study, designed the study, coordinated the study and helped draft the manuscript. M.M. participated in the design of the study, carried out the numerical calculation of the final section and drafted the manuscript. Both authors gave final approval for publication.
