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A REPRESENTATION FORMULA FOR THE DISTRIBUTIONAL
NORMAL DERIVATIVE
AUGUSTO C. PONCE AND NICOLAS WILMET
Abstract. We prove an integral representation formula for the distributional
normal derivative of solutions of

−∆u+ V u = µ in Ω,
u = 0 on ∂Ω,
where V ∈ L1
loc
(Ω) is a nonnegative function and µ is a finite Borel measure on
Ω. As an application, we show that the Hopf lemma holds almost everywhere
on ∂Ω when V is a nonnegative Hopf potential.
1. Introduction and main results
In [4], H. Brezis and the first author introduced a notion of distributional normal
derivative that applies in particular to solutions of the Dirichlet problem{
−∆u+ V u = µ in Ω,
u = 0 on ∂Ω,
(1.1)
where Ω ⊂ RN is a smooth connected bounded open set, V ∈ L1loc(Ω) is a nonnega-
tive function and µ is a finite Borel measure on Ω. By a solution of (1.1), we mean
a function u ∈ W 1,10 (Ω) ∩ L
1(Ω;V dx) such that
−∆u+ V u = µ in the sense of distributions in Ω.
For example, when µ = f dx with f ∈ L2(Ω) the solution always exists and can be
obtained as the minimizer of the functional
E(z) =
1
2
∫
Ω
(|∇z|
2
+ V z2) dx−
∫
Ω
fz dx
in W 1,20 (Ω) ∩ L
2(Ω;V dx) ; see [5, Theorem 2.4]. The assumption V ∈ L1loc(Ω) en-
sures that C∞c (Ω) ⊂ L
2(Ω;V dx) and thus smooth functions with compact support
are admissible in the Euler–Lagrange equation associated to E.
The distributional normal derivative of u is an element of L1(∂Ω), which we
denote by ∂u/∂n and coincides with the classical normal derivative when u ∈ C2(Ω),
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that is characterized by the identity∫
Ω
∇u · ∇φdx = −
∫
Ω
φ∆u −
∫
∂Ω
∂u
∂n
φdσ for every φ ∈ C∞(Ω), (1.2)
where σ = HN−1⌊∂Ω denotes the surface measure on ∂Ω ; see [4, Theorem 1.2] or
[11, Proposition 7.3]. We adopt the convention that n is the inward unit normal
vector on ∂Ω, which explains the minus sign in front of the second integral in the
right-hand side of (1.2).
Our goal in this paper is to prove an integral representation formula for ∂u/∂n
that involves µ and is valid for all solutions of (1.1). To obtain the kernel of such a
formula, we rely upon a counterpart of the notion of duality solution by A. Malusa
and L. Orsina [7], inspired from the seminal paper [6]. We adapt this formalism to
the boundary value problem{
−∆v + V v = 0 in Ω,
v = δa on ∂Ω,
(1.3)
involving the Dirac measure δa on ∂Ω.
Definition 1.1. Given a ∈ ∂Ω, a function Pa ∈ L
1(Ω) is a duality solution of (1.3)
whenever
∂̂ζf
∂n
(a) =
∫
Ω
Paf dx for every f ∈ L
∞(Ω),
where ζf denotes the solution of (1.1) with datum µ = f dx.
In the identity above, ∂̂ζf/∂n is a pointwise representative of ∂ζf/∂n that we
introduce in [12] as follows. One first considers the solution of{
−∆ζf,k +min{V, k}ζf,k = f in Ω,
ζf,k = 0 on ∂Ω,
(1.4)
which belongs to C1(Ω) and converges to ζf in L
1(Ω) as k → ∞ ; see
[10, Lemma 3.2]. We prove in [12] that (∂ζf,k/∂n) converges pointwise on ∂Ω
and the function
∂̂ζf
∂n
(a) := lim
k→∞
∂ζf,k
∂n
(a) for a ∈ ∂Ω
is the distributional normal derivative of ζf ; see [12, Proposition 2.1].
Existence and uniqueness of the duality solution Pa for every a ∈ ∂Ω is a
straightforward matter that is easily handled using the Riesz representation theo-
rem; see [12, Proposition 3.1]. The duality solution Pa can also be obtained from
an approximation scheme based on a truncation of V (analogous to (1.4)); see
Lemma 2.2 below. Then, by Fatou’s lemma,
−∆Pa + V Pa ≤ 0 in the sense of distributions in Ω. (1.5)
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As Pa is nonnegative, Pa is subharmonic, whence by local boundedness of Pa its
precise representative P̂a exists everywhere on Ω ; see, e.g., [11, Lemma 8.10]. The
latter means that
lim
r→0
1
rN
∫
Br(x)
∣∣Pa − P̂a(x)∣∣ dy = 0 for every x ∈ Ω.
Using this family of functions P̂a, we prove a representation formula for the distri-
butional normal derivative ∂u/∂n that is valid almost everywhere on ∂Ω :
Theorem 1. If u satisfies (1.1) for some finite Borel measure µ on Ω, then, for
almost every a ∈ ∂Ω, we have P̂a ∈ L
1(Ω; |µ|) and
∂u
∂n
(a) =
∫
Ω
P̂a dµ.
We prove in [12] that, for every a ∈ ∂Ω,
(i) either Pa = 0 almost everywhere on Ω,
(ii) or Pa is a distributional solution of (3.1) in the sense that V Pa ∈ L
1(Ω; d∂Ω dx)
and
∂ζ
∂n
(a) =
∫
Ω
Pa(−∆ζ + V ζ) dx for every ζ ∈ C
∞
0 (Ω),
where d∂Ω : Ω→ R+ is the distance to the boundary and C
∞
0 (Ω) is the set of
functions ζ ∈ C∞(Ω) such that ζ = 0 on ∂Ω.
In particular, (1.5) always holds with equality. Using this fact and Theorem 1, we
give a new proof of the Hopf boundary point lemma from [9].
The main issue concerning the validity of the Hopf lemma for the Schrödinger
operator is that the growth of V near the boundary may be so strong that the
requirements that
V u ∈ L1(Ω) and
∂u
∂n
> 0 almost everywhere on ∂Ω (1.6)
are incompatible. Such is the case when V = 1/d2∂Ω as one cannot have both
properties in (1.6) when u ∈ C∞(Ω) (and even for nonsmooth solutions). The
notion of Hopf potential rules out that type of obstruction. We first recall
Definition 1.2. We say that V ∈ L1loc(Ω) is a Hopf potential whenever there exists
a nonnegative function θ ∈ W 1,10 (Ω) such that ∆θ is a finite Borel measure on Ω,
V θ ∈ L1(Ω) and ∂θ/∂n > 0 almost everywhere on ∂Ω.
A more general definition is presented in [9] but one shows that they are equiv-
alent; see [9, Proposition 2.5]. As an example, every potential V ∈ L1(Ω; d∂Ω dx)
is a Hopf potential. Indeed, one can take as θ in Definition 1.2 any nonnegative
function ζ ∈ C∞0 (Ω) such that ∂ζ/∂n > 0 on ∂Ω.
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Theorem 2. If V is a nonnegative Hopf potential and if u is the solution of (1.1)
involving a nonnegative finite Borel measure µ on Ω, µ 6= 0, then
∂u
∂n
> 0 almost everywhere on ∂Ω.
2. Proof of Theorem 1
We denote by M(Ω) the vector space of finite Borel measures on Ω, equipped
with the norm
‖µ‖
M(Ω) = |µ|(Ω).
We recall that if u is the solution of (1.1) involving µ ∈M(Ω), then for all 1 ≤ p <
N
N−1 , we have u ∈ W
1,p
0 (Ω) and
‖u‖W 1,p(Ω) ≤ C‖µ‖M(Ω) (2.1)
for some constant C > 0 depending on p and Ω. This can be obtained from elliptic
estimates due to Littman, Stampacchia and Weinberger [6, Theorem 5.1] and from
the absorption estimate
‖V u‖L1(Ω) ≤ ‖µ‖M(Ω) ; (2.2)
see [2, Proposition 4.B.3] or [11, Proposition 21.5].
We also recall that if u ∈ W 1,10 (Ω) is such that ∆u ∈ M(Ω), then the distribu-
tional normal derivative of u satisfies∥∥∥∥∂u∂n
∥∥∥∥
L1(∂Ω)
≤ ‖∆u‖
M(Ω) ;
see [4, Theorem 1.2] or [11, Proposition 7.3]. In the case where u is the solu-
tion of (1.1) involving µ ∈ M(Ω), one deduces from the above inequality and the
absorption estimate (2.2) that∥∥∥∥∂u∂n
∥∥∥∥
L1(∂Ω)
≤ 2‖µ‖
M(Ω). (2.3)
We use this estimate to deduce the following property:
Lemma 2.1. For every nonnegative measure µ ∈M(Ω), we have
P̂a ∈ L
1(Ω;µ) for almost every a ∈ ∂Ω.
Proof. Let uk be the solution of{
−∆uk + V uk = ρk ∗ µ in Ω,
uk = 0 on ∂Ω,
(2.4)
where (ρk) is a sequence of radial mollifiers in C
∞
c (R
N ) such that supp ρk ⊂ B1/k(0)
and ρk ∗ µ : R
N → R is the smooth function defined for every x ∈ RN by
ρk ∗ µ(x) =
∫
Ω
ρk(x− y) dµ(y).
REPRESENTATION FORMULA FOR THE NORMAL DERIVATIVE 5
Then, by definition of Pa and Fubini’s theorem,
∂̂uk
∂n
(a) =
∫
Ω
Pa ρk ∗ µ dx =
∫
Ω
ρk ∗ Pa dµ for every a ∈ ∂Ω.
Since
∂uk
∂n
=
∂̂uk
∂n
almost everywhere on ∂Ω,
we deduce from (2.3) that∥∥∥∥ ∂̂uk∂n
∥∥∥∥
L1(∂Ω)
≤ 2‖ρk ∗ µ‖L1(Ω) ≤ 2‖µ‖M(Ω).
Since Pa and µ are nonnegative, we thus have∫
∂Ω
(∫
Ω
ρk ∗ Pa dµ
)
dσ(a) ≤ 2‖µ‖
M(Ω).
On the other hand, since every point of Ω is a Lebesgue point of Pa,
ρk ∗ Pa → P̂a everywhere on Ω ;
see [11, Proposition 8.4]. It then follows from Fatou’s lemma that∫
∂Ω
(∫
Ω
P̂a dµ
)
dσ(a) ≤ lim inf
k→∞
∫
∂Ω
(∫
Ω
ρk ∗ Pa dµ
)
dσ(a) ≤ 2‖µ‖
M(Ω).
In particular, ∫
Ω
P̂a dµ < +∞ for almost every a ∈ ∂Ω. 
We now prove that the precise representative P̂a can also be recovered from an
approximation scheme involving the Schrödinger operator with truncated poten-
tials.
Lemma 2.2. For every a ∈ ∂Ω, denote by Pa,k the distributional solution of{
−∆Pa,k + VkPa,k = 0 in Ω,
Pa,k = δa on ∂Ω,
where (Vk) is a nondecreasing sequence of nonnegative functions in L
∞(Ω) that
converges almost everywhere to V on Ω. Then, for every a ∈ ∂Ω, the sequence
(P̂a,k) is non-increasing and converges everywhere to P̂a on Ω.
Proof. Let a ∈ ∂Ω. One shows that the sequence (P̂a,k) is nonnegative and non-
increasing; this follows from a straightforward counterpart of the weak maximum
principle [12, Lemma 2.2] for distributional solutions of (3.1) and from the com-
parison principle [12, Lemma 2.3]. We denote by zk the solution of{
−∆zk = VkPa,k in Ω,
zk = 0 on ∂Ω,
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and by Ka the solution of {
−∆Ka = 0 in Ω,
Ka = δa on ∂Ω.
(2.5)
Then by uniqueness of solutions zk = Ka−Pa,k almost everywhere on Ω, and thus
ẑk = K̂a − P̂a,k on Ω.
Hence (ẑk) is a nondecreasing and locally uniformly bounded sequence of nonnega-
tive superharmonic functions. Its pointwise limit z thus coincides with zˆ on Ω ; see
[7, Lemma 4.12]. Therefore, we have
zˆ = K̂a − lim
k→∞
P̂a,k on Ω.
Since z = Ka − Pa almost everywhere on Ω, and z is a locally bounded superhar-
monic function, we obtain P̂a = lim
k→∞
P̂a,k as claimed. 
As a preliminary step in the proof of Theorem 1, we begin with the following
case:
Lemma 2.3. Theorem 1 holds when V is bounded and suppµ is a compact subset
of Ω.
Proof. Let (ρk) be a sequence of radial mollifiers in C
∞
c (R
N ) such that supp ρk ⊂
B1/k(0) and denote by uk the solution of (1.1) with datum ρk ∗µ dx. We first show
that
lim
k→∞
∫
∂Ω
∂uk
∂n
ψ dσ =
∫
∂Ω
∂u
∂n
ψ dσ for every ψ ∈ C0(∂Ω). (2.6)
To this end, we recall that from (2.1) we have, for every 1 < p < NN−1 ,
‖uk‖W 1,p(Ω) ≤ C‖ρk ∗ µ‖L1(Ω) ≤ C‖µ‖M(Ω).
Therefore, passing to a subsequence if necessary, we may assume that
uk ⇀ v and ∇uk ⇀ ∇v weakly in L
1(Ω)
for some function v ∈W 1,10 (Ω). On the other hand, we have∫
Ω
ϕρk ∗ µ dx→
∫
Ω
ϕdµ for every ϕ ∈ C0c (Ω) ;
see, e.g., [11, Proposition 2.7]. By boundedness of V , it thus follows that v is also
a solution of (1.1) involving µ. Then, by uniqueness of solutions, v = u almost
everywhere on Ω. We now recall that, for every φ ∈ C∞(Ω),∫
∂Ω
∂uk
∂n
φdσ = −
∫
Ω
∇uk · ∇φdx −
∫
Ω
V ukφdx+
∫
Ω
ρk ∗ µφdx. (2.7)
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Since (ρk ∗ φ) is uniformly bounded and converges locally uniformly to φ on Ω,
using Fubini’s theorem we get
lim
k→∞
∫
Ω
ρk ∗ µφdx = lim
k→∞
∫
Ω
ρk ∗ φdµ =
∫
Ω
φdµ.
As k →∞ in (2.7), we deduce (2.6) using the boundedness of V .
We now prove that
lim
k→∞
∫
∂Ω
∂uk
∂n
ψ dσ =
∫
∂Ω
(∫
Ω
P̂a dµ
)
ψ(a) dσ(a) for every ψ ∈ C0(∂Ω). (2.8)
By boundedness of V , we have uk ∈ C
1(Ω) and then
∂uk
∂n
=
∂̂uk
∂n
on ∂Ω.
Fubini’s theorem implies that, for every a ∈ ∂Ω,
∂uk
∂n
(a) =
∫
Ω
Pa ρk ∗ µ dx =
∫
Ω
ρk ∗ Pa dµ. (2.9)
Since V is bounded, P̂a is continuous on Ω and then
lim
k→∞
ρk ∗ Pa(x) = P̂a(x) for every x ∈ Ω.
As this convergence is locally uniform on Ω and suppµ is a compact subset of Ω,
we get
lim
k→∞
∂uk
∂n
(a) =
∫
Ω
P̂a dµ for every a ∈ ∂Ω. (2.10)
Let a ∈ ∂Ω. By comparison, 0 ≤ Pa ≤ Ka almost everywhere on Ω, where Ka is
the solution of (2.5). Then
0 ≤ ρk ∗ Pa ≤ ρk ∗Ka on Ω.
Since Ka is harmonic on Ω, suppµ is a compact subset of Ω and ρk is radial, we
also have, for k large enough,
ρk ∗Ka ≤ Ka ≤ C almost everywhere on suppµ
for some constant C > 0 independent of a. Then, from (2.9), we get∣∣∣∣∂uk∂n (a)
∣∣∣∣ ≤ ∫
Ω
C d|µ| = C‖µ‖
M(Ω).
Thus, the sequence (∂uk/∂n) is uniformly bounded on ∂Ω. Using the pointwise
convergence (2.10) and Lebesgue’s dominated convergence theorem, we obtain (2.8).
Combining (2.6) and (2.8), we get∫
∂Ω
∂u
∂n
ψ dσ =
∫
∂Ω
(∫
Ω
P̂a dµ
)
ψ(a) dσ(a) for every ψ ∈ C0(∂Ω).
Therefore
∂u
∂n
(a) =
∫
Ω
P̂a dµ for almost every a ∈ ∂Ω. 
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We now proceed with the
Proof of Theorem 1. Let (ωk) be a nondecreasing sequence of non-empty open sub-
sets ωk ⋐ Ω such that
Ω =
∞⋃
k=1
ωk.
Set µk = µ⌊ωk and denote by wk the solution of{
−∆wk + Vkwk = µk in Ω,
uk = 0 on ∂Ω,
where (Vk) is a sequence as in Lemma 2.2. Observe that wk−u satisfies the Dirichlet
problem {
−∆(wk − u) + Vk(wk − u) = (µk − µ) + (V − Vk)u in Ω,
wk − u = 0 on ∂Ω.
Thus, by (2.3) and the triangle inequality, we have∥∥∥∥∂wk∂n − ∂u∂n
∥∥∥∥
L1(∂Ω)
≤ 2
(
‖µk − µ‖M(Ω) + ‖(V − Vk)u‖L1(Ω)
)
,
which implies that
∂wk
∂n
→
∂u
∂n
in L1(∂Ω).
Therefore, taking a subsequence if necessary, we may assume that
∂wk
∂n
→
∂u
∂n
almost everywhere on ∂Ω.
To conclude, it suffices to show that
lim
k→∞
∂wk
∂n
(a) =
∫
Ω
P̂a dµ for almost every a ∈ ∂Ω. (2.11)
To this end, we observe that by Lemma 2.3 we have
∂wk
∂n
(a) =
∫
Ω
P̂a,k dµk =
∫
Ω
P̂a,kχωk dµ.
Since (Pa,k) is nonnegative and non-increasing,
0 ≤ P̂a,kχωk ≤ P̂a,1 on Ω.
By Lemma 2.2, the sequence (P̂a,kχωk) converges everywhere to P̂a on Ω and, by
Lemma 2.1 applied to |µ|, P̂a,1 ∈ L
1(Ω; |µ|) for almost every a ∈ ∂Ω. For any such
a point a, we can then apply Lebesgue’s dominated convergence theorem to deduce
(2.11), which completes the proof. 
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3. Proof of Theorem 2
The following lemma ensures that the set of points a ∈ ∂Ω for which P̂a ≡ 0 on
Ω is negligible with respect to the HN−1 Hausdorff measure.
Lemma 3.1. If V is a nonnegative Hopf potential, then
P̂a 6≡ 0 for almost every a ∈ ∂Ω.
Proof. Let θ be the function that appears in Definition 1.2. By Theorem 1, for
almost every a ∈ ∂Ω we have∫
Ω
P̂a(−∆θ + V θ) =
∂θ
∂n
(a) > 0. 
We denote by Γ the set of points a ∈ ∂Ω such that (1.3) has a distributional
solution. For a ∈ Γ, Pa is a nontrivial nonnegative supersolution of −∆+ V , and
then the strong maximum principle for the Schrödinger operator implies that
Pa > 0 almost everywhere on Ω ;
see [1, Théorème 9], [3] or [13]. The following lemma is more precise:
Lemma 3.2. For every a ∈ Γ, we have
P̂a > 0 on G,
where G is the set of points x ∈ Ω such that ζ̂f (x) 6= 0 for some f ∈ L
∞(Ω).
The proof of Lemma 3.2 relies upon a comparison principle for distributional
solutions of the boundary value problem{
−∆v + V v = 0 in Ω,
v = ν on ∂Ω,
(3.1)
where ν is a nonnegative finite Borel measure on ∂Ω, with some suitable solution
of (1.1) with bounded datum. By a distributional solution v of (3.1), we mean that
v ∈ L1(Ω) is such that V v ∈ L1(Ω; d∂Ω dx) and∫
Ω
v(−∆ζ + V ζ) dx =
∫
∂Ω
∂ζ
∂n
dν for every ζ ∈ C∞0 (Ω).
Lemma 3.3. There exists a bounded nondecreasing continuous function H : R+ →
R+, with H(t) > 0 for t > 0, such that, for every nonnegative function V ∈ L
1
loc(Ω)
and every nonnegative finite Borel measure ν on ∂Ω, if v is the distributional solu-
tion of (3.1) with datum ν, then v ≥ ζH(v) almost everywhere on Ω.
Lemma 3.3 extends Proposition 4.1 in [9] which deals with the case where
ν = g dσ with nonnegative g ∈ L∞(∂Ω). We take this result for granted, so
that, in the proof of Lemma 3.3, the function H is the one constructed in [9]. In
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our approximation argument, we rely on the fact that H does not depend on the
potential V nor on the datum ν. An admissible choice of H is
H(t) =
ǫtα for 0 ≤ t ≤ 1,ǫ for t > 1,
where 0 < α < 1 and ǫ > 0 is small and depends on α.
Proof of Lemma 3.3. We first assume that V is bounded. In this case, the boundary
value problem (3.1) has a unique solution for every datum ν = g dσ with g ∈
L∞(∂Ω). Let (gk) be a sequence of nonnegative smooth functions on ∂Ω such that∫
∂Ω
ψgk dσ →
∫
∂Ω
ψ dν for every ψ ∈ C0(∂Ω).
Such a sequence can be obtained, for instance, from a convolution of ν with a
sequence of mollifiers. We denote by vk the solution of (3.1) with datum gk. Ac-
cording to Proposition 4.1 in [9], there exists a function H : R+ → R+ as in the
statement above such that
vk ≥ ζH(vk) almost everywhere on Ω. (3.2)
By standard estimates, we have
‖vk‖W 1,1(ω) ≤ C‖gk‖L1(∂Ω)
for every ω ⋐ Ω and some constant C > 0 depending on ω ; see [8, Theorem 1.2.2
and Proposition 2.1.2]. Hence, we may assume that (vk) converges almost every-
where on Ω to some function w. Then, Lebesgue’s dominated convergence theorem
implies that ∫
Ω
w(−∆ζ + V ζ) dx =
∫
∂Ω
∂ζ
∂n
dν for every ζ ∈ C∞0 (Ω).
By uniqueness of distributional solutions, we have w = v. Since H(vk)→ H(v) al-
most everywhere on Ω, we deduce from Lebesgue’s dominated convergence theorem
that H(vk)→ H(v) in L
1(Ω). It then follows from (2.1) that, taking a subsequence
if necessary,
ζH(vk) → ζH(v) almost everywhere on Ω.
Taking the limit in (3.2) as k→∞, we obtain the conclusion when V is bounded.
In the general case where V is merely a nonnegative function in L1loc(Ω), we
denote by wk the solution of{
−∆wk + Vkwk = 0 in Ω,
wk = ν on ∂Ω,
where (Vk) is a sequence as in Lemma 2.2. By the first part of the proof, we have
wk ≥ ζH(wk) almost everywhere on Ω. (3.3)
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One then shows that (wk) is a non-increasing sequence of nonnegative functions
such that wk → v almost everywhere on Ω and in L
1(Ω) ; see [12, Proposi-
tions 3.2 and 4.2]. One then deduces as above that H(wk) → H(v) in L
1(Ω).
Letting k →∞ in (3.3), the conclusion follows. 
Proof of Lemma 3.2. Let a ∈ Γ. By Lemma 3.3, we have
Pa ≥ ζH(Pa) almost everywhere on Ω ;
whence
P̂a ≥ ζ̂H(Pa) on Ω.
Since Pa 6≡ 0 and H > 0 on (0,+∞), we have H(Pa) ≥ 0 and H(Pa) 6≡ 0. By
Example 1.6 in [10] we deduce that
P̂a ≥ ζ̂H(Pa) > 0 on G. 
We now turn to the
Proof of Theorem 2. Lemmas 3.1 and 3.2 imply that, for almost every a ∈ Ω,
P̂a > 0 on G.
On the other hand, since µ is nonnegative, Theorem 1.4 in [10] ensures that (1.1)
with datum µ has a solution if and only if µ(Ω \ G) = 0. Since u is a nontrivial
solution with datum µ, we thus have that µ 6= 0 on G. Therefore,∫
Ω
P̂a dµ > 0 for almost every a ∈ ∂Ω.
The conclusion then follows from Theorem 1. 
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