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Introduction
Knowing the true size of labor supply responses has important implications for welfare analysis (Eissa et al., 2008) and optimal taxation (Diamond and Saez, 2011, Immervoll et al., 2011) . One of the most topical questions in the long and comprehensive literature on labor supply behavior is why macro elasticities are (substantially) larger than micro ones (Chetty et al., 2011, Keane and Rogerson, 2012) . While older explanations focus on the use of representative agents and aggregation difficulties (Blanchard, 2007) or social multipliers (Alesina et al., 2006) , more recent studies attribute differences to costs and frictions in labor supply adjustments, which standard microeconometric research designs can only imperfectly account for (Chetty, 2012) . In principle, structural micro-level labor supply models should be able to capture these adjustment frictions (Aaberge et al., 1995 , van Soest, 1995 , Blundell et al., 2000 . 1 However, even these widely used models typically produce labor supply elasticities well below those found in macro studies, which immediately raises the question of why this is the case.
In this paper, we aim to answer this question by thoroughly scrutinizing state-ofthe-art micro labor supply models and their functioning. More specifically, in the first part of the paper, we test whether the numerous modeling choices and assumptions to be made when setting up structural labor supply models affect estimated elasticities. 2 We check the internal validity of these models by running controlled experiments: we set up and estimate 3,456 models each representing a different (plausible) combination of commonly made modeling assumptions using two different micro datasets-one for Germany and one for the US. Based upon the estimation results, we gather insights into how robust the statistical fit of the models and the estimated labor supply elasticities are with respect to the underlying assumptions.
Our results show that the models' predictions do not depend on the specification of the functional form or the inclusion of observed and unobserved preference heterogeneity, hours restrictions or stigma costs of welfare participation. However, we find that the treatment of wages in the estimation procedure is crucial. For instance, the choice between predicting wage rates for the full sample or only for non-workers with missing wage information-both procedures are often used in the literaturemay more than double the estimated labor supply elasticities. We conclude that the attention of previous sensitivity analyses has been mainly concentrated on less important factors while the main driving forces have been neglected, i.e. the interactions between wages, working hours and preferences. This finding is even more relevant given that most existing models (implicitly) assume exogeneity between the wage equation and the labor supply decision, which is naturally quite a restrictive assumption. 3 Against this backdrop, in the second part of the paper, we propose a novel, flexible estimation strategy to relax the strict exogeneity assumptions regarding wage rates and work preferences. Estimation results show that there is indeed strong correlation between both preferences and wages, as well as wages and hours of work. For instance, wages are lower for part-time compared to full-time jobs and individuals with higher wages are found to have higher preferences for leisure. The usual procedure to estimate wages in the first step and assume a fixed wage rate (independent of working hours) for every individual in the labor supply estimation ignores these correlation patterns and drives the estimated elasticities towards zero. In our preferred model, estimated labor supply elasticities are more than twice as high compared to conventional models assuming zero correlation between work preferences and wages (0.6 instead of 0.25). We conclude that the standard approach neglects important factors that determine a household's response to wage changes, which yields too low micro elasticities of labor supply. Consequently, part of the unexplained difference between macro and structural micro elasticities may be due to model specification errors regarding the wage treatment.
In this paper, we make three important contributions to the literature on labor supply estimation. First, there is little evidence on the functioning of structural labor supply models in general. Moreover, if such studies exist, different models are not estimated on the same dataset. 4 In that respect, we run a controlled meta-analysis, isolating the impact of the model assumptions on estimation outcomes. Second, our analysis points to a hitherto neglected factor that strongly influences the estimated labor elasticities: we show that the treatment of wages in labor supply estimations, which is rarely theoretically motivated nor subject to robustness checks, crucially affects the estimation results. In particular, we demonstrate that the commonly assumed exogeneity between wage rates and labor supply decisions plays an important rule. To tackle this issue, we propose a novel estimation strategy that relaxes this assumption and additionally allows for correlation between work preferences and wages. There-fore, our approach is more flexible than previous models, while at the same time it nests previous models and allows testing the assumption of zero correlation. Third, our findings of significant correlations and resulting higher labor supply elasticities have important policy implications as labor supply elasticities are key parameters when evaluating or designing optimal tax benefit policies. For instance, Diamond and Saez (2011) use an elasticity of 0.25, which is close to our estimate for the restrictive model, to derive an optimal top marginal tax rate of 72.7 %. However, an elasticity of 0.6, as found in our most flexible model, reduces the optimal tax rate to 52.6 %, bringing it closer to actually observed values.
The remainder of this paper is organized as follows. Section 2 presents the general modeling framework and a short overview of the existing literature. Section 3 provides information on the used data and the modeling of the tax and benefit system. In Section 4 we conduct our analysis of modeling assumptions and present first results. The new flexible estimation approach is introduced in Section 5, before Section 6 concludes.
Model and existing literature
The use of structural discrete choice labor supply estimations has become a standard procedure in the empirical analysis of labor supply for both econometricians and policy makers (Bargain and Peichl, 2013) . The first generation of labor supply models relied on the assumption that the household's utility is maximized over a continuous set of working hours-known as Hausman approach (see Hausman, 1981) . This procedure has proven somewhat cumbersome when the budget set is non-convex, which will often be the case in presence of the complicated tax and benefits systems in most countries. Moreover, it has been shown that the estimated models are very sensitive to the underlying wages (Ericson and Flood, 1997, Eklöf and Sacklén, 2000) .
As the consistent estimation of this type of model relies on rather restrictive a priori assumptions (see, e.g. MaCurdy et al., 1990, or Bloemen and Kapteyn, 2008, for details) , it has become increasingly popular to model the labor supply decision as choice between a (finite) set of utility levels instead of deriving the marginal utility. Starting with the works by Aaberge, Dagsvik and Strøm (1995), van Soest (1995) and Hoynes (1996) , a wide range of different empirical specifications of these discrete choice models has been applied. Comparing different levels of utility avoids the cumbersome maximization process of Hausman-type models. We focus our analysis on the discrete choice approach, given that it has become the standard procedure across the literature.
General model
Structural labor supply estimations build on the assumption of the well-known neoclassical labor supply model that decision makers maximize their utility by choosing the optimal amount of hours of work (or the optimal job, more generally). As higher working hours increase consumption but reduce leisure, households face a trade-off between these two goods. Stated mathematically for individual n:
where leisure L j is denoted as difference between total time endowment T and working hours h j . Consumption C nj depends on working hours, hourly wage rate w nj , non-labor income I n , household and job characteristics x nj and the tax benefit function f . Individual n faces the decision between a set of jobs J n with working hours h j and wages w nj , including non-participation denoted as j = 0 (with h 0 = 0 and w n0 = 0). Most models in the literature make the quite restrictive assumption that wages are individual-specific and do not vary across alternatives. 5 We assume a static context, which implies that consumption equals disposable income as there is no future utility from saving. The true utility is only partly observable to the researcher while other components nj are latent. Thus, we can write the utility of individual n choosing job type j as:
The observed part ϕ C nj , L j x nj , β n , γ n is determined by consumption and leisure, characteristics x nj , individual preferences β n and labor market conditions γ n that capture the availability of job type j. One could think of these labor market characteristics γ n as measuring individual-specific fixed costs, search costs for part-time jobs or rigidities regarding working hours, for example. The unobserved taste variation nj is assumed to be i.i.d. and follow the extreme value type I distribution with cumulative distribution function F( ) = exp (− exp(− )). McFadden (1974) has shown that the probability of individual n choosing a job of type i is subsequently given by:
Estimation
Econometrically, the discrete choice approach boils down to the representation of the labor supply decision in a random utility model. In the very basic model, the theoretical setup implies that the household's decision satisfies the Independence of Irrelevant Alternatives (IIA) property (Luce, 1959) . In other words, the preference between two alternatives does not depend on the presence of a third one. While this assumption may seem rather restrictive at first glance, Dagsvik and Strøm (2004) and Train (2009) show that it is well in line with economic intuition and even less restrictive than the necessary assumptions to estimate continuous hours models. However, the IIA assumption is no longer needed as soon as additional random effects are incorporated in the model (see Section 2.3).
Identification.
As in every structural estimation problem, it is crucial to impose a specific functional form for both v(C nj , L nj ) and g(j) to obtain consistent estimates of β n and γ n . Van Soest et al. (2002) show that semi-parametric specifications also yield consistent results. We further discuss different assumptions that are frequently used below. As consumption is a function of working hours and thus leisure, identification of preference parameters relies on (a) the variation in working hours h j , hourly wages w nj , non-labor income I n and other characteristics x nj and (b) the fact that the tax function f (w nj h j , I n ) is highly non-linear in h j and w nj . This also implies that labor market conditions γ n can only be separated and identified on the assumption of a specific functional form (Dagsvik and Strøm, 2006) . In addition to this, the vast majority of the literature also assumes that preferences β n and labor market conditions γ n may depend on individual characteristics, but are independent of the wage rate w nj . Thus, it is assumed that:
Corr β n , w nj x nj = 0 Corr γ n , w nj x nj = 0 (5) 6
The main reason for this assumption is that it reduces the computational burden substantially and makes the estimation more convenient. However, assuming exogeneity seems quite restrictive, as unobserved ability, for instance, is most likely positively correlated with both wage rates and work preferences. Therefore, we test and relax this assumption in Section 5.
In order to estimate the preference coefficients, one has to evaluate both functions v and g for every household n = 1, . . . , N and every choice category within the choice set J n . Given the different income levels, the model can be estimated via maximum likelihood. The derivation of the (log)-likelihood function is straightforward (McFadden, 1974) . However, some modeling assumptions have to be made, as well as several possible extensions to this simple setup.
Model setup
Choice set. The first decision in the estimation relates to the construction of the choice set (see Aaberge et al., 2009 , for a detailed discussion of this issue). Most authors simply pick a set of representative levels of hours of work and assume (small) identical choice sets for the whole population. In our analysis, we follow the literature and assume that households with a single decision maker face seven possible labor supply states, i.e. either non-participation or working 10, 20, 30, 40, 50 or 60 hours per week. Couple households are assumed to face 7 2 alternatives. 6 Functional form of the systematic utility. As the discrete choice approach relies on the comparison of different utility levels, it is crucial to determine the form of the systematic utility function. In theoretical terms, the function v represents the direct utility function of the household. Most applications rely on either a translog, a quadratic or a Box-Cox transformed utility specification. However, several other choices are possible.
Heterogeneity in preferences.
Observed heterogeneity in the labor supply behavior can be rather easily introduced in the context of structural labor supply models. The preference coefficients of the direct utility function are usually interacted with some observed household characteristics, such as age or the presence of children, as taste shifters.
Moreover, including also unobserved heterogeneity overcomes the IIA assumption as it allows for unobservable variation in preferences between choice alternatives. There are two main ways to do so: in most applied works, either a random coefficient model (van Soest, 1995) or a latent class model (Hoynes, 1996) is assumed. While the former assumes a set of coefficients to be (multivariate) normally distributed, the latter assumes a set of discrete mass points for the estimated coefficients. Keane and Wasi (2012) discuss the performance of both approaches. We focus on the random coefficient approach as it has become standard across the literature.
Welfare stigma and benefit take-up. While the model as described thus far assumes that households only build their preferences with respect to the levels of consumption and leisure, their utility may also depend on the source of income. For example, the participation in welfare programs may be connected to an unobservable stigma that affects the household's utility and prevents some households from taking up benefits (Moffitt, 1983) . In the discrete choice context, this can be incorporated by accounting for the potential disutility from welfare participation and expanding the choice set such that the household explicitly chooses between benefit take-up and non-participation (Hoynes, 1996, Keane and Moffitt, 1998) .
Fixed costs and hours restrictions. Moreover, van Soest (1995) argues that working part-time could also be connected with an unobservable disutility, because part-time jobs may exhibit higher search costs. Euwals and van Soest (1999) extend this idea by introducing fixed costs of work, which have since been used in several applications. While both approaches help to explain the observed labor market outcomes, their rational remains rather ad hoc. Aaberge et al. (1995) provide a more convenient theoretical framework that delivers a structural interpretation of fixed costs and the utility connected to certain hours alternatives. In their model, households choose between (latent) job offers that not only differ regarding the working hours, but also in terms of availability, wages and non-monetary attributes.
Wage imputation procedure
In addition to the specification of the utility function, there are important modeling assumptions regarding the wage imputation. In order to calculate the disposable income for the different choice alternatives, one needs information on the hourly wage rates. While for actual workers the wage rate can be calculated by gross earnings and hours of work (we use standardized working hours to reduce the potential division bias, see Borjas, 1980, and Ziliak and Kniesner, 1999 , for a discussion), the wage information is typically missing for non-workers. The first decision is how to deal with missing wages in the estimation process. In practice, wages are either estimated beforehand and treated as given within the estimation of the labor supply model or wages and preferences are estimated jointly. In addition, one has to decide whether the estimated wage rates are used only if wages are not observed or for the full sample (see MaCurdy et al., 1990 , for a discussion of the advantages and disadvantages of both approaches). In either case, one can ignore or explicitly include potential sample selection issues in the observed wages.
After estimating the wage equation, another important question is whether the potential errors in the wage rate prediction are incorporated in the labor supply estimation. Especially when using predicted wages for the full sample, the "new" distribution of wages will typically have a significantly lower variance and the predicted wage will differ considerably from the observed one, at least for some workers. Thus, ignoring the error when predicting wage rates, which is still done in practice, leads to inconsistent estimates. The standard procedure to incorporate wage prediction errors is to integrate over the whole estimated wage distribution and thus integrating out the wage prediction error during the estimation process (van Soest, 1995) . One approximation used in some applications is to simply add a single random draw to the predicted wage rates (Bargain et al., 2014) . While this procedure lacks a theoretical rationale, it substantially reduces the computational burden of the estimation.
Estimation approach
The named extensions especially regarding the inclusion of unobserved heterogeneity and the incorporation of wage prediction errors complicate the estimation procedure and lead to the more general representation as mixed logit model (Train, 2009) . Taking the most general specification as reference, the likelihood function can be written as:
where i ∈ J n denotes the alternative chosen by individual n. The likelihood contributions not only depend on the systematical utility function, but also on the availability of the choice alternatives, denoted by g(i). This setup implies that the availability of choice alternatives can be separated from the systematic utility, which is a reasonable assumption at least for labor markets in industrialized countries. As the preferences may also include unobserved heterogeneity, the probability that household n maximizes its utility at choice alternative i has to be integrated over the possible set of coefficients (β n , γ n ). Similarly, the individual likelihood contributions have to be integrated over the range of possible wage predictionsŵ nj . As both variables will typically not be uniformly distributed, the choice probability has to be weighted by the probability density of the random components. The model as written down in equation (6) is very general and less restrictive than the conditional logit setup. In turn, it is no longer possible to find an analytical solution. Train (2009) proposes the use of maximum simulated likelihood methods instead. In order to retrieve the simulated likelihood, the double integral has to be approximated and averaged over r = 1, . . . , R random draws from the distributions of (β n , γ n ) andŵ nj . The simulated log-likelihood is subsequently given by:
When the number of draws goes to infinity, the simulated log-likelihood in (7) converges to the log-likelihood of the model denoted in (6). Instead of relying on conventional random draws, we approximate the likelihood function using pseudo-random Halton sequences. This reduces the number of draws needed to ensure stable results as Halton sequences cover the desired distribution more evenly (Train, 2009 ). 7
Existing literature
Tables 1 and 2 provide an overview of the empirical specification of several popular models that have been applied in recent years. As one can see, mainly three utility functions have been used, i.e. either a translog, a quadratic or a Box-Cox transformed specification. As the Stone-Geary function can be interpreted as a simplification of the translog or the Box-Cox utility function, only the higher-degree polynomials used in van Soest et al. (2002) stand out from the list. Their approach can be seen as approximation to a non-parametric specification of the utility function. The inclusion of observed heterogeneity shows a similar picture. All studies allow for observed heterogeneity in the preferences for leisure, whereas fewer studies allow for preference heterogeneity regarding consumption. The evidence on unobserved heterogeneity is somewhat more mixed, just like the inclusion of heterogeneity in fixed costs and the potential stigma from welfare participation. As working hours are typically concentrated in only few hours categories, most authors include in their models fixed costs of working, hours restrictions, or both. Blundell et al. ( , 2000 Quadratic L, C, FC C, S Yes FC Bargain et al. (2014) Quadratic L, C, FC C -FC * L and C denote heterogeneity in preferences for leisure and consumption, respectively. S denotes the disutility from welfare participation. FC refers to fixed costs of working and HR to hours restrictions. † Robustness checks and alternative model specifications are separated by slashes. 
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Fixed costs and hours restrictions can also be interpreted as measures for the availability of the respective choice alternatives (Aaberge et al., 2009) . Less than half of the models explicitly allowed for stigma effects and non-take-up of welfare benefits. This is interesting due to the common finding that the benefit participation rate deviates substantially from full take-up. Thus, models that do not explicitly account for the potential disutility are expected to over-predict the number of recipients. Less variation can be found in terms of the model's treatment of wages. While most studies estimate wages and the labor supply decision in a two-step procedure, only the models of Aaberge et al. (1995, and follow-ups) , Moffitt (1998), van Soest et al. (2002) and Blundell and Shephard (2012) apply a simultaneous maximum likelihood procedure. In turn, these models neglect potential sample selection issues when estimating wages. As can be seen, there is no consensus in the literature whether predicted wages should be used only for individuals with unobserved wages or for the full sample, the advantage of the latter choice is there is eventually only one wage distribution. Regarding the handling of the wage prediction errors, it becomes increasingly common practice to incorporate and integrate out the errors during the estimation.
Data
The baseline estimations in this paper are performed on the German Socio-Economic Panel (SOEP), a representative household panel survey for Germany (Wagner et al., 2007) . SOEP includes now more than 24,000 individuals in around 11,000 households. We use the 2008 wave of SOEP, which provides household data from 2008, as well as data on the labor supply behavior and incomes from the preceding year (i.e. the year before the Great Recession). We rely on the tax and transfer system of 2007, focusing our analysis on the working age population and thus excluding individuals younger than 17 or above the retirement age of 65 from our estimations. Our sample is further restricted to those households where at least one decision maker can adjust her labor supply. Therefore, we exclude households where all decision makers are self-employed (since it is difficult to measure true hours and wages for those), civil servants 8 or in the military service. Moreover, our subsample includes some households with more than two adults, which mainly includes adult children living with their parents. We exclude these young adults from the estimation as it is unclear how their consumption and utility are determined (Dagsvik et al., 2011) .
As the labor supply decision is known to be rather heterogeneous across population subgroups, we separate the sample into five distinct demographical subpopulations. The first two groups are defined as single men and single women with or without dependent children. Our estimation subsample contains 779 households with single males and 1,065 households with single females. In addition, we specify three different kinds of couple households. First, we define 688 couple households in which the male partner has a flexible labor supply but the female partner is inflexible (e.g. due to self-employment or exclusion restrictions regarding the age). Second, we have 1,042 couple households in which the male partner has an inflexible labor supply but the female partner is flexible. In order to model the household labor supply decision of these "semi-flexible" couple households, we assume that the flexible partner faces his or her labor supply decision conditional on the labor supply behavior of the inflexible partner. Third, our sample includes 3,099 couple households in which both partners are flexible regarding their labor supply behavior.
For the computation of consumption levels for the different choice categories, we rely on IZA's policy simulation model IZAΨMOD (v3.0.0), which incorporates a very detailed representation of the German tax and benefit system (see Peichl et al., 2010 , for a comprehensive documentation). Some of the estimated models would require applying the tax and benefit system for every possible wage rate for every household in every step of the numerical likelihood maximization, although doing so would slow down the estimation process substantially. To avoid this cumbersome procedure, we approximate the tax and benefit system by using a highly flexible second-degree polynomial that transforms monthly gross earnings into disposable income while controlling for a rich set of household characteristics, as well as all available sources of non-labor incomes. The resulting R 2 shows a very good fit of more than 99 % for all population subgroups but single women (only 97 % for them), which confirms that our approximation performs rather well. In order to also allow for unobserved tax determinants, we balance the predicted amounts of consumption by a single random draw for each household; otherwise, we would mistakenly reduce the variance in the consumption variable. The results are very much in line with those taking advantage of the full representation of the tax and transfer system, we are thus confident that the approximation does not affect our findings.
As a robustness check, we compare our results obtained with German data to results for the USA. For this, we use data from IPUMS-CPS which is an integrated dataset of the March Current Population Survey (CPS) for 2007. In order to calculate income and payroll taxes, we use NBER's simulation model TAXSIM.
4 Empirical results
Despite the presence of some robustness checks in the literature (see tables 1 and 2), these checks are usually narrowed down to a small deviation in just one of the modeling assumptions. By contrast, Evers et al. (2008) and Bargain and Peichl (2013) perform meta-analyses of labor supply models comparing estimated labor supply elasticities for different countries and explain them mainly by study characteristics. In either case, it is difficult to draw detailed and general conclusions on the specification of discrete choice models from the reported results. We overcome these difficulties by estimating a large variety of different modeling assumptions in a controlled environment using the same data. The estimation results allow us to determine how sensitive the estimated outcomes are with respect to the specification and the wage imputation procedure used in the model.
Analysis setup
For our analysis, we combine frequently used modeling assumptions and estimate all sensible combinations of these specifications. We estimate 3,456 different model specifications for the five distinct labor supply types, which leads us to 17,280 maximum likelihood estimations. However, the sample of estimation results is reduced because not all models did converge in a reasonable time span as we applied an automatic routine to find initial values and estimate this large number of models. We drop from our analysis those estimation results that did not converge. Depending on the labor supply group we lose up to 6 percent of our sample and end up with 16,730 different estimation results. 9 Table 3 shows the different specifications and the number of converged estimation results and reads as follows. We estimate 1,152 distinct models with a Box-Cox transformed utility specification for each of the five labor supply groups, although only 1,022 estimation results for single males and 1,132 for single females are included in our sample. Regardless of the functional form of the utility function, 1,152 of the estimated models neglect any kind of hours restrictions or fixed costs, 1,152 models include part-time restrictions and 1,152 models account for fixed costs of work.
In order to make the estimation results comparable across the different labor supply groups, we standardize the statistical fit and the estimated elasticities within a labor supply group. We subsequently pool the data and regress the estimation results on the different modeling assumptions (mainly represented as dummy variables). We measure the statistical fit by the Akaike Information Criterion (AIC) of the models. To retrieve (uncompensated) labor supply elasticities, we increase the own-wage rates by ten percent and simulate the labor supply reaction to this wage change.
Estimation results
The results of these meta-regressions can be found in table 4. As the dependent variables have been standardized, the coefficients are difficult to interpret. Our results show, e.g. that using a quadratic utility function increases the AIC by 12 % of a standard deviation in the sample and thereby worsens the statistical fit. These results have to be compared to a rather simple reference model using a translog utility Notes: Uncompensated labor supply elasticities are simulated by increasing the individual wage rates by 10 percent and aggregating individual labor supply responses. Dependent variables have been standardized, i.e., an estimate of 1.0 indicates an increase of one standard deviation in the outcome. The AIC is negatively related to the statistical fit of the model-the better the fit, the lower the AIC. Standard errors clusted by labor supply group and wage imputation procedure. * p < 0.1, * * p < 0.05, * * * p < 0.01 function, neglecting observed and unobserved heterogeneity in preferences as well as fixed costs of working, hours restrictions or any stigma from welfare participation. In this reference model, we use observed wage rates for actual workers and predict wages for non-workers without incorporating the wage prediction error in the labor supply estimation. We find many statistically significant relationships. However, the presented standard errors are not bootstrapped, given that this would render our sensitivity analysis computationally infeasible. Bootstrapped standard errors would be substantially larger than those presented. As the coefficients are measured in standard deviations, only those of at least one standard deviation (in absolute values) are also economically interesting. We summarize the key findings below.
Goodness of fit.
Although the statistical fit is usually not the main outcome of interest, our results show several interesting patterns for future applications (see table  4 ). First, the choice of the utility function does not systematically improve or worsen the statistical fit. Our analysis confirms the usual finding that the implementation of hours restrictions, fixed costs and observed preference heterogeneity clearly help to explain the labor supply choices. Estimating random coefficients models that also allow for unobserved heterogeneity yields little value-added compared to the computational burden of the estimation. The results regarding the wage imputation show that these specification decisions also affect the statistical fit of the model substantially.
Predicting wages not only for non-workers but also for the full sample improves the fit significantly. However, this is unsurprising as it demonstrates how much of the variation in the data is lost by using predicted instead of actual wages for the full sample when not accounting for errors in the wage rate prediction. More generally, our results show that apart from the implementation of fixed costs or hours restrictions, there is hardly a single modeling assumption that guarantees a good fit. Instead, several small issues help to explain the observed labor market outcomes and add up to a good fit.
Labor supply elasticities. Even more important than the statistical fit is whether specific modeling assumptions systematically influence the out-of-sample predictions when simulating policy or wage changes. Figure 1 shows the distribution of labor supply elasticities across the converged models for the four labor supply types. 10 The graph shows considerable variation across the different modeling setups (within a specific labor supply group as well as across groups). In line with the literature, we find that the estimated elasticities are rather robust regarding the specification of the utility function, as well as the implementation of observed and unobserved heterogeneity. This is reassuring as it shows that the frequently applied specifications do not restrict the labor supply decision a priori. The only (weak) exception seems to be the implementation of hours restrictions or fixed costs, which tend to drive extensive elasticities up. This finding supports the view that jobs with very few weekly working hours are harder to find than regular part-time or full-time jobs. It is thus more likely that people switch from non-participation to 20 or 40 than to 5 or 10 hours of work when accounting for this fact, which leads to higher elasticities at the extensive margin. Substantially more of the variation can be explained when analyzing the impact of the wage imputation and the handling of wage prediction errors. Our results hold the important message that this part of the model specification is much more relevant to the estimated elasticities than the utility specification. For instance, using predicted wages not only for non-workers but also for the full sample roughly doubles the estimated elasticities when not accounting for the wage prediction error. This substantial difference can be explained by the fact that predicting wages for the full sample reduces the variance of the wage distribution substantially. To explain the observed working hours with less variation in wages and thus income and consumption, the implied elasticities have to increase. Accounting for wage prediction errors and integrating them out during the estimation markedly reduces the difference. Interestingly, the results differ substantially depending on whether a single random draw or higher numbers are used. The ad hoc procedure of adding a single random draw tends to cancel out the effect of a full sample prediction. In contrast, correcting for the wage prediction error tends to reduce the elasticities, but we still observe the estimated elasticities to be significantly higher than those in which the wage rates were only imputed for non-workers.
Robustness. We performed a wide range of robustness checks to confirm that our results are not special to the used data and methods. In particular, we also used a different wave from the same data set and performed our analysis also using data from the CPS for the US (see table 8 in the online appendix). In addition to the marginal impact (holding all other specification details constant), we investigated the partial impact of the modeling assumptions (in table 9 in the online appendix), which only shows the differences in means due to the specific assumptions (e.g. mean of elasticities using a translog utility specification vs. mean of elasticities using other functional forms, irrespective of other modeling issues). The results we obtained were qualitatively the same. We also checked the robustness regarding the calculation of elasticities and found no differences whether we simulated 1 % or 10 % changes in the own-wage rate (table 10) . Also switching the calculation of the elasticities from aggregated to mean, median or other quantile measures did not affect our findings (tables 11 and 12).
Summary.
Our results partly confirm previous findings in the literature. While the empirical specification of the systematic utility function has an impact on the statistical fit, we find only little differences in the estimated elasticities. It thus may be justified to rely on simpler model setups when the computational burden is a major concern. However, the majority of applied robustness checks focus on the effects of different utility specifications and usually ignore how the underlying wage treatment may influence the results. We find that these assumptions explain much more variation in outcomes than the specification of the utility function. Most previous robustness checks have thus concentrated on issues of secondary order. Instead, more attention should be paid to the wage imputation and the handling of wage prediction errors. Modeling choices regarding the wage handling may thus also explain part of the large variation found in labor supply studies.
Joint estimation of wages and preferences
Our analysis shows that the wage imputation procedure and the handling of the wage prediction error have a huge impact on estimated labor supply elasticities. Nonetheless, it is common practice to estimate the labor supply decision conditional on observed or predicted wages. Wage rates are estimated beforehand and treated as exogenous within the labor supply estimation. This procedure reduces the computational burden, but is naturally rather restrictive. While there are some Hausman-type studies that loosen this fairly strong assumption and find correlation between wages and hours of work (Moffitt, 1984, Tummers and Woittiez, 1991) , only little effort has been taken so far in the context of discrete choice labor supply models. Aaberge et al. (1995) and follow-ups estimate labor supply on a random choice set based upon draws from hours and wage distributions they estimate simultaneously. Breunig et al. (2008) and Blundell and Shephard (2012) assume a fixed individual-specific wage rate but allow one specific preference parameter to be correlated with the error term of the wage equation. Although this accounts for at least some interaction between preferences and wages, it still assumes that the labor supply decision is exogenous to the wage rate. Moreover, the correlation structure is rather arbitrary and restrictive. For instance, one may think of potential correlation between the wage rate and several different preference parameters.
This issue is especially important as we expect that correlations between preferences and wages may drive the estimated elasticities. Consider two identical workers with the same observed characteristics but different unobservable productivity and thus wage rates. Suppose in case A that there are indeed no feedback effects between wages and preferences. Subsequently both workers will have the same preferences and their reaction to wage increases will only differ due to their initial consumption level. Now consider case B, in which preferences for, say, consumption are negatively correlated with productivity. Hence, the less productive worker has now a higher preference for consumption, whereas preferences of the more productive worker stay constant. As the less productive worker now values consumption and income more compared to case A, it follows that his labor supply elasticity increases. We show this mechanism in a simple model at the end of Appendix A.
Estimation setup
We propose a very flexible estimation strategy that overcomes the restrictive exogeneity assumptions of the standard estimation procedure in equation (5) to examine this issue empirically. More specific, we allow the wage rate to depend on hours of work and preferences for leisure and consumption to be correlated with the error term of the wage equation. However, to render this model feasible, we have to impose some distributional assumptions on the random terms. More precisely, preferences for consumption and leisure and the wage equation residuals are assumed to follow a multivariate normal distribution. We assume that wages are log-normally distributed and estimate them on tenure, education and dummies for having migrated, living in East Germany, being handicapped or working either part-time or overtime. Labor supply and wages are estimated jointly using a full information maximum likelihood framework:
where U denotes the subset of unemployed individuals and β (r) n ,
w,n are the (randomly drawn) preference coefficients and the error terms of the log-wage equation, respectively. φ(·) is the density of a standard normal distribution. This framework relates to the estimation approach outlined in Blundell and Shephard (2012) , although we approximate the likelihood function using a set of R Halton draws instead of Gaussian Hermite quadrature. Fitting preferences and wages jointly makes it possible to estimate both the influence of hours of work on the wage rate and the variancecovariance matrix of preferences and wages. See Appendix A for details on the model.
Identification.
In order to separate and identify both effects properly, we use the actual wage equation residual for workers whose wage rate is observed (subset E), whereas we use multivariate normally distributed Halton sequences to integrate over a set of possible wage equation errors for unemployed individuals. While the standard model assumes preferences and wages to be exogenous, we allow for (multivariate normal) correlation patterns. This makes our estimation approach more flexible, but in turn places another functional form assumption on the estimated covariances. Chiou and Walker (2007) show that the use of small numbers of draws may mask identification of mixed logit models. We therefore run our estimations using different numbers of draws. While most studies rely on even fewer than 50 (Halton) draws, we use up to 4,000 Halton draws to check the robustness of our results. Reassuringly the estimated variance-covariance matrix is robust to the approximation in terms of both the coefficients and their standard errors with as few as 50 draws. Table 7 in Appendix B shows the estimation results for our most flexible model using different numbers of draws, varying between 10 and 4,000, indicating that the results are remarkably stable when using at least 50 draws.
Empirical results
Due to computational constraints, we only estimate our model for the subset of single females in our sample. Table 5 summarizes the results regarding the correlation patterns for this group. We do not present the complete table of estimates here to save space. Full results can be found in Appendix B (table 6) . 11 The different models are defined as follows:
(1) Common two-step estimation assuming wages as exogenous.
(2) Estimates preferences and wages jointly.
(3) Extends (2) by allowing for hours-dependent wages.
(4) Extends (3) by additionally allowing for correlation between wages and preferences for consumption.
(5) Extends (4) by additionally allowing for correlation between wages and taste for leisure.
Our results show that there is indeed correlation between wages and hours of work. For single women, working part-time yields a wage decrease of roughly 7 % on average compared to a typical full-time job (see column (5)). The results are statistically significant different from zero at the 5 % level. Working 50 or more hours a week is also connected to a decrease in hourly wages compared to full-time employment, although the effect is economically small and statistically not different from zero. These findings indicate an inverted U-shaped relationship between wages and hours of work, and thereby confirm the findings of Moffitt (1984) within the classical continuous hours approach. The estimated variance-covariance matrix between wages and preferences for consumption and leisure shows that there is also significant correlation, whereby we find that higher wages are strongly negatively correlated with preferences for consumption and positively correlated with preferences for leisure (suggesting a backward bending labor supply curve). Notes: Standard errors in parentheses, * p < 0.1, * * p < 0.05, * * * p < 0.01. Model (1) corresponds to a common two-step estimation assuming wages as exogeneous. Model (2) estimates preferences and wages jointly. Model (3) allows in addition wages to depend on hours of work. Model (4) also allows for correlation between wages and preferences for consumption. Model (5) extends model (4) by allowing in addition for correlation between wages and taste for leisure. Note that table 7 in Appendix B shows the estimation results for model (5) using different numbers of draws, varying between 10 and 4,000.
The statistical criteria show that models (3) to (5) clearly outperform model (2) irrespective of the specific measure. 12 Even more importantly, both intensive and extensive elasticities rise when the model allows for more flexible preference and wage patterns (compare model (1) to the other four models). In fact, switching from the most restrictive (1) to the most flexible model (5) more than doubles the estimated elasticities from above 0.2 to around 0.6-despite using the same data and identify-ing variation. Indeed, this is strongly in line with the theoretical intuition described above. Our results show that the usual approach to estimate wages separately and independently from the labor supply decision neglects important correlation patterns that determine a households' response to wage changes, driving elasticities towards zero. Hence, when allowing for a more flexible specification, microeconometrically estimated elasticities come closer to macroeconomic ones (Keane, 2011 , Chetty et al., 2011 , Keane and Rogerson, 2012 . One reason for this could be that the more flexible model implicitly captures some of the frictions that are seen as key in explaining these differences. It would be interesting to explicitly incorporate frictions, which are right now captured, among other things, by, e.g., dummies for different hour categories, into the structural estimation and compare the findings to our results in future research.
Conclusion
Structural labor supply models are frequently used in the empirical labor supply analysis for many different purposes. In recent years, it has become a standard procedure to estimate labor supply decisions as a choice among a set of different hours alternatives or job opportunities. In contrast to this popularity, little is known about how the numerous modeling assumptions influence the statistical fit, as well as the estimated labor supply elasticities.
In this paper, we provide an overview of the most important specification issues and conduct a comprehensive sensitivity analysis to disentangle the driving factors behind the results from structural labor supply models. Our results show that even if the modeling assumptions concerning the direct utility specification increase or worsen the statistical fit, i.e. the power to explain the observed labor supply behavior, the models are robust in terms of estimated labor supply elasticities. In contrast, the models are highly sensitive to changes in the underlying wage distribution, a mechanisms almost completely neglected in the literature to date. Thus, the question of whether to use predicted or observed wages for actual workers and whether and how to integrate the wage prediction error out during the estimation process has a large and statistically significant impact on the statistical fit of the model and the estimated labor supply elasticities.
We further tackle this issue and propose an alternative estimation method that overcomes the restrictive independence assumptions between wages and work preferences. We allow for correlation between wages and preferences, as well as wage rates that depend on hours of work. Our results show that there are indeed significant cor-relation patterns in both dimension, which were usually ignored in previous empirical applications. While the standard approach assumes that every worker faces a fixed wage rate irrespective of hours of work, we find that working part-time significantly lowers the hourly wage rate by 7 %. Moreover, we find significant correlation between wages and preferences for both leisure and consumption. Our findings clearly reject the exogeneity assumptions that are implicitly made in most discrete choice labor supply applications.
Our findings have important implications for tax policy design. Diamond and Saez (2011) derive simple formulas for the optimal (top) marginal tax rates based upon labor supply elasticities. 13 They assume an elasticity of 0.25 as an "a mid-range estimate from the empirical literature" which is close to our estimate for the restrictive model. This leads to an optimal top marginal tax rate of τ = 1 1+1.5 * 0.25 = 72.7 %. However, an elasticity of 0.6 as found in our most flexible model reduces the optimal tax rate to 52.6 % bringing it closer to actually observed values (the top labor tax rate in the US is 42.5 %). While we cannot claim that we have identified the true value for the labor supply elasticity-which might not even exist-our analysis shows that more attention should be paid to the specification of structural labor supply models before using them for policy analysis.
A Joint estimation
For the joint maximum likelihood estimation in Section 5, we use a Box-Cox transformed utility specification. Thus, the systematic utility of individual n choosing alternative j is given by:
with C (λ C ) nj and L (λ L ) j defined as:
and wages given by the wage equation:
We further assume that preferences (β C,n , β L,n , β FC,n ) and wages (the residual w,n of the log-wage equation) are multivariate normally distributed:
Instead of estimating the variance-covariance-matrix directly, we estimate its Cholesky decomposition L. As we cannot directly simulate from the joint distribution, we draw R Halton sequences µ (r) i,n (i = 1, . . . , 4, r = 1, . . . , R) from a standard normal and transform them accordingly to the estimated factorization L:
We use the actual wage equation residual if the wage is observed, thus µ (r) 1,n = ln w n − x w,nβ w σ w and µ (r) i,n ∼ N (0, 1) (i = 2, 3, 4). If individual n is unemployed and we do not observe her wage rate, we also draw her log-wage equation residual from a normal distribution, µ (r) 1,n ∼ N (0, 1). Using a simplified version of the above model makes it possible to show how the commonly neglected covariance terms influence resulting labor supply elasticities. Consider the utility function outlined in equation (9) and set β 1 , β 2 , β 3 , β FC,n , β 4 , β 5 , λ C and λ L equal to zero and give β L,n zero variance for simplicity. Now let us assume that leisure is the residual of total time of the week minus hours worked (L j = T − H j ) and consumption is a function of wages, hours and non-labor income (C nj = w n H j + R n ). The agent's problem can subsequently be written as:
It follows from utility maximization that the labor supply function is given by:
We can derive individual labor supply elasticities as:
The elasticity depends inversely on the product of preferences for consumption β C,n and hourly wage rates w n . Moreover, β C,n and ln w n are assumed to be bivariate normally distributed (see equation (13)). It follows that labor supply elasticities decrease with increasing covariance between wages and consumption preferences. Notes: Uncompensated labor supply elasticities are simulated by increasing the individual wage rates by 1 percent and aggregating individual labor supply responses. Dependent variables have been standardized, i.e., an estimate of 1.0 indicates an increase of one standard deviation in the outcome. The AIC is negatively related to the statistical fit of the model-the better the fit, the lower the AIC. Standard errors clusted by labor supply group and wage imputation procedure. * p < 0.1, * * p < 0.05, * * * p < 0.01 Notes: Uncompensated labor supply elasticities are simulated by increasing the individual wage rates by 10 percent and taking the mean individual labor supply response. Dependent variables have been standardized, i.e., an estimate of 1.0 indicates an increase of one standard deviation in the outcome. The AIC is negatively related to the statistical fit of the model-the better the fit, the lower the AIC. Standard errors clusted by labor supply group and wage imputation procedure. * p < 0.1, * * p < 0.05, * * * p < 0.01 Notes: Uncompensated labor supply elasticities are simulated by increasing the individual wage rates by 10 percent and taking the median individual labor supply response. Dependent variables have been standardized, i.e., an estimate of 1.0 indicates an increase of one standard deviation in the outcome. The AIC is negatively related to the statistical fit of the model-the better the fit, the lower the AIC. Standard errors clusted by labor supply group and wage imputation procedure. * p < 0.1, * * p < 0.05, * * * p < 0.01
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