Protein structure analysis is a very important research topic in the molecular biology of the postgenomic era. The RMSD (root mean square deviation) is the most frequently used measure for comparing two protein 3-D structures. In this paper, we deal with two fundamental problems related to the RMSD. We first deal with a problem called the 'range RMSD query' problem. Given an aligned pair of structures, the problem is to compute the RMSD between two aligned substructures of them without gaps. This problem has many applications in protein structure analysis. We propose a linear-time preprocessing algorithm that enables constant-time RMSD computation. Next, we consider a problem called the 'substructure RMSD query' problem, which is a generalization of the above range RMSD query problem. It is a problem to compute the RMSD between any substructures of two unaligned structures without gaps. Based on the algorithm for the range RMSD problem, we propose an O(nm) preprocessing algorithm that enables constant-time RMSD computation, where n and m are the lengths of the given structures. Moreover, we propose O(nm log r/r)-time and O(nm/r)-space preprocessing algorithm that enables O(r) query, where r is an arbitrary integer such that 1 ≤ r ≤ min(n, m). We also show that our strategy also works for another measure called the URMSD (unit-vector root mean square deviation), which is a variant of the RMSD.
Introduction
In the post-genomic molecular biology, analysis of protein 3-D structures becomes more and more important. Recently, enormous amount of protein 3-D structures are solved and the number of them are still increasing, as seen in the PDB database [Berman et al. 2000] . As a result, faster algorithms to deal with such structures are seriously needed. Two proteins are said to have similar functions if their 3-D structures are similar to each other, and structure comparison is one of the keys to the protein function analysis. There are many structure comparison algorithms for proteins [Eidhammer et al. 2000] . Many of these algorithms are dedicated to align the structures by inserting gaps so as to minimize some score, as in the cases of ordinary sequence alignment algorithms. But the alignment is not the goal of the protein analysis. For example, we must search for specific domains like conserved substructures or hinge-mediated domains from the aligned result.
The most famous similarity measure for protein structures is the RMSD (root mean square deviation) [Arun et al. 1987 , Eggert et al. 1997 , Kabsch 1976 , Kabsch 1978 , Schawrtz et al. 1987 . There are several variations of the RMSD measure. The URMSD (unit-vector root mean square deviation) [Chew et al. 1999 is an example. To analyze the aligned protein structures, we often need to compute local RMSDs (or URMSDs) of aligned substructures. For example, in [Huang et al. 1993] , they compute all the RMSDs between all the possible aligned substructures in the aligned pair of structures to find hinge-mediated domains. Similar techniques are used also in many others [Nigham et al. 2007 , Shibuya 2007 . Hence, we consider the following problem in this paper. 
Without any preprocessing, we need O(k) time to compute it, where k = j − i (see section 2 for details). We propose an algorithm that answers the above problem in constant time, with linear-time preprocessing. Note that naive preprocessing algorithm would require O(n 2 ) time or more, as there are O(n 2 ) possible aligned substructures. Moreover, we will show that the same strategy works for the URMSD.
We next consider the following problem, which is a generalization of the above range RMSD query problem. 
By straightforwardly using our range RMSD query algorithm, we can solve this problem in constant time after O(nm)-time preprocessing. Note that we would require O(nm min(n, m)) time or more for preprocessing if we do it naively. For this problem, we also propose O(nm log r/r)-time and O(nm/r)-space preprocessing algorithm that enables O(r) query, where r is an arbitrary integer such that 1 ≤ r ≤ min(n, m).
The substructure RMSD query problem is more general than the range RMSD query problem, and must have many applications in protein structure analysis. This problem appears everywhere, e.g., as a subroutine for alignment algorithms. Most protein alignment algorithms take very large time and is sometimes requires more than O(nm) time. Thus we assume our algorithm can be very valuable for designing such alignment algorithms.
The organization of this paper is as follows. In section 2, we present the definitions of the RMSD and the URMSD. Then, we present an algorithm for the range RMSD query problem in section 3, and we present algorithms for the substructure RMSD query problem in section 4. Finally in section 5, we conclude our results.
Preliminaries

RMSD: The Root Mean Square Deviation
A protein is a chain of amino acids. Each amino acid has one unique carbon atom named C α , and the coordinates of the C α atom is often used as the representative position of the amino acid. The set of C α atom positions in a protein is called the backbone of the protein. The backbone structures are topologically linear, which can be represented by just a list of points in 3-D space, regardless of how complex the structures are. In this paper, we deal with this coordinates list, as in the most structural research on proteins.
The similarity between two backbone structures is often measured by the RMSD (root mean square deviation) [Arun et al. 1987 , Eggert et al. 1997 , Kabsch 1976 , Kabsch 1978 , Schawrtz et al. 1987 .
2 Let the two sets of points (i.e., protein structures) to be compared be
where ⃗ p i and ⃗ q i are coordinates of the i-th C α atoms of P and Q. We here consider ⃗ p i corresponds to ⃗ q i for each i. Then the RMSD between P and Q is defined as the minimum value of
over all the possible rotation matrices R and translation vectors ⃗ v, where ∥·∥ denotes the norm. LetR(P, Q) and⃗ v(P, Q) denote the R and ⃗ v that minimize the value. Let R · X denote the structure X rotated by the rotation matrix R. If the rotation matrix R is fixed, d R,⃗ v (P, Q) is known to be minimized when the centroid of R · Q is translated to the centroid of P by the translation vector ⃗ v, regardless of what the rotation matrix R is. Thus, the following equation holds:
Hence, if both P and Q are translated so that their centroids are moved to the origin of the coordinates, the RMSD problem is reduced to a problem of finding R (i.e.,R(P, Q)) that minimizes the following value:
We can findR(P, Q) in linear time by using the singular value decomposition (SVD) [Arun et al. 1987 , Kabsch 1976 , Kabsch 1978 
and trace(RH) is maximized when R = V U T , where U ΛV is the SVD of H and A T means the transpose of matrix A. ThusR(P, Q) can be obtained from H in constant time, as H is a 3 × 3 matrix and the SVD can be computed in Golub et al. 1996] . Note that there are rare degenerate cases where det(V U T ) = −1, which means that V U T is a reflection matrix. We ignore the degenerate cases in this paper. We can compute the RMSD value in linear time once we have obtainedR(P, Q). In total, we can compute the RMSD value in O(n) time.
URMSD: The Unit-Vector Root Mean Square Deviation
The URMSD (unit-vector root mean square deviation) [Chew et al. 1999 ] is a variation of the RMSD. The RMSD is sometimes influenced badly by very distant pairs of points, and the URMSD is designed to avoid such influence. Let ⃗ p
over possible rotation matrices R. LetŘ(P, Q) denote R that minimizes the value. The URMSD can also be computed in the same way as the RMSD, which can be easily imagined from the fact that the equation
3 It is obvious that we can compute the URMSD value fromŘ(P, Q) in linear time. Hence the total computation time for the URMSD is also linear.
Preprocessing for the Range RMSD Query Problem
In this section, we show an algorithm for the range RMSD query problem introduced in section 1. Let the two given aligned structures be P Let ⃗ c(X) denote the centroid of structure X. Then, ⃗ c(P[i, j] 
. Note that⃗ p k is the coordinates of the atom ⃗ p k translated so that the centroid of P[i..j] is at the origin of the coordinates, and so is thē ⃗ q k . According to the equations of f R (P, Q) in section 2.1, the RMSD between P[i..j] and Q[i..j] can be obtained in constant time if we are given the value
is a vector of length 3, h 2 X (i, j) is a numerical value, and G(i, j) is a 3 × 3 matrix. Then, the following two equations hold:
These equations suggest that the RMSD value can be obtained in constant time if we are given ⃗ h and G(i, j) . Note that similar techniques are used in [Shibuya 2006 ] for incremental RMSD computation.
⃗ h X (i, j) can be computed in constant time, if we are given
for either case of X = P or X = Q. 4 It is obvious that ⃗ h X (1, k) can be computed for all k in linear time. h 2 X (i, j) can also be computed in constant time, if we are given h
Here, it is also obvious that ⃗ h X (1, k) can be computed for all k in linear time. The same technique also works for G (i, j) . G(i, j) can be computed in constant time, if we are given 
, all of which can be computed in linear time before the query. Note that the corresponding optimal rotation matrix and the translation vector can be obtained at the same time.
The same strategy also works for the URMSD. This case is much easier because we do not have to consider the translation vector. According to the equation of f 
, ⃗ q k , and ⃗ q k+1 in constant time, we conclude that the URMSD can also be computed in constant time after linear-time preprocessing.
Preprocessing for the Substructure RMSD Query Problem
In this section, we propose algorithms for the substructure RMSD query problem introduced in section 1. Given two structures P = {⃗ p 1 , ⃗ p 2 , . . . , ⃗ p n } and Q = {⃗ q 1 , ⃗ q 2 , . . . , ⃗ q m }, 5 the range RMSD query problem is a problem to compute the RMSD between P[i..i+ℓ−1] and Q[j..j+ℓ−1] for any i, j and ℓ (0
. From now on, we let i ≤ j without loss of generality.
6 Then, by preprocessing (as discussed in section 3) straightforwardly for all the range RMSD query problems between P[1..n ′ ] and
where n ′ = min(n, m − k + 1), we can solve the substructure RMSD query problem in constant time. This straightforward preprocessing algorithm requires O(nm) time and space in total. From now on, we discuss how to reduce the preprocessing time and space, permitting larger query time, as the O(nm) time/space can sometimes be too large.
According to the discussion in section 3, we can compute the RMSD between P[i..i+ℓ−1] and Q[j..j+ℓ−1] in constant time, if we are given the followings:
Note that E (i, j, ℓ) is the G(i, i + ℓ − 1) for the range RMSD query problem between P[1..n ′′ ] and
and h 2 Q (j, j + ℓ − 1), they can be computed in constant time after linear time preprocessing by the same technique discussed in section 3, i.e., we need to compute ⃗ h P (1, k), ⃗ h Q (1, k), h 2 P (1, k) and h 2 Q (1, k) for all k before the query. As for E (i, j, ℓ) , if we compute E(1, j, ℓ) for all possible j and ℓ beforehand, we can compute it in constant time, as Let r be an integer such that 1 ≤ r ≤ min(n, m). To ease discussion, we consider that both n and m are multiples of r. Then we can divide P into n/r substructures of length r. Let them be P 1 , P 2 , . . . , P n/r . Note that P p = P[(r · (p − 1) + 1)..r · p]. Likewise, Q can be divided into m/r substructures of length r, and let them be Q 1 , Q 2 , . . . , Q m/r . For P p , Q q , and k such that −r < k < r, consider the following value:
For each pair of p and q, we can compute E p,q (k) for all k in O(r log r) time, by the convolution technique based on the FFT (fast Fourier transform) (see [Cooley et al. 1965] for details). Thus we need O(nm log r/r) time to compute them for all the O(nm/r 2 ) pairs of p and q. Next, we consider the following F p,q (k) for all the set of p, q and k
Obviously, F p,q (k) can be computed in O(nm/r) time for all the O(nm/r) sets of p, q and k, if we are given all the
. Thus, if we can compute E (1, j, ℓ) in O(r) time, we can also compute E (i, j, ℓ) in O(r) time for any i, j and ℓ. Thus, hereinafter, we discuss how to compute E (1, j, ℓ) in O(r) time by using the F p,q (k) values. Let a = ⌊ℓ/r⌋ and b = ⌈j/r⌉. To ease discussion, we let F p,q (k) = 0 if p = 0 or k ≥ r, and E(i, j, ℓ) = 0 if ℓ ≤ 0. Then, E(1, j, ℓ) can be described as follows:
Notice that 0 ≤ ℓ − a · r < r, and E(a · r + 1, j + a · r, ℓ − a · r) can be computed in O(r) time. Thus, we conclude that E(1, j, ℓ) can be computed in O(r) time, after O(nm log r/r) time preprocessing time in total. The space required for the preprocess is O(nm/r). Consequently, we conclude that we can compute the RMSD in O(r) time after O(nm log r/r) time and O(nm/r) space preprocessing. It is trivial that the same techniques can be applied to the substructure URMSD query problem, and it can also be computed in O(r) time after O(nm log r/r) time and O(nm/r) space preprocessing.
Conclusions
In this paper, we dealt with two fundamental problems called the 'range RMSD query problem' and the 'substructure RMSD query problem', both of which are very important for protein structure analysis. For the range RMSD query problem, we proposed a constant-time query algorithm after linear-time preprocessing. Based on the algorithm, we showed that we can solve the substructure RMSD query problem in constant time after O(nm) time preprocessing, where n and m are the lengths of the structures to be compared. Moreover, for the latter problem, we also developed an O(r) query algorithm after O(nm log r/r) time and (nm/r) space preprocessing, where r is an arbitrary integer such that 1 ≤ r ≤ min(n, m).
Our algorithms can be used in various scenes in protein structure research. Actually, we have developed a hinge detection algorithm for flexible protein 3-D structures based on our algorithm [Shibuya 2007 ]. Development of faster query algorithms, or more flexible query algorithms remains as future work. 
