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Einleitung
Die Datenkommunikation ist in den letzten Jahren wesentlicher funktionaler Be-
standteil einer Datenverarbeitungsanlage geworden, so da fast jedes Rechensy-
stemen in ein Netzwerk eingebunden wird. Wahrend die theoretischen Grund-
lagen einer DV-Anlage in Bezug auf ihr Inneres in Forschungsbereichen wie Be-
triebssysteme u.a. ergiebig untersucht wurde, blieb der Bereich der Netzverwal-
tung langere Zeit unbetrachtet.
Betrachtet man das Themengebiet \Netzwerkmanagement", lassen sich zwei
fast gegensatzliche Entwicklungstendenzen entdecken: zum einen der OSI-
Standard, der theoretisch sehr fundiert das Aufgabengebiet angeht, aber aufgrund
der Komplexitat noch wenig Verbreitung gefunden hat und zum anderen der Stan-
dard der TCP/IP-Welt, das Simple Network Management Protocol, welcher ein
weites Einsatzfeld vorweisen kann, aber auch noch konzeptionelle Schwachstellen
in sich birgt.
Nach einer allgemeinen Einfuhrung in den Bereich Netzwerkmanagement wer-
den die in den zwei fuhrenden Protokollwelten, IP bzw. OSI, standardisierten
und im Einsatz bendlichen Konzepte vorgestellt, welche vornehmlich auf einem
zentralistischen Management basieren. In den nachfolgenden Vortragen werden
innovative Architekturen erortert, die den zentralistischen Ansatz insbesondere in
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Netzwerken und verteilten Systemen kommt eine im-
mer groer werdende Bedeutung zu, werden von der
Geschaftswelt aber auch kritisch betrachtet. Innerhalb
einer gegebenen Organisation geht der Trend hin zu
groeren, komplexeren Netzwerken, die immer mehr An-
wendungen und Benutzer unterstutzen. In dem Mae,
wie die Netzwerke sich vergroerten, wurden zwei Punk-
te extrem bedeutend:
1. Das Netzwerk und die damit verbundenen Ressour-
cen und verteilten Anwendungen wurden fur die Or-
ganisationen unentbehrlich.
2. Durch entsprechende technische Fehler oder An-
wendungsfehler besteht die Moglichkeit, da das
gesamte Netzwerk oder ein Teil davon zusammen-
bricht oder der Durchsatz auf einen nicht mehr ak-
zeptablen Level herabgesetzt wird.
Ein komplexes Netzwerk einzurichten und zu verwal-
ten, ist ohne technische Hilfsmittel kaum moglich. Als
Hilfsmittel dienen automatische Netzwerkmanagement-
Tools, die aus Kostengrunden in standardisierter Form
angeboten werden und fur ein breites Spektrum von
Produkttypen verwendet werden konnen (z.B. Endsy-
steme, Bridges, Routers, Telekommunikationseinrich-
tungen,...). Ausgehend von dieser Notwendigkeit ent-
wickelten sich zwei standardisierte Arbeiten, namlich die
SNMP-Familie und das OSI-System-Management, die in
spateren Vortragen beschrieben werden.
1.2 Denition eines Datennetz-
werks
 Ansammlung von Geraten und Verbindungsleitun-
gen, die dazu dienen, Daten von einem Rechner zum
anderen zu transferieren.
 Mehrere Benutzer an unterschiedlichen Orten
konnen auf die Ressourcen eines entfernten Haupt-
rechners mit hoher Rechnerleistung zugreifen, so-
da eine eziente und produktive Nutzung moglich
ist, was zeit- und kostensparende Vorteile mit sich
bringt.
1.3 Implementierung eines Da-
tennetzwerks
Um ein Datennetzwerk zu implementieren, mu zuerst
ein Plan erstellt werden, der den Anspruchen der Be-
nutzer gerecht wird. Nachdem dieser Plan entwickelt
wurde, sollte der Netzwerkingenieur fur die Implemen-







Feststellen, welche Hard- und Softwarekomponen-
ten benotigt werden und welches die gewunschten
Verbindungen sind. Es gibt zwei Haupttypen von
technologischen Verbindungen zwischen zwei mit-
einander kommunizierenden Punkten:
 Lokales Netzwerk (LAN: local area network):
Dieses ubertragt die Daten zwischen den Host-
Rechnern mit einer Ubertragungsgeschwindig-
keit von 4 - 400 Mbps (megabits per second)
und wird fur relativ kurze Entfernungen ein-
gesetzt.
1
 Globales Netzwerk (WAN: wide area network):
DasWAN hat eine Datenubertragungsrate von
9.6 Kbps bis 45 Mbps und dient einer Da-
tenubertragung uber relativ weite Distanzen.
2. Wartung:
Nachdem das Netz aufgebaut ist, mu es beispiels-
weise aufgrund neuer Upgrades fur Teile des Netz-
werks oder wegen fehlerhafter Teile, die ersetzt wer-
den mussen, standig gewartet werden.
3. Erweiterung:
Es sollte die Moglichkeit einer einfachen Erweite-
rung des Netzwerks gegeben sein, ohne ein kom-
plett neues entwerfen zu mussen, d.h. der Netz-
werkingenieur mu bereits bei der Implementie-
rung eine spater mogliche Erweiterung vorsehen, so-
da er dann auch tatsachlich einfache und korrekte
Netzwerk-Erweiterungen anbieten kann.
4. Optimierung:
Das Datennetzwerk besteht ublicherweise aus meh-
reren hundert unterschiedlichen Geraten, jedes
mit seinen eigenen Besonderheiten. Diese Gerate
mussen miteinander, ohne Probleme zu verursa-
chen, kommunizieren konnen. Die Aufgabe des
Netzwerk-Ingenieurs ist es, ein solches Datennetz-
werk so zu optimieren, da es die maximale Lei-
stung erbringt.
5. Kontrolle:
Durch die oben genannten Punkte kann der
Netzwerk-Ingenieur zwar eventuell auftretende Pro-
bleme minimieren, aber nie vollstandig vermeiden,
was zu diesem letzten Punkt fuhrt: namlich Pro-
bleme, die durch unvorhergesehene Ereignisse auf-
treten konnen, festzustellen.
1.4 Netzwerkmanagement
Netzwerkmanagement bedeutet, ein komplexes Netz-
werk so zu verwalten, da dessen Ezienz und Pro-
duktivitat maximal wird. Um dieses Ziel zu erreichen,







Diese funf Bereiche wurden von dem International Or-
ganization for Standards (ISO) Network Management
forum deniert und werden nun in den folgenden Ab-
schnitten naher erlautert.
1.4.1 Fault Management
Um einen einwandfreien, ununterbrochenen Netzwerk-
Betrieb gewahrleisten zu konnen, mu auf die korrekte
Funktionalitat des Netzes als Ganzes, aber auch jeder
einzelnen Komponente geachtet werden. Die Dienste
des Fault Managements umfassen Tests zur Uberprufung
von Netzkomponenten bzw. zur Fehlerlokalisierung, es
konnen aber auch Fehlermeldungen ausgetauscht oder
Fehlerstatistiken abgerufen werden.
Tritt ein Fehler auf, so ist es wichtig, folgende Schritte
moglichst schnell auszufuhren:
 Exakt feststellen, woran der Fehler liegt.
 Isolation des restlichen Netzwerks von der Storungs-
stelle, soda es ohne Unterbrechung weiterverwen-
det werden kann.
 Modikation oder Rekonguration des Netzwerks,
um eine Verwendung der fehlerhaften Komponen-
te(n) zu minimieren.
 Reparatur oder Erneuerung der fehlerhaften Kom-
ponenten, um das Netzwerk wieder in seinen ur-
sprunglichen Zustand zu bringen.
Benutzer erwarten schnelle und zuverlassige Pro-
blemlosungen. Durch die Verwendung von schnellen
und zuverlassigen Fehlerverwaltungstechniken, z.B. dem
Fault Management Tool, hat der Netzwerk-Ingenieur die
Moglichkeit, auftretende Probleme wesentlich schneller
zu lokalisieren und zu losen als ohne diese. Die Wir-
kung und Dauer von Fehlern konnen aber auch durch
die Verwendung von redundanten Komponenten und al-
ternierenden Kommunikationsrouten minimiert werden
und dem Netzwerk dadurch eine gewisse Fehlertoleranz
gewahren.
Wenn ein Fehler korrigiert wurde und das System
sich wieder in seinem ursprunglichen Zustand bendet,
mu der Fault-Management-Dienst sicherstellen, da
das Problem auch tatsachlich beseitigt wurde und da-
bei keine neuen Probleme entstanden sind.
1.4.2 Conguration Management
Das Conguration Management bietet dem Netzma-
nager die Moglichkeit, Kontrolle uber das System
bzw. Netz auszuuben. Hierzu stehen Funktionen zur
Verfugung, um Parameter, die den normalen Betrieb
des Netzes beeinussen, zu modizieren, aber auch, um
die Konguration des Netzes zu modizieren. Die Kon-
guration von bestimmten Netzwerkgeraten bestimmt
das Verhalten des Datennetzwerks. Dieses besteht
i.a. aus individuellen Komponenten und logischen Sub-
systemen, die verschiedene Anwendungen durchfuhren
konnen. Dasselbe Gerat kann beispielsweise so kon-
guriert sein, da es entweder als Router, als Endsystem
oder als beides fungieren kann. Ist die gewunschte Funk-
tionalitat eines Gerates bestimmt, so kann der Kongu-
rationsmanager die geeignete Software auswahlen und
die Gerate entsprechend kongurieren.
Falls es ein Upgrade einer Software-Version gibt,
mu dieses auf samtlichen Geraten installiert werden.
Durch ein Conguration-Management-Tool wird dem
Ingenieur eine Liste der aktuellen Software-Versionen
samtlicher Gerate geliefert, soda dieser nicht jedes ein-
zelne Gerat uberprufen mu. Benutzer wollen bzw.
benotigen den jeweils aktuellen Status der Netzwerk-
Ressourcen und -Komponenten. Diese Informationen er-
folgen in Form von aktuellen Kongurations-Berichten -
entweder periodisch oder auf Anfrage der Benutzer.
1.4.3 Security Management
Als Security Management wird der Proze bezeichnet,
der die Zugrisberechtigung auf Netzwerkdaten kontrol-
liert und schutzt. Dies ist damit verbunden, da Kodier-
schlussel generiert, verteilt und gespeichert werden. Da-
durch kann nur ein autorisierter Benutzer auf die Daten
zugreifen. Im Falle eines unerlaubten Zugris besteht
durch das Security Management die Moglichkeit, diese
Zugrie auf den Terminal-Server aufzuzeichnen und da-
durch u.U. die entsprechende Person festzustellen. Wei-
ter gibt es auch die Moglichkeit, da bei unbefugtem
Zugri Alarme ausgelost werden.
1.4.4 Performance Management
Das Performance Management uberwacht die Lei-
stungsfahigkeit der einzelnen Systeme und des gesamten
Netzes. Moderne Datenkommunikationsnetzwerke be-
stehen aus vielen und unterschiedlichen Komponenten,
die miteinander kommunizieren und Daten und Ressour-
cen teilen mussen. In manchen Fallen ist es problema-
tisch, da sich die Kommunikation uber das Netzwerk
an einer bestimmten Durchsatzgrenze bendet, wodurch
Engpasse entstehen konnen. Solche Engpasse mussen
fruhzeitig festgestellt und beseitigt werden konnen. Aus
diesem Grunde und um die Leistungsfahigkeit zu ver-
bessern, enthalt das Performance Management Funktio-
nen, die die statistischen Informationen bzgl. der Lei-
stungsfahigkeit des Systems abrufen und die Kongura-
tion von Netzkomponenten modizieren. Bevor ein Be-
nutzer ein Netzwerk fur eine bestimmte Anwendung ein-
setzt, mochte er genaue Informationen uber die durch-
schnittliche und schlechteste Antwortzeit und die Zu-
verlassigkeit von Netzwerkdiensten. D.h., der Durchsatz
mu in ausreichendem Mae bekannt sein, um auf spezi-
elle Benutzerfragen antworten zu konnen. Endbenutzer
erwarten, da die Netzwerkdienste auf eine solche Art
und Weise durchgefuhrt werden, da ihre guten Ant-
wortzeiten dauerhaft gewahrleistet sind. Netzwerkma-
nager benotigen Durchsatzstatistiken zur Planung und
Verwaltung von groen Netzwerken. Bezuglich den End-
benutzern dienen die Statistiken auch dazu, potentiel-
le Engpasse zu entdecken und geeignete Verbesserungs-
manahmen anzuwenden, noch bevor sie den Endbenut-
zern Probleme bereiten.
1.4.5 Accounting Management
Das Accounting Management unterstutzt bei Erreichen
eines Limits das Aushandeln von benotigten Ressourcen
einer Gruppe oder eines Benutzers. Die Zuteilung er-
folgt entweder durch die Vergabe von Prioritaten oder
durch den Einsatz zusatzlicher File-Server. Weiter ist
das Accounting Management fur die Gebuhrenverwal-
tung und ahnliche Aufgaben zustandig: Um die Kosten,
die durch ein Netzwerk entstehen, zumindest zu decken,
mu dessen Verwendung irgendwie berechnet und be-
zahlt werden. Dies mu nicht unbedingt durch reales
Geld, sondern kann auch durch eigene, zur Verfugung
gestellte Dienstleistungen erfolgen. Auch wenn solch ei-
ne Vergutung nicht eingesetzt wird, so mu der Netz-
werkmanager doch feststellen konnen, welcher Benutzer
oder welche Benutzergruppe das Netzwerk verwendet.
Grunde:
 Ein Benutzer oder eine Benutzergruppe mibraucht
ihre Zugrisprivilegien und belastet das Netzwerk
unnotig auf Kosten der anderen Benutzer.
 Benutzer konnen das Netzwerk inezient verwen-
den, soda der Netzwerkmanager sie dabei un-
terstutzen kann, einzelne Prozeduren zu verandern,
um die Leistung zu verbessern.
 Der Netzwerkmanager kann die Erweiterung des
Netzwerks besser planen, falls er die Benutzer-
Aktivitaten in ausreichendem Mae kennt.
1.5 Netzwerk-Management-
Systeme
Netzwerk-Management-Systeme sind eine Ansamm-
lung von Geraten/Werkzeugen zur Netzwerkuberwa-
chung und -kontrolle, was bedeutet:
 Eine einzelne Operator-Schnittstelle mit einer
machtigen, aber benutzerfreundlichen Menge von
Befehlen, um die meisten Netzwerk-Management-
Aufgaben durchzufuhren.
 Eine minimale Anzahl von getrennten Geraten.
D.h., die meiste Hard- und Software, die fur das
Netzwerk-Management erforderlich ist, wird mit
der jeweils existierenden Benutzerausstattung im-
plementiert.
Die Software, die fur die Ausfuhrung der Netzwerk-
Management-Aufgaben eingesetzt wird, ist in den Host-
Rechnern und Kommunikationsprozessoren (z.B. Front-
End-Prozessoren, Bridges und Routers) implementiert.
Ein Netzwerk-Management-System wird unter dem Ge-
sichtspunkt entwickelt, das ganze Netzwerk als eine
vereinheitlichte Architektur zu betrachten, wobei jeder
Punkt durch Adressen und Labels gekennzeichnet ist,



























NMA : network-management application
NME : network-management entity
Appl. : applications
Comm.: communications software
OS : Operating System
Abbildung 1.1: Elemente eines Netzwerkmanagement-Systems
Verbindung dem System bekannt ist. Die aktiven Ele-
mente eines Netzwerks liefern an das Netzwerk-Kontroll-
Zentrum eine regelmaige Ruckmeldung uber die Zu-
standsinformationen.
Abbildung 1.1 zeigt eine mogliche Architektur ei-
nes Netzwerk-Management-Systems. Jeder Netzwerk-
Knoten besitzt eine Reihe von Software, im Bild als eine
Netzwerk-Management-Einheit (NME) dargestellt. Je-
de NME fuhrt folgende Aufgaben durch:
 Sammlung von Statistiken uber die Kommunikatio-
nen und netzwerkbezogenen Aktivitaten.
 Lokale Speicherung dieser Statistiken
 Antworten auf Anweisungen des Netzwerk-
Kontroll-Zentrums. Anweisungen konnen sein:
{ Ubergabe der Statistiken an das Netzwerk-
Kontroll-Zentrum
{ Anderung eines Parameters (z.B. ein Zeitgeber
(timer) in einem Transport-Protokoll)
{ Liefern von Status-Informationen (z.B. Para-
meterangaben, aktive Verbindungen)
{ Generieren von Verbindungen fur Testzwecke
Mindestens ein Host im Netzwerk wird als Netzwerk-
Kontroll-Host (Manager) bestimmt. Dieser besitzt ne-
ben der NME-Software noch eine weitere Software-
Ansammlung, die auch als Netzwerk-Management-
Anwendung (NMA) bezeichnet wird. Diese NMA bein-
haltet eine Operator-Schnittstelle, um einem autori-
sierten Benutzer die Verwaltung des Netzwerks zu er-
lauben. Die NMA liefert Antworten auf Benutzeran-
weisungen, indem sie Informationen aufzeigt und/oder
Befehle uber das Netzwerk an die NMEs weiterleitet.
Diese Verbindung wird ausgefuhrt unter Verwendung
eines Anwendungsschicht-Netzwerk-Protokolls, das die
Kommunikations-Architektur genauso verwendet wie je-
de andere verteilte Anwendung auch.
Jeder andere Knoten im Netzwerk, der Teil des
Netzwerk-Management-Systems ist, besitzt ebenfalls
eine NME und wird fur Zwecke des Netzwerk-
Managements als Agent bezeichnet. Agenten sind End-
Systeme, die Benutzeranwendungen unterstutzen ebenso
wie Knoten, die Kommunikationsdienste anbieten, wie










Die Entwicklung von SNMP (Simple Network Manage-
ment Protocol) folgt einem historischen Muster, ahnlich
wie die Entwicklung der TCP/IP (Transmission Control
Protocol / Internet Protocol) Protokollfamilie.
Diese begann im Jahr 1969, als die DoD (U.S. De-
partment of Defense) das erste paketvermittelte Netz-
werk \ARPANET" entwickelte. Mit der stark wachsen-
den Anzahl an zu verbindenden Hosts und Terminals
von verschiedensten Herstellern, sowie der Entfaltung
des ARPANET zum Kern eines Internet, war man sich
uber die Notwendigkeit eines standardisierten Protokolls
einig, um die Betriebsfahigkeit eines solch heterogenen
Netzes zu gewahrleisten.
Somit wurden Ende der Siebziger der Grundstein fur
die heutige TCP/IP Protokollfamilie gelegt. Die Nach-
frage nach TCP/IP stieg auch im nichtmilitarischen Be-
reich permanent an.
Zur gleichen Zeit etwa begann die OSI{ (Open
Systems Interconnection) Entwicklung, die sich je-
doch gegenuber TCP/IP aufgrund hoherer Komplexitat
und Nichtvorhandensein einer lauahigen Version nicht
durchsetzen konnte.
Die IAB (Internet Activity Board) legte 1988 einen
geteilten Ansatz in der Entwicklungsstrategie fest:
Kurzfristig sollte das bereits bestehende, lauahi-
ge Verwaltungsprotokoll SGMP (Simple Gateway
Monitoring Protocol) mit Hilfe der gesammelten
praktischen Erfahrungen zu SNMPweiterentwickelt
werden.
Langfristig baute die IAB auf die Entwicklung des
OSI-Protokolls CMIP (Common Management In-
formation Protocol) auf TCP/IP Basis bzw. CMOT
(CMIP over TCP/IP).
Die IAB legte mit der SMI (Structure of Management
Information) und der MIB (Management Information
Base) die gemeinsame Nutzung einer Objektdatenbank
fest, um den spateren Umstieg auf OSI zu erleichtern.
Dieser Ansatz stellte sich jedoch sehr bald als ziem-
lich inpraktikabel heraus, woraufhin die IAB die Be-
stimmung einer gemeinsamen SMI und MIB wieder auf-
gab und zu einer parallelen Entwicklungsstrategie von
SNMP und CMOT uberging.
Auf der \SNMP{Seite" kam es zu schnellen prakti-
schen Entwicklungen durch einen einfachen Aufbau und
den exakten Protokolldenitionen, wogegen es auf der
\OSI{Seite" nur zu schleppenden, inpraktikablen Ent-
wicklungen kam.
Heute hat sich SNMP zu einem De{facto{Standard
entwickelt und wird von allen fuhrenden Herstellern aus
dem Netzwerkbereich unterstutzt. Im April 1993 wur-
de es durch eine noch leistungsfahigere und umfassend
uberarbeitete SNMP{Spezikation \SNMPv2" ersetzt.
SNMPv2 wird den Anforderungen an ein modernes Ma-
nagementprotokoll gerecht.
2.1.2 Was leistet SNMP ?
Das SNMP{Protokoll wird als Mechanismus zur Bereit-
stellung und zum Transport von Managementinforma-
tionen zwischen den Komponenten am Netzwerk ein-
gesetzt. Es ermoglicht einem Netzwerkadministrator
die interaktive Abfrage von Parametern oder die ber-
wachung von bestimmten Netzwerkzustanden. Allge-
mein ausgedruckt ermoglicht das SNMP-Protokoll das
Managen aller SNMP{Gerate am Netz. Auf der Basis
des SNMP{Protokolls werden alle fur die Managemen-
tapplikationen notwendigen Daten (wie z.B. Status, Per-
formance, Fehler, Alarme, Reports usw.) zwischen den
managebaren Geraten ubermittelt.
2.1.3 Standards, die SNMP beschreiben
Es gibt drei grundlegende Spezikationen, die das
SNMP{Protokoll, die zugehorigen Funktionen und die
Datenbank beschreiben. Eine solche Spezikation heit
RFC (Request For Comment) und wird mit einer fort-
laufenden Nummer eindeutig gekennzeichnet.
SNMP wird durch folgende RFC's beschrieben:
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1. Structure and Identication of Manage-
ment Information for TCP/IP-based In-
ternets (RFC 1157) (SMI)
) beschreibt, wie managebare Objekte in
der MIB deniert werden;
2. Management Information Base for Net-
work Management of TCP/IP-based In-
ternets (RFC 1213) (MIB)
) beschreibt, die in der MIB enthaltenen
managebaren Objekte;
3. Simple Network Management Protocol
(RFC 1157) (SNMP)
) deniert das Potokoll, um die Objekte
zu managen.
Bemerkung
Die RFCs werden in regelmaigen Abstanden von dem
hochsten Standardisierungsgremium IAB \upgedated",
so da die o.a. RFC{Nummern nur beispielhaften Cha-
rakter haben.
2.1.4 SNMP Netzwerkmanagement Ar-
chitektur
Die Netzwerkmanagement{(NM{) Architektur besteht
aus den folgenden Schlusselelementen:
 Network Management Station (NMS)
 Network Management Agent (NMA)
 Management Information Base (MIB)










Die NM{Architektur basiert auf einem Modell, das aus
einer oder mehreren NMS's und mehreren managebaren
Netz-Objekten besteht. EineNMS uberwacht und kon-
trolliert bestimmte Netz-Objekte. Netz-Objekte wer-
den als Gerate im Netz deniert (z. B. Host, Bridge,
Router etc. ), die einen oder mehrere Agents (Softwa-
re Modul) implementiert haben. Auf dem Agent wer-
den bestimmte NM-Tasks ausgelagert und die Verarbei-
tung ndet vor Ort im Netz-Objekt statt. Auf einer
NMS laufen neben dem Agent NM-Applikationen. Das
SNMP Protokoll dient der Kommunikation zwischen
dem Agent und der NMS. Alle managebaren Ressour-
cen im Netz werden in Form von Objekten reprasentiert.
Die strukturierte Ansammlung dieser Objekte in einer
Datenbank stellt die MIB dar. Die Kommunikations-
beziehungen zwischen NMS und Agent werden in Grup-
pen eingeteilt. Miteinander kommunizierende Gruppen
werden als Community bezeichnet. Jede Community
besitzt einen Namen (Community String) zur Identika-
tion. Durch die genau festgelegten administrativen Be-
ziehungen zwischen NMS und Agent erweist sich dieses
Modell als eine relativ starre Architektur.
Man bezeichnet dieses Modell als
\Client{Server{Modell"
(\Query{Response{Modell")
was folgendermaen zu verstehen ist:
Der Client, der die Anfragen (Queries) aus-
sendet wird allgemein als der \Manager" be-
zeichnet.
Der SNMP{Server, das Gerat, das auf die
Queries antwortet, ist als \Agent" bekannt.
Und das SNMP{Protokoll ermoglicht einer
NMS, nach den Regeln des SNMP, die Parame-
ter eines Agents zu lesen und zu modizieren.
2.2 Managementdaten
2.2.1 Was ist eine MIB ?
Ein auf TCP/IP basierendes Netzwerk Management Sy-
stem besitzt als Grundlage eine Datenbank, die samt-
liche Informationen uber die zu managenden Objekte
(Netz-Ressourcen) enthalt.
In der TCP/IP Welt (auch in einer OSI-Umgebung)
wird eine solche Datenbank als Management Infor-
mation Base (MIB) bezeichnet. Jede Ressource, die
einen bestimmten Teilbereich des Netzes darstellt, ist
durch ein Objekt in der MIB reprasentiert, d.h. die Sta-
tuswerte dieser Ressource sind in der MIB \abgelegt"
und konnen z.B. von einer NMS abgefragt oder modi-
ziert werden.
Damit die MIB den Anspruchen des NM-Systems ge-
recht werden kann, mussen zwei Richtlinien eingehalten
werden:
1. Jede Ressource in einem Netzwerk mu
mit den gleichen Objekten beschrieben
werden (z. B. oene Verbindungen uber
einen bestimmten Zeitraum)
! wird durch Objektdenition und MIB-
Struktur festgelegt
2. Verwendung eines gemeinsamen Schemas
zur Reprasentation, um die Interoperabi-
litat zu unterstutzen
! wird durch die SMI festgelegt
2.2.2 Struktur der Managementdaten
(SMI)
Die Aufgabe der SMI ist es, einen Standard fur die Re-
prasentation von Management Informationen zu denie-
ren, d.h. sie legt einen \generellen Rahmen" fest, inner-
halb dessen eine Management Information Base (MIB)
deniert und konstruiert werden kann.
Die Philosophie, die hinter der SMI steckt, ist die Ein-
fachheit und Erweiterbarkeit innerhalb der MIB zu ga-
rantieren. Aus diesem Grund kann die MIB auch nur
einfache Datentypen aufnehmen, aus denen sich jedoch
komplexere Datenstrukturen konstruieren lassen. Kom-
plexe Datenstrukturen werden deshalb von der SMI ver-
mieden, um die Implementation zu simplizieren und die
Interoperabilitat zu erweitern.
Um jedoch eine standardisierte Reprasentation von
Managementdaten zu erhalten, mussen entsprechende
standardisierte Denitionsmechanismen zur Verfugung
stehen:
 Denition der MIB-Struktur
 Denition der Objekte, sowie deren Syn-
tax und Value
 Kodierungsregeln
Zur Darstellung aller Informationen und Objekten wird
eine formale Spezikationssprache Abstract Syntax
Notation One (ASN. 1)1 verwendet. Durch ihre Ver-
wendung erreicht man eine prazise und unzweideutige
Denition der MIB.
Struktur der MIB
Alle Managementinformationen werden als Objekte
(ObjectType) dargestellt, die in einer oder mehreren
MIBs zusammengefat und durch die SMI festgelegt
werden. Die SMI legt fest, da die zu managenden In-
formationen und Daten eindeutig zu identizieren sein
mussen. Aus diesem Grund wurde fur die Darstellung
der Daten in der MIB eine baumartige Struktur verwen-
det (aus der OSI{Denition ubernommen).
Dieser Managementbaum ist von der Wurzel aus
streng hierarchisch aufgebaut. Der Weg durch diesen
Baum, hin zu einem Knoten oder Blatt, wird als Objekt{
Identikator (OBJECT IDENTIFIER)2 gekennzeich-
net. Dem Baum ist bezuglich seiner Tiefe keine Grenze
vorgegeben. Jeder Knoten auer der Wurzel ist mit ei-
nem Namen und einer Zahl zur Identikation versehen.
Das Bild 2.2 zeigt den fur das Netzwerkmanagement
wichtigen Ausschnitt des Managementbaums.
1mehr uber ASN.1 in 2.5
2vgl. ASN.1 in 2.5
Der Suchbaum der ISO, mit dem Label iso(1),
ist der erste Nachfolger der Wurzel des Management-
baums. Unterhalb des iso(1) wurde fur andere na-
tionale und internationale Standardisierungsorganisa-
tionen mit dem Label org(3) ein weiterer Suchbaum
eingerichtet. Dieser Suchbaum wurde der U.S. Na-
tional Institutes of Standards and Technology (NIST)
zur freien Verfugung gestellt, wobei einer dieser \NIST-
Suchbaume" der DoD uberlassen wurde | mit dem La-
bel dod(6). Von der Internet{Community wurde einer
der \DoD{Suchbaume" mit dem Label internet(1) be-
legt.
Unterhalb des \Internet{Suchbaums" sind alle fur das
Internet wichtigen Management Suchbaume angeordnet.
Diese sind u.a.:
directory(1): ist fur zukunftige Anwendungen reser-
viert ,
mgmt(2): ist in jeder SNMP Implementierung zwingend
vorgeschrieben,
experimental(3): experimenteller Subzweig; wird nur
bei Versuchen im Internet (Test neuer Objekte) be-
nutzt,
private(4): uber die Internet Assigned Numbers Au-
thority kann sich jeder Hersteller eine eigene Her-
stellerkennung registrieren lassen und unter dieser
Kennung seine eigenen privaten Objekte denieren
) Hilfsmittel zur Integration herstellerspezischer
Objekte, die uber die standardmaig festgelegten
Objekte hinausgehen.
Unumganglich bei einer SNMP{Implementierung ist
der Suchbaum mgmt(2) mit einem seiner Suchbaume,
dem \MIB{II{Suchbaum" mit dem Label mib-2(1)3.
Unterhalb der \MIB{II{Suchbaums" sind die Objekt-
gruppen der MIB{II angeordnet.
Beispiel Der Knoten mib-2(1) stellt die Wurzel aller
SNMP verwalteten Daten dar. Um diesen Knoten unter
ASN.1 anzusprechen mu folgender Objekt{Identika-
tor
iso(1).org(3).dod(6).internet(1).mgmt(2).mib-2(1)
(oder Integersequenz 1.3.6.1.2.1) benutzt werden.
Diese Folge ist Prax fur alle Variablen in der MIB{II.
Objektgruppen der MIB
Die MIB beschreibt bekanntlich die Objekte, die von
verwalteten Netzknoten unterstutzt werden sollen und
auf denen die Internet Protokollfamilie implementiert
ist. Also mussen alle Gerate, die verwaltete Knoten sind,
die MIB implementieren. Da es jedoch nicht notwendig
ist, alle Funktionen auf allen Knoten zu implementie-
ren (z.B. wird ein Gateway keine Verwaltungsobjekte
fur elektronische Post unterstutzen), sind die Objekte
der MIB in Gruppen (Objektgruppen) eingeteilt.






















Nr. Objektgruppe enthalt Informationen uber
1 system enthalt Informationen uber das managed object aus administrativer Sicht
2 interface (if) enthalt die Parameter aller im Gerat installierten Netz{Schnittstellen
3 address translation (at) dient zur Umsetzung von medienspezischen Adressen in Netzadressen
(z.B. Ethernet{ in IP{Adressen) und umgekehrt
4 internet protocol (ip) enthalt mehrere Zahler und Tabellen, die die IP{Aktivitat im Gerat ins-
gesamt beschreiben
5 internet control protocol (icmp) enthalt mehrere Zahler, die sich auf die Anzahl von gesendeten und emp-
fangenen ICMP{Nachrichten beziehen
6 transmission control protocol (tcp) enthalt mehrere Statistik{Zahler zu TCP{Verbindungen und gesende-
ten bzw. empfangenen TCP{Packeten, sowie eine Tabelle der TCP{
Verbindungen
7 user datagram protocol (udp) enthalt Informationen uber den Datagrammtransport
8 exterior gateway protocol (egp) enthalt Informationen uber die Erreichbarkeit zwischen unabhangigen
Systemen
9 transmission Platzhalter fur herstellerabhangige MIBs
10 simple network protocol (snmp) enthalt alle Objekte, die SNMP{Anwendungseinheiten beschreiben
Tabelle 2.1: Objektgruppen
In der MIB{I (1988) gab es ursprunglich acht Ob-
jektgruppen (1{8), die dann 1990 mit der MIB{II um
zwei Objektgruppen (9{10) erweitert wurde (siehe Ta-
belle 2.1).
Objekt Syntax
In der SMI werden nicht die einzelnen managebaren Ob-
jekte als solche, sondern ihr formaler Aufbau und ihre
Inhalte mittels ASN.1 deniert. Jedes Objekt (Object-
Type) besteht aus funf Feldern:
 ObjectName: Name des Objekts
 SYNTAX: deniert den Datentyp
 DEFINITION: textuelle Beschreibung
 ACCESS: deniert den erlaubten Zugri
 STATUS: deniert die Anforderungen an die Imple-
mentierungen
Nach folgendem kleinen Beispiel wird ein manage-







Die erste Variable (instanziertes Objekt) in der
Systemgruppe hat den Namen fsystem 1g oder
1.3.6.1.2.1.1.1.
2.3 Kritik an SNMP
SNMP hat sich langsam entwickelt und ist heute in
Bereiche vorgestoen, fur die es nie konzipiert war.
Von den ersten einfachen Protokollmechanismen des
SGMP (Simple Gateway Monitoring Protocol) bis hin
zu den heute erheblich gestiegenen Anspruchen und den
damit verbundenen Funktionalitaten an das SNMP{
Netzwerkmanagement haben sich immer wieder Pro-
blembereiche herauskristallisiert, die in den ursprung-
lichen SNMP{Spezikationen nicht vorgesehen waren.
So sind durch eine Vielzahl von komplexen Graten
(Gateways, Bridges, Router etc. ) und deren detail-
lierten Informationsuten erhohte Anforderungen an die
Protokollmechanismen des Netzwerk Management Pro-
tokolls entstanden.
2.3.1 Starre Client{Server{Architektur
Aufgrund der fehlenden Manager{to{Manager
Kommunikationsmoglichkeit konnen nur \ache"
Netzwerkmanagementstrukturen realisiert werden. Ein
Manager mu immer das gesamte Netz oder zumindest
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die gesamte Community uberwachen. Wird ein Netz in
mehrere Communities unterteilt und werden daruber-
hinaus noch mehrere NMSs eingesetzt, so kann es zur
Bildung von Daten{ und Informationsinseln kommen,
die untereinander nicht kommunizieren konnen.
Auerdem ist es fur einen Manager nicht moglich, nur
auf bestimmte Datenbereiche, die nach vorgegebenen
Kriterien \maskiert" werden, zuzugreifen. Eine NMS
hat nur die Moglichkeit entweder auf alle Daten oder
auf gar keine Daten zuzugreifen.
2.3.2 TCP/IP Grundlage
Das SNMP kann von der Theorie her grundsatzlich
auf jedem verfugbaren Protokollstack aufgesetzt wer-
den. In der Praxis hat sich jedoch gezeigt, da die
internen Strukturen (Adressen, reservierte Ports etc. )
des SNMP{Protokolls zu unexibel sind, um in eine
Multiprotokoll{Welt ohne groen Aufwand integriert
werden zu konnen. In der Regel haben sich fur die
SNMP{Anwendungen die TCP/IP Protokolle durchge-
setzt. Nur vereinzelt wurden Implementationen ent-
wickelt, die auf anderen Protokollen (wie z.B. IPX) ba-
sieren.
2.3.3 Sicherheitsmangel
Im Bereich der Sicherheit gibt es bei der SNMP{
Version 1 u.a. folgende Probleme:
Fehlender Authentizierungsmechanismus: In ei-
nem durch das SNMP{Protokoll uberwachten und
gesteuerten Netzwerk ist es jederzeit moglich, da
eine nicht autorisierte Person die Datenpakete
abfangt und die darin enthaltenen Informationen
fur seine Zwecke verandert. Nach dieser Ma-
nipulation werden die veranderten Datenpakete
zur eigentlichen Zielstation weitergesendet. Das
Empfangergerat hat keine Moglichkeit, diese Daten-
manipulation zu erkennen.
Fehlende Reihenfolgerichtigkeit: In der Regel wer-
den alle Daten zwischen der Managerstation und
den angeschlossenen Agents mittels des ungesi-
cherten User{Datagram{Dienstes verschickt. Da
das UDP{Protokoll keine Reihenfolgerichtigkeit
der Daten garantiert, konnen die SNMP{Daten
durch Manipulation einer nicht autorisierten Per-
son verzogert oder in geanderter Reihenfolge beim
Empfanger ankommen. Dadurch haben diese Sa-
boteure die Moglichkeit, die Dateninhalte zu ihren
Gunsten zu verandern, ohne da der Empfanger die
Manipulation feststellen kann.
Vorspielung einer Community: Durch eine einfa-
che Neudenierung des Community{Strings ist ein
Besitzer einer NMS jederzeit in der Lage, den
Zugri auf jeden an das Netz angeschlossenen
Agents zu erreichen. Durch diese Maskerade
tauscht ein nicht autorisierter Benutzer eine au-
torisierte Identitat vor und kann alle Informatio-
nen auslesen sowie samtliche Managementoperatio-
nen durchfuhren. Der Agent verfugt uber keiner-
lei Moglichkeit, zwischen der richtigen und falschen
Identitat zu unterscheiden.
Mitlesen der Informationen: Das passive Mitlesen
von Daten durch nichtautorisierte Personen mittels
eines Datenanalysators liegt in der Natur der Da-
tennetze. Alle Daten konnen im LAN passiv mit-
gelesen werden und zum geeigneten Zeitpunkt mi-
braucht werden.
2.4 Reaktion auf die Kritik:
SNMP Version 2
2.4.1 Neues administratives Modell
Mit den Sicherheitsmangeln im SNMP(v1){Standard
befate sich die \Secure SNMP-Arbeitsgruppe" (SMP{
Gruppe), was schlielich dazu fuhrte, da im April 1993
nach langen Diskussionen und muhsamen arbeitsreichen
Sitzungen die Simple Network Management Protocol
Version 2 (SNMPv2){Spezikationen in einigen RFCs
veroentlicht wurden.
Die SNMPv2{Spezikationen legen die Grundlage fur
die Anforderungen an ein modernes Managementproto-
koll. Das neue administrative Modell verfugt uber nach-
folgende grundlegende Schlusselelemente.
Party{Konzept
Infolge der Sicherheitsprobleme, die sich im praktischen
Betrieb des SNMPv1{Protokolls herauskristallisiert ha-
ben, wurde in SNMPv2 dafur gesorgt, da die SNMP{
Pakete nicht von nicht autorisierten Stationen abgefan-
gen und modiziert werden konnen. Dazu wurde die ge-
samte Funktion des Community{Strings zugunsten ei-
nes Authentizierungsmechanismus ausgewechselt, der
die gesamten Zugrisrechte und Kongurationen uber
Parties regelt.
Was ist eine Party ? Eine SNMPv2 Party beschreibt
eine virtuelle Umgebung in einem SNMPv2{Gerat, in-
nerhalb der ein Kommunikationspartner alle Aktionen
ausfuhren kann. Will ein SNMPv2{Gerat Source Party
eine Message an einen Kommunikationspartner Destina-
tion Party schicken, so agiert es immer gema der durch
die Party{Denition vorgegebenen Restriktion (Opera-
tionen, Kommandos etc. ).
Jedes SNMPv2{Gerat (Agent) enthalt eine oder meh-
rere Parties, die alle folgende Elemente enthalten:
 unverwechselbare Party{Identitat
 eindeutiges Authentizierungsprotokoll: zur zu-
verlassigen Identizierung der Source Party (sen-
dende Party) bei Kommunikation
 privacy protocol: zum Schutz der ubertragenen Da-
ten gegenuber \Lauschangrien"
 eindeutig zugeordneter MIB{View: deniert den
Teil der lokalen MIB, der fur die Party verfugbar
ist
 logische Netzwerk Lokation: deniert eine Netz-
adresse, unter der die Party erreichbar ist
Im Juli 1992 wurde durch die Party MIB die
Moglichkeit geschaen, spezielle Parameter von mana-
ged objects in einer eigenen MIB abzubilden. Somit wird
dem Administrator ermoglicht, individuell uber frei de-
nierbare MIB{Objekte an die einzelnen Benutzer Zu-
grisrechte zu vergeben. Die Party MIB unterteilt sich
in folgende Objektgruppen:
Party-Tabelle: deniert fur jede Party den Namen,
Verschlusselungsverfahren, zugehorige Parameter,
Authentizierungsverfahren und Transportadresse,
Acl-Tabelle: legt die Zugrisrechte der einzelnen Par-
ties fest,
View-Tabelle: deniert die Teilbereiche der MIB, auf
die die jeweilige Party zugreifen kann,
Context-Tabelle: enthalt eine Liste von MIB Views,
die mit einer Kennung versehen sind, aus der her-
vorgeht, ob der entsprechende MIB View zugreifbar
sein soll oder nicht.
MIB View
Fur jede der Parties wird ein bestimmter Teilbereich des
MIB{Baumes konguriert, der MIB View. Ein MIB
View besteht aus einer Menge von View Subtrees.
Ein View Subtree ist ein Knoten (Objekt Identi-
kator) im MIB{Baum und all seine untergeordneten
Suchbaume. Es besteht die Moglichkeit, mit sog. View
Masks die Menge der benotigten oder erlaubten Infor-
mationen des Unterbaums zu reduzieren | durch aus-
ltern mit Hilfe der \View{Maske".
Ein MIB View deniert die lokalen Objektinstanzen,
die der entsprechenden Party bekannt sein sollen.
Context
Allgemein deniert ein SNMPv2{Context eine Ansamm-
lung von managebaren Objektressourcen, auf die ein
SNMPv2{Gerat Zugri hat. Diese Objektressourcen
konnen entweder lokal oder auch remote realisiert sein.
Bezieht sich ein SNMPv2{Context auf die lokalen Ob-
jektressourcen, so spricht man von einem MIB View.
Bezieht er sich auf Objektressourcen, die als remote
Ressource deniert sind, so stellt dieser Context eine
Proxy Kommunikationsbeziehung5 dar, und das
Gerat, auf welches die Source Party zugreift, agiert als
Proxy Agent.

























Abbildung 2.4: Local und Remote Context
Proxy Kommunikation
SNMP verlangt, da alle Agents sowie alle NMSs UDP
und IP unterstutzen. Diese Einschrankung wurde
Gerate ausschlieen, die nicht auf UDP/IP basieren. Da
es jedoch vor der Entwicklung von SNMP zahlreiche an-
dere Entwicklungen gab, die nicht auf UDP/IP aufbau-
ten, wurde das Proxy Konzept entwickelt, um auch sol-
che Gerate, die kein SNMP implementiert haben (wie
z. B. Bridges und Router) in das Netzwerkmanagement
zu integrieren.
Diese Erweiterung wird als Proxy Management be-
zeichnet. Ein- und zweisprachige Agents ermoglichen bei
diesem Ansatz die indirekte Umsetzung der jeweiligen
Managementfunktionen.
Access Control Policy
Die Zugriskontrolle (Access Control) legt die Opera-
tionen fest, die eine Source Party bei der Kommunikati-
on mit einer Destination Party anhand des festgelegten
Contexts ausfuhren kann.
Folgende Bereiche denieren die Zugriskontrolle:
TARGET: deniert die Destination Party, welche die
von der Source Party, gewunschten Management
Operationen ausfuhren soll,
SUBJECT: legt die Source Party fest, die in der La-
ge ist eine gewunschte Management Operation zu
veranlassen,
CONTEXT: deniert den MIB View, auf den die Ope-
rationen ausgefuhrt werden sollen,
PRIVILEGES: Zugrisprivilegien auf Variablen in-
nerhalb eines MIB Views.
2.4.2 Weitere Merkmale der Version 2
In SNMPv2 ist die Moglichkeit der Kommunikation
zwischen Managerstationen | Manager{to{Manager{
Kommunikation | gegeben, d.h. eine NMS kann als
Agent oder als Manager agieren (dual role).
Die Einschrankung auf den TCP/IP Transportdienst
der SNMP Version 1, ist in der neuen Version aufgelost.
SNMPv2 kann auf unterschiedlichen Transportdiensten,
wie z. B. DPP (AppleTalk), Novell IPX, OSI etc. be-
trieben werden.
Mit einer zweisprachigen Realisierung als Uber-
ganglosung bis zur vollstandigen Migration aller Pro-
tokolle zu SNMPv2, wurde das Problem der Ruckwarts-
kompatibilitat behoben.
2.4.3 Die SNMPv2 SMI
Gegenuber der Version 1 hat sich die SMI in vielen Be-
reichen geandert. Im Managementbaum sind unter dem




Die neuen SNMPv2{MIBs werden unterhalb des
SNMPv2 Knoten eingebunden (mit Prax 1.3.6.1.6).
Die Structure of Management Information (SMI) be-






Modul{Denitionen: Mit SNMPv2 wird das Kon-
zept der Informationsmodule eingefuhrt. Ein Mo-
dul wie z.B. die MIB speziziert eine Gruppe von
Objekten.
Objekt{Denitionen: Die einzelnen Objektidenti-
katoren werden in der SNMPv2 SMI durch ein OB-
JECT IDENTITY MACRO festgelegt, welches aus
den Teilen STATUS, DESCRIPTION und REFE-
RENCE besteht. Mittels der Objektdenitionen
werden die managebaren Objekte eindeutig festge-
legt. Das OBJECT TYPE MACRO dient zur ex-
akten Beschreibung von managebaren Objekten.
Tabellen{Denitionen: Die Tabellen{Denition be-
schreibt zweidimensionale Tabellen zur Darstellung
komplexer Informationen.
Notikations-Denitionen: Eine Notikation kann
ein Trap6 oder ein Conrmed Event7 sein. Der Ma-
kro (NOTIFICATION TYPE MACRO) beschreibt
den Aufbau und den Inhalt.
neue Datentypen: Mit SNMPv2 sind eine Reihe neu-
er Datentypen eingefuhrt worden, wie z. B. ein 64{
bit Zahler (Counter64) und ein 32{bit unsigned in-
teger (Uinteger32).
2.4.4 Kritik an SNMPv2
Durch neue ASN.1 Makros und Protokollfunktionen ist
SNMPv2 in den wesentlichen Teilen einfach und klar
strukturiert (gut fur die Implementierung und Portie-
rung) geblieben. Jedoch ist durch das Hinzukommen
zahlreicher neuer Kongurationsparameter (MIB View,
Security Parameter, Party Parameter) die Komplexitat
des gesamten \Verwaltungsapparats" erheblich gestie-
gen.
Auerdem ist durch zusatzliche Verschlusselungs{
und Authentizierungsmechanismen eine hohe Grund-
last entstanden, so da die Bandbreite fur die eigentli-
chen Nutzdaten reduziert wurde.
6Agent sendet dem Manager eine Message uber ein unvorher-
gesehenes Ereignis
7Manager ubermittelt in einer Manager{to{Manager Kommu-
nikationsbeziehung dem anderen Manager ein unvorhergesehenes
Ereignis
In bezug auf die Migrationszeit wirken sich die
grundsatzlichen Unterschiede zwischen den \alten"
SNMPv1 und den \neuen" SNMPv2 Standard MIBs
nachteilig aus.
In der Praxis herrscht unter den Herstellern und An-
wendern uber die neuen Protokollspezikationen groe
Verwirrung. Vor allem im Punkt Portierung stellt sich
schnell die Frage: \Wie steige ich von Version 1 auf Ver-
sion 2 um ?". Diese Situation tragt schlielich dazu bei,
da SNMPv2 sich bis jetzt noch nicht als Standard eta-
bliert hat.
2.5 Anhang: Abstract Syntax
Notation One (ASN.1)
2.5.1 Was ist ASN.1 ?
ASN.1 (Abstract Syntax Notation One) ist ein Beschrei-
bungsmittel (Sprache) zum Aufbau von komplexen Da-
tenstrukturen und Informationsgebilden. Sie dient zur
allgemeingultigen, herstellerubergreifenden, hardwareu-
nabhangigen Beschreibung von Daten. Die zu admini-
strierenden Daten werden als Objekte (Object Type) be-
zeichnet. Die Datenobjekte werden durch Namen und
Attribute charakterisiert. Die Namen werden zur ein-
deutigen Identizierung der zu managenden Daten be-
nutzt.
2.5.2 Notwendigkeit einer formalen
Sprache
Sei die Ausgangssituation ein heterogenes Netz mit einer
Vielzahl verschiedener Datendarstellungen in der Appli-
kationsschicht. Dann braucht jeder Netzrechner Kon-
versationsprogramme, um beliebige Kommunikation zu
ermoglichen. Dies fuhrt zu einem erheblichen Aufwand
an Konversationsprogrammen (quadratischer Aufwand),
der sich durch Einsatz einer standardisierten Datendar-
stellung entscheidend reduzieren lat.
2.5.3 ASN.1 Objekte und Datentypen
ASN.1 unterscheidet drei Qualitaten von Objekten:
1. Types: beschreiben Datenstrukturen
2. Values: sind die Instanzen, Verwirklichungen oder
Variablen eines Typs
3. MACROS: konnen die aktuelle Grammatik be-
schreiben, bzw. verandern; denieren die Gram-
matik fur die MIB Objekte und werden in die MIB
importiert
In ASN.1 gibt es zwei SNMP{spezische Datentypen:
1. UNIVERSAL TYPES:
Es wird zwischen einfache Typen, wie
 INTEGER
 NULL (Platzhalter)
 OCTET STRING (besteht aus null oder meh-
reren Octets, jedes Octet besteht aus einem
Wert zwischen 0..255)
 OBJECT IDENTIFIER (deniert die Position




die zur Konstruktion von zweidimensionalen Tabel-
len verwendet werden, unterschieden.
2. APPLICATION{WIDE TYPES:
 COUNTER: stellt eine positive ganze Zahl
dar; zyklischer Zahler; wenn das Maximum er-
reicht ist beginnt er wieder von Null
 GAUGE: stellt eine positive ganze Zahl dar;
wenn das Maximum erreicht ist, bleibt er ste-
hen bis ein Reset erfolgt





1. Knoten im Managementbaum
Um einen Knoten (z.B. internet) im Management-
baum zu denieren, wird geschrieben:
internet OBJECT IDENTIFIER ::=
{ iso org(3) dod(6) 1}
Diese Spezikation beschreibt den Pfad durch den
Managementbaum bis hin zu der Stelle wo der
neue Knoten (hier internet) eingefugt werden soll:
Von der Wurzel zum iso{Knoten, von dort zum
dritten Nachfolger org(3), von dort zum sechsten
Nachfolger des org{Knotens, dem dod{Knoten und
schlielich soll internet als erster Nachfolger des
dod{Knotens deniert werden. Darauf aufbauend
konnen weitere Knoten deniert werden wie z.B.
mgmt OBJECT IDENTIFIER ::= { internet 2 }
mib-2 OBJECT IDENTIFIER ::= { mgmt 1 }
ip OBJECT IDENTIFIER ::= { mib-2 4 }
oder es konnen Objekte wie z.B.
ipInReceives OBJECT IDENTIFIER ::= { ip 3 }
ipRoutingTable OBJECT IDENTIFIER ::= { ip 21 }
deniert werden.
2. Struktur denieren
Um zu zeigen, da eine Struktur mit dem Na-
men ContentLength vom Type Integer ist, wird in
ASN.1 folgendermaen beschrieben:
ContentLength ::= INTEGER
Um weiter zu sagen, da length eine Variable (In-
stanz) der Struktur ContentLength ist, und um ihr
einen Wert zuzuordnen wird in ASN.1
length ContentLength ::= 100
gesetzt.
Im allgemeinen werden solche ASN.1 Beschreibun-
gen modules genannt und haben folgendes Ausse-
hen:




DermoduleTerm benennt das Modul. Mehre-
re Module konnen in einer Library zusammengefat
werden und mit linkage angesprochen werden.
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Dieses Kapitel ist eine Erganzung der vorherigen Kapi-
tel uber SNMP und beschaftigt sich vor allem mit der
Funktionsweise eines Managementprotokolls. Auerdem
werden folgende Fragen detalliert besprochen:
 welche Befehle benutzen die Managementdiensten,
um Netzobjekten zu verwalten ?
 mit welchen Transportabbildungen ist das Protokoll
vertraut ?
 welche neuen Befehle unterscheiden das Protokoll
der Version 2 von dem der Version 1 ?
3.1.2 Was ist ein Protokoll ?
Ein Protokoll ist ein Satz von Regeln, die zum Aus-
tausch von Informationen zwischen Kommunikations-
partnern eines Netzwerkes benutzt werden. Mehrere sol-
che Protokolle bilden zusammen eineProtokollfamilie.
Ein Beispiel dafur ist die TCP/IP Internet-Familie.1
3.1.3 Wozu Managementprotokolle ?
Bei den verschiedenen Managementdiensten werden Ob-
jekte aus der MIB des Agenten erfragt bzw. vertauscht.
MIB-Objekte sind bekannterweise im ASN.1 geschrie-
ben und beschreiben Datenstrukturen. Daher braucht
man Regeln, sog. BER's (Basic Encoding Rules), die die-
se Objekte in Bits und Byts kodieren, d.h. sie setzen
Managementbefehle in ausfuhrbare Objekte um.
) Basic Encoding Rules sind Regeln, die die durch
ASN.1 beschriebenen Objekte in OCTET's (Bytes) ko-
dieren.
3.1.4 SNMP in TCP/IP
Ursprunglich wurde SNMP fur die TCP/IP-Familie ent-
wickelt, es ist aber von seinem Konzept her nicht an
bestimmte Transportprotokolle gebunden. SNMP setzt
1Die Internet-Familie wird meistens TCP/IP-Familie genannt,
da TCP und IP die wichtigsten Protokolle der Familie sind
direkt auf der Transportebene der Internetprotokolle auf
und verwendet das UDP (User Datagram Protocol). UDP
vergibt jeden Rechner im Netz eine Portnummer, uber
die der gesamte Datenaustausch erfolgt. Fur haug be-
nutzte Anwendungsbefehle stehen feste Portnummern,
die in RFC (Request For Comment) veroentlicht sind.
Richtung Funktion UDP-Port
NM-Station2) Agent SNMP-Nachricht 161
Agent ) NM-Station SNMP-Trap 162
3.2 SNMP Kommandos und Ei-
genschaften des Protokolls
3.2.1 SNMP Kommandos
Mit seinen 5 Basisfunktionen hat SNMP nur wenige
Anforderungen an die Netzobjekte, was es den Herstel-
lern erleichtert, Netzwerk Management zu unterstutzen.
Hier ist darauf hinzuweisen, da sich solch ein einfaches
Protokoll eher als Standard durchsetzen wird.
get Request Ermoglicht die Abfrage einer bestimmten
Variable in der MIB eines Agenten
get Next Request Meistens \the powerful command"
genannt, denn es ermoglicht die Abfrage des Wer-
tes der lexikographisch nachsten Variable, get Next
wird fur Tabellen- und Baumsuche verwendet
set Request Dieses Kommando ubergibt den im
get Request angeforderten Wert
Trap Meldung eines Agenten an die NM-Station wegen
eines auergewohnlichen Ereignisses
Bemerkung
Die Request-kommandos (get, getNext und set) wer-
den von der NM-Station an einem Agenten erstellt, der
seinereits mit einem get Response antwortet. Ein Trap
wird im Gegensatz dazu von dem Agent erstellt, wird
aber von der NM-Station nicht bestatigt.
2NM-Station = NetzwerkmanagementStation
15
3.2.2 Eigenschaften des Protokolls
asynchrones Frage-/Antwort-Protokoll Eine
Netzwerkmanagement-Einheit mu nicht auf die
Antwort der abgefragten Einheit warten, sie kann
also weitere Abfragen erstellen oder inzwischen was
anderes tun.
symmetrisches Protokoll fur jede Abfrage gibt es ei-
ne Antwort.
Abfragestrategien: Trap und Polling es stellt sich
immer die Frage, ob auergewohnliche Ereignisse
durch einen Interrupt an die NM-Station gemeldet
werden (trap) oder ob diese periodisch nach au-
ergewohnlichen Ereignissen (polling) fragt. SNMP
unterstutzt unter anderem eine gemischte Verfah-
rensweise, die sogenannte Trap-directed Polling, da-
bei wird nach jeder Trap-Meldung eine Polling er-
stellt, um festzustellen, warum dieses auergewohn-
liche Ereigniss entstanden ist.
3.3 Die SNMP community
3.3.1 community-Aspekte
Mehrere Agents und NM-Stationen schlieen sich zu
einer Kommunikationsgruppe zusammen, mehrere sol-
che Gruppen bilden eine \community". Kommunika-
tion zwischen Netzwerkmanagementeinheiten kann nur
mit Zugehorigkeitsnachweis der selben community fol-
gen. Daher hat eine SNMP community folgende Aspek-
te:
1. communityName: Jede community hat einen ein-
deutigen Namen, der durch einen Oktett-String
dargestellt ist (siehe 2.1.4).
2. Authentizierungsdienste: Sie ermoglichen es
einem Agenten, die Zugrisrechte auf seine MIB zu
begrenzen.
3. Zugristaktik: Der Agent kann die verschiede-
nen NM-Stationen verschiedene Zugrisrechte ver-
geben. Er benutzt dafur zwei Aspekte:
(a) SNMP MIB view: Damit wird nur ein Teil-
baum des MIB-Baumes dem Abfragenden zur
Verfugung gestellt.
(b) SNMP access mode: Ist ein Element 2 f
READ-ONLY, READ-WRITE g, ein solcher access
mode ist schon fur jede community vorde-
niert.
4. Proxy-Dienst Wie aus dem 2.1.42. Kapitel schon
bekannt ist, unterstutzt SNMP das Prinzip von
Proxies, d.h. ein Agent kann als Stellvertreter an-
derer NM-Einheiten im Netz wirken.
3.4 Zugrismechanismen
3.4.1 serial-access Technik
Diese Zugristechnik nutzt die Eigenschaft der MIB aus,
da sie lexikographisch geordnet ist, d.h. bis auf die
Wurzel und die Blatter des MIB-Baumes hat jedes Bau-
mobjekt einen eindeutigen Vor- und Nachfolger. Um
eine Variable anzusprechen, mu der Objekt-Identier
mit einem .Index konkateniert werden. Um die Varia-
ble mit dem Objekt-Identier
sysDescr equals 1.3.6.1.2.1.1.1
anzusprechen, mu also folgendes eingegeben werden:
get Next Request(sysDescr)
Der Agent stellt zunachst eine get Responsemit dem
Namen und Wert der lexikographisch kleinsten Variable
unter dem Teilbaum sysDescr. Das ist gerade die Va-
riable sysDescr.0 mit dem dazugehorigen Wert. Jetzt




Um Tabellen mit k Spalten anzusprechen wird die
Funktion get Next Request mit der entsprechenden
Zahl von Parametern aufgerufen.
Aufruf:
get Next Request(Name1 , Name2, ..., Namek)
Antwort:
get Response(Name1 .ObjID=Wert1,
Name2.ObjID=Wert2 , ..., Namek.ObjID=Wertk)
3.4.2 random-access Technik
Bei dieser Technik handelt es sich um folgende Art von
Tabellen:
- Es existiert eine Tabelle aus  NULL Reihen.
- Die Spalten der Tabelle unterscheiden sich durch
einen Index, sog. SpaltenIndex.
- Jedes Spaltenobjekt hat einen eindeutigen Objekt-
Identier, der bis auf einen SpaltenIndex uberall in
der gleichen Reihe identisch ist.
Die Konvention bei SNMP ist es, Objekt-Identier
mit dem Index zu konkatenieren, um einen Instance-
Identier zu erzeugen.
Wir betrachten jetzt ein kompliziertes Beispiel einer
TCP-Verbindungstabelle, die aus funf Spalten besteht
(Tabelle 3.1).
Jeder Instance-Identier eines Objektes der Tabelle
wird von SNMP in der folgenden Form erzeugt:
x.i.(tcpConnLocalAddress).(tcpConnLocalPort).(tcpConnRemAddress).(tcpConnR
wobei
 x = Objekt-Identier von tcpConnEntry,
 i = SpaltenIndex
 Name = Wert vom Name
Die Objekte der Tabelle 3.1, haben dann Instance-
Identier, wie sie in Tabelle 3.2 gezeigt werden.







Der Informationsaustausch zwischen Netzwerk Manage-
ment Einheiten wird in Form von Messages erfolgen. Ei-
ne SNMP-Message ist eine Folge oder ein dreier Tupel;
(version, communityName, data), wobei
version ist vom Typ INTEGER, fur MIB II, RFC 1185,
steht hier der Wert 0.
communityName ist vom Typ OCTET STRING,
und enthalt typischerweise einen ASCII Namen.
data ist ein Datenfeld vom Typ ANY und enthalt eines
der funf SNMP-PDU's.
Version communityName data
) ASN.1-Schreibweise fur SNMP-Message:




3.5.2 Das Datenfeld (PDU-Anteil)
Erst hier wird der wirkliche Befehl bekanntgegeben.
PDU (Protocol Data Unit) kennt funf Befehle, fur die
es unterschiedliche Werte in der PDU-Folge gibt. Die




) ASN.1-Schreibweise fur get Request-PDU:





wobei variable-bindings eine Liste der abgefragten
Variablen darstellt.
) Variable ist ein Paar (Name, Wert); Name ist
der Objekt-Identier und der Wert wird je nach Anfrage
entsprechend belegt.
Fehlerart Error-index PDU-Befehl PDU-Typ
noError 0 get Request 0
tooBig 1 get Next Request 1
noSuchName 2 get Response 2
badValue 3 set Request 3
readOnly 4 get Bulk Request 4
genError 5 Inform Request 5
trap 6
Tabelle 3.3: Fehler- und die PDU-Typ-/Eintrage
3.5.3 Transport von Massages
Sendefunktionen
 Der Sender erzeugt die notwendigen PDU-
Kommandos als ASN.1-Objekt.
 Dieses ASN.1-Objekt wird mit dem communityNa-
me der Source- und Destination-Adresse an einem
Authentizierungsdienst ubertragen.
 Der Authentizierungsdienst erzeugt ein weiteres
ASN.1-Objekt.
 Diese Objekt-Struktur wird dann nach BER kodiert
und seriell an das Transportprotokoll ubertragen.
Empfangsfunktionen
 Das ankommende Datagramm wird auf Gultigkeit
der ubertragenen Daten uberpruft, ist es ungultig,
dann wird das Datagramm vernichtet und nichts
weiteres getan.
 Im Falle einer gultigen Ubertragung wird die Ver-
sionsnummer der SNMP-Message mit der eigenen
SNMP-Versionsnummer verglichen. Wenn sie nicht
identisch sind, wird das Datagramm auch vernich-
tet und nichts weiteres getan.
 Bei Ubereinstimmung wird der communityName und
die im ASN.1-Message-Objekt enthaltenen Daten
zusammen mit der Source- und Destination-Adresse
an dem Authentizierungsdienst ubertragen.
 Der Authentizierungsdienst gibt entweder ein
ASN.1-Objekt oder ein Authentizierungsfehler
zuruck, falls letzteres eintritt wird dieser Fehler re-
gistriert, ein Trap generiert und das Datagramm
wird vernichtet.
 Das ASN.1-Objekt, das vom Authentizierungs-
dienst zuruckgegeben wird, wird mit der Orginal-
PDU verglichen; bei Ubereinstimmung wird die
PDU je nach communityName und SNMP access
policy, also ein Element 2 fREAD-ONLY, READ-
WRITEg, verarbeitet.
 Die Message, die aufgrund dieser Funktion erzeugt
wird, wird automatisch an die Destinationadresse
der eingegangenen Message zuruckgeschickt.
3.5.4 Transportabbildungen
Connectionless Transport Service (CLTS)
Zur Ubertragung von SNMP-Messages werden vorallem
verbindungslose Mechanismen benutzt, denn SNMP in
der Internet-Protokollfamilie das UDP benutzt, das ver-
bindungslos funktioniert. Bei dieser Art von Ubertra-
gung wird das Datagramm in Datenpackete geteilt, die
dann seriell an die Zieladresse geschickt werden.
Connection-Oriented Transport Service (COTS)
SNMP kann trotzdem verbindungsorientiert betrieben
werden3, was sich aber als weniger vorteilhaft ergeben
hat. CMIP (Common Management Information Proto-
col), ein Protokoll, das ursprunglich SNMP ersetzen soll-
te, arbeitet verbindungsorientiert, wegen seiner aufwen-
digen Struktur blieb aber von den Netzwerktreibern un-
beliebt.
3.6 SNMPv2 und Blick in die Zu-
kunft
3.6.1 SNMPv2-PDU's
SNMPv2 hat unter anderem in dem Protokoll selbst Un-
terschiede zu dem SNMPv1, denn SNMPv2 soll das Netz
so gut wie moglich entlasten, auerdem soll SNMPv2
nicht nur als Client/Server-Modell funktionieren, son-
dern auch noch Manager-to-Manager Kommunikation
ermoglichen. Um diese neue Aufgaben zu beherrschen,
wurde das Protokoll um die zwei folgende Kommandos
erganzt:
get Bulk Request-PDU
Dieses Kommando stellt eine Verallgemeinerung der
get Next Request-PDU dar, es soll die Belastung des
Netzes reduzieren, indem zunachst nicht fur jede
get Next Request-PDU eine get Response-PDU gene-
riert wird und damit das Netz total belastet, sondern
bei jedem get Bulk Requestwerden zwei Parameter ge-
schickt:
 non-repeaters: gibt an, wieviele Variablen aus der
Variable-bindings nicht wiederholt werden muen.
3dazu mu SNMP TCP statt UDP benutzen
 max-repetitions: funktioniert wie ein Zahler
fur die Haugkeit der Wiederholung von
get Next Request-PDU's.
Am Ende der Abarbeitung wird ein einziger





Dieses Kommando ist fur die Manager-to-Manager
Kommunikation vorgesehen. Da bei SNMPv2 ein
NM-Station als Manager/Agent-Einheit funktionieren
kann und eine NM-Station nicht wissen kann, ob die
Netzwerk-Einheit, mit der sie gerade kommuniziert, ei-
ne Agent oder auch eine NM-Station ist, wird solches
PDU zu der Zieladresse SNMPv2EventNotifyTable, die
in der Manager-to-Manager MIB deniert ist, geschickt.
Ein Inform Request-PDU hat die gleiche Format wie
get Request-PDU.
3.6.2 Blick in die Zukunft
Aus dem bisher gesagten wird deutlich, da SNMP ein-
fache Kommandos verwendet, was naturlich auch be-
deutet, da es weniger fehleranfallig ist. Mit get kann
SNMP Variablen der MIB abfragen, mit get-Next kann
sie sogar einen ganzen MIB-Baum durchsuchen. SNMP
kann diese Variablen mit dem Set-Befehl leicht andern.
Fur auergewohnliche Ereignisse gibt es auer Trap-
Meldung das Polling und das Trap-directed Polling. In
SNMPv2 wurde vieles im Bezug auf Sicherheit erreicht
) Partykonzept. Daruberhinaus hat man bei SNMPv2
die Belastbarkeit des Netzes reduziert, was ein wesentli-
cher Nachteil von SNMP darstellt.
Vom OSI wird um 1995/96 ein OSI-Management er-
wartet, das das Netz weiter entlasten soll, indem es mehr
Last auf die lokalen CPU's der Netzobjekte schiebt.
Zur Zeit ist SNMP das Management Protokoll, das




tcpConnState tcpConnLocalAddress tcpConnLocalPort tcpConnRemAddress tcpConnRemPort
(1.3.6.1.2.1.6.13.1.1) (1.3.6.1.2.1.6.13.1.2) (1.3.6.1.2.1.6.13.1.3) (1.3.6.1.2.1.6.13.1.4) (1.3.6.1.2.1.6.13.1.5)
5 10.0.0.99 12 9.1.2.3 15
2 0.0.0.0 99 0 0
3 10.0.0.99 14 89.1.1.42 84
Tabelle 3.1: TCP-Verbindungstabelle
tcpConnState tcpConnLocalAddress tcpConnLocalPort tcpConnRemAddress tcpConnRemPort
(1.3.6.1.2.1.6.13.1.1) (1.3.6.1.2.1.6.13.1.2) (1.3.6.1.2.1.6.13.1.3) (1.3.6.1.2.1.6.13.1.4) (1.3.6.1.2.1.6.13.1.5)
x.1.10.0.0.99... x.2.10.0.0.99... x.3.10.0.0.99... x.4.10.0.0.99... x.5.10.0.0.99...
x.1.0.0.0.0.99.0.0 x.2.0.0.0.0.99.0.0 x.3.0.0.0.0.99.0.0 x.4.0.0.0.0.99.0.0 x.5.0.0.0.0.99.0.0
x.1.3.10.0.0... x.2.3.10.0.0... x.3.3.10.0.0... x.4.3.10.0.0... x.5.3.10.0.0...
Tabelle 3.2: Instance-Identier der Objekte der tcpConnTable Tabelle
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in anderen Knoten. Insbesondere mit dem System,
das als Netzkontrollzentrum funktioniert.
 Layer Management Entity (LME):
Befat sich mit der Verwaltung von Objek-
ten, die zu einer bestimmten Schicht des OSI-
Schichtenmodells zugeordnet werden konnen.
 Management Information Base (MIB):
Ist deniert als Ablage der Managementinformatio-
nen eines Knoten, der zu einem Netzwerk gehort.
Die Abbildung 4.1 zeigt uns die Beziehung unter die-
sen Komponenten. Man kann die SMA-Entity logisch
denieren, wie eine zusammenhangende Menge von Ap-
plications Services Elements (ASEs). Der SMASE stellt
mehrere Services bereit, auf die sowohl der Netzwerkma-
nager als auch die Anwendungen, die Netzwerkmanage-
mentfunktionen implementieren, zuruckgreifen konnen.
Zwei ASEs sind zum allgemeinen Einsatz in verschie-
denen Anwendungen entwickelt worden. ACSE dient
zur Herstellung von Verbindungen und ROSE zur Ubert-
ragung der PDUs.
Der SMAP kann in zwei Rollen auftreten: als Mana-
gementsproze oder als Agentproze. Dabei verwaltet
der Agentproze einerseits unmittelbar die ihm zugeord-
neten verwalteten Objekte, auf der anderen Seite kom-
muniziert er mit einem oder mehreren Managementpro-
zeen, die die eigentlichen Managementfunktionen wahr-
nehmen. D.h., der Manager fordert Informationen von
den managed Systemen auf, und schickt ihnen Komman-
dos (Operationen) zur Ausfuhrung. Die Manager-Rolle
wird von einem System gespielt, das als Netzwerkkon-
trollzentrum funktioniert.
Die Kommunikation zwischen Manager und Agent
wird uber die Funktionen des Common Management In-
formation Service (CMIS) und des Common Management
Information Protocol (CMIP) abgewickelt.
Basis des Managementmodells ist die Benutzung von
objektorientierten Prinzipien. Ein Objekt ist durch sei-
ne Attribute, Operationen, die auf ihn ausgefuhrt wer-
den konnen, Nachrichten, die es senden kann, und seine
Beziehungen zu anderen Objekten deniert. Es kann
irgendeine Hardware, Software, oder logische Netzwerk-
komponente sein. Objekte vertreten Resourcen, auf die
man Operationen ausfuhren kann.
Eine Managementoperation wird auf ein Objekt da-
durch angewandt, da an das Objekt eine Nachricht ge-
schickt wird, die sowohl die Art der Operation als auch
Parameter dazu enthalt. Das Objekt interpretiert die
Nachricht und fuhrt sie aus, bzw. weist die Operation
zuruck. Nur diejenigen Operationen, die fur das jewei-
lige Objekt deniert sind, sind dem Netzwerkmanager
vorhanden.
4.2.2 OSI Funktionale Bereiche
Die OSI Managmentdokumente teilen die Aufgaben
des Netzwerkmanagements in funf funktionale Berei-
che (SMFA) auf. Die SMFA beschreiben die allge-
meinen Anforderungen, die zur Bewaltigung der Auf-
gaben der einzelnen Funktionalebereiche erfullt werden
mussen. Die Bereiche sind: Fehlerbehandlung, Kosten-
berechnung, Konguration und Namensbereichsbestim-
mung, Leistungsuberwachung, Sicherheitsverwaltung.
4.2.3 Systems Management Functions
(SMF)
Die SMFAs beschreiben eine erweiterte Netzwerkmana-
gement Verantwortung. Jeder von diesen Bereichen hat
die Benutzung von bestimmte Funktionen zur Folge. Es
gibt eine betrachtliche Uberlappung in diesen Funktio-
nen. Es gibt je nach SMFA keine Zuordnung der Funk-
tionen. Jeder SMF-Standard deniert die Funktiona-
litat zur Unterstutzung der SMFAs-Auorderungen.
Eine gegebene SMF kann die Auorderungen fur einen
oder mehrere Funktionale Bereiche unterstutzen. Von
einem anderen Blickpunkt, jeder funktionale Bereich for-
dert mehrere SMFs auf.
Sie werden in einer anderen Ausarbeitung genau be-
handelt.
4.3 Informationsmodell
Die Grundlage jedes Netzwerkmanagementsystems ist
eine Datenbank, die die Informationen uber die verwal-
teten Ressourcen und Elemente, enthalt. Im OSI System
Manager Informationsmodell werden die managed Res-
sourcen bei managed Objekten dargestellt. Die MIB ist
eine strukturierte Menge dieser Objekte.
Switches, WS, PBX, Portcards, Multiplexer sind Bei-
spiele von Ressourcen. Andere Beispiele (Software) sind:
Queuingprogramme, Routingsalgoritmen.
4.3.1 Grundlegende Begrie des OSI
Management Information Modell
Die Spezikation der OSI MIB und Structure of Manage-
ment Information benutzt OOD Prinzipien, die die mo-
dularische Ableitung oder Zufugung und Wiederverwen-
dung neuer managed Objektenklassen und Funktionen
ermoglichen. Die Spezikation schreibt nicht vor, wie
die MIB implementiert wird.
Managed Objekt
Ein managed Objekt ist durch seine Attribute deniert,
die Operationen, die auf ihm ausgefuhrt werden konnen,
Anmeldungen, die es ausgeben kann, und seine Bezie-
hungen mit anderen verwalteten Objekten. Zur Gliede-
rung der MIB-Denition ist jedes managed Objekt eine
Instanz einer managed Objektklasse.
Attributte
Die aktuellen Datenelemente des managed Objektes
nennt man Attribute. Jedes Attribut stellt eine Eigen-
schaft des Objektes dar: z.B. operationale Charakteri-
stik, aktuellen Zustand, operationale Bedingungen.
Abbildung 4.2: Containment und Benennung
Ein untergeordnetes managed Objekt darf nur in ei-
nem Oberobjekt enthalten sein. Dadurch wird die MIB-
Struktur als ein Baum aufgebaut.
Bei der Objektklasse wird ihr Bezeichner im
Registrations-Baum als eindeutiger Objektbezeichner
eingetragen. Jeder Bezeichner ist eine Ganzzahlsequenz,
die durch den Registration-Baum navigiert.
Das Benennungschema fur Objektinstanzen hat drei
Vorschriften:
 Namensattribut:
Jede Managed Objektklasse schliet ein Attribut
zur Instanzbenennung dieser Klasse ein.
 RDN:
Der Relativ Distinguished Name einer Objektinstanz
Abbildung 4.3: Management Information
4.3.3 Systemmanagementoperationen
Der Standard deniert die auf das Objekt ausfuhrbaren
Operationen. Sie werden bei einer Entitat ausgefuhrt.
Man schickt eine Nachricht an das Objekt, wobei ein
Protokoll benutzt wird. Es gibt zwei Operationskatego-
rien:
1. Objektorientierte Operationen






 Get attribute value
 Replace attribute value
 Set attribute value to default
 Add member to a set-valued Attribute
 Remove member from a set-valued attribute
Als Ergebnis der Operation, schickt das Objekt dem
Netzwerkmanager oder dem Logle eine Nachricht, die
den Attributbezeichner und seine angeschlossenen Wer-
te enthalt, fur diejenige die eine erfolgreiche Operation
aufweisen, und eine Fehlermeldung fur diejenigen, bei
denen die Operation nicht erfolgreich war.
4.3.4 Management Information Deniti-
on
Der Standard deniert einige Grundklassen, Attribute
und Nachrichten, die bei dem MIB-Aufbau benutzt wer-
den konnen. Die sind: Generische Attribute, Spezische
Attribute, Nachrichtentypen, Managed Objektklassen.
Generische Attribute
Diese Attribute werden deniert, weil Zahlenoperatio-
nen in vielen Kontexten sehr nutzlich sind. Generische
Attribute kann man sich als Attributetypen oder Makros
vorstellen, die zur Konstruktion von spezischen Attri-





Zahler ist eine Abstraktion eines grundlegenden Zah-
lungsprozees. Der Zahler ist immer eine positive ganze
Zahl, die nur zunehmen kann. Man mu aber einen ma-
ximalen Wert denieren, bei dem der Zahler wieder von
Null starten kann. Man deniert zwei Zahlertypen:
 Non Setable: Nicht setzbarer
 Setable : Setzbarer
Ein nicht-setzbarer Zahler kann durch eine Managemen-
toperation nicht verandert werden. Er andert sich als
eine Antwort auf ein Ereignis. Dieser Zahler eignet sich
fur Situationen, bei denen mehrere Management Statio-
nen auf den Zahler Zugri haben. Da der Zahler nicht
gesetzt werden kann, konnen die Management Stationen
bei der Benutzung des Zahlers nicht einander storen.
Ein setzbarer Zahler kann bei einer Management Ope-
ration verandert werden. Deshalb eignet er sich nur zur
Abbildung 4.4: Templates
4.4 CMIS UND CMIP
Die Hauptfunktion des OSI Management Systems ist
der Austausch von Managementinformationen zwischen
zwei Entitaten - Manager und Agent- mittels eines Pro-
tokolls. Die Services, die zur Implementierung dieser
Aufgabe vorhanden sind, werden CMIS genannt. Im
CMIS werden Funktionen zur Ubermittlung von Mana-
gement Informationen beschrieben. Der Transport der
Informationseinheiten (PDUs) erfolgt uber das CMIP.
Die Abbildung 4.5 zeigt den Kontext von CMIS und
CMIP. Beide zusammen gestalten das CMISE. Das
CMIS stellt sieben Services zur Ausfuhrung von Mana-
gement Operationen bereit. Auerdem benotigen die
CMISE Benutzer einen Dienst zur Verbindungsherstel-
lung. Dieser Service ist durch das ACSE bereitgestellt.
Das ist ein durch sicherer Service, kein CMIP ist da-
bei eingeschlossen. Fur die Management Operation Ser-
vices benutzt die CMISE ein CMIP zum Austausch von
PDUs. Seinerseits velat sich das CMIP auf die ROSE
Abbildung 4.5: Schichtung von CMISE
Services. Beide, ROSE und ACSE verlassen sie sich auf
die Darstellungservices.
CMIS ist im Sinne des OSI Basic Reference Model ei-
ne Anwendung der Schicht sieben und kann daher zur
Abwicklung der Kommunikation seinerseits OSI Basis-
dienste, namlich die Remote Operations Service Elements
(ROSE) benutzen. ROSE denieren ein relativ einfaches
Anfrage/Antwort Verfahren.
Jeder Dienst wird in einer Konversation zwischen Ma-
nager und Agent in funf Varianten benutzt, namlich als
Request, Indikation, Response, Confirmation, und
Error, die Primitive genannt werden.
Die strukturellen Einrichtungen von CMIS sind:
 Linkage
 Auswahl (Managed Object Selection)
Verbindung (Linkage)
Bei der Linkage Operation konnen mittels eines
link-id Parameters vielfache Antworten auf Conrmed
(bestatigte) Operationen angeschlossen werden. Z.B.
kann M-GET eine Operation auf mehrere Objekte spe-
zizieren. Dann wird eine Antwort fur jedes Objekt ge-
neriert und zuruckgeschickt. Man braucht eine Linkage-
Technik, um alle Antworten fur die ursprungliche Auf-
forderung wieder zusammenzusetzen.
Management Objekt Auswahl (Managed Object
Selection)
Zur Auswahl eines oder mehrerer Objekten, auf die ei-
ne Operation angewendet wird, werden drei Werkzeuge
benutzt:
 Scoping
Man identiziert das Objekt, auf das ein Filter an-
gewandt wird. Scoping ist mit dem Verweis auf
eine spezische Managed Object Instanz deniert,
auf die als Base Managed Object verwiesen wird.
Dieses Managed Object ist der Startpunkt fur die
Auswahl eines oder mehrerer Objekte. Man be-
nutzt dieses Base Object als Wurzel des Contain-
ment Teil-Baums.
 Filtering
Ein Filter ist ein boolscher Ausdruck, er besteht aus
einer oder mehrerer Aussagen uber die Anwesenheit
oderWerte der Attributen in einem \scoped" mana-
gement Object. Jede Aussage ist ein Test fur gleiche
Wertigkeit, Ordnung, Anwesenheit oder Mengever-
gleich.
 Synchronization
Da die Scope und Filter Parameter mehr als ein
Objekt ergeben konnen, ergibt sich die Frage, in
welcher Ordnung die Operation angewandt wird.
Da die resultierende Zuordnung der Objektinstan-
zen bei der Anwendung des Filters nicht speziziert
ist, ist sie deswegen nicht benutzbar. Dann wird der
Synchronizationservice angewendet. Es gibt zwei
Typen von Synchronization:
{ Atomic
Alle fur die Operation ausgewahlten Objekte
werden uberpruft, ob sie fur eine erfolgreiche
Operation fahig sind. Wenn ein oder mehrere
Objekte nicht fahig sind, die Operation aus-
zufuhren, dann wird diese Operation von kei-
nem Objekt ausgefuhrt.
{ Best-Eort
Alle fur die Operation ausgewahlte Objekte
werden zu ihrer Ausfuhrung aufgefordet.
Scope, Filter, Synchronisation werden wie folgt ange-
wandt:
 Wenn der Scope-Parameter anwesend ist, ist das
Scope das Base Object. Ansonsten ist das Scope
das im Scopeparameter spezizierte Objekt.
 Wenn der Filter-Parameter abwesend ist, dann wer-
den alle Managed Objekte, die beim Scope ein-
geschlossen wurden, ausgewahlt. Ansonsten wer-
den nur diese Objekte, die durch den Filter durch-
sickern, ausgewahlt.
 Wenn der Synchronization-Parameter abwesend ist,
wird der \Best eort" Synchronizationtyp aus-
gefuhrt. Wenn nur das Base-Object ausgewahlt
wird, dann wird der Synchronizationsparameter
ubersehen. Wenn der Synchronizationsparame-
ter anwesend ist, und das Scope mehrere Objek-
te ausgewahlt hat, bestimmt der Synchronizations-




Das ist das ACSE. Auf eine ausfuhrliche Beschrei-
bung wird in diesem Seminar verzichtet.
2. Management Notication Service
Hier wird nur M-EVENT-REPORT deniert, zur
spontanen Ubermittlung einer Ereignismeldung.
Im Unterschied zu den anderen Managementopera-
tionen ist der EventReport von dem Agent initiiert.
3. Management operations services
M-CREATE, M-DELETE, M-GET, M-CANCEL-








Im Rahmen des ISO-Referenzmodells wird nicht nur
die Kommunikation von Netzen standardisiert, son-
dern auch deren Verwaltung. Der Standard fur die
Verwaltung, das OSI systems management, enthalt
grundlegende Architekturkonzepte zur Integration der
Management-Aufgaben in Kommunikationsnetzen (mit
entsprechender Terminologie) und Basisfunktionen zur
Realisierung des Management-Systems.
In dieser Ausarbeitung werden die bisher denierten
Basisfunktionen vorgestellt. Dabei werden im nachfol-
genden Teil 5.2 nach einer kurzen Einfuhrung zuerst die
wichtigsten Konzepte und Begrie des OSI systems ma-
nagement kurz erlautert. Im Kapitel 5.3 werden die
Funktionen ausfuhrlicher behandelt, jedoch werden die
konkreten Denitionen der Dienstprimitive nicht vorge-
stellt. Es wird vielmehr versucht, einen Eindruck uber
die Funktionalitat und generelle Prinzipien zu vermit-
teln.
5.2 Grundbegrie des OSI
Systems-Management
5.2.1 OSI-Management-Architektur
Die OSI-Management-Architektur fur eine Komponen-
te eines Netzes baut auf dem ISO-OSI-7-Schichten-
Modell auf. Wie auf Bild 5.1 zu sehen, gibt es
innerhalb jeder der 7 OSI-Schichten (physical layer,
..., application layer) eine Einheit, die LME (Layer
Management Entity), die fur die schichtspezischen
Management-Funktionen zustandig ist. Alle LMEs grei-
fen auf die MIB (Management Information Base) zu,
welche die Management-Information der Komponente
enthalt. Die SMAP (Systems-Management Application
Process) ist die lokale Software, die fur die Management-
Funktion in der Komponente verantwortlich ist. Mit
Hilfe der SMAE (Systems-Management Application En-
tity) innerhalb Schicht 7 (application layer) erfolgt der
Informations-Austausch mit Partner-SMAEs aus ande-
ren Knoten uber die CMIP (Common Management Infor-
mation Protocol). Innerhalb der SMAE benden sich die
standardisierten Management-Funktionen, die in dieser
Ausarbeitung ausfuhrlicher beschrieben werden.
5.2.2 MO (Managed Object)
Eines der wichtigsten Konzepte des OSI Management-
Systems ist das MO (Managed Object). Es ist die Einheit
fur Information und reprasentiert auf abstrakter Wei-
se die Ressourcen des Netzes. MOs werden objektori-
entiert deniert, d.h. sie haben Attribute, man kann
Operationen auf sie ausfuhren und sie konnen Meldun-
gen (notications) uber ihren Zustand senden. Zusatz-
lich konnen MOs in Beziehungen zueinander stehen. Die





OSI unterscheidet funf Bereiche des Managements: fault
management, accounting management, conguration and




Um die geforderte Managementfunktionalitat der 5 SM-
FAs zu erbringen, deniert die ISO standardisierte Hilfs-



































Diese wiederum benutzen die Dienstprimitive des
CMISE: M-EVENT-REPORT, M-GET, M-SET, M-ACTION,
M-CREATE, M-DELETE, M-CANCEL-GET (siehe Bild 5.2, fur
Details uber CMISE-Dienste siehe [Sta93a]).





Die object-management functions bietet Dienste fur die
Verwaltung der MOs an. Dabei gibt es zwei Kategorien
von Diensten:
pass-through services sind fur Basisoperationen auf
MOs zustandig, also fur das Erzeugen eines neu-
en MOs, das Loschen eines existierenden MO und
das Modizieren der Attribute von MOs;
direct services sind fur Meldungen uber Anderungen
der MOs zustandig.
Pass-Through Services
Da die CMISE bereits Dienstprimitive fur Basisopera-
tionen auf Objekten bereitstellt, werden die pass-through
services direkt auf diese abgebildet. Daher auch ihr Na-
me: sie machen nichts anderes als ihre Parameter an
CMISE weiterzureichen (pass-through = weiterreichen).
Die Korrespondenz zwischen den pass-through Diensten
und den Diensten der CMISE ist in folgender Tabelle
dargestellt.







Die naturliche Frage angesichts dieser erneuten De-
nition (die gleichen Primitive existieren ja schon fur
CMISE) ist, warum deniert ISO die pass-through ser-
vices uberhaupt ? Der Grund dafur ist der, da dadurch
eine Entkopplung von CMIS/CMIP erreicht wird. Es
besteht also durchaus die Moglichkeit, SNMP anstelle
von CMIS zu nutzen, und trotzdem die OSI-Funktionen
zur Verfugung zu haben.
Direct Services
Die direct services werden verwendet, um Meldungen
(notications) den Partnerinstanzen aus anderen Kno-
ten bekanntzumachen. ISO deniert drei Meldungen,





Alle drei werden mit Hilfe von M-EVENT-REPORT er-
bracht, dabei werden verschiedene Parameter weiterge-
gebenen, welche Informationen enthalten, wie: Identi-
zierung des Objektes, Art der Anderung des Objektes,
der Initiator der Anderung. Mogliche Initiatoren fur die
Anderungen sind:
 systeminterne Vorgange,
 das lokale System (eine hohere Schicht des lokalen
Systems),
 ein entferntes System.
mngmt mngmt mngmtmngmtmngmt
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Im Bereich der state-management function wird ein Mo-
dell der Managementzustande des MO speziziert, und
es werden Dienste fur die Kontrolle der entsprechenden
Attribute deniert.
Modelle der Zustande
Damit die Ressourcen uberwacht werden konnen, wer-
den grundlegende Zustande fur die MOs deniert. Ziel
ist es, Ressourcen, die nicht verfugbar sind, zu erken-
nen, und die Ursache dafur und mogliche Aktionen zur
Beseitigung dieses Zustandes anzuzeigen.
ZUSTANDSATTRIBUTE Es gibt drei Faktoren,
die die Verfugbarkeit einer Ressource beeinussen: Be-
triebsbereitschaft, Nutzung und Administration. Daher
deniert ISO drei Zustandsattribute { operational state,
usage state, administrative state { deren mogliche Werte
als Zustande in Zustandsdiagrammen beschrieben wer-
den.
Das operational state diagram beschreibt die Betriebs-
bereitschaft der Ressource, d.h. ob die Ressource uber-
haupt installiert ist oder nicht. Es gibt 2 Zustande dafur:
ENABLED fur eine installierte Ressource, DISABLED fur ei-





Abbildung 5.3: Operational state diagram
Das usage state diagram beschreibt die mogliche Nut-
zung der Ressource (ob sie uberhaupt genutzt wird) und
die noch verfugbare Kapazitat, d.h. ob noch weitere
Dienstbeantragungen ausgefuhrt werden konnen. Die
moglichen Attribute sind: IDLE, falls die Ressource ge-
rade nicht genutzt wird, BUSY, falls die Ressource gera-
de voll genutzt wird, so da keine freie Kapazitat fur
weitere Dienstanfragen frei ist, ACTIVE, falls die Res-
source genutzt wird, aber noch freie Kapazitat da ist
und UNKNOWN, falls keine Informationen uber die aktuel-




Abbildung 5.4: Usage state diagram
Das administrative state diagram beschreibt den admi-
nistrativen Zustand der Ressource. Es beschreibt Res-
sourcen, die aus administrativen Grunden gezielt aus
der Benutzung herausgenommen werden, z.B. um Re-
paraturen durchzufuhren oder die Konkurrenz zu regeln.
Hier werden drei Zustandsattributwerte unterschieden:
UNLOCKED, wenn die Ressource freigegeben ist, SHUTTING
DOWN, wenn sie aus administrativen Grunden gesperrt
ist, jedoch die gerade anstehenden Anfragen noch be-
arbeitet werden und LOCKED, falls die Ressource keine





Abbildung 5.5: Administrative state diagram
STATUSATTRIBUTE Fur eine genauere Beschrei-
bung des Zustandes einer Ressource werden sogenannte
Statusattribute zusammen mit ihren Werten speziziert:
 ALARM STATUS zeigt die Anwesenheit verschiedener
Alarme in Verbindung mit der Ressource an.
 PROCEDURAL STATUS gibt Informationen daruber,
in welcher Phase sich ein Objekt bendet, das ei-
ne Prozedur representiert (z.B. Ressource ist in der
Initialisierungsphase, Ressource ist in der Terminie-
rungsphase, etc...).
 AVAILABILITY STATUS gibt zusatzliche Informatio-
nen uber den operational state der Ressource an.
 CONTROL STATUS gibt zusatzliche Informationen
uber den administrative state der Ressource an.
 STANDBY STATUS gibt zusatzliche Informationen
uber eine Backup-Relation der Ressource (wenn
diese existiert) an { siehe 5.3.3.
 UNKNOWN STATUS gibt an, ob der Status der Res-
source bekannt ist oder nicht (boolescher Wert).
Dienste
Als Dienstprimitive zum Lesen und Andern der
Zustands- und Statusattribute werden die Dienstprimi-
tive der object-management function (PT-GET, PT-SET)
verwendet.
Fur die Ubertragung der aktuellen Werte der Attribu-
te nach einer Anderung wird das Dienstprimitiv state-
change-reporting-service deniert, welches mit Hilfe von
M-EVENT-REPORT erbracht wird. Dabei wird der Para-
meter event-type als state change gesetzt.
5.3.3 Relationship-Management Functi-
on
Innerhalb der relationship-management function wer-
den Modelle fur Abhangigkeiten (Beziehungen) zwischen
Objekten deniert, sowie Dienste, um diese Beziehungen
zu verwalten.
Modelle fur Beziehungen
Eine Beziehung oder Abhangigkeit zwischen Teilen eines
Netztes existiert dann, wenn Operationen auf dem einen
Teil den Betrieb des anderen Teiles beeinussen. Zum
Beispiel kann der Ausfall eines Druckers einen anderen
Drucker aktivieren.
Dabei gibt es generelle Klassizierungen von Bezie-
hungen in direkte und indirekte, symmetrische und as-
symetrische, etc. . . . In Bild 5.6 wird beispielsweise der






Abbildung 5.6: Direkte und indirekte Beziehungen
ISO deniert Typen von Beziehungen (relationship ty-
pes), die die Natur der Beziehung zwischen MOs be-
schreiben. Die relationship role ist die Rolle der einzelnen
Objekte, die in einer bestimmten Beziehung zueinander
stehen.
Es gibt funf Typen von Beziehungen:
 Service relationship ist eine asymmetrische Bezie-
hung, in der ein MO den user role (Dienstbenutzer),














Abbildung 5.7: Service relationship
 Peer relationship ist eine symmetrische Beziehung
zwischen zwei gleichartigen MOs.
 Fallback relationship ist eine asymmetrische Bezie-
hung, in der das eine Objekt die \nachste Wahl" fur
das andere Objekt ist (fallback = zuruckgreifen).
 Backup relationship ist eine asymetrische Beziehung,
in dem das eine Objekt der Backup des anderen ist.
 Group relationship ist eine Beziehung zwischen ei-
nem Besitzer einer Gruppe und einem Mitglied der
Gruppe. Sie dient dazu, MOs hinsichtlich einer be-
stimmten Management-Aufgabe zu gruppieren.
Dienste
Da es fur einen Manager notwendig ist, Beziehungen
zwischen den MOs zu kennen, gegebenfalls zu andern
und Anderungen aufgrund anderer Einusse zu erfah-
ren, werden innerhalb der relationship-management func-
tion Dienstprimitive dafur deniert.
Wie bei der state-management function werden die
Operationen auf Beziehungsattributen mit Hilfe der
bereits denierten pass-through services PT-GET und
PT-SET ausgefuhrt.
Fur die Bekanntmachung der Anderungen einer Be-
ziehung wird ein neuer Dienst deniert, relationship-
change-reporting service. Dieser wird mit Hilfe von
M-EVENT-REPORT erbracht, event-type hat dabei den
Wert relationship change.
5.3.4 Alarm-Reporting Function
Innerhalb der alarm-reporting function werden ge-
nerische Melddungstypen deniert, zusammen mit ihren
Parametern und deren Semantik. Diese Meldungstypen
charakterisieren Fehler oder abnormale Situationen, die
in Netzen auftreten konnen.
Alarmdenition
Es werden funf Typen von Alarmen deniert:
 communications alarm fur Fehler in den Komponen-
ten fur die Datenubertragung,
 quality of service alarm fur Fehler oder Abnahme der
Dienstqualitaten eines Objektes,
 processing alarm fur Fehler bei der Verarbeitung in
einem MO,
 equipment alarm fur Komponentenfehler,
 environmental alarm fur Fehler in der Umgebung ei-
ner Komponente (z.B. bei Ausfall der Klimaanlage).
Fur diese Meldungstypen werden Parameter vorge-
schrieben, einige davon sind: probableCause, specicPro-
blems, perceivedSeverity, backedUpStatus, etc. (naheres
dazu siehe [Sta93g], S. 488).
Dienste
Der Dienst fur die Bekanntmachung von auftreten-
den Alarmen in einem MO heit alarm-reporting service




Die event-report-management function ermoglicht die
Steuerung des Meldungsstromes von event reports
der MOs, unabhangig von der Denition der MOs.
Dafur werden zusatzliche Objekte deniert, die event-
forwarding discriminators (EFD). Diese Objekte enthal-
ten unter anderem einen Satz von Bedingungen, die von
den Meldungen erfullt werden mussen, um weitergelei-
tet zu werden (Filterfunktion). Dabei ist es notwendig,
die Meldungen beschreiben zu konnen, gegebenfals die-
se Beschreibungen andern zu konnen, das Ziel der Mel-
dungen spezizieren zu konnen und das Weiterleiten von
Meldungen temporar unterbinden und wieder aktivieren
zu konnen. Es ist auerdem notwendig, die Moglichkeit
zu haben, alternative Ziele fur Meldungen anzugeben,
wenn das primare Ziel nicht erreichbar ist.
Event-Report-Management-Modell
Bild 5.8 zeigt das konzeptionelle Modell fur das event-
report-management.
MOs generieren die Meldungen, die im lokalen Sy-
stem installierte Instanz event detection and processing
empfangt sie und generiert daraus durch Zugabe von In-
formation einen potential event report, der an alle event-
forwarding discriminator objects im System verteilt wird.
Erfullt die Meldung die Bedingungen eines der EFDs,
so schickt dieser die Meldung an das in ihm spezizierte
Ziel ab.
Dienste
Um das Weiterleiten von events aus einem entfernten
Knoten beeinussen zu konnen, sind Dienste notwendig,
die EFDs erzeugen, loschen und modizieren konnen.
Erzeugen und Loschen werden mit Hilfe von PT-CREATE
und PT-DELETE erbracht, Modizieren mit Hilfe von
PT-SET.
5.3.6 Log-Control Function
Innerhalb der log-control function erfolgt die Kon-
trolle der Speicherung von Informationen uber relevante
Ereignisse im Netz. Die Funktion unterstutzt dabei fol-
gende Aufgaben ([RF91]):
 Setzen und Modizieren der Auswahlkriterien fur
zu speichernde Informationen,
 temporares Anhalten und erneutes Starten der
Speicherung,
 Lesen und Loschen der aufgezeichneten Informati-
on.
Die Informationen, die gespeichert werden, stammen
von der event-report function, von CMIP-PDUs und von
Meldungen uber interne Ereignisse.
Jeder Informationsspeicher wird als Mo deniert, dem
log-object. Jede Information im log-object ist ihrerseits
auch ein MO, das log-record, siehe Bild 5.9.
Dienste
Die Dienste der log-control function dienen zum Er-
zeugen von log-objects (verwenden PT-CREATE), zum
Loschen von log-objects und log-records (mit Hilfe von
PT-DELETE), zum Andern von log-object Attributen,
Suspendieren und wieder Fortsetzen der Log-Aktivitat
(anhand PT-SET) und zum Lesen der gespeicherten In-
formationen, also der log-records (mit Hilfe von PT-GET).
5.3.7 Security-Alarm-Reporting Functi-
on
Die security-alarm-reporting function dient der Uberwa-
chung sicherheitsrelevanter Objekte. ISO deniert Si-
cherheitsalarme (security alarms) mit Parametern und
Semantik und stellt Dienste bereit die EFDs betreen,
welche Sicherheitsmeldungen kontrollieren.
Security Alarms
Es werden funf Typen von security alarms deniert:
 Integrity violation zeigt an, da eine potentielle Un-
terbrechung im Informationsu stattgefunden hat
(d.h. da Information illegal modiziert sein konn-
te).
 Operational violation zeigt an, da der verlangte
Dienst nicht bereitgestellt werden kann (aufgrund




















Abbildung 5.8: Modell des event-report-management
 Physical violation zeigt eine Verletzung einer physi-
kalischen Ressource an.
 Security-service or mechanism violation zeigt an,
da ein Sicherheitsproblem entdeckt wurde
(Authentizierungs-Scheitern, unauthorisierter
Zugang).
 Time-domain violation zeigt an, da ein Ereignis au-
erhalb des ihm gestatteten Zeitraumes erfolgt ist.
Dienste
Der security-alarm-reporting service erlaubt einem user
Sicherheitsalarme zu melden. Er wird mit Hilfe von
M-EVENT-REPORT erbracht, der Parameter event-type
zeigt den Alarmtyp an.
5.3.8 Security-Audit-Trail Function
Die security-audit-trail function ist eine Erweiterung der
log-function. Sie ist dafur verantwortlich, event reports
zu spezizieren, die fur die Sicherheitsauswertungen in
ein log gespeichert werden.
Die events, die dafur in Frage kommen, konnen z.B.
folgende Ereignisse sein: Verbindungsaufbau, Verbin-
dungsabbau, Verwendung von Sicherheitsmechanismen,
Management-Operationen, Buchhaltung uber die Be-
nutzung.
Der security-audit-trail service nutzt M-EVENT-REPORT,
wobei der Parameter event-type zwei Werte annehmen
kann:
 service report fur ein event bezuglich eines Dienstes,




Die access-control-management function deniert ein Mo-
dell fur die Kontrolle des Zugris auf Informationen und
Operationen und speziziert MOs und Attribute, um
den Zugang zu Ressourcen des Netzes freizugeben oder
zu verwehren.
Die Zugangskontrolle (access control) kann verschie-
denartig sein, z.B. konnen manche Benutzer auf
Ressourcen Lese- und Schreibzugri haben, andere
nur Lesezugri oder keinen Zugri. Eine andere
Form der Zugangskontrolle ist die Verhinderung, da
Management-Informationen unauthorisierten Personen
bekannt wird oder da unauthorisierte Personen Zugang
zu Management-Operationen haben.
Access-Control Mechanismen
Die access-control-management function unterstutzt drei




Access-control lists sind Felder von Listen, wobei fur
jede Ressource (target) eine Liste von Benutzern im wei-
testen Sinne (initiator) zusammen mit ihren Zugrisrech-
ten (access rights, z.B. read, write, execute) gespeichert
wird.
Initiator1 (read, execute)
Access-control list - target1:
Access-control list - target2:
Initiator1 (read, write)
Access-control list - target3:
Initiator2 (read)
Abbildung 5.10: Access-control list
Die capability tickets enthalten fur jeden Benutzer eine
Liste der ihm zuganglichen Ressourcen, und der Zugris-
rechte, die dieser Benutzer darauf hat.
Bei den security labels entspricht jeder Ressource ei-
ne Klassizierungsstufe (classication level) und jedem
Benutzer eine Unbedenklichkeitsstufe (clearance level).
Dabei gibt es dann Zugrisrechte wie No read up (der









Abbildung 5.9: Log-control Modell





Abbildung 5.11: Capability ticket
Sicherheitsstufe haben) oder No write down (der Benut-
zer kann nicht auf Ressourcen schreiben, die eine nied-
rigere Sicherheitsstufe haben).
Access-Control Objects
Eines der Ziele der access-control-management function
ist die Trennung der Management-Informationen von
den Mechanismen, die sie schutzen. Daher wird die
access-control Information als eine Menge von MOs mo-
delliert, die von den access-controlMechanismen genutzt
werden, um die Zugriskontrolle zu gewahrleisten. Es




Fur einen gewissen Sicherheitsbereich gibt es einen
access-control-policy object, der die Regeln und access-
control Mechanismen des Bereichs beinhaltet. Der Be-
reich wird durch targets objects beschrieben, wobei je-
der targets object ein geschutztes MO identiziert. Die
authorized-initiators objects identizieren die Zugris-
rechte von Benutzern auf Ressourcen.
5.3.10 Accounting-Meter Function
Die accounting-meter function speziziert ein Modell zur
Buchhaltung uber die Nutzung der Ressourcen und Me-
chanismen zur Limitierung dieser Nutzung.
Denition der Objekte
Accounting-meter-control object reprasentiert eine Men-
ge von Regeln fur die Sammlung von Daten uber die
Nutzung von Ressourcen. Accounting-meter-data object
reprasentiert die Nutzung einer Ressource durch einen
Benutzer. Accounting-record object enthalt gespeicherte
Daten aus einem accounting-meter-data object und aus
Meldungen uber accounting-meter-data objects.
Dienste
Accounting-meter-action service wird von einem Benut-
zer der accounting-meter function aufgerufen, um eine
bestimmte Aktion einer Partnerinstanz in einem ande-
ren Knoten einzuleiten (wird mit Hilfe von M-ACTION
erbracht). Accounting-meter-control-notications ser-
vice bringt die Informationen uber gewisse Aktio-
nen (in Form von Meldungen) aus einem accounting-
meter-control object zum gewunschten Ziel (verwendet
M-EVENT-REPORT).Die Meldungen uber die Nutzung von
Ressourcen, die von accounting-meter-data objects ge-
neriert werden, werden mit Hilfe von accounting-meter-
data-record-notication service weitergeleitet (und unter
Verwendung von M-EVENT-REPORT).
5.3.11 Workload-Monitoring Function
Die workload-monitoring function speziziert ein Modell
zur Uberwachung der leistungsrelevanten Attribute der
MOs. Sie deniert MOs, welche Meldungen senden,
wenn sich die Werte von Zahlern (counters und gauges),
die Informationen uber die Leistung des Systems enthal-
ten, verandern. Sie dient dazu, rechtzeitig Uberlastun-
gen der Ressourcen im Netz zu erkennen.
Es werden dafur metric objects deniert. Diese sind
MOs, mit Attributen, die aufgrund von Werten von At-



















Abbildung 5.12: Beziehung zwischen access-control objects
5.3.12 Test-Management Function
Die test-management function dient der Initiierung und
Kontrolle von Tests in entfernten Systemen. Sie spezi-
ziert Test-Modelle, um Tests auszufuhren, die das Ziel
haben, die Funktions- oder Leistungsfahigkeit von Res-
sourcen zu uberprufen.
Test-Modell
Jeder Test umfat eine Test-Initiierung durch den Test
Conductor uber ein Test request, die Ausfuhrung des
Tests durch den Test Performer, die Lieferung des Ergeb-






Managing Open System Managed Open System
Test request
Test results event report
response
Abbildung 5.13: Generisches Test-Modell
Es werden synchrone und asynchrone Tests unter-
schieden. Bei den synchronen wartet der Test Conductor
auf den Abschlu und die Ergebnisse des Tests, bei dem
asynchronen wartet er Test Conductor nicht, sondern die
Ergebnisse werden uber eine zusatzliche Management-
Operation abgefragt.
5.3.13 Summarization Function
Die summarization function dient der Denition von sta-
tistischen Maen und dem Melden von statistischen In-
formationen. Dabei werden Informationen von anderen
MOs abgefragt und in summarization objects plaziert.
Diese Informationen werden aus Attributen der MOs,
aus metric objects, log records, etc. . . . erhalten. Im sum-
marization object wird daraus mittels eines Algorithmus
die statistische Information berechnet.
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Das Hub-centered Management ist eine neue Techno-
logie, die das erste Mal in 1992 bei Gelegenheit einer
Weltkonferenz uber Netzwerke und Telekommunikations
(INTEROP FALL 91, 7-11 Oktober 1991, San Jose, Ca-
lifornia, USA) vorgestellt worden ist.
Diese Ausarbeitung ist mit Hilfe der Folien von
der Vorstellungskonferenz dieser Technologie geschrie-
ben worden. Die drei beteiligten Firmen an dieser Vor-
stellung waren Hughes LAN Systems, Cabletron
Systems und Synoptics Communications, die drei
der wichtigsten Hersteller fur Netzwerks- und Telecom-
munikationsprodukte sind. Diese Technologie hat seit
dieser Zeit einen groen Erfolg gehabt, und das neue
Informatikgebaude der Universitat Karlsruhe ist schon
damit ausgerustet.
6.1.1 Gesicht der Unternehmensnetz-
werke heute
Ein Unternehmensnetzwerk ist heute oft eine Menge von
lokalen Netzen, die mit der Hilfe eines Hubs oder eines
Rechners, der die Rolle einer Brucke spielt, verbunden
werden. Die Tatigkeit von diesen Netzwerken und von
jedem dieser verbundenen Rechner wird mit einer Netz-
werkmanagementsoftware verwaltet (SNMP, OpenView,







Der Netzwerkmanager arbeitet auf einem besonderen
Rechner, der sich irgendwo in dem Netzwerk benden
kann. In den heutigen Netzwerken macht diese uber-
wachende Maschine einen Teil der oben beschriebenen
Verwaltungarbeit.
6.1.2 Der Hub
Der Hub ist ein Switchgerat (Schaltergerat), das als
exibler Kommunikationsverteiler dient (Konzentrator,
Multiplexer, Pakettechnologie-Integrator, Brucke). Er
integriert die verschiedenen benutzten Technologien
(Ethernet, Token-ring, FDDI, ISDN, usw.). Aber er be-
steht heute noch aus einem elektronischen Gerat, d.h.
einem Gehause, in dem ein oder mehrere Busse liegen
und in dem elektronische Karten eingesteckt werden. Er
enthalt keine oder wenig Software.
6.1.3 Welchen Problemen begegnet man
heute ?
 Das Netzwerk wird nicht als ein Objekt betrachtet.
D.h., da es mehr oder weniger durchsichtig und
passiv ist, und da niemand fur seine Dienstqualitat
verantwortlich ist. Jede Operation wird durch die
Netzwerkmanagementsstation gemacht; man kann
keine Frage direkt dem Netzwerk stellen.
 Es gibt zu viel Verkehr der Verwaltungsdaten, weil
die Netzwerkmanagementstation nicht an einer zen-
tralen Stelle ist. Deshalb laufen die Verwaltungsda-
ten (z.B. Verfugbarkeits- oder Statistikdaten) einen
zu langen Weg durch das Netzwerk. Manchmal
konnen diese Daten mehr als 25 Prozent des ge-
samten Datenverkehrs ausmachen.
 Das Netzwerk ist empndlich, weil, wenn es ein
Problem auf Teil des Netzwerks, wo die Netzwerk-
managementstation liegt, gibt, die Verwaltung des
Netzwerk nicht mehr gesichert ist. Auerdem pas-
sieren die selben Schwierigkeiten, wenn die Verbin-
dungen zwischen den verschiedenen Netzwerkteilen
beschadigt oder zerstort sind.
6.1.4 Die Trends im Netzwerkmanage-
ment
 Netzwerke vergroern sich, aber ihre Segmente wer-
den kleiner und kleiner. Eine Konsequenz ist, da
die Unterschiede zwischen LAN (Local Area Net-
work) und WAN (Wide Area Network) zu verschwin-
den neigen.
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Abbildung 6.1: Typische Netzwerkmanagementorganisation
 Netzwerke transportieren mehr und mehr Daten fur
Anwendungen, deren Anforderungen immer groer
sind (verteilte Datenbanken, multimediale Anwen-
dungen, distributed processing, Telekonferenz und
kooperative Arbeit). Mehr Leistungsfahigkeit wird
gefordert.
 Anforderung eines echten ausfallsicheren Dienstes
(Fault-tolerant networks for fault-tolerant applicati-
ons), dessen Grundfunktionen die Entdeckung, die
Aufspurung, die Identizierung, die Behandlung,
die Vorbeugung vor Fehlern sind. Dieser Dienst
kann eventuell alternative Diensten versorgen und
seine Wiederherstellung durch Reparatur sichern.
6.2 Die Hub-centered Manage-
ment Losung
6.2.1 Die Rolle des Hubs wird umde-
niert
Das Netzwerk mu, um die obenbeschriebenen Probleme
zu losen, durch eine Verbesserung des Hubs intelligent
werden. Der Hub wird als das Herz des Netzwerks be-
trachtet, aber mu auch die Rolle eines Gehirnes spielen,
um sich allein zu verwalten und zu uberwachen.
6.2.2 Implementierung der Intelligenz
in einem Hub
Physikalisch besteht die Implementierung aus einer oder
mehreren elektronischen Karten, jede mit einem Intel
80960 Prozessor ausgerustet. Es gibt auch bis 12MB
DRAM fur die Managementdaten, Flash EPROM statt
eine normalen Festplatte, 4MB sehr schnelle Packet
DRAM, um die Daten zu kontrollieren und zu senden.
Auf der logischen Ebene wird ein objekt-orientiertes
Betriebsystem installiert, um eine echte Kommunikati-
on zwischen den verschiedenen Objekten zu sichern. Die
Daten werden durch die Protokolle IP (Netzwerkniveau)
und durch UDP (Transport-niveau) ubertragen. UDP,
User Datagram Protocol, ist ein Dienst, der parallel zu
TCP existiert, und der eine transaktions-orientierte Da-
tenblockubertragung ohne Bestatigung erlaubt. Dazu
kommen die Komponenten, die normalerweise auf der
Netzwerkmanagementstation installiert werden. D.h.
das Netzwerkmanagementprotokoll SNMP (Simple Net-
work Management Protocol), und die MIB (Management
Information Base, das Gedachtnis des Netzwerks), die in
diesem Fall Hub-MIB genannt wird.
Diese Implementierung der Intelligenz in dem Hub ist
eine notwendige Bedingung, um die Managementstation
zu ersetzen.
6.2.3 Was mu der neue intelligente
Hub machen?
Einen aktualisierten Blick des Netzwerkzustan-
des behalten
In seinem Speicher behalt der Hub Informationen uber
den Netzwerkzustand. Zwei Datenarten werden hier ge-
sammelt:
 die Kongurationsdaten, die mehr oder weniger sta-
tisch sind, stellen Angaben uber das verwaltete Sy-
stem (z.B. Systemname, angeschlossenen Netzwer-
ke) dar.
 die Zustandsdaten sind dynamische Informationen
uber die Verfugbarkeit der verschiedenen Netzwerk-
teile, die Fehlerrisiken und den Datenverkehr.
Integrierte Zugriskontrolle
Der Hub bendet sich physikalisch am Eingang eines
lokalen Netzwerks, das heit auf dem Weg der Daten,
die von auerhalb kommen. Deshalb enthalt er die
Benutzer- und Rechteliste und soll die Zugrisrechte
uberwachen.
Abbildung 6.2: Verteilte Netzwerkmanagementorganisation
Fehlerlokalisierung und -verarbeitung
Der Hub pruft regelmaig die Verfugbarkeit der verschie-
denen Ressourcen. Er unterhalt also fur jedes Objekt
(d.h. Rechner, Verbindung, Netzwerkteil oder Ressour-
ce) Verfugbarkeits- und Benutzungsstatistiken. Falls
sich ein Fehler erreignet, z.B. der Rechner ist ausgeschal-
tet oder es gibt zu viele Fehler auf einem Netzwerkteil,
ist der Hub fahig, wenn notig, die entsprechenden Res-
sourcen durch ihre Sicherheitsressourcen zu ersetzen.
"
Network recovery\ Hilfe
Falls es einen groen Unfall gibt, zum Beispiel ist das
Netzwerk total oder teilweise zerstort, ist der Hub im-
mer der erste, der wieder aktiv wird. Er ist fahig den
ursprunglichen Zustand des Netzwerkes nach einem Un-
fall, zwar nicht identisch, aber sehr genau, schnell wieder
herzustellen.
6.2.4 Vorteile dieser neuen Technologie
Leistungfahigkeit, Zuverlassigkeit und Erweite-
rungfahigkeit sind die drei Bereiche, wo diese neue
Technologie die groten Fortschritte gemacht hat:
1. Leistungfahigkeit: Zwei wichtigen Faktoren tragen
zur Verminderung des Verwaltungsverkehr bei:
 Zuerst werden die Daten, die das Netzwerk
betreen, vor Ort vorbereitet, d.h. Statistik-
daten, Benutzer- und Zugrisrechteliste, Hub-
MIB.
 Zweitens, falls das Netzwerk gro genug ist,
wird die Netzwerkintelligenz durch die Imple-
mentierung von mehreren Hubs verteilt.
2. Zuverlassigkeit
 Netzwerkteile konnen Probleme haben, die
Netzwerkmanagementstation kann absturzen.
In diesen Fallen kann der Hub entscheiden,
was zu tun ist, um das Netzwerk am besten
funktionsfahig zu halten. Wenn das Netzwerk
die Verantwortung uber sein eigenes Funk-
tionieren ubernimmt, dann erreicht man eine
erhohte Zuverlassigkeit.
3. Erweiterungfahigkeit
 Es ist einfacher mit dieser Organisation die
Topologie des Netzwerks zu andern oder neue
Technologien einzufuhren, weil der Hub relativ
unabhangig von der Netzwerktechnologie ist.
6.3 Das neue Netzwerkmanage-
ment
6.3.1 Neue Ziele des Netzwerkmanagers
In der typischen Netzwerkmanagementorganisation
sammelt die Netzwerkmanagementstation die verschie-
denen notwendigen Informationen, die das Funktionie-
ren des Netzwerks betreen, und stellt die Ergebnisse
dar. Die Handlung des Netzwerkmanagers setzt sich aus
funf Aufgaben zusammen:
 Die Uberwachung von dem guten Funktionieren des
Netzwerks.
 Die Analyse der Ergebnisse, die von der Manage-
mentstation vorgestellt werden (Statistiken, Fehler,
...) und die Entdeckung von eventuellen Fehlern.
 Die taglichen oder auergewohnlichen Wiederher-
stellungen und Fehlerlosungen.
 Die Implementierung von Ersatzsoftware, falls sich
die Benutzungsbedingungen des Netzwerkes aus ir-
gendwelchen Grund andern, und die Implementie-
rung von neuen Versionen der schon existierenden
Programmen.
 Die Planung, die das Werden des Netzwerks betrit.
In der verteilten Netzwerkmanagementorganisation
existiert noch die Netzwerkmanagementstation, aber sie
Abbildung 6.3: Hierarchisches Netzwerkmanagements
spielt nur die Rolle eines Interface zwischen dem intelli-
genten Netzwerk und dem Netzwerkmanager. Mit die-
sem Modell ndet eine groe Menge der vorangehenden
Handlungen in dem Hub statt. Der Manager behalt nur
die Aufgabe der Planung.
6.3.2 Die Hierarchie der Netzwerkintel-
ligenz
Ein Trend der Informatik ist, wegen des immer geringe-
ren Preis von der Mikroprozessoren, da man eine mehr
und mehr groe Anzahl von Mikroprozessoren jedem Be-
nutzer zur Verfugung stellt. In einer solchen verteil-
ten Organisation, insbesondere wenn sie eine bestimmte
Mindestgroe hat, gibt es auch Bedurfnisse einer Hier-
archie. Unter SNMP, man kann zum Beispiel ein struk-
turiertes Netzwerk planen, das verschiedene Netzwerke
umfat. Jedes Netzwerk wird mit einem Hub kontrol-
liert, der die Daten verarbeitet und ltert, bevor sie zu
der Netzwerkmanagementstation gesendet wird.
Fur besonders groe Unternehmensnetzwerke kann
man eine echte hierarchische Struktur konstruieren.
Mehrere Netzwerke werden von einem MoMs (Manager
of Managers) kontrolliert. Die Netzwerkmanagement-
stationen jedes Netzwerkes werden Element Manager ge-
nannt. Diese Architektur stutzt sich auf die Benutzung
von SNMP und CMIP (Common Management Informa-
tion Protocol, ein Protokoll auf der Applikationsebene,
um Managementinformationen auszutauschen).
Verschiedene Managementsoftware existiert schon fur
solche Netzwerkorganisation:
 NetView (IBM)
 EMA (Enterprise Management Architecture) (DIGI-
TAL)
 UNMA (Unied Management Architecture)
(AT&T)
6.4 Schlufolgerung
Was die Konstrukteure dieser Technologie machen woll-
ten, ist, die verschiedenen Komponenten eines Netzwer-
kes zu identizieren und zu isolieren, sie als Objekte zu
betrachten, um ihre Rolle, aufgrund der Dienste, die sie








Die bisher behandelten Protokolle (SNMP, OSI, . . . ) be-
ruhen auf zum Teil vollig verschiedenen Ansatzen und
Architekturen. Je nach Zielsetzung und Anforderung an
das Netz (betreend z.B. angebotene Dienste, Sicher-
heit, Verfugbarkeit, Erweiterbarkeit des Netzes), sowie
an dessen Verwaltung (also an das Netzwerkmanage-
ment) ergeben sich verschiedene optimale Managemen-
tarchitekturen. Durch diese Verschiedenartigkeit ent-
stand eine starke Heterogenitat der einzelnen Manage-
mentarchitekturen.
Zur Verwaltung von Netzen ist nun eine Grundvor-
aussetzung, da alle zu verwaltenden Gerate in diesem
Netzwerk das jeweils gewahlte Protokoll unterstutzen.
Dies kann aufgrund der gewachsenen Struktur in vie-
len Betrieben heute nicht mehr unbedingt vorausgesetzt
werden:
 die zunehmende elektronische Kommunikation er-
fordert mit steigendem Vernetzungsgrad machtige-
re, schnellere Protokolle. Daraus resultiert die Not-
wendigkeit der standigen Weiterentwicklung beste-
hender Protokolle bzw. einer volligen Neukonzep-
tion.
 bei der Expansion einer Firma reicht das bisherige
Netz (-Protokoll) nicht mehr aus.
 bei der Fusion zweier Firmen mit verschiedenen
Netzarchitekturen mussen beide Netze in ein Netz-
system integriert werden.
Es wird also notig, verschiedene Architekturen und
Protokolle in einem Netz zu vereinen und zusammen zu
verwalten.
Bisherige Integrationsmoglichkeiten sind noch sehr
unbefriedigend und mit vielen Nachteilen verbunden
(auf die existierenden Ansatze und ihre Eigenschaften
wird in den Abschnitten 7.2.2 und 7.2.3 naher eingegan-
gen). In [Sei94], auf dem die vorliegende Ausarbeitung
beruht, wird nun mit Hilfe eines generischen Ansatzes
versucht, die bisher erkannten Nachteile der bestehen-
den Losungen zu vermeiden und die unterschiedlichen
Architekturen in einem umfassenden Netzwerkmanage-
ment zu integrieren.
7.2 Heterogenes Management
Dieses Kapitel untersucht zunachst, welche Moglichkei-
ten bei der Verwendung verschiedener Managementstan-
dards bestehen, ein solches heterogenes Netz zu verwal-
ten.
7.2.1 Kriterien fur Integrationsansatze
Zur Bewertung der Integrationsmoglichkeiten verschie-
dener Managementstandards werden folgende Kriterien
herangezogen:
Transparenz gegenuber dem verwendeten Standard:
Wieviel mu eine Anwendung vom reell verwende-
ten Standard wissen ?
{ keine Transparenz : die Anwendung mu auf
den verwendeten Standard zugeschnitten sein.
{ Protokolltransparenz : das verwendete Proto-
koll hat keine Auswirkung auf die Anwendung.
{ Modelltransparenz : es besteht keine Festle-
gung bezuglich des Modells der Management-
information (z.B. MIB-Aufbau).
{ vollige Transparenz : sie vereinigt Protokoll-
und Modelltransparenz.
Verdeckung unterschiedlicher Monitortechnologien:
Die Anwendung soll nicht von der Art der verwende-








Erweiterbarkeit / Flexibilitat :
Durch die rapide Entwicklung im Bereich Telekom-
munikation ist gerade dieser Punkt sehr wichtig ge-
worden (im Hinblick z.B. auf Agenten neuer Gerate,
die die alten Protokolle nicht mehr unterstutzen).
Ressourcenanforderungen :
Managementtatigkeiten sollten die Ressourcen im
Netz moglichst wenig belasten.
Anzahl der Knoten mit Managementaufgaben :
Ziel ist es, moglichst wenige Knoten mit Manage-
mentaufgaben zu belegen. Auerdem sind Infor-
mationen, die an einer Stelle zusammenlaufen auch
leichter handzuhaben.
Fehlertoleranz :
Fehler sollten weitestgehend keine Auswirkungen
auf die Managementanwendung haben. Beim Aus-
fall des Knotens, auf dem die Anwendung lauft, mu
diese moglichst einfach auf einem anderen Netzkno-
ten gestartet werden konnen. Der Ausfall eines
Agenten hingegen fuhrt in allen Fallen zum glei-
chen Ergebnis, namlich da die von ihm verwaltete
Information nicht mehr zugreifbar ist.
Ein Management wird als umfassend bezeichnet, wenn
es die obigen Kriterien erfullen kann.
7.2.2 Ansatze zur Integration von Ma-
nagementarchitekturen
Im folgenden werden funf Ansatze vorgestellt, die es er-
lauben, ein heterogenes Netz zu verwalten:
1. Insellosung
Die einzelnen Komponenten (-gruppen) werden je-
weils von einem passenden Manager verwaltet. Dies
fuhrt zu einer groeren Anzahl nicht miteinander
kooperierender Manager, die jeweils ihre eigenen
Managementanwendungen haben.
Eigenschaften Da jeder Manager seine eigenen
Anwendungen hat, ist keine Transparenz gegenuber
dem verwendeten Protokoll notwendig. Bei der Er-
weiterung um Agenten, die ein bisher noch nicht un-
terstutztes Protokoll erfordern, entsteht eine neue
Insel, d.h. es mu ein neuer Manager mit eigenen
Anwendungen, die auf diesem Protokoll aufbauen,
realisiert werden.
2. Insellosung mit Koordinator
Eine Erweiterung der Insellosung besteht darin,
da ein koordinierender Manager uber ein spezielles
Manager-to-Manager{Protokoll mit den einzelnen
Inselmanagern kommuniziert. Dadurch ist eine be-
schrankte Einunahme auf die Funktionalitat der
so entstandenen Submanager moglich, eine Koope-
ration der Submanager untereinander ist aber wei-
terhin ausgeschlossen. Der Koordinator hat auch
keinen direkten Zugri auf den Agent, er kann In-
formationen nur uber den Submanager anfordern.
Eigenschaften Anwendungen, die auf dem Koor-
dinator laufen, sind transparent gegenuber den Pro-
tokollen der Submanager, Anwendungen auf den
Submanagern mussen aber weiterhin auf das dort
vorhandene Protokoll zugeschnitten sein. Ebenso
mu fur neue Agenten mit neuem Protokoll auch
ein neuer Submanager realisiert werden. Vorteil
zum vorherigen Ansatz ist, da dann auch auf
diesen neuen Submanager durch das Manager-to-
Manager{Protokoll zugegrien werden kann. Nach-
teilig wirkt sich dagegen die zusatzliche Instanz fur
den kooperierenden Manager aus.
3. Multilinguale Agenten
Die Agenten werden mit mehr als einem Protokoll
ausgestattet (dieser Ausbau der Agenten mu vom
Anbieter erbracht werden).
Eigenschaften Die Anwendung mu nur noch
das eine, von allen Agenten verstandene Protokoll
unterstutzen. Dadurch mussen neue Agenten aber
immer zu diesem Protokoll kompatibel bleiben. Die
geforderte Mehrfachausstattung macht die Agenten
ziemlich umfangreich (z.B. Unterstutzung des OSI{
Protokollturms bis Schicht sieben und des TCP/IP{
Stacks bis Schicht vier).
4. Multilingualer Manager
In Umkehrung zum vorherigen Ansatz unterstutzt
hier der Manager mehrere Protokolle. Dieser An-
satz entspricht der Moglichkeit der Insellosung, mit
dem Unterschied, da die einzelnen Manager zu ei-
nem einzigen verschmolzen werden.
Eigenschaften Die Anwendungen konnen nicht
transparent bezuglich des Protokolls sein, da sie
selbst dafur verantwortlich sind, mit welchem Pro-
tokoll ein Agent zu erreichen ist. Bei Eingliederung
eines neuen Agenten mu der Manager um dieses
Protokoll erweitert werden.
5. Integrierendes Management
Die bisher vorgestellten Ansatze haben die gestell-
ten Forderungen nur zum Teil erfullen konnen. Bis-
lang wurden entweder fur die Unterbereiche ge-
trennte Anwendungen eingesetzt, die nicht mit an-
deren kooperierten, oder die Anwendungen waren
nicht transparent gegenuber dem eingesetzten Pro-
tokoll. Um letzteres zu erreichen, mu eine Schicht
eingefuhrt werden, die das von der Anwendung un-
terstutzte Protokoll transparent in das vom Agen-
ten unterstutzte umsetzt. Dabei mu auch das zu-
gehorige Modell, also die Darstellung der Manage-
mentinformation, abgebildet werden.
Die Realisierung dieser Konvergenzschicht kann auf
zwei Arten geschehen:
(a) Gateway{Ansatz:
Die einzelnen zu verwaltenden Komponenten
werden jeweils uber ein Gateway mit dem Ma-
nager verbunden. Der Unterschied zur In-
sellosung besteht darin, da die Gateways kei-
ne Managementanwendungen realisieren, son-
dern nur fur die Protokollumsetzung zustandig
sind. Die Ressourcenanforderungen sind hier
wesentlich geringer als bei einem Manager.
(b) Plattform{Ansatz:
Die Abbildung wird direkt innerhalb des Ma-
nagers realisiert, so da die Anwendung ihre
Anfrage an einen Agenten uber eine Plattform
schickt, welche die Anfrage entsprechend dem
vom Agenten unterstutzten Protokoll umwan-
delt. Bei der Antwort erfolgt die Umwandlung
ebenfalls in der Plattform. Dadurch konnen
die Ressourcen fur die Gateway{Losung ein-
gespart werden, der Aufwand mu allein beim
Manager getrieben werden.
7.2.3 Beurteilung der Ansatze
In Tabelle 7.1 werden die vorgestellten Verfahren an-
hand der eingefuhrten Kriterien verglichen.
 Transparenz gegenuber dem verwendeten Standard:
Unterschiedliche Standards konnen bei der In-
sellosung und dem multilingualen Manager nicht
verdeckt werden, da dort die Anwendungen auf
den Standard zugeschnitten sein mussen. Die In-
sellosung mit Koordinator verdeckt die Unterschie-
de nur im Koordinator.
 Verdeckung unterschiedlicher Monitortechnologien:
Hierfur sind die Agenten verantwortlich, so da sich
nur im Ansatz mit multilingualen Agenten Proble-
me ergeben konnen, da sonst die Agenten unange-
tastet bleiben.
 Unterstutzung unterschiedlicher Zielrichtungen:
Sowohl bei der Insellosung als auch im multilin-
gualen Manager konnen je nach Zielrichtung neue
Inseln entstehen. Die Insellosung mit Koordinator
erfullt dieses Kriterium wieder nur im Koordinator.
 Erweiterbarkeit / Flexibilitat:
Bei den beiden Varianten der Insellosung mu zur
Erweiterung jeweils ein neuer Manager realisiert
werden. Bei dem multilingualen Manager ist zwar
das Einfugen eines neuen Protokolls in den Mana-
ger relativ einfach zu realisieren, allerdings mussen
dann neue Anwendungen dafur erstellt werden.
 Ressourcenanforderungen:
In beiden Varianten der Insellosung mu fur je-
den unterstutzten Standard eine eigene vollstandi-
ge Managementinsel realisiert werden. Beim multi-
lingualen Agenten sind die Anforderungen an die
Agenten aufgrund deren erweiterten Fahigkeiten
hoch. Der Gateway{Ansatz benotigt zusatzliche
Ressourcen zur Realisierung der Gateways, die al-
lerdings nicht so gro sind wie bei der Insellosung
mit Koordinator.
 Anzahl der Knoten:
Bei multilingualen Agenten und Managern, sowie
beim Plattform{Ansatz kann die Anzahl der Kno-
ten mit Managementaufgaben auf einen begrenzt
werden. Bei den anderen Ansatzen mussen zusatz-
liche Knoten bereitgestellt werden.
 Fehlertoleranz:
Die fehlende Toleranz gegenuber dem Ausfall des
Knotens, auf dem der Manager realisiert ist, ist
ein Hauptschwachpunkt aller vorgestellten Ansatze.
Eine Losung ware ein Stand-by-Manager auf einer
anderen Komponente. Auf der anderen Seite konn-
te eine Mischform des Gateway{ oder Plattform{
Ansatzes mit der Insellosung mit Koordinator, al-
so eine Managerhierarchie, zumindest garantieren,
da einzelne Teilbereiche weiter verwaltet werden
konnen, auch wenn der ubergeordnete Manager
ausfallt.
7.3 Eine generische Manage-
mentarchitektur
Fur diese Architektur wurde der Plattform{Ansatz
gewahlt. Er bietet eine vollige Transparenz gegenuber
den verwendeten Standards, wobei auch unterschiedliche
Zielrichtungen unterstutzt und verschiedene Monitorar-
chitekturen integriert werden konnen. Er ist leicht er-
weiterbar und exibel hinsichtlich neuer Standards. Die
Anforderungen an Ressourcen fur das Management sind
relativ niedrig. Auerdem kann mit einer Management-
plattform auch hierarchisches Management ermoglicht
werden.
7.3.1 Ein allgemeines Management{API
(AM-API)
Um die unterschiedlichen Zielrichtungen der Manage-
mentanwendungen auf einen Nenner zu bringen, mu
der kommunikationsspezische Teil vom anwendungs-
spezischen getrennt werden. Dadurch konnen Anwen-
dungen unabhangig vom darunterliegenden Kommuni-
kationsmechanismus, der den Zugri auf die Manage-
mentinformationen bietet, deniert werden.
Die Schnittstelle zum Manager wird durch das Appli-
cation Programming Interface (API) deniert (agenten-
seitig gibt es kein API, da hier die Schnittstelle durch das
verwendete Protokoll gegeben ist). Um ein umfassend
integrierendes (allgemeines) Management zu ermogli-
chen, mu das vom Manager zur Verfugung gestellte
API auch unabhangig vom jeweils verwendeten Proto-
koll sein.
Zwischen Manager und Agent kommt es zu den folgen-
den Kommunikationstypen, die in einem solchen AM-
API als Grundmenge der moglichen Operationen vor-
handen sein mussen:
{ Attributabfrage : Mit dieser Operation wird die
Abfrage eines spezizierten Attributs einer Mana-
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Tabelle 7.1: Zusammenfassender Uberblick
ist der Manager, die Anfrage wird bestatigt (die
Antwort enthalt das Ergebnis).
{ Attributanderung : Der Manager kann damit den
Wert eines Attributs einer MOI auf einen bestimm-
ten Wert setzen. Die Operation wird bestatigt (Er-
folgsmeldung).
{ Operationsaufruf : Mit Hilfe dieses Typs kann der
Manager eine beliebige, von einer MOI angebotene
Operation anstoen. Der Aufruf wird bestatigt.
{ Ereignismeldung : Uber diese Operation wird ein
Manager von einem Agenten uber eine Ausnahme-
situation benachrichtigt.
Um bereits existierende Anwendungen, die direkt
auf die vom Managementprotokoll erbrachten Dienste
zugreifen, nicht andern zu mussen, werden Bypass{
Interfaces zugelassen, um das AM-API umgehen zu
konnen.
7.3.2 Integration der Monitortechniken
Die verschiedenen Ansatze bei Monitoren (Hardware-,
Software- und Hybrid-Monitore) werden durch das Kon-
zept von Agent und Managed Objects (MO's) kompen-
siert, so da die Heterogenitat fur das Netzwerkmana-
gement verdeckt werden kann. Daher soll dieser Inte-
grationspunkt hier nicht weiter ausgefuhrt werden. Von
Interesse ist nur, wie die Anbindung von MO's bzw. de-
ren Instanzen an die durch Monitore erfate Information
geschieht.
Dazu werden in [KP93] drei verschiedene Techniken
aufgefuhrt:
{ upon external request : Sobald bei einem Agen-
ten die Anfrage an eine MOI ankommt, wird der
gewunschte Wert vom Monitor bestimmt. Kom-
munikation zwischen Monitor und MOI ndet al-
so nur statt, wenn sie wirklich benotigt wird. Sie
kann dann aber zeitaufwendig sein, wenn der Mo-
nitor dafur viele Daten beschaen mu.
{ cache-ahead{Prinzip : Der Inhalt der MOI stellt
eine "shadow-copy" der Information des Monitors
dar, die in bestimmten Zeitabstanden auf den ak-
tuellen Stand gebracht wird. Man kann zwar nicht
garantieren, da die Information in der MOI aktu-
ell ist, die notwendige Aktualitat kann aber durch
eine geeignete Festlegung des Zeitintervalls erreicht
werden.
{ event-driven : Die bisherigen Methoden sind nur
geeignet, wenn die Abfragen vom Manager initiiert
werden. Meldungen vom Agenten mussen ereignis-
gesteuert erfolgen. Dabei aktualisiert der Agent die
MOI und veranlat dann eine Meldung an den Ma-
nager. Dafur mu dem Monitor allerdings bekannt
sein, unter welchen Bedingungen das Aussenden ei-
ner Meldung geschehen soll.
Generell mu also fur jede MOI die Anbindung an den
sie mit Informationen versorgenden Monitor gema der
jeweils gewunschten Charakteristika ausgewahlt werden.
7.3.3 Integration der Managed Objects
Bei den verschiedenen Standards zur Beschreibung der
MO's und ihrer Instanzen treten Unterschiede hinsicht-
lich der Benennung, der Denition der Instanzen (dy-
namisch oder statisch) und der Anzahl der Attribu-
te je MO auf. Mit Hilfe eines generischen MO's, das
zusatzliches Wissen daruber enthalt, wie die in ihm
enthaltene Information auch in anderen, heterogenen
MIB's (Management Information Bases) abgefragt wer-




Ein Managed Object wird nach [Sei94] als 5-Tupel (Na-
me, Zugrisauthentisierung, Attributliste, Methodenli-
ste, Meldungsliste) deniert, wobei gelten soll:
{ Name = ASN.1 Octet String
Name des MO bzw. dessen Instanz.
{ Zugrisauthentisierung = denitionsabhangig
Berechtigungsnachweis zum Zugri auf das MO.
{ Attributliste = fatt1; : : : ; attlg
Menge der Attribute des MO, wobei atti selbst wie-
der ein 3-Tupel mit den Komponenten (attributna-
me, attributwert, zugrisart) ist:
- attributname = ASN.1 Octet String
Name des Attributs.
- attributwert = denitionsabhangig
Wertebereich bei einem MO bzw. konkreter
Wert bei einer MOI.
- zugrisart in fread-only, read-write, write-
only, not-accessibleg
Denition des Zugris auf das Attribut.
{ Operationsliste = fmethod1; : : : ;methodmg
Menge der Operationen, die das MO bzw. dessen
Instanz einem Manager zur Verfugung stellt.
{ Meldungsliste = freport
1
; : : : ; reportng
Menge der Meldungen, die fur das MO deniert
sind.
Die Schreibweisen fur den Zugri werden wie ublich
eingefuhrt:
 MO.atti bezeichnet das Attribut atti des MO.
 MO.methodj(par1; : : : ; parn) bezeichnet den Auf-
ruf der Operation methodj des MO mit den Para-
metern par
1
; : : : ; parn.
 MO.reportk(par1; : : : ; parm) bezeichnet das Ein-
treen der Meldung reportk des MO mit den Pa-
rametern par
1
; : : : ; parm beim Manager.
Im folgenden wird an zwei Beispielen gezeigt, wie sich
ein MO in das vorgestellte Schema einpassen lat:
Beispiel 1 Die OSI{MIB enthalt das Managed Object





Zugrisauthentisierung . . .
Attributliste
attributname : bBPPackage bandwithBalancingID
attributwert : Integer
zugrisart : read-only
attributname : bBPPackage bwbBusIdentier
attributwert : Integer
zugrisart : read-only
attributname : bBPPackage bwbModulus
attributwert : Integer
zugrisart : read-write
attributname : bwbActivePackage bwb Counter
attributwert : Counter
zugrisart : read-only
Beispiel 2 Fur das Managed Object bmod fur eine
von SNMP verwendete MIB sieht die darstellungsun-
abhangige Beschreibung wie folgt aus:
Managed Object
Name bmod





Hier ist auch einer der wichtigsten Unterschiede zwi-
schen den beiden Denitionen fur MO's festzustellen:
wahrend die OSI-Denition mehrere Attribute zulat,
hat ein MO einer SNMP{MIB nur ein Attribut, so da
Name des MO und Attributname gleich sind.
Meta-Managed Object
Durch die im vorigen Abschnitt eingefuhrte Beschrei-
bung eines Managed Objects ist beim Zugri auf ein
MO das zugrundeliegende Modell transparent verdeckt.
Ein Nachteil wurde dadurch aber noch nicht behoben:
Die gleiche Information kann in mehreren MO's ge-
funden werden, so da die Anwendung wissen mu, wel-
che MO's bei einem Agenten verfugbar sind, um an die
gewunschte Information zu gelangen.
Bsp.: Bei den obigen Beispielen ist in den At-
tributen bmod.bmod und bandwithBalancingPro-
cess.bBPPackage bwbModulus die gleiche Informa-
tion abgespeichert. Ersteres Attribut kann in ei-
nem SNMP{Agenten ermittelt werden, das zweite
Attribut existiert in der MIB eines CMIP{Agenten.
Daher mu die Anwendung, wenn sie von einem
Agenten eine Information erhalten will, entweder
zwei Anfragen stellen, von denen eine mit Sicher-
heit fehlschlagt, oder wissen, welche Darstellung der
gewunschten Information vom Agenten unterstutzt
wird.
Zur Losung des Problems wird die formale Beschrei-
bung der Attribute aus Abschnitt 7.3.3 erweitert:
 Das 3-Tupel (attributname, attributwert, zugris-
art) zur Beschreibung eines Attributs wird durch
die Komponente
Attributskorrelationsliste
= fattrkorr1 ; : : : ; attrkorrkg
zu einem 4-Tupel erweitert.
Attrkorri ist dabei ein Tupel (protokoll, abfrage-
dienst, a-get-korrelation, anderungsdienst, a-set-
korrelation):
{ protokoll in fCMIP, SNMP, SNMPv2,. . . g
Hier wird fur das korrelierende MO das betref-
fende Protokoll abgelegt.
{ abfragedienst = protokollabhangig
Es kann mitunter verschiedene Moglichkeiten
geben, die im Attribut gespeicherte Informa-
tion aus einem MO einer anderen Darstellung
zu gewinnen. So kann neben dem Get-Dienst
bei SNMPv2 auch der GetBulk-Dienst verwen-
det werden. In diesem Feld wird der geeignete
Dienst abgelegt.
{ a-get-korrelation = auszuwertende Beziehung
zwischen Attributen beim Abfragen der Attri-
butwerte
Hier sind auch komplexere Berechnungs-
vorgange erlaubt, die es ermoglichen sollen, ein
Attribut, fur das es keine direkte Entsprechung
in einem anderen Modell gibt, aus mehreren
anderen Attributen dieses Modells zu berech-
nen. Kann keine Korrelation fur das betref-
fende Protokoll deniert werden, ist hier ein 
einzutragen.
{ anderungsdienst = protokollabhangig
Wie beim Abfragen konnte es auch moglich
sein, da mehrere Dienste zur Anderung exi-
stieren, von denen der passende hier deniert
wird.
{ a-set-korrelation = auszuwertende Beziehung
zwischen Attributen beim Setzen der Attribut-
werte
Auch beim Setzen kann eine komplexere Bezie-
hung zwischen den Attributen bestehen. Exi-
stiert keine Korrelation, wird dies durch ein 
dargestellt.
 Fur jede Operation methodi wird eine
Operationskorrelationsliste
= fopkorr1 ; : : : ; opkorrkg
deniert, mit den Tupeln opkorri = (protokoll, o-
korrelation):
{ protokoll in fCMIP, SNMP, SNMPv2,. . . g
Hier wird fur das MO, das die zu korrelierende
Operation anbietet, das betreende Protokoll
abgelegt.
{ o-korrelation = funktionaler Ausdruck
Analog zu den Attributen kann eine Operati-
on bei einem MO auch durch eine Verkettung
mehrerer Operationen auf einem anderen MO
ausgedruckt werden. Ein  zeigt an, da keine
Abbildung existiert.
 Fur jede Meldung reporti wird eine
Meldungskorrelationsliste
= fmsgkorr1 ; : : : ;msgkorrkg
deniert, mit den Tupeln msgkorri = (protokoll, m-
korrelation):
{ protokoll in fCMIP, SNMP, SNMPv2,. . . g
Hier wird fur das MO, von dem die zu korreli-
erende Meldung ausgeht, das betreende Pro-
tokoll abgelegt.
{ m-korrelation = funktionaler Ausdruck
Auch auf Meldungen kann es mehr als eine Re-
aktion geben. So kann z.B. eine eintreende
Meldung einer MOI erst dann als Meldung in
der anderen Darstellung nach oben weiterge-
reicht werden, wenn noch weitere Informatio-
nen aus dem Agenten abgefragt wurden. Mit 
wird eine nicht abbildbare Meldung angezeigt.
Beispiel 1 Diese Erweiterung wurde bei dem obigen




Zugrisauthentisierung . . .
Attributliste









. . . (weitere Protokolle)
. . . (weitere Attribute)
Beispiel 2 Das SNMP{MO bmod ist nach der Erwei-
terung wie folgt deniert:
Managed Object
Name bmod













. . . (weitere Protokolle)
Korrelation der Managed Object Instanzen
Bisher wurde noch nicht beachtet, da MO's dynamisch
instanziiert werden konnen. Das hat zur Folge, da ne-
ben der statischen Zuordnung zwischen den Attributen
von MO's auch eine dynamische Zuordnung der Instan-
zen stattnden mu. Diese dynamische Zuordnung mu
uber die Namen der Instanzen erfolgen, da diese eindeu-
tig sind. Dazu wird eine Instanzenkorrelation deniert
als Instanz eines Meta{MO's. Das bedeutet, da aus den
Korrelationslisten fur Attribute, Operationen und Mel-
dungen jeweils eine Korrelation speziziert und mit kon-
kreten Referenzen auf andere Meta{MOI's belegt wird.
Beispiel Die konkrete Instanz des Bandwith Balancing
Modulus in SNMP (bmod) mu durch Anhangen von
Index-Werten eindeutig identiziert werden. Wird bei-
spielsweise Bezug auf den Bandwith Balancing Modulus
genommen, der fur Bus 1 und Prioritatsstufe 0 gilt,
mu 1.0 an das MO bmod angehangt werden. Diese
Identikation bezeichnet zusammen mit der Adresse des
Agenten (AgentID) eindeutig die gewunschte Informati-
on. Unterstutzt der Agent aber nur CMIP, so mu eine
Instanzenkorrelation wie folgt gebildet werden:
Managed Object Instanz
Name (AgentID, bmod.1.0)












Wie man dabei sehen kann, mussen u.U. Instanzenna-
men erzeugt werden, wenn die Identikation einer MOI
bei der Umsetzung vorgenommen werden mu.
7.3.4 Integration der Protokolle
Nach der Beschreibung der Modellumsetzung stellt die-
ser Abschnitt die Dienstabbildung vor, die benotigt
wird, um unabhangig vom jeweils verwendeten Proto-
koll eine Managementaufgabe zu losen. Dazu wird nun
ein generisches Managementprotokoll deniert, das alle
Dienste umfat, die fur die Implementierung einer Ma-
nagementanwendung notwendig sind.
Ein generisches Managementprotokoll (GMP)
Weiter oben wurde das AM-API eingefuhrt, das vier In-
teraktionsmoglichkeiten zulie. Diese bilden die Grund-
lage des GMP. Daraus lassen sich die in Tabelle 7.2
aufgefuhrten Dienste ableiten, die vom GMP erbracht
werden mussen. Die Parameter sind dabei nur als Er-
klarung der Dienstprimitive anzusehen. Die konkrete
Ausfuhrung der Parameter wird in der Meta{MIB fest-
gelegt. Auerdem wurde bei der Parameterliste von den
Adressen abgesehen, die Manager und Agent identizie-
ren.
Der Einfachheit halber wird im folgenden davon aus-
gegangen, da nur jeweils eine Managed Object Instanz
(MOI) bzw. ein Attribut je Dienst betroen ist.
Der Operate MO{Dienst bezieht sich auf die Modi-
kation von MOI's als Ganzes. Als Operationen sind
beispielsweise das Erzeugen oder Loschen einer Instanz
moglich. Um sicherzustellen, da die Modikation er-
folgreich abgelaufen ist, mu dieser Dienst bestatigt wer-
den.
Mit dem Set Attribut{Dienst kann ein Attribut einer
MOI geandert werden. Dazu werden die MOI und das
relevante Attribut identiziert und der neue Attribut-
wert ubermittelt. Auch dieser Dienst mu bestatigt wer-
den, um dem Manager den Erfolg der Anderung anzu-
zeigen.
Uber den Get Attribut{Dienst wird ein Attribut einer
MOI abgefragt. Die Bestatigung dieses Dienstes enthalt
dann den gewunschten Attributwert, sofern die Anfrage
zulassig war.
Der Notify Manager{Dienst schlielich ist der einzige,
der vom Agenten initiiert wird. Er wird verwendet, um
dem Manager eine Ausnahmesituation anzuzeigen. Da-
zu gibt der Agent seine Identikation an und benennt
diejenige MOI, die diese Meldung ausgelost hat. Ein
weiterer Parameter speziziert den Grund fur die Mel-
dung, beispielsweise ein Zahleruberlauf oder eine unter-
brochene Leitung. Dieser Dienst ist unbestatigt, da die
Bestatigung quasi mit der Reaktion des Managers auf
die angezeigte Ausnahmesituation erbracht wird.
Abbildung 7.1 zeigt das Zustandsubergangsdiagramm
fur die Dienstspezikation. Dabei ist anzumerken, da
der Agent in dieser Abbildung ausschlielich symboli-
schen Charakter hat, da die Dienste des GMP immer
in die eines konkreten Managementprotokolls umgesetzt
werden, ehe sie an den Agenten gerichtet werden. Die
Realisierung von GMP erfolgt also in einer Zwischen-
schicht zwischen der Managementanwendung und dem
Manager.
Abbildung 7.1: Zustandsubergangsdiagramm der Dienstspezikation
Abschlieend sei noch ein weiterer fur das Manage-
ment wichtiger Aspekt angesprochen: die Dienste gehen
von einer eindeutigenManager$ Agent{Beziehung aus.
Um ein Management von beliebig groen heterogenen
Netzen zu ermoglichen, ist es allerdings wichtig, da ei-
ne hierarchische Managementstruktur eingefuhrt wird,
d.h. ein Rechnerknoten kann sich auf der einen Seite
wie ein Agent, auf der anderen Seite wie ein Manager
verhalten. Da sich das GMP zwischen der Managemen-
tanwendung und dem konkreten Protokoll bendet, ist
eine Unterstutzung dieser hierarchischen Struktur ohne
weiteres moglich. Dabei zu beachten ist nur, da alle
Dienste, die von einem als Manager agierenden Knoten
ausgehen, durch das GMP ubersetzt werden, wahrend
Meldungen, die der Knoten als Agent abschickt, erst
beim adressierten Manager in das GMP umgesetzt wer-
den.
Hin- und Ruckabbildung standardisierter Mana-
gementprotokolle
Am Beispiel von SNMP soll nun gezeigt werden, wie
eine solche Abbildung eines konkreten Protokolls auf
das GMP aussieht. Dazu werden jeweils eine Hin- und
Ruckabbildung deniert, sowie zusatzliche Funktionen
angegeben, die zur Dienstabbildung benotigt werden.
Um die Darstellung nicht zu verkomplizieren, wird auf
die Modellabbildung nicht mehr eingegangen, d.h. die
Funktionen zur Realisierung der Abbildung zwischen
Attributen, Methoden und Meldungen bleiben hier un-
berucksichtigt.
Abbildung 7.2 zeigt die Zustandsubergangsdiagram-
me fur die Hin- und Ruckabbildung zwischen SNMP und
GMP. Tabelle 7.2 zeigt die jeweilige Dienstumsetzung.
Fur die Hinabbildung des SNMP{GetNext{Dienstes
ist eine Uberfuhrung nur durch eine zusatzliche Funktion
zu erreichen. Diese Funktion, LexSucc genannt, liefert
den lexikalischen Nachfolger der im GetNext angegebe-
nen MOI, die bei SNMP durch den Agenten zuruckge-
Ausgangsdienst Zieldienst Besonderheiten
SNMP-Dienst GMP-Dienst
Set Set Attribute |
Get Get Attribute |
GetNext Get Attribute LexSucc
Trap Notify Manager |
GMP-Dienst SNMP-Dienst
Set Attribute Set |
Get Attribute Get/GetNext Indetermin.
Modify MO Set m. E.
Notify Manager Trap |
Tabelle 7.3: Dienstumsetzung zwischen SNMP und
GMP
liefert wird.
Bei der Ruckabbildung fallen zwei Besonderheiten auf:
Zum Einen ist der Operate MO{Dienst von GMP in
SNMP nicht verfugbar. Daher mu er | wenn uber-
haupt moglich | durch ein SNMP{SetRequest nachge-
bildet werden. Existiert diese Moglichkeit nicht, mu
ein MO.OperateRequest sofort abgelehnt werden. Ob
eine solche Nachbildungsmoglichkeit existiert und wel-
cher Wert dann dem Aufruf mitgegeben werden mu,
mu fur jede MOI getrennt entschieden werden. Da-
zu dient die Information in der Meta{MIB. Zum An-
deren kann ein Attributwert sowohl durch ein SNMP{
GetRequest als auch durch ein SNMP{GetNextRequest
abgefragt werden, was sich im Indeterminismus im Zu-
standsubergangsdiagramm widerspiegelt. Dieser Inde-
terminismus wird wieder durch den Eintrag in der Meta{
MIB gelost. Fur jeden Attributwert wird dort fur je-
des Protokoll festgelegt, welches der passende Dienst zur
Abfrage ist.
Plausibilitatsbetrachtungen
Die Denition von Hin- und Ruckabbildung ist dann
plausibel, wenn die Nacheinanderausfuhrung der bei-
Abbildung 7.2: Erweiterte endliche Automaten der Dienstabbildung
Dienst Parameter Art Erklarung
Operate MO Security Code, Ob-
ject Id, Operation,
Parameter
bestatigt Ausfuhrung einer Operation, die von einem Managed
Object bzw. dessen Instanz angeboten wird; Authenti-
sierung des Managers; Identikation der Managed Ob-
ject Instanz; Art der Modikation eventuell von der
Operation benotigte Parameter
SetAttribute Security Code, Ob-
ject Id, Attribute Id,
Attribute Value
bestatigt Andern eines Attributs einer Managed Object Instanz;
Authentisierung des Managers; Identikation der Ma-
naged Object Instanz; Identikation des Attributs der
Managed Object Instanz; Neuer Attributwert
GetAttribute Security Code, Ob-
ject Id, Attribute Id
bestatigt Abfrage eines Attributs einer Managed Object Instanz,
die Ruckgabe des Wertes erfolgt uber die Bestatigung;
Authentisierung des Managers; Identikation der Ma-
naged Object Instanz; Identikation des Attributs der
Managed Object Instanz
NotifyManager Agent Id, Object Id,
Reason
unbestatigt Anzeige einer Ausnahmesituation, die bei einem Agen-
ten aufgetreten ist; Identikation des Agenten; Identi-
kation der Managed Object Instanz, welche die Anzeige
angestoen hat; genauere Beschreibung der Ausnahme-
situation, z.B. Uberschreitung eines Grenzwertes
Tabelle 7.2: Dienste eines generischen Managementprotokolls
den Abbildungen zur Identitatsabbildung fuhrt. An-
hand der Dienstabbildung zwischen SNMP und GMP
soll der Plausibilitatsnachweis demonstriert werden.
Fur jeden der Dienste Set, Get, GetNext und Trap
mu nachgewiesen werden, da er nach Anwenden der
Hin- und Ruckabbildung unverandert ist. Grundlage
dafur ist die in 7.3 denierte Umsetzung der Dienste.
 Ein SNMP{Set wird auf ein GMP{SetAttribute ab-
gebildet. Aus diesem wird in der Ruckabbildung
wieder ein SNMP{Set.
 Ein SNMP{Get bildet die Hinabbildung auf ein
GMP{GetAttribute ab. Dieses kann in der Ruckab-
bildung sowohl auf ein SNMP{Get als auch auf ein
SNMP{GetNext abgebildet werden. Daraus wird
durch Auswahl der ersten Alternative aber wieder
ein SNMP{Get.
 Fur das SNMP{GetNext kommt ebenfalls dieser
Indeterminismus zum Tragen. Die Hinabbildung
macht daraus ein GMP{GetAttribute. In diesem
Fall fuhrt die Auswahl der zweiten Alternative zur
korrekten Ruckabbildung.
 Ein SNMP{Trap, das durch die Hinabbildung auf
ein GMP{Notify Manager abgebildet wird, wird
uber die Ruckabbildung wieder zum SNMP{Trap.
q.e.d.
Hiermit konnte die Plausibilitat der Hin- und Ruckab-
bildung recht einfach uberpruft werden. Fehler in der
Modellabbildung sind dagegen nicht so einfach nachzu-
weisen.
7.4 Sicherheitsaspekte und Feh-
lerbehandlung
7.4.1 Abbildung von Sicherungsmecha-
nismen
Da der Datenverkehr vom Manager zum Agent zum Teil
sicherheitskritische Aktionen hervorruft (das Andern ei-
nes Attributwertes einer MOI in die falsche Richtung
kann zum Zusammenbruch eines Teilnetzes fuhren), mu
sichergestellt sein, da jedes bei einem Agenten ankom-
mende Paket auch wirklich so vom Manager abgeschickt
wurde und immer noch seine Gultigkeit hat. Daher
reicht es nicht aus, da der Manager allein durch seine
Adresse identiziert wird, sondern er mu sich in jedem
Paket authentisieren, und zwar so, da es nicht moglich
ist, anhand eines abgehorten Pakets ein gefalschtes zu er-
stellen, das vom Agenten nicht als solches erkannt wird.
Hierfur haben die Managementstandards eigene Me-
chanismen vorgesehen, die zum Teil nicht austausch-
bar sind. Daher mu auch zwischen den einzelnen Si-
cherungsmechanismen eine Abbildung existieren. Dazu
wird eine Sicherungsabbildungsfunktion
SAF : Manager-ID PSM  Standard-ID ! PSA
deniert, die als Eingabeparameter die Identikation
des Managers, die Parameter, die den Sicherungsvor-
kehrungen des vom Manager unterstutzten Standards zu
Grunde liegen, und eine Identikation des vom Agenten
unterstutzten Standards erwartet. Als Ergebnis dieser
Funktion werden die Parameter fur die Sicherungsvor-
kehrungen bestimmt, die es dem Manager erlauben, auf
den Agenten zuzugreifen.
7.4.2 Fehlerabbildung
Bislang wurde bei der Betrachtung der Modell- und
Dienstabbildung von einer fehlerfreien Diensterfullung
ausgegangen. Dies kann nicht immer vorausgesetzt wer-
den, da es zum einen zum Ausfall benotigter Kompo-
nenten kommen kann, und zum anderen eine Informati-
on beim Agenten nicht zugreifbar sein kann. Es lassen
sich also zwei Fehlerarten unterscheiden:
1. Ubertragungsfehler liegen dann vor, wenn der
gewunschte Managementdienst durch das Proto-
koll nicht erfullt werden kann, obwohl die mit dem
Dienst spezizierte Information beim Agenten vor-
liegt. Solche Fehler entstehen durch die Unzu-
verlassigkeit des verwendeten Ubertragungsmecha-
nismus. Beispiele sind ein verlorengegangenes Get-
Request bei SNMP oder ein fehlgeschlagener Asso-
ziationsaufbau nach einem CMIS{M-Get.
2. Als Modellfehler wird ein erfolgloser Zugri auf
ein MO beim Agenten bezeichnet. Dies kann da-
durch geschehen, da dieses MO beim Agenten
nicht verfugbar ist, oder dadurch, da die Mana-
gementoperation nicht zulassig ist, z.B. wenn auf
ein nur lesbares MO schreibend zugegrien werden
soll.
Ahnlich wie bei der Dienst- oder Modellabbildung
mussen etwaige Fehler, die in einer Architektur auftre-
ten, in der anderen nachgebildet werden. Dazu werden
zwei Abbildungsfunktionen benotigt. Dazu sei FMP die
Menge der moglichen Ubertragungs- und Modellfehler
des Managementprotokolls MP und I die Menge der
globalen Fehlerindizes:
 Die Fehlerverallgemeinerungsfunktion
FVFMP : FMP ! I
weist jedem Fehler einen Fehlerindex zu. Diese
Funktion mu fur jedes Protokoll deniert wer-
den. Es ist moglich, da zwei konkrete Fehler auf
einen gemeinsamen Index abgebildet werden, wo-
durch sich ein Informationsverlust ergibt. Dieser
kann durch eine geeignete Wahl der Fehlerindex-
menge I allerdings klein gehalten werden.
 Mit Hilfe der Fehlerkonkretisierungsfunktion
FKFMP : I ! FMP
wird aus einem Fehlerindex eine dem Management-
protokoll entsprechende Fehlermeldung bestimmt.
Das setzt voraus, da die Abbildung fur jeden
moglichen Fehlerindex deniert sein mu. Dabei
ist es aber erlaubt, da mehrere Fehlerindizes auf
einen konkreten Fehler abgebildet werden.
Tritt bei der Benutzung des Protokolls MP1 ein Feh-
ler auf, wird er mit Hilfe der Fehlerverallgemeinerungs-
funktion auf einen Fehlerindex abgebildet. Aus diesem
formt die Fehlerkonkretisierungsfunktion eine dem Ma-
nagementprotokoll MP2 entsprechende Fehlermeldung,
die dann an die Anwendung weitergegeben wird.
7.5 Zusammenfassung
Um verschiedene Managementstandards integrieren zu
konnen, ohne dabei die darauf aufbauenden Manage-
mentanwendungen zu beschranken, bieten sich verschie-
dene Ansatzpunkte an. Um die Heterogenitat der Stan-
dards gegenuber den Anwendungen zu verbergen, ohne
da groe Anderungen an den beteiligten Komponen-
ten durchgefuhrt werden mussen und um exibel hin-
sichtlich der Einfuhrung neuer Managementstandards zu
bleiben, bietet sich der Plattform{Ansatz an. Bei die-
sem wird zwischen den Managementanwendungen und
den auf unterschiedlichen Standards basierenden Mana-
gern eine Konvergenzschicht eingefuhrt, die die Hetero-
genitat verdeckt.
Zur Realisierung dieses Ansatzes wurden verschiedene
Konzepte ausgearbeitet, die alle zur Integration unter-
schiedlicher Managementstandards zusammenarbeiten.
An der Schnittstelle zu den Anwendungen wird ein
allgemeines Management Application Programming In-
terface (AM-API) deniert, welches als Grundmenge die
fundamentalen Managementoperationen, also lesender
und schreibender Zugri auf die Managementinforma-
tionen, Auslosen einer Managementoperation und Ent-
gegennahme von Ereignismeldungen, beinhaltet. Eine
Erweiterung dieser Menge ist denkbar, wird aber fur das
Grundziel der Integration nicht gefordert.
Fur die Verdeckung unterschiedlicher Monitortechni-
ken sind die Agenten zustandig, wobei die Anbindung
der Monitore an die Managed Objects nach der Anfor-
derung an die Aktualitat der Information zu geschehen
hat. Bei einer Integration uber eine Plattform zwischen
Anwendung und Manager bleiben die Agenten jedoch
unangetastet, so da dieser Punkt nicht weiter unter-
sucht wurde.
Fur die unterschiedlichen Denitionen von Managed
Objects mu hingegen eine Losung gefunden werden.
Diese wurde in Form einer Modellabbildung ausgear-
beitet, in der fur die Attribute, Operationen und Mel-
dungen eines Managed Objects die jeweiligen Pendants
in anderen Darstellungsformen festgelegt werden, was
durch eine darstellungsunabhangige Denition der Ma-
naged Objects moglich ist. Zusatzlich mussen zwi-
schen Managed Object Instanzen verschiedener Stan-
dards Korrelationen festgelegt werden.
Der Heterogenitat im Bereich des Managementproto-
kolls wird durch eine Dienstabbildung entgegengewirkt.
Zu diesem Zweck wurde ein generisches Management-
protokoll (GMP) deniert, das als Referenzprotokoll
dient. In einer Diensthinabbildung werden fur konkrete
Managementprotokolle deren Dienste auf die des GMP
abgebildet, die Dienstruckabbildung liefert die umge-
kehrte Richtung.
Abschlieend wurden noch zwei fur das Management
wichtige Punkte untersucht:
Zur Erhaltung der Sicherheit, d.h. zur eindeutigen
Autorisierung und Authentisierung des Managers sowie
zur Verschlusselung von Daten wurde eine Sicherungs-
abbildungsfunktion deniert.
Bei der Fehlerbehandlung muten zwei Funktionen,
eine Fehlerverallgemeinerungsfunktion und eine Fehler-
konkretisierungsfunktion, deniert werden, mit deren
Hilfe eine Anwendung, die auf einem bestimmten Stan-
dard aufbaut, auch die auf einem anderen Standard ba-
sierenden Fehlermeldungen verstehen kann.
Mit diesen Konzepten kann ein umfassendes Manage-
ment erreicht werden, wie es in Abschnit 7.2.1 klassi-
ziert wurde.
Zu diesem Ansatz wird in [Sei94] weiterhin ein Pro-










In der Industrie und im Forschungsbereich treten immer
mehr verteilte Systeme auf. Durch groachige Netz-
werke konnen angeforderte Daten und Dienste sehr weit
entfernt liegen. Man ist dabei nicht auf lokale Netze be-
schrankt, wie zum Beispiel interne Firmennetze. Groe
Datenmengen in anderen Netzen mussen auch zugang-
lich sein. Dadurch entstehen sehr groe, komplexe ver-
teilte Systeme.
Man kann dabei noch unterscheiden zwischen homo-
genen (gleiche Plattformen) und heterogenen Systemen,
von denen wir im folgenden ausgehen.
Mit dem vermehrten Auftreten solcher Systeme und
der damit verbundenen wachsenden Komplexitat und
erhohten Abhangigkeit von Operationen, ist auch das In-
teresse am Management solcher Systeme gestiegen. Ein
eektives Management ist gesucht, das unter anderem
Fehlerfreiheit sichert, eziente und sichere Operationen
bereitstellt, es dem Anwender erlaubt gewunschte Be-
rechnungen in moglichst kurzer Zeit auszufuhren und
die speziellen Fahigkeiten anderer Umgebungen vorteil-
haft zu nutzen.
Der Begri der Manageability (Verwaltbarkeit) ruckt
damit in den Vordergrund. Ein verteiltes System mu
ausgerustet sein mit Mechanismen, die ein ezientes
Management von Betriebsmitteln gestattet. Heutige Sy-
steme sind jedoch nicht dazu entworfen worden, ver-
waltbar zu sein im Hinblick auf die angesprochene Pro-
blematik. Verschiedene Anwendungen bzw. System-
Kongurationen haben unterschiedliche Anforderungen
und brauchen andere Strategien zur Verwaltung. Mana-
geability ist daher ein schwer fabares Ziel.
8.2 Management durch Delegati-
on
Verteilte Systeme arbeiten meist nach dem Client-
Server-Prinzip. Prof. Yemini [Yem] hat Netzwerk-
systeme betrachtet, die mit verschiedenen Standards
(SNMP/CMIP) arbeiten und ihre Schwachen und neue
Ansatze zur Losung herausgearbeitet.
German Goldszmidt hat zusammen mit Yemini dar-
aus ein neues Paradigma fur das Management in verteil-
ten Systemen entwickelt.
8.2.1 Standardansatze
Anwendungen fur Netzwerkmanagement sind meist or-
ganisiert als Client-Server Systeme. Die Programmier-
logik von Anwendungen liegt beim Manager, die Da-
ten, mit denen gearbeitet werden, liegen bei Agents.
Agents sind also Server, die gewisse Dienste anbieten.
Diese Dienste stellen einen Zugri auf Geratedaten (de-
vice data) und Grundkontrollfunktionen dar. Manager
konnen Agents nur uber einheitliche Schnittstellen auf-
rufen. Manager und Agents benutzen hierzu Manage-
mentprotokolle, um ihre Aktivitaten zu koordinieren.
Die Anwendungen sind logisch und physikalisch von
den Daten und Geraten getrennt, die sie brauchen und
kontrollieren mussen.
Der Client-Server Ansatz bietet also nur eine fe-
ste Funktionalitat und xe Schnittstellen. Die Dien-
ste sind nicht veranderbar ohne eine Neu-Ubersetzung,
Neu-Installierung und Re-Instantiierung des Server-
Prozesses. Durch die festen Schnittstellen sind Antwor-
ten nur auf vordenierte Aufgaben erlaubt.
Es folgt die Auistung der wichtigsten Kritikpunkte
in Bezug auf SNMP/CMIP, die von Prof. Yemini [Yem]
und Goldszmidt [GY92] beschrieben werden:
 Warum versagen Netzwerke ?
Anfragen von Anwendungen werden durch das Sy-
stem durch mehrere Schichten hindurchgereicht.
Dabei konnen Fehler auftreten. Treten nun sehr
viele Anfragen zur gleichen Zeit auf, kann das zu
einem Stau ausarten. Dieser fuhrt dazu, da ei-
nige Packets geloscht oder zuruckgeschickt werden,
diese erneut verschickt werden und damit den Stau
vergroern. Durch weitere Verzogerungen verstarkt
sich dieser Eekt noch. Solch ein Lawineneekt
kann ein Netzwerk zusammenbrechen lassen.
 Wie kann man ein Versagen feststellen ?
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In einem verteilten System existiert eine gewalti-
ge Anzahl an Prozessen, komplexe Interaktionen,
Mehrfach-Schichten, etc. Es ist daher unklar, wel-
che Komponenten uberwacht werden sollen und wie
man Ruckschlusse auf die Ursachen ziehen kann.
Es ist auf jeden Fall erforderlich, Daten aus dem
ganzen Netzwerk abzufragen, um festzustellen, ob
es noch in Ordung ist (z.B.: Fehlerrate abfragen).
Dazu ist aber ein hauges Abfragen von Daten er-
forderlich. Ein zyklisches Abfragen der in Frage
kommenden Daten (polling) wurde das Netzwerk
jedoch zusatzlich belasten. Auerdem ist durch das
Polling ein zeitgleiches Vergleichen der Daten nicht
moglich.
Solche Abfragen sollten exibel verteilt werden
konnen, nahe den zu uberwachenden Groen. Mit
den Standardansatzen ist dies jedoch nicht moglich.
 Ist SNMP skalierbar ?
Die Zeitspanne, die fur das Abfragen von Daten
in einem groen, komplexen Hochgeschwindigkeits-
netzwerk gebraucht wird, uberschreitet typischer-
weise die Kapazitaten der Netzwerkplattform.
Wenn die Groe (Gerateanzahl), Komplexitat (An-
zahl der Variablen) oder die Geschwindigkeit des
Netzwerks erhoht wird, oder wenn die Kommuni-
kation eingeschrankt ist, wird das System schnell
unbeherrschbar.
 Semantische Heterogenitat: Wie bringt man Daten
auf andere Plattformen ?
Fur den Transport von Daten von einer Plattform
auf eine andere mu ein Protokoll vorhanden sein,
das beide verstehen; und selbst wenn ein solches
vorhanden ist, ist der Zugri auf die Daten immer
noch nicht moglich, denn das Protokoll vereinheit-
licht die Syntax, nicht jedoch die Semantik von Da-
tenzugrien.
 Micro-Management:
Bei nicht-trivialen Anwendungen, die zum Beispiel
komplizierte Verknupfungen von Daten ausfuhren,
mu ein Manager einen Agent schrittweise durch
die einzelnen Anweisungen geleiten, d.h. angeben,
wie eine Aktion durchzufuhren ist. Dies nennt man
Micro-Management. Die dafur erforderliche Anzahl
von Interaktionen zwischen Manager und Agent
ist gewaltig, da feste Schnittstellen benutzt werden
mussen. Verzogerte Antwortzeiten sind die Folge.
Auerdem werden viele Rechenzyklen des Mana-
gers verbraucht. In kritischen Situationen fuhrt dies
zu inezienten und unzuverlassigen Systemen. Ge-
rade bei Echtzeitanwendungen kann man sich das
nicht leisten.
 Zentralisierung fuhrt zu ineektiver Verteilung
von Funktionalitat. Sie erzeugt fehlertrachtige
Engpasse in der Kommunikation (Flaschenhals),
und schrankt Echtzeitverhalten ein.
 Operationsdaten werden in MIBs gehalten:
Das Datenformat einer MIB ist im voraus bestimmt
und unabhangig vom Gebrauch. Der Nutzen von
Daten ist schwer vorherzusagen, da er abhangig von
zukunftigen Anforderungen bzw. Anwendungen ist.
So kann es vorkommen, da groe Datenmengen an-
gesammelt und gespeichert werden, ohne da diese
jemals benutzt werden.
 Client-Server Ansatz erfordert a-priori Wissen
daruber, welche Operationen statisch in einer de-
nierten Schnittstelle angelegt werden. Dadurch ist
die Zusammenarbeit von Manager und Agent sehr
starr ausgelegt.
8.2.2 Anforderungen an Management
Wie im vorigen Abschnitt aufgezeigt wurde, mu das
Management fur verteilte Systeme gewisse Anforderun-
gen erfullen:
 Viele verteilte Anwendungen fordern eine dynami-
sche Anderung der Funktionalitat ihrer Prozesse
wahrend sie ablaufen, d.h. die Funktionalitat zwi-
schen Client und Server mu dynamisch verander-
bar sein. Damit ist eine Reaktion moglich auf sich
dynamisch entwickelnde Anforderungen eines Sy-
stems oder einer Anwendung.
 Anstelle der Oenlegung von Informationen in
MIBs (Management Information Base) und APIs
(Application Interface) ist Modularitat und Kapse-
lung der Informationen anzustreben.
 Ezientes Management fordert ein Paradigma,
das in einfacher Weise skalierbar ist, geeignet
fur Hochgeschwindigkeitsnetzwerke oder Netzwerke
mit niedriger Bandbreite.
 Ein Informationstransfer auf andere Plattformen
soll leicht vollziehbar sein.
 Um eektiv zu sein, mussen Manager das Ausma
und die Komplexitat von Informationen bewaltigen,
die groe heterogene, verteilte Systeme charakteri-
sieren. Dazu ist das Uberwachen (Monitoring), die
Interpretation und die Kontrolle von Betriebsmit-
teln (Hard- und Software) notig.
 Organisationen brauchen Netzwerke, die sich selbst
verwalten, um technisches Personal einsparen zu
konnen.
 Gerateausfall, Leistungsinezienz, unpassende An-
forderung von Betriebsmitteln, Sicherheitsbelange
und Accounting sollten entsprechende Behandlung
nden.
 Sicherheit: Durch statistische Beobachtungen ist es
leicht, kritische Netzwerkresourcen zu identizieren
und dort eine Storung zu verursachen und damit
das Netzwerk lahmzulegen. Ein Mindestma an Si-
cherheit mu eingehalten werden:
{ Authentisierung des Zugris
{ Datenintegritat: Daten durfen wahrend des
Transports nicht verandert werden
{ Datenzuverlassigkeit
8.2.3 Management durch Delegation
mit Elastic Servern
Yemini und Goldszmidt [Gol, GY93a, GY92] haben ein
Paradigma entwickelt, das die obigen Spezikationen
erfullt: Management durch Delegation mit Ela-
stic Servern
Elastic Server unterstutzen ein Delegationsprotokoll,
um die Funktionalitat eines Servers dynamisch zu kon-
trollieren. Dafur werden einige Grundfunktionen bereit-
gestellt, mit denen man Programme beeinussen kann.
Elastic Server erlauben zusammengesetzte Anwendun-
gen und sorgen fur eine nahtlose Integration bereits vor-
handener Tools.
Programme werden dabei als Daten betrachtet, die
zwischen Prozessen verschickt und spater instantiiert,
d.h. ausgefuhrt werden konnen.
Management durch Delegation ermoglicht die Vertei-
lung von Management Funktionalitat, behalt jedoch die
Kontrolle uber den Ablauf der delegierten Funktionen.
In den weiteren Abschnitten wird dies noch genauer
erortert.
8.2.4 Delegation von Programmen
Eine Anwendung, die auf einem Manager ablauft, kann
Teilprogramme oder auch ganze Programme | in ei-
ner speziellen Skript-Sprache | an einen MAD Agent
(MAD: Management durch Delegation) schicken. Die-
se Ubertragung nennt man Delegation. Das ubertrage-
ne Programm bezeichnet man als delegiertes Programm
(DP). Es werden also nicht mehr die benotigten Gerate-
daten zu der Anwendung transportiert, sondern die An-
wendung zu den Daten oder zumindest in deren Nahe.
Das Programm wird dann in der Daten- bzw. Funkti-
onsumgebung des MAD Agents | in der Laufzeitumge-
bung des Elastic Servers | ausgefuhrt. Dieser Zusam-
menhang ist in Abbildung 8.1 verdeutlicht.
Manager und Agents benutzen ein Delegationsproto-
koll, um ein Programm zu ubertragen und zu kontrollie-
ren. Dieses Protokoll wird spater naher beschrieben.
8.2.5 Elastizitat
Elastizitat ist die Fahigkeit, die Funktionalitat eines Ser-
vers dynamisch zu erweitern oder zu reduzieren wahrend
er in Betrieb ist.
Elastizitat ist nutzlich fur verteilte Anwendungen,
 die lange laufen, da wahrend der Ausfuhrung Ande-
rungen durchgefuhrt werden konnen.
 die in heterogenen Umgebungen ablaufen, da eine
"Ubersetzung" anderer Protokolle leicht zu errei-
chen ist.
 die sich Veranderungen der Umgebung anpassen
mussen, da dies ebenfalls dynamisch ausgefuhrt
werden kann.
 die echtzeitfahig sein sollen, da durch eine dezen-
tralisierte Managementlogik der Kommunikations-
bzw. Interaktionsaufwand wesentlich geringer ist,
und so durch geringere Antwortzeiten das Netzwerk
besser ausgenutzt werden kann.
Elastic Server bieten einen einfachen, aber doch
machtigen Mechanismus, um verteilte Anwendungen zu
erzeugen durch Verbinden bzw. Integrieren von un-
abhangig delegierten Programmen. Bereits vorhandene
Tools konnen so einfach integriert werden.
Elastizitat braucht ein Proze- und Kommunikati-
onsmofell fur erweiterbare Client-Server Interaktionen.
Die Elastizitat wird durch eine Laufzeitumgebung
ermoglicht, die aus einer Sammlung von Threads und
Bibliotheksroutinen besteht.
8.2.6 Vorteile von Management durch
Delegation
Management durch Delegation weist auer den aus der
Spezikation resultierenden Vorteilen, noch weitere auf,
die nun besprochen werden.
 Es wird eine exible Verteilung von Funktionen
und dynamische Allokierung von Betriebsmitteln
unterstutzt.
 Es wird ein Grundgerust geschaen, das die Aus-
druckskraft von Client-Server Interaktionen erhoht.
 Durch dynamische Allokierung von Funktionen in
der Nahe, wo diese gebraucht werden, wird der
Kommunikationsaufwand erheblich reduziert.
 In Netzwerken, in denen die Bandbreite fur Ubert-
ragungen niedrig ist, kann die Autonomie von
Geraten gesteigert werden.
{ Die Uberlebenswahrscheinlichkeit verteilter
Systeme kann erhoht werden.
{ Wenn das Netzwerk ausgebaut wird, oder
mehr komplexe Gerate eingefuhrt werden, ist
es relativ einfach eine Hierarchie aufzubauen,
die eine regionale Autonomie gewahrleistet.
{ Geraten ist es moglich, autonome Manage-
mentfahigkeiten zu erlangen, die abhangig sind
vom Netzwerkstatus.
{ Gerate konnen den Umgebungsstatus dazu be-
nutzen, geeignete Programme zu delegieren
und zu instantiieren, um verschiedene Abstu-
fungen von Autonomie zu etablieren.
 Delegation und Instantiierung konnen bequem ge-
plant (scheduled) werden, so da in Strezeiten nur







Abbildung 8.1: Delegation eines Programms
 Heterogenitat:
Programme konnen so entworfen werden, da sie
spezische Operationsumgebungen und verschie-
dene Eigenheiten von bestimmten Betriebsmitteln
handhaben konnen.
 Es ist kein einheitliches semantisches Modell
fur Geratedaten nach Anpassung an verschiedene
Plattformumgebungen notwendig. Delegation kann
dazu dienen, Umwandlungen zwischen verschiede-
nen Managementprotokollen vorzunehmen.
 Managemententscheidungen konnen ezient durch-
gefuhrt werden, ohne da ein Manager eingreifen
mu.
 Kommunikation zwischen Clients und Management
Programmen konnen durch existierende Protokolle
unterstutzt werden.
 Standards fur Anwendungskommunikation konnen
dazu vereinfacht werden, geeignete APIs (Applica-
tion Interface) zu denieren, die minimale Schnitt-
stellen umfassen.
SNMP dagegen braucht spezielle MIBs, um sich auf
veranderte Anwendungsmodelle einzustellen.
8.2.7 Anwendungen
Einige Anwendungen, fur die man Management durch
Delegation einsetzen kann, sind hier aufgelistet.
Ist ein Server uberlastet oder versagt sein Host, kann
eine Anwendung dynamisch einige ihrer Dienste an
einen Elastic Server eines anderen Hosts delegieren.
Fehlende Rechenbetriebsmittel, etwa Prozessorzyklen,
konnte die Funktionalitat eines Servers herabsetzen.
Durch Delegation einiger Funktionen an andere Server
kann dies relativiert werden.
Software-Upgrades erfordern meist das Herunterfah-
ren der entsprechenden Prozesse. Dann erst konnen
neu kompilierte Versionen aufgespielt werden. Elastic
Server gestatten dies wahrend des Betriebs, d.h. ein
(kurzfristiger) Ausfall des Servers ist nicht erforderlich.
Delegation kann dazu dienen, Umwandlungen
zwischen verschiedenen Managementprotokollen zu
generieren.
Die Heterogenitat von Hardware und Software in
verteilten Systemen erfordert Anwendungen, die mit
mehreren Protokollen umgehen konnen. Durch Be-
reitstellen fester Unterstutzung fur alle moglichen
Kombinationen von Protokollen, ist eine groe Menge
an zusatzlichem Code notwendig, ob er nun gebraucht
wird oder nicht.
Elastic Server bilden einen Rahmen fur Interopera-
bilitat. Sogenannte Anwendungsbrucken konnen an
bestehende Server delegiert werden, um zu erlauben,
mit Clients zu operieren, die verschiedene Protokolle
unterstutzen. Der Codeaufwand wird dadurch erheblich
vermindert.
Ist bei einem Flieband die Steuerlogik in einem Cli-
ent zentriert, konnten Korrekturmanahmen zu spat
ausgefuhrt werden, beispielsweise aufgrund unvorher-
gesehener Verzogerungen im Netzwerk. Durch Elastic
Server konnen Clients die Instantiierung zeitkritischer
Funktionen delegieren, womit auch die Anzahl an Inter-
aktionen zur Kontrolle der Funktion reduziert wird.
8.3 Proze- und Kommunikati-
onsmodell fur Elastic Servers
Wie schon in Kapitel 8.2.3 und 8.2.4 erwahnt, werden
Programme von einem Manager an einen MAD Agent
delegiert. Dieser Abschnitt beschreibt diesen Vorgang
detailierter.
Nach einer genaueren Betrachtung der delegierten
Programme und des Protokolls fur die Delegation, wen-
den wir uns dem Aufbau des Kernels eines Elastic Ser-
vers zu. Der Abschnitt schliet mit einem Anwendungs-
beispiel (Komprimierung von Daten zur Entscheidungs-
ndung) ab, das in Kapitel 8.4 genauer beleuchtet wird.
8.3.1 Delegierte Programme
Bei der Delegation eines Programms wurde bisher still-
schweigend angenommen, da es dabei auch ausgefuhrt
wird. Das ist aber nicht der Fall.
Wird ein Programm von einem Manager an einen MAD
Agent delegiert, wird es in der Umgebung des Agents
abgespeichert. Im Speicher des Agents liegt nun das
delegierte Programm. Um es auszufuhren, mu der Ma-
nager es noch instantiieren. Es wird dann in der Lauf-
zeitumgebung des Elastic Servers ausgefuhrt.
Es gibt verschiedene Moglichkeiten ein Programm zu
starten (Typen delegierter Programme):
 Ein delegierter Proze (complete process) fuhrt ein
unabhangiges Programm aus mit einem Kontroll-
Thread (Kontrollfaden) und einem eigenen Satz von
Daten in der Umgebung des Elastic Servers. Es
lauft als eigenstandiger Proze.
 Eine delegierte Prozedur (pure function) kann aus
dem Kontext eines Elastic Servers aufgerufen wer-
den als lokale Prozedur oder als RPC (Remote Pro-
cedure Call). Die Prozedur kann einenWert zuruck-
geben. Es treten jedoch dabei keine Seiteneekte
auf.
 Das "Programm" kann auch ein delegiertes Pro-
grammobjekt sein. Das ist eine Art passiver Ser-
ver, der sich im Wartezustand bendet, und nur
bei Erhalt einer Nachricht eine entsprechende Ak-
tion ausfuhrt.
Delegierte Programme werden in speziellen
Management-Skript-Sprachen erstellt. Diese mussen
die Fahigkeiten ausnutzen konnen, die der Softwa-
reumgebung des Agents entsprechen. Dies kann zum
Beispiel ein C-, C++- oder Pascal-Dialekt sein mit
eingeschranktem Funktionsumfang:
 Zugangsbeschrankungen mussen berucksichtigt
werden, zum Beispiel die Authentisierung fur das
Abfragen oder des Zurucksetzen eines Wertes.
 Heterogenitat soll ausnutzbar sein
Ist die Hardwarearchitektur des Agents bekannt, an den
das Programm delegiert wird, so kann auch der entspre-
chende Objektcode des Programms delegiert werden.
8.3.2 Delegationsprotokoll
Das Delegationsprotokoll stellt eine Schnittstelle mit
Grundfunktionen zur Verfugung, die es Managern unter
anderem erlaubt, Programme zu delegieren, zu instanti-
ieren, zu unterbrechen und damit fortzufahren, abzubre-
chen und zu entfernen, kurz, deren Ablauf zu kontrollie-
ren. Das Protokoll wird von Managern, die delegieren
und Elastic Servern benutzt.
Die Funktionen sind realisiert durch Threads in der
Laufzeitumgebung der Elastic Server, die es ermogli-
chen, da Clients und Agents (Elastic Server) bzw.
Clients mit ihren Programminstanzen (DPI: Delegierte
Programminstanzen) miteinander zu kommunizieren.
Die Schnittstelle umfat im einzelnen folgende Funk-
tionen:
 ES Delegate(DP,&DPid);
Delegiere das Programm DP an einen Elastic Ser-
ver. Das Programm wird dann im Speicher des Ela-
stic Servers abgelegt und ein Handle auf das Pro-
gramm wird in DPid (Identikation fur delegiertes
Programm) zuruckgegeben.
 ES Instantiate(DPid,Initparms,&DPIid);
Instantiiere das Programm, das durch DPid identi-
ziert wird, und bringe es dadurch zur Ausfuhrung.
Der zustandige Elastic Server liefert ein Handle auf
die Instanz in Form einer ID zuruck in DPIid Beim
Aufruf konnen noch Parameter mitgegeben werden
Initparms, zum Beispiel, ob die Instanz als ei-
genstandiger Proze mit eigenem Adreraum oder
als Thread, angelegt werden soll, der im Adreraum
des Elastic Servers ausgefuhrt wird.
 ES Delete(DPid);
Das delegierte Programm mit der ID DPid wird aus
dem Arbeitsspeicher des Elastic Servers geloscht.
 ES Terminate(DPIid);
Die delegierte Programminstanz mit der ID DPIid
wird abgebrochen.
 ES Suspend(DPIid);
Die delegierte Programminstanz mit der ID DPIid
wird unterbrochen.
 ES Resume(DPIid);
Die Abarbeitung der delegierten Programminstanz
mit der ID DPIid wird fortgesetzt.
 ES SendMsg(DPIid,Msg);
An die delegierte Programminstanz mit der ID
DPIid wird eine Nachricht Msg geschickt.
 ES ReceiveMsg(DPIid,Msg);
Kommuniziere mit anderer Programminstanz
DPIid.
 ES GetStatus(DPIid,&StatusRecord);
Frage Status der delegierten Programminstanz mit
der ID DPIid ab und speichere das Ergebnis in
StatusRecord.
 ES SetStatus(DPIid,StatusRecord);
Setze den Zustand der delegierten Programmin-
stanz mit der ID DPIid auf den Wert von
StatusRecord.
8.3.3 Kernel-Architektur
Die Kernelumgebung enthalt Schnittstellen fur Gerate-
operationen, die den Zugri auf lokale Daten und Funk-
tionen erlauben. Diese Schnittstellen mussen nicht stan-
dardisiert sein.
Der Kernel unterstutzt die Zugriskontrolle, um die
Betriebsmittel zu beschranken, auf die von verschie-
den delegierten Programminstanzen (DPIs) zugegrif-
fen werden kann. Er implementiert Dienste, die eine
Ausfuhrungsumgebung fur DPIs darstellen:
 Der Scheduler stellt Multitasking fur DPIs zur
Verfugung und eine Wakeup-Funktion, die einen
wartenden Thread nach einem gewissen Zeitinter-
vall aktiviert.
 DPI Proze Manager
 IPC (Inter Process Communication)
 Naming Service
Ein paar Begrie, die schon zum Teil eingefuhrt wur-
den:
MAD: Management durch Delegation
MAD Agent: Ein Proze, der delegierte Programme
empfangt.
Ein MAD Agent hat einen gewissen Grad an lokaler
Autonomie. Er exportiert eine feste Anzahl von
Diensten. Zusatzlich ist er aber ein Elastic Server,
dazu in der Lage, seine Fahigkeit durch Delegation
dynamisch auszubauen.
MAD Manager/Client: Ein Proze, der delegiert.
Ein MAD Manager kann selbst wieder ein MAD
Agent fur einen anderen Manager sein.
Die Laufzeitumgebung eines Elastic Servers
wird nun genauer betrachtet. Abbildung 8.2 stellt die
Zusammenhange dar.
Nachdem ein Programm delegiert wurde, gibt der
Agent ein Handle DPid an den Aufrufer zuruck. Mit
dieser ID wird das delegierte Programm im Agent an-
gesprochen. Zu diesem Zeitpunkt liegt das Programm
im Speicher des Agents. Dieses Handle kann mit an-
deren Prozessen geteilt (shared) werden, um mehrere
Instanzen des gleichen Programms zu erzeugen. Mit
der Instantiierung des Programms erhalt der Client ein
Handle DPIid, das die erzeugte Instanz identiziert. Das
Programm lauft nun asynchron in der Laufzeitumge-
bung des Agents ab, entweder als Thread, im Adreraum
des Agents, oder als eigenstandiger Proze mit eigenem
Adreraum. Der Client, der das Programm delegiert
hat erhalt die Handles DPid und DPIid zur Kontrolle
des Programms und der Instanz. Die Ausfuhrung ist,
wie eben erwahnt, unabhangig von der des Clients. Der
Client hat jedoch die Kontrolle uber den Ablauf des Pro-
gramms.
Die Komponenten der Laufzeitumgebung und deren
Zusammenhange sind hier naher beschrieben:
 Der Controller initialisiert die Umgebung des Ela-
stic Servers beim Start. Er instantiiert alle Threads
der Komponenten, ladt und instantiiert vorher de-
legierte Programme.
Wahrend des normalen Betriebs ist der Controller
fur das lokale Management des Agents verantwort-
lich.
Beim Terminieren, raumt er auf (Clean-Up).
 Das Delegationsprotokoll wird durch einen Thread
implementiert. Es beschreibt die in Kapitel 8.3.2
aufgefuhrten Funktionen.
 Der Speicher (Repository) dient dazu delegierte
Programme abzulegen (als Quellcode oder Objekt-
code), die dann instantiiert werden konnen.
 Der Ubersetzter fur delegierte Programme (Trans-
lator) ist dazu da, delegierte Programme zu uber-
prufen und zu ubersetzen:
1. Das delegierte Programm wird auf Legalitat
hin untersucht, d.h., ob es einer bestimmten
Programmiersprache (Skript-Sprache) genugt.
2. Liegt kein Fehler vor und enthalt das Pro-
gramm Quellcode, so wird es in Objektcode
ubersetzt.
3. Der Objektcode des delegierten Programms
wird im Speicher abgelegt. Es wird eine Da-
tenstruktur angelegt fur den Code und fur
zusatzliche Attribute, z.B. welche Sprache,
welche Betriebsmittel notig sind, etc.
 Der DPI Manager erlaubt es, den Zustand der de-
legierten Programme bzw. der Programminstanzen
zu verandern: Instantiierung, Terminierung, Unter-
brechung, usw.
 Der Naming Service stellt einen eigenen, protokoll-
neutralen Weg dar, Namen an delegierte Program-
minstanzen zu binden.
 Ein Dienst fur IPC (Inter Process Communication)
unterstutzt die asynchrone, lokale Kommunikation
zwischen Thread-DPIs bzw. Proze-DPIs.
 Der Scheduler erlaubt praemptives Planen (Schedu-
len) fur Thread-DPIs.
DPIs und OCPs (Observation and Control Points,
siehe unten) werden als unabhangige Prozesse in der
Laufzeitumgebung des Agents ausgefhrt.
Um dynamisch verteilte Anwendungen zu erstellen,
sind Verbindungen zwischen Clients, Servern und de-
legierten Prozessen erforderlich. Die Instantiierung und
die Zugriskontrolle auf andere Prozesse und Daten,
sowie die interne Struktur eines MAD Agents und die
Beziehungen zwischen ihren Komponenten ist in Abbil-
dung 8.1 dargestellt.
Instantiierte Prozesse oder Programme (DPIs)
konnen Verbindungen aufbauen, um Nachrichten zu
senden und zu empfangen, oder um Funktionen im
Agent selbst oder in anderen Servern aufzurufen.
Kommunikation zwischen Thread-DPIs ist direkt
moglich uber Shared-Memory. Die Kommunikation
zwischen Proze-DPIs ist implementiert uber BSD
Socket-Schnittstellen.
Wie in Abbildung 8.3 zu sehen ist, bekommen die In-
stanzen (DPIs) ihre Daten von entfernten verwalteten
Objekten uber sogenannte OCPs (Observation Control
Points). Ein OCP ist ein Proze in einer MAD Agent-
Umgebung, der einen Satz von Diensten anbietet, um
es DPIs zu ermoglichen mit Managed Objects zu kom-
munizieren. Eine OCP-Schnittstelle versteckt die De-
tails des Managementprotokolls; es kann auerdem ein
gegebenes Protokoll reproduzieren. So ist ein einfacher

















































Abbildung 8.3: Delegierte Programminstanzen
Informationen sind also gekapselt (Information hiding).
Diese Dienste umfassen:
 Reprasentation von Managed Objects, von Ereig-
nissen oder von Signalen und macht diese anderen
DPIs zuganglich.
 Der Status von Managed Objects kann abgefragt
werden.
 OCPs konnen Werte von Attributen lokal speichern




Fur Managemententscheidungen mussen aus den
vorhanden Daten, die in Managed Objects (MIBs)
abgelegt sind, bestimmte Informationen extrahiert und
verknupft werden. Diese Auswahl und Verknupfung der
Daten nennt man Komprimierung1. Die Entwicklung
eektiver Technologien fur Komprimierung in Echtzeit
stellt ein zentrales Problem von Netzwerkmanagement
dar.
Management durch Delegation sieht dafur den folgen-
den Ansatz vor:
Die Komprimierung wird durch eine Health-Funktion er-
ledigt, auf die in Kapitel 8.4 noch detailierter eingegan-
gen wird. Diese Funktion wird meist als Linearkombina-
tion von MIB-Daten zu einem Index-Wert umgerechnet,
der den Netzwerkstatus beschreibt. Dieser Index wird
fur Managemententscheidungen verwendet. Dabei erge-
ben sich die folgenden Probleme:
 Health-Funktionen konnen nicht Teil einer stati-
schen MIB sein, da sie abhangig sind von Kon-
guration, Installation, Site (Standort) und Zeit.
 Health-Funktion ist ungeeignet fur zentralisierte
Managementplattformen nach dem traditionelles
Client-Server-Prinzip, da dies in exzessives Polling
(zyklisches Abfragen von Daten) ausarten wurde.
Beispiel: Gerate werden alle 0; 1 Sekunden abge-
fragt und die Anzahl der untersuchten Schnittstel-
len sei 200. Dann waren 2000 SNMP Anfragen pro
Sekunde notwendig.
 Das Ziel ist daher, Daten direkt an der Quelle
zu komprimieren, damit Pollen vermieden wird;
denn dadurch wird die Berechnung der Health-
Funktion beeinut, da die Daten Werte nicht zeit-
synchron abgefragt werden. Verhindert wird Pol-
ling durch Delegation von Health-Funktionen an
MAD Agents.
 Ein direkter oder zumindest raumlich naher Zugri
auf Operationswerte und minimale Antwortzeiten
erlauben auch eine hohe Genauigkeit.
1. . . nicht im Sinne von Packen.
 Durch Kombinieren von Health-Indikatoren konnen
groe Mengen an Daten eektiv komprimiert wer-
den.
 Agents, die Health-Funktionen berechnen, konnen
sofort Gegenmanahmen einleiten, ohne da ein
Eingreifen eines Managers erforderlich wird.
Beispiel: Wenn eine Leitung zu oft benutzt wird,
kann ein Uberwachungsproze die Anfragen durch
andere Leitungen weitergeben, oder auch die Lei-
tung (temporar) vom System abkoppeln.
Goldszmidt [GY93b] hat eine Anwendung entwickelt,
die einen Health-Index eines verteilten Systems berech-
net. Es werden dabei dynamisch Uberwacher (OCPs)
erzeugt, die das Verhalten von Netzwerkelementen er-
mitteln und in einem Wert umrechnen mit Hilfe von ver-
schiedenen Health-Funktionen. Die errechneten Index-
Werte konnen in ubergeordneten Health-Funktionen
wiederum kombiniert werden zu einem globalen Index-
Wert, dem Health-Index. Dieser stellt eine quantitative
Reprasentation des Systemzustandes dar, der beispiels-
weise vom System graphisch angezeigt werden kann.
Die Anwendung bedient sich dabei der Vorteile der Ela-
stic Server Fahigkeit, wahrend der Ausfuhrung dyna-
misch die Funktionalitat der Prozesse zu erweitern oder
zu reduzieren.
Fur ein gegebenes System mu die Bewertung der
Health-Parameter naturlich dynamisch varriert werden,
da sich die Umgebung uber die Zeit hinweg andert.
Beispiel: Die Anzahl der Benutzer an Terminals.
8.4 Health-Anwendung
Managemententscheidungen, wie z.B. Abkoppeln eines
Gerates, werden abhangig vom Systemzustand getroen.
Ein geeignetes Ma zu nden bzw. eine Auswertungs-
funktion zu entwickeln, die den "Gesundheits"-Zustand
eines heterogenen, verteilten Systems beschreibt, ist ei-
ne schwierige Aufgabe. Eine solche Funktion berech-
net durch Verknupfen bestimmter Daten (Komprimie-
rung von Daten, siehe Kapitel 8.3.4) einen oder mehrere
Index-Werte, die den Zustand des Systems wiedergeben.
Solch ein Index ist vergleichbar mit den Indizes aus der
Wirtschaft: DAX (Deutscher Aktien Index), Dow Jones
Index oder Inationsrate.
Je nach dem Wert des Index werden bestimmte Mana-
gementaktionen ausgefuhrt. Einen solchen Index-Wert
nennt man Health-Index, die entsprechende Funktion da-
zu heit Health-Funktion.
Wann ein verteiltes System "gesund" ist, ist jedoch
von System zu System verschieden, da dies von der je-
weiligen Installation abhangig ist. Man denke dabei
zum Beispiel an Konguration von Geraten, admini-
strative Absicherungen oder an den Nutzungsgrad bzw.
Verzogerungszeiten.
Was fur eine akademische Abteilung ausreicht, mag
inakzeptabel sein fur die Intensivstation eines Kranken-
hauses.
Die Parameter fur die Health-Funktion sind also
system- und zeitabhangig.
Health-Funktionen konnen deshalb auch nicht statisch
deniert werden, sondern sollten dynamisch an Agents
gebunden werden konnen.
Die Berechnung der Health-Indizes basiert auf Infor-
mationen, die man von Uberwachern, den OCPs (Ob-
servation and Control Points), erhalt, wie in Abbil-
dung 8.4 zu sehen ist. Die OCPs beobachten das Verhal-
ten von Managed Objects und erzeugen Diagnosewerte.
Die Uberwacher (OCPs) mussen spezische Details des
Netzwerkes kennen, z.B. wo ein Fehlerzahler zu nden
ist. Die Health-Anwendungen werden so geschutzt vor
gerate- und protokollspezischen Details.
Wie auch in Abbildung 8.4 zu sehen ist, erhalten
Health-Objekte Berichte (Reports) von den OCPs, die
Informationen enthalten, woraus dann ein Health-Index
berechnet wird. Schlielich wird ein endgultiger Index-
Wert an den Manager ubergeben.
Die von Goldszmidt [GY93b] beschriebene Health-
Funktion wird dazu benutzt, die Leistung eines verteil-
ten Systems zu berechnen. Auerdem werden durch
eine Bewertung Fehler aufgespurt und korrigiert. Die
dynamische Zusammensetzung und Kongurierung der
Health-Anwendung wird erreicht durch Benutzung von
Elastic Servern. Komponenten der Health-Anwendung
werden dabei dynamisch delegiert und bieten Dienste
an, die von Managern aufgerufen werden konnen, um
Kongurationsanderungen zu unterstutzen.
So ist etwa eine Liste von Prozessen, mit denen eine
delegierte Programminstanz kommunizieren darf, dyna-
misch kongurierbar.
8.4.1 Health-Funktion
Eine Health-Funktion berechnet einen Health-Index aus
ihren Eingabewerten. Diese konnen wiederum Health-
Indizes sein aus untergeordneten Health-Funktionen.
Ein Index berechnet sich oft durch eine Linearkom-
bination von Variablen (z.B. Zahler, Fehlerraten), die
uber OCPs geliefert werden (siehe Kapitel 8.4). Jede
Variable tragt so ihren Teil zum Health-Index bzw. Sy-
stemzustand bei.
Beispiel: Gegeben seien zwei MIB-Zahler:
ifInOctets = Anzahl der erhaltenen Bytes durch
eine Schnittstelle seit Gerate-Initialisierung
ifOutOctets= Anzahl der gesendeten Bytes durch
eine Schnittstelle seit Gerate-Initialisierung
Die Nutzung der Schnittstelle zum Zeitpunkt t kann
deniert werden als:
U(t) =
(ifInOctets+ ifOutOctets)  8
ifSpeed  t  100
Das Ma U(t) gibt den Nutzungsdurchschnitt uber
ein Zeitfenster seit Initialisierung an.
Ublicherweise liefert nur die Dierenz im Verhaltnis
zum aktuellen Wert einen brauchbaren Indikator fur den
Netzwerkzustand.
Ein nutzlicher Indikator des unmittelbaren Netzwerk-
zustands ist durch die Ableitung u(t) = U 0(t) gegeben
(U(t) aus obigem Beispiel). Diese kann durch hau-
ges Abfragen der entsprechenden Variablen und Die-
renzenbildung von U(t) approximiert werden.
Beispiel: Unmittelbare Fehlerrate, Prozentsatz von




Auch hier ist nur e(t) = E0(t) von Interesse.
Wie schon erwahnt konnen einzelne Indikatoren wie-
derum linear kombiniert werden zu einer neuen Health-
Funktion.
Beispiel: U(t), E(t), sowie u(t) und e(t) aus obigen
zwei Beispielen. Dann kann man eine neue Health-
Funktion wie folgt denieren:
H(~e; ~u) = ~A~e+ ~B~u
mit ~e aus e(t) fur alle Indikatoren bzw. analog fur
~u und mit den Gewichtsvektoren ~A und ~B.
8.4.2 Schwellwertentscheidungen
Netzwerkmanagemententscheidungen konnen be-
schrieben werden durch Schwellwertentscheidungen
| Bool'sche Funktionen uber der Menge der Ma-
nagement Uberwachungen. Anwendungen benutzen
Entscheidungsprozesse, um Aktionen auszulosen.
Zum Beispiel, wenn die Fehlerrate fur das Lesen von
Daten uber eine Leitung einen gewissen Wert ubersteigt,
werden Manahmen ergrien.
Oft mu jedoch eine ganze Anzahl an Indikatoren
gleichzeitig betrachtet werden.
Eine hohe Fehlerrate kann auch von erhohtem Netz-
verkehr stammen. Dies mu entsprechend Berucksichti-
gung nden.
Eine linear gewichtete Groe ist eine eziente Me-
thode, um Variablen in einer Schwellwertfunktion zu
verwenden: Sei ~x = (x
1
; : : : ; xk) eine Sammlung von
Variablen, die zur Entscheidung beitragen sollen und
~w = (w
1
; : : : ; wk) ein Satz von Gewichten. Die Health-
Funktion h ist dann deniert durch das Skalarprodukt:




Eine lineare Schwellwertentscheidung ist demnach:
H = f~x j h(~x)  0g
Werte von ~x in H denieren Ausnahmeereignisse, die
eventuell Probleme andeuten.
Ein Vergleich auf einen anderen Wert, etwa  c ist
einfach moglich durch Erweiterung der Vektoren ~w und





























Die Summe wird dann naturlich uber k + 1 Elemente
gebildet.
Diese Methode ist einfach und schnell auszuwerten.
Sie ist auerdem attraktiv, da H als Eingabe fur wei-
tere Health-Funktionen dienen kann, da H die Fehler-
Indikatoren enthalt.
Managementaktionen mussen nur manchmal durch-
gefuhrt werden, wenn zum Beispiel unpassendes Verhal-
ten ber eine gewisse Zeit bestehen bleibt oder wenn es
periodisch auftritt. Das mu durch geeignete Operatoren
in die Health-Funktion eingehen.
Indikatoren konnnen variieren abhangig vom Netz-
werk und der Zeit. Die Health-Funktion mu da-
her angepat werden durch Veranderung der Gewich-
te. Dies kann geschehen durch Losungsansatze, die
vom Perzeptron-Training bekannt sind, etwa Algorith-
mus der kleinsten Quadrate, denn nichts anderes liegt
hier vor als ein einschichtiges Perzeptron. Durch das
Training werden schlielich die Gewichtswerte optimal
angepat.
Sollen mehrere Health-Funktionen bercksichtigt wer-
den, hat man ein mehrschichtiges Perzeptron, das auf
entsprechende Weise trainiert werden kann. Training-
salgorithmen ndet man in der einschlagigen Literatur.
8.5 Kritikpunkte
Nachdem die wesentlichen Merkmale des "Management
durch Delegation"-Ansatzes besprochen wurden, sollen
noch einige Kritikpunkte aufgezeigt werden.
 Zugrisrechte:
Eine Identizierung ist notwendig zur Einhaltung
der Sicherheitsbestimmungen.
Unterschiedliche Abstufungen des Zugris mussen
realisiert werden, ob zum Beispiel ein Objekt nur
ein Program ausfuhren darf, oder auch Informatio-
nen abfragen darf, oder ob ein Objekt vollige Kon-
trolle uber den Agent hat.
 Zugri auf Informationen anderer Managed Objects
durfen nur uber OCPs abgewickelt werden. Ein
willkurlicher Zugri ware fatal) Zugriskonik-
te
OCPs mussen in der Umgebung des MAD Agents
allokiert und gewartet werden.
 Indeterminismus von Managementaktionen:
Betrachte beispielsweise einen Agent, an den einige
Programme delegiert wurden, die alle auf ein Er-
eignis E warten. Tritt E dann ein, welche Aktion
wird dann zuerst ausgefuhrt? . . . Die Reihenfolge
kann das Resultat ganz entscheidend beeinussen.
Beispiel: Ein X.25 Kontroller enthalt einen Agent,
der zustandig ist fur Kontrolleroperationen.
An den Agent wurden 3 Skripts von verschie-
denen Managern delegiert, die ausgefuhrt wer-
den sollen, wenn das Ereignis "Puer voll" ein-
tritt. Die Skripten sind:
1. Starte Diagnoseprogramm, um moglichen
Link- oder Kontrollerfehler aufzudecken
und starte Kontroller neu
2. Werte Leistungsparameter aus und be-
grenze lokale Benutzung von Betriebsmit-
tel
3. Gib Inhalt von Puer aus und fuhre Reset
aus
Indeterminismen sind vermeidbar durch die Be-
dingung, da Programme zum gleichen Ergebnis
fuhren, unabhangig von der Ausfuhrungsreihenfol-
ge. Andernfalls mu die Reihenfolge durch Prio-
ritaten festgelegt werden.
Management-Aktionen konnen sich gegenseitig be-
einussen. Das stellt ein Risiko fur Fehler dar. Feh-
ler treten meist dann auf, wenn Auswertung eines
Ereignisses oder einer Aktion Anderungen in ande-
ren Managed Objects auslost, die ebenfalls benutzt
werden. Solche Fehler konnen sich fortpanzen und
schlimmstenfalls alles blockieren.
8.6 Zusammenfassung
Management durch Delegation: Dieses Forschungs-
gebiet steht noch ziemlich am Anfang. Es zeigt jedoch
auf, da bisherige Standards keine "Alleskunstler" sind.
Der Weg zu sich selbst verwaltenden Netzwerke ist noch
weit.
Ein Prototyp mit einer MAD Umgebung ist imple-
mentiert. Er stellt eine Umgebung zur Verfugung, um
delegierte Anwendungen zu entwickeln, zu verwalten
und zu debuggen durch Delegation. MAD Agents schlie-
en dabei Netzwerkmanagement mit ein.
8.6.1 Prototyp
Aktueller Status des Prototyps; Implementiert sind:
 Proze Manager fur delegierte Programminstanzen
 Delegationsprotokoll
 Speicher zum Ablegen/Laden von delegierten Pro-
grammen
 Ubersetzer fur delegierte Programme, geschrieben
in einem C- oder C++-Dialekt
 SNMP basierter OCP, der es einem MAD Agent
erlaubt, ebenso als SNMP Agent zu arbeiten
 IPC Dienst zum Versenden von Nachrichten
 einfacher MAD Agent Kontroller
 zwei Benutzerschnittstellen: eine unter X und ein
einfaches Text-Terminal
Auerdem wurden einige simple Anwendungen geschrie-
ben, die auf MAD Agents als delegierte Programme lau-
fen. Der Prototyp kann Management Skripts empfan-
gen, ubersetzen, linken und ausfuhren (asynchron).
8.6.2 Kosten
Ein groer Vorteil von Management durch Delegation
ist der niedrige Kommunikationsaufwand (von Nachrich-
ten). Die Flexibilitat und die gesteigerte Ausdruckskraft
ist jedoch nicht umsonst. Es sind mehr Rechenzyklen
und mehr Speicher in MAD Agents erforderlich.
Die Kosten dafur kann man grob in zwei Kategorien
einteilen:
 feste Komponenten (eingebauter MAD-Support)
 variable Teile (OCPs, DPs, DPIs)
Da durch schlechtes Netzwerkmanagement erhohte
Kosten entstehen, die Kosten fur Rechengerate jedoch
stetig abnehmen, insbesondere von Mikroprozessoren,
kann man diese Einbuen rechtfertigen.
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Das Distributed Computing Einvironment (DCE) der
Open Software Foundation (OSF) stellt eine Reihe von
Softwarekomponenten bereit, um die Erstellung von ver-
teilten Anwendungsprogrammen auf heterogenen Rech-
nerknoten zu unterstutzen. Dieser kleine Aufsatz be-
schrankt sich hauptsachlich auf die Themen, Gesamt-
systemarchitektur des DCE sowie Teilarchitektur seines
Komponenten.
9.1.1 Begriserklarungen
Im folgenden werden zwei wichtigen Begrie, die sich
um DCE beziehen, namlich verteilte Anwendung sowie
verteiltes System erklart. Dadurch kann die Verstandi-
gung dieses Aufsatzes erleichert zu werden.
Verteilte Anwendung
In den letzten Jahren gewinnen verteilte Anwendungen
in den umfangreichen Gebieten immer zunehmend an
Bedeutung. Sie lassen sich beschreiben als Program-
me einer Menge von Modulen, die auf unterschiedlichen
Rechnern platziert sind und wahrend ihrer Verarbeitung
uber ein Kommunikationsnetz interagieren. Bild 9.1
zeigt ein Beispiel einer verteilten Anwendung im Bereich
der Buro- und Fertigungs- Automatisierung. In diesem
verteilten System konnen z.B verteilte Anwendungen
wie Projektplanung, Buchhaltung, Fertigung und etc.
unterstutzt werden.
Verteiltes System
Ein verteiltes System setzt sich aus einer Menge der be-
teiligten Rechnerknoten, dem Kommunikationsnetz so-
wie der systemnahen Software zur Realisierung der ver-
teilten Anwendungen zusammen. Ebenfalls spiegelt sich
diese Denition intuitiv im Bild 9.1. Heutzutage wer-
den auer standardisiertes ISO/OSI Referenzmodell ei-
nige spezielle verteilte Systeme entwicklet, wozu SUN
ONC, OMG/CORBA, ODP-Referenzmodel und DCE
gehoren. Im folgenden werden wir uns nur mit DCE
weiter beschaftigen.
9.1.2 Historische Entwicklung des DCE
Die Open Software Foudation (OSF) mit Haupt-
sitz in Cambridge, Massachussetts, wurde im Jahre
1988 gegrundet mit der Zielstrebung, herstellerneutrale
Software-umgebungen zu schaen, die globale Interope-
rabilitat verschiedener Systeme ermoglichen. Die Orga-
nisation OSF umfat als Mitglieder Rechnerhersteller,
Softwarehauser, industrielle Anwender, oentliche Insti-
tute, Forschungsinstitute und Universitaten. Im Jahre
1989 konnten Technologievorschlage fur das verteilte Sy-
stem DCE eingereicht werden. Erst im Mai 1990 wurde
die Auswahl der verschiedenen Vorschlage abgeschlos-
sen. Danach wurde die Integration der Technologiekom-
ponenten durchgefuhrt. Anfang 1992 stand die erste Vi-
sion des DCE zur Verfugung.
9.1.3 Aufgaben der Dienstelementen
von DCE in den Anwendungen
Das DCE stellt ein spezielles verteiltes System dar,
das relativ umfangreiche Software-Mechanismen zur Un-
terstutzung der verteilten Anwendungen bietet. Es setzt
sich aus einer Reihe von Systemkomponenten mit zu-
gehorigen Werkzeugen und Laufzeitbibliotheken zusam-
men und stellt Softwarelosungen fur die in den verteilten
Anwendungen entstehenden Probleme.
Kommunikation und Heterogenitat
In DCE Umgebung dient Remote Procedure Call (RPC)
zur Kommunikation zwischen Modulen. Auf Basis in-
tegrierter Datenkonvertierungsmechanismen wird ubri-
gens die Kommunikation zwischen heterogenen Syste-
men unterstutzt.
Modularisierung und Systemgroe
Mit wohldenierten Schnittstellen und Typprufung bei
RPC-Kommunikation wird eine strikte Modularisierung
der Anwendungssoftware erzwungen. Dadurch kann

























Abbildung 9.1: Beispiel einer verteilten Anwendung
Parallelitat und Synchronisation
DCE bietet Thread Service und Distributed Time Ser-
vice zur Parallelisierung sowie Synchronisation in den
verteilten Anwendungen.
Sicherheit
Die Probleme des Zugris- und Datenschutzes werden in
DCE durch einen Authentisierung- und Autorisierungs-
dienst (Security service) gelost.
Verteilte Namensverwaltung
Die verteilte Namensverwaltung wird durch miteinander
integrierte Dienste erbracht, den Cell Directory Service
(CDS) und den Global Directory Service.
Verteilte Datenhaltung und PC-Integration
Das DCE verfugt uber Distributed File System (DFS)
und Diskless Support Service (DSS) zur verteilten Da-
tenhaltung. Besonders unterstutzt DSS die Dateiverwal-
tung im Rechner ohne Hintergrundspeicher. Schlielich
konnen Personal Computer mittels des DCE PC Integra-
tion (PCI) in eine DCE Umgebung einbezogen werden.
9.2 Architektur des OSF DCE
Im diesen Abschnitt wird zuerst die Gesamtarchitektur
des DCE und die Struktur der Teilkomponenten darge-
stellt. Danach wird das Zusammenwirken der Teilkom-
ponenten beleuchtet.
9.2.1 Schichtenarchitektur
Die Architekturmodell des DCE ist im Bild 9.2 skiz-
ziert. Hier werden die Beziehungen zwischen verschie-
denen Komponenten deutlich gezeigt. Als Vorausset-
zung fur verteilte Anwendung und DCE-Komponenten
stehen jeweils das im Rechnerknoten lokal installier-
ten Betriebssystem und die auf dem Rechner verfugba-
ren Transportdienste sowie Netzbetriebssystem zur
Verfugung. Das verteilte System DCE steht im Kern
des Schichtenmodells. Das oberste Element, die verteil-
te Anwendung, greift generell direkt oder indirekt auf
alle anderen Komponenten. Das bedeutet, da hohe-
re Komponenten direkt und auf die untere Komponen-
ten durchgreifen konnen. Nach Einsatzmethode in den
Anwendungen unterscheiden sich zwei artige Dienste,
Basisdienste und weitergehende Dienste, im verteilten
System DCE. Threads, RPC, Cell Directory, Security
und Distributed Time Service sind als Basisdienste, de-
ren Programmschnittstelle dem Anwender bekannt sein
mussen. Dadurch konnen sie in den verteilten Anwen-
dungsprogrammen direkt eingesetzt werden. Die ande-
ren Dienste, der Global Directory Service, das Distri-
buted File System, der Diskless Support Service und
die PC-Integration werden als weitergehende Dienste be-
zeichnet. Sie werden dem Anwender vielmehr direkt an
der konventionellen Betriebssystemschnittstellen ange-
boten.
9.2.2 Struktur von DCE-Cells
Eine DCE-Umgebung wird wegen organisatorischen
Grunden in den sogenannten Cells aufgeteilt. Wie Bild
9.2 gezeigt besteht jedes Cell aus einer Menge von Rech-
nerknoten und ist strikt disjunkt mit anderen Cells. Au-
erdem wird jedes Cell getrennt und weitergehend auto-
nom verwaltet. Dadurch werden groe Systeme besser
beherrscht. Cells dienen einerseits zur ezienten Rea-
lisierung der DCE-Dienste innerhalb einem Cell, ande-
rerseits zur Reduzierung der Anzahl der erforderlichen
Interaktionspfade zwischen DCE-Komponenten auf ver-
schiedenen Rechnern. Zum Beispiel kann Produktmana-
gement meistens innerhalb Cell A (9.2) geleistet werden.
9.2.3 Die Teilkomponenten des DCE
Thread Service
Der DCE Thread Service realisiert eine portable Imple-
mentierung von leichtgewichtigen Prozessen (Threads)
gema dem Standard POSIX 1003.4a. Wie im Bild 9.3
angedeutet unterscheiden sich Threads (Prozesse) von
Betriebssystemprozessen dadurch, da sie auf gemein-
samen Adressraum zugreifen konnen. Threads dienen
zur parallelen Ausfuhrung verschiedener Sektionen ei-
nes Programmes, aber jede Thread hat eigenes aus PC,


















Lokale Betriebssystem− und Transportdienste
Verteilte Anwendungen


























Abbildung 9.3: Kooperierende DCE-Cells
(Gemeinsamer Adressraum) (Gemeinsamer Adressraum)
Thread−Scheduler Thread−Scheduler
Benutzereingaben
Betriebssystem Prozess A Betriebssystem Prozess B
Auftraege und Daten
Thread 1 Thread 2 Thread 3 Thread 4 Thread 5
PC PC PC PC PC
SP SP SP SP SP
Stack Stack Stack Stack Stack
Abbildung 9.4: Struktur von Threads
von einem speziellen Thread-Scheduler verwaltet. Ubri-
gens verfugt das DCE Bibliotheksfunktionen zum Er-
zeugen und zum Loschen von Threads sowie zur Thread-
Synchronisation. Ein Beispiel fur die Parallelitat ist im
Bild 9.4 (links) dargestellt, wahrend Thread 1 standig
auf Benutzereingaben wartet, fuhren die anderen zwei
Threads die Berechnungsauftrage aus.
Remote Procedure Call
Der RPC ist der Basiskommunikationsmechanismus
im DCE. Er realisiert Fernaufrufe im Rahmen des
Client/Server-Modells. Ein entfernter Prozeduraufruf
lauft grob wie folgend ab (siehe Bild 9.5):
1. Binden: Ein Client wahlt mit Hilfe der Schnittstel-
lenspezikation den gewunschten Server aus.
2. Aufrufubertragung: Der Client setzt lokal einen
Aufruf ab und dieser wird von System in Form von
Nachrichten an den Server ubertragen.
3. Aufrufausfuhrung: Das Laufzeitsystem des Servers
dekodiert den empfangenen Nachrichten und selek-
tiert die aufzurufende Prozedur. Danach wird die
Prozedur ausgefuhrt.
4. Optionale Unterbeauftragung: Wahrend der
Ausfuhrung kann geschachtelter Fernaufruf von
Prozedur (in Server 2) abgesetzt werden.
5. Ergebnisruckgabe: Der Server kodiert die Ergebnis-
se des Aufrufs und ubertragt diese an den rufenden
Client zuruck. Danach setzt der Client seine Bear-
beitung fort.
Das DCE RPC besteht aus mehreren Teilkompo-
nenten, die jeweils verschiedene Funktionalitat darge-
stellt. Die Zusammenwirkung zeichnet sich im Bild 9.6
aus. Die Beschreibungssprache IDL (Interface Denition
Languge) speziziert RPC-Schnittstellen, die mit dem
IDL Compiler ubersetzt werden. Der UUID Genarator
des DCE RPC erzeugt systemweit eindeutige Kennun-
gen (UUIDs, Universal Unique Identiers) zur Identi-
kation der RPC-Schnittstellen. In jedem RPC-fahigen
Rechnerknoten dient ein RPC-Damon wahrend des Bin-
devorgangs zur Zuordnung ankommender Aufrufe. Die
Abwicklung von RPCs zur Laufzeit erfolgt durch RPC-
Laufzeitsystem. Auerdem verfugt RPC noch einen
Kontrollprogramm (rpccp, RPC Control Program) fur
die Verwaltungsaufgaben.
Directory Service
In einem verteilten System dient Directory Service zur
Abbildung logischer Namen (Benennung von Instanzen,
wie z.B Modulen, Endbenutzern, . . . ) auf Netzadressen.
Damit kann die Adresse von Instanz mittels einem Direc-
tory Service bei Angabe des logischen Namens geliefert
werden. Der setzt sich wieder aus zwei Teilkomponen-
ten, namlich Cell Directory Service (CDS) und Global
Directory Service (GDS) zusammen.
Der CDS verwaltet Namen innerhalb einer DCE-Cell
und besteht aus einem oder mehreren CDS-Servern. Da-
durch wird die Ezienz bei Namensanfragen erheblich
erhoht. Wegen Replikation steigt auch die Verfugbar-
keit des CDS. Die Namensverwaltung im CDS (Bild 9.7)
ist wie im UNIX uber einen hierachischen Namensraum.
Der GDS ist fur die Abbildung von Namen, die uber die
Grenzen einzelnes Cell hinaus verwaltet sind, zustandig.
Damit stellt Der GDS das Bindeglied zwischen verschie-
denen CDS dar. Das heit, der GDS stellt den Namen
von Cells im globalen Namensraum dar, zum Beispiel:
/../C=DE/O=OSF/OU=Entwicklung/Abteilung1
/WS5/printserver
Der GDS wird wie CDS auch durch mehrere Server im-
plementiert. Hier werden Replikationstechniken (Ser-
verseite) zur Erhohung der Verfugbarkeit und Caching-
Mechanismen (Clientseite) zur Ezienzsteigerung ein-
gesetzt.
Security Service
Durch Authentisierung, Autorisierung und Verschlusse-
lung kontrolliert der DEC Sicherheitsdienst den Zugri
unberechtigter Benutzer oder Programme auf Daten,
Dienste und Nachrichten innerhalb DCE-Umgebung.
Dieser Dienst wird primar zusammen mit dem RPC ein-
gesetzt. Weiterhin bietet DCE Security Service nach
Granularitat der Authentisierung funf verschiedene Si-
cherheitsklassen an, namlich:
Klasse 1 : Authentisierung zu Beginn einer Interakti-
onsphase mit einem Server.
Klasse 2 : Authentisierung pro Aufruf eines Servers.
Klasse 3 : Authentisierung pro Ubertragungspaket.
Klasse 4 : Schutz vor Modikation von Nachrichten.
Klasse 5 : Vollstandige Verschlusselung.
Der grundlegende Ablauf bei der Anwendung des Se-
curity Service durch einen Benutzer ist im Bild 9.9 dar-
gestellt. Dieser wird in vier verschiedenen Phasen ge-
gliedert:
Benutzerverwaltung: Hier tragt Systemmanager
einen Benutzer mit seinem Namen und seinem Pawort,
der von Register-Server verwaltet wird, in eine globale
Security-Datenbisis des Sicherheitsdienst ein (1).
Login: Die gesamte Anmeldung eines Benutzers
setzt sich aus (2), (3) zusammen und wird durch
Login-Komponente (Clientseite), Authent.-Server und
Security-Datenbasis (Serverseite) unterstutzt.
Autorisierung: Diese Phase schliet (4), (5) ein. Der
Priviledge Server uberpruft die Zugrisrechte auf einen
bestimmten Server mittels Autorisierungsinformation
und kodiert bzw. liefert die Autorisierungsinformation
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Abbildung 9.9: Authentisierung und Autorisierung
Server-Aufrufer: Der RPC-Aufruf wird hier aus-
gefuhrt, zugleich uberpruft der Server nochmal die Zu-
grisrechte. Wenn sie nicht stimmen, wiederholen sich
die Vorgange (4), (5), (6).
Distributed Time Service
Der DCE Distributed Time Service hat die Auf-
gabe, im verteilten System die System-Uhren in ver-
schiedenen Rechnerknoten zu synchronisieren. Wie im
Bild 9.10 dargestellt, kommen die Synchronisationen
hauptsachlich durch periodische Anfragen an Time Ser-
ver zustande. Innerhalb eines Cell existiert mindestens
ein Time Server und die anderen Rechner im Cell be-
stimmen ihre Systemzeit durch den Time Clerk, der pe-
riodisch den Time Server anfragt. Uber Cell hinaus
dient der Globale Time Server zur Konguration von
Bereitstellung von Zeitwerten. Auerdem verfugt der
DCE DTS uber externe Zeitgeber (Time Provider) zur
Synchronisation mit exakten Realzeiten.Einerseits wird
dem Time Provider uber Funk die genaue Zeit versorgt
oder manuell eingespeist. Andererseits liefert dieser den
Globale Time Servern die genaue Zeit uber Time Provi-
de Interface (TPI).
Distributed File System
Das Distributed File System (DFS) dient zur system-
weiten verteilten Dateiverwaltung. Das DFS wird eben-
falls wie DTS durch mindestens einen Server in jedem
DCE-Cell realisiert und die anderen Rechnerknoten im
Cell werden als DFS-Client bezeichnet. Die DFS Server-
Komponentenstruktur ist im Bild 9.11 gezeichnet. Da-
durch konnen Anwender so auf Dateien zugreifen, wie
sie es von lokalem Dateisystem gewohnt sind.
Jeder DFS-Server besitzt ein lokales Dateisystem,
das zur physikalischen Dateiverwaltung auf jeweils ei-
nem Rechner dient. Zur verteilten Dateiverwaltung
verfugt DFS-Server weitere Teilkomponenten, namlich
Fileset und Fileset-Verwaltung, Dateireplikation, Cache-
Synchronisation, Backupverwaltung. Ein Fileset stellt
die Einheit der Verteilung beim DFS dar und entspricht
einem Teilbaum des Datei-Namensraums. Die Fileset-
verwaltung bietet Mechanismen zur Lokalisierung eines
Fileset beim Zugri auf eine Datei und Techniken zur
Replikation von Filesets. Beim Zugri auf eine Datei
halt sich der entsprechende Client die gesamten Datei-
daten oder eine groere Menge von Dateidaten in sei-
nem lokalen Cache, dadurch kann die gesamte Ezienz
erheblich erhoht werden. Im Regelfall werden die Da-
ten im Cache erst nach Schlieen der Datei zum Server
zuruckgeschrieben. So entstehen mogliche Konsistenz-
probleme bei nebenlaugen Dateizugrien. Die Cache-
Synchronisation wird dafur benutzt,da alle nebenlau-
gen Clients uber die Anderungen an einer Datei infor-
miert werden und ihre Cache vor dem erneuten Onen
der Datei aktualisieren.
Diskless Support Service
Der DCE Diskless Support Service (DSS) stellt Dien-
ste dar, die den Betrieb von Workstation ohne Hinter-
grundspeicher in einer verteilten DCE-umgebung un-
terstutzen. Auf jedem plattenlosen Rechner steht ein
Diskless Client zur Verfugung, der, wie im Bild 9.12
gezeigt, durch Kommunizieren mit entsprechenden Ser-
vern die normalerweise lokal verfugbare Funktiona-
litat des Hintergrundspeicher erbringt. DSS besteht
hauptsachlich aus Boot Server und Swap Server. Der
Boot Server dient beim Systemstart zum Laden des Be-
triebssystemkerns uber das Netz. Der Swap Server un-
terstutzt das temporare Auslagern von Betriebssystem-
prozessen. Auerdem stellen DFS und Conguration
Server einem Diskless Client zur Verfugung, um Ver-
waltung von Dateien bzw. Initialisierung von Kongu-
rationsdaten zu ermoglichen.
PC Integration
PC Integration unterstutzt Personal Computer unter
den Betriebssystemen MS/DOS, OS/2 und UNIX
in den Nutzungen der Dienste und Anwendungen in
DCE-Umgebung. Auf einem PC, der grundsatzlich
als Client arbeitet, stehen die Treads und RPC sowie
die anderen auf Client-Seite verfugten DCE-Dienste
zur Verfugung. Durch die Client-komponenten auf
PC-Seite wird der entfernte Dateizugri mittels des






































Abbildung 9.10: Time-Server Konguration

















Abbildung 9.12: Diskless client/server Konguration
zum Bearbeiten, Kopieren und Migrieren von Dateien
in UNIX-Workstation konnen einwandfrei auf PCs
ausgefuhrt. Ubrigens wird die entfernte Nutzung von
Druckern durch PCs mittels PC Integration ermoglicht.
9.2.4 Zusammenwirken der DCE-
komponenten
Die DCE-Komponenten benutzen sich in vielen Fallen
gegenseitig, um ihre verteilte Funktionalitat zu erbrin-
gen. Diese ist im Bild 9.13 zusammen gefat. Als Bei-
spiel behandeln wir hier die gegenseitige Verwendung
von RPC und anderen DCE-Service. Der RPC verwen-
det den Thread Service zur Durchfuhrung nebenlauger
Server-Implementierungen. Weiterhin ndet der RPC
beim Aufruf mit Hilfe von CDS die Platzierung von ent-
sprechendem Server, sowie verwendet den Security Ser-
vice, um authentisierte, autorisierte und verschlusselte
Aufrufe zu realisieren. Da der RPC der Kommunikati-
onsmechanismus in DCE-Umgebung ist, interagieren so-
wohl Clients und Server der verschiedenen Dienste von
DTS, CDS, DFS, DSS und PC Integration als auch die
Server untereinander mittels RPC. Aber der GDS nutzt
ISO/OSI-Kommunikationsprotokolle anstatt des RPC,
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Das \Simple Network Management Protocol\ (kurz:
SNMP) hat sich fur Managementanwendungen in
TCP/IP-Netzwerken mittlerweile etabliert. Die zwei-
te Version von SNMP, auch SNMPv2 genannt, bringt
viele Verbesserungen gegenuber dem starren und ein-
fachen Konzept der ersten Version. Man ndet diese
hauptsachlich im Sicherheitsbereich und bei den Kom-
munikationsmoglichkeiten. In diesem Text sind vor al-
lem letztere von Interesse, insbesondere die Ermogli-
chung der Kommunikation zwischen Managementan-
wendungen.
Dazu wurden \Datenbanken\, sogenannte MIBs, er-
stellt, die diese Kommunikation weiter vereinfachen und
unterstutzen sollen. Zum einen gibt es die sogenann-
te Manager-to-Manager MIB, die eine ereignisgesteuerte
Kommunikation ermoglichen soll und inzwischen fester
Bestandteil von SNMPv2 ist, und zum anderen gibt es
die sogenannte Intermediate-Manager MIB, die die Ver-
teilung von Skripten vorsieht aber bisher aus dem Ent-
wurfsstadium nicht herausgekommen ist.
In Abschnitt 10.3 und 10.4 sollen die Konzepte der
beiden MIBs und ihre Objekte naher erlautert werden.




In diesem Abschnitt werden die wichtigsten hier benotig-
ten Begrie von SNMP bzw. von SNMPv2 erklart. Au-
erdem wird auch auf die Skriptsprache von SNMPv2
kurz eingegangen, die insbesondere fur das Intermediate-
Manager Konzept benotigt wird.
10.2.1 Begrie
Das SNMP-Konzept umfat vier Hauptkomponenten,
die ein anspruchsvolles und weitgehend automatisier-
tes Management fur groe Netzwerke erlauben. Es
wird hauptsachlich fur TCP/IP-Netzwerke verwendet
und hat sich hier auch durchgesetzt. Die zweite Ver-
sion hat sich aufgrund ihrer hoheren Komplexitat noch
nicht so sehr durchgesetzt, bietet aber mehr Komforta-
bilitat und mehr Sicherheit. Nichtsdestotrotz soll sie in
diesem Text als Grundlage dienen.
Die erwahnten vier Hauptkomponenten sind:
1. die SMI (Structure of Management Information: sie
bildet die Grundlage fur die Beschreibung und Be-
nennung von Objekten und der MIBs (siehe 2.). Sie
erfolgt in der Abstract Syntax Notation One (kurz
ASN.1).
2. die MIB-II ist die ,,Standard-Datenbank\ aller ge-
managten Objekte des Netzwerks. MIB heit
,,Management Information Base\. MIBs sind
Ansammlungen verwandter Objekte und bilden
immer die Grundlage eines TCP/IP-Netzwerk-
managementsystems.
3. der RFC 1445: In ihm sind einige Verwaltungs- und
Architekturdenitionen enthalten.




Mit Hilfe dieser vier Hauptkomponenten will man nun
die Elemente im Netzwerk steuern und uberwachen.
Dies sind in der Regel alle ans Netz angeschlossenen
Hostrechner, Gerate (logische und physikalische), Rou-
ter und ahnliches. SNMP-Netzwerkmanagement erfolgt
im wesentlichen mit den drei nachfolgend aufgefuhrten
Netzwerkelementen:
Erlauterung zu Abbildung 10.1 :
(a) SNMPv2 Netzwerkmanagement:
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Abbildung 10.1: SNMPv2 Netzwerkmanagement
(b) Verteiltes Netzwerkmanagment durch
Herunterladen von Skripten:
Die Skripte 1 und 2 werden nun von
zwei verschiedenen Managementstations
ausgefuhrt. Ein Herunterladen auf einen
Agent ist auch moglich.
1. Managementstations (MS): Auf ihnen werden die
Netzwerkmanagmentanwendungen gefahren, das
heit sie bilden die direkte Schnittstelle zum Netz-
werkmanager. Aus der Sicht des Client-Server-
Betriebs bilden sie die Clients: Sie fordern die Ma-
nagementdaten an.
2. Managementagents (MA): Diese verarbeiten direkt
die Daten eines Gerates und sind somit die ,,Server\
fur die Managementstations. Man bezeichnet sie
daher auch als Verarbeitungseinheiten.
3. Duale-Role-Stations (DRS) sind gleichzeitig Man-
agementstation und Managementagent, das heit
sie verarbeiten gleichzeitig Geratedaten und fah-
ren Managementanwendungen, die andere Manage-
mentstations bedienen. Zur Kommunikation zwi-
schen zwei Stations stellt SNMPv2 standardmaig
den ,,inform request\-Befehl zur Verfugung.
In Abbildung 10.1 sind die SNMPv2-
Managementarten noch einmal graphisch dargestellt.
Alle Netzwerkelemente bzw. gemanagten Objekte
konnen zu Gruppen, den sogenannten Partys, zusam-
mengefat werden, womit automatisch gewisse Sicher-
heitsaspekte abgedeckt sind.
Weiterhin sind noch der sogenannte MIB-View und
die SNMPv2-Kontexte von Bedeutung. Ersterer ist im-
mer eine Untermenge aller gemanagten Objekte einer
Station oder eines Agents. Letztere stellen die mana-
gebaren Objektressourcen beim Zugri auf ein Objekt
dar.
Im folgenden Abschnitt wird naher auf die Skriptspra-
che, die SNMPv2 zur Verfugung stellt, eingangen.
10.2.2 Die SNMPv2-Skriptsprache
Die Skriptsprache von SNMPv2 dient der Automatisie-
rung und Strukturierung von SNMPv2-Anfragen, das
heit man kann so anspruchsvollere und komplexere
Netzwerkmanagementanwendungen fahren. Sie stellt al-
so eine Schnittstelle fur den Netzwerkmanager dar, die
recht einfach aufgebaut ist, denn die meisten Konzep-
te sind aus hoheren imperativen Programmiersprachen
bekannt.
Nachfolgend sind die wichtigsten Elemente aufgezahlt:
Variablen denieren wie gewohnt Platzhalter fur Spei-
cherplatze (sogenannte ,,Varbinds\), die nicht zwin-
gend typgebunden sind. Man nennt Variablen auch
Objekte, weil sie instanziiert werden und sich aus
den drei Feldern Name, ID und Wert zusammenset-
zen.
Typen gibt es auch, aber nur einfache Datentypen wie
Integer und Counter32 und eine Verkettung dieser.
Operationen mit Werten und Variablen bilden dann
wie ublich Ausdrucke. Der Ergebnistyp einer
Operation entspricht dabei immer dem Typ des
Operanden links vom Operator.
Anfragen unterscheidet man von den anderen An-
weisungen, da sie Funktionen ahnlich sind und
zudem die zentralen Elemente von SNMP bzw.
SNMPv2 bilden. Auerdem gibt es eine Vielfalt
von Anfragearten, hauptsachlich unterscheidet man
das Abfragen (get request) und die Modikation
(set request) von Objekten. Managment-Stations
konnen uber die inform request-Anweisung Daten
austauschen. Desweiteren kann man die Anfragen
synchron oder asynchron absetzen.
Anfrage-Handler behandeln im Bedarfsfall Anfrage-
fehler derart, da bestimmte Meldungen gesendet
werden.
An Kontrolluelementen gibt es die ,,if-then-else\-
Bedingung und die ,,while\-Schleife. Letztere funk-
tioniert wie ublich oder auch wie eine ,,repeat-
until\-Schleife.
Anweisungen beenden ein Skript (mit return),
drucken auf dem Bildschirm (print), starten einen
Systemaufruf (exec) usw.
Funktionen komplettieren die Sprachelemente soweit.
Man unterteilt sie in interne und externe Funk-
tionen: Erstere sind fest vorhanden, wahrend letz-
tere beliebig deniert werden.
Mit diesen Elementen konnen nun komplexe
SNMPv2-Skripte geschrieben und neue MIBs de-
niert werden. Eine mittlerweile schon fest etablierte
MIB ist die Manager-to-Manager MIB, die im nachsten
Abschnitt vorgestellt wird.
Abbildung 10.2 zeigt ein Beispielskript. Die erste
Textzeile stellt eine asynchron abgesetzte Anfrage dar:
Der Wert eines Objekt namens sysName.0 wird hier ab-
gefragt. Damit das irgendwann hoentlich bereitstehen-
de Ergebnis der Anfrage wieder korrekt zugeordnet wer-
den kann, wird eine Identikationsnummer in der Va-
riablen requid abgelegt. Spater wird dann das Ergeb-
nis mit der Funktion receive erfragt und bei Vorhan-
densein in der Variablen result abgelegt. Die nachfol-
genden Zeilen sorgen dann fur eine Fehlerbehandlung
und sind eher symbolisch zu verstehen. Die Variable




Die Kommunikation uber inform request-PDUs
(Protocol Data Units) zwischen zwei Management-
stations gibt es erst ab Version 2 von SNMP. Mit ihr
wurde dann auch der Versuch gemacht, neue MIBs zu
denieren, um das Netzwerkmanagement zu vereinfa-
chen, zu automatisieren und vor allem zu verteilen.
Eine davon ist die Manager-to-Manager MIB.
...
VAL(requid[0]) = send get_request({sysName.0});
...
result = receive VAL(requid[0]);
if (length(error_list) > 0)
{ # Ein Fehler ist aufgetreten
if not SNMP_REQUEST_PENDING





{ # Es gibt eine Antwort }
...
Abbildung 10.2: Beispiel eines SNMPv2-Skriptes.
10.3.1 Einfuhrung
Die Manager-to-ManagerMIB deniert drei Tabellen fur
die ereignisgesteuerte Kommunikation zwischen mehre-
ren Managementstations oder zwischen Managementsta-
tions und Duale-Role-Stations. Uber die Alarmtabelle
werden Variablen bzw. zu managende Objekte peri-
odisch und automatisch abgefragt und mit Schwellwer-
ten verglichen. Im ,,Uberschreitungsfall\ werden be-
stimmte, in der Ereignistabelle denierte Ereignisse aus-
gelost, eventuell zusammen mit dazugehorigen Meldun-
gen aus der Meldungsgruppe.
Einen naheren Einblick in die Funktionsweise erhalt
man im nachsten Abschnitt bei der Besprechung der ein-
zelnen Tabellen und ihrer Felder.
10.3.2 Objektubersicht
Abbildung 10.3 zeigt die Struktur der Alarmgruppe
Manager-to-Manager MIB, deren Haupteil die Alarmta-
belle ist. Die Ereignisgruppe und die Meldungsgruppe
ndet man in Abbildung 10.4.
Zur Alarmgruppe gehort nicht nur die Alarmta-
belle (snmpAlarmTable), sondern auch die Varia-
ble snmpAlarmNextIndex, die auf den Index der
nachsten freien Zeile in der Alarmtabelle verweist
(siehe auch Abbildung 10.3).
Eine Zeile in der Alarmtabelle (snmpAlarmEntry)
kann man als Datensatz mit 12 Datenfeldern auas-
sen. Im ersten Feld steht der Zeilenindex, im zwei-
ten der Name der abzufragenden Variablen und im
dritten die Abfrageperiode, das heit die Zeit nach
der erneut eine Stichprobe der Variablen genommen
wird. Ob der absolute Wert abgefragt wird oder
ein Dierenzverfahren zum Einsatz kommt, wird in
Feld 4 (snmpAlarmSampleType) festgelegt, wahrend
im Feld snmpAlarmValue nach einer erfolgreichen
Abfrage der Wert der Variblen abgelegt wird.
In Feld 7 und 8 sind nun der obere und der
untere Schwellwert, mit dem der Variablenwert
verglichen wird, festgelegt. Uberschreitet bzw.
unterschreitet nun der Variablenwert einen die-
ser Werte, so wird ein Ereignis entsprechend
dem Eintrag im Feld snmpAlarmRisingThreshold
bzw. snmpAlarmFallingThreshold generiert.
Dort steht der Zeilenindex bezuglich der Ereig-
nistabelle, unter welchem die Ereignisbeschrei-
bung abgelegt ist. Tritt schon bei der ersten
Abfrage ein Uberschreiten auf, so wird ein an-
deres Ereignis ausgelost, namlich dasjenige mit
dem Index aus Feld 6 (snmpAlarmStartupAlarm).
Ahnllich wird bei einer Nichtverfugbarkeit der Va-
riablen das Ereignis mit dem Index aus dem Feld
snmpAlarmUnavailableEventIndex ausgelost.
Das letzte Feld einer Zeile bestimmt den Zustand
eines Zeileneintrags. Mit ihm kann man neue Ein-
trage kreiieren ('createAndWait'), einen Eintrag ak-
tivieren ('active'), loschen ('destroy') usw.
Die Ereignisgruppe enthalt nun die wichtigsten
Ereignisdenitionen und die Meldungstyptabelle
(snmpNotifyTable) sowie einige einfache Varia-
blen (siehe Abbildung 10.5). Zu letzteren gehoren
neben snmpEventNextIndex auch die Variable
snmpEventNotifyMinInterval, welche die mini-
male Wiederholungszeit angibt, und die Variable
snmpEventNotifyMaxRetransmissions, welche die
maximal zulassige Anzahl von Wiederholungen der
Eregnisauslosung angibt.
Ein Eintrag bzw. eine Zeile in der Ereignista-
belle besteht aus 6 Datenfeldern, wovon das er-
ste wieder den Zeilenindex und das letzte wieder
den Zustand der Zeile bestimmt. Im Feld 2 n-
det man eine ID-Nummer fur das Ereignis und in
Feld 3 (snmpEventDescription) einen Kommen-
tar. Im Feld snmpEventEvents wird mitgezahlt,
wie oft das Ereignis schon ausgelost wurde, und im
Feld snmpEventLastTimeSent wird schlielich die
Systemzeit zur letzten Auslosung gespeichert.
Die Meldungstyptabelle bestimmt den Typ des
Ereignisses, das heit, da hier im Einzelfall kon-
kret, jedoch abhangig von den beiden zuletzt
erwahnten Variablen, festgelegt wird, wie oft ein
Ereignis ubertragen werden soll und nach welcher
Dauer erneut.
In der Meldungsgruppe sind drei Standardmeldun-
gen deniert, die bei den entsprechenden Ereignis-
sen generiert werden. Ihre drei Objekte sind in Ab-
bildung 10.4 dargestellt.
Die Alarmtabelle wird nun standig automatisch ab-
gelaufen, und so werden kontinuierlich Stichproben der
Variablen aus den aktiven Zeilen genommen und mit
den Schwellwerten verglichen. Im Uberschreitungsfall
werden dann die entsprechenden Ereignisse generiert.
Der Ansatz der Manager-to-Manager MIB fur verteil-
tes Netzwerkmanagement basiert nun auf den Anfra-
gen, die SNMPv2 schon bereitstellt, (insbesondere ,,in-
form request\). Ein weiterer Ansatz uber eine andere
MIB und mit dem Konzept des ,,Herunterladens\ von




Die Intermediate-Manager-MIB dient der Konguration
und Steuerung einer Dual-Role-Station, wobei die Ver-
teilung des Netzwerkmanagements durch das Verteilen
bzw. ,,Herunterladen\ von SNMPv2-Skripten erreicht
wird.
10.4.1 Einfuhrung
Das Prinzip der Verteilung des Netzwerkmanagement
uber das ,,Herunterladen\ von Skripten ist in der obigen
Abbildung 10.1(b) dargestellt. Die beiden ursprunglich
auf der gleichen Station laufenden Skripten werden nun
dadurch auf zwei Stations verteilt, da Skript 2 auf ei-
ne andere als die ursprungliche Station heruntergeladen
wird. Die Ergebnisse werden dann wie gehabt uber die
,,inform request\-Anfrage zwischen den Stations ausge-
tauscht.
In diesem Fall leistet eine MS also Dienste fur eine
andere MS, und eine solche in doppelter Rolle (MS und
MA zugleich) agierende DRS wird dann auch als Mid-
Level-Manager (MLM) oder Intermediate-Manager be-
zeichnet.
Ahnlich wie bei der Manager-to-Manager MIB wer-
den auch hier wieder drei Tabellen deniert, um einen
solchen Mid-Level-Manager einzurichten und zu steuern
Eine Ubersicht uber die Objekte und uber das Funkti-
onsprinzip folgt im nachsten Abschnitt.
Eine Anmerkung zur Sicherheit darf hier auch nicht
fehlen, da eventuell von einer MS uber die Zwischenstelle
eines MLM unauthorisierte Zugrie auf Management-
variablen stattnden konnten. Um diese zu unterbin-
den, ware es angebracht, die Sicherheitsvorrichtungen
von SNMPv2 einzubinden.
10.4.2 Objektubersicht
Eine komplette Ubersicht uber die Intermediate-
Manager MIB gibt Abbildung 10.6 wieder. Hier treten
auch wieder deutlich die drei Gruppen um die drei Ta-
bellen herum hervor. Als erstes ndet man die Kompi-
liertabelle vor, uber die entschieden wird, welcher MLM
wann und wie oft ein Skript ausfuhrt. In der Skripttabel-
le ndet man den Code eines Skriptes und die Ergebnista-
belle nimmt schlielich die Werte auf, die ein Skript nach
Beendigung zuruckgibt. Im folgenden soll nun naher auf
die einzelnen Objekte der Intermediate-Manager MIB
eingegangen werden.
Die Kompiliergruppe besteht aus der Variablen
mlmLock, die auf den Index der nachsten freien Zeile
verweist, der Variablen mlmScriptwrite, die fest-










































Abbildung 10.5: Manager-to-Manager MIB - Ereignisgruppe
gespeichert werden soll, und aus der Kompilierta-
belle mlmCompileTable. Weiterhin kann man mit
den beiden Variablen mlmExececutionSpeed und
mlmTimeSlice auf die Ausfuhrungsgeschwindigkeit
der Skripten Einu nehmen. Mit ersterer erhoht
man die Auszeit, wahrend letztere bestimmt, wie
viele Zeilen der Skripten nach einer Auszeit abge-
arbeitet werden.
Ein Zeileneintrag umfat, wie man in der Abbil-
dung sieht, 7 Datenfelder. Das erste Feld gibt den
Index der Tabellenzeile an, das nachste verweist mit
einer Skriptnummer auf die Skripttabelle (fur den
Zugri auf den zugehorigen Skriptcode). Das Feld
mlmScriptName kann verwendet werden, wenn ei-
ne Datei als Skript dienen soll, insbesondere wird
es also zum Herunterladen eines Skripts auf einen
anderen Rechner benutzt. In der Regel sollte dann
das Feld mlmScriptIndex leer sein.
Von besonderem Interesse ist das letzte Datenfeld
(mlmRowStatus), da mit ihm bestimmt wird, ob das
Skript, auf das in der zugehorigen Zeile verwiesen
wird, kompiliert, ausgefuhrt oder geloscht wird. Im
letzten Fall, der wieder mit dem Setzen auf destroy
erreicht wird, wird nicht nur die Zeile in der Kom-
piliertabelle geloscht, es verschwinden auch alle zu-
gehorigen Eintrage in der Skripttabelle, sofern die-
se existieren. Mit dem Eintrag createAndWait er-
zeugt man eine neue Zeile in der Kompiliertabelle,
wahrend active die Ausfuhrung eines Skripts ver-
anlat. Dazu mu das Skript naturlich erst kom-
piliert werden, was man ebenfalls mit dem Eintrag
active erreicht, wenn der Zustand vorher notReady
war. Das Ergebnis des Kompilierlaufes wird dann
im Datenfeld mlmCompileResult gesetzt. Entwe-
der steht hier dann die Anzahl der Fehler oder eine
'0', wenn keine Fehler aufgetreten sind.
Argumente, die wahrend des Skriptlaufs als
Eingabe dienen sollen, kann man im Feld
mlmExecutionArgs angeben. Nach welcher Zeit das
Skript nach seiner Beendigung wieder gestartet wer-
den soll gibt das Feld mlmExecutionPeriod an.
Die Skripttabelle enthalt den Code von zu benutzen-
den Skripten, und zwar je Tabellenzeile eine Code-
zeile. Das erste von den vier Feldern jeder Zeile
gibt diesmal den Index des Skriptes an, das heit es
treten bei mehrzeiligen Skripten mehrmals hinter-
einander die gleichen Indizes auf. Die Indizes sind
aber insgesamt stets in steigender Reihenfolge ge-
ordnet und weisen keine Lucken auf.
Um nun die einzelnen Skriptzeilen auseinander-
zuhalten, wird im zweiten Feld jeder Tabellen-
zeile die Zeilennummer der Codezeile bezuglich
des Skriptes angegeben. Die Codezeile selbst
ist im Feld mlmScriptCode enthalten. Im Feld
mlmCompileErrors steht dann eine kurze Fehlerbe-
schreibung, falls in dieser Zeile beim Kompilieren
ein Fehler gefunden wurde.
In der Ergebnistabelle werden von einem Skript































Abbildung 10.6: Intermediate-Manager MIB
Feld mlmResultindex zeigt dazu auf die Ergeb-
nisliste des Skripts, wahrend man mit dem Feld
mlmResultOID das zugehorige Skript wiederndet.
In Feld 4 bis Feld 14 wird dann je nach Typ das
Ergebnis eingetragen, wobei der Typ von Feld 3
(mlmResultType) geliefert wird. Im letzten Feld
werden eventuelle Laufzeitfehler festgehalten.
Eine symbolische Beispieltabellenbelegung und -
verkettung der beiden wichtigsten Tabellen zeigt noch
einmal Abbildung 10.7. Insbesondere sind die Zeilen-
nummern in den mlmScriptLineIndex-Feldern symbo-
lisch zu verstehen. Besonders zu beachten ist der Ver-
weis von der Kompiliertabelle in die Skripttabelle, weil
er die Zusammenhange deutlich macht.
10.5 Zusammenfassung
SNMP hat sich beim Netzwerkmanagement in TCP/IP-
Netzen durchgesetzt, nicht zuletzt weil das ,,OSI-
Netzwerkmanagement\ noch nicht uber die Entwurfs-
phase hinausgekommen ist. So hat es bisher auch viele
Verbesserungen und Erweiterungen gegeben. Die Ver-
besserungsvoschlage betrafen hauptsachlich die Sicher-
heit und die Lockerung des Client-Server-Prinzips, und
sie mundeten in der Version 2 von SNMP: SNMPv2. Er-
weiterungen wurden hauptsachlich uber die Denition
von zusatzlichen MIBs eingefuhrt.
Die Manager-to-Manager MIB, die in diesem Text
vorgestellt wurde, gehort schon zum festen Bestandteil
von SNMPv2, da sie einfach aufgebaut aber dennoch
sehr machtig ist. Sie vereinfacht die Kommunikation
zwischen Managementstations, indem die Kommunika-
tion auf die Auslosung und Verarbeitung von Ereignissen
zuruckgefuhrt wird.
Die Intermediate-Manager MIB geht hingegen einen
anderen Weg: Die Verteilung von Managementanwen-
dungen soll hier durch die Verteilung von Skripten - die
Skriptsprache von SNMPv2 wurde in Kapitel 10.2.2 vor-
gestellt - erreicht werden. Jedoch ist diese MIB bisher
nicht aus der Entwurfsphase hinausgekommen, das heit
sie wurde nie implementiert. Dies konnte an der etwas
umstandlichen und uneinheitlichen Dention der Tabel-
























































2 5 −1 57 6 ... 30 (s) ’notReady’
Abbildung 10.7: Beispiel einer Intermediate-Manager-Umgebung mit ktiven Werten
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Neue Ansatze in den globalen Netzwerk- und System-
management gehen von einen objektorientierten Modell
aus. Es wird hier am Beispiel von CORBA erlautert,
welche Vor- und Nachteile solche Managementarchitek-
turen haben. Anschlieend wird ein Blick in die Zukunft
geworfen.
11.2 Motivation
Im Moment ist die Konnektivitat zwischen heterogenen
Systeme gegeben, primitive Dienste, die auf diese einfa-
che Form der Kommunikation aufbauen, Dateitransfer,
entferntes einloggen, sind standardisiert, und weit ver-
breitet. Auf einer hoheren Ebene gibt es auch Standards
fur Remote Procedure Call Systeme, wie z.B.: ONC-RPC
oder DCE-RPC. RPC Systeme bilden idealerweise die
Bausteine fur verteilte Anwendungen, leider gibt es we-
gen mangelnde Standardisierung auf einer hoheren Ebe-
ne keine weit verbreiteten verteilten Anwendungen. Ein
Netzwerkmanagementstatistik Anwendung, die ihre Ar-
beit uber RPC erledigt, wird sehr unwahrscheinlich mit
einer anderen Netzwerkmanagementanwendung von ei-
nem anderen Hersteller zusammenarbeiten, obwohl bei-
de womoglich denselben RPC Standard benutzen.
11.3 Object Management Archi-
tecture
Um eine herstellerubergreifende Losung zu diesem Pro-
blem im Rahmen einer neuen Technologie zu nden, ent-
stand die Object Management Group (OMG). Es soll auf
der Basis des objektorientiertes Modell auf verteilter Ba-
sis eine transparente Interoperabilitat heterogene Syste-
me ermoglichen.
Das erstes Produkt dieser Gruppe war das Object
Management Architecture (Abbildung 11.1): Die OMA
gliedert sich in vier Teile: die Application Objects, die
Object Services, die Common Facilities und den Object
Request Broker.
Die Object Services bieten die Basisfunktionen zur Ver-
waltung der Objekte im Netzwerk, insbesondere zur Er-
zeugung und Verwaltung von Klassen und Instanzen
und auch bei Bedarf die Moglichkeit, persistente Ob-
jekte zu erzeugen. Vereinfachend kann man sagen, sie
bieten die Operationen, die objektorientierte Program-
miersprachen lokal anbieten auf eine von der Konzeption
heraus verteilte Weise.
Die Common Facilities sind eine Art Bibliothek. Sie
sollen Funktionen anbieten, die generellen Charakter ha-
ben (z.B.: Drucken oder Email) und dadurch die An-
wendungsentwicklung enorm erleichtern und beschleu-
nigen. Es soll moglich sein, durch einfaches ableiten die-
ser Basisklassen leistungsvolle Anwendungen zu schrei-
ben, ohne jedesmal das Rad neuentwickeln zu mussen.
Insbesondere wird sich durch die Standardisierung der
Schnittstellen auf diese hohe Ebene ein Softwareteile-
markt eronen. Es wird dann moglich sein, wegen
die festgelegten Schnittstellen, die verschiedene Teile
der OMA von verschieden Hersteller zu kaufen. Diese
werden dann problemlos miteinander zusammenarbei-
ten konnen.
Die Application Objects sind die eigentliche Anwen-
dungsobjekte, die die Funktionalitat der Anwendung
realisieren.
Der ORB spielt die zentrale Rolle der OMA (Abbil-
dung 11.2).
Die Aufgabe der ORB ist es, Requests von Objekte
transparent uber das Netzwerk zu leiten. Transparent
in zwei Sinnen: erstens braucht der Aufrufer nicht zu
wissen, auf welcher Maschine im Netzwerk sein Kom-
munikationspartner steht, zweitens mu der Klient nicht
unbedingt wissen, auf welchen Maschinentyp oder sogar
auf welche Sprachen der Server lauft, die Argumentuber-
setzung wird automatisch durch den ORB erledigt.
Dazu bietet der ORB eine Reiche von Dienste:
 einen Name Service, der eine eindeutige Benennung
der Objekte im Netzwerk ermoglicht.
 einen Request Dispatch Service, der fur jeden Re-
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Abbildung 11.2: Versendung eines Requests the Object
Request Broker
 das Parameter Encoding, welches, wie bei RPC Sy-
stemen, Parameter auf ein maschinen- unabhangi-
ges Format kodiert und dann diese auf das spezi-
sche Maschinen- und Sprachkonventionen zuruck-
dekodiert.
 Delivery Services sind fur eine korrekte Zustellung
von Requests und Ergebnisse zustandig.
 Activation dient der Verwaltung von persistente Ob-
jekte. Vor einen Aufruf mu erstmals das Objekt
aktualisiert, und nach dem Aufruf deren Status ge-
sichert werden.
 Exception Handling sind die Dienste, die fur die Be-
handlung von Ausnahmesituationen zustandig sind
(Ausfall von einen Knoten, Ausfall von das Netz-
werk, Speichermangel, usw.).
 Und die Security Services, die fur die Authentikati-
on von Server und Klient dienen, und fur die daran
aufbauende Authorisierung des Requests.
11.4 Interface Denition
Language
Ein anderer wichtiger Bestandteil von CORBA ist das
Interface Denition Language (IDL). Diese Schnittstel-
lenbeschreibungssprache dient fur eine zielspracheun-
abhangige Denition von Attributen, Ausnahmensitua-
tionen (exceptions), Typen, Konstanten und Methoden-
schnittstellen. Es wird dann durch sogenannte Language
Mappings auf eine Zielsprache eindeutig abgebildet. Im
Moment sind Language Mappings fur C deniert, mit
der Version 2.0 von CORBA sollte dann das Langua-
ge Mapping fur C++ festgelegt werden. Es sind auch
Language Mappings fur Ada, Smalltalk und COBOL im
kommen.
IDL ist im Grunde genommen C++ mit einigen kos-
metischen Anderungen und Erweiterungen, die fur die
Beschreibung von verteilten Schnittstellen notwendig
sind: Es besteht die Moglichkeit, bei der Denition von
Methoden, die Parameter als Ein-, Aus- oder Einaus-
gabeparameter zu beschriften. Was in der C++ Welt
class heit, wird hier interface genannt. Es gibt das
neue Schlusselwort attribute: es bezeichnet ein les-
und/oder schreibbares Wert. Man kann es als syntac-
tic sugar bezeichnen, denn man hatte im nachfolgenden
Beispiel anstatt der letzten Zeile auch folgendes schrei-
ben konnen:
rstate_t get_router_status();
void set_router_status(in rstate_t state);
Beispiel:
interface generic_router {
// Typen, die f"ur den Zugriff auf den Router gebraucht werden.
enum state_t { up, down }; // Interface Status
enum rstate_t { up, rebooting }; // Zustand des Routers
// Eintrag in Routingtabelle
struct rtable_entry {
generic_address dest_addr; // Zieladresse
generic_address src_addr; // Quelladresse
generic_if_name interface_name; // Interface
state_t link_state; // Status des Links
};
// Eintrag in Statistiktabelle
struct statistic_entry {
generic_if_name interface_name; // Name des Interfaces
counter_t in_packets; // Empfangene Pakete
counter_t out_packets; // Gesendete Pakete
counter_t err_packets; // Fehlerhafte Pakete
time_t up_time; // Zeit seit reset
};


















// Lesen/Schreiben des Routerzustandes
attribute rstate_t router_status;
};
Der Kode dieses Beispiels ware die Beschreibung fur
eine einfache Schnittstelle zur Verwaltung von Rou-
tern, die deren Zustande und Operationen auf diese
Zustande charakterisiert. Netzwerkmanagementanwen-
dungen konnen alle Router, die diese Schnittstelle be-
nutzen, verwalten. Angenommen, Hersteller X will ein
Router mit eine spezielle Feature bauen: es soll ein
Lufter haben. Er will aber, da es weiterhin kompatibel
mit den Managementanwendungen bleibt. Die folgende
Denition der Schnittstelle wurde diese Kompatibilitat
gewahrleisten:
interface X_Router: generic_router {
enum fan_state { on, off };
attribute fan_state_t fan_state;
};
Damit kann die alte Netzwerkmanagementanwendung
problemlos den neuen Router verwalten, und es ist auch
moglich, da die neuen Eigenschaften des Routers mit-
tels dynamischen Aufrufen benutzt (z.B. durch ein Dia-
logfenster mit dem Benutzer) werden.
Abb. 11.3 zeigt den IDL Kompilationsproze. Dort
ist zu erkennen, wie aus die IDL Denitionen folgende
Komponenten erzeugt werden :
 Stubs in die Zielsprache zum Mitbinden bei den Kli-
enten. Wie aus der RPC-Welt bekannt sind diese
Funktionen nur \hohle" Funktionen. Sie bietet den
eigentlichen Schnittstelle zum Klienten.
 Skeletons in die Zielsprache zum Mitbinden bei den
Server. Diese Funktionen sind die Callbacks zur ei-
gentlichen Methodenimplementation.
 Persistente Speicherung der Schnittstellendenitio-
nen im Interface Repository. Das ermoglicht einer











Abbildung 11.3: Interface- und Implementation-
Repositories
11.5 CORBA Schnittstellen
Noch ein wichtiger Standardisierungspunkt sind die
Schnittstellen zum Object Request Broker (Abb. 11.4).
Ein herausragendes Merkmal sind die zwei Arten, Me-
thoden aufzurufen:
 Erstens uber die mitkompilierte, statischen Schnitt-
stelle (dunkelgrau in Abb. 11.4), die vom IDL Com-
piler erzeugt wurde.
 Zweitens, dynamisch zur Laufzeit, durch Schnitt-
stellenanfragen an den Interface Repository (schraf-
ert im Abb. 11.4).
Die Schnittstelle zum ORB ist auch festgelegt, obwohl
die eigentlich internen Schnittstellen von dem ORB zur
Auenwelt (schwarz in Abb. 11.4) nicht naher deniert
werden. Das Grund dafur ist, da verschiedene ORB Im-
plementierungen, verschiedene Zugangsmethoden brau-
chen (eine verteilte objektorientierte Datenbank hat an-
dere Anspruche und bietet andere Dienstzugangsmetho-
den als ein einfacher verteilter Broker).
11.6 Basic Object Adapter
Den Basic Object Adapter (BOA) dient primar, Objekte
administrativ ins CORBA-Rahmenwerk zu integrieren.











Interface identical for all ORB implementations
There are stubs and a skeleton for each object type
ORB−dependent interface
There maybe multiple object adapters
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Normal call interface
Abbildung 11.4: Struktur der Object Request Broker
Schnittstelle
 Erzeugung und Interpretation von eindeutigen Ob-
jektreferenzen.
 Identizierung und Authentisierung der jeweils auf-
rufenden Client.
 Aktivierung und Deaktivierung der Implementatio-
nen. Das spielt eine wichtige Rolle bei der Benut-
zung von persistente Objekte.
 Und das Wichtigste: den eigentlichen Methoden-
aufruf mit Hilfe der von IDL-Compiler generierten
Rumpfes.
Ein Beispielrequest ware von Abb. 11.5 abgeleitet wie
folgt:
1. Einen Client hat eine Referenz auf ein Objekt, in
diesen Fall, ein persistentes Objekt. Die Referenz
wird benutzt, d.h. das Clientobjekt ruft eine Me-
thode des referiertes Objektes auf.
2. Durch das ORB wird das Serverobjekt lokalisiert,
und den Request and den BOA weitergeleitet.
3. In diesem Fall war das Objektserver nicht aktiv, der
BOA mu ihn erstmals aktivieren (Punkt 1 in Abb.
11.5)
4. Das Serverobjekt meldet sich bei der BOA, wenn er
bereit ist, Requests fur eine bestimmte Schnittstelle
zu akzeptieren.
5. Der BOA aktiviert dann die notige Objektinstanz,
die dann bereit ist, die gewunschte Methode aus-
zufuhren.



















Abbildung 11.5: Struktur und Funktion des Basic Ob-
ject Adapters
Durch den BOA werden mehrere Formen der Metho-
denaktivierung unterstutzt:
Mehrere Schnittstellen pro Server
Ein einziger Proze verwaltet alle Objektinstanzen
von einer bestimmte Schnittstelle.
Eine Schnittstelle pro Server
Ein Proze betreut alle Instanzen einer Klasse.
Ein Objekt pro Server
Eine Objektinstanz einer Klasse wird durch genau
einen Proze implementiert.
Mehrere Server pro Objektinstanz
Jede Methode einer Instanz einer Klasse wird durch
einen separaten Proze realisiert.
11.7 Zukunftsaussichten
CORBA ermoglicht den Wandel von getrennten
Homogenen-OS-zentrierten Systemmanagement und
protokollzentrierten Netzwerkmanagement zum inte-
grierten heterogenen Netzwerkmanagement. Es wird
auch ein Wandel von monolithischen Anwendungen zu
komponentenweise zusammengesetzten Anwendungen
bewirken. Das wird aber nur dann geschehen, wenn ein
Standard fur Schnittstelle einer hohere Ebene sich her-
auskristallisiert, und von vielen Firmen implementiert
wird. Ein Bereich, wo dieser Standard schon existiert,
ist der des Netzwerkmanagements in Form von dem
DME White Paper. Neue Markte fur subapplication
Komponenten werden erzeugt. Das wird eine breitere
Oenheit im Bereich der Software erzeugen, und eine
Senkung der Preise, wenn Firmen gegeneinander in
diesen Bereich konkurrieren.
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