A study of the worst-case performance of Wong's heuristic for the Steiner problem in directed networks (SPDN) is presented in this paper.
Introduction
The Steiner problem in directed networks (SPDN) is a classic combinatorial optimization problem. It asks for the minimum total weight directed tree spanning a group of nodes of a directed and edge-weighted network. More formally, let D = (N, A) be a directed network, where N = {1} ∪ Z ∪ S is the set of nodes, and associated to D exists a cost function c defined on the set of arcs A, c(i, j ) = c ij , for each (i, j ) ∈ A. SPDN is to find a minimum cost directed subtree that contains a directed path between node 1 (root node) and every node in Z, the set of terminal nodes. Feasible solutions for SPDN are normally named 1-arborescences and S is known as the set of optional nodes. Any node in S belonging to an optimal solution is known as a Steiner node.
It is known (Karph [12] ) SPDN is a NP-hard optimization problem so many heuristics have been designed for its approximate solution. Several articles studying mathematical formulations, exact and heuristic algorithms, and applications for SPDN have been presented; for example, Maculan [15] gave emphasis in his study to different integer linear programming formulations; Wong [26] designed a dual ascent algorithm; Dror et al. [6] proposed several Lagrangian relaxation based algorithms using the formulations given by Maculan and Wong; Liu [14] improved the lower bound given by Wong [26] ; Maculan et al. [16] designed an exact combinatorial algorithm and studied reduction tests; Osborne and Gillet [17] presented a comparison of two simulated annealing algorithms; Voss [23] analyzed the worst-case performance of some classic heuristics; Zelikovsky [27] designed an approximation algorithm for acyclic directed networks; Helvig et al. [10] proposed an improved approximation scheme for the Group Steiner problem and generalized their result for SPDN; and Bravo et al. [3] designed a simulated annealing algorithm for acyclic directed networks. For more information about SPDN, see the surveys of Candia-Véjar [4] , Winter [25] , and Hwang et al. [11] .
Our interest in studying the worst-case performance of Wong's heuristic [26] for SPDN was prompted by the work of Voss [23] , when he analyzed the performance of classic heuristics for SPDN. If c opt is the optimal value for a problem instance (in a minimization problem) and c H is the value found by the heuristic H for the same problem, then the worst-case performance of the heuristic H is the maximum error ratio c H /c opt . Normally, it is interesting to find the maximum error ratio, but sometimes this can be a very difficult task. However, to find a lower bound for this value could be sufficient for some purposes; for example, for comparison with the performance of other heuristics for the same problem. In a recent paper, Williamson [24] also mentions the lack of results about Wong's heuristic performance in his analysis of the primal-dual method for approximation algorithms applied to SPDN. This problem has two very important and difficult special cases: the Steiner problem in undirected networks (SPUN) and the Steiner problem in directed acyclic networks (SPDAN). SPUN has been largely studied and a number of heuristics have been proposed, see [25, 11] for surveys, and see [21, 1] for successful applications of metaheuristic approaches. Voss [23] in his analysis of the performance of classic heuristics for SPDN, showed that the bounds on the optimum, which are given for undirected instances, do not hold for directed ones. For SPDAN, Zelikovsky [27] proposed an approximation algorithm.
Wong's heuristic for SPDN consists of a dual ascent procedure for obtaining lower bounds to the optimal solution and the information gained in this phase is then used in a heuristic procedure for obtaining feasible solutions to SPDN. The directed spanning tree and shortest path problems are well solved special cases of the SPDN (when S = and |Z| = 1, respectively). Wong's heuristic has recently been applied in new approaches for large instances of SPUN, see [19, 18] . Section 2 surveys some approximation algorithms and their worst-case performances. Section 3 describes Wong's heuristic. Section 4 describes a lower bound for the worst-case performance of Wong's algorithm. Finally, in Section 5 some conclusions and suggestions for future work are presented.
Some approximation algorithms for SPDN
This section, surveys known results for the performance of some approximation algorithms for SPDN. The principal reference in this part is Voss' paper [23] .
We will use the following notation. d ij is the cost of the shortest path
of D we define c T as the sum of its arcs' weights. A feasible solution for SPDN will be a subdigraph T that includes a path from r to every node in Z. An optimal solution for SPDN is a feasible solution of minimum cost c opt .
Without loss of generality, we assume 2 |Z| |N | − 2. In addition, whenever ties occur they are broken arbitrarily if not otherwise stated.
Some heuristics use known insertion principles from algorithms to find minimum spanning arborescences together with the computation of shortest paths: start with a partial solution T = [{r}, ] consisting of the root node. T will be expanded to a feasible solution by either successively or simultaneously inserting all terminal nodes through the computation of at most |Z| shortest paths. This scheme comes from Prim's minimum spanning tree algorithm [20] .
Two simple heuristics
The following two heuristics are natural extensions from known heuristics for SPUN, the undirected case of SPDN.
Shortest paths (SPATH)
(1) Start with T = [{r}, ] consisting of the root as an initial node.
(2) For all terminal nodes i ∈ Z add the nodes and arcs of P (r, i) to T .
The worst-case error ratio is the same obtained in the SPUN as established in the following result.
Lemma 1. The worst-case error ratio of SPATH is c T /c opt |Z| and this bound is asymptotically tight.

Minimum spanning tree and pruning (MST
While there is a leaf of T being an optional node do delete that leaf and its incident arc.
For MST + P the tight bound for SPUN is |N | − |Z| + 1 (see [22] ). However, for SPDN the worst-case bound may not be finite.
Lemma 2.
The worst-case error ratio of MST + P is not finite.
The shortest distance graph heuristic (SDISTG)
This heuristic was designed by Kou et al. [13] for SPUN.
(1) Construct the complete digraph with node set {r} ∪ Z and each arc (i, j ) having the cost of a shortest path from i to j in D. The worst-case bound for SPUN is 2 · (1 − 1/|Z|).
Lemma 3. The worst-case error ratio for SDISTG is c T /c opt |Z| and the bound is asymptotically tight.
Then the bound for SPUN does not hold for SPDN.
Insertion methods
A very elementary insertion method is ARINS.
Arbitrary insertion (ARINS)
(1) Start with T = [{r}, ] consisting of the root as the only node. (2) Repeat Choose an arbitrary terminal node p * not in N T , and find a nearest node v * ∈ N T , i.e., a node with
and add the nodes and arcs of P (v * , p * ) to T . until T contains all terminal nodes.
An improved variant of ARINS was developed by Takahashi and Matsuyama [22] .
Cheapest insertion (CHINS)
(1) Start with T = [{r}, ] consisting of the root as the only node. (2) Repeat find nearest nodes v * and p * with v * ∈ N T and p * being a terminal node not in N T ; i.e. nodes with
and add the nodes and arcs of P (v * , p * ) to T until T contains all terminal nodes.
The worst-case error ratio of CHINS for SPUN is 2 · (1 − 1/|Z|). As for SDISTG this bound does not hold for SPDN.
Lemma 4. The worst-case error ratio for ARINS and CHINS is c T /c opt |Z| and the bound is asymptotically tight.
Voss [23] also considered a modified insertion heuristic improving the insertion methods described above. However, the bound remains the same.
Wong's algorithm
Here, we will use the basic definitions about SPDN given in Section 1. Wong's approach [26] is based on an integer linear programming formulation for solving SPDN. For a paper studying integer linear programming formulations for SPDN, see [15, 9] .
Wong [26] used the following multi-commodity network flow formulation (a simpler formulation appears in [19, 18] )
x k ij represents the amount of flow between nodes 1 and k on arc (i, j ) and y ij indicates whether or not (i, j ) is included in the solution. The first group of constraints dictates that one unit of commodity k be routed between nodes 1 and k, for each node k ∈ Z; the set of constraints x k ij y ij ; (i, j ) ∈ A, k ∈ Z, indicates that flow on an arc is allowed only if the arc is included in the solution (arc selection constraint). The complete set of constraints indicates that a feasible solution must have a 1-arborescence connecting the root node 1 with every node in Z.
The dual linear program of the linear relaxation of (P), denoted (DRP), can be written as:
u k i is associated with the conservation of flow equation for commodity k at node i. It is known that one equation is redundant for a complete set of flow balance equations, so it is possible to fix u k i = 0; for all k ∈ Z. D = (N , A ) , where N = N and A ⊆ A is defined as an auxiliary directed network formed step by step in an ascent procedure for computing a near optimal solution to (DRP), which represents a lower bound for the optimal solution z.
For formulating the ascent procedure we need some terminology for directed graphs. The node i is connected to node j if there is a directed path from i to j in D . Nodes i and j are strongly connected if i is connected to j and vice-versa. A set of nodes Q is strongly connected if any two nodes in Q are strongly connected. A maximal strongly connected set is a strongly connected component of D . The set of all strongly connected components of D represents a partition of the node set N.
The node i dangles from node j if node i is connected to node j but not vice-versa. A strongly connected component T is also a root component if T contains a member of Z but no member of Z ∪ {1} dangles from a member of T . We denote the complement of any set T by T c . Let C(k) be the set of nodes that are connected to node k. The cut set of k is a set of arcs whose members (i, j ) satisfy:
, that is, arc (i, j ) is a potential member of A which would connect node i to node k. That is, the cut set of k (CS(k)) is formed by arcs (i, j ) which would connect node i to node j in A .
We present now Wong's procedure for computing a near optimal solution to (DRP).
Step 0: Initial values; D = (N, A ) with A = ∅. Initially all nodes are strongly connected components and all members of V are root components.
Form the auxiliary graph
Step 1: Select a root component R. If there are no root components then stop.
Step 2: Select a node
Step 3: Update the auxiliary graph by setting: A := A ∪ {(i * , j * )}. Go back to step 1.
In his paper, Wong [26] proved that the ascent procedure maintains a feasible solution to (DRP) and also he described the relationship between the dual ascent algorithm and the directed spanning tree algorithm proposed by Chiu and Liu [5] and Edmonds [7] , and also Erlenkotter's [8] and Bilde and Krarup [2] dual ascent approach for the plant location problem.
The dual ascent algorithm gives a lower bound for the optimal value of the primal problem (P). Wong [26] suggested the following procedure for finding feasible solutions for (P) using the information gained at the dual ascent phase.
1. Use the dual ascent procedure to obtain a lower bound for the optimal solution value of (P). 2. Consider the auxiliary network D when the ascent algorithm terminates and let Q be the set of nodes connected to the root node 1. It is clear that node 1 and all nodes in Z will belong to Q. Also, some members of S will usually be in Q. 3. Form a minimal spanning tree problem with node set Q. The arc set will be any arc (i, j ) ∈ A where i, j ∈ Q. The arc costs c ij are taken from the original SPDN problem. Solve the directed spanning tree problem with the ascent algorithm and a procedure for recovering the optimal tree from the auxiliary network D . 4. Let A be the minimal spanning arborescence found in step 3. If node s ∈ S is a leaf of A delete node s and the arc incident to it. Repeat this process until no further changes are required. The remaining arcs in A constitute a feasible solution to the SPDN (since every node in Z will be connected to the root node). The cost of this feasible solution is an upper bound for the optimal value solution.
In his paper, Wong [26] illustrated his heuristic using an example where an optimal solution is achieved. Here, we illustrate the heuristic considering the following acyclic directed network depicted in Fig. 1 . The arc labels indicate the arc costs c ij . and are positive real numbers. Initially all u k i 's and w k ij 's are zero. It is easy to note that the optimal solution is illustrated by bold arcs in Fig. 1 , giving the minimum cost c opt = 5 + 3 . The above can be generalized in two different ways. The first consists of considering a path with k − 1 optional nodes between nodes 1 and 5. According to our objective, two paths from node 6 are considered, one is obtained by adding k − 1 nodes between nodes 6 and 14, and the other is obtained by adding k − 1 nodes between nodes 6 and 15 (see Fig. 2 ). All new arcs created have cost . Now, c opt = 3 + (k + 1) · and c W = 3 + (3k + 1) · ; then, we obtain:
Another generalization of SPDN instance in Fig. 1 can be obtained by adding l paths from node 6 to nodes z 1 , z 2 , . . . , z l , (l = 2 corresponds to Fig. 2 ). This generalization is stated precisely in the next section. 
Conclusions
An important consequence of Theorem 5 is that the worst-case performance of Wong's algorithm for SPDN is not better than the worst-case performance of known heuristics for SPDN described in Section 2. The worst-case performance of Wong's heuristic is at least |Z|. Future work could investigate whether this performance is or is not finite.
Future work could investigate the design of new heuristics for SPDN with worst-case performance less than |Z|. In particular, one possibility is to explore the ideas of the primal-dual algorithm for approximation algorithms, see [24] .
