Abstract-Gray hole attacks (a.k.a selective forwarding attacks) are a special case of denial of service (DoS) attack, where a misbehaving mesh router just forwards a subset of the packets it receives but drops the others. In wireless networks, it is particularly hard to detect the presence of such attackers because a packet loss over the wireless link can be due to bad channel quality, medium access collisions, or intentional dropping. In contrast to existing studies, we propose a more practical algorithm known as channel aware detection (CAD) that adopts two strategies, hop-by-hop loss observation and traffic overhearing, to detect the mesh nodes subject to the attack. We derive the optimal detection thresholds by analyzing the false alarm and missed detection probabilities of CAD. We also compare our approach to existing solutions and demonstrate that CAD detects the attackers effectively even in harsh channel conditions.
I. INTRODUCTION
Multihop wireless mesh networks (WMNs) [1] are emerging as a promising solution to provision ubiquitous last-mile highspeed Internet access due to the advantages of scalability, selfmanagement, and low up-front cost. However, compared to wired networks, the WMNs are more likely to suffer from various security attacks, due to the nature of open medium, distributed architecture and dynamic topology [1] , [2] .
In this work, we focus our attention on the special case of denial of service (DoS) attack, known as selective forwarding attack (a.k.a gray hole attack) [2] . With such an attack, the misbehaving router accepts the packet for transmission but refuses to forward certain packets by simply dropping them. Cryptography techniques are common approaches to protect the physically unprotected mesh routers from various DoS attacks, e.g., gray hole, black hole, sinkhole, and wormhole [2] . Nevertheless, if the routers are compromised, the attacker will gain access to the public/private keys of the compromised routers and then break through the cryptographic systems. Therefore, non-cryptographic detection techniques offer a second line of defense. In this paper, we develop a non-cryptographic technique for detecting gray hole attack by monitoring and analyzing the forwarding behaviors of wireless mesh routers.
Most of the prior works [2] - [6] related to selective forwarding attacks were studied in the area of ad hoc and sensor networks. Karlof et al. [3] first proposed selective forwarding attacks and suggested that multi path forwarding can be used to counter these attacks in sensor networks. However, the * Yu Cheng's work was supported in part by NSF grant CNS-0832093 algorithm fails to suggest a method to detect and isolate the attackers from the network. In [4] , the authors propose a scheme that randomly selects part of the intermediate nodes along a forwarding path as checkpoint nodes which are responsible for generating acknowledgments for each packet received. If suspicious behavior is detected, it will generate an alarm packet and deliver it to source node. However, the algorithm suffers from high overhead because for each received packet the intermediate nodes need to send an acknowledgment back to the source node. Moreover, the authors also assumes that the channel is perfect and any packet loss is due to the presence of malicious nodes. In [5] , authors propose Watchdog, a technique in which a node monitors its neighbors to determine whether they forward the packet to intended destination properly or not. The scheme fails to detect the attacker in presence of limited-transmit power attack, selective dropping attack and bad mouthing attack which can be addressed by the detection approach proposed in this paper. In BSMR [6] , the authors propose a selective forwarding detection scheme for multicast routing protocols. However, BSMR assumes static detection thresholds which is independent of channel quality and medium access collisions.
While most of the previous studies [2] , [3] - [6] , on selective forwarding attacks focus on attack detection under the assumption of an error-free wireless channel, we consider a more practical scenario that packet dropping may be due to an attack, medium access collision, or bad channel quality. In this paper, we propose a channel aware detection (CAD) approach that adopts two strategies, hop-by-hop loss observation and traffic overhearing. Each intermediary node in the forwarding path observes the behavior of its previous-hop and next-hop neighbors to detect the misbehaving nodes. These nodes judge the behavior of its neighbors by comparing the observations against two detection thresholds known as monitoring and loss rate threshold. In particular, the thresholds will be dynamically adjusted with the "natural" loss rates, due to bad channel quality and medium access collisions, to maintain the detection accuracy when network status changes.
The remainder of this paper is organized as follows. Section II describes the threat model and outlines the basic assumptions. Section III presents the proposed CAD algorithm. Section IV discusses how to estimate the normal loss rates due to channel quality and collisions. Section V computes the optimal detection threshold to minimize the sum of false alarm and missed detection probabilities. Section VI presents some simulation results to demonstrate the performance of CAD. Section VII gives the conclusion remarks.
II. THREAT MODEL AND ASSUMPTIONS

A. Threat Model
A gray hole attack forms a serious threat to mesh networks, particularly considering that collaboration among mesh routers is the basic requirement of such networks. An adversary may compromise these mesh routers through physical capture or software bugs, thus gaining full control of them. Once captured, the attacker gains access to all the data residing in victim node and reprogram them to behave in a malicious manner. For a path, v 0 , v 1 , v 2 , . . . , v n , between the source S and destination D, we assume that node v 2 is a compromised router that attracts network traffic by advertising itself as having the high quality path to the destination and then performs selective forwarding attacks on the data passing through it. Suppose that source receives data from mesh client to forward to the destination D. On receiving the request for data transmission, it will check if it has an entry for node D in the routing table. If no entry is found, it will broadcasts a ROUTE REQUEST for that destination. Node v 2 claims that it has a better path to destination whenever it received ROUTE REQUEST packets and sends the reply back to source. The destination or other intermediate routers may send the reply if it has a fresh route to destination. If node S receives the reply from a normalbehaving node before it gets the reply from the attacker, everything works well. However, the ROUTE REPLY from v 2 can reach node S first for any of the following two reasons. (a) A malicious router may be near to the source router; (b) A malicious router does not have to check the routing table when sending false routing information. As a result, node S will think that the Route Discovery Phase is complete, ignore all other ROUTE REPLY packets and forwards data packets to D via v 2 . Node v 2 will form a selective forwarding attack in the network by selectively dropping the subset of the packets it receives.
In this work, we focus on developing an algorithm that defends against single and multiple selective dropping attackers in WMN. In addition to gray hole attacks, we also address the following attacks such as limited transmit-power and bad mouthing attack.
B. Assumptions
We assume that the mesh nodes have no energy constraints and each mesh node is assigned with a public/private key pair and public keys of all other mesh nodes. These keys are used to protect the packets used in CAD design. Indeed, if a node is compromised, the attacker will gain access to the stored keys in that node. Hence, we argue that a combination of cryptographic and non-cryptographic solutions is necessary to achieve complete security in a network. CAD design further takes the following assumptions: (a) We trust only the source and the destination mesh nodes because the client device first authenticates with the mesh node before the forwarding sessions starts; (b) We consider a buffer of infinite size at each mesh node and hence, a packet can be dropped due to bad channel quality, medium access collision, or presence of an attacker; (c) Both the source and destination nodes are aware of the forwarding path and the ID's of each node in the path; (d) Since there are multiple routes from a source to a destination, a source may receive several route replies from a destination. We need the source node to cache these routes to mitigate the overhead incurred during new route discovery process. In this work, we mainly focus on the grayhole attacks and thus we disregard general attacks such as sybil attacks, collision (or jamming) or node replication attacks. Furthermore, we only deal with the possibility of mesh nodes acting alone and hence, the problem of colluding nodes are not studied.
III. THE CHANNEL-AWARE DETECTION ALGORITHM
In this section, we present a detailed design of channelaware detection algorithm. The proposed CAD algorithm depends on two strategies, hop-by-hop loss observation and traffic overhearing, to detect the misbehaving nodes along a path. For a node v i in a forwarding path, we refer to v i−1 and v i+1 as its upstream (previous hop) and downstream (next hop) nodes, respectively.
A. CAD Algorithm design
The essence of CAD is to identify intentional selective dropping from "natural" wireless losses. A "natural" packet loss can occur due to bad channel quality or medium access collisions under the infinite buffer assumption. These two types of loss events are independent and we present the estimation of "natural" losses (L) in sec. IV. In CAD, each mesh node maintains a history of packet count to measure the loss rate of the link. Therefore, when a node receives a packet from the upstream, it updates the packet count history with the corresponding packet sequence number and buffers the link layer acknowledgments (ACKs) received for each packet forwarded to downstream node. We denote the number of packets forwarded by source S to destination D as W s and the number of packets received successfully by the intermediate node v i+1 from the upstream node v i as n vi vi+1 over a time window. When a router forwards a packet to the downstream node, it performs two operations: (i) For each packet relayed to the downstream, it buffers the ACKs. (ii) It also overhears the downstream traffic and determines whether the node forwarded or tampered the packet. Based on these observations, the node maintains two parameters for its downstream node, probability of trust, P t and probability of distrust, P dt where P t = 1 − P dt . The probability of distrust is computed as follows:
. n t and n d are the number of packets tampered and dropped by the downstream node out of the total number of forwarded packets, n f , respectively.
We introduce two new packets known as the PROBE packet and PROBE ACK packet for the detection of malicious routers. The source, S, sends a PROBE packet after every W s data packets. The smaller the value of W s , the more likely the algorithm will detect the attackers faster. However, this means an increase in the overhead. On receiving the PROBE, each node in the path marks the PROBE packet with the detection parameters. This technique is known as packet marking. For each PROBE packet sent to destination, source marks the packet with the number of packets transmitted to the particular This full text paper was peer reviewed at the direction of IEEE Communications Society subject matter experts for publication in the IEEE "GLOBECOM" 2009 proceedings. 
where τ m is the monitoring threshold and can take values between 0 and 1. As emphasized before, the main goal of CAD is to detect the attackers even in the presence of "natural" losses such as channel loss, collisions etc. Hence, in addition to n vi vi+1 and opinion parameters, each node except the source and destination appends the parameter B represents the observation of node v i+1 about the behavior of upstream node v i and is computed by determining the packet loss rate of the link {v i , v i+1 } by the node v i+1 . . τ l can take any values between 0 and 1. The lower the values of τ l and τ m , the more likely the algorithm detects any malicious behavior. However, it also means that the probability of false alarm increases. Since each node individually monitors the behavior of its upstream and downstream neighbors in the path, CAD can also effectively detect multiple single acting attackers along the path.
For instance, assume that source S selects the path v 1 , v 2 , v 3 between the source and destination D. The PROBE message sent by the nodes in the forwarding path are:
At each node, the message is attached with a message authentication code (MAC), which is generated with the node's private key and a nonce random number. The MAC signature can protect the message from being tampered and used in a replay attack. 2) PROBE ACK from Destination: CAD design require the destination to send a PROBE ACK message for every PROBE packet received from source.
(1) Negative PROBE ACK from D. In this case, the destination will send a PROBE ACK message to source, S, with the list of suspicious router(s) based on the opinion and behavior parameters or on observing an incorrect MAC. It is to be noted that, similar to a PROBE message, the PROBE ACK message is also secured. When S receives the PROBE ACK message, it will query the suspicious routers for the proof of link layer acknowledgments. If a router is detected as misbehaving, source may use another path in route cache to forward the remaining data packets and informs the network
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(2) Positive PROBE ACK from D. If no suspicious nodes are listed in the PROBE ACK message, source will resume the data transmission.
(3) No PROBE ACK from D. The source may not receive a reply from destination within a TIMER-EXPIRE for any one of the following reasons: (a) The PROBE packet is dropped by the malicious router and hence D will not return any PROBE ACK to S as it does not know that it was expecting any PROBE packet; (b) The PROBE ACK packet is dropped by the malicious router. To tackle these situations, we propose two requirements. (i) every router buffers the PROBE and PROBE ACK packets. (ii) source router retransmits the PROBE for r attempts because a packet loss can be due to wireless loss or presence of an attacker. After r attempts, if S does not receive a reply from D, it will initiate a hop by hop query for the PROBE and PROBE ACK packets. For e.g, if v i did not receive the PROBE packet, it implies that node v i−1 did not forward the packet and the upstream and downstream neighbors of v i−1 can be queried for the opinion and behavior parameters. If misbehaving is detected, source will perform the same operation as listed in case (1).
IV. ESTIMATION OF NORMAL LOSSES
A. Loss due to Wireless Channel
We model the underlying time varying wireless channel as a two-state Markov model [10] . The two state Markov model has two states, g and b, which represents the good and bad states respectively. When the state is bad, all the packets are lost; when the state is good, the packets can still be lost due to collision or noise. In the good states, losses occur with a probability of P G while in the bad state they happen with a probability of P B , (P G < P B ). The transition probabilities of the model are defined by P bg between states b and g and P gb between states g and b. The average loss rate, p e , of the Markov channel is given as P G π g + P B π b . π g and π b are the steady state probabilities and are defined as P bg P bg +P gb and P gb P bg +P gb respectively. Since a wireless mesh network is normally deployed statically for long time, we assume that the channel parameters P bg , P gb , P G , and P B can be accurately estimated by observing historical data. Thus, the packet loss probability over the channel p e can be computed from the channel parameters.
B. Loss due to MAC Layer Collisions
We estimate the probability of collision, p c , by utilizing the channel busyness ratio (CBRO) as discussed in [7] . As opposed to collision probability, CBRO is easy to measure in practice, because IEEE 802.11 is essentially based on virtual and physical carrier sensing methods. During every time period t, each node monitors the wireless medium around it to determine the amount of time the channel is busy, R b . Once R b is determined, the node can estimate the probability of collision, p c , according to the following equations:
. σ is the length of an empty backoff time slot where R s is the channel utilization ratio. We define T suc and T col respectively as the average time periods associated with successful transmissions and collisions. Further, p i and p s denote the probabilities of idle time slot and successful transmission (please refer [7] for the derivation of time periods and probabilities). In a MAC layer, a lost packet is retransmitted for a certain number of attempts, denoted as γ [7] . However, if all the retransmissions fail, the packet is dropped. Hence, the MAC-layer loss rate due to wireless errors (p e ) and medium access collisions (p c ) are expressed as follows: L ≈ (p e + p c ) γ .
V. CONFIGURATION OF OPTIMAL THRESHOLDS
In this section, the optimal thresholds (τ * m and τ * l ) that minimize the sum of false alarm and missed detection probabilities are computed.
A. Probability of False Alarm (P F A )
A false alarm occurs when the router gives an alarm but no threats exists. We discuss the following scenarios in which a normal-behaving node v i is reported as suspicious. We deduce here that the packet collision happens with an independent probability of p l (= p c ). Therefore, the false alarm probability (P F A|A ) is given by:
where the second step of eqn. (1) is based on the fact that binomial distribution can be well approximated by Gaussian distribution when N is reasonably large [9] . False alarm by downstream node, (P F A|B ). Recall that the downstream node v i+1 observes the loss rate of the link {v i , v i+1 } to judge the behavior of upstream node. We deduce here that p f is the probability with which link {v i , v i+1 } experiences higher loss rate than estimated loss (τ l ) due to ambiguous channel fading. As a result, node v i+1 will observe loss rate higher than τ l and sets B vi vi+1 = 1. For e.g., suppose that node v i forwarded N packets to v i+1 . Node v i+1 should observe at least Y = N τ l misbehaviors to mark v i as malicious. Therefore, the false alarm probability (P F A|B ) is
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given by:
where p lr is a function of p e , p c and p f . The false alarm probability P F A|C (for opinion and behavior parameter =1) is expressed as follows:
B. Probability of Missed Detection (P MD )
A false clear or missed detection probability occurs when the router does not give an alarm and a threat exists. We presume here that node v i is a gray hole attacker. CAD fails to detect v i as malicious if the downstream and upstream neighbors of v i set the detection parameters to zero in the PROBE packet. The missed detection probability, P MD , is given as P MD = P MD|A × P MD|B . P MD|A and P MD|B are the probability that upstream and downstream nodes miss the detection respectively. By exploiting the Gaussian approximation, probabilities are expressed as follows:
p l is the probability of packets lost due to intentional dropping and ambiguous collisions (p c ) whereas p lr is the probability of packets lost due to attacker and bad channel quality (p e , p c ).
We know that while the false alarm probability decreases with an increasing threshold, the missed detection probability in fact increases. It is not difficult to verify that the sum of the false alarm probability and the missed detection probability is a convex function of the thresholds. Thus, an optimal threshold can be derived by minimizing the sum of the false alarm and missed detection probabilities as follows:
VI. PERFORMANCE EVALUATION
The proposed algorithm is implemented in Ns2 (v2.29) [8] and we study the performance of CAD in terms of: (a) adaption of thresholds to varying network load; (b) routingrelated overhead. The overhead is computed as a ratio of routing-related transmissions to data transmissions [5] where a transmission implies a node either sending or forwarding a packet; and (c) packet delivery rate (PDR) of CAD in the "presence" and "absence" of normal losses. The network topology consists of a square grid of 36 mesh routers located in 1000 by 1000 meter area. In our simulations traffic sources are modeled as UDP transfers. Stationary sources and destinations are placed on the opposite sides of the grid with multiple forwarding paths between them. The malicious nodes are randomly located in the forwarding paths of source and destination. We set r = 2 for retransmission attempts by source router when a PROBE packet is lost. We modeled the wireless channel as a Markov model and the transition probabilities of this model are expressed as follows: P gb , P bg = (0, 1)(0.3, 0.23)(0.4, 0.3)(0.45, 0.25)(0.45, 0.2) . For simplicity, we set P G = 0 and P B = 1.
In fig. 1 , we study the adaption of the thresholds with the varying network load. We observe that as the load increases, the channel collision probability in fact increases with the channel busyness ratio R b . Since the thresholds τ m , τ l are designed to depend on probability of collisions, we can see an increase in thresholds (τ m and τ l ) with the increase in probability of collisions. Finally, the graphs also depicts the P dt parameter and the loss rate (L o ) estimated by the upstream and downstream nodes respectively in the presence of 10% dropping by adversaries. Indeed, the misbehaviors observed by the upstream and downstream nodes exceeded the thresholds τ m and τ l even in the presence of losses due to collisions and wireless errors. Hence, with CAD we can effectively identify the attackers in the presence and absence of "natural losses". We also study the impact of PROBE interval (W s ) on the performance of CAD. We observe that CAD has high PDR at smaller intervals for e.g., W s = 10 as opposed to scenarios where PROBE packets are sent at larger intervals for e.g., W s = 50. The reason for high PDR is that when a PROBE packet is sent within smaller intervals an attacker, if present, will be detected earlier and hence less number of packets will be lost due to malicious behavior. Nevertheless, we also observed that the smaller the interval, CAD has higher routingrelated overhead when compared to larger PROBE intervals. To minimize the packet loss due to attacker(s), we suggest to use smaller packet interval for PROBE. The details are omitted here due to the limited space. In fig. 2 and 3 , we study how CAD performs in the presence of single and multiple gray-hole attackers. In fig. 2 , we consider absence of normal losses, while in fig. 3 , we assume bad channel quality. It can be inferred from fig. 2 that when "no detection" algorithm is employed, the PDR is degraded in the presence of both single (86% in the case of 10% dropping) and multiple single acting attackers (73% in the case of 10% dropping). However after using CAD, the PDR is improved to 97% in the case of 10% dropping when single attackers are present and 86% in the case of 10% dropping when multiple attackers are present
978-1-4244-4148-8/09/$25.00 ©2009 because CAD detects the attacker and forwards the traffic to the destination through a different path. We also observe that the maximum PDR achieved using the CAD is less than the ideal case, where no routers exhibit malicious behavior (98.1%). The reason behind this is some packets are already lost before CAD detects the attacker. In fig. 3 , we study the performance of CAD when packet losses occur due to presence of attacker and normal wireless losses. We observe that the PDR is degraded in the presence of 10% (PDR = 0.79) and 20% (PDR = 0.68) selective dropping attacker respectively when "no detection" algorithm is employed; (c) After using CAD, the PDR is improved to 0.86 in the case of 10% dropping attack and 0.84 in the case of 20% dropping attack. The reason behind this is that unlike prior works, CAD adapts to varying packet losses while setting the detection thresholds τ l and τ m . Hence, we can conclude that even in harsh channel conditions, CAD can effectively detect the misbehaving nodes and improve the PDR of the network. In fig. 4 and 5, we compare CAD to existing dropping misbehavior detection schemes known as Watchdog (WD) and BSMR. As can be inferred from fig. 4 , CAD has better fig.5 , we observe that PDR of BSMR is degraded in the presence of both 10% and 20% dropping attackers (0.87 for 10% dropping and 0.8 for 20% dropping). The reason behind this is unlike CAD, BSMR employs static thresholds that are independent of "natural" losses which inturn prevented BSMR in detecting the 10% and 20% dropping misbehaviors.
VII. CONCLUSION AND FUTURE WORK
In this paper, we considered a practical algorithm known as CAD to detect and isolate the selective forwarding attackers in the area of multihop networks such as WMNs. CAD mainly adopts two strategies for detection: hop-by-hop loss observation by downstream nodes and traffic monitoring by upstream nodes. We also presented a detailed design of the optimal thresholds by analyzing the false alarm and missed detection probabilities of CAD. For future work, we plan to investigate the case that multiple routers may collude with each other.
