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In this paper, a newmeshlessmethod, Chebyshev taumatrixmethod (CTMM) is researched.
The matrix representations for the differentiation and multiplication of Chebyshev
expansions make CTMM easy to implement. Problems with curve boundary can be
efficiently treated by CTMM. Poisson-type problems, including standard Poisson problems,
Helmholtz problems, problems with variable coefficients and nonlinear problems are
computed. Somenumerical experiments are implemented to verify the efficiency of CTMM,
and numerical results are in good agreement with the analytical one. It appears that CTMM
is very effective for Poisson-type problems in irregular domains.
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1. Introduction
Spectral methods are successfully used nowadays for widely diverse applications, such as fluid dynamics, wave
propagation, solid and structural analysis, and so on [1]. Their principal appeal relies on their superior rate of convergence
(so-called spectral accuracy) for sufficiently smooth functions.
The tau approach is a kind of classical spectral method. It was invented in [2]. The taumethodmay be viewed as a special
case of the so-called Petrov–Galerkin method. In the Chebyshev tau method, the solution is approximated by means of a
truncated Chebyshev series expansion; the Chebyshev polynomials are used as the test function and the usual Chebyshev
integral inner product is taken as the inner product [1]. In this paper, Chebyshev tau matrix method (CTMM) makes use of
the matrix technique to represent the differentiation and multiplication. The differentiation matrices using direct formulas
in frequency space are given.
However, the biggest limitation of spectral methods is that the geometry of the domain in which the problem is to be
solvedmust be simple enough to allow the use of an appropriate orthonormal basis inwhich to expand the full set of possible
solutions to the problem. This inability to handle irregularly shaped domains is the main reason why spectral methods have
had limited use in many engineering problems, where finite-element methods are preferred because of their flexibility to
describe complex geometries despite the computational costs associated with constructing an appropriate solution grid [3].
Some methods have been presented to overcome this problem. For example, a normal method of solving PDEs on a
triangle domain is to introduce a translation that maps the triangle domain onto a normalized computation domain. As a
result, one edge of themesh has to degenerate into a single point, resulting in an over-dense grid near the point and therefore
leading to the unnecessary high computational waste [4]. Domain decomposition method (DDM) can treat problems on
triangle domains [5]. However, the implementation of DDM is somewhat complicated. Another way is to use Differential
Quadrature Trefftz method (DQTM) [6]. In DQTM, spectral collocation methods are used to compute a particular solution on
a regular domain and Trefftz method is used for solving the homogeneous solution. The use of domain embedding methods
[3] is also a good idea to avoid the gridding and the complexity coming from the irregularity of the domain. The idea of
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these methods is to approximate the solution to the original problem by the solution of an auxiliary problem in a fictitious
regular domain in which the irregular geometry is embedded [7,8]. Many ways have been used to extend the solution to the
fictitious domain [3,7,8]. However those procedures are complicated. CTMM can be viewed as a domain embeddingmethod,
where the condition of the extended boundary can be set simply and directly.
Chebyshev tau matrix method is also a true meshless method. The meshless numerical method has recently become
an alternative to the finite-element method and boundary-element method due to its advantages of avoiding meshing
and remeshing, effective treatment of complicated load conditions, and avoiding mesh distortion in the large deformation
problem [9]. In CTMM, the source terms are firstly extended continuously to a regular domain and then a solution in the
form of the Chebyshev series expansion is to be solved. The boundary conditions are treated directly.
The rest of the paper is organized as follows. In Section 2, some basic formulas of CTMM are given, including
differentiation and multiplication in 1D and 2D. In Section 3, numerical procedures for applying CTMM to Poisson-type
problems are studied. Section 4 gives some numerical examples including the standard Poisson equation, Helmholtz
problems, generalized Poisson problems with variable coefficients and nonlinear problems. A short conclusion is given in
Section 5.
2. Chebyshev approximation
2.1. Some basic results
Some basic results for Chebyshev approximation [10] are required. The Chebyshev polynomial of degree k on [−1, 1] is
defined by the formula
Tk(cos θ) = cos(kθ). (2.1)
For x ∈ [−1, 1], {Tk(x)} satisfy the following three-term recurrence relation
T0(x) = 1, T1(x) = x, (2.2)
Tk+1 = 2xTk(x)− Tk−1, k ≥ 1. (2.3)
They constitute an orthonormal basis with respect to the inner product
(f , g) =
∫ 1
−1
f (x)g(x)(1− x2)−1/2dx. (2.4)
The Chebyshev expansion of a function u(x) is
u(x) = 1
2
uˆ0T0(x)+ uˆ1T1(x)+ uˆ2T2(x)+ · · · (2.5)
=
∞∑′
k=0
uˆkTk(x) (2.6)
with expansion coefficients
uˆk = 2
pi
∫ 1
−1
u(x)Tk(x)(1− x2)−1/2dx. (2.7)
Remark 2.1. The notation
∑′∞
k=0 in (2.6) represents an infinite summation with the first term (T0) halved, see (2.5), which
simplifies many of the formulas to follow. The notation
∑′N−1
k=0 in this paper represents a finite summation with first and
last terms halved.
2.2. Differentiation and multiplication of Chebyshev expansions
For the differentiation of the Chebyshev expansions, we have the following lemma, which can be found in many
literatures, such as [1,10,11].
Lemma 2.1. Let u be a smooth function given by a Chebyshev series
u(x) =
∞∑′
k=0
uˆkTk(x). (2.8)
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Then the first-order and second-order derivatives of u have the series expansions of the form
u′(x) =
∞∑′
k=0
uˆ(1)k Tk(x), u
′′(x) =
∞∑′
k=0
uˆ(2)k Tk(x) (2.9)
with uˆ(1)k and uˆ
(2)
k respectively given by the formula
uˆ(1)k = 2
∞∑
p=k+1
p+k odd
puˆp, uˆ
(2)
k =
∞∑
p=k+2
p+k even
p(p2 − k2)uˆp. (2.10)
Now let uˆ = (uˆ0, uˆ1, . . .)T and uˆ(j) = (uˆ(j)0 , uˆ(j)1 , . . .)T (j = 1, 2). Then we can obtain the differentiation matrices in
frequency space. Thus (2.10) can be expressed in the form
uˆ(1) = D(1)uˆ, uˆ(2) = D(2)uˆ, (2.11)
where the matrices D(1) and D(2) are all upper triangular, with elements
D(1) =

0 2 0 6 0 10 · · ·
0 4 0 8 0 · · ·
0 6 0 10 · · ·
0 8 0 · · ·
0 10 · · ·
0 · · ·
. . .

, D(2) =

0 0 8 0 32 0 · · ·
0 0 24 0 120 · · ·
0 0 48 0 · · ·
0 0 80 · · ·
0 0 · · ·
0 · · ·
. . .

. (2.12)
Then consider the multiplication G(x) = a(x)u(x). Let a(x) =∑′∞k=0aˆkTk(x). First, if gj(x) = a(x)Tj(x) =∑′∞k=0aˆkTk(x)Tj(x)
can be expanded as gj(x) =∑′∞k=0gˆj,kTk(x), then using the following property of Chebyshev polynomials
Tk(x)Tj(x) = Tk+j(x)+ Tk−j(x)2 , (2.13)
one can obtain
gˆj = Hjaˆ, (2.14)
where gˆj = (gˆj,0, gˆj,1, . . .)T, aˆ = (aˆ0, aˆ1, . . .)T and
Hj = 12

1
. .
. . . .
1 1
2
. . .
1
. . .

(2.15)
with the highlighted elements 2 at (j+ 1, 1) and 1 at (1, j+ 1).
Then G(x) = a(x)∑′∞j=0uˆjTj(x) =∑′∞j=0uˆjgj(x). If G(x) has the series expansion
G(x) =
∞∑′
k=0
GˆkTk(x), (2.16)
the relationship between Gˆ and uˆ in terms of aˆ is,
Gˆ = [H0aˆ, H1aˆ, . . .]uˆ. (2.17)
In practice, u(x) and a(x) are approximated by truncated Chebyshev series
u(x) =
N−1∑′
k=0
uˆkTk(x), a(x) =
N−1∑′
k=0
aˆkTk(x), (2.18)
and the coefficients can be obtained by means of the Fast Fourier Transform (FFT) [1,10], using O(N logN) operations.
Then the coefficients of u′ and u′′ are still given by (2.10), but the summation is truncated at N terms. We thus denote
the differentiation matrices as D(1)N and D
(2)
N , which are the submatrices of D
(1) and D(2), i.e. D(j)N = D(j)(1 : N, 1 : N), j = 1, 2.
Hj now become N × N matrices, for j = 0, . . . ,N − 1.
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2.3. Chebyshev expansion in 2D
The most natural way to build a 2D expansion, is to take tensor products of 1D expansion. For a function u(x, y), the
tensor product of the Chebyshev approximation is given by
u(x, y) ' uN(x, y) =
N−1∑′
j=0
N−1∑′
k=0
uˆj,kTj(x)Tk(x). (2.19)
If the partial derivative ∂u
∂x has the approximation
∂uN(x, y)
∂x
=
N−1∑′
j=0
N−1∑′
k=0
uˆxj,kTj(x)Tk(x), (2.20)
then the coefficient matrix uˆx = [uˆxj,k] satisfies
uˆx = D(1)N uˆ. (2.21)
Let Vec(A) denote the vector-function of a rectangular matrix A, which is formed by stacking the columns of A into a long
vector. Then (2.21) can be written in the form
Vec(uˆx) = (I ⊗ D(1)N )Vec(uˆ), (2.22)
where I is the identitymatrix,⊗ is the Kronecker product. Similarly, the coefficientmatrices of the approximations to ∂u
∂y ,
∂2u
∂x2
and ∂
2u
∂y2
can be expressed as
Vec(uˆy) = (D(1)N ⊗ I)Vec(uˆ), Vec(uˆxx) = (I ⊗ D(2)N )Vec(uˆ), Vec(uˆyy) = (D(2)N ⊗ I)Vec(uˆ). (2.23)
Then consider the multiplication a(x, y)Tp(x)Tq(y). If we have
a(x, y)Tp(x)Tq(y) =
N−1∑′
j=0
N−1∑′
k=0
gˆp,qj,k Tj(x)Tk(x), (2.24)
then the coefficient matrices satisfy
gˆp,q = HpaˆHTq , (2.25)
or
Vec(gˆp,q) = Hq ⊗ HpVec(aˆ), (2.26)
where aˆ now is the coefficient matrix of Chebyshev approximation to a(x, y). Finally, let the multiplication of a(x, y) and
u(x, y) have the expansion
G(x, y) = a(x, y)u(x, y) =
N−1∑′
j=0
N−1∑′
k=0
Gˆj,kTj(x)Tk(x). (2.27)
We can get the following formula for Gˆ = [Gˆj,k] after a short derivation
Vec(Gˆ) = MaVec(uˆ), (2.28)
where
Ma = [H0 ⊗ H0Vec(aˆ), . . . ,HN−1 ⊗ H0Vec(aˆ),H0 ⊗ H1Vec(aˆ), . . . ,HN−1 ⊗ HN−1Vec(aˆ)]. (2.29)
3. CTMM for Poisson-type equations
Consider the following generalized Poisson-type problem
1u+ a(x, y) ∂u
∂x
+ b(x, y) ∂u
∂y
+ c(x, y)u = f (x, y), (x, y) ∈ Ω, (3.1)
with the Dirichlet boundary condition on ∂Ω . Here, without loss of generality, supposeΩ ⊂ Ω0 = [−1, 1]2.
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3.1. Discretization of the differential equations
Extend continuously the functions a, b, c and f to the regionΩ0. Expand the function f by the Chebyshev series
f (x, y) =
N−1∑′
j=0
N−1∑′
k=0
fˆj,kTj(x)Tk(y). (3.2)
Then we seek a solution
uN(x, y) =
N−1∑′
j=0
N−1∑′
k=0
uˆj,kTj(x)Tk(y). (3.3)
From the Chebyshev differentiation formulas (2.22) and (2.23) and the multiplication formula (2.28), we obtain the system
of equations
[I ⊗ D(2)N + D(2)N ⊗ I +MaI ⊗ D(1)N +MbD(1)N ⊗ I +Mc]Vec(uˆ) = Vec(fˆ) (3.4)
where Ma is defined as in (2.29), similarly for Mb and Mc , fˆ = [fˆj,k] is the Chebyshev expansion coefficients for f (x, y). This
system of equations is of non-full rank. To see this, we come back to the treatment of Laplace operator1. For1u, we have
the expansion coefficients
D(2)N uˆ+ uˆD(2)TN . (3.5)
Since as we can see from (2.12) the last two rows of D(2)N are all zeros, equations in (3.4) corresponding to the following
indices are dependent upon the others
index = find(X), X =

0 · · · 0 1 1
... · · · ... ... ...
0 · · · 0 1 1
1 · · · 1 1 1
1 · · · 1 1 1
 , (3.6)
whereMatlab function find can be used to obtain the indices. These 4N−4 equationsmust be eliminated. As a consequence,
4N − 4 independent equations have to be added in order to determine uˆ. These equations can be obtained by imposing the
boundary conditions.
It is straightforward to apply CTMM to generalized nonlinear Poisson-type problems by the linearized method. For
example, we have a nonlinear equation 1u + u2 = f . The nonlinear term u2 can be linearized by unu, where un is the
nth iteration. Thus the equation can be treated by the above procedure.
3.2. Treatment of the boundary conditions
We separate the boundary into K pieces,
∂Ω =
K⋃
p=1
Γp. (3.7)
The boundary conditions corresponding to Γp are
u|Γp = gp(x, y), (x, y) ∈ Γp. (3.8)
Case 1: Straight line. Now, consider the case when Γp is a straight line (x = ±1 or y = ±1). Take Γp = {(−1, y)|y ∈ [−1, 1]}
for example. From (3.8) and (3.3), we can arrive at
Np−1∑′
j=0
Np−1∑′
k=0
uˆj,kTj(−1)Tk(y) =
Np−1∑′
k=0
gˆpk Tk(y). (3.9)
We then obtain the following equations
Np−1∑′
j=0
uˆj,k(−1)j = gˆpk , k = 0, . . . ,Np − 1, (3.10)
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or
LkVec(uˆ) = gˆpk , k = 0, . . . ,Np − 1 (3.11)
where Lk = ek ⊗ l−1 with l−1 = [1,−1, . . .] and ek the kth row of identity matrix I .
Case 2: Curve line. Consider the case when Γp is a curve which can be expressed as
Γp = {(x(s), y(s))}, s ∈ [−1, 1]. (3.12)
The Chebyshev expansion of gp(x, y) is given by
gp(x, y) = gp(x(s), y(s)) =
Np−1∑′
l=0
gˆpl Tl(s). (3.13)
We firstly have Tj(x(s))Tk(y(s)) =∑′Np−1l=0 Bj,kl Tl(s), then
uN |Γp =
N−1∑′
j=0
N−1∑′
k=0
uˆj,kTj(x(s))Tk(y(s)) (3.14)
=
N−1∑′
j=0
N−1∑′
k=0
uˆj,k
Np−1∑′
l=0
Bj,kl Tl(s) (3.15)
=
Np−1∑′
l=0
GlTl(s), (3.16)
where Gl =∑′N−1j=0 ∑′N−1j=0 uˆj,kBj,kl = BlVec(uˆ) and Bl = [B0,0l , . . . , BN−1,N−1l ]. So we have the following equations
BlVec(uˆ) = gˆpl , l = 0, . . . ,Np − 1. (3.17)
The K pieces of boundary can generate
∑K
p=1 Np equations for uˆ.
When K = 4, we can take Np = N . Thus, 4N equations are obtained, where four of the conditions are linearly dependent
upon the others; in effect the boundary conditions at each of the four corner points have been applied twice. So eliminating
four linearly dependent equations, one gets 4N − 4 independent equations for uˆ. To see this, let Γp lie anti-clockwise along
the boundary, see Fig. 2 for example and let gp(x, y) = gp(s) on Γp = {(x(s), y(s))}, s ∈ [−1, 1]. For simplicity, we assume
s = ±1 corresponding to the extreme points of Γp. We have the continuity conditions
g1(−1) = g4(1), g1(1) = g2(−1), g2(1) = g3(−1), g3(1) = g4(−1). (3.18)
Then for the Chebyshev expansions, one can obtain
N−1∑′
k=0
gˆ1k Tk(−1) =
N−1∑′
k=0
gˆ4k Tk(1),
N−1∑′
k=0
gˆ1k Tk(1) =
N−1∑′
k=0
gˆ2k Tk(−1), (3.19)
N−1∑′
k=0
gˆ2k Tk(1) =
N−1∑′
k=0
gˆ3k Tk(−1),
N−1∑′
k=0
gˆ3k Tk(1) =
N−1∑′
k=0
gˆ4k Tk(−1). (3.20)
There are four coefficients which can be represented by the others. For example, we can select gˆ1N−2, gˆ
1
N−1, gˆ
3
N−2 and gˆ
3
N−1,
because
DET =
∣∣∣∣∣∣∣
TN−2(−1) TN−1(−1) 0 0
TN−2(1) TN−1(1) 0 0
0 0 TN−2(−1) TN−1(−1)
0 0 TN−2(1) TN−1(1)
∣∣∣∣∣∣∣ 6= 0. (3.21)
So four equations in (3.17) (or (3.11)) corresponding to p = 1, 3 and l = N−2,N−1 (or k = N−2,N−1) can be eliminated.
When K > 4, we choose Np such that
∑K
p=1 Np ≥ 4N − 4. Thus, combing the system of equations form discretization of
the differential equation, we get a overdetermined system of equations. The solution is obtained in the least squares sense.
In the next section, numerical examples on more complicated domains, such as L-shape and pentagon, are used to show
this.
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Fig. 1. Condition numbers associated with the tau method.
3.3. Some analysis
Suppose we are given a 2D regionΩ ⊂ Ω0 = [−1, 1]2, and we wish to find a solution u to the Poisson problem I:
1u = f , inΩ, (3.22)
u = g, on ∂Ω. (3.23)
When applying Chebyshev tau matrix method to this problem, we first extend f continuously to regionΩ0. So, the solution
in form (3.3) is a particular solution to 1u = f inΩ0. As a consequence, it is also a particular solution to equation 1u = f
in Ω . Note that the particular solution is not unique, so uˆij cannot be specified. Letting uN satisfy the boundary condition
(3.23), we can thus solve uˆij and finally get the numerical solution.
Similarly, extend f to the domainΩ0, and consider problem II:
1u = f , inΩ0, (3.24)
u = g ′, on ∂Ω0. (3.25)
The idea of domain embedding methods is that the solution to problem I is approximated by the solution of the auxiliary
problem II in the fictitious domainΩ0. Any type of boundary condition can be imposed on the extended boundary ∂Ω0, but
the problem is how to retain the same solution in the irregular domain. In [3,7,8], the authors have presented different ways
to extend the solution to the fictitious domain, but their treatments are complicated and the imposition of the boundary
conditions over ∂Ω is often difficult to implement. For example, in Smoothed Boundary Method [3], a smoothing function
is introduced in order to incorporate the no-flux boundary conditions over the irregular domain and the original partial
differential equation has to be rewritten. In this paper, we extend the solution to the fictitious domain Ω0 − Ω in a very
natural way. That is, we give the boundary condition as
g ′ = uN , on ∂Ω0, (3.26)
where uN is the numerical solution to problem I by applying CTMM. Here, we assume that the solution u1 of problem I is
extended continuously to Ω0. Now applying CTMM to problem II, we get a solution u′N . It must have u
′
N = uN . So in Ω ,‖u1 − uN‖ = ‖u2 − u′N‖, where u2 is the solution of problem II. The convergence analysis for Poisson problem II in the
regular domain is well known, see [1].
Using tau method to solve differential equations will often require solving a system of algebraic equations. In this case,
the information about the underlying matrix such as spectral radius and condition number will be very useful. In Section
4.3.1 of [1], second-order eigenvalue problems− d2u
dx2
= λu, x ∈ (−1, 1), subject to boundary conditions of either Dirichlet
type or of Neumann type are considered. There, it is shown that the eigenvalues of tau approximations are real and positive,
and there exist two positive constants c1, c2, independent of N such that 0 < c1 ≤ λ ≤ c2N4. We now consider the diffusion
operator
Ldu = d
2u
dx2
, x ∈ (a, b), (3.27)
with homogeneous Dirichlet boundary conditions, i.e., u(a) = u(b) = 0, where [a, b] ⊂ [−1, 1]. Applying CTMM, we get
the resulting matrix Dd whose first N − 2 rows are obtained from the discretization of the problem on the enlarged domain
[−1, 1], i.e., Dd(1 : N − 2, :) = D(2)N (1 : N − 2, :). The last two rows of Dd represent the boundary conditions at x = a, b. Let
κd denote the condition number of Dd. In Fig. 1, we plot the condition number κd when a = −0.75 and b = 0.75. We can
see from the figure that κd ≈ 0.121N4, for N ≥ 30.
In numerical example 1 and example 2, we illustrate the condition numbers for a standard Poisson equation and a
Helmholtz problem in 2D.
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Fig. 2. Physical domain of Example 1.
Table 1
Maximum errors and condition numbers for Example 1
N 5 7 9 11 13 15
Error 1.2275e−02 5.0757e−05 1.6734e−05 2.3147e−07 6.5979e−10 2.8171e−12
Cond 2.0830e+3 1.0949e+4 1.2034e+6 1.9315e+7 1.5518e+8 4.9325e+9
4. Numerical examples
In order to demonstrate the efficiency and accuracy of Chebyshev tau matrix method (CTMM), numerical examples are
considered and their results are compared with the analytical results.
4.1. Example 1: Standard Poisson equation in irregular domain
We shall consider a standard Poisson equation
1u = f (x, y), (x, y) ∈ Ω, (4.1)
whose domain is irregular (Fig. 2) where the Dirichlet boundary conditions are applied. The exact solution of this problem
is given by
u(x, y) = sin x sin y. (4.2)
We first split the boundary into four pieces: Γ1 = {(−1, y)|y ∈ [−1, 1]}, Γ2 = {(x,−1)|x ∈ [−1, 1]}, Γ3 = {(ξ ,−ξ)|ξ ∈
[0, 1]} and Γ4 = {(ξ ,−ξ)|ξ ∈ [−1, 0]}. By applying CTMM, we finally get the evaluation to expansion coefficients uˆ.
Then the comparison between numerical and analytical solutions is made on test points {(x, y) ∈ Ω|x = −1 : .01 : 1,
y = −1 : .01 : 1}.
We compute the condition number of the resulting matrix obtained from the discretization of the differential equation
of the enlarged domain Ω0 = [−1, 1]2 and the treatment of boundary condition (3.17). The command ‘cond’ in Matlab is
employed. Maximum errors on test points and condition numbers are given in Table 1.
4.2. Example 2: 2D inhomogeneous Helmholtz problem
As second example, consider the governing Helmholtz equation
1u− λ2u = f (x, y), (x, y) ∈ Ω, (4.3)
u = ex+y, (x, y) ∈ ∂Ω, (4.4)
on an L-shaped domainΩ as shown in Fig. 3. The exact solution of this problem is given by u(x, y) = ex+y. For the treatment
of boundary conditions, we takeNp = N for p = 1, 2, andNp = [N2 ]+1 for p = 3, 4, 5, 6. The solution to the overdetermined
system of equations is obtained in the least squares sense, which can done by using the backslash or left matrix divide in
Matlab directly.
Table 2 shows the maximum error on test points {(x, y) ∈ Ω|x = −1 : .01 : 1, y = −1 : .01 : 1} and the condition
number of the resulting matrix, where we take λ = 10.
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Fig. 3. Physical domain of Example 2.
Table 2
Maximum errors and condition numbers for Example 2, λ = 10
N 5 7 9 11 13 15
Error 5.5714e−03 8.2223e−04 5.5929e−05 1.3744e−07 7.1347e−09 4.6185e−10
Cond 4.5518e+3 6.7752e+4 3.7808e+6 3.5508e+7 1.7525e+9 4.7137e+9
Fig. 4. Physical domain of Example 3.
Table 3
Maximum errors with different N for Example 3
N 4 6 8 10 12
Error 5.0819e−03 1.9640e−05 5.1748e−08 1.1340e−10 2.1081e−12
4.3. Example 3: Generalized Poisson problems
Consider a generalized Poisson problem in an irregular domain (Fig. 4) whose governing equation is defined by
−1u+ ex+yux + ex−yuy + u = f (x, y), (x, y) ∈ Ω, (4.5)
with Dirichlet boundary conditions. The analytical solution of this problem is again given by u(x, y) = sin x sin y. The
boundary ∂Ω again consists of four parts: Γ1 = {(−1, y)|y ∈ [−1, 1]}, Γ2 = {(x,−1)|x ∈ [−1, 1]}, Γ3 = {(−1 +
2 cos θ,−1 + 2 sin θ)|θ ∈ [0, pi/4]} and Γ4 = {(−1 + 2 cos θ,−1 + 2 sin θ)|θ ∈ [pi/4, pi/2]}. Test points are taken as
{(x, y) ∈ Ω|x = −1 : .01 : 1, y = −1 : .01 : 1}. Table 3 shows maximum errors on test points with different N .
4.4. Example 4: Nonlinear Poisson-type equation
Finally, consider a nonlinear Poisson-type problem on a pentagon domain Ω (see Fig. 5) whose governing equation is
defined by
1u+ u2 = f , (4.6)
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Fig. 5. Physical domain of Example 4.
Table 4
Maximum errors with different N for Example 4
N 9 10 11 12 13 14
Error 8.8927e−08 6.8131e−09 2.2642e−10 1.3679e−11 6.2617e−13 2.3315e−14
with Dirichlet boundary conditions. The analytical solution of this problem is u(x, y) = ex cos y. Iteration method is
employed, that is: firstly, we have1un+1 + unun+1 = f . Then, applying CTMM, we get
[I ⊗ D(2)N + D(2)N ⊗ I +Mun ]uˆn+1 = fˆ (4.7)
where Mun is defined as in (2.29). The initial guess of the iteration is zeros. The convergence tolerance is taken as 1e−13.
For boundary conditions on Γp, we take Np = N for p = 1, 2, 4, and Np = [N2 ] + 1 for p = 3, 5. Test points are taken as{(x, y) ∈ Ω|x = −1 : .01 : 1, y = −1 : .01 : 1}. The maximum errors are given in Table 4.
As was expected, it can be seen from Tables 1–4 that the results from CTMM converge to the exact values exponentially
with the increase in the number of series expansions.
5. Conclusion
Chebyshev tau matrix method is used for analyzing Poisson-type problems on irregular domains. FFT is used to compute
the coefficients in the series expansion. Formulas for differentiation are given in the matrix form. Irregular domains with
curve boundaries can be efficiently treated. Numerical results show that CTMM canmatch the analytical solution efficiently
with quite few terms. In particular, CTMM has the following features: 1. It is true meshless and no elements are involved in
the calculation and therefore the drawbacks related to the element scheme are avoided; 2. It has a simple implementation
process.
For solving problems on multiply-connected domains, domain decomposition method (DDM) can be employed. We will
investigate CTMM combined with DDM in the future work.
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