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Abstract
Mastery learning employs repeated cycles of instructional support and formative assessment to help students
achieve desired skills. Instructional objectives are broken into small pieces, and students master those pieces
in successive order by performing to a set standard on an assessment for each objective. If a student cannot
master an objective, instructional support is provided, and the student is reassessed. Mastery learning has
been proved effective in many subject areas, but comparatively little research has been done on applying it in
physics instruction. This dissertation details the path taken that culminated in the use of mastery-inspired
exercises to teach students basic skills in introductory physics courses.
The path that led to our choice of mastery began with an attempt to provide students with extra
practice and formative assessment through weekly practice tests with corresponding solutions, with the goal
of helping them better prepare for summative exams in an introductory physics course. No effect was seen,
and participation was very low. Investigating how students learn from solutions revealed that they are
poor evaluators of their understanding of provided solutions and struggle to retain the skills taught in those
solutions. In a follow-up clinical experiment that provided students with solutions, required them to recall
the solutions from memory, and re-presented the solutions for restudy, students showed strong retention as
well as the ability to transfer information from the solutions to new situations. These results inspired the
formal use of mastery learning as an instructional paradigm due to its requirement that students repeatedly
recall information from solutions and apply it to new situations.
Mastery-style exercises were first created and tested in clinical trials, followed by two in-course implemen-
tations. In the clinical trials, students completed a set of questions on a particular skill, and if they failed to
master that skill, they were given support in the form of narrated animated solution videos followed by a new
version of the question set. On mastering a skill, students moved on to the next skill level. Students mastered
all provided skill levels and then took a post-test. Those clinical trials demonstrated that students can use
provided solutions to quickly progress through successive levels of mastery exercises and that mastery-style
exercises had a larger impact on the post-test than traditional multi-try immediate feedback homework ex-
ercises. Following these strong results, mastery-style exercises were implemented over an entire semester in
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an introductory course, replacing the existing homework. Participation was much poorer than in the clinical
experiments due to frustration with the difficulty of the provided exercises. As a result the implementation
had a comparatively small impact on student performance. Frustrated students circumvented the system
by ignoring provided solutions and skipping assessments, choosing instead to cycle through the provided
versions until they could reattempt an already seen version of an assessment. A follow-up implementation
covering a single week had a larger impact on a quiz, yet students were still frustrated with the exercises
and displayed behaviors similar to those seen in the semester-long implementation.
Moving forward, frustration must be overcome to return participation to levels seen in the clinical trials.
A preliminary development mode is suggested to ensure proper calibration of difficulty to student skills.
Other changes involving how the mechanics of the system work as well as how its benefits are communicated
to students are also suggested. If frustration is overcome and participation increases, the incredible potential
of mastery-inspired exercises can be realized. Mastery is a powerful addition to physics instruction.
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Chapter 1
Introduction
Physics Education Research (PER) has a 40 year history of investigating student understandings and instruc-
tor pedagogies with the goal of making the learning experience for students more efficient.[1] Research has
touched upon student understanding of physics concepts,[2, 3] how peer instruction can improve learning,[4]
flipping classrooms through the use of prelectures[5] and clickers,[6] as well as research into how homework
facilitates learning.[7, 8, 9] This dissertation will focus on homework in physics classes and will attempt to
improve the efficacy of that homework for students. Homework in the form of practice problems is ubiq-
uitous in physics courses, and technological advancements have spurred the development of many online
homework systems, such as WebAsign, MasteringPhysics, Loncapa, and SmartPhysics. Online homework in
physics classes is becoming more and more popular. For instance, WebAssign states that over one million
students across 2,300 institutions use their platform every year.[10] Online homework is an important part
of the education of many students, and the design of that homework can affect how useful it is to students.
This dissertation seeks to improve the quality of the time students spend outside of class, especially the
efficacy of homework, by providing students with multiple opportunities for practice testing and formative
assessment, as well as providing instructional support in the form of narrated animated solution videos.
These proven learning tools were combined within mastery-inspired exercises. This research has culminated
in the development of exercises that have shown strong effects in clinical implementations and have been
used in homework in real courses as well, where hurdles of frustration and participation need to be overcome.
The research into mastery learning tells the complete story of the focus of this dissertation and is detailed
beginning in chapter 5.
The research that led us to choose mastery learning began with an investigation into how students
choose to study for exams and if that studying could be improved by providing students with more effective
procedures and materials than what they chose to do and use themselves. Follow-up studies on student
assessments of their own understanding, as well as how to improve retention of solutions through required
recall, revealed that combining solutions with immediate testing of understanding is an effective sequence of
instruction for students. We begin by looking into the ways students choose to spend their time studying
1
for exams.
1.1 Rereading and Highlighting
Students in physics courses are expected to spend time studying outside of class. Given the large demands on
students’ time, finding efficient strategies is important for students. Unfortunately, as Pressley, Goodchild,
et al. (1989) note, “Many students are committed to ineffective strategies, largely because people are not
proficient at strategy monitoring.”[11] A 2007 survey of undergraduates at UCLA by Kornell and Bjork
found that 80% did not study in a way that they were taught.[12] Fifty-nine percent of students said
they study whatever is due the soonest. A 2009 clinical study by Ariel, Dunlosky, and Bailey found that
rather than prioritize what to study based on difficulty, students chose based on the order that items were
presented in a list.[13] Students plan their study schedule not by intentionally creating a schedule that will
maximize learning but by prioritizing impending due dates. Students fill their study schedule with activities
that have not been recommended to them by instructors. As will be shown, many of the activities they
use seem to prioritize fluency and ease of study rather than maximizing learning. Breaking students out
of the study schedule they use can be hard, especially as demands in a semester build up. Instructors can
improve students’ outcomes by prescribing more efficient study strategies, so that the time students do spend
studying can be more productive. We begin the investigation into student study strategies with rereading,
before moving on to highlighting.
One of the most popular study techniques among students is rereading.[14] In the 2007 Kornell and Bjork
survey, 76% of students reported using rereading as a study strategy.[12] In a 2009 study by Karpicke et al.
that asked students to list what study techniques they used, 84% included some form of rereading, and 55%
of respondents listed rereading as the technique they most frequently used.[15] According to the qualitative
hypothesis of rereading, it “allows the learner to refocus attention on relating the key conceptual ideas to
one another and to reorganize and reword the material into a coherent whole.”[16] Initial reading allows
students to remember key ideas, leading to greater understanding of material by focusing on details on the
second reading.
Research results have been mixed on the utility of rereading. A 1968 study by Rothkopf found that an
immediate 2nd reading of a text improved performance on a fill-in-the-blank post-test versus only a single
reading of the text.[17] However, returns diminished after the second reading. Bromage and Mayer (1986)
found that repeated presentations of materials helped students recall main ideas, but the improvement on
the recall of details was diminished.[18] They also found that when students were given the main ideas in a
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text before their first reading, after that first reading students could recall facts at a similar level as students
who read material twice without the organizational hint. This bit of instructional support may make initial
readings more efficient for students, removing the need for a second reading. Effects on recognition tasks
such as verification of facts or multiple choice post-tests are weaker, and in some cases, non-existent.[19, 20]
A 2009 study by Callendar and Mcdaniel found that rereading produced no benefits on multiple-choice and
short-answer questions and a summarization task.[21] Concerning post-tests that use inference questions
that required students to make connections between materials in the text to measure comprehension, results
are mixed, including positive results,[22] positive results for only high-ability readers,[23] and no effect at
all.[24] Rereading effects are mixed with respect to durability, with some studies finding effects after a 1
week delay between studying and testing,[25] and others failing to show results after just 1-2 days.[22, 26]
Research in the context of an actual course is extremely limited, as is any research specific to reading physics
textbooks.
While rereading may be an easy skill to implement, research results are mixed. Rereading does help
students recall main ideas from sample passages, but there is not clear evidence that the benefits extend to
making inferences from the text or that the benefits are durable over time. There is also a severe lack of
any research verifying that rereading works in a physics context. Physics classes require students to transfer
knowledge from textbooks and examples to novel problems on exams, and it does not appear that rereading
is a good candidate to facilitate that transfer. We now move forward to another strategy frequently used by
students: highlighting and underlining.
Highlighting and underlining while reading are popular behaviors among students when studying.[27,
28] In a 2011 survey of 324 undergraduates at Kent State University by Hartwig and Dunlosky, 72% of
respondents reported regularly using highlighting or underlining techniques.[29] A 2010 study by Bell and
Limber found that, compared to highly skilled readers, low skilled readers reported highlighting text more
often, highlighting more of a given text, preferring previously marked text, and showed a strong tendency
to only study marked material when given a previously marked text.[30] These reports were corroborated
by collection of textbooks and analysis of what was highlighted, a process that also revealed that low-
skilled readers marked significantly more irrelevant text than highly skilled readers. Students that reported
preferring previously marked texts and studying only the marked material performed worse on subsequent
exams. A 1992 study by Peterson found that students who were directed to highlight while reading did not
outperform those who did not highlight on a recall test.[31] Non-highlighters outperformed the highlighters
when tasked with making inferences from the text. There are some hints that training students to highlight
more effectively may improve results.[32, 33] Given how popular highlighting is among students, training
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students may be easier than getting students to abandon this technique, but this requires an investment of
resources on the part of instructors. As students currently use it, highlighting is an inefficient strategy, and
students should be directed elsewhere when studying.
These two skills, rereading and highlighting, are quite popular with students, even though rereading has
a limited scope of benefits, and highlighting is only effective for those who are already skilled highlighters.
Their popularity may be attributable to the feelings students have when employing these skills. Rereading
and highlighting material is easier because the materials are in front of the students and can lead to an
illusion of competence on the part of students. Koriat and Bjork found that illusions of competence in
students are more readily triggered when both target and cue words in a word pair are present, because
when both are present, students can find ways of associating the words that are not easily found when only
the cue is present (e.g. citizen-tax).[34] Karpicke et. al. contend that, “repeatedly reading material like
text passages increases the fluency or ease with which students process the text. Students may base their
assessments of their learning and comprehension on fluency even though their current processing fluency
with the text right in front of them, is not diagnostic of their future retention.”[15] Rereading a text, or
returning to highlighted sections, evokes a feeling of familiarity in a student, a positive feeling. If students
reread a text and feel positive while they do it, they may return to that strategy to get that feeling. However,
that ease and familiarity does not reflect how easy or ,rather, how hard something will be to recall when that
thing is not present. More difficult techniques provide students better feedback on what they have learned,
and a better idea how well they will recall the information in the future. We now move forward to examine
two techniques that have been shown to be helpful for students, one already popular among students, and
the other rarely used.
1.2 Practice Testing and Distributed Practice
Practice testing is another strategy that students use frequently. In the 2011 survey by Hartwig et al.,
71% of students reported testing themselves with practice problems.[29] The Kornell 2007 survey revealed
that 68% of students self-tested to assess how well they had learned the information they were studying,
compared to 18% who responded that they self-tested to learn more than they would through restudy.[12]
Students do seem to be aware of the formative assessment benefits of self-testing, that is, that self-testing
can diagnose areas where students are weak. Wiliam and Black note in their seminal work “Assessment and
Classroom Learning” that formative assessment is an essential part of a successful classroom.[35] Roediger
and Karpicke (2006) note that retrieval may help learning by providing formative assessment on weak areas
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of knowledge.[36] Bransford, Brown, and Cocking note that “effectively designed learning environments must
be assessment centered.”[37] Assessment through practice testing helps students learn what they know and
what they do not know, which they will not necessarily get from restudy. This information helps students
make future studying opportunities more efficient. The more often and earlier in the study process students
receive this information the better their future studying should be. While initial research in this dissertation
focused on how self-testing can benefit students it should be noted that formative assessment in the classroom
also provides teachers with information that can be used to tailor instructor to specific student needs.
In addition to formative assessment one promising yet neglected use of practice testing is that the act
itself can cause more persistent learning than restudy. In his 1890 Principles of Psychology,[38] William
James wrote:
A curious peculiarity of our memory is that things are impressed better by active than by passive
repetition. I mean that in learning (by heart, for example), when we almost know the piece, it
pays better to wait and recollect by an effort within, than to look at the book again. If we recover
the words the former way, we shall probably know them the next time; if in the latter way, we
shall likely need the book once more.
Research showing advantages of practice testing over studying goes back to a seminal 1909 study using
word list recall by Abbott.[39] In one of the first systematic studies of practice testing, Gates (1917) had
elementary school students study biographies and lists of nonsense words, and found that a large fraction of
studying should be devoted to practice testing rather than study.[40] In the time since, many experiments
have been done that corroborate this finding. A 2006 study by Roediger and Karpicke compared students
that studied a passage 4 times (SSSS) with students who studied a passage 3 times and then took a practice
recall test (SSST) and with students who studied a passage once and then took three practice recall tests
(STTT).[41] After the study and testing period was over, students took a recall test after a five minute
interval, and took the recall test again a week later. The results can be seen in Figure 1.1. Students in the
SSSS group outperformed the testing groups on the short interval test, but were significantly outperformed
a week later by both of the testing groups.
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Roediger and Karpicke Retention Results
Figure 1.1: Amount of information for a passage recalled by a group that studied the
passage 4 times consecutively (SSSS), another that studied three times and then took a
practice test (SSST), and another that studied once and took 3 practice tests (STTT).
After the study and testing period was completed, students took recall tests after 5
minutes and 1 week. Figure taken from Roediger and Karpicke (2006).[40]
Another example by Runquist (1983) involved word pairs in a within-subjects study. Students were
presented with a list of word pairs for study, and after the initial study period, half of the pairs were tested
by cued recall and the other half not.[42] After 10 minutes, a final test was given, and the pairs that were
tested were recalled more accurately than the non-tested pairs (53% vs. 36%). A follow-up test was given
one week later and the tested pairs were once again more accurately recalled, by quite a large margin (35%
vs. 4%). Karpicke and Roediger (2008) compared testing to restudy by giving students a list of Swahili-
English translations and having them alternate study-recall sessions until correct recall.[43] After that, one
group was only presented with recall tests while the other was presented with further studying. The testing
group outperformed the study group by a large margin (80% to 36%). This benefit of cued recall is called
the testing effect.[36] Many other experiments can attest to the value of the testing effect.[44, 45, 46, 47, 48]
The theory of why testing produces more persistent learning is not as well developed as the evidence for
the phenomenon itself. Initially, Morris, Bransford, and Franks attributed the effect to transfer-appropriate
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processing.[49] Since a final test and a practice test are more similar actions than studying a text and taking
a final test, the similarity could account for the difference. If this were the case, the testing effect should
be more powerful when the practice tests and final test are similar. McDaniel, Kowitz, and Dunay (1989)
performed a cued-recall test where semantic or phonemic cues were used on the practice or final tests.[50]
Performance was greatest when the practice test and final test had the same cue type (semantic-semantic or
phonemic-phonemic), supporting the similarity argument of the testing effect. To the contrary, Carpenter
and DeLosh (2006) ran an experiment where the form of the practice test was varied for different experimental
groups.[51] Performance on the final test was not best under similar conditions. Rather, the performance
was best when the practice test was free-recall, regardless of the final test form. Practice test and final test
similarity may not tell the whole story behind the testing effect.
Another theory that may account for the effectiveness of practice testing is that it may enhance recall
by triggering elaborative retrieval processes. Carpenter (2009) posited that the recalling of information
involves searching through long-term memory. The information activated during retrieval may spread to
other concepts, creating a network of multiple pathways to the information in question.[52] As learners
retrieve information from long term memory, they elaborate on the item in question allowing for more access
points, making future recall, including the final test, easier. Carpenter (2011) gave students weakly related
word pairs, such as “mother-child” or “soil-earth,” followed by restudy or practice testing.[53] On the final
test, students were prompted with a previously unseen word that was strongly related to the initial prompt
(“father” and “dirt” for the examples above). The testing group significantly outperformed (58% vs 23%)
the study group. The process of recalling the “mother-child” relationship may have activated a relationship
between “father” and “child” in the process. This kind of pathway building may be the reason behind the
testing effect and has tremendous value in physics courses, where knowledge transfer to other situations is
critical for student success.
While the theory behind the effectiveness of practice testing is still under development, research has
shown it to be a highly effective learning activity. Practice testing results in more persistent learning than
restudy, and provides valuable formative assessment. While students are aware of the diagnostic benefits of
practice testing, they do not seem to be aware of the persistent learning benefits that practice testing offers,
and because of that, they may not be practice testing enough. Instructors should be sure to include practice
testing in activities they give to their students for study.
Distributed practice is another strategy that has been demonstrated to be very effective for helping
students learn material. The distributed practice effect refers to the advantage that spacing out study periods
has over cramming. Cramming is a popular technique where students do not review topics until immediately
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before an exam, doing all of their studying at once, a habit reported by 66% of students in the 2011 Hartwig
survey.[29] An illustrative example is a study by Bahrick (1979) in which students learned translations in
six study sessions that included retrieval with feedback with different intervals between the sessions and a
final evaluation thirty days after the last session.[54] One group had all six sessions consecutively, another
had one day in between session, and another thirty days between. Initially the shorter interval groups forgot
fewer words between sessions, but at the final evaluation after 30 days, the group that had been practicing
with 30 day intervals performed the best, followed by the 1 day interval group. Spaced practice (the 1
and 30-day groups) was better than massed practice, and the greater the lag (30 day intervals vs. 1 day
intervals) the better. A lengthy quantitative review by Cepeda, Pashler, Vul, Wixted, and Rohrer (2006)
of 317 experiments found that spacing study sessions into non-consecutive sessions improved retention, as
did increasing the interval between study sessions.[55] Most of the research reviewed in the Cepeda et. al.
review was done on verbal recall or fact recall. The results for research using distributed practice on more
complex skills such as math computation are mixed and limited.[56, 57] The research on distributed practice
varies widely in implementation and evaluation, but the persistence of the knowledge gained through spaced
studying suggests it may have valuable application in physics contexts. Studying with longer breaks in-
between may produce what seems like less productive study sessions because they are more difficult, but the
breaks between sessions can lead to higher retention in the end for students.
Practice testing and distributed practice have been proven quite effective in verbal recall tasks. The
research on how these techniques fare in physics contexts is extremely limited. One reason these techniques
might not work on their own with physics concepts is the nature of the information to be recalled by students.
When doing a verbal recall task, once a student has read a word in a word list the student has comprehended
that the word is, in fact, in the list. Physics problem solving skills are not as easily comprehended as words
in a list. If students cannot comprehend physics problem solving skills, they will not be able to recall those
skills in the future and apply them to new situations. This is analogous to asking students to recall a list
of words, but the student is unable to read the words on the list during initial study. In order to reach a
level of comprehension so that the benefits of practice testing and distributed practice can apply, we need
an effective way to teach students problem solving skills. We looked to pair these study techniques with an
effective, student preferred form of instructional support: worked examples.
8
1.3 Instructional Support: Worked Examples
Worked examples are a way for students to acquire problem solving skills by observing expert-like behaviors
from solutions prepared by experts. A student is given a problem with a goal, as well as an expert’s
procedure for achieving that goal. Zhu and Simon (1987) successfully implemented sequences of examples
and problems, eliciting expert behavior in mathematics for middle school students such as recognizing when
procedures were applicable and applying them, rather than simply memorizing solutions.[58] Cooper and
Sweller (1987) detected an advantage to using worked examples over conventional practice problems, resulting
in higher performance and shorter time to solve similar problems.[59] Further studies have corroborated
this advantage.[60, 61] Novice students also prefer materials that have examples compared to ones that
do not.[62, 63, 64, 65] A program of worked examples should expose students to many different physical
situations to help novices see patterns. Paas and Merrienboer (1994) found that a set of diverse worked
examples produced higher learning than a set of diverse practice problems.[66] Many worked examples in
many different situations can help novices learn how to transfer problem solving skills between what may
seem like very different situations, an ability that is necessary to be an expert in physics.
Cognitive Load Theory (CLT) gives one explanation why worked examples are so effective. Developed
by John Sweller,[67, 68] CLT argues that people have a limited working memory capacity. In order to learn
from an example, or from anything for that matter, principles and patterns have to make their way into long
term memory. In order to do this, the working memory needs to be free to process given information. If a
learner is distracted by irrelevant elements or if the example is poorly organized, the working memory can
be, in a sense, used up, resulting in a failure to notice patterns in a solution and to store those patterns and
concepts in long term memory. Worked examples help to minimize extraneous cognitive load as compared to
practice problem solving. Weak students often employ inefficient strategies when solving practice problems
such as means-end analysis, which use up valuable working memory capacity.[68] Worked examples help
students spend their resources on activities that foster learning, such as studying the procedures used in the
worked example and learning domain principles. The improved performance of studying worked examples
over conventional problem solving is known as “the worked example effect.”[69, 70]
Worked examples should be designed to help students see patterns in solutions rather than problem
surface features to facilitate transfer. Quilici and Mayer (1996) found that novice learners tend to notice
surface features in problems rather than deep structure, so similar problems should have different cover stories
or different graphical representations so as to direct students to detect similarity from the structure of how a
problem is solved rather than those surface features.[71] This is borne out in research by Trafton and Reiser
(1993) that shows worked examples produce more gain when they are applied to a new situation.[72] Tarmizi
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and Sweller (1988) found that if text and diagrams are not integrated, the requirement to mentally combine
information from multiple sources can create extra cognitive load, hindering learning.[73] Mwangi and Sweller
(1998) corroborated this result, and found by analyzing self-explanations that some of this difference is due
to difficulty in making inferences between incoherent sources.[74] Novice students that do not have the
expert skills required to group parts of a solution together to form chunks can benefit from worked examples
that direct them to do so. Catrambone (1996) successfully guided students to group solution steps, which
increased learning gains over those students that did not group solution steps.[75] Gerjets, Scheiter, and
Catrambone (2004) found that solutions that emphasized a particular problem category were less effective
than solutions that broke down solutions into small chunks that could be conveyed and applied separately.[76]
With the abundance of computer based learning, multimedia design principles are becoming more and more
important in worked example design. Mayer and Moreno give many ways to reduce cognitive load in a
multimedia environment, such as moving information from the visual to the auditory channel and avoiding
redundancy between printed and spoken words.[77, 78, 79] Grounded cognition theory suggests that worked
examples should make use of perceptual symbols familiar to learners.[80] Animations allow us to make more
powerful representations than we can with ink on paper, which should reduce cognitive load. Animated
examples allow for the integration of text and visual images, as well as audio support to guide students
through a solution. Modern experiments that have relied on animated worked examples have produced
strong results.[81, 5]
Despite their demonstrated ability to help novices acquire skills, worked examples can actually hamper
learning by experts. This is known as the “expertise reversal effect.”[82] Experts are be able to group several
steps they are familiar with together to form chunks.[83] Redundancy in the steps to a solution can increase
cognitive load for experts because reading each step can distract them from forming patterns. The expertise
reversal effect also shows that while for novices worked examples may be more effective for early stages of
learning, conventional practice problem solving is still important, and for experts, even more important than
worked examples.[84] For experts, the practice testing benefits of doing practice problems may outweigh the
benefits of worked examples. There may not be a one-size fits all study program using worked examples, so
care should be taken to not frustrate experts in an endeavor to help novices learn expert problem solving
skills, perhaps by allowing them to bypass solutions if they are not needed.
In summary, worked examples are the most efficient way of teaching problem solving skills to novices.
They have been proven to be more effective than practice problem solving for initial skill acquisition, when
students are new to a domain. The design of worked examples is critically important to their effectiveness.
Grouping solution steps can help students learn expert-like chunking skills. Integrating text, graphics, and
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audio can help reduce cognitive load. As more instruction moves to computers and online, multimedia design
is becoming more and more important. Worked examples in the form of narrated animated solutions will
be used in much of the research in this dissertation.
Worked examples, distributed practice, and the testing effect can be combined to form a coherent path
from novice to expert. What follows is research dedicated to investigating the combination of these techniques
in a physics context, culminating in the choice to use mastery learning, detailed beginning in chapter 5. We
began investigating these effects by attempting to create an efficient method of training students to perform
well in physics classes. The first experiment in this line of research was a semester-long combination of
the effects covered in the introduction, which gave students access to practice exams early and often with
solutions. Our goal was to give novice students the support they needed to learn problem solving skills
through worked examples and give more advanced students the distributed practice and practice testing
they needed to retain information. For all students, we aimed to provide them with frequent, powerful
formative assessment to help them direct their future studying.
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Chapter 2
Distributed Practice Experiment
Our goal in this experiment was to combine the positive effects of self-testing, distributed practice, and
worked examples in a clinical experiment that would run parallel to a physics course. We administered
practice tests for self-testing early and often and gave students worked examples to help them comprehend
skills they had not yet acquired. The materials covered in the weekly practice test included topics recently
covered in class lectures and homework as well as material from many of the earlier weeks in the class. We
did this to distribute practice over many weeks to help prepare students for their midterm and final exams,
hoping that repeated exposure to material would help students remember what they had learned earlier
in the semester, thereby easing pressure to cram in the days before an exam. We gave students access to
practice exam problems that covered all content in the course, giving students ample opportunity to self-
test, both to practice recalling the material to help them learn that material, as well as to provide students
with formative assessment regarding their progress through the course. We gave students access to narrated
animated solution videos for every problem given, which was intended to facilitate acquisition of the domain
knowledge and problem solving skills the course taught. This experiment was conducted in collaboration
with Witat Fakcharoenphol, a UIUC PER graduate in 2014, and results also appear in his dissertation.[85]
2.1 Population
All students that were enrolled in Physics 212 - University Physics: Electricity and Magnetism were sent an
invitation during the first week of classes to participate in this experiment. Students were asked to volunteer
for a 14 week experiment that would run parallel to the Physics 212 course. They were told that the
experiment would meet weekly, help them prepare for their midterm and finals exams, and give them access
to narrated animated solutions. Fifty-two students registered for the experiment, but eight later dropped the
class before completion and will not be included in this analysis. We randomly assigned students into three
groups. Fourteen students were placed in the “In-person” group. This group of students was instructed to
attend a scheduled one hour practice exam, proctored in Loomis Laboratory of Physics, after which they
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would receive access to the promised solutions. Sixteen students were put into the “Online” group. That
group was given two days to complete the practice exam online, in their own time, and after that deadline,
they were given access to the promised solutions. Fourteen students were placed in a control group that
received no help. After these groups were created, participants in the in-person and online groups were told
about the potential to earn up to $100 in remuneration for their participation. Students started earning
money after their fifth completed practice exam and would earn the full $100 after completing their 12th
practice exam.
2.2 Materials
The problems that made up the practice exams were gleaned from past practice exams in Physics 212. All
problems were available to the rest of the Physics 212 course either online through the course website or in
a volume purchasable at the book store on campus. Exams were multiple choice, and extant study resources
included an indication of what the correct answer was. The pool of available problems spanned 10 semesters.
Only problems with an average of 60%-80% by the students who took each exam in the past were considered
for the experiment. All questions were multiple-choice, with either 3 or 5 options to choose from. Most of
the problems required calculations on the part of the students, resulting in a numerical answer, and the few
others asked for a qualitative comparison. Each week’s practice exam contained about 15 problems, which
was chosen to mimic the amount of time students had to complete actual exams, where they had 90 minutes
to complete 22-26 problems. For each week problems were selected that covered both material that was due
on the most recent homework, as well as material covered from prior weeks in the class, with about half of
every practice exam covering the most recent material. For example, on the 4th practice exam half of the
problems covered material from week 4 in the course and the other half covered problems from weeks 1-3.
Except for very few instances, problems were not repeated. Each successive practice exam therefore looked
quite different from the prior week’s, as new material was emphasized and new problems were selected for
the older materials. By covering material from prior weeks, we intended to distribute practice for those
materials over many weeks to help students retain that information. Both treatment groups received the
same new practice exam each week. Each practice exam included a question at the beginning and end asking
students how prepared they were for each practice exam, with students rating their preparation on scale of
1-5, with 5 being very prepared.
The solutions that accompanied each problem were narrated animated solutions, animated via Power-
point animations, and recorded using Jing screencapture software. The solutions contained step by step
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instructions to solve the problems. They were designed to reduce cognitive load by integrating text and dia-
grams, and by avoiding redundant narration. Equations were manipulated using animation.Solutions varied
from 90 seconds to around 5 minutes. Participants were given access to the solutions after the deadline for
their respective exam has passed.
2.3 Procedure
All online portions of this experiment were done through Smartphysics, an online platform for distributing
instructional materials and media. The students were familiar with this system, as it is the system used
in their physics courses at UIUC. The system allowed us to log student answers. Due to technological
limitations, we were unable to record who viewed what solutions. All students had access to the solutions
after the practice exam deadline, whether or not they participated in that practice exam.
Participants in the in-person group came to Loomis Laboratory of Physics, the same building their
lectures and discussion sections were set in, weekly on Tuesday evenings. Tuesday was chosen because that
is the due date for their homework in the class, so students would already have some experience wrestling
with the material. They were placed at a computer in a computer lab and were given a paper copy of the
exam to do their scratch work in. Answers were submitted online. Students did not know whether their
answers were correct while they worked on the practice exams. They received access to correctness feedback
as well as access to the narrated animated solutions after their deadline had passed, and could view the
solutions at home on their own.
Participants in the online group had a 48 hour window in which to complete their practice exam. Students
worked on their practice exam in their own time, wherever they chose, and submitted their answers online.
After their deadline passed, correctness feedback and solutions became available online.
2.4 Results
The most striking result from this experiment was the lack of participation seen in the experiment. We had
made plans for over 100 students to be part of the experiment, but only 58 signed up. Of those that did sign
up, the participation in the experiment dropped as the semester progressed. Average participation for the
in-person group was 72%, and for the online group, 59%. The in-person participation was significantly higher
than that of the online group (t(d.o.f. = 13) = 3.2, p < 0.01). This is surprising because the in-person group
had to put forth more effort to attend the practice tests, traveling to a particular location in a particular
time window. Figure 2.1 shows the fraction of students that participated in each practice exam session, only
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including those that finished the semester still taking the course.
Figure 2.1: Participation rate for those who finished Physics 212 versus session number
for both the in-person and online groups
Figure 2.2 shows the average score on each weekly practice exam for all students. The problems that
made up the exams all had an average of 60%-80% when they were given in an actual class. The average
for each week is below 50% for all weeks, much lower than a normal midterm or final exam given in Physics
212 at UIUC.
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Figure 2.2: Average score on each weekly practice exam for those who participated.
Figure 2.3 shows the average rating given by the students when asked to rate how prepared they were on
a scale from 1 to 5, with 5 being very prepared. Students assessed their preparation both before and after
they took the practice test. Students did not know their score on the practice test when they rated their
preparation after taking the practice test, so this rating was informed by their impression of their success
on the practice test. The preparation ratings, both before and after, were all relatively close to the middle
choice of 3. Student preparation ratings only changed significantly three times (weeks 1 and 3 where it
fell and week 8 where it rose). Averaging across the entire experiment revealed that preparation ratings
decreased from before (2.77) to after (2.58) practice exams.
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Figure 2.3: Average student preparation rating for each practice exam.
The average scores of each group on all exams in the course are shown in Figure 2.4, including the control
group that did not participate in the experiment. No significant differences were seen between any groups
within any of the exams. The low number of students in each group limited our sensitivity to any effects, and
the low participation rate may have diluted any effect each practice exam had. Many participants expressed
confidence that the practice exams and solutions were helping them prepare for the exams, but that was not
borne out in their scores as a group.
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Figure 2.4: Average exam score for all three groups on the 3 midterm exams and the
final exam.
In an effort to account for the dilution effect of students not attending on particular weeks, and therefore
not getting any help from the materials, the average score for those students that attended the practice
exam on the week of each midterm exam (the 4th, 9th, and 13th weeks), and the final practice before the
final exam (14th week), was calculated. The practice exams were on Tuesdays, and the midterms were on
Wednesdays, so the support and feedback students received was quite timely. Those scores for the treatment
groups and the control group can be seen in Figure 2.5. Once again, no significant differences were seen
within any of the exams.
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Figure 2.5: Average exam score for each exam for each group, only including students
who participated in the practice exam that occurred in the same week as each exam.
2.5 Discussion
Students in this experiment spent a large amount of time on a large amount of material that made them
study early and often for exams, and received access to a large number of worked examples, much more than
the control group had access to through normal course instruction. Yet despite all this, students in either
treatment group did not outperform the control group, which presumably contained many students who
crammed rather than spaced their practice. We did not see an effect from the self-testing and distributing
of practice we implemented. When we control for students that actually attended the experiment just a day
before these exams, no effect is seen.
Four possible shortcomings that may explain the lack of an effect in this experiment are 1) participation
and motivation of the students, 2) Lack of control for student behavior outside of the experiment 3) The
procedure used to administer the materials in the experiment, and 4) the materials used in the experiment
itself. The participation in this experiment was much lower than we had anticipated. The low number of
volunteers at the beginning of the experiment reduced our statistical sensitivity to any effects, and the low
participation as the semester moved forward may have diluted any effect that would have happened had the
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materials and procedure worked. Students may not have signed up due to the length of the experiment.
Students that did sign up may have stopped participating because the benefits offered were not alluring
enough and the time demand was too great. The monetary remuneration of $100 did not appear to be a
factor in the decision to participate or not. Several of the students who attended enough sessions to earn the
full reward said they did not care about the money, only about the help the experiment offered. One student
even declined the reward money, indicating he did not care to travel to the location arranged for distribution.
This experiment asked students to take more than an hour out of their week to study for physics, and there
was no penalty for skipping it. As semesters moved forward and demands on students’ time grew with
final projects and exams, skipping the experiment became an easier decision to make. Students knew that
even if they did not attend or attempt the practice exams before the deadline, they would still have access
to the worked examples, and that knowledge may have made skipping the practice exams more appealing.
The higher participation of the in-person group might suggest that the routine of traveling to a location
and practicing an exam, and the accountability of facing the experiment administrator, may have been a
better motivator than the freedom that the online distribution procedure offered. That freedom and lack of
penalty for skipping may have allowed students in the online group to cram near the exams and avoid the
practice tests all together, only using the preferred worked examples. For both groups, there was no penalty
for doing poorly on the practice exams, so students had no motivation to prepare for the practice exams,
which is reflected in the preparation ratings students submitted. Students anecdotally admitted they were
not prepared, but promised that they would be by the time the exam occurred. This lack of preparation
may have rendered the practice problems too difficult to be useful for practice testing, which is born out in
the weekly average for the students on any exams never reaching 50%.
Even if we disregard self-testing and distributed practice, students in this experiment had access to over
200 practice problems and solutions, and the control group had access to none of those. One might think that
the added time students in our treatment groups spent with the materials would benefit them as compared
to the control group. However, in a previous experiment at the same institution, students that spent extra
time with a tutor in a clinical exam preparation experiment spent a similar amount of total time studying
(including the experiment) as students who were required to spend less time on the experiment.[86] Students
appeared to compensate for time spent in an experiment by reducing the amount of time they spent studying
on their own, conserving the total amount of time spent. In our experiment students in the treatment groups
may have spent less time studying on their own for exams because they were relying on our material. The
time spent on our materials was not added time but replaced time. A better control for student behavior
may have revealed what kept the treated students from exceeding the controlled students.
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These experimental procedures and materials may have been mismatched to where students were in the
learning process. Practice testing students would challenge them to recall information they had learned
in class and solidified through homework. By recalling information and skills, students would retain them
better than if they were simply restudying them. If students had not yet learned the skills necessary to solve
the problems presented to them, then the challenge was not recalling something already comprehended, but
recalling something that had not yet been comprehended. The low scores on our practice exams seem to
indicate our problems were in fact too difficult. The effect of an entire exam with only questions of this level
of difficulty, none easier than 80%, may have combined to make all the problems harder, as students had to
work faster since they could not bank time on easier questions. Also, our procedure asked students to take
practice tests well before any exams, before students went through any of the normal preparation they do for
exams. The students who had scored between 60% and 80% in the past, our criteria for problem selection,
did so after preparing themselves fully for the actual exams, whereas our students were not as prepared.
Our students had not yet acquired the skills needed to take advantage of self-testing. When students have
not yet acquired a skill, worked examples have been shown to be a much more effective way of teaching
students those skills to students. We did provide worked examples, which should have helped students learn
the necessary skills to succeed in the course, but the worked examples were administered to the students by
the students themselves. The familiarity and fluency that comes from repeated viewings of worked examples
can give students an illusion of understanding, a phenomenon that will be investigated in the next chapter.
This experiment did not ask students to recall information soon after viewing any of the solutions. The
distributed practice we built in to the procedure did require students to recall information they had seen in
prior practice exams and solutions, but the first recall of that information may have been too late.
Finally, the materials we used may not have been effective. As previously stated, the practice exam
questions may have been too difficult for students to learn from. The solutions themselves may not have
been constructed in a way that helped students. We guided the construction of the narrated animated
solutions from existing literature, but learning from the solutions needs to be demonstrated in order to rule
out a problem with the solutions.
This experiment attempted to combine two successful study strategies, self-testing and distributed prac-
tice, with a successful form of instructional support, worked examples. Participation in the experiment was
so low that even if the practice exams had been helpful, few students participated in enough of them to see
an effect. While students may have been able to glean some formative assessment from the practice exam
questions, they received no formative assessment regarding the solutions they viewed on their own. The next
chapter will focus on an investigation into how students interact with worked examples by both recording
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how students perceive their understanding of a solution after viewing it and asking students to reproduce
that solution a short time later.
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Chapter 3
Illusion of Understanding Experiment
This experiment focused on what happens when students read worked examples, specifically, how confident
are they when they read them, and how does that confidence predict future performance. When students
read worked examples, they can sometimes fall prey to what has been dubbed the “illusion of understanding.”
The illusion of understanding refers to when students read an example and believe that they understood
what they have just read, when in reality, they have not.[87, 88] The ease of watching a solution without
ever having to reproduce it may have led students in the distributed practice experiment to believe they
understood what they were watching.
The efficacy of worked examples is usually tested by having students study a worked example in some
format and then testing the students on a near or far transfer problem. This method of evaluation requires
students to both understand the worked example and transfer the knowledge to a new situation. Failure
to produce positive results on a transfer test could be either the failure to transfer the knowledge to a
new situation, or a failure in understanding of the worked example in the first place, i.e., the illusion of
understanding. In past experiments in the scientific community, this illusion was inferred from things like
effort-based metrics, and not directly measured. This experiment set out to directly measure instances of
the illusion of understanding, and in doing so, verified that providing students with solutions without any
subsequent recall exercises rendered the worked examples ineffective.
3.1 Population
Due to concerns over participation, this experiment was run within an actual physics course during class time.
This experiment was run in the Fall of 2012 within the course Physics 212 - University Physics: Electricity
and Magnetism at UIUC. We did not need to provide extra motivation for students, as the materials in
this experiment were part of a course that they were taking for a grade. The Physics 212 course at UIUC
consists of online prelectures, lectures, labs, and discussion sections. Ninety-nine students participated in
the experiment.
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3.2 Materials
In physics 212, for a given week, a homework set is completed online. For the online homework in the
11th week, a unique 4-part problem was included covering AC circuits and displacement current. The first
question asked students to calculate the reactance of a capacitor. The second question asked students to
find the voltage across two elements in the circuit at a specific time. The third question asked students to
find the power dissipated in an element at a given time. The fourth question asked students to find the
displacement current through an Amperian loop at a given time. A static solution (that is, printed on paper)
was produced by an expert that answered each question. Figures 3.1 and 3.2 show the solutions to the first
and second questions respectively. Figure 3.1 also includes the confidence rating question included after all
parts of the solution. This solution was given to students at the beginning of the discussion section that met
after the homework that included the unique problem was due. The quiz for that week’s discussion section
asked students to reproduce the four part solution.
Solution to Question 1
Figure 3.1: Solution to the first question of the unique problem.
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Solution to Question 2
Figure 3.2: Solution to the second question of the unique problem.
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3.3 Procedure
Students completed the unique homework problem online. In Physics 212, after homework is due, in the
following days students attend a discussion section that investigates the topics covered in the prior week’s
lectures, labs, and homework. The discussion sections normally consist of a small mini-lecture by a TA
reviewing material, then three to four problems for groups to work on together, and at the end a quiz over
that week’s materials. In this experiment, the mini-lecture was replaced with 15 minutes for students to
read the complete solution to the unique 4-part homework problem. In the solution worksheet students
were asked to rate their confidence in their understanding of each part on a 1-5 scale. The solutions were
then collected. Class proceeded normally, including 3 normal discussion problems. The quiz that week,
unbeknownst to the students, was the same 4-part problem that was on the homework and in the solution,
with only the numbers changed, essentially asking the students to reproduce the solution. For each question
in the problem/quiz, students needed to get the homework problem incorrect to be included in the analysis.
3.4 Results
The first question in the unique problem required students to calculate the capacitive reactance in a circuit
given the geometry of the capacitor and the driven frequency of the circuit, a 2 step problem that we
expected students to do well on. The solution (Figure 3.1) was quite short, only 2 lines with no instructional
explanation. Of the 99 students in our study, 47 got the homework problem incorrect, and after seeing the
solution, 29 rated their confidence in their understanding of the solution a 5 out of 5 (very confident in
their understanding). The quiz results are shown in Figure 3.3. Upon grading their reproductions of the
solution, 9 of the 29 who rated their solution confidence a 5 got the short problem wrong. One of those
was a small mathematical error, leaving 8 students who rated their understanding of the solution highly but
failed to reproduce the procedure 75 minutes later. Common mistakes included using resonance to solve for
the reactance, doubling the area for the capacitor when finding the capacitance, and mistaking the battery
voltage for the permittivity of free space (0).
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Figure 3.3: Quiz performance on the first (simple) question for each solution confidence
group. The confidence rating is in each bar, from left to right. The number of students
with each solution confidence rating is listed at the base of the column.
The second question consisted of finding the voltage across two elements in the circuit at a specific time.
This problem required a lengthy solution with many parts, including finding a model phasor diagram, setting
that phasor diagram to a specific time, and adding two voltages with the correct signs. We expected a low
average. More importantly, we expected to see low ratings on the solution confidence. Of the 99 students in
our study, 93 got this problem wrong on the homework, confirming our expectation that the problem was
very difficult. Their performance on the reproduction quiz is seen in Figure 3.4. After seeing the solution
in class, 14 students rated their understanding of the solution a 5, and of those only 2 got the reproduction
correct.
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Figure 3.4: Quiz performance on second question for each solution confidence group.
The confidence rating is in each bar, from left to right. The number of students with
each solution confidence rating is listed at the base of the column.
Question three asked students to find the instantaneous power across a resistor. Only six students got
the question correct on the homework. Their performance on the reproduction quiz is seen in Figure 3.5.
After seeing the solution in class, 58 of the remaining students rated their understanding of the solution a
5. Of those 58 students, 40 failed to reproduce the solution. These results are very similar to question 2,
where students overestimated how well they understood the solutions.
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Figure 3.5: Quiz performance on third question for each solution confidence group.
The confidence rating is in each bar, from left to right. The number of students with
each solution confidence rating is listed at the base of the column.
Question 4 asked students to find the displacement current through an Amperian loop in the capacitor.
Only 1 student got this question correct on the homework, and of the remaining students, 19 rated their
confidence in the solution a 5. Of those 19, 16 correctly reproduced the solution. The results for all the
students are shown in Figure 3.6. Student confidence ratings in the solution for this question did the best
job predicting future performance.
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Figure 3.6: Quiz performance on fourth question for each solution confidence group.
The confidence rating is in each bar, from left to right. The number of students with
each solution confidence rating is listed at the base of the column.
3.5 Discussion
In this experiment we were able to compare the ratings students gave of their understanding of a solution
with how they would perform when asked to reproduce that solution later. Patterns of behavior emerge when
looking at the students who rated their confidence in their understanding of a solution as a 5, the highest
option available. The first solution shown was a simple, short solution with only two steps. Yet, out of 29
students that rated their confidence in the solution as a 5, 9 could not reproduce the short solution correctly
a short time later. Students may have read the solution and seen familiar equations used, noticed the short
length and the lack of any explanatory text, and quickly moved on to the later materials. The brevity of the
solution may have mislead them into thinking they had understood the solution, when a bit more time and
checking their answer may have fixed some of the careless errors that came up in the reproduction quiz.
Students exhibited a different kind of illusion in the second question. This was a challenging question.
Fifteen minutes with this solution was not enough time to understand this solution completely, yet 46% of
the students in our population still rated their understanding a 4 or a 5. This shocked us, as it should have
taken most of the time available to simply read the solution once carefully without going back over it. We
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expected students to rate their understanding with a low value. When students read this solution, they read
something that had no errors in it, presented in a linear manner proceeding quickly from beginning to end.
They read something from an expert that included diagrams and reasoning. They may think this single
read-through is enough to understand a solution, when obviously it is not.
The third solution built upon information shown in the second solution, so the length of the third solution
was actually quite short when compared with the second. When students rated their understanding a 5 for
this solution they may have made a good assessment, since the solution was only one line that boiled down
to a familiar equation. The solution may not have sufficiently emphasized the instantaneous nature of the
question nor that it was an alternating current problem, since most students who got this problem wrong
did so because they used magnitude values for the voltage of the generator in the P = V 2/R equation, or
they found the peak power dissipated in the resistor. While students misunderstood the solution, the writer
of the solution may have been to blame. Students did not handle instantaneous calculations well in this
experiment, falling back on resonant and maximum calculations that are more familiar. The contrast that
this problem presented should have been emphasized more.
The fourth solution went well for students. In grading this question on the quiz, students were given
credit if they correctly applied Ampere’s Law in the context of displacement current. This activity is similar
to applying Ampere’s Law inside a wire. Just the week before, students had an exam on that materials
that included activity, so they had likely already familiarized themselves with it. This question also may
not have correctly measured which students did not know how to do this question on the homework, since
this question built upon knowledge of how to find the instantaneous current in an AC circuit, which was
not re-explained in the solution. If we limited this question to application of Ampere’s Law, students did a
good job predicting their future performance.
In this experiment, we measured the illusion of understanding effect for a group of students. In the first
question we saw students making mistakes on a simple task even though they said they understood the
solution we gave them. In the second, they said they understood something that was very challenging, likely
too challenging to be comprehended in 15 minutes. Without any comprehension monitoring steps in the
solution study process, students had an extremely difficult time assessing their own understanding for the
first three solutions. They did, however, do well on the fourth solution. One key difference between the first
three solutions and the fourth solution is that the fourth covered something that students had likely already
wrestled with. For the fourth solution, students had already received formative assessment on whether or
not they could apply Ampere’s Law correctly. They did not have that assessment yet for AC currents. This
strongly suggests that for skills students are trying to comprehend, worked examples need comprehension
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monitoring activities to give students the chance to practice recalling the information they learned.
The solution and confidence rating part of this activity was not a very mentally challenging activity for
the students, in the sense that it probably did not feel very difficult. Students only had to read information
that was present and then assess their understanding. Rather than rate how they understood the solution,
students probably used the rating to indicate how easily they perceived reading the solution. Without any
formative assessment of their understanding, students substituted for that with feelings of fluency. This
result, along with the lack of learning from the distributed practice experiment, prompted us to conduct an
experiment to see if a learning gain could be seen for students if we provided them with worked examples
and also provided them with formative assessment of their understanding by requiring them reproduce the
worked example immediately, before later summative evaluation.
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Chapter 4
Required Recall Experiment
The goal of this experiment was to see if requiring students with a chance to reproduce and then re-watch a
worked example would improve learning. This could happen for one of two reasons. First, reproducing the
solution after viewing could help students form pathways to the information they encoded. Second, failure
to reproduce the solution could give students valuable formative assessment on how well they retained the
information from their first solution viewing. In the subsequent opportunity to view the solution, a student
could focus on parts they failed to retain. In the previous two experiments, students were not required to
reproduce the examples they were given. In the distributed practice experiment, students were simply given
the option of viewing solutions to questions they had already attempted. These solutions did not lead to a
learning gain. In the worked example experiment, students demonstrated that simply providing solutions for
students did not result in them learn from the solutions. In the following experiment we attempted to give
students immediate formative assessment on their comprehension of the solutions they were exposed to by
requiring them to rework the same problem, but with different numbers. This treatment was compared with
a delayed retesting treatment that added an intervening task between the solution and the reworking of the
problem. This intervening task required that students remember solutions through viewing other material.
Due to the distraction and forgetting that these intervening tasks may have caused, we hoped that retesting
on those solutions would give students a truer measure of their understanding of solutions than would an
immediate retest of a solution. These conditions were compared with a group that received no reworking
of the problem but did see a second presentation of each solution. In the following experiment, we also
included a pre and post-test, which allowed us to see how much students learned during the experiment.
This experiment was conducted in collaboration with Witat Fakcharoenphol, a UIUC PER graduate in 2014,
and results also appear in his dissertation.[85]
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4.1 Population
Participants from this experiment were recruited from the Physics 212 - University Physics: Electricity and
Magnetism course at UIUC in the Spring of 2014. This mainly consisted of sophomore engineering majors.
We invited students who scored below the mean on the first midterm exam. In order to make the experiment
attractive to students, we advertised the experiment as an exam preparation tool that would cover all the
material for the second midterm exam, and would be run in the two days before that midterm. We also
compensated students by promising them that upon completion of the experiment, they would receive access
to more solutions to use to prepare for the midterm examination. Of the 399 invited students who scored
below the mean on the exam, 121 students signed up for the experiment and were randomly assigned to one
of three groups. Thirty-five students participated in a group that was immediately retested on solutions, 32
in the group that was retested on solutions after an intervening task, 34 in a group that only saw solutions,
and 15 students signed up and did not participate.
4.2 Procedure
A summary of the design of this experiment is shown in Figure 4.1. Students in all three treatment conditions
arrived to the physics laboratory computer lab and were given the initial pretest that consisted of the six
target problems. These problems were given in free-response format to be worked out with paper and pencil.
Students had 30 minutes to complete the pretest. They were told to move forward if they could not finish a
problem or did not know how to start. Students were told to show their work, and that work was collected
at the end of the thirty minutes. Students were not given feedback on their performance on the pretest.
After the pretest, students moved on to the treatment phase of the experiment.
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Experimental Procedure
Figure 4.1: Design of the experiment procedure
Students in all treatment conditions then watched an instructional video specific to the treatment group to
which they had been assigned. This video detailed how to use the computer based system that administered
the treatments. The video also told students about the treatment they were to receive.
For the immediate retesting group, students first watched the solution for the first pretest problem.
Students could pause, rewind, fast forward, or skip the videos as they saw fit. Once they were satisfied
with their interaction with the first solution, students in the immediate retesting group were tasked with
a retest of the same question they had just seen the solution to, only with different numbers. Students
completed this task, and after submitting their answer and receiving correctness feedback, students in this
group were given another chance to view the solution to the first question. After students decided they were
done watching the re-presentation of the solution, they moved forward to the solution to the second pretest
question, followed by a retesting of the second question and a re-presentation of the solution to the second
question. Students in the immediate retesting group progressed through this solution-retest-solution pattern
for all six target problems. After this, students were finished with the treatment phase of the experiment.
For the delayed retesting group, students first watched the solution for the first pretest problem. After
completing their viewing of the first pretest problem, students were then shown the solution for the second
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pretest problem. After this second solution, students were retested on the first pretest question, and after
retesting, students were re-presented with the solution to the first pretest question. This pattern of 1st
solution-2nd solution-1st retest required that students remember the information from the 1st solution
through their interaction with the 2nd solution. After retesting on the first pretest question, students were
shown the solution to the third pretest question, and then retested on the second. This pattern of solution-
intervening task-retest-solution was used so that for every solution-retest pair, there was an intervening
task. Students worked through this pattern of solutions and retesting for all six target problems. After this,
students were finished with the treatment phase of the experiment.
The final group, the solutions only group, began by viewing the solution to the first pretest question.
After completing their viewing, they moved on the second pretest problem’s solution, and eventually moved
through all six pretest problem solutions, without receiving any retesting. This cycle was done twice, so
that students in the solutions only group would receive two attempts to see solutions, as the previous two
groups did. After this, students were finished with the treatment phase of the experiment.
After the treatment phase of the experiment, students moved on to the distraction phase which consisted
of twelve questions and solutions that covered DC circuits. Students could work through these questions
in any order, and could choose to either work through them or simply watch the videos. Students were
also free to simply take a break and think of other things during this period. Cookies and beverages were
supplied during this time. The purpose of this break period was to clear any images of the solution videos
from students’ short term memory.
After the distraction period, students moved on to the post-test. The post-test began with the first
problem from the pretest. The next problem on the post-test was a follow-up question to that first question.
Students had not been shown the solutions to the follow-up question at any point in the experiment. All
six target problems were given in this manner, with a follow-up question asked after each target question.
Students were given 45 minutes to work through the post-test, and were told to work through the post-test
just like they would if it were a real exam. After completion, all post-test materials were collected.
Both the prestest and the post-test were graded by hand by two graduate students. Grading was done
without knowledge of which group each test belonged to. Grades were given on a 0-3 scale that included
partial credit. Any grades that differed by 2 or more were discussed and resolved. The final correlation
between the two graders was 0.92.
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4.3 Materials
This experiment used six physics problems that came from prior years’ midterm exams. These problems
covered Ampere’s Law, Faraday’s law, magnetic moments, motional EMF, charged particles in magnetic
fields, and forces between current carrying wires. These six problems were chosen from a group of historically
difficult problems for students who scored below the mean on the first midterm exam. When these six targer
problems were given on actual exams, students scored an average of 54%. These six problems were used
in a free-response format using paper and pencil during the pre-test portion of the experiment. These
were hand-graded by the experiment facilitators after the experiment was completed. During the treatment
phase, narrated animated solutions for these problems were provided that emphasized the process needed
to successfully solve the question, but avoided showing a final equation that students could memorize to
use later on. These solutions were approximately four minutes long. When presented for retesting, the six
problems were given in a multiple choice format to speed grading and to cut down on wrong answers due to
algebraic mistakes. For retesting, the problems remained the same, except for changing the value of variables
in the question, so that students could not simply report the final number solved for in the solutions. In
the post-test portion of the experiment, students were again given these questions in a free-response format,
to be graded by hand later. Another new set of input variable numbers were used in the final post-test.
The post-test included six additional problems that were follow-up near-transfer questions to the initial six
problems, intended to see if students could transfer the skills taught in the solutions to new questions, for a
total of twelve questions. We included a distraction task that consisted of twelve questions with solutions
on DC Circuits. These questions were also chosen from prior midterm exams. We believe the DC circuits
questions were sufficiently different from the six target questions that time spent on solutions to the DC
circuit questions would not help students on the post-test.
4.4 Results
There was no significant difference between any of the three treatment groups on the pretest or the post-test.
Results are shown in Figure 4.2. This lack of a difference is likely due to the clinical nature of our experiment.
We observed students in all groups paying very close attention to the initial presentation of solutions and
taking thorough notes. We doubt this would be the case in a less controlled environment. In fact, we found
no effect from students having access to solutions on their own time in the distributed practice experiment.
In this highly controlled clinical environment, students benefited enough from the initial solution views that
the three treatment groups were rendered indistinguishable. The following results investigating gain on the
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post-test and subsequent midterm score will average over all three treatment groups.
The average pretest score was 24 +/- 3%, significantly lower than the average on these questions in years
past (54%). This low score reflects the fact that we had only recruited students who were in the lower half
of the class on the first midterm exam, and also reflects that our students were likely not as prepared as
students in previous semester who took the same problem on actual exams. It is likely that many of our
students in this experiment were not as prepared for the practice exam as they would be when the real exam
happened, which is sensible since our experiment was advertised as exam preparation. The average post-test
score on the six target questions was 74 +/- 3%, for a normalized gain of <g>=0.65. If we consider the six
pretest questions as a proxy for a pretest on the additional near-transfer problems on the post-test, where
students scored an average of 66%, we see a gain of <g>=0.55.
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Figure 4.2: Scores on the pretest and post-test, including score on target questions and
transfer questions, for the three treatment groups.
Significant gains were seen on each individual question. Figure 4.3 shows the results on the pre and
post-test for each target question, averaged over all the groups. Questions 5 and 6 on the pretest stand out
as having the lowest post-test score, and this may be due to time constraints on the post-test. Questions
5 and 6, and their corresponding follow-up questions, had high fractions of students not writing anything
down on the post-test. These fractions are shown in the inset of Figure 4.3. These failures to even attempt
problems on the post-test could be either due to a student running out of time, or due to a student having
no knowledge of where to start. Given the high scores on the post-test for the first four problems, it is
reasonable to assume that students with blank sheets ran out of time, rather than chose to not even attempt
the problems. If those blank attempts are removed, the post-test scores for questions 5 and 6 rise to values
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more similar to the first four questions. The post-test vs. pretest score scatterplot, excluding those student
submissions where no attempt was made on a question, is shown in Figure 4.4.
Figure 4.3: Outset: Post-test vs. pretest average for the six target questions that
were repeated on the post-test. All questions saw a significant improvement from the
pretest to the post-test. Inset: Fraction of submitted post-tests that were blank for
each question.
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Figure 4.4: Post-test vs. pretest average for the six target questions that were repeated
on the post-test. Excludes questions where a student did not make an attempt to
answer.
An important comparison to make that may help to normalize these results is comparing the scores on
the post-test, for both the repeated pretest questions as well as the transfer questions, to the score recorded
by students who attempted each question on an actual exam. Figure 4.5 shows these results. All questions
on the post-test significantly outperformed the historical exam scores.
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Figure 4.5: Post-tests questions vs. historical average, that is, performance by students
in real exams in Physics 212 at UIUC in the past.
The first midterm exam was used to invite students to participate in this experiment, which was advertised
as preparation for the second midterm exam. The outset of Figure 4.6 shows results for both the first
and second midterms, normalized to the class average, for students who signed up and participated in
our experiment and for students who declined to participate. Participants significantly outperformed non-
participants. By clustering the questions on the exam by their relevance to treatment topics, we can see
where this gain came from. The inset of Figure 4.6 shows results for questions that were similar related
to treatment materials, questions that were covered in the distraction period, and the rest of the questions
on the exam. The participants significantly outperformed the non-participants on the similar questions and
circuits, but performed very similarly on the questions not covered in the treatment.
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Figure 4.6: Outset - Normalized exam score for participants and non-participants on
first two midterm exams. Scores are normalized by subtracting the class average from
the group average. Inset - Group test scores for groups of questions on 2nd midterm
exam.
4.5 Discussion
This experiment set out to test whether students could learn from watching solution videos, and if we
could detect a difference in the effectiveness of those solution videos if students were required to reproduce
the solutions. Our results from the illusion of understanding experiment indicated that simply showing
students solutions was not enough for students to learn from those solutions. We hoped the reproductions
and re-presentations of solutions utilized in this experiment would help students realize what they had
not learned from initial presentations of solutions, and solidify their understanding in a second viewing.
We compared three treatment groups: reproduction of solutions immediately after viewing, reproduction
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after an intervening task, and no reproduction of solutions. We did not detect a difference between the
performances of these groups at any point in the testing phases. This may be due to the clinical nature
of this experiment, whereas the illusion of understanding experiment was conducted within a course. The
structured environment of our clinical setting may have helped students focus on the solutions we were
presenting. That enhanced focus could have significantly improved students’ ability to learn from an initial
solution viewing, making the interactions after that initial solution view irrelevant, rendering our three
treatment groups essentially the same, since all three groups started with an initial solution viewing for each
problem. The reproductions seen in two of our groups may have helped students, but not enough to cause a
difference because the initial solution viewings were so fruitful. Also, we used volunteers for this experiment,
whereas the illusion experiment used students who had to attend class. Our volunteers were presumably
more motivated to learn from the solutions, as they were in the throes of test preparation, as opposed to
students in a discussion section who were simply doing what their TA laid out for them to do that day.
We did, however, see a large gain for all groups from the pretest to the post-test, both on the target
questions that were repeated on the post-test, and on near transfer questions that the students had not yet
seen. This improvement is also seen when we compare the post-test performance of our treatment groups
to how students in the past scored on the actual exams from which the questions were taken, when the
historic students were presumably better prepared. The learning that we saw in our participants is further
corroborated when we compare the subsequent exam performance of our participants with those who were
invited but did not participate. On topics that were not completely covered in our experiment, no difference
was seen between participants and non-participants on the 2nd midterm exam. On circuits, a topic that was
covered but used as a buffer to distract students, a significant gain was seen, and on questions that were
similar to the questions used in the experiment, an even larger gain was seen. These positive results stand
in contrast to the results from the distributed practice experiment, where we saw low participation rates,
and no learning gain when we compared participants to a control group.
The clinical nature of the experiment probably played a role in the improved results seen from this
experiment, as our students had set out a specific time to both test themselves and view solutions, whereas
in the distributed practice experiment, students viewed solutions on their own time. If we had constrained
students to view solutions in a laboratory setting in the distributed practice experiment, we may have seen
gains. Yet both experiments used volunteers, and the testing portion of the distributed practice experiment
was done under controlled conditions. The real cause for the difference may lie in the pretest and post-test
that was used in this experiment. In this experiment, all students had to recall the solutions they viewed on
the post-test after having been distracted by the materials covering circuits. They also had to apply those
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solutions to new situations in each of the follow-up near transfer questions. Recalling the information on
the post-test may have formed stronger memories of the solutions when they were recalled for the target
questions on the post-test. Students may have made connections between that material and other knowledge
when they attempted the follow-up transfer questions.
The results of the first three experiments cited in this dissertation served as inspiration for the next step
in our research toward creating fruitful exercises for students. Students struggle to understand solutions
when viewed on their own and struggle to monitor their own comprehension. These critical tasks of recall-
ing information learned in solutions and applying that information to a new situation seen in this recall
experiment help students overcome the obstacles inherent to solution viewing. Moving forward, we wanted
to create opportunities for students to make use of these recall and transfer exercises. Mastery learning,
where students make repeated attempts at mastering a task, with instructional support in between attempts,
presents a framework that incorporates these desirable tasks for students. The rest of this dissertation de-
tails our attempts to use a framework inspired by mastery learning techniques to create helpful exercises for
students.
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Chapter 5
Mastery Introduction
Mastery learning is most often traced back to Benjamin Bloom’s “Learning for Mastery,” published in
1968.[89] Beginning with the hypothesis that all students can be successful if given enough time and the
correct instructional support, which he called “correctives,” Bloom outlined a schematic that utilized frequent
formative assessment for students, along with appropriate instructional support materials, to allow students
to progress at a pace that suited the learner. Bloom’s method begins with breaking materials to be learned
into small, manageable units. Students can be tested over these small units, and based on how each student
performs, one of two options is prescribed. If a student performs up to a set standard, known as “mastering”
the material, the student can move on to the next unit of content. If a student fails to perform up to
that standard, instructional support can be given to help the student improve performance. The student is
then tested again for mastery. This cycle of testing and instructional support is repeated until the student
achieves mastery, at which point the student moves forward.
While mastery learning is most often associated with Bloom, there were some associated with the tech-
nique before him. In 1922, Carleton Washburne proposed that, rather than keep constant the amount of
time all students spend on a subject, “We may now make units of achievement the constant factor, varying
the time to fit the individual capacities of the children.”[90] In 1926, Morrison proposed separating materials
into content units clearly defined by a teacher, teachers providing reference materials and instruction to help
students overcome difficulties, and testing for mastery of those units.[91] Psychologist B.F. Skinner proposed
what would be called Programmed Instruction, based on operant conditioning. Positive behavior, displaying
knowledge of a topic, would be immediately reinforced with positive formative assessment. Skinner argued
that students did not receive enough feedback in classes and that feedback is often too delayed to reinforce
and condition students’ actions.[92] Breaking material into small, testable units allowed for quicker and
more frequent feedback, stating, “By making each successive step as small as possible, the frequency of
reinforcement can be raised to a maximum, while the aversive consequences of being wrong are reduced to a
minimum.”[93] Skinner created learning machines that students would use to solve problems, turning knobs
to correctly solve arithmetic problems. Upon displaying the correct answer, students would gain access to
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the next question.[94]
Alongside Bloom’s mastery learning method is Fred Keller’s Personalized System of Instruction (PSI),
which was first laid out in his article “Good-bye, Teacher”[95] published in 1968, the same year as Bloom’s
“Learning for Mastery.” Keller’s PSI was based on the same principles of breaking down learning into smaller
chunks, using frequent formative assessment to gauge student progress and inform instruction, and using
instructional support to help students reach competency in a given piece of subject matter. Some differences
between PSI and Mastery learning are notable. Bloom intended for instructional support to be in the form
of group interactions, where students would help other students obtain mastery of concepts. He intended
for these methods to be used in elementary and middle school classrooms. Keller targeted higher level
classrooms, and recommended individual instructional support, in the form of individual activities such as
reading content or practicing problem solving. Bloom, coming from a more educational perspective than
Keller, allowed for teachers placing deadlines in order to keep students moving but recommended that within
given units, students self-pace their learning. In order to keep a class moving, Bloom recommended a lower
threshold for passing a unit than Keller did. Bloom also suggested using summative final tests to assess how
much students had learned. Keller’s plan abandoned any teacher pacing, recommending that all content
be self-paced by students. This self-pacing allowed for a higher level of mastery to be required in the PSI.
Keller also held that mastery content was enough to ensure that students learned material, and, therefore,
summative final tests were unnecessary.
Several aspects of mastery learning offer promising points of impact on student learning. By break-
ing material down into manageable chunks, novice students can focus on smaller sets of information to
acquire. Objectives can be laid out for students at the beginning of learning, which can help guide stu-
dents through material. Rothkopf and Billington found that when students were given goals before reading
passages, students were able to focus more on relevant texts within the passages and learned more from
reading.[96] Outlining passages for reading can improve student comprehension of texts and reduce the need
for restudy.[18] For hierarchical knowledge structures like that of physics, breaking materials down into small
units can prevent students from getting confused while attempting advanced materials because they failed
to master more basic skills. The testing used in mastery learning provides both students and teachers with a
high frequency of valuable formative assessment. Through testing, students are told where they are deficient
and where they can improve. Teachers find out where their students are. As noted earlier, Wiliam and
Black found that formative assessment is a powerful agent for helping students learn.[35] Mastery learning
also incorporates timely instructional feedback to help students. Given the formative assessment included
in the mastery learning method, feedback and instructional support can be given to students at a critical
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time when they are in the learning process. Merrienboer et. al. argue that information about procedures
often automated by experts should be given to students “precisely when learners need it. This is what
we see when teachers give step-by-step or how-to instructions to their learners during practice, acting as
an assistant looking over your shoulder.”[97] Mastery learning provides a helpful cyclical framework that
creates opportunities to give repeated feedback and instructional support.
The assessments used in mastery encourage the metacognitive activity of sensemaking, where students
check their strategies and answers to see if they make sense. The added weight on mastery assessments,
since if a student fails to mastery a segment they have to repeat the segment, encourages students to value
their submissions on an assessment and discourages trial and error strategies. In 1989 Resnick argued that
becoming a skilled problem solver “may be as much a matter of acquiring the habits and dispositions of
interpretation and sense-making as of acquiring any particular set of skills, strategies, or knowledge.”[98] In
a 2006 lab renovation, Karelina and Etkina found that sense-making episodes by students led to attempts
to improve lab procedures.[99] A long-term study of a reformed physics course at UC Davis that focused on
encouraging sense-making by students found improvements on the Force Concept Inventory.[100] Students
are encouraged to check whether the strategies they use are coherent and make sense while they take
formative assessment tests. The repeated activation of this metacognitive skill can help students solidify the
skills taught in a given unit.
On top of helping students understand the skills they are using while doing mastery assessments, those
exercises bear a strong resemblance to summative exams that are typically used to evaluate student progress
and performance. While the goal of education is the teaching of skills and the transfer of knowledge to
the student, summative tests are the most common form of assessing whether an educational endeavor
has been successful, so a secondary goal of education is preparation for those summative tests. Mastery
exercises prepare students for exams by giving them practice in monitoring their own answers that they
submit for grading. The similarity between the mastery assessments and summative course exams could
help students recall information on those exams. Morris et. al. (1977) found that recall was greatest when
learning procedures matched recall procedures most closely, suggesting a model of “transfer appropriate
processing” to be the culprit,[49] summarized by Roediger et. al. as “retention was determined by how well
the processing requirements of the test matched those used originally to encode information.” [101] Several
other experiments found the same advantage for similarity between learning and retrieval.[102, 103] Mastery
assessments help students encode information in the same manner that they will retrieve it later on, which
should improve performance.
The efficacy of mastery style instruction, both Bloom’s and Keller’s methods, has been investigated in
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many variations. A meta-analysis by Kulik et. al. (1990) of 103 studies that included end of semester
exams found an average effect size of 0.52 in favor of mastery implementations when compared to former
traditional classes.[104] Of those 103 studies, 67 found statistically significant results. Effect size results for
PSI and Mastery learning (LFM) are shown in Figure 5.1. The meta-analysis includes implementations at
the college, secondary, and primary school levels. Eleven of the studies included retention tests on the order
of many weeks, with an average effect size of 0.71, a strong indicator that mastery learning helps students
retain information. The meta-analysis also included some investigations of learning attitudes in students.
Eighteen studies in the analysis included affective assessments, and 16 of those showed positive attitudes
towards the mastery method. Fourteen of the studies tested student attitudes toward subjects as a whole,
and 12 of them showed improvements in those attitudes. Another review by Block and Burns (1976) cites 18
examples of mastery implementations resulting in higher affective responses from students.[105] They also
cite, however, that the frequent testing involved in mastery can increase anxiety in students.
Kulik Meta-Analysis Effect Sizes
Figure 5.1: Effect size histogram for Keller’s (PSI) and Bloom’s (LFM) mastery im-
plementation from Kulik et. al. meta-analysis.[104] Average effect size is 0.52. None
of the negative effect sizes were statistically significant.
One common criticism of mastery learning is a belief that it is only suitable for algorithmic skills or fact
recall.[106] The 1976 Block review cites improvement on essay questions, over and against fact recall, as ev-
idence that mastery can help students with “comprehension, application, analysis, synthesis, and evaluation
skills.”[105] The largest positive effects in that review were for social science courses, rather than math and
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science courses. While this might indicate that mastery is not suitable for science, the reviewers cited this
as a positive for mastery learning, as the social science courses sought to teach students analysis skills. A
1985 study by Meravich and Werner in a paramedical course found that mastery learning yielded the highest
results on problem solving.[107] In fact, lecture-based methods yielded higher scores on items labeled “Lower
Mental Processes” by Bloom’s taxonomy.[108]
Mastery implementations in physics are scarcer than for other subjects. A 2008 study by Wambugu
and Changeiywo found positive results for using mastery in a physics course.[109] In a 2010 study by
Changeiywo et al., they found that physics instructed using mastery learning methods resulted in higher
student motivations.[110] A 1972 study by Philipas and Sommerfedlt found that while mastery did not result
in an improvement over a control group, student reaction was favorable.[111] A 1972 study by Anderson and
Artman found positive results for mastery learning in a physics course both upon completion of the course,
and after a 15 month delayed test.[112] A 1979 study by Trembath and White was able to instruct 8th grade
students on velocity calculations from graphs via mastery, and they outperformed 11th grade students from
a normal, non-mastery class.[113]
Mastery learning methods have a proven track record of improving student achievement. The remainder
of this dissertation details our path toward implementing mastery learning as the format of homework in a
college level physics course. These methods should work well in a physics class. Physics curricula are usually
already broken into topics. The hierarchical nature of physics knowledge lends itself to an instruction
strategy that requires students to master some skills before others. In college courses, self-paced student
learning may not be an option. On top of this, much of learning in college courses is expected to come from
practice while doing homework, which is done at home, away from instructors. Implementing this method in
a college physics course requires that students are able to learn from correctives in order to achieve mastery.
Our first step along this path was a clinical experiment that sought to test whether or not students could
advance through a set of mastery exercises efficiently, and if they could display learning on a post-test.
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Chapter 6
Initial Clinical Experiment1
This chapter documents a clinical experiment designed to study the feasibility of implementing mastery
learning in physics. This study compares a mastery setting that employed repeated cycles of testing with
instructional support to a group that had a single opportunity to experience the materials. Narrated ani-
mated solution videos were used as correctives. Specifically, the study provides data on three components
essential for a successful implementation. First, does the mastery format with animated solutions provide
sufficient support for students to succeed in completing the activity with the specified proficiency? Second,
does the mastery format change student behavior compared with students that are not required to achieve
a specified proficiency to complete the assignment? Third, are students able to apply the knowledge learned
in mastery to new problems in which it is applicable?
1This chapter previously appeared as an article in Physical Review Special Topics - Physics Education Research. The
original citation is as follows: Noah Schroeder, Gary Gladding, Brianne Gutmann, and Timothy Stelzer. Narrated animated
solution videos in a mastery setting. Physical Review Special Topics-Physics Education Research, 11(1):010103, 2015. [114]
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6.1 Procedure
Clinical Procedure
Figure 6.1: Diagram of the three treatment groups.
Students in our experiment were separated into three groups, the “mastery” group that attempted the
learning materials in a mastery setting, the “single try” group that only attempted 1 version of each topic
before moving on, and a control group that was given no learning intervention. The mastery group sat at
a computer, with pencil and paper, and attempted a set of questions which were delivered online. Students
received short instruction as to how the materials would be presented before starting the learning process.
Students attempted the questions in a closed book environment, accompanied only by the equation sheet
they would be given on exams. Students answered all of the questions in a set before feedback was given. The
student answers were recorded in an online database. After submitting the set, students were given feedback
on which questions they answered correctly, and were given an opportunity to view a narrated animated
solution video to each question online. The solutions contained step-by-step instructions particular to each
question. Students were free to choose which animated solutions they would watch and which they would
skip, as well as how much time they would spend reviewing each solution. By structuring our experiment
this way, we hoped to avoid the expertise reversal effect.[82] Students that did well were told they did
well, and could avoid redundant explanations of material they already understood. Students then indicated
they were finished viewing the solutions. We set the threshold for mastery at 85%, meaning students could
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get one question wrong and still master a set. If they had achieved mastery, after viewing solutions they
would move on to the next topic level. If they had not achieved mastery, another version of each level’s
questions was presented on the same topic. Each new question in the second version was closely related to
a question from the first version. To ensure students were completing the second version using information
they had learned, and not reading off equations from the first version’s set of animated solutions, solutions
to the previous version of questions were not accessible during the testing period for the second version.
After completing the second version, students submitted their answers for grading, and solutions to the
second version were made available to the students, just as had been done on the first version. Students
continued in this question-solution pattern until mastering the question set. Students were informed of this
expectation before starting the experiment. A repeated cycle of testing and presentation of solutions was
used to maximize the formative assessment given along with presenting relevant multimedia solutions at the
right time, to render the most efficient use of students’ time. After mastering the second topic level, the
student was finished with the learning phase of this experiment. They then moved on to a post-test that
consisted of 10 questions pertaining to potential difference in planar and spherical geometries. Each student
completed the experiment in one sitting.
The second group, the single try group, was given a modified, simpler version of the primary treatment.
The second group was only given the first set of questions for each topic. They attempted the questions,
had their answers graded, and were told which ones they answered correctly and which ones incorrectly.
They were then given access to the solutions to that first set, and then, no matter their performance on
that first set, moved on to the second topic level, where they attempted the first set and then were shown
the solution videos to that set. At that point the students were finished with the learning phase of the
experiment and moved on to the post-test. The final group, the control group, attempted the post-test
without any intervention. Results from this group served as “pretest,” from which we could measure the
effective learning gains by the other two groups, without asking them to perform identical problems before
and after the treatment. A diagram of the three treatment groups is shown in Figure 6.1.
The post-test was graded by four graders, with each question graded on a scale of 0 to 3. Post-tests were
graded without knowledge of which treatment the student received. The grades given by the four graders
were compared, and any scores that differed by more than 1 point were discussed to resolve the discrepancy.
The average of the 4 scores was assigned as the final grade for each student on each question. That score
will be used in the results.
53
6.2 Materials
Two topics were used in this experiment: superposition of electric fields, and electric potential difference.
Each topic was focused on in its own level, with students mastering level 1 (superposition) before moving
on to level 2 (potential difference). All question sets were given in a multiple choice format. Students were
first shown a level with eight questions on superposition of electric fields with planar charge sheets and
conducting slabs. The superposition material included finding the electric field due to two and three charge
sources and also finding the surface charge density on a conducting slab. After mastering this material,
students moved on to a level with nine questions on electric potential difference. The potential difference
material included finding the potential difference between two points when given the functional form of the
electric field between the points, including piecewise definitions, as well as a set of six spherical geometry
questions that asked students to find the electric field at certain points and the potential difference between
certain points given a charge distribution. For both topics, four versions of questions were created, as well as
solutions for each question. In total, sixty-eight questions with narrated animated solutions were created for
this experiment.2 Student performance on the first and second versions of each topic will be shown below.
The solutions were created and animated using Powerpoint graphics and animation, and were narrated and
recorded using Jing screencapture software. Solutions were designed with multimedia learning principles in
mind.[78]
The post-test consisted of ten questions that all pertained to potential difference. The post-test is
included in Appendix A.3 The first four questions required students to calculate a potential difference in a
planar geometry. The fifth required students to work backwards from a given potential difference to find
a surface charge density on an infinite sheet. The sixth and seventh questions asked students to compare
potential differences given different positions and thicknesses of a charged conductor. The eighth question
was a potential difference calculation in spherical geometry. The ninth and tenth questions asked students
to compare potential differences for various spherical geometries. The post-test was given using paper and
pencil, not online.
The materials we used were relevant to students in two different phases of their learning cycle within
their actual physics course. This experiment was performed on a weekend, 10 days before the first midterm
exam. The material on superposition had already been lectured upon and also covered in homework, lab,
and the discussion section. The potential difference materials had been lectured upon, but homework, lab,
2The questions and solutions created for this experiment were also used in the experiment detailed in the next chapter.
Appendix A contains the questions as organized in that experiment. For this initial experiment, the materials that made up
the first question set are levels 1 and 2 in Appendix A, and the second level on superposition is contained in levels 3 and 4 in
Appendix A.
3The post-test used in this experiment as well as the next chapter were the same post-test.
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and discussion sections on the topic had not yet occurred. Students had not yet had much exposure to
working problems in that area. As will be seen, student performance on the superposition material was
higher in their first attempt than on their first attempt for the potential difference, and part of this is likely
due to the scheduling of our experiment.
6.3 Population
The experiment was done parallel to the course Physics 212 - University Physics: Electricity and Magnetism
at UIUC. This course is the second physics course required for physics and engineering majors and is usually
taken during the second year at university. All students in the course were invited by email to participate
in the experiment. Volunteers signed up by an online form. No credit was offered to the students for this
experiment. The students were told that if they completed the experiment, they would have access to
an extra office hour provided by experienced TAs. Eighty-eight students signed up. These students were
randomly split into three groups as discussed earlier: the mastery group that was required to master the
material (85%) via successive sets on each topic with solutions presented after each set, the single try group
that attempted one set of questions on each topic with solutions after finishing, and a control group.
6.4 Results
We now present results on student behavior during the learning phase for the mastery group. Figure 6.2
shows the performance of these students on each question in their first attempt at the superposition materials,
the first materials they saw in the experiment.
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Figure 6.2: Percentage of 24 students that got each question correct on the first super-
position version.
Students attempted these questions before seeing any of the learning materials. These scores on the first
set of questions show what students knew about superposition of electric fields from planar charge sources
as they began our experiment. The average question score was 67%. Figure 6.3 shows the distribution of
set scores among the 24 students.
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Figure 6.3: Distribution of scores, out of 8, on superposition versions 1 and 2. Our
criteria for mastering the material was 85%, which meant that a student needed to get
a score of 7 or 8 to master the material. Nine out of the 24 students achieved that goal
on the first set and moved on to the next topic after being given a chance to view the
animated solutions, and therefore are not included in the scores for the second version.
Students had to get at least 7 of the 8 questions correct in order to move on, and nine students did
so on their first attempt. The remaining 15 were given access to the solutions, and moved on to attempt
the second version of questions on superposition. As shown in Figure 6.3, on the second version, 11 of the
remaining 15 students scored a 7 or 8 and therefore mastered the material, leaving only 4 students requiring
a third version. All four remaining students mastered the superposition material on their third try. The
high rate of achievement on the 2nd and 3rd attempts suggests the narrated solutions provided sufficient
support for students to achieve mastery without requiring external interventions. This can also be seen on
a question by question basis.
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Figure 6.4: Scores on questions for versions 1 and 2 of the topic Superposition. This
only includes the 15 students who did not master version 1. Learning gains were shown
for 5 questions.
Figure 6.4 shows the performance of the 15 remaining students on set 2 compared to their performance
on set 1. The total scores are shown in Table 6.1. We found improvement on 7 of the 8 questions. When we
compare the total score on sets 1 and 2 for superposition for the students who had to do a second version,
we find a significant improvement from 53% to 88%.
58
Results for those who did not master on first try
Version 2 compared to version 1
Version 1 Version 2 tStat df P
Superposition 53%± 4% 88%± 3% 7.15 14 < 0.001
Potential Difference 37%± 3% 78%± 5% 8.48 19 < 0.001
Table 6.1: Averages on versions 1 and 2 for both topics, including only the students
that did not master version 1 of a given topic.
After mastering the superposition material, students moved on to the problem sets on potential difference.
One student had time constraints and had to leave before finishing, and is not included in this analysis. The
performance of the 23 remaining students on the first version of questions on potential difference is shown
in Figure 6.5.
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Figure 6.5: Percentage of 23 students that got each question correct on the first po-
tential difference version.
The average score on this version of questions was 44%. Questions 1-3 involved finding the potential
difference between two points when given the functional form of the electric field. Students performed poorly,
averaging only 17% on this section. Students came in with little knowledge of how to go from electric field
to potential difference. Questions 4-6 involved finding the electric field in spherical geometry. Students
performed very well on this material as compared to the prior 3 questions, averaging 83% on their first try.
Questions 7-9 asked for potential differences in the same spherical geometry as questions 4-6. This required
incorporating knowledge of the form of the electric field in that region with calculating potential differences
from electric fields. Students performed poorly at this task, which comes as no surprise since they performed
so poorly on questions 1-3. Question 7’s higher score of 48% could be due to students resorting to the
familiar kq/r equation. This equation failed them for questions 8 and 9. The timing of the experiment
may explain the discrepancy between the scores on questions relevant to potential difference versus those
relevant to electric fields. The experiment took place after the homework on electric fields was due and
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their discussions on the topic had been completed, but before the potential difference homework was due.
Students appeared to come to the experiment fluent in calculating electric fields in a spherical geometry, but
were deficient in potential difference calculations.
Figure 6.6: Distribution of scores, out of 9, potential difference versions 1 and 2. Our
criteria for mastering the material was 85%, which meant that a student needed a score
of 8 or 9 to master the material. Three out of the 23 students achieved that goal on
the first version and moved on to the next topic after being given a chance to view the
animated solutions, and therefore are not included in the scores for the second version.
A histogram of the number of questions each student got correct for versions 1 and 2 is shown in Figure
6.6. Three of the 23 students achieved the mastery goal for potential difference on their first try. When
we compare the total score on versions 1 and 2 for superposition for the students who had to do a second
version, we find a significant improvement from 37% to 78%. Once again this improvement can be seen on
a question by question basis as well, shown in Figure 6.7. Improvement from the 1st to 2nd version was
found on all nine questions. Seven of them were large gains, and the other two were less substantial due to a
ceiling effect. Nine of the 20 remaining students mastered the material by our definition, leaving 11 students
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to continue on to a 3rd version. Seven mastered the material on their 3rd version, another on the 4th, and
3 students did not finish the experiment due to time constraints.
Figure 6.7: Scores on questions for versions 1 and 2 of the topic Potential Difference.
This only includes the 20 students who did not master version 1. None of the students
in this group correctly answered question 1 on their 1st version.
The mastery group students improved from their first try to their second try on both topics. They spent
the time in between those tries looking at solution videos. Because of technological difficulties, we were
unable to record which animated solutions students watched, but by using recorded time stamps of student
submissions and requests for grading, we were able to make a rough estimate of the total amount of time
students spent watching solutions in between tries. Figure 6.8 shows the amount of time spent watching
animated solutions after completing the first version of questions on the superposition version for both the
mastery and single try groups.
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Figure 6.8: Scatterplot of seconds spent watching animated solutions for the first
attempt at the superposition version vs. the number of questions incorrect on that
version.
Some student behavior can be noted. The students who got all 8 questions correct watched little to
no solutions. Those who missed one question watched between 0 and 3 min of animated solution which
is notable because most of the solutions were under 3 minutes in length. This may indicate students only
watched the solution to the single question they got incorrect. In general, time spent watching animated
solutions increased with the number of questions missed, for both groups. The amount of time that the
single try group watched solutions surprised us, as they did not have a mastery requirement in order to
move on to the next activity. This may speak to the attractiveness of these solutions to students. Single try
students did not need to learn from the solutions to move on, but still chose to spend time on them. These
data corroborates our observations during the experiment, that the single try group diligently watched the
videos and took notes. This rendered our two treatment groups extremely similar, as most of the mastery
group mastered the first level by their 2nd try. Figure 6.9 shows the time spent watching solutions for the
mastery group on the potential difference version. Note that no time estimation is available for those who
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never attempted another version after this, which includes the entire single try group, and those in the
mastery group who mastered the potential difference version on their first try. Once again, the time spent
rose with the number of questions answered incorrectly. Students spent time watching the solutions, and as
was shown previously, improved on their subsequent tries on the question versions.
Figure 6.9: Scatterplot of seconds spent watching animated solutions for the first
attempt at the potential difference version vs. the number of questions incorrect on
that version. Shown only are those who were in the Mastery group that did not master
on their first try, as this estimate was made using the first action on the subsequent
version.
Both the mastery group and the single try group spent time watching solution videos during the learning
phase of the experiment, and the mastery group exhibited large gains after watching those solutions. Both
groups, along with a control group that saw none of the learning materials, attempted a post-test. The
mastery treatment group consisted of thirty three people. Of those 33, 24 attended the experiment. Of
those 24, 3 did not finish the mastery materials and therefore did not get the complete treatment, 1 finished
the treatment but declined to participate in the post-test, and another 3 decided to leave the post-test before
they finished due to other commitments. These 7 will not be included in the post-test analysis. Only the
17 students that completed both the learning materials and did not run out of time on the post-test will
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be included. Thirty-three students were assigned to the single try group, and 23 attended. Of those 23, all
but one finished the posttest in the allotted time. That one student ran out of time and left the experiment
early, and will not be included in the post-test analysis. Twenty students were assigned to the control group,
and 12 attended the experiment. All 12 completed the post-test in the allotted time. The post-test results
are shown in Table 6.2.
Posttest Results
Compared to Control Compared to Single Try
Posttest Score tStat df p tStat df p
Mastery 18.4± 1.4 7.45 27 < 0.0001 0.72 37 > 0.2
Single Try 16.9± 1.4 6.15 32 < 0.0001
Control 4.1± 1.1
Table 6.2: Results on posttest with statistical comparisons. Mastery and Single Try
groups significantly outperformed the control group, but did not perform significantly
different from each other.
The post-test was difficult for the control group, with an average of only 4 of the available 30 points, but
serves as a proxy pretest for our treatment groups. The mastery and single try groups were not significantly
different, but both performed significantly higher than the control group. That these groups dramatically
outperformed the control group suggests that students learned from our materials and were able to apply
that knowledge to a post-test where only one question was very near transfer. On a question by question
basis, students in the mastery and single try groups outperformed the control group, as shown in Figure
6.10. The largest difference between the mastery and single try groups on a single question was on question
8 of the post-test, which asked for a potential difference calculation in a spherical geometry. The mastery
group (0.86 +/- 0.06) outperformed the single try group (0.62 +/- 0.08, P <0.05). This question was very
similar to questions seen in the treatment materials. The nearness of transfer from the materials to the
post-test may have made this problem easier for the mastery group versus the single try group, especially
for those mastery students who had to perform potential difference calculations multiple times over multiple
tries.
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Figure 6.10: Outset - Treatment score on each question vs. Control Group score on
each question. Inset - Total score on the post-test for the three treatment groups.
6.5 Discussion
Students in the mastery and single try groups significantly outperformed a control group on the post-test
on planar and spherical potential differences. The post-test only had one question, question 8, that was
very near to what they had seen in the learning materials. The first 7 questions all pertained to potential
differences in planar geometries, something they had not been explicitly trained on in our experiment, and
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the students still outperformed the control group significantly. It is encouraging to see that both treatment
groups were able to apply the knowledge they learned about potential difference calculations in one context
(spherical geometry) to the new context (planar geometry). We saw no significant difference between the
mastery and single try groups. We anticipated a difference between the groups because the single try group
was not required to perform at a certain level in order to move on, which would lead to them perhaps not
watching the solutions as intently or not watching as many of them. We may not have seen a difference
between the single try group and the mastery group because the treatments were too similar in that almost
everyone in the single try group watched the solution videos.
We were surprised by the diligence and effort shown by the single try group during the experiment,
especially during the large amounts of time they spent watching the solutions. We expected students to
move as quickly as they could to get to the promised office hours. Single try students may have found
our solutions very helpful, and given prior studies that show students prefer worked examples to practice
problems,[64, 65] they may have been capitalizing on a chance to see these worked examples that they had
not had access to before the experiment. The students made a choice to spend time on these activities,
which lowered the amount of time they could spend in the office hours with a tutor. On the other hand, the
high level of participation by both groups in watching the solutions may be due to the fact that this was a
clinical study, and students set aside time to attend the experiment with the goal of learning a particular
subject. This behavior may not hold true if students were to complete the materials on their own time.
The results from the distributed practice experiment detailed earlier in this dissertation show that giving
students access to solutions without a requirement that they watch them is not enough to get them to view
the solutions, much less view them diligently. A 2010 study by Fakcharoenphol, Potter, and Stelzer done
at the same institution used worked examples in a nonmastery, nonclinical setting.[115] Less than 45% of
students attempted at least half of the provided materials, and less than 15% attempted all materials. A
6% gain was seen, which is much lower than the gain we saw for either treatment group versus the control
group. These results furthe our belief that the diligence shown by the single try group would not hold in a
more natural environment.
As regards the mastery group, we have successfully combined formative assessment, learning from multi-
media worked examples, and mastery learning via the implementation of narrated animated solution videos
in a mastery setting. Students showed significant improvement on their first to second tries on similar ver-
sions of problems, attributable to the feedback they got on their performance on the first version coupled
with the narrated animated solution videos they viewed between those versions. These improvements were
shown in two topics, superposition and electric potential. The mastery setting provided multiple instances
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of formative assessment and tuned the learning experience to the learner, allowing better prepared students
to move on quickly and avoid frustration, and providing more instruction to students who needed more help,
resulting in a quick improvement in skills.
The transfer between the versions of materials within a given topic was small, but the questions were not
identical. Larger transfer would likely lessen the gains seen after one viewing, but may be fertile grounds for
helping students see larger patterns in problem solving. The time spent watching animated solutions rose as
the number of missed questions increased, indicating students watched solutions to questions they missed.
We suspect students watched the animated solutions not just because they were presented, but because they
believed the solutions would help them on the subsequent versions. If transfer is too far, we suspect students
may lose that belief, get frustrated, and resort to guessing and cheating to finish a version. We did not see
this behavior in our experiment. We did, however, have several students complain of fatigue, and some did
not finish the experiment in the time allotted. Unobserved students at home may give up on a version of
questions earlier than our volunteers. We used versions of 8 or 9 questions in this experiment, and required
students miss no more than one. We tried to account for students making careless mistakes by allowing
them to miss one question. This allowance may not have sent the right message to the students, because
they had not perfected the material, only performed at a high level. We gave our questions via multiple
choice, and included wrong answers that resulted from physics errors or from equation hunting, not from
careless math errors. This should cut down on false negatives of students not moving on to the next topic for
the wrong reason. The long version length required students to reproduce long calculations that they may
have gotten correct on previous versions between chances at assessment. This fatigued many students, and
created more opportunities for students to make careless mistakes, which prevented them from progressing
through the exercise. Preventing fatigue will be important to keeping students focus and interested in the
provided materials when using mastery.
In this experiment, we saw students learning from narrated animated solution videos. Students that failed
to master levels improved quickly after viewing solution videos. Students in the mastery and single try groups
watched the available videos intently and diligently, and the similarity in their behaviors in the treatment
likely lead to their similarity on the post-test. We expect students behaved so similarly because this was a
clinical trial, and the students that came in to participate were volunteers that were motivated, and had set
apart time to spend studying. On that post-test that synthesized the materials covered in the treatments,
both groups outperformed a control group. These positive results indicate that mastery learning is a viable
method for delivering content to students, and has promise as a format for delivering online homework.
The next step in our investigation of mastery learning as a way to deliver practice, instructional support,
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and formative assessment was to compare mastery learning directly against a traditional online homework
setting.
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Chapter 7
Second Clinical Experiment1
Online platforms for delivering homework have become ubiquitous in science classes. For example, WebAssign
states that over one million students across 2,300 institutions use their platform every year.[10] Computer
based homework systems have been studied for more than 40 years with mixed performance results in di-
rect comparisons between paper and online homework systems.[116, 117, 118] Online systems allow efficient
distribution of homework to many students, and also allow instructors to decide whether to give feedback
immediately, that is, upon each answer submission, or to delay the feedback. Evidence exists supporting
improved learning from immediate feedback,[119] as well as delayed feedback.[120] A 2008 review by Shute
found that the timing of feedback should be tailored to the skills being taught, recommending immediate
feedback for procedural tasks, and delayed feedback for simpler tasks to promote transfer of learning.[121]
Butler and Roediger, in a 2008 paper using cued recall of passages, found that giving correctness feedback
after a test was completed resulted in greater recall than giving feedback after each item in a test.[122]
In a follow-up to the previous experiment, we compared a traditional online homework format, using
immediate correctness feedback and unlimited tries to correctly answer questions, to a mastery learning
setting, where students are given a set of questions to answer, and are only given correctness feedback after
the entire set is completed. Our goals were to study differences in student interaction with the two different
homework formats and to assess how much students learned from the two homework styles via a post-test.
This experiment uses the same materials as the previous experiment, but the organization of the materials
has been changed, as has the threshold for mastery.
7.1 Population
Participants in the experiment are from the same course as the last experiment, Physics 212 - University
Physics: Electricity and Magnetism at UIUC, but from the following semester (Fall 2014). This is the
second physics course required for physics and engineering majors and is usually taken during the second
1This chapter has been accepted for publication and is in revision in Physical Review Special Topics - Physics Education
Research, under the title “Clinical study of student learning using mastery style versus immediate feedback online activities.”
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year at university. No credit was offered to the students for this experiment, but they were told that if they
completed the experiment, they would have access to an extra office hour provided by experienced TAs. A
total of 126 students signed up. These students were randomly split into two treatment groups, a mastery
group and a homework group. Of the students that signed up for the experiment, 32 from the Mastery group
and 27 from the homework group participated in the experiment.
7.2 Procedure and Materials
Figure 7.1: Diagram of the twp treatment groups.
The entire experiment was completed by each student in one sitting. Students in our experiment were sepa-
rated into two treatment groups, the “Mastery” group and the “Homework” group. Both groups progressed
through four topic levels, as opposed to the two from the previous experiment. Each level in the previous
experiment was split up into two levels to reduce the amount of repetitive work students had to do on their
2nd attempt. The four levels were organized by topic: 1) Electric fields from infinite sheets of charge, 2)
Surface charge densities in planar geometries, 3) Electric fields and single-region potential differences with
spherical charges, 4) Multi-region potential differences with spherical charges. The mastery group experi-
enced the learning materials in the same setting as the previous experiment, characterized by four elements:
1) Students were required to answer all questions in a level before getting any feedback, 2) Feedback in-
cluded correctness as well as a narrated animated solution video outlining a correct solution strategy for
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each individual question, 3) Students were required to answer all questions in a level correctly before moving
to the next level, 4) If a student failed to answer all questions correctly, after availing themselves of the
feedback, students would attempt a new version of the level, with questions similar but not identical to
the initial version, repeating the process until the level is mastered. This last part is a departure from
the previous experiment, where an 85% threshold was used. We felt that requiring students to answer all
questions correctly would send a clearer message to students that they had fully grasped the material at
hand. A summary of the experimental set up is shown in 7.1.
All questions in this experiment were used in the prior experiment, with re-arranging as follows: Mastery
students began with access to level 1 only, which consisted of four questions on superposition of electric fields
with planar charge sheets and conducting slabs. Three of these questions required an algebraic solution,
and the final was a numeric calculation. After mastering level 1, students moved on to level 2, consisting of
four questions related to surface charge densities. Three of the questions asked for a condition that would
give rise to a particular field, and the other asked for a numeric calculation of a surface charge density. This
was followed by a third level of five numeric calculation questions that covered calculating the potential
difference when given the functional form of the electric field, basic electric fields in spherical geometries,
as well as single-integral potential differences in that geometry. The final level of four questions covered
multiple-integral potential differences, including two numeric calculations of a potential difference when
given a piece-wise defined electric field, one numeric calculation of a potential difference that crossed a
charged shell, and a conceptual question considering how potential difference changed if the geometry of a
situation was changed. For the first, third and fourth levels four versions of questions were used. The second
topic used three versions of questions. The question sets are attached in Appendix A. Students worked on
the mastery materials, mastering them in order, until they finished the fourth mastery set. If a student
requested to end the instructional portion of the experiment and move to the post-test, they were allowed
to do so.
The second group, the Homework group, was given access to the same initial version of questions for
each of the 4 levels seen by the mastery group, but the format was modified to simulate immediate feedback
homework given to students in online homework systems in five ways: 1) All numeric questions were given
as free response questions instead of multiple choice, 2) Students were given immediate correctness feedback
for their answer to each question, 3) Students could retry a question as many times as necessary to get it
correct, and incorrect responses did not result in a new version of a question, and 4) Students had access to all
questions, and could answer them in any order they chose, 5) students were not given access to the solutions.
To further mimic the online homework environment, students were encouraged to work together with other
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participants, and use resources such as prelecture videos and lecture notes, as well as any online resources
they could find. Ten of the 17 questions asked for numeric answers, and to simulate online homework, they
were given in a free response format. The other 7 had an answer that was either symbolic or a conditional
statement, and a multiple-choice format was used. Students worked on the homework style questions until
they completed them or until they elected to take the post-test.
One difference between the two groups should be noted. For the mastery group, due to the high penalty
of having to do 4 new questions if one was answered incorrectly, we chose to give the questions in a multiple
choice format. We hoped this would reduce false negatives, as the system could not account for students who
knew how to do the question well but did not get the correct final number due to a careless mistake. The
penalty for doing so for the mastery group, new versions of each question, was much harsher when compared
to the homework group, which could re-examine work to find small errors and quickly resubmit an answer.
After both groups completed their treatment materials, or elected to move forward, the same post-test as
was used in the last experiment was given to students. As before, the post-test consisted of ten questions that
all pertained to potential difference, ranging from questions very similar to the learning materials (calculating
the potential difference with spherical charges) to questions that were much more different (applying potential
difference skills learned in spherical geometries to electric fields learned in planar geometries). The post-test
is included in Appendix A. The post-test was a standard paper based exam and students were asked to show
their work. All post-tests were graded by two researchers without knowledge of the group to which each
post-test belonged. Each question was graded on a scale of 0-3, and re-graded after discussion to resolve any
differences of more than 1 point. The average of those two grades will be used in the results.
In the same way as the last experiment, the topics covered in the experiment were relevant to students
in two different phases of their learning cycle within the physics course. This experiment was performed on
a weekend, 10 days before the first midterm exam. The material on superposition had already been lectured
upon and also covered in homework, lab, and discussion section. The potential difference materials had
been lectured upon, but homework, lab, and discussion sections on the topic had not yet occurred. Hence,
students had not yet worked many problems in that area.
7.3 Results
We now present results that show similarities and differences in how the students performed during and
after the treatment period of the experiment. Figure 7.2 shows a box-and-whiskers plot of the time spent
on each level, with the median reported in the black line in the center. The distribution of the time spent
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on each level was skewed and contained several outliers in both groups that grew frustrated and were not
able to proceed, and because of this the median was chosen as the best measure for central tendency. Both
treatment groups spent similar amounts of time on each level. This is an interesting result given that the
requirements and feedback for the two groups were quite different. One may have expected the mastery
group to take more time, since they typically had to answer more questions, and had the higher standard
of getting all questions correct on the first try. However, it appears that the after-level feedback that the
mastery group received, including the solutions, compensated for the additional requirement. While the
time spent was similar, looking into other facets of student behavior reveals how these two groups spent that
time differently.
Figure 7.2: Box-and-whiskers plot of time spent on each level in minutes. Median
values are reported in the black line in the center of each box, and the boxes represent
the interquartile range (IQR =Q3-Q1). Whiskers represent most extreme value, for
example for the top whisker, within 1.5*IQR+Q3. Outliers are not shown. Groups
spent similar amounts of time on each level.
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Although students spent similar amounts of time on each level, the homework group submitted more
answers than the mastery group. Figure 7.3 shows box plots for the number of submissions per question for
each level for both groups. Box plots were again chosen due to the skewness of the data. For every level, the
mastery group had fewer submissions per question than the homework group, significantly so (p<0.5 via the
Mann Whitney test) for levels 2 and 4. This is not surprising since the homework group was free to answer
each question as many times as necessary. Since only the initial version of each question was used, students
were not penalized for using trial and error. Students in the mastery group responded to the higher stakes
of getting all four questions correct and the possibility of one wrong answer resulting in four new questions
to answer by taking more time between submissions. One extreme example of trial and error behavior in the
homework group was students choosing to increment their submissions. The homework system told students
when they were off by a power of ten, and rather than calculate the correct order of magnitude of their
answer, some students incremented that order of magnitude, one student going so far as to answer 93 times
on one question. Trial and error was not a feasible strategy in the mastery group, since each wrong answer
resulted in a new version of all questions in each level. That strategy, along with the heavily tailed nature
of the submission data, precipitated the choice to use medians instead of means in Figure 7.3. Another
interesting behavior arose in the mastery group, where some students skipped the first version of each level
by quickly submitting an answer to all the questions then studying the solutions to those questions. The
ability to effectively skip the first attempt at a level allows students who know they are novices at the skills
being tested to go straight to the solution videos, using them as worked examples.
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Figure 7.3: Box plot of the number of submissions per question on each level. Median
values are reported in the black line in the center of each box, and the boxes represent
the interquartile range (IQR =Q3-Q1). Whiskers represent, for example for the top
whisker, most extreme value within 1.5*IQR+Q3. Outliers are not shown. The mastery
group had significantly fewer submissions per question for all levels.
Another difference between the two groups is revealed in looking into performance on the first try for each
question, keeping in mind the different conditions under which students attempted the questions. Figure 7.4
shows the fraction of students with a correct response after their 1st try for both groups on each question. The
homework group tended to exhibit improvements between questions, whereas the mastery group improved
between level attempts. For level 1 question 1, the mastery group outperformed the homework group. After
answering the first question, the mastery group students did not get feedback, and moved on to attempt the
rest of the questions for level 1, whereas the homework group got immediate correctness feedback, and could
repeat the attempt-feedback cycle until they answered the question correctly. Students in the homework
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group could find a correct solution to question 1 before attempting question 2. The strategies needed to
correctly answer questions 1 and 2 for the first level were very similar. The homework group improved
greatly from question 1 to 2. The mastery group had no such feedback, and performed similarly on the
two questions. Here it should be noted that the difference seen in question 4 for the first level is possibly
due to the homework group having a free response format versus the mastery group having multiple choice
(indicated by the asterisk in Figure 7.4)2. The same format difference applies to level 2 question 2. For the
other three questions in level 2, which had the same format, the mastery group significantly outperformed
the homework group. This level used many skills covered in level 1, so the increased performance of the
Mastery group is probably due to the feedback given while students mastered level 1, suggesting the mastery
style learned more from their work on level 1. For level 4, questions 1 and 2 were very similar, and the same
pattern seen in level 1 was exhibited, where the mastery group performed the same on both questions, and
the homework group improved from the first to the second question. While level 4 questions 1 and 2 had
the format difference between the two groups, those questions are very similar to level 3 question 1. The
homework group did not improve their score from level 3 question 1 to level 4 question 1, while the mastery
group showed a very large improvement, suggesting the mastery group learned more from their experience
in level 3.
2Investigating the content of student answers in the homework group on free response questions and comparing them with
the available answers in the multiple choice format does bring the score up on several of the questions shown in Figure 7.4, but
does not change any of the results noted here. For example, the score on level 2 question 2 for the homework group increases
to 58% if we only accept the first answer submitted that matches a multiple choice answer for the homework group. Smaller
increases are seen for level 3 question 2 and level 4 questions 1 and 2, but the conclusions noted are not changed.
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Figure 7.4: Fraction of students with a correct response on their first try for each
question. Asterisk indicates question had different formats for the two groups (multiple
choice for the mastery and free response for the homework group).
On the post-test the Mastery group (16.0 +/- 1.2) significantly outperformed the HW group (9.7 +/-
1.3, p<0.005).3 The results, in total and by question, are shown in figure 4, including the control group. The
Mastery group outperformed the HW group on all questions. The amount of difference between the study
materials and the post-test varied with each question, with the most similar being question 8, which was
very similar to question 3 from level 4 of the instruction materials. On question 8 students were required
to conduct an integral over 2 regions, one of which was inside a conductor. This was very close to activities
required in the third and fourth level. Question 8 also resulted in the most significant difference between the
two treatment groups. Mastery group students also outperformed the homework group when required to
combine what they learned about electric fields in planar geometries with what they learned about potential
difference in spherical geometries, and transfer that to the topic of potential difference in planar geometries,
evidenced by questions 2, 4, and 6. Question 5, which resulted in the smallest difference, asked students to
work backwards from a given potential difference between two points and a given charge density on one sheet
of charge to find the charge density on a second sheet. Students were trained on finding a charge density
3Post-test results are significant whether evaluated using results from either grader or the final reconciled grades used here.
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from a given electric field, but perhaps the combination of this skill with potential difference calculation was
too difficult to grasp, and too different from the learning materials.
Figure 7.5: Outset - Mastery group normalized average score HW group average for
each question. Points above the line indicate the Mastery group outperformed the HW
group. Inset - Normalized total post-test score average for both groups, including the
control group from the previous experiment.
7.4 Discussion
We performed an experiment to compare how students interact with and learn from two types of online
homework, a mastery group that used delayed feedback coupled with narrated solutions, and a homework
group that used materials simulating online homework systems. Students in the mastery group significantly
outperformed the homework group on a post-test examining planar and spherical potential differences. On
all questions, the mastery group outperformed the homework group, significantly on five of them, includ-
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ing questions that were similar to the testing materials, such as question 8, and questions that required
synthesizing planar electric fields and potential difference calculations, such as questions 2 and 4. Mastery
learning combined with narrated animated solution videos resulted in more learning in a similar amount of
time spent than when students were exposed to more traditional online immediate feedback systems. Suc-
cessfully combining formative assessment, learning from multimedia worked examples, and mastery learning
can result in more efficient learning for students.
In the homework group treatment we sought to simulate online immediate feedback homework systems by
allowing students to try a question as many times as they would like. Students responded to the experiment
conditions by optimizing their behavior to move forward quickly. Students in the homework group answered
more frequently than the mastery group, which did not surprise us, given that there was no penalty for
a wrong answer for the homework group, versus the penalty of having to start over again on a level for
the mastery group. Some students took this to the extreme of quickly incrementing answers in hopes of
stumbling upon the correct answer. The extremely low stakes of answering the immediate feedback style
questions for the homework group may have encouraged students to use trial and error strategies. There
was no penalty for trying quick, easy strategies. Homework group students had access to notes as well as
other experiment participants, but only made use of those resources after they reached an impasse in their
work. For the mastery group, the higher stakes caused students to exhibit much different behavior. This
was best exemplified in the visible stress we saw in students when they submitted their answers for grading,
and the elation or frustration exhibited when they saw their results. Students in the mastery group checked
their answers before submitting, whereas the homework group did not. This added step of sense-making
may have helped students in the mastery group learn and understand the strategies they were employing.
The feedback conditions also measured learning in different sequences. Students in the homework group
effectively treated each question like its own level, trying it again and again until a successful strategy was
found, exhibited in the improvement between the first two questions on levels 1 and 4. The mastery group’s
first try scores improved not between questions, but between levels, after they had either found or been
shown and then found the correct strategy for a question. This delayed feedback with solutions may make
students work more before seeing a positive result, but in the end resulted in a larger learning gain on the
post-test.
Some comparisons can be made between this experiment and the previous one. This experiment uses
the same questions and solutions, but had shorter levels (4 levels of 4 questions vs. 2 levels of 8 questions)
and a higher threshold (100% vs. 85%). This had several consequences. While we did not collect data on
student affect in this experiment, students frequently exhibited positive gestures when they mastered a level.
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More opportunities were presented for success with shorter, more numerous levels. We expected students to
move the materials in this experiment at a faster rate than in the prior experiment, but the total time spent
remained similar (about 2 hours). Students moved through the first two levels quicker in this version of the
experiment than through the first level of the prior experiment. The 100% threshold seems to have slowed
the students in this experiment down in the 3rd and 4th levels, which we suspect is due to the tricky and
time consuming task of keeping track of the many negative signs in potential difference calculation, a fertile
ground for careless errors. In the prior experiments, students had some leeway to make a mistake, since they
could move forward while still getting one question wrong, but here they had to correctly answer an entire
set of questions on the same try for each level. Frustration from repeated failure on the same question in a
level is of concern, as students who are tired may become frustrated, hampering their ability to learn from
the presented solutions, which in turn kept them from moving through the materials. We saw students who
appeared fatigued, and complained as such.
The evidence from this and the previous experiment shows that mastery learning is a helpful, effective
method for giving students practice, instructional support, and formative assessment, and has promise to be
an improvement over traditional multiple try online homework. Students can learn from our video solutions
and achieve mastery as we have defined it. They can also apply that knowledge on near transfer questions.
Our next step in investigating mastery is implementing exercises in a real course to see if students can move
through the exercises efficiently and to see if replacing traditional homework with mastery exercises has a
positive impact on learning.
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Chapter 8
Semester-Long In Situ
Implementation
Our previous experiments showed that mastery learning successfully delivers practice, instructional support,
and formative assessment. Those experiments were conducted in a clinical setting, with volunteers who
set apart time to focus and work through our treatments. Implementing mastery exercises in a real course
is a much different task. Our implementation revealed many interesting behaviors in students as well as
hurdles for creating and delivering mastery materials. This chapter documents a massive effort to renovate
the homework portion of an introductory physics course. Most of the traditional online homework exercises
were replaced with multi-level mastery exercises, and we compared the performance of students before and
after the change on common quizzes and exams. We also collected data on how students interacted with the
online activities and for the first time included affective surveys.
8.1 Population and Setting
This experiment took place within the course Physics 100: Thinking About Physics at UIUC. Physics
and engineering major students at UIUC are not required to take Physics 100 but must pass Physics 211:
University Physics: Mechanics. Physics 100 is a “primer” course meant to help students adjust to a college
physics class before taking Physics 211. Upon arrival at UIUC, students majoring in physics and engineering
take a physics diagnostic test on conceptual questions in introductory mechanics. Academic advisors use this
score, along with other information such as whether or not the student has taken physics in high school, how
good that physics class was if they had taken one, and standardized test scores to make a recommendation
to incoming freshman about whether or not they should take Physics 100. In the semester detailed in this
chapter, 512 students elected to take Physics 100, most of which were first-semester freshman. Students
signing up for this course did not know that it would have a different homework system than previous
semesters. They would have experience with whatever homework systems they had used in high school or in
other classes at UIUC. To our knowledge, no other STEM major courses are using a mastery style homework
system at this large of a scale in their classes.
82
Physics 100 instruction begins with prelectures that students view before coming to class. These prelec-
tures are web-based presentations designed to introduce the key ideas and concepts of the lecture. Along
with these prelectures are checkpoint questions that examine student understanding of the concepts covered
in the prelecture and give students a place to ask the course lecturer questions. The lecturer uses this
information to tailor the upcoming lecture by covering topics students struggled with and answering their
questions. The lecture itself utilizes in class student response systems, i.e. clickers, to encourage students to
work together during class. Homework is due once a week and covers the materials from the previous week’s
lecture. After the homework is due, students attend a discussion section where they work through problems
in groups with the help of a TA. Students take weekly on-line quizzes to evaluate their understanding and
provide formative assessment. A summary of the order of instruction is shown below in Figure 8.1.
Figure 8.1: Order of instruction in Physics 100.
Physics 100 has a unique curricular structure in two notable ways. First, it has a slower pace, meant to
give students more time with the material. The first eight weeks of the class cover what would normally be
covered in the first 4 weeks of Physics 211. The topics include kinematics, acceleration, vectors, projectile
motion, Newton’s Laws, friction, uniform circular motion, gravity, and springs. Second, the course can be
taken for one or two credits. After the first 8 weeks, a midterm exam is administered, and midterm grades
are given to students. At that time, students that score sufficiently well on the midterm are given the option
to take that grade and receive one credit, or continue through the next 6 weeks of the class and take a final
exam for a total of two credits. The final 6 weeks include no new content, but contain extra problem solving
practice. This experiment included new mastery style homework assignments for the first 8 weeks of the
course and used the midterm exam and online quizzes in those first 8 weeks for evaluating the treatment.
The content of the course for the final 6 weeks was not changed from prior semesters.
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8.2 Materials
For each of the eight weeks in this experiment we defined specific goals, or competencies, for students
to achieve. These competencies were determined through discussions based on past exam performance
in Physics 100 as well as anecdotal evidence from veteran teachers of the class, notably Gary Gladding
and Brianne Gutmann. The development of the materials for this experiment began in the summer prior
to the class starting and continued through the semester. Data collected during the semester on student
performance informed further development.
For each week, the competencies were introduced to the students through a short overview video. These
competencies corresponded to defined instructional practice units, called levels. Each week had several levels
(3-5) which students progressed through in a specified order. That order was determined by level difficulty
and by topic structure, that is, most levels were designed to help prepare students for subsequent levels.
After competencies for a given level were determined, question sets were developed to target the prescribed
learning goals. Levels usually contained 5 questions each. Multiple versions of the question sets were created
to allow for re-testing of students. The questions on the different versions were similar in that the solutions
were based on the same physical principles. Yet, versions were not intended to be so similar that students
could use the same final equation to answer different versions. Requiring students to transfer knowledge of
one version’s solutions to a new situation was intended to help them learn physics principles rather than learn
patterns to specific question types. Usually four versions of each question set were created for every level,
referred to as versions A, B, C, and D. Each question had a corresponding solution. These narrated animated
solutions were recorded by Gary Gladding and were similar in format to the ones used in the previous two
clinical experiments. These solutions detailed how to arrive at the correct answer and also included thoughts
on general problem solving strategy. In total, over 500 questions and solutions were created. The mastery
levels, including questions and solutions, were administered online using the Smartphysics online homework
system developed at UIUC. In addition a survey was created that probed how students felt about their
experience using mastery that was used twice in the experiment. This survey was administered once after
week 1 and once after week 5.
The prelectures, lectures, checkpoints, online quizzes, discussion and lab materials, and midterm and
final exam were all repeated from prior versions of the course. The homework used in previous semesters of
Physics 100 was given in a traditional multi-try immediate feedback setup with multiple question sets due
each week. Students could attempt those questions as many times as they would like, with no penalty for
wrong answers. The only piece of the homework from previous semesters that was used in this course was
an interactive example made available to students after they mastered all of the levels for that week.
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8.3 Procedure
Students in Physics 100 were introduced to mastery style exercises in their discussion section during the first
week of class. This section met before the first lecture and was used to help students get familiar with the
mastery format. Two levels of materials were created to instruct students on algebraic reasoning and solving
word problems. Teaching assistants demonstrated how the system worked and helped students progress
through the initial mastery exercises.
For the physics content of the course, students began instruction on a topic through prelectures and
lectures. Students obtained access to the homework materials usually on a Thursday, and they were due
on the following Tuesday at 8am. Students began the homework with access to only the overview video.
Students viewed the overview video and then had to correctly answer a question that tested whether they
were aware of the goals for the week. After correctly answering the overview question, students gained
access to the first mastery level for the week. Students answered the questions presented, indicated they
were ready to have their answers graded, and were then told which questions they got correct. Then they
were given access to the solution videos for each question, which they could watch or ignore at their own
choosing. In order to demonstrate mastery, the student must get every question correct. If they did not
achieve mastery, they would be given new set of questions testing the same competencies. Upon achieving
mastery, the student would gain access to the next level for the week. Students would progress through the
levels in a week, in order, until they completed them all, at which point they could access any other practice
problems deemed helpful enough to be included. The extra practice problems were given in a traditional
multi-try immediate feedback format.
Most levels had 4 versions of questions, though some had 3 and some had 2. Students began on one of the
four levels, randomly determined by the Smartphysics system, and then proceeded in order. For example,
one student might start on version C of a level, and then try version D, and another might start on version
A and then try version B. After a student exhausted the available versions, they would loop back around
to the version they started on, so our first student that started at version C and failed to master it would
then move to version D, then version A, then version B, then version C again. Several sets of input numbers
were generated so that even if a student saw the same exact question, the input variables would be different,
creating a different correct answer if a student saw a version a second time. Students would continue to
cycle through versions until they achieved mastery in a level.
Students also did weekly online quizzes that were due on Fridays. After week 7 of the course, they had
a midterm exam. We repeated the quizzes and midterm exam from the Fall 2012 semester of Physics 100
to serve as a baseline with which we could compare our students’ performance. The Fall 2013 semester of
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Physics 100 used the same online quizzes as 2012. Shown below in Figure 8.2 is data for both semesters
on the weekly quizzes. In the outset is the Fall 2013 quiz score compared to Fall 2012 for each question,
and in the inset is the score averaged over all questions. There is no significant difference between the two
semesters, indicating that our student populations did not change much from Fall 2012 to Fall 2013. We
assumed that the Fall 2012 population was also similar to the Fall 2014. Comparisons could then be made
between 2012 and 2014 to see if the change in homework caused an improvement in online quiz scores. We
also repeated the midterm exam from Fall 2012 and used that for comparisons as well.
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Figure 8.2: Outset - Fall 2013 online quiz performance versus Fall 2012 for each ques-
tion. Inset - Results averaged over the entire semester. There was no significant
difference between the two semesters.
8.4 Results
8.4.1 Quizzes and Exams
In order to measure the impact of the mastery homework on student learning, we compared performance
by the Fall 2014 group to the Fall 2012 group. In Figure 8.3 below is the Fall 2014 quiz results vs. the Fall
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2012 results, with the inset averaging over the entire semester. A small significant improvement was seen
(0.663 +/- 0.003 versus 0.705 +/- 0.003) when averaging over all questions.
Figure 8.3: Outset - Fall 2014 quiz performance vs. Fall 2012 quiz performance, for
each question. Inset - Fall 2012 and Fall 2014 results, averaged over all questions. A
small significant improvement of 4% is seen.
Another measure used to compare performance was the midterm exam given after 7 weeks. The midterm
from Fall 2012 was repeated in Fall 2014. The results are shown below in Figure 8.4. The improvement seen
was not statistically significant.
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Figure 8.4: Outset - Fall 2014 midterm exam performance vs. Fall 2012, for each ques-
tion. Inset - Fall 2012 and 2014 total midterm performance. No significant difference
is seen.
We did not see an improvement on the midterm exam, and saw a small improvement on the weekly quizzes.
This is quite different from what we expected based on the strong positive results seen in the clinical studies.
Analysis of the students’ interactions with the activities in the two different settings provides some possible
explanations for the different results.
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8.4.2 Weekly Behaviors
In the previous two chapters it was noted how diligently the students worked in the mastery group clinical
treatments. They were volunteer students, and some deviation from those behaviors was to be expected in a
non-clinical experiment with hundreds of students over an entire semester. In Physics 100 students initially
reacted favorably to the mastery system, but their behavior and attitude toward the system deteriorated
over time. Data on students’ weekly performance within the mastery exercises reveals changes in students’
behavior from the beginning of the semester to the midterm exam.
The mastery exercises used for homework in this course were delivered online. We recorded when students
answered questions, whether they were correct, and when they accessed solutions. From this data measures
of time spent working on questions and viewing solutions were calculated, as well as average performance
on each question. We used this information to create weekly summaries of student behavior that further
informed the development of materials for the weeks that followed. These summaries included information
about how many tries it took students to finish, how much time it took students to finish a successful try,
how often students skipped a level, and the difficulty of the questions used.
Comparing the time it took Physics 100 students to master a level, as well as how often students skipped
a level, with that of the 2nd clinical experiment reveals differences in how students completed the mastery
exercises in the two treatments. Figure 8.5 compares students’ interactions with mastery in the clinical
study, at the beginning of Physics 100 (Week 2), and near the end of Physics 100 (Week 7). The green dots
represent the median amount of time it took to master a level on a given try. For the clinical experiment,
students who mastered on their second try did so much quicker than those who mastered on their first try.
For week 2 in Physics 100, those who passed on their first try did so in under 6 minutes, and successive
tries saw mastering in less and less time. For week 7 mastering on the initial try took much longer, with
times only dropping below 6 minutes until after students started seeing repeated versions. In Figure x.3 the
red is the fraction of students that “skipped” a level, defined as students submitting all their answers in
under two minutes or less than a third of the median pass time, whichever was lower. Four versions of each
level were produced to give students enough chances to master a level before the system cycled them back
around to where they started. The 5th try for a student was on the same version as their 1st try. Students
quickly learned this aspect of the mastery system, and some began to exploit that repetition. Students
often made earnest attempts on the first version of a level, viewed the solutions, and presumably wrote
down the equation used to solve the questions in their first level. Then students would answer randomly as
quickly as they could to return to the version they saw initially and use their notes to answer that version,
circumventing the requirement that students work on new versions. In the clinical experiment, the only
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skipping we saw was on the first try. The student who did so explained that he knew he was unprepared, so
he decided to go straight to the solutions to get help right away, possibly a feature in the system for students
who know they are unprepared. In Physics 100 Week 2, some students were already starting to circumvent
the mastery system as seen by the fraction skipping. By week 7, skipping is widespread. Note the decrease
in skipping on the 5th try, as this is when version repetition begins. The remaining skippers may be waiting
until they get the same input numbers they got on the first try.
Figure 8.5: Median pass time in green (scale on the right), fraction skipped in red
(scale on the left), both by try number. The leftmost plot is from the first level of the
mastery group treatment in the 2nd mastery clinical experiment. The middle plot is
from the 1st level of the 2nd week of Physics 100 and the right plot is from the 1st
level of the 7th week.
The number of tries it took students to master a level also reveals that students in Physics 100 needed
many more tries to master levels. In Figure 8.6 below are three plots that show the cumulative fraction of
students that passed after each try for a given level, for the same three levels shown in Figure 8.5. Red
indicates the remaineder that has yet to pass. This begins at the 5th try, where students would be seeing
the same version of questions they had on their 1st try. In the clinical experiment, all but 1 student had
mastered the level by the end of their 3rd try. We had expected to see this kind of quick improvement in
Physics 100. For week 2, only 60% of students mastered it by their 3rd try, and over 20% of students had
not yet mastered even after repeating the first version they saw. Still, the shape of the cumulative pass
curve was the similar to clinical level 1. By week 7, however, progress was extremely slow for students. This
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could be due to increased difficulty of the materials or from students skipping.
Figure 8.6: Cumulative fraction passed by try number. Green indicates the fraction of
the student group that passed by the Nth try, labeled on the bottom. Red indicates the
remainder that has yet to pass. This begins at the 5th try, where students would be
seeing the same version of questions they had on their 1st try. The leftmost plot is from
the first level of the mastery group treatment in the 2nd mastery clinical experiment.
The middle plot is from the 1st level of the 2nd week of Physics 100 and the right plot
is from the 1st level of the 7th week.
8.4.3 Student Frustration
As student behavior appeared to deteriorate over the semester, their feelings toward the homework system
deteriorated as well. Students took a survey in the 1st and 5th week about their feelings toward the mastery
system. Included in this survey was the question, “Which statement best reflects your experience working
through the mastery homework?” with choices ranging from “Very Encouraging” to “Very Frustrating”. The
results are shown below in Figure 8.7. Students began the semester feeling more encouraged than frustrated,
and that feeling flipped by week 5.
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Figure 8.7: Survey results in weeks 1 and 5. Green unhatched is week 1, hatched red is
week 5 results to the question “Which statement best reflects your experience working
through the mastery homework?” with choices ranging from “Very Encouraging” to
“Very Frustrating”.
This survey also included a space for students to respond with thoughts with the prompt “Please write
any comments that you may have about the mastery homework in the space below.” The survey results are
reflected in the statements the students gave us. Many week 1 responses noted how the mastery homework
helped them understand the material:
“I like how new problems are generated, so you for sure learn to do the problems, not just
guess.”
“I like the mastery homework because I have a full understanding of the material before
advancing to harder material.”
“I learned well from having to get 100% correct before moving on and it helps that the
93
questions are similar but are still different so I really had to learn the material to be able to pass
through.”
“For as many times as i may fail, being able to keep working at new problems until I fully
grasp the concept is very encouraging. I feel that I have already learned so much just from the
mastery homework.”
Even early in the semester, however, several students noted how frustrating it was to have to redo entire
sets even if they only missed one question:
“It’s a bit annoying that you have to repeat the entire set of questions if you only missed one,
though.”
The week 5 quotes were much less positive. Many students commented on how they had to redo entire
question sets, some calling it unfair and unnecessary (note, the same person gave the two italicized quotes):
“I don’t like that if you get one problem wrong you have to redo the entire thing.”
“The mastery homework that has more than 4 questions that you have to get right is extremely
frustrating as getting even one wrong makes you have to redo the problem entirely.”
“not fair to have to redo the entire section if I just missed one”
“Requiring a student to redo a set of problems because they missed one out of six is unnec-
essary.”
8.4.4 Version Difficulty and Solution Videos
Another common theme in survey results was that solution videos did not help students with subsequent
versions of questions because the versions were not actually similar, so the solutions were not relevant. This
is reflected in the student performance on the different versions of a level. Since students started randomly
on one of the four versions, their initial performance can serve as a difficulty measure of the different versions
of a question. Figure 8.8 below shows the performance of students on their 1st try (bar graph) and 2nd
try (dots) on each version of each question in the 4th level of week 5, with each version a different color.
The initial score of question 1 for all versions was very high and very similar. For questions 2-5, versions B
and D (purple and blue) were much easier than versions A and C (yellow and brown). That level covered
Newton’s Laws. Versions B and D included questions about a hanging sign, and versions A and C concerned
a block on an incline. These questions are both solved by breaking down forces into components and using
Newton’s laws to solve for unknown forces, and we thought the solutions for a version would help students
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with the next. This was not the case, however, as the block on an incline questions required students to
manipulate rotated coordinate systems, which may have caused the lower scores. The dots in the graph
show each version’s second try. Looking at the 2nd question, for version C (the brown bar), students who
had version B (purple) for the first version performed even worse on c on their second try than those who
started with version c. The solution videos for version B did not appear to help students on version C.
Figure 8.8: Initial and 2nd try question scores for all versions and questions in week 5
level 4. The colors correspond to a version (A-B-C-D from left to right) and the dots
represent 2nd try score on that version.
Students appeared to stop believing that the solution videos and the hard work to answer new versions
of questions were worth their time and resorted to skipping and not watching solution videos. In the 2nd
clinical experiment, students watched videos 89% of the time after they got a question wrong on their first
attempt on a level. In Physics 100, that number starts much lower for the first attempt and declines steadily
after, as shown in Figure 8.9 below.
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Figure 8.9: Fraction of solutions viewed vs. try number for Physics 100, with the value
for first try from the 2nd clinical experiment shown in the green dots. To count as a
solution view, the solution had to be viewed for 20% of the length of the solution. The
fraction is defined as the fraction of instances where a student got a question wrong
and watched the corresponding solution video out of the total number of instances
where a student got a question wrong. Note the small bump at the 5th try, where the
material usually repeats.
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8.5 Discussion
In this implementation of mastery exercises we saw a small improvement on weekly quizzes and no improve-
ment on a summative exam. This is in stark contrast to the positive results seen in the clinical experiment
post-test. In those experiments, students made earnest attempts on each try, watched solution videos in-
tently, and progressed through levels efficiently. In Physics 100 many students circumvented the system by
skipping rather than making earnest attempts at new verisons and by choosing to not watch videos. They
progressed quite slowly through the materials. Surveys also revealed a strong signal of frustration in the
students. We did not see the strong effects of mastery that we saw in the clinical experiments, but with all
the unexpected hurdles in the Physics 100 implementation, most of the students did not receive the same
treatment as did the clinical experiment students. If students do not make an earnest attempt at each
successive mastery assessment and do not watch the solution videos presented, we can no longer give them
the practice, instructional support, and formative assessment that form the basis of our mastery.
Students resorted to skipping more and more as the semester went on, possibly due to frustration with
the mastery system, as well as a distrust in the value of doing mastery exercises. As students became aware
of the cyclical nature of the versions in mastery exercises, they could begin to make a judgement on whether
to make an earnest attempt on each try or opt for skipping. While skipping is not that fast in terms of how
long it takes students to master a level, it may seem easier to students, as they avoid the hard work of having
to transfer knowledge from solutions to new situations. By skipping, they also avoid the negative feedback of
being told they failed to master a level. In order to get students to stop skipping through levels, we can make
the penalty for skipping worse. By making more and more versions of the mastery materials, students will
have to skip more times to cycle back to their initial version, making skipping more costly in terms of time.
Yet, making things harder on students will probably make them perceive mastery as a punitive exercise. A
more fruitful path may be making mastery easier for the students. If students perceive the materials as easy
to master, they will resort to skipping less. By making versions within a level more similar, students will be
required to transfer less and,therefore, should be able to take what they learned in one version and apply it
to the next. Transfer is difficult for students, so requiring less of it should help students perceive mastery as
easier. Students expressed frustration at having to redo questions they already got correct, especially when
they failed to master a level due to what they called a “silly mistake.” By selecting questions that are less
prone to silly mistakes, we can minimize these occurrences. By selecting materials that are less reliant on
long algebraic calculations, the pain of redoing questions already successfully answered will be reduced.
Students did not watch solution videos at a rate close to what was seen in the clinical experiment. Some
students told us that this was because they did not think the solution videos were helpful in answering the
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next version. By making versions more similar, solution videos will be more applicable to the next version
students see. Students may also choose to not watch a video because it can be a long, time-consuming
process. In Physics 100, the median solution length was 175 seconds, whereas in the clinical experiment
the median length was 83. By making solutions shorter, the cost of watching a solution is reduced, which
may induce more participation by the students. Another reason students may not be watching solutions is
that they may not need a full solution but, rather, only feedback on a small mistake they made. Providing
feedback to common wrong answers outside of video solutions might not increase video participation but
may help students succeed quickly and also may make the system appear more helpful to the students.
Students needed many more tries to master materials in Physics 100 than in the clinical experiments.
This is probably due to a combination of several things. Skipping increases the measured number of tries
needed to pass by students. Students will also need more tries if they choose not to watch the solution
videos, relying on some other method for improving their performance. We also may have chosen questions
that are not well suited for mastery learning. In investigating the questions used in the second level of week
four, which focused on projectile motion requiring solving simultaneous equations, we realized questions of
that type were not even included on the midterm exam in years past. Those questions required students to
do a large amount of algebra perfectly, a time-consuming task that may have fatigued students. Even in the
clinical experiments we saw students get stuck on a lengthy potential difference calculation that required
three integrals. Yet students progressed quickly when solutions required less algebraic manipulation. By
asking questions that are not prone to algebra mistakes, and that are not liable to cause fatigue due to
solution length, we may be able to minimize simple mistakes, which should help students master levels in
fewer tries.
All of these negative effects are reflected in the shift of the attitudes of students in Physics 100. Students
began the semester with a positive attitude toward mastery exercises, and as the semester progressed, that
attitude shifted negatively. Students expressed frustration with the time and effort it took to complete the
assignments. When frustrated, students may be looking for a way out of the mastery system, driving them
to skipping. Students deemed the requirement that they do work on a new version of questions as unfair.
Students did not appear to understand the value of doing mastery exercises. Some of the changes detailed
above could help students see the value of mastery learning. Based on the lessons learned in this experiment,
we formulated some goals for construction of mastery materials that we thought would help us alleviate some
of the student frustrations. Those goals were:
1. Cumulative 75% passed after 3rd try
2. 60% of remaining students pass on each attempt
3. No long algebraic calculations, to minimize “silly mistakes”
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4. Time to complete for 2nd/3rd try < 5 minutes (expert < 2 minutes)
5. Difficulty between versions < 5%
(a) Same popular wrong answers available for all versions
6. Level time < 25 minutes for 90th percentile (<15 for 75th)
7. Solutions ...
(a) Under 2 minutes
(b) Same solution should guide for all versions
(c) Specific feedback to common wrong answers.
8. Minimum of 4 unique versions
9. Minimum of 4 questions per level
The next step in this investigation of mastery learning was using these lessons learned to make another
attempt at implementing mastery in a real course, detailed in the next chapter.
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Chapter 9
One-Week In Situ Implementation
In our Physics 100 homework implementation of mastery style learning exercises, we saw slow progress, a low
rate of solution viewing, and a surprisingly high rate of skipping, where students circumvented the structure
of mastery. The following semester, we attempted to improve our implementation informed by the lessons
we learned from Physics 100. In order to reduce skipping, we created materials that were computationally
less complex than the Physics 100 content, reducing the amount of effort and time needed to redo questions
already answered correctly and reducing the chances for algebraic errors that cause student frustration.
Shorter, more direct solution videos were created to increase participation. Version similarity within levels
was emphasized to ease transfer from solutions to new questions. These choices brought our content more in
line with the clinical experiment exercises. We administered this content to students to see if their behavior
would closer resemble that seen in the clinical experiment.
9.1 Population and Setting
This experiment took place within the introductory mechanics course Physics 211: University Physics:
Mechanics in the spring of 2015, with a population of 1100 students, 400 of which had taken Physics 100
in the previous semester when mastery was introduced. Physics 211 is the first required physics course for
physics majors and engineers at UIUC. Most of the students in this semester of Physics 211 were freshman.
The instruction pattern began with prelectures and checkpoints, followed by a lecture, and then discussion
sections and laboratory sections. This is similar to the structure of Physics 100 detailed in the previous
chapter, with the addition of laboratory sections. Figure 9.1 summarizes the instruction sequence.
100
Figure 9.1: Order of Instruction for Physics 211.
9.2 Procedure
Students accessed homework online using the Smartphysics homework platform. For the first five weeks
of the course, no content was changed. For those weeks, students had access to 3-6 homework problems
with 5-7 questions each. Those problems were traditional multi-attempt immediate feedback questions they
could do in any order. For the 6th homework assignment in the class, students began with access to only a
short video that showed students how to use the mastery exercises. It showed students how to submit and
grade their answers as well as how to view solutions. This is a departure from the mastery implementations
detailed so far in that students were introduced to mastery by an online video, as opposed to introduction
by an instructor in person as was done in the two clinical experiments and the Physics 100 implementation.
After indicating they were done viewing the instructional video, students gained access to the 1st mastery
level. After mastering it, they gained access to a 2nd mastery level. After mastering that level, students
gained access to an online quiz and additional homework exercises. The quiz had been given to students
in the same week the previous year and will be used for comparison between the semesters to measure the
impact of the mastery exercises. A survey with questions similar to those in the Physics 100 survey detailed
in the previous chapter was also given to students.
9.3 Materials
The topic of momentum has several features that make it a good choice for a mastery study. First, it is
conceptually rich, enabling us to ask students questions that prove their understanding without requiring
them to reproduce tiresome calculations try after try. Second, computational questions in momentum are
algebraically simple. Introductory problems on conservation of momentum do not require integrals and can
be set up to avoid solving simultaneous equations. This should reduce the burden on students when they
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redo questions they already got correct, as well as reduce so-called “silly mistakes.” Both of these features
are important as one of the major complaints in the Physics 100 implementation was that redoing questions
students already got correct was unfair. Both the conceptual and computational questions in momentum
should not be too taxing upon reproduction. Finally, conservation of momentum was covered in the 6th
week of class, and is largely independent of the material before it. This is an important consideration as
students might grow frustrated with the increased demands of mastery if they had not gained a sufficient
grounding in topics that lead to target materials.
The mastery activity consisted of two levels. Both levels had 5 questions per version and 4 versions
per level. All questions are included in Appendix B. The first level began with a question about the best
statement of the condition for conservation of momentum for a system in one dimension. This was delivered
in a multiple choice format with only 1 correct answer. This question was repeated verbatim in all of the
level 1 versions. The second question introduced one person throwing an object to another person, and asked
in which systems the horizontal momentum is conserved between specific points in time. Version A asked
for conservation during the throwing process, while other versions asked for conservation during another
process, such as catching or while the ball was in flight. This question was delivered in a checkbox format,
where students had to select all answers that were correct from a list. Question 3, delivered in a multiple
choice format, required students to use conservation of momentum in one dimension on a frictionless surface
to solve for an unknown variable. Version A gave the masses of the thrower and the ball, as well as the
velocity of the thrown ball, and asked students to solve for the momentum of the thrower after releasing
the ball. Other versions gave the ball’s momentum and asked for the thrower or catcher’s velocity, or gave
the velocity of the catcher and ball post-catch and asked for the ball’s flight momentum. An example of
questions 2 and 3 is shown below in Figure 9.2.
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Figure 9.2: Questions 2 and 3 for version D in level 1
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The fourth question introduced a person throwing an object to another, but both people were fixed to
another object that was free to move horizontally. Students were asked to identify which systems had zero
net external force in the horizontal direction. This question was delivered in a checkbox format. The 5th
question asked students to use conservation of momentum to solve for a velocity or momentum when given
the masses and some other velocity or momentum in the system. This was delivered in a multiple-choice
format. An example of questions 4 and 5 is shown below in Figure 9.3.
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Figure 9.3: Questions 4 and 5 for version D in level 1
The second level began with a checkbox question asking students to identify which forces from a list
were external on a specified system. The list included external forces on the system, forces between objects
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within the system, and forces on objects that were not part of the system. An example of this question is
shown below in Figure 9.4.
Figure 9.4: Question 1 of level 2 version A
Questions 2-5 dealt with a person on a frictionless surface throwing or catching an object in two dimen-
sions. Question 2 asked for students to identify the systems that had zero net external force in the horizontal
direction during the throwing or catching. Question 3 asked for students to identify the systems that had
zero net external force in the vertical direction during the throwing or catching. Questions 2 and 3 were
delivered in a checkbox format. Question 4 asked students to find the horizontal component of a vector in
the system. For instance, in version B students were given the total momentum of a ball and were asked to
find the horizontal component of the ball’s velocity. Question 5 asked students to find the final momentum
or velocity of an object in the system after the throwing or catching had occurred. Questions 4 and 5 were
multiple choice. An example is shown below in Figure 9.5.
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Figure 9.5: Questions 2-5 on level 2 version B.
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The solution videos created for this experiment were similar to the ones used in the clinical experiments.
Versions in each level were kept as similar as possible to increase the value of time spent watching solutions.
Videos were kept short to encourage participation by the students. The median solution length for this
implementation was 99 seconds, down from 175 in the Physics 100 implementation but still longer than the
median of 83 used in the clinical experiments. For conceptual questions, the correct answer(s) were explained
as well as reasons why the wrong answers were incorrect. For computational questions, solutions began with
a statement of conservation of momentum and detailed how to construct the initial and final momentum
states, using trigonometry as necessary, and also detailed how to solve for the desired quantity.
The quiz used for comparison with previous semesters was 9 questions on momentum of a cannon-
cannonball system. This included questions about the momentum of various combinations of the cannon,
cannonball, and earth in both the x- and y-directions during launch, about the components of the cannon-
ball’s momentum, about the recoil velocity of the cannon, and how changing the cannon’s angle or adding
friction would affect the cannon’s recoil momentum. The survey asked students to rate how helpful the mas-
tery solutions were to completing the mastery exercises, how helpful the mastery exercises were in answering
the quiz, and how encouraging or frustrating their experience was while working through the mastery. Stu-
dents were also given a space to provide any comments on the experience. The quiz, including the survey,
is included in Appendix B.
9.4 Results
Students in the Spring 2015 semester outperformed students in the Spring 2014 semester on the quiz. Figure
9.6 below shows the results for each question in the outset and includes results for the total score in the inset.
For 8 of the 9 questions, the Spring 2015 class significantly outperformed the previous year. Improvements
were seen on conceptual questions (1,2,3), computational questions (5,6,7), and questions that ask students
to analyze how changing the cannonball’s angle (question 8) and adding friction (question 9) would change
the momentum of the system during launch. Question 4 was the only case where the spring 2015 class did
significantly worse. This is probably due to an error in the provided solution to the 3rd question in the
second level that misled students on the quiz. In total, quiz performance improved from an average of 6.33
+/-0.07 out of 9 on the quiz to 7.444 +/- 0.05 (p<0.0005) after the introduction of mastery exercises.
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Figure 9.6: Outset - Spring 2015 fraction correct on each quiz question versus Spring
2014. Inset - Total quiz scores. Spring 2015 outperformed Spring 2014 on 8 of 9
questions and on the total score.
While students did benefit from the mastery exercises, the questions used were more difficult than
anticipated. Figure 9.7 below shows the fraction correct on each question for each version on level 1 on the
1st try (bars) and second try (dots). On question 1, students scored highly on the 2nd try. For questions 2, 4,
and 5, students scored below 50% on all versions on the 1st try and only improved on their 2nd try for select
versions. Since students needed to get all questions correct in order to move on, the high difficulty of these
questions combined to make for a low rate of mastery. Question 2 was particularly low. This may have been
due to its format as a checkbox question that asked students to identify all correct possible combinations of
objects that had momentum conserved, which effectively made it 5 true/false questions.
109
Figure 9.7: Initial and 2nd try question scores for all versions and questions in level 1.
The colors correspond to a version (A-B-C-D from left to right) and the dots represent
2nd try score on that version.
The high difficulty of the chosen materials is also reflected in the low number of students that passed
on each try, especially in level 1. The Spring 2015 Physics 211 class contained both students who had
and had not previously taken Physics 100, and those groups exhibited different behaviors while using the
new mastery exercises. Figure 9.8 below shows the cumulative fraction passed by try, both those who had
previously taken Physics 100 (P100) and those who had not (NonP100). For both levels, the NonP100 group
mastered in fewer tries. Level 1 progress for both groups was extremely slow, with less than 30% of students
mastering the first level by the end of their 4th try. Both groups saw relatively large jumps on the 5th try,
when versions repeated. Progress on the 2nd level required fewer tries than the first level.
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Figure 9.8: Cumulative fraction that has mastered each, by try, for both those who
had previously taken Physics 100 (P100) and those who had not (NonP100).
Physics 100 graduates skipped more often than non-Physics 100 graduates. Figure 9.9 below shows the
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median time for passing on each try as well as the fraction that skipped on each try on both levels, for both
those who had previously taken Physics 100 (P100) and those who had not (NonP100). On the first level
the P100 students skipped more often than NonP100. By level 2, skipping is widespread in both groups, and
the characteristic drop in skipping fraction and median pass time is visible on the 5th try, when students
attempted the same version as their first version.
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Figure 9.9: Median pass time in green (scale on the right), fraction skipped in red (scale
on the left), both by try number, for both those who had previously taken Physics 100
(P100) and those who had not (NonP100).
Students in both groups watched a similar rate of solutions after their first try, but the P100 group
watched videos at a lower rate than NonP100 after the first try. Figure 9.10 below shows the fraction of
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available solutions viewed by both groups, as well as the clinical experiment and semester-long implementa-
tion, for the first 8 tries, averaged over all levels. Both groups in this implementation watched more videos
than the semester-long Physics 100 implementation and less than the clinical experiment on all tries. The
P100 graduates watched fewer solutions than the non-graduates for all tries. There was an increase on the
5th try, after students repeated the version they saw on their 1st try.
Figure 9.10: Fraction of available solutions viewed for both groups, as well as the
clinical and semester-long implementation, by try, averaged over levels. To count as a
solution view, the solution had to be viewed for 20% of the length of the solution. The
fraction is defined as the fraction of instances where a student got a question wrong
and watched the corresponding solution video out of the total number of instances
where a student got a question wrong.
Students in this implementation watched solutions at a higher rate than the semester-long implemen-
tation, and that choice resulted in different outcomes for this implementation than the semester-long im-
plementation. The left chart in Figure 9.11 below shows the behavior exhibited by students after getting a
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question wrong on their first try, for the clinical implementation (P212), the semester-long implementation
in Physics 100 (P100), and this implementation in Physics 211 (P211). The bottom section is students who
chose to watch the solution video and got the parallel question correct on the next version. This happened
most frequently in the clinical experiment. The section which is 2nd from the bottom is students who did not
watch the solution video and got the next section correct anyway. These instances may represent students
using solutions to other questions in a level, or learning enough from the correctness feedback provided, to
answer correctly on the next try. The sum of the bottom two sections represents the rate that students went
from incorrect to correct. This rate was highest in the clinical experiment, with the P100 implementation
higher than P212. The yellow is students who watched the solution but failed to get the next try correct.
While more students chose to watch solutions in the Physics 211 implementation than in Physics 100, the
rate of improvement after a solution view (46%) was actually lower in Physics 211 (50%), shown on the right
in Figure 9.11. Both rates of improvement for P211 and P100 were much less than in the clinical experiment
(76%). The red is the students who chose not to watch the solution video and did not answer the next
try correctly, the least desirable pattern observable in students. This occurred infrequently in the clinical
implementation with only 4 of 199 instances ending with a student not watching a solution and not getting
the next question correct. This happened more frequently in both course implementations, most frequently
in Physics 100.
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Figure 9.11: Left - For the clinical implementation (P212), the semester-long implemen-
tation in Physics 100 (P100), and this implementation in Physics 211 (P211), student
behavior after getting a question wrong on the 1st try. The bottom section is students
who chose to watch solution video, and got next try on the question correct. The
2nd from the bottom section is students did not watch the solution but still got the
next version of the question correct. The yellow section is students who watched the
solution but failed to get the next try correct. The red is the students who chose not
to watch the solution video and did not answer the next try correctly. Right - Fraction
of solution views that were followed with a correct answer on the next version of a
question.
Students in this implementation expressed frustration with their experience using mastery. Figure 9.12
below shows the results of the survey question “Which statement best reflects your experience working
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through the mastery homework?” A slightly larger portion of the graduates from Physics 100 expressed
frustration in the materials used in Physics 211 compared to those who had not taken Physics 100. These
frustrations were also expressed in comments made by students in the survey. While a few students who had
taken Physics 100 commented that these materials were an improvement, many made very strong statements
that mastery was bad in Physics 100 and should not have been brought back. Students were still frustrated
with the requirement to do new versions of questions they had already correctly answered. Some even
specifically mentioned that they skipped because they were frustrated that even though they got 4 of 5
questions correct they still had not accrued any credit and could not move forward.
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Figure 9.12: Left - Survey results for both groups. Red is those who had not taken the
semester-long implementation of Physics 100, the grey is those who had. Students were
asked: “Which statement best reflects your experience working through the mastery
homework?” with choices ranging from “Very Encouraging” to “Very Frustrating”.
Below in table 9.1 is a collection of performance and exercise data that compares the second clinical
experiment with two in situ implementations. The clinical experiment saw the largest improvement on the
quiz and the associated metrics can serve as goals for future in situ implementations. The impact seen on the
post-test and quizzes scales with the choice to watch solutions, and inversely with the frequency of students
neither watching solutions nor improving from some other means. The clinical study also saw the highest
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scores on initial levels, as well as the most successful solutions, in terms of flipping results from incorrect
to correct from first to second try. The success of the solutions may have been due to the similarity of the
versions used in the clinical experiment. The choice to watch solutions was likely a function of how students
perceived the value of the solutions, as well as the cost associated with viewing the solutions. The solutions
in the single-week implementation were much shorter than in the semester implementation, but both sets
were similarly successful. The short length may have been the reason why students watched more solutions
in Physics 211. Finally, it is interesting to note that even though students in Physics 100 needed many more
tries to finish than in the clinical experiment, those Physics 100 students still found ways to finish in about
the same time, likely due to rapid skipping.
Clinical Semester In Situ Single-Week In Situ
Improvement on Quiz 21% 4% 12%
Initial Exercise Score 63% 53% 34%
Choose to watch videos 88% 38% 66%
Video Success 76% 50% 46%
Median solution length (seconds) 83 175 99
Mastered before repeated version 88% 54% 38%
Median level time (minutes) 20 21 29
Incorrect->No Solutions->Incorrect 2% 34% 21%
Table 9.1: Comparison of performance and exercise metrics for the 2nd clinical imple-
mentation and the two in-situ implementations.
9.5 Discussion
In this follow-up implementation of mastery exercises two levels of mastery work were added to an existing
homework assignment in a university physics course. Students outperformed those from the previous semester
on a quiz. This result is an encouraging improvement over the semester-long implementation of mastery
from the previous chapter, where a smaller impact was seen on weekly quizzes and no improvement was
seen on a midterm exam. This result is more in line with what was seen in the clinical implementations
of mastery. This impact can be seen on questions similar to the mastery exercises (questions 1-7), as well
as questions that required students to analyze how changing the question setup would change the final
momentum (questions 8-9), a skill not covered in the mastery exercises.
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While students did improve on the quiz, some of the goals set for this implementation were not met. We
had a target of 75% of students mastering each level by their 3rd try, but neither level approached that,
with only 16% mastering level 1 after their 3rd try, and 37% for level 2. The questions were more difficult
than we expected. Fewer students complained about versions being different than in the semester-long
implementation, and more students chose to watch solutions, yet solutions for this implementation actually
resulted in a lower rate of improvement. The low rate at which students mastered the materials may also
be due to the use of checkbox questions. Students were required to correctly check or not check 5 boxes
on those questions, which is equivalent to five true/false questions. This increased the effective number of
questions on each level from 5 to 13. Small differences in the question setup seemed to fluster students.
Many deemed mistakes on these questions as not serious and expressed frustration at failure on what they
thought was a non-important question.
The time it took students to finish the mastery exercises exceeded our goals. While successful attempts
at the second level approached the 5 minute goal, the low mastery rate and high level of skipping shows
that this short time is not experienced by a large fraction of students during the mastery process, at least
not until the 5th try repetition. The goal for total time spent on a level was under 25 minutes for the
90th percentile in time, but neither level met that goal, not even for the 75th percentile (58 minutes for
level 1, 30 minutes for level 2). Solutions were shorter (median of 99 seconds versus 175 seconds in Physics
100), and that may have led to the higher rate of solution viewing when compared to the semester-long
implementation. There was a lower rate of students choosing to not watch solutions and failing to improve
on their next try than in the Physics 100 implementation, but this rate was still much higher than in the
clinical implementation. For those students who did choose to watch a solution, the rate of improvement on
the next try (46%) was much less than in the clinical experiment (76%), and even less than what was seen
in Physics 100 (50%). Students can fail to improve after a solution due to either the solution being unclear,
the next version being dissimilar to the solution, or the questions being too difficult for students to learn
enough to succeed from one solution. In this instance, the high difficulty of the questions used appeared
to stifle improvement. Differences between versions were subtle but significant, making transfer difficult.
Students may have focused on the final answer given in the solutions rather than the process used to get to
the right answer.
There was a clear difference in the behaviors of those who had experienced mastery before and those who
had not. Those students who had experienced the semester-long mastery materials in Physics 100 resorted
to skipping earlier and watched fewer of the available videos. While both groups expressed frustration in
their survey question responses, the comments left by Physics 100 graduates were much more negative than
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those who had not taken Physics 100. The Physics 100 graduates began skipping early on in level 1, and
continued at an even higher rate in level 2. There was a large drop off in the frequency with which P100
students watched solution videos after the first try. The apparently negative experience students had in
Physics 100 may have soured them to the point that they never gave new mastery materials a chance. This
experiment produced an improvement on a quiz when compared to the same class in the previous semester
and higher participation rates in the solution videos compared to the semester-long implementation. The
quiz improvement seen in a real course is an important validation of the feasibility of using mastery exercises
in courses. However, slow progress within the mastery exercises led to skipping and frustration for students,
especially for those already familiar with the mastery system. If this level of frustration persists over many
weeks, as it did in Physics 100, the positive impact may vanish. If mastery exercises can be refined to
produce less frustration, students will interact with the system in a way that more closely resembles the
behavior seen in the clinical implementation. This should lead to larger learning gains and more positive
experiences. The following chapter details recommendations for improving mastery to reduce frustration,
thereby bringing the impact closer to what was seen in the clinical implementations.
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Chapter 10
Conclusions
Despite impressive learning observed in our clinical experiments, using mastery exercises in a class setting has
garnered mixed results, with the semester-long implementation leading to no change in exam performance
but the single-week implementation resulting in higher quiz performance. Both in situ implementations
suffered from high rates of non-participation by students, either skipping levels or choosing not to watch
solutions, likely due to high levels of frustration from increased work load and slow progress. Using mastery
exercises for homework is likely not sustainable unless frustrations can be addressed. If frustration can be
overcome, the frequency of undesirable behaviors should decrease, which should in turn bring results closer
to those seen in the clinical implementation.
This final chapter will discuss how to lower frustration, reflecting on the research presented and offering
recommendations for improvement. Those recommendations will fall along three categories: content devel-
opment, system mechanics, and student expectations. First, recommendations will be made about how the
content development process can be improved. Second, possible changes to the mechanics of how mastery
is implemented can remove concerns about skipping and the feeling of a lack of progress by students. Last,
student expectations have yet to be directly addressed in the implementation of mastery. Suggestions for
how to communicate the value of mastery to students as well as address student perceptions of homework
will be given.
10.1 Content Creation
All three sets of materials created for mastery exercises cited in this dissertation were created by experienced
teachers with particular goals in mind. After considering the summative assessments in each experiment, the
creators determined the skills students’ needed to be prepared for those assessments. Levels were designed
that would test students to see if they had those skills. The versions to be used were then created by
one of the collaborators and checked by the rest of the group. After agreement was reached, solutions
were created, and the exercises were complete. The exercises were then administered to students. For the
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clinical implementations, this method of material creation worked well. Each level had over 75% of students
mastered by the end of their third try, over 90% for the first two levels. This material creation method failed,
however, for the two in-course implementation. The exercises were too difficult, which caused students to
progress too slowly. In the Physics 100 implementation, only 8 of the 30 levels used had 75% mastered by
the 3rd try, with an average of 56%. Informed by what we saw in the clinical experiments and Physics 100,
we set a goal of 75% mastered by the 3rd try. In the Physics 211 implementation, the two levels saw 16%
and 37% mastered by their third try. The exercises were too difficult for the students. Due to this high
difficulty we failed to meet the total time goal of 25 minutes total for each level for the 90th percentile.
We observed 58 and 30 minutes for just the 75th percentile. Students also complained that versions were
too dissimilar and solutions were not helpful. One possible avenue for further research is investigating and
refining the existing materials to reduce frustration, but the initial process of material creation is flawed.
We have not been able to consistently predict what materials students will have trouble with and create
materials to ensure progress. We have also not been able to consistently create solutions that will help
students succeed on subsequent tries. After the semester-long implementation, we were certain the exercises
to be used in Physics 211 would be easy enough for students to progress quickly. We were wrong. The
creation of materials was done by teachers and researchers and then administered directly to students in
an environment where progress is restricted until students master a cluster. When the exercises were too
difficult, students could not move forward and became frustrated. An intermediate mode of development
is suggested to help instructors validate their predictions about student performance before materials are
administered in the mastery style exercises.
In the future, content can be created and validated using actual students in an environment with less
pressure. In this development mode, students would get one chance to answer all the questions before the
deadline and could correct them with immediate feedback and unlimited tries after the deadline has passed.
Access to the rest of the homework would not be restricted based on the developmental questions. This
development mode would give students access to, for example, the solutions to version A while working on
the questions to version B of a mastery level. This would test whether the solutions for one version are
sufficient instructional support for the next version. In order for a solution to be sufficient, the solution
must be clear, and the versions similar. In this mode, measuring the success of the solution and, thereby,
the solution’s clarity and the versions’ similarity, is done using student performances, rather than relying
solely on instructor predictions. In the clinical experiment, when students watched solutions after getting
a question incorrect, 75% of the time they got the next version of that question correct. This serves as
a minimum benchmark for solution success. In the development mode, students should get each question
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correct at least 75% of the time. Questions with performance below that threshold can be adjusted by
making them easier, making the versions more similar, and by adjusting the provided solutions. Ensuring
that students have the proper instructional support will help students progress faster through the materials,
both in terms of time and number of tries. This will reduce frustration in students. Learning gains should
also increase and approach those seen in the clinical experiment, as students behave more like those in the
clinical experiments. By using real students in a course to test whether instructional support is sufficient,
rather than relying on instructor intuition, high levels of frustration can be avoided and mastery exercises
made more effective.
10.2 System Mechanics
Changing the procedures of mastery levels and how they are scored can eliminate skipping and provide
students with a feeling of accomplishment while they work to master a level. Mastery learning as defined by
Bloom ensures that students have enough time and support to master every learning objective. If a student
needed 5 tries to successfully master an assessment, he or she would be given that many tries. For the
physics topics covered here, in order to allow students an unlimited number of tries to master a topic, after
the available versions of a given level were exhausted, students cycled back around to where they began. For
example, a student could start with version A, moving on to B, C, D, and then A again, cycling through the
versions until the student mastered the level. Once students figured this out and became frustrated with
their lack of progress, many exploited the cyclical nature of the mastery system by trying the first level, fast
forwarding to the end of the solutions and writing down the answers, skipping the rest of the level’s versions
by entering random answers, and, when the first version reappeared, using the answers they wrote down to
master the level. While skipping through a level takes a significant amount of time and clicks, it does not
require students to do the difficult work of attempting questions, receiving formative assessment, learning
from solutions, and transferring the solutions to new questions. When faced with a difficult topic, students
may make a judgement on how hard they want to work on a level and, knowing they can get full credit even
if they skip, choose to skip because it is easier.
While we would like to be able to convince students that skipping is detrimental to their learning, we
can eliminate skipping by eliminating the cyclical nature of versions in a level. This either requires creating
an infinite number of versions (one student made 89 attempts at a level in Physics 100, randomly guessing
answers), which is obviously unreasonable, or limiting the number of attempts to the number of available
versions. Limiting the number of attempts to 1 per available version eliminates the benefit of skipping, as
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students will never see the same version twice. If students know this, they will attempt their 2nd, 3rd, and
4th tries more earnestly and will likely watch more of the solution videos.
Students complained about not getting any credit for work done during mastery exercises. As it currently
stands, students who failed to master a level received a zero for that level in the homework. If a student
missed one question out of five on a level, they had to start over, still with zero credit. Changing the scoring
to reflect successful attempts will give students a sense of accomplishment, which should reduce frustration.
One way of reflecting student progress is giving students partial credit for correct answers. After the first
try, a student’s level score would be the proportion of questions in that level the student correctly answered.
That proportion would be the minimum a student could score on that level. On their next try, if students
improve their performance, their minimum would be raised. If they performed worse on their next try, they
would not be penalized. This is to reduce stress on subsequent tries so that students will not be worried
about their score going down. This also preserves motivation to keep trying on the available attempts, as
students can improve their score even if they got, for example, 4 out of 5 right on their first try for a score of
0.8. The lure of the extra 20% of credit on their final three tries should create more opportunities for students
to practice their skills in a low stakes environment. This also provides a scoring method when cycling is
eliminated. A student who has exhausted all of the available versions would receive their highest score on
any one version. This scoring method rewards student progress while retaining motivation for students to
attempt their remaining tries earnestly.
Given this scoring system, we can also provide students more agency while they work through their
homework by giving them the option to take their current minimum score, opt out of any further tries,
and move on to the subsequent materials that are locked until a level is completed. Research has shown
that providing students with autonomy results in an increased interest in learning physics and a decrease
in anxiety towards a course.[123, 124] This opt-out feature puts the decision of how hard to work back on
students, which may inspire them to choose to work harder, rather than being forced to before they can
access any of the rest of the homework. This feature could also provide relief for students who are pressed
for time. Mastery as implemented so far required students to be perfect on each question set. Students who
were stuck on a level had no recourse to recover other points from other items on the homework assignment
because they were locked, only accessible in order after levels were mastered. If we give students credit
for correct answers, they can attempt until they receive a score they think is acceptable and move on to
subsequent locked materials. This new opt-out feature should reduce frustration greatly, as students who
are tired and lost can move forward rather than get stuck.
If cycling of versions is eliminated then students will be able to move through the exercises without
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mastering each level, whether they must try all available versions or if they are allowed to opt out. This is a
large deviation from mastery as originally intended, as students can move forward to exercises that may be
too difficult for them if they have not mastered more fundamental skills and concepts. As observed so far,
once students are frustrated they are already, in effect, opting out of the mastery system by skipping. Little
learning takes place after students make this decision, and they can move on by writing down answers and
using them after a few skips. By restricting skipping and giving students agency to opt out when they would
like to, frustration should decrease. The incentive to skip is no longer present, so students will spend more
time and effort on their 2nd, 3rd, and 4th tries. The addition of those tries as real attempts by students
should outweigh what was lost by restricting cycling.
Finally, one of the biggest complaints students had about mastery was the requirement that they redo
entire question sets, including questions that were parallel to questions they already correctly answered.
One possible solution to this frustration is not requiring students to redo those questions that they already
correctly answered. This essentially turns every single question into its own mastery level. This would
certainly reduce frustration in students, but the reduction in practice may cause learning gains to suffer.
Future work should investigate this path to see if learning gains are still significant with this change in
mastery procedures before implementing it in a real course.
10.3 Student Expectations
Up to this point in our investigation of mastery learning, we have not addressed what students expected
from their homework and the mastery exercises in particular. Most of our development has been focused on
content and procedures. Now that we know one of our major problems is frustration, student perceptions
and expectations must be addressed to help reduce this problem. In our efforts to address student affect, our
first step should be documenting how students feel and why they feel that way. We have already done some
of this in the surveys included in the in situ implementations, but more can be done, and that information
can be used to inform changes in the mastery system. There appeared to be an expectation mismatch
between what we expected students to do versus what they expected from the homework, both in terms of
the amount of time required as well as the format. Many students expressed concern that the homework
took too long, adding that they did not set apart enough time to finish and were working in the early hours
of the morning before the homework was due. Documenting student expectations of homework length and
communicating information about both professor expectations and homework length in previous instances
of a course can give students realistic expectations about how long homework will take. Students in the
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semester-long Physics 100 implementation were primarily first semester freshman who may not have been
used to long homework assignments with a single due date. Providing them with a better estimate for the
amount of time they need to set aside for homework could help them better prepare for homework and make
the time they spend working more productive.
For the one-week implementation, the switch from multi-attempt homework to mastery was likely a
surprise for students that they may not have been ready for. Even in Physics 100, students made reference
to homework systems they had used in high school with a multi-attempt immediate feedback format. Our
mastery exercises violated their expectations to a large degree. This may have been due to a failure to
properly describe mastery and its benefits. This can be seen in the negative reaction of students to redoing
questions they had previously correctly answered, an activity they claimed was unfair and pointless. Students
did not have a sense that even though they answered a question correctly once does not necessarily mean
they have complete mastery of a topic. Gaffney et. al. explored students’ reactions to course reforms
through expectation violation theory and found that when students are explicitly told what to expect they
responded positively, even when the reforms differed from their initial expectations.[125] Communicating
the benefits of mastery exercises to students could improve their view of the time they spend on mastery.
During initial course introductions an instructor can describe both mastery exercises as well as traditional
multi-attempt homework and have students write down good and bad features of both systems. If students
produce their own reasons to prefer mastery to traditional homework, they may internalize better strategies
for using the system before they get fatigued and frustrated. The good features of mastery exercises can be
highlighted by instructors, and those instructors can point out effective strategies for attempting problems
and viewing and learning from solutions. Pointing out the value of mastery can improve student motivation
to engage with a task. Expectancy-value theory holds that student motivation to engage in a task is related
to the value they perceive in the task as well as their expectation for success.[126] By pointing out the good
things that can happen for students in mastery, proven by the research that has gone into it, teachers can
help students engage with the material. This theory also suggests that in order to keep students engaged
in the exercises, they have to keep an expectation of success. By making levels easier to master and giving
partial credit, we can more frequently give students positive messages of success.
10.4 Summary and Conclusions
This dissertation work began with an attempt to provide students with practice and solutions in preparation
for exams. Weekly practice tests were administered to students along with narrated animated solution videos.
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No effect was seen from the introduction of these exercises, partially due to a lack of participation. Another
experiment showed that students are not effective at monitoring their own understanding of solutions and
were incapable of reproducing a solution a short time later. A follow-up to these experiments gave students
a pretest on six old exam questions followed by solutions, a recall exercise, and a re-presentation of the
solutions. This resulted in a strong performance by students when asked to reproduce the solutions after
a buffer interval, as well as successful transfer of the knowledge and skills covered within the solutions to
new situations. Students who took part in this exercise also had increased performance on a midterm exam
compared to a control group. This experiment provided students with instructional support and formative
assessment on how well they understood the given instructional support. In light of these results, our research
focus shifted to a style of administering materials to students that provided excellent opportunities to give
students formative assessment and instructional support: mastery learning.
Two clinical experiments showed that mastery style exercises had a positive impact on student learn-
ing. Students progressed through the materials efficiently, improving after viewing the provided solutions.
Learning gains were shown on a post-test that compared the mastery treatment to traditional multi-attempt
immediate feedback homework. After these successes in a clinical environment, we implemented mastery in
a large introductory course. Weekly homework was replaced with mastery exercises. A small improvement
compared to a previous semester was seen on weekly quizzes, yet no improvement was seen on the midterm
exam. This was probably due to a lack of participation by frustrated students who resorted to skipping
through levels and neglecting solutions. In a follow-up implementation that took place over one week in an-
other introductory course, mastery exercises were introduced before a weekly quiz, and an improvement was
seen compared to the previous semester, where there were no exercises. Frustration and skipping persisted,
but we are encouraged by the positive impact seen on the quiz.
Moving forward, changes can be made to reduce frustration, which should increase positive participation,
which should in turn increase learning gains. Content can be developed with more student input to ensure
materials are not too difficult. The mastery system can be changed to prevent students from skipping and
from getting stuck. Those changes will also provide students with more autonomy within the system, which
can lead to higher motivation and engagement. Communicating the benefits and value of mastery to students
can help increase student participation as well.
Our mastery-inspired exercises combine worked examples that teach expert problem solving skills, im-
proved practice for students through exposure to multiple versions of questions, and formative assessment
that gives students a true accounting of their skills in a test-like environment. These exercises have helped
students learn but have also shown the potential to frustrate students if not calibrated correctly to their
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needs and skills. In the course of this dissertation, we succeeded in two clinical implementations but did
not see the same level of impact in actual courses due to student frustration. We have proposed a system-
atic approach to creating successful exercises that uses student input to ensure our instructional support is
effective and our exercises are at the correct difficulty. Once consistent calibration of exercises is achieved,
the incredible potential of mastery-inspired exercises can be realized. Mastery will be a powerful addition
to physics instruction.
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Appendix A
Clinical Materials
A.1 Mastery Exercises
The following are the exercises administered to students in the follow-up clinical experiment. All versions
for each level are provided.
A.1.1 Level 1 - Superposition of Electric Fields
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Level 1a (Default)
The next four questions pertain to the situation described below.
An infinite sheet of charge is located in the y-z plane at x=0 and has uniform negative charge density -σ1
C/m2. Another infinite sheet of charge with uniform positive charge density +σ2 C/m
2 is located at x=2m, as 
shown. 
Note that the symbols σ1 and σ2 represent the magnitude of the charge density, and always positive numbers 
when used below. In the answers, o is equal to 8.85  10
-12 C2/Nm2.
What is Ex(II), the x-component of the electric field in region II? 
a.  N/C 
b.  N/C 
c.  N/C 
d.  N/C 
e.  N/C 
f.  N/C 
g. 0 N/C 
ϵ ×
( + )σ1 σ2
2ϵo
( − )σ1 σ2
2ϵo
( − )σ2 σ1
2ϵo
−
( + )σ1 σ2
2ϵo
σ1
2ϵo
−
σ1
2ϵo
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2) The next three questions concern the situation shown below.
An infinite sheet of charge is located in the y-z plane at x=0 and has uniform negative charge density -σ1
C/m2. Another infinite sheet of charge with uniform positive charge density +σ2 C/m
2 is located at x=5m. In 
between these two sheets is a conducting slab with uniform positive charge density +σ3, as shown. 
Note that the symbols σ1, σ2, and σ3 represent the magnitude of the charge density, and always positive 
numbers when used below. In the answers, o is equal to 8.85  10
-12 C2/Nm2.
What is Ex(II), the x-component of the electric field in region II?
a.  N/C 
b.  N/C 
c.  N/C 
d.  N/C 
e.  N/C 
f.  N/C 
g. 0 N/C 
ϵ ×
( + + )σ1 σ2 σ3
2ϵo
−
( + + )σ1 σ2 σ3
2ϵo
( − − )σ1 σ2 σ3
2ϵo
−
( − − )σ1 σ2 σ3
2ϵo
σ1
2ϵo
−
σ1
2ϵo
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3)
4)
What is Ex(inside slab), the x-component of the electric field inside the conducting slab?
a.  N/C 
b.  N/C 
c.  N/C 
d.  N/C 
e.  N/C 
f.  N/C 
g. 0 N/C 
Using the same setup as above, suppose that  =10 C/m2,  = 5 C/m2, and  =8 C/m2. What would be the 
value of Ex(III),the x-component of the electric field in region III? 
a. 7.34 × 1011 N/C 
b. -7.34 × 1011 N/C 
c. 1.3 × 1012 N/C 
d. -1.3 × 1012 N/C 
e. 3.95 × 1011 N/C 
f. -3.95 × 1011 N/C 
g. 0 N/C 
( + )σ1 σ2
2ϵo
( − )σ1 σ2
2ϵo
( − )σ2 σ1
2ϵo
−
( + )σ1 σ2
2ϵo
σ2
2ϵo
−
σ2
2ϵo
σ1 σ2 σ3
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The next four questions pertain to the situation described below.
An infinite sheet of charge is located in the y-z plane at x=0 and has uniform positive charge density σ1
C/m2. Another infinite sheet of charge with uniform positive charge density +σ2 C/m
2 is located at x=2m, as 
shown. 
Note that the symbols σ1 and σ2 represent the magnitude of the charge density, and always positive numbers 
when used below. In the answers, o is equal to 8.85  10
-12 C2/Nm2.
What is Ex(III), the x-component of the electric field in region III?
a.  N/C 
b.  N/C 
c.  N/C 
d.  N/C 
e.  N/C 
f.  N/C 
g. 0 N/C 
ϵ ×
( + )σ1 σ2
2ϵo
( − )σ1 σ2
2ϵo
( − )σ2 σ1
2ϵo
−
( + )σ1 σ2
2ϵo
σ1
2ϵo
−
σ1
2ϵo
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2) The next two questions concern the situation shown below.
An infinite sheet of charge is located in the y-z plane at x=0 and has uniform positive charge density σ1
C/m2. Another infinite sheet of charge with uniform positive charge density +σ2 C/m
2 is located at x=5m. In 
between these two sheets is a conducting slab with uniform negative charge density -σ3, as shown.
Note that the symbols σ1, σ2, and σ3 represent the magnitude of the charge density, and always positive 
numbers when used below. In the answers, o is equal to 8.85  10
-12 C2/Nm2.
What is Ex(III), the x-component of the electric field in region III?
a.  N/C 
b.  N/C 
c.  N/C 
d.  N/C 
e.  N/C 
f.  N/C 
g. 0 N/C 
ϵ ×
( + + )σ1 σ2 σ3
2ϵo
−
( + + )σ1 σ2 σ3
2ϵo
( − − )σ1 σ2 σ3
2ϵo
( + − )σ2 σ3 σ1
2ϵo
( + )σ2 σ3
2ϵo
−
( + )σ2 σ3
2ϵo
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What is Ex(inside slab), the x-component of the electric field inside the conducting slab?
a.  N/C 
b.  N/C 
c.  N/C 
d.  N/C 
e.  N/C 
f.  N/C 
g. 0 N/C 
Using the same setup as above, suppose that  =2 C/m2,  = 9 C/m2, and  =4 C/m2. What would be the 
value of Ex(II),the x-component of the electric field in region II? 
a. -1.69 × 1011 N/C 
b. 1.69 × 1011 N/C 
c. 3.95 × 1011 N/C 
d. -3.95 × 1011 N/C 
e. 3.39 × 1011 N/C 
f. -3.39 × 1011 N/C 
g. 0 N/C 
( + )σ1 σ2
2ϵo
( − )σ1 σ2
2ϵo
( − )σ2 σ1
2ϵo
−
( + )σ1 σ2
2ϵo
σ2
2ϵo
−
σ2
2ϵo
σ1 σ2 σ3
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The next four questions pertain to the situation described below.
An infinite sheet of charge is located in the y-z plane at x=0 and has uniform negative charge density -σ1
C/m2. Another infinite sheet of charge with uniform negative charge density -σ2 C/m
2 is located at x=2m, as 
shown.
Note that the symbols σ1 and σ2 represent the magnitude of the charge density, and always positive numbers 
when used below. In the answers, o is equal to 8.85  10
-12 C2/Nm2.
What is Ex(I), the x-component of the electric field in region I?
a.  N/C 
b.  N/C 
c.  N/C 
d.  N/C 
e.  N/C 
f.  N/C 
g. 0 N/C 
ϵ ×
( + )σ1 σ2
2ϵo
( − )σ1 σ2
2ϵo
( − )σ2 σ1
2ϵo
−
( + )σ1 σ2
2ϵo
σ1
2ϵo
−
σ1
2ϵo
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2) The next two questions concern the situation shown below.
An infinite sheet of charge is located in the y-z plane at x=0 and has uniform negative charge density -σ1
C/m2. Another infinite sheet of charge with uniform negative charge density -σ2 C/m
2 is located at x=5m. In 
between these two sheets is a conducting slab with uniform negative charge density -σ3, as shown.
Note that the symbols σ1, σ2, and σ3 represent the magnitude of the charge density, and always positive 
numbers when used below. In the answers, o is equal to 8.85  10
-12 C2/Nm2.
What is Ex(IV), the x-component of the electric field in region IV?
a.  N/C 
b.  N/C 
c.  N/C 
d.  N/C 
e.  N/C 
f.  N/C 
g. 0 N/C 
ϵ ×
( + + )σ1 σ2 σ3
2ϵo
−
( + + )σ1 σ2 σ3
2ϵo
( − − )σ2 σ3 σ1
2ϵo
( − + )σ3 σ2 σ1
2ϵo
σ2
2ϵo
−
σ2
2ϵo
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What is Ex(inside slab), the x-component of the electric field inside the conducting slab?
a.  N/C 
b.  N/C 
c.  N/C 
d.  N/C 
e.  N/C 
f.  N/C 
g. 0 N/C 
Using the same setup as above, suppose that  =4 C/m2,  = 8 C/m2, and  =5 C/m2. What would be the 
value of Ex(II),the x-component of the electric field in region II? 
a. 9.6 × 105 N/C 
b. -9.6 × 105 N/C 
c. 5.08 × 105 N/C 
d. -5.08 × 105 N/C 
e. 2.26 × 105 N/C 
f. -2.26 × 105 N/C 
g. 0 N/C 
( + )σ1 σ2
2ϵo
( − )σ1 σ2
2ϵo
( − )σ2 σ1
2ϵo
−
( + )σ1 σ2
2ϵo
σ2
2ϵo
−
σ2
2ϵo
σ1 σ2 σ3
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The next four questions pertain to the situation described below.
An infinite sheet of charge is located in the y-z plane at x=0 and has uniform positive charge density +σ1
C/m2. Another infinite sheet of charge with uniform negative charge density -σ2 C/m
2 is located at x=2m, as 
shown. 
Note that the symbols σ1 and σ2 represent the magnitude of the charge density, and always positive numbers 
when used below. In the answers, o is equal to 8.85  10
-12 C2/Nm2.
What is Ex(I), the x-component of the electric field in region I?
a.  N/C 
b.  N/C 
c.  N/C 
d.  N/C 
e.  N/C 
f.  N/C 
g. 0 N/C 
ϵ ×
( + )σ1 σ2
2ϵo
( − )σ1 σ2
2ϵo
( − )σ2 σ1
2ϵo
−
( + )σ1 σ2
2ϵo
σ1
2ϵo
−
σ1
2ϵo
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2)
An infinite sheet of charge is located in the y-z plane at x=0 and has uniform positive charge density +σ1
C/m2. Another infinite sheet of charge with uniform negative charge density -σ2 C/m
2 is located at x=5m, as 
shown. In between these two sheets is a conducting slab with uniform negative charge density -σ3, as shown. 
Note that the symbols σ1, σ2, and σ3 represent the magnitude of the charge density, and always positive 
numbers when used below. In the answers, o is equal to 8.85  10
-12 C2/Nm2.
What is Ex(I), the x-component of the electric field in region I?
a.  N/C 
b.  N/C 
c.  N/C 
d.  N/C 
e.  N/C 
f.  N/C 
g. 0 N/C 
ϵ ×
( + + )σ1 σ2 σ3
2ϵo
( − − )σ1 σ2 σ3
2ϵo
−
( + + )σ2 σ1 σ3
2ϵo
( + − )σ3 σ2 σ1
2ϵo
σ1
2ϵo
−
σ1
2ϵo
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What is Ex(inside slab), the x-component of the electric field inside the conducting slab?
a.  N/C 
b.  N/C 
c.  N/C 
d.  N/C 
e.  N/C 
f.  N/C 
g. 0 N/C 
Using the same setup as above, suppose that  =8 C/m2,  = 6 C/m2, and  =5 C/m2. What would be the 
value of Ex(IV),the x-component of the electric field in region IV? 
a. 1.07 × 1012 N/C 
b. -1.07 × 1012 N/C 
c. -1.69 × 1011 N/C 
d. 1.69 × 1011 N/C 
e. 3.39 × 1011 N/C 
f. -3.39 × 1011 N/C 
g. 0 
( + )σ1 σ2
2ϵo
( − )σ1 σ2
2ϵo
( − )σ2 σ1
2ϵo
−
( + )σ1 σ2
2ϵo
σ2
2ϵo
−
σ2
2ϵo
σ1 σ2 σ3
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A.1.2 Level 2 - Planar Surface Charges
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The next four questions pertain to the situation described below.
The next two questions concern the situation shown below.
An infinite sheet of charge is located in the y-z plane at x=0 and has uniform negative charge density -σ1
C/m2. Another infinite sheet of charge with uniform positive charge density +σ2 C/m
2 is located at x=2m, as 
shown. 
Note that the symbols σ1 and σ2 represent the magnitude of the charge density, and always positive numbers 
when used below. In the answers, o is equal to 8.85  10
-12 C2/Nm2.
What relationship between  and  could result in a negative x-component of the electric field in region 
III? 
Remember that  and  are the magnitudes of the charge.
a.  = 
b.  > 
c.  < 
d. There are no values of  and  that could result in a negative x-component of E in region III. 
Suppose  = 4 μC/m2 and the x-component of the electric field in region II, Ex(II) is equal to -5.1  10
5
N/C. Then, what is  ? 
a. 13 μC/m2
b. 5 μC/m2
c. 0.5 μC/m2
d. 8.5 μC/m2
e. 4.5 μC/m2
f. 0 C/m2
ϵ ×
σ1 σ2
σ1 σ2
σ1 σ2
σ1 σ2
σ1 σ2
σ1 σ2
σ2 ×
σ1
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3) The next question concerns the NEW situation shown below.
An infinite sheet of charge is located in the y-z plane at x=0 and has uniform negative charge density -σ1
C/m2. Another infinite sheet of charge with uniform negative charge density -σ2 C/m
2 is located at x=2m, as 
shown.
Note that the symbols σ1 and σ2 represent the magnitude of the charge density, and always positive numbers 
when used below. In the answers, o is equal to 8.85  10
-12 C2/Nm2. What relationship between  and 
could result in a positive x-component of the electric field in region II? 
Remember that  and  are the magnitudes of the charge.
a.  = 
b.  > 
c.  < 
d. There are no values of  and  that could result in a positive x-component of E in region II. 
ϵ × σ1 σ2
σ1 σ2
σ1 σ2
σ1 σ2
σ1 σ2
σ1 σ2
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4) The next question concerns the NEW situation shown below.
An infinite sheet of charge is located in the y-z plane at x=0 and has uniform negative charge density -σ1
C/m2. Another infinite sheet of charge with uniform positive charge density +σ2 C/m
2 is located at x=5m. In 
between these two sheets is a conducting slab with uniform positive charge density +σ3, as shown. 
Note that the symbols σ1, σ2, and σ3 represent the magnitude of the charge density, and always positive 
numbers when used below. In the answers, o is equal to 8.85  10
-12 C2/Nm2.
What is the relationship between  ,  , and  would result in a positive x-component of the electric field 
in region I? 
a.
b.  < 
c.  > 
d. There are no values of  ,  , and  that would result in a positive x-component of the electric field 
in region I. 
ϵ ×
σ1 σ2 σ3
= −σ3 σ1 σ2
σ3 −σ1 σ2
σ3 −σ1 σ2
σ1 σ2 σ3
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The next four questions pertain to the situation described below.
The next two questions concern the situation shown below.
An infinite sheet of charge is located in the y-z plane at x=0 and has uniform positive charge density +σ1
C/m2. Another infinite sheet of charge with uniform positive charge density +σ2 C/m
2 is located at x=2m, as 
shown.
Note that the symbols σ1 and σ2 represent the magnitude of the charge density, and always positive numbers 
when used below. In the answers, o is equal to 8.85  10
-12 C2/Nm2.
What relationship between  and  could result in a negative x-component of the electric field in region 
II?
Remember that  and  are the magnitudes of the charge.
a.  = 
b.  > 
c.  < 
d. There are no values of  and  that could result in a negative x-component of E in region II. 
Suppose  = 4 μC/m2 and the x-component of the electric field in region II, Ex(II) is equal to 8.5  10
4
N/C. Then, what is  ? 
a. 1.5 μC/m2
b. 4.8 μC/m2
c. 3.2 μC/m2
d. 2.5 μC/m2
e. 5.5 μC/m2
f. 0 μC/m2
ϵ ×
σ1 σ2
σ1 σ2
σ1 σ2
σ1 σ2
σ1 σ2
σ1 σ2
σ2 ×
σ1
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3) The next question concerns the NEW situation shown below.
An infinite sheet of charge is located in the y-z plane at x=0 and has uniform positive charge density +σ1
C/m2. Another infinite sheet of charge with uniform negative charge density -σ2 C/m
2 is located at x=2m, as 
shown.
Note that the symbols σ1 and σ2 represent the magnitude of the charge density, and always positive numbers 
when used below. In the answers, o is equal to 8.85  10
-12 C2/Nm2.
What relationship between  and  could result in the electric field in region I being equal to 0?
a.
b.  > 
c.  < 
d. There are no values of  and  that could result in E=0 in region I. 
ϵ ×
σ1 σ2
=σ1 σ2
σ1 σ2
σ1 σ2
σ1 σ2
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4) The next question concerns the NEW situation shown below.
An infinite sheet of charge is located in the y-z plane at x=0 and has uniform positive charge density σ1
C/m2. Another infinite sheet of charge with uniform positive charge density +σ2 C/m
2 is located at x=5m. In 
between these two sheets is a conducting slab with uniform negative charge density -σ3, as shown. 
Note that the symbols σ1, σ2, and σ3 represent the magnitude of the charge density, and always positive 
numbers when used below. In the answers, o is equal to 8.85  10
-12 C2/Nm2.
What value of  would produce an electric field equal to 0 in region I?
a. (  ) 
b.
c. (  ) 
d. (  ) 
e. 0 
ϵ ×
σ1
+σ2 σ3
− ( + )σ2 σ3
−σ2 σ3
−σ3 σ2
Typesetting math: 100%
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The next four questions pertain to the situation described below.
The next two questions concern the situation shown below.
An infinite sheet of charge is located in the y-z plane at x=0 and has uniform negative charge density -σ1
C/m2. Another infinite sheet of charge with uniform positive charge density +σ2 C/m
2 is located at x=2m, as 
shown. 
Note that the symbols σ1 and σ2 represent the magnitude of the charge density, and always positive numbers 
when used below. In the answers, o is equal to 8.85  10
-12 C2/Nm2.
What relationship between  and  could result in a negative x-component of the electric field in region 
III? 
Remember that  and  are the magnitudes of the charge.
a.  = 
b.  > 
c.  < 
d. There are no values of  and  that could result in a negative x-component of E in region III. 
Suppose  = 4 μC/m2 and the x-component of the electric field in region II, Ex(II) is equal to -5.1  10
5
N/C. Then, what is  ? 
a. 13 μC/m2
b. 5 μC/m2
c. 0.5 μC/m2
d. 8.5 μC/m2
e. 4.5 μC/m2
f. 0 C/m2
ϵ ×
σ1 σ2
σ1 σ2
σ1 σ2
σ1 σ2
σ1 σ2
σ1 σ2
σ2 ×
σ1
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3) The next question concerns the NEW situation shown below.
An infinite sheet of charge is located in the y-z plane at x=0 and has uniform negative charge density -σ1
C/m2. Another infinite sheet of charge with uniform negative charge density -σ2 C/m
2 is located at x=2m, as 
shown.
Note that the symbols σ1 and σ2 represent the magnitude of the charge density, and always positive numbers 
when used below. In the answers, o is equal to 8.85  10
-12 C2/Nm2.
Suppose  = 4 μC/m2 and the x-component of the electric field in region II, Ex(II) is equal to -8.5  10
4
N/C. Then, what is  ? 
a. 4.75 μC/m2
b. 3.25 μC/m2
c. 2.49 μC/m2
d. 5.51 μC/m2
e. 0.753 μC/m2
f. 0 μC/m2
ϵ ×
σ1 ×
σ2
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4) The next question concerns the NEW situation shown below.
An infinite sheet of charge is located in the y-z plane at x=0 and has uniform positive charge density +σ1
C/m2. Another infinite sheet of charge with uniform negative charge density -σ2 C/m
2 is located at x=5m, as 
shown. In between these two sheets is a conducting slab with uniform negative charge density -σ3, as shown. 
Note that the symbols σ1, σ2, and σ3 represent the magnitude of the charge density, and always positive 
numbers when used below. In the answers, o is equal to 8.85  10
-12 C2/Nm2.
Now suppose that  =8 C/m2,  =5 C/m2, and the electric field in region III, Ex(III) = 2.83  10
11 N/C. 
What is the value of  ? 
a. 18 C/m2
b. 5.5 C/m2
c. 16 C/m2
d. 2 C/m2
e. 8 C/m2
f. 0 
ϵ ×
σ1 σ3 ×
σ2
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A.1.3 Level 3 - Fields and Potentials from Spherical Charges
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The next five questions pertain to the situation described below.
An electric field is defined through all space by 
E(x)= 3x  N/C 
where x is measured in m. 
What is V(x=8m)-V(x=12m)?
a. 12 V 
b. -12 V 
c. -120 V 
d. 120 V 
e. -0.125 V 
f. 0.125 V 
i^
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2) The next four questions refer to the situation below.
A positive charge, q= 40 μC is placed at the center of a charged spherical shell conductor, with charge Qshell, 
as shown. The values or coordinates of relevant points are given in the diagram. Given that the magnitude of 
the E-field at point S is 8.64 *106 N/C, what is the Qshell? 
a. 40 μC 
b. -40 μC 
c. 20 μC 
d. -20 μC 
e. 60 μC 
f. -60 μC 
g. 80 μC 
h. -80 μC 
162
3)
Now, suppose the shell is charged to have Qshell= 1.5q = 60 μC. What is Ex at point R, where x= 18 cm? 
a. -1.67  107 N/C 
b. 1.67  107 N/C 
c. -2.78  107 N/C 
d. 2.78  107 N/C 
e. 0 N/C 
f. 1.11  107 N/C 
g. -1.11  107 N/C 
×
×
×
×
×
×
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4)
What is Ex at point P, where x= 11 cm? 
a. 2.98  107 N/C 
b. -2.98  107 N/C 
c. 0 N/C 
d. 2.25  108 N/C 
e. -2.25  108 N/C 
f. 3.6  109 N/C 
g. -3.6  109 N/C 
×
×
×
×
×
×
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5)
What is V(R)-V(S)? 
a. 1.4  106 V 
b. -1.4  106 V 
c. 3  106 V 
d. -3  106 V 
e. 8.4  105 V 
f. -8.4  105 V 
g. 0 V 
×
×
×
×
×
×
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The next five questions pertain to the situation described below.
An electric field is defined through all space by 
E(x)= 4x2  N/C 
where x is measured in m. 
What is V(x=2m)-V(x=6m)?
a. 1.33 V 
b. -1.33 V 
c. 128 V 
d. -128 V 
e. 277 V 
f. -277 V 
i^
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2) The next four questions refer to the situation below.
A negative charge, -q= -25 μC is placed at the center of a positively charged spherical shell conductor, with 
Qshell= +3q= +75 μC, as shown. The values or coordinates of relevant points are given in the diagram. 
What is Ex at point N, where x= 10 cm? 
a. 3.5  107 N/C 
b. -3.5  107 N/C 
c. -2.25  107 N/C 
d. 2.25  107 N/C 
e. 1.3  107 N/C 
f. -1.3  107 N/C 
g. 0 N/C 
×
×
×
×
×
×
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3)
What is Ex at point R, where x= 30 cm? 
a. 5.0  106 N/C 
b. -5.0  106 N/C 
c. 9.2  107 N/C 
d. -9.2  107 N/C 
e. -2.5  106 N/C 
f. 2.5  106 N/C 
g. 0 N/C 
×
×
×
×
×
×
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4)
What is Ex at point P, where x= 20 cm? 
a. 9.2  107 N/C 
b. -9.2  107 N/C 
c. 11.25  107 N/C 
d. -11.25  107 N/C 
e. 11.25  109 N/C 
f. -11.25  109 N/C 
g. 0 N/C 
×
×
×
×
×
×
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5)
What is V(R)-V(S)? 
a. 4.5  105 V 
b. -4.5  105 V 
c. 3  105 V 
d. -3  105 V 
e. 6  105 V 
f. -6  105 V 
g. 0 V 
×
×
×
×
×
×
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The next five questions pertain to the situation described below.
An electric field is defined through all space by 
E(x)= 5x2  N/C 
where x is measured in m. 
What is V(x=8m)-V(x=4m)?
a. 240 V 
b. -240 V 
c. -747 V 
d. 747 V 
e. -0.625 V 
f. 0.625 V 
i^
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2) The next four questions refer to the situation below.
A positive charge, q= 24 μC is placed at the center of a charged spherical shell conductor, with Qshell= -q= 
-24 μC, as shown. The values or coordinates of relevant points are given in the diagram. What is Ex at point 
N, where x= 4 cm? 
a. -1.35  108 N/C 
b. 1.35  108 N/C 
c. 2.4  108 N/C 
d. -2.4  108 N/C 
e. 6  107 N/C 
f. -6  107 N/C 
g. 0 N/C 
×
×
×
×
×
×
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3)
What is Ex at point R, where x= 14 cm? 
a. -2.2  107 N/C 
b. 2.2  107 N/C 
c. 1.1  107 N/C 
d. -1.1  107 N/C 
e. -1.35  108 N/C 
f. 1.35  108 N/C 
g. 0 N/C 
×
×
×
×
×
×
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4)
What is Ex at point P, where x= 8 cm? 
a. 3.38  107 N/C 
b. -3.38  107 N/C 
c. 1.35  108 N/C 
d. -1.35  108 N/C 
e. 2.16  109 N/C 
f. -2.16  109 N/C 
g. 0 N/C 
×
×
×
×
×
×
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5)
What is V(R)-V(S)? 
a. 1.2  106 V 
b. -1.2  106 V 
c. 4.06  105 V 
d. -4.06  105 V 
e. 8.1  105 V 
f. -8.1  105 V 
g. 0 V 
×
×
×
×
×
×
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The next five questions pertain to the situation described below.
An electric field is defined through all space by 
E(x)= -3x2  N/C 
where x is measured in m. 
What is V(x=5m)-V(x=15m)?
a. 3250 V 
b. -3250 V 
c. -600 V 
d. 600 V 
e. -0.4 V 
f. 0.4 V 
i^
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2) The next four questions refer to the situation below.
A positive charge, q= 20 μC is placed at the center of an uncharged spherical shell conductor, as shown. The 
values or coordinates of relevant points are given in the diagram. 
What is Ex at point S, where x= 10 cm? 
a. 7.2  107 N/C 
b. -1.8  107 N/C 
c. 5  107 N/C 
d. 1.8  107 N/C 
e. -5  107 N/C 
f. 0 N/C 
g. -7.2  107 N/C 
×
×
×
×
×
×
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3)
What is Ex at point R, where x= 7 cm? 
a. -3.67  107 N/C 
b. 3.67  107 N/C 
c. 4.5  108 N/C 
d. -4.5  108 N/C 
e. 0 N/C 
f. 2  108 N/C 
g. -2  108 N/C 
×
×
×
×
×
×
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4)
What is Ex at point P, where x= 4.5 cm? 
a. 8.89  107 N/C 
b. -8.89  107 N/C 
c. 7.2  109 N/C 
d. -7.2  109 N/C 
e. 0 N/C 
f. 4.5  108 N/C 
g. -4.5  108 N/C 
×
×
×
×
×
×
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5)
What is V(R)-V(S)? 
a. -2.57  106 V 
b. 2.57  106 V 
c. 4.37  106 V 
d. -4.37  106 V 
e. -7.7  105 V 
f. 7.7  105 V 
g. 1.8  106 V 
h. -1.8  106 V 
i. 0 V 
×
×
×
×
×
×
×
×
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A.1.4 Level 4 - Multiple Integral Potentials
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The next four questions pertain to the situation described below.
For the next two questions, the electric field as a function of x is given by
where x is measured in m.
What is V(x=5m)-V(x=12m)? 
a. 203 V 
b. -203 V 
c. -72 V 
d. 72 V 
e. -267 V 
f. 267 V 
What is V(x=2m)-V(x=12m)? 
a. 64 V 
b. 329 V 
c. -329 V 
d. -240 V 
e. -165 V 
f. -64 V 
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3) The next two questions refer to the situation below.
A positive charge, q= 40 μC is placed at the center of a charged spherical shell conductor, with charge Qshell= 
1.5q = 60 μC, as shown. The values or coordinates of relevant points are given in the diagram. 
What is V(N)-V(S)? 
a. 8.64  106 V 
b. -8.64  106 V 
c. 1.44  107 V 
d. -1.44  107 V 
e. 6.43  106 V 
f. -6.43  106 V 
g. 5.76  106 V 
h. -5.76  106 V 
i. 0 V 
×
×
×
×
×
×
×
×
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4)
Suppose a increases, while b remains the same. How does V(N)-V(S) change? 
a. V(N)-V(S) increases. 
b. V(N)-V(S) decreases. 
c. V(N)-V(S) doesn't change. 
184
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The next four questions pertain to the situation described below.
For the next two questions, the electric field as a function of x is given by
where x is measured in m.
What is V(x=10m)-V(x=5m)? 
a. 768 V 
b. -768 V 
c. 120 V 
d. -120 V 
e. 900 V 
f. -900 V 
What is V(x=2m)-V(x=8m)? 
a. 361.3 V 
b. -361.3 V 
c. 176 V 
d. -176 V 
e. 757.3 V 
f. -757.3 V 
185
3) The next two questions refer to the situation below.
A negative charge, -q= -25 μC is placed at the center of a positively charged spherical shell conductor, with 
Qshell= +3q= +75 μC, as shown. The values or coordinates of relevant points are given in the diagram. 
What is V(N)-V(S)? 
a. 2.1  106 V 
b. -2.1  106 V 
c. 5.7  104 V 
d. -5.7  104 V 
e. 3.6  106 V 
f. -3.6  106 V 
g. 0 V 
×
×
×
×
×
×
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4)
Suppose the charge at the origin is changed to +q. How does V(N)-V(S) change? 
a. V(N)-V(S) increases. 
b. V(N)-V(S) decreases. 
c. V(N)-V(S) doesn't change. 
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The next four questions pertain to the situation described below.
For the next two questions, the electric field as a function of x is given by
where x is measured in m.
What is V(x=8m)-V(x=15m)? 
a. -10.5 V 
b. 10.5 V 
c. -93.8 V 
d. 93.8 V 
e. -1432 V 
f. 1432 V 
What is V(3m)-V(8m)? 
a. 24 V 
b. -24 V 
c. 82.5 V 
d. -82.5 V 
e. 9 V 
f. -9 V 
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3) The next two questions refer to the situation below.
A positive charge, q= 24 μC is placed at the center of a charged spherical shell conductor, with Qshell= -q= 
-24 μC, as shown. The values or coordinates of relevant points are given in the diagram. 
What is V(N)-V(S)? 
a. 4.26  106 V 
b. -4.26  106 V 
c. 2.3  106 V 
d. -2.3  106 V 
e. 8.5  106 V 
f. -8.5  106 V 
g. 0 V 
×
×
×
×
×
×
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4)
Suppose a and b both increase by the same amount. How does V(N)-V(S) change? 
a. V(N)-V(S) increases. 
b. V(N)-V(S) decreases. 
c. V(N)-V(S) doesn't change. 
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The next four questions pertain to the situation described below.
For the next two questions, the electric field as a function of x is given by
where x is measured in m.
What is V(x=7m)-V(x=12m)? 
a. 461.67 V 
b. -461.67 V 
c. -95 V 
d. 95 V 
e. -242.67 V 
f. 242.67 V 
What is V(x=3m)-V(x=12m)? 
a. 328.83 V 
b. -328.83 V 
c. -141 V 
d. 250.67 V 
e. -250.67 V 
f. 141 V 
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3) The next two questions refer to the situation below.
A positive 
charge, q= 20 μC is placed at the center of an uncharged spherical shell conductor, as shown. The values or 
coordinates of relevant points are given in the diagram. 
What is V(N)-V(S)? 
a. 7.2  106 V 
b. -7.2  106 V 
c. 6.3  106 V 
d. -6.3  106 V 
e. 9  106 V 
f. -9  106 V 
g. 0 V 
×
×
×
×
×
×
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4)
Suppose b increases, while a remains the same. How does V(N)-V(S) change? 
a. V(N)-V(S) increases. 
b. V(N)-V(S) decreases. 
c. V(N)-V(S) doesn't change. 
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A.2 Representative Solution Frames
Figure A.1: The final frame of the solution provided for level 1, version A, question 4.
194
Figure A.2: The final frame of the solution provided for level 4, version A, question 4.
A.3 Post-test
The following is the assessment used in both clinical implementations.
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Name 
___________________________________________________________________________________ 
Net ID 
___________________________________________________________________________________ 
Date 
___________________________________________________________________________________ 
Start Time 
___________________________________________________________________________________ 
Stop Time 
___________________________________________________________________________________ 
 
 
Predicted number correct (out of 10)? 
 
___________________________________________________________________________________ 
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THE NEXT 2 QUESTIONS REFER TO THE SITUATION DESCRIBED BELOW 
An infinite sheet of charge is located in the y-z plane at x = 0 and has uniform charge density     
          .  Point A is at (x,y)=(-2cm, -2cm). Point B is at (x,y)=(5 cm, 0 cm). Point C is at (x,y)=(9 cm, 0 
cm). 
 
 
 
1) Calculate       
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
2) Calculate       
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THE NEXT 2 QUESTIONS REFER TO THE SITUATION DESCRIBED BELOW 
An infinite sheet of charge is located in the y-z plane at x = 0 and has uniform charge density     
          . A 2cm wide conducting slab is placed with its left edge at x=6cm and its right edge at 
x=8cm. Point A is at (x,y)=(-3 cm,0 cm). Point B is at (x,y)=(4 cm, 0 cm). Point C is at (x,y)=(10 cm, 0 cm). 
 
 
 
 
 
3) Calculate       
 
 
 
 
 
 
 
 
 
 
 
4) Calculate       
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An infinite sheet of charge is located in the y-z plane at x = 0 and has uniform charge density     
        . A second infinite sheet of charge is located in the y-z plane at x = 8 cm and has an unknown 
charge density   . Point A is at (x,y)=(2 cm,0 cm). Point B is at (x,y)=(5 cm, 0 cm). The potential 
difference       is known to be        . 
 
 
 
 
 
 
 
 
 
5) What is   ? 
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Three situations are shown. In each case, an infinite sheet of charge is located in the y-z plane at x = 0 
and has uniform positive charge density         
 , and the conducting slab has uniform positive 
charge density         
  . Points A, C, and E all lie at (x,y)=(2cm,0) on their respective coordinate 
axes. Points B,D, and F all lie at (x,y)=(14cm,0). In case 1, the charged conducting slab is 1cm wide and is 
placed with its left edge at x=5cm and its right edge at x=6cm. In case 2, the charged conducting slab is 
2cm wide and is placed with its left edge at x=5cm and its right edge at x=7cm. In case 3, the charged 
conducting slab is 1cm wide and placed with its left edge at x=6cm and its right edge at x=7cm. The 
cases are diagrammed below.  
 
 
6) Compare |     | and |     | 
a. |     |   |     | 
b. |     |   |     | 
c. |     |   |     | 
 
Please explain your answer to the previous question 
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Three situations are shown. In each case, an infinite sheet of charge is located in the y-z plane at x = 0 
and has uniform positive charge density         
 , and the conducting slab has uniform positive 
charge density         
  . Points A, C, and E all lie at (x,y)=(2cm,0) on their respective coordinate 
axes. Points B,D, and F all lie at (x,y)=(14cm,0). In case 1, the charged conducting slab is 1cm wide and is 
placed with its left edge at x=5cm and its right edge at x=6cm. In case 2, the charged conducting slab is 
2cm wide and is placed with its left edge at x=5cm and its right edge at x=7cm. In case 3, the charged 
conducting slab is 1cm wide and placed with its left edge at x=6cm and its right edge at x=7cm. The 
cases are diagrammed below.  
 
 
7) Compare  |     | and  |     | 
a.  |     |  |     | 
b.  |     |  |     | 
c.  |     |  |     | 
 
Please explain your answer to the previous question 
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A point charge        is at the origin. A charged concentric conducting shell of inner radius   =3cm 
and outer radius   =6cm holds a charge           . Point A is at (x,y)=(3cm,0cm). Point B is at 
(x,y)=(14cm,0).  
 
 
 
 
 
 
8) Calculate       
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A positive point charge   is placed at the origin. Points A and C all lie at (x,y)=(2cm,0) on their 
respective coordinate axes. Points B and D lie at (x,y)=(11cm,0). An uncharged 1cm thick concentric 
conducting spherical shell is placed outside the point charge. In case 1, the inner radius   =3cm, and 
  =4cm. In case 2,   =5cm, and   =6cm.  
 
 
 
9) Compare     and     
a. |     |  |     | 
b. |     |  |     | 
c. |     |  |     | 
 
 
Please explain your answer to the previous question 
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A point charge            is placed at the origin. The point charge is surrounded by a thin 
concentric conducting spherical shell with charge           . Point A is at (x,y)=(2cm,0), and point B 
is at (x,y)=(11cm,0). Initially the radius of the shell is   . While the charge      is held constant, the 
radius is then increased to    , such that      . 
 
10) When the radius increases, how does |     | change? 
a. |     | increases 
b. |     | stays the same 
c. |     |  decreases 
 
 
Please explain your answer to the previous question 
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Appendix B
One-Week In Situ Implementation
Materials
B.1 Mastery Exercises
The following are the exercises administered to students in the one-week in situ experiment. All versions for
each level are provided.
B.1.1 Level 1 - 1-D Collision
205
One-Week Mastery Exercises May 2015
1)
Level 1a (Default)
The next five questions pertain to the situation described below.
.
Objectives: 
• Correctly identify condition for 1-D momentum conservation
• Identify systems with conserved momentum
• Identify systems with no external forces
• Calculate final velocity/momentum of a system after a 1-D collision
Which statement best describes the condition when the horizontal component of the momentum of a 
system is conserved? 
a. No forces on the system 
b. No external forces on the system 
c. Net force on the system is zero 
d. No forces in the horizontal direction on the system 
e. No external forces in the horizontal direction on the system 
f. Net external force in the horizontal direction on the system is zero 
Page 1 of 4
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2)
3)
Alice (mA=40 kg) and Bob (mB=50 kg) are each standing in their own 20kg boat at rest (ignore any 
horizontal friction between the boats and the water, and assume Alice and Bob are fixed to their respective 
boats). Alice throws a ball (mball=1.5 kg) to Bob at 25 m/s to the right 
For which systems is the momentum in the horizontal direction the same before and just after Alice throws 
the ball? 
Check all that apply
a. Alice+her boat 
b. Bob+his boat 
c. Ball 
d. Alice+her boat and Ball 
e. Bob+his boat and Ball 
f. Alice and Bob and Boats and Ball 
What is the momentum of Alice and her boat just after throwing the ball? 
a. 0.625 kg m/s to the left 
b. 25 kg m/s to the left 
c. 37.5 kg m/s to the left 
d. 1540 kg m/s to the left 
e. 0 
f. 0.625 kg m/s to the right 
g. 25 kg m/s to the right 
h. 37.5 kg m/s to the right 
i. 1540 kg m/s to the right 
Page 2 of 4
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4) Carl (mC=35 kg) and Diane (mD=28 kg) are sitting on a wagon (mwagon = 22 kg) that starts at rest (Carl 
and Diane are fixed to the wagon, which pushes and pulls them along with the wagon). Diane throws a 
ball (mball=1.5 kg) to Carl. Diane throws the ball so that it has a momentum of 34 kg m/s to the left, causing 
the wagon to move to the right at 0.4 m/s. 
Which systems have zero net external force in the horizontal direction from the time just before Carl catches 
the ball until after he catches the ball?
Check all that apply
a. Carl 
b. Diane 
c. Ball 
d. wagon 
e. Carl, Diane, wagon, and Ball 
Page 3 of 4
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5) After catching the ball, what is Carl's velocity? 
a. 0.932 m/s to the left 
b. 0.4 m/s to the left 
c. 0.786 m/s to the left 
d. 22.7 m/s to the left 
e. 0 
f. 0.932 m/s to the right 
g. 0.4 m/s to the right 
h. 0.786 m/s to the right 
i. 22.7 m/s to the right 
Page 4 of 4
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One-Week Mastery Exercises May 2015
1)
Level 1b (Default)
The next five questions pertain to the situation described below.
..
Objectives: 
• Correctly identify condition for 1-D momentum conservation
• Identify systems with conserved momentum
• Identify systems with no external forces
• Calculate final velocity/momentum of a system after a 1-D collision
Which statement best describes the condition when the horizontal component of the momentum of a 
system is conserved? 
a. No forces on the system 
b. No external forces on the system 
c. Net force on the system is zero 
d. No forces in the horizontal direction on the system 
e. No external forces in the horizontal direction on the system 
f. Net external force in the horizontal direction on the system is zero 
Page 1 of 3
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2)
3)
Eric (mE=30 kg) and Fiona(mF=40 kg) are ice skating (ignore any horizontal friction). Fiona throws a disc 
(mdisc=1 kg) to Eric. Starting at rest, Fiona throws the disc so that it has a momentum of 15 kg m/s to the 
left. 
For which systems is the momentum in the horizontal direction the same before and after Eric catches the 
disc?
Check all that apply
a. Eric 
b. Fiona 
c. disc 
d. Eric and disc 
e. Fiona and disc 
f. Eric and Fiona and disc 
What is Eric's velocity after catching the disc? 
a. 0.484 m/s to the left 
b. 0.5 m/s to the left 
c. 15 m/s to the left 
d. 15 m/s to the left 
e. 0 
f. 0.484 m/s to the right 
g. 0.5 m/s to the right 
h. 15 m/s to the right 
i. 15 m/s to the right 
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4)
5)
Gina (mG=60 kg) and Heidi (mH=50 kg) are sitting on a cart at rest (mCart = 40 kg)(Gina and Heidi are 
fixed to the cart, which pushes and pulls them along with the cart). Gina throws a ball (mball=1.5 kg) to 
Heidi. Just after throwing the ball, Gina has a velocity of 0.3 m/s to the left.
Which systems have zero net external force in the horizontal direction from the time just after Gina throws 
the ball until just before Heidi catches the ball?
Check all that apply
a. Gina 
b. Heidi 
c. Ball 
d. Cart 
e. Gina, Heidi, Cart, and Ball 
After Gina throws the ball, what is the ball's momentum? 
a. 18 kg m/s to the left 
b. 30 kg m/s to the left 
c. 0.45 kg m/s to the left 
d. 45 kg m/s to the left 
e. 0 
f. 18 kg m/s to the right 
g. 30 kg m/s to the right 
h. 0.45 kg m/s to the right 
i. 45 kg m/s to the right 
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1)
Level 1c (Default)
The next five questions pertain to the situation described below.
...
Objectives: 
• Correctly identify condition for 1-D momentum conservation
• Identify systems with conserved momentum
• Identify systems with no external forces
• Calculate final velocity/momentum of a system after a 1-D collision
Which statement best describes the condition when the horizontal component of the momentum of a 
system is conserved? 
a. No forces on the system 
b. No external forces on the system 
c. Net force on the system is zero 
d. No forces in the horizontal direction on the system 
e. No external forces in the horizontal direction on the system 
f. Net external force in the horizontal direction on the system is zero 
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2)
3)
Ingrid (mI=52 kg) and Jack (mJ=40 kg) are standing at rest, both wearing rollerskates. Ingrid throws a ball 
(mball=1.5 kg) to Jack. After throwing the ball, Ingrid has a momentum of 50 kg m/s to the left.
For which systems is the momentum in the horizontal direction the same just after Ingrid throws the ball and 
just before Jack catches the ball?
Check all that apply
a. Ingrid 
b. Jack 
c. Ball 
d. Ingrid and Ball 
e. Jack and Ball 
f. Ingrid and Jack and Ball 
What is the ball's velocity after Ingrid throws it? 
a. 50 m/s to the left 
b. 33.3 m/s to the left 
c. 0.935 m/s to the left 
d. 1730 m/s to the left 
e. 0 
f. 50 m/s to the right 
g. 33.3 m/s to the right 
h. 0.935 m/s to the right 
i. 1730 m/s to the right 
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4)
5)
Kenny (mK=72 kg) and Lisa (mL=66 kg) are standing in the same boat at rest (mBoat = 30 kg) (ignore any 
horizontal friction between the boat and the water, and assume Kenny and Lisa are fixed to the boat, 
which pushes and pulls them along). Kenny throws a ball (mball=1.5 kg) to Lisa. Just after Kenny throws the 
ball, the ball has a velocity of 22 m/s to the right.
For which systems are there no external forces in the horizontal direction from the time just before Lisa 
catches the ball until just after?
Check all that apply
a. Kenny 
b. Lisa 
c. Ball 
d. Boat 
e. Kenny, Lisa, Boat, and Ball 
Just after throwing the ball, what is Kenny's momentum? 
a. 0.196 kg m/s to the left 
b. 33 kg m/s to the left 
c. 0.131 kg m/s to the left 
d. 14.1 kg m/s to the left 
e. 0 
f. 0.196 kg m/s to the right 
g. 33 kg m/s to the right 
h. 0.131 kg m/s to the right 
i. 14.1 kg m/s to the right 
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1)
Level 1d (Default)
The next five questions pertain to the situation described below.
....
Objectives: 
• Correctly identify condition for 1-D momentum conservation
• Identify systems with conserved momentum
• Identify systems with no external forces
• Calculate final velocity/momentum of a system after a 1-D collision
Which statement best describes the condition when the horizontal component of the momentum of a 
system is conserved? 
a. No forces on the system 
b. No external forces on the system 
c. Net force on the system is zero 
d. No forces in the horizontal direction on the system 
e. No external forces in the horizontal direction on the system 
f. Net external force in the horizontal direction on the system is zero 
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2)
3)
Liz (mL=44 kg) and James (mJ=39 kg) are floating in space at rest. Liz throws a toolbox (mt=20 kg) to 
James at 31 m/s to the right 
For which systems is the momentum in the horizontal direction the same before and just after James catches 
the toolbox? 
Check all that apply
a. Liz 
b. James 
c. Toolbox 
d. Liz and Toolbox 
e. James and Toolbox 
f. Liz and James and Toolbox 
What is the velocity of James just after catching the toolbox? 
a. 15.9 m/s to the left 
b. 10.5 m/s to the left 
c. 31 m/s to the left 
d. 0.525 m/s to the left 
e. 0 
f. 15.9 m/s to the right 
g. 10.5 m/s to the right 
h. 31 m/s to the right 
i. 0.525 m/s to the right 
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4)
5)
Rob (mC=72 kg) and Stephanie (mD=66 kg) are in a canoe (mcanoe = 30 kg) that starts at rest (Rob and 
Stephanie are fixed to the canoe, which pushes and pulls them along with the canoe). Stephanie throws a 
football (mball=1.5 kg) to Rob. Stephanie throws the ball so that it has a velocity of 27 m/s to the left. 
Which systems have zero net external force in the horizontal direction from the time just before Stephane 
throws the ball until just after she throws the ball?
Check all that apply
a. Rob 
b. Stephanie 
c. Ball 
d. canoe 
e. Rob, Stephanie, canoe, and Ball 
After the ball is thrown, what is the canoe's velocity? 
a. 0.241 m/s to the left 
b. 7.23 m/s to the left 
c. 0.422 m/s to the left 
d. 1.35 m/s to the left 
e. 0 
f. 0.241 m/s to the right 
g. 7.23 m/s to the right 
h. 0.422 m/s to the right 
i. 1.35 m/s to the right 
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B.1.2 Level 2 - 2-D Collision
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1)
Level 2a (Default)
The next five questions pertain to the situation described below.
.
Objectives: 
• Correctly identify internal and external forces on a system
• Identify systems with no external forces along a given direction
• Break a vector into components
• Calculate final velocity/momentum of a system after a 1-D collision
Michelle and Nancy are giving each other a high-five in an empty train car, which is traveling down the 
tracks attached to an engine. 
Which of the forces below are external forces on system that includes Michelle, Nancy, and the car they are 
in?
Check all that apply
a. Nancy pressing down on the car floor 
b. The tracks pushing up on the girls' car 
c. The caboose pulling on the girls' car 
d. The engine pulling on the girls' car 
e. Gravity due to the earth pulling down on the engine 
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2)
3)
4)
Oscar (mO=44 kg) is standing on ice at rest (ignore any horizontal friction), and shoots and arrow 
(marrow=2 kg) with a momentum of 155 kg m/s at θ=26 degrees above the horizontal.
Which systems have zero net external forces in the horizontal direction while the arrow is shot?
Check all that apply
a. Oscar 
b. Arrow 
c. Earth 
d. Oscar and arrow 
e. Oscar and arrow and Earth 
Which systems have zero net external force in the vertical direction while the arrow is shot?
Check all that apply
a. Oscar 
b. arrow 
c. Earth 
d. Oscar and arrow 
Just after having been shot, what is the horizontal component of the velocity of the arrow? 
a. 77.5 m/s to the left 
b. 69.7 m/s to the left 
c. 34 m/s to the left 
d. 139 m/s to the left 
e. 0 
f. 77.5 m/s to the right 
g. 69.7 m/s to the right 
h. 34 m/s to the right 
i. 139 m/s to the right 
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5) What is Oscar's final momentum? 
a. 155 kg m/s to the left 
b. 67.9 kg m/s to the left 
c. 3.17 kg m/s to the left 
d. 139 kg m/s to the left 
e. 0 
f. 155 kg m/s to the right 
g. 67.9 kg m/s to the right 
h. 3.17 kg m/s to the right 
i. 139 kg m/s to the right 
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The next five questions pertain to the situation described below.
..
Objectives: 
• Correctly identify internal and external forces on a system
• Identify systems with no external forces along a given direction
• Break a vector into components
• Calculate final velocity/momentum of a system after a 1-D collision
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1) Serena and Tammy are fencing in a rooftop on a windy day. 
Which of the forces below are external forces on the system that includes the fencers and their blades?
Check all that apply
a. Serena's blade pushing on Tammy's blade 
b. The building pushing up on Tammy 
c. Tammy holding up her blade 
d. Gravity due to the earth pulling down on Serena 
e. The wind pushing on the building 
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2)
3)
4)
Perry (mP=55 kg) is standing still in ice skates (ignore any horizontal friction), and catches a ball 
(mball=1.5 kg) travelling down from θ=25 degrees above the horizontal with a total momentum of 60 kg 
m/s.
Which systems have zero net external force in the horizontal direction while the ball is caught?
Check all that apply
a. Perry 
b. Ball 
c. Earth 
d. Perry and Ball 
e. Perry and Ball and Earth 
Which systems have zero net external force in the vertical direction while the ball is caught?
Check all that apply
a. Perry 
b. Ball 
c. Earth 
d. Perry and Ball 
Before being caught, what is the horizontal component of the velocity of the ball? 
a. 40 m/s to the left 
b. 16.9 m/s to the left 
c. 36.3 m/s to the left 
d. 54.4 m/s to the left 
e. 0 
f. 40 m/s to the right 
g. 16.9 m/s to the right 
h. 36.3 m/s to the right 
i. 54.4 m/s to the right 
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5) What is Perry's final velocity? 
a. 0.962 kg m/s to the right 
b. 40 kg m/s to the right 
c. 0.449 kg m/s to the right 
d. 1.06 kg m/s to the right 
e. 0 
f. 0.962 kg m/s to the left 
g. 40 kg m/s to the left 
h. 0.449 kg m/s to the left 
i. 1.06 kg m/s to the left 
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1)
Level 2c (Default)
The next five questions pertain to the situation described below.
...
Objectives: 
• Correctly identify internal and external forces on a system
• Identify systems with no external forces along a given direction
• Break a vector into components
• Calculate final velocity/momentum of a system after a 1-D collision
Vinny is lifting weights in an empty train car, which is travelling down the tracks attached to an engine 
and another car. 
Which of the forces below are external forces on the system that includes Vinny, his weights, and the train 
car he's in? 
Check all that apply
a. Vinny pushing on the weights 
b. The tracks pushing up on the car. 
c. The engine pulling on Vinny's car 
d. Gravity due to the earth pulling down on the engine 
e. Gravity due to the earth pulling down on the weights 
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2)
3)
4)
Amy (mA=31 kg) is standing in a 15 kg boat at rest (ignore any horizontal friction between the boat and 
the water, and assume Amy is fixed to her boat), and throws a disc (mdisc=2 kg) at v=40 m/s at θ=22 
degrees below the horizontal.
Which systems have zero net external force in the horizontal direction while the disc is thrown?
Check all that apply
a. Amy+Boat 
b. disc 
c. Earth 
d. Amy+Boat and disc 
e. Amy+Boat and disc and Earth 
Which systems have zero net external force in the vertical direction while the disc is thrown?
Check all that apply
a. Amy+boat 
b. disc 
c. Earth 
d. Amy+boat and disc 
After having been thrown, what is the horizontal component of the momentum of the disc? 
a. 30 kg m/s to the left 
b. 80 kg m/s to the left 
c. 37.1 kg m/s to the left 
d. 74.2 kg m/s to the left 
e. 0 
f. 30 kg m/s to the right 
g. 80 kg m/s to the right 
h. 37.1 kg m/s to the right 
i. 74.2 kg m/s to the right 
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5) What is the final velocity of Amy? 
a. 1.61 m/s to the left 
b. 0.651 m/s to the left 
c. 74.2 m/s to the left 
d. 0.806 m/s to the left 
e. 0 
f. 1.61 m/s to the right 
g. 0.651 m/s to the right 
h. 74.2 m/s to the right 
i. 0.806 m/s to the right 
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1)
Level 2d (Default)
The next five questions pertain to the situation described below.
....
Objectives: 
• Correctly identify internal and external forces on a system
• Identify systems with no external forces along a given direction
• Break a vector into components
• Calculate final velocity/momentum of a system after a 1-D collision
Waldo is playing his trumpet on his sailboat near a shark. 
Which of the forces below are external forces on the system that includes Waldo, his trumpet, the sailboat, 
and the sails?
Check all that apply
a. Waldo holding his trumpet 
b. Water pushing up on the shark 
c. Wind pushing on the sails 
d. Water pushing up on the boat 
e. Gravity due to the earth pulling down on the trumpet 
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2)
3)
4)
Riley (mR=30 kg) is wearing rollerskates at rest, and catches a ball (mball=1.5 kg) travelling up at v=36 
m/s from θ=31 degrees below the horizontal.
Which systems have zero net external force in the horizontal direction while the ball is caught?
Check all that apply
a. Riley 
b. Ball 
c. Earth 
d. Riley and Ball 
e. Riley and Ball and Earth 
Which systems have zero net external force in the vertical direction while the ball is caught?
Check all that apply
a. Riley 
b. Ball 
c. Earth 
d. Riley and Ball 
Before being caught, what is the horizontal component of the momentum of the ball? 
a. 27.8 kg m/s to the left 
b. 46.3 kg m/s to the left 
c. 54 kg m/s to the left 
d. 30.9 kg m/s to the left 
e. 0 
f. 27.8 kg m/s to the right 
g. 46.3 kg m/s to the right 
h. 54 kg m/s to the right 
i. 30.9 kg m/s to the right 
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5) What is Riley's final velocity? 
a. 1.71 m/s to the left 
b. 1.54 m/s to the left 
c. 0.883 m/s to the left 
d. 1.47 m/s to the left 
e. 0 
f. 1.71 m/s to the right 
g. 1.54 m/s to the right 
h. 0.883 m/s to the right 
i. 1.47 m/s to the right 
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B.2 Quiz and Survey
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1)
2)
3)
4)
5)
Quiz and Survey (Default)
The next 13 questions pertain to the situation described below.
A 12 kg cannon ball is fired from a 605 kg brass cannon on a frictionless, horizontal surface at an angle of 
17º with respect to the horizontal. The cannon is constrained to move only in the horizontal direction. The 
initial velocity of the cannon ball is vi = 30 m/s. 
Previous to launch, what is the net momentum of the ball and cannon system?
 kg m/s
Which of the following is true about the momentum of the ball, during launch? 
a. The x-component of momentum is conserved, only. 
b. The y-component of momentum is conserved, only. 
c. The x-component and y-component of momentum are conserved. 
d. Neither component of momentum is conserved. 
Which of the following is true about the momentum of the ball and cannon system, during launch? 
a. The x-component of momentum is conserved, only. 
b. The y-component of momentum is conserved, only. 
c. The x-component and y-component of momentum are conserved. 
d. Neither component of momentum is conserved. 
Which of the following is true about the momentum of the ball, cannon, and earth system, during launch? 
a. The x-component of momentum is conserved, only. 
b. The y-component of momentum is conserved, only. 
c. The x-component and y-component of momentum are conserved. 
d. Neither component of momentum is conserved. 
What is the x-component of the cannonball's momentum immediately after launch? 
 kg m/s
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6)
7)
8)
9)
10)
11)
What is the y-component of the cannonball's momentum immediately after launch? 
 kg m/s
What is the recoil velocity of the cannon? Note this is a signed number, and positive indicates to the right.
 m/s
If the angle of the cannon with respect to the horizontal is increased to 45º but the cannon is still 
constrained to move only in the horizontal direction, the recoil momentum of the cannon will:
a. increase. 
b. remain the same. 
c. decrease. 
If friction were added to the surface the cannon sits on, which of these would be true about the momentum 
of the ball and cannon system? 
a. The x-component of momentum is conserved, only, during launch. 
b. The y-component of momentum is conserved, only, during launch. 
c. The x-component and y-component of momentum are conserved during launch. 
d. Neither component of momentum is conserved during launch, for the system of the ball and cannon. 
How useful were the narrated solutions in helping you understand the mastery questions? 
a. Essential 
b. Very Helpful 
c. Somewhat Helpful 
d. Not Very Helpful 
e. Useless 
How useful were the mastery questions and solutions in helping you answer these delayed feedback 
questions? 
a. Essential 
b. Very Helpful 
c. Somewhat Helpful 
d. Not Very Helpful 
e. Useless 
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12)
13)
Which statement best reflects your experience working through the mastery homework? 
a. Very encouraging 
b. Somewhat encouraging 
c. Neutral 
d. Somewhat frustrating 
e. Very frustrating 
Please write any comments that you may have about the mastery homework in the space below. 
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