Abstract. We consider bounded solutions of the nonlocal Allen-Cahn equation
Introduction
Goal of this paper is to provide a one-dimensional symmetry result for a phase transition equation in a genuinely nonlocal regime in three spatial dimensions. That is, we consider a fractional AllenCahn equation of the type , and, under boundedness and monotonicity assumptions, we prove that u depends only on one variable, up to a rotation.
In this setting, as customary, for s ∈ (0, 1), we consider the fractional Laplace operator defined by Moreover, we say that u is 1D if there exist u o : R → R and ω o ∈ S n−1 such that u(x) = u o (ω o · x) for any x ∈ R n . Then, our main result in this paper is the following:
Theorem 1.1. Let n 3, s ∈ 0, 1 2
and u ∈ C 2 (R n , [−1, 1]) be a solution of (−∆) s u = u − u 3 in R n , with ∂ xn u > 0 in R n . Then, u is 1D.
Recently, a result similar to that in Theorem 1.1 has been established in Theorem 1.4 of [DSV16] , under the additional assumption that Therefore, Theorem 1.1 here is the extension of Theorem 1.4 of [DSV16] in which it is not necessary to assume the limit condition (1.3).
We recall that equation (1.1) represents a phase transition subject to long-range interactions, see e.g. Chapter 5 in [BV16] for a detailed description of the model. In particular, the states u = −1 and u = 1 would correspond to the "pure phases" and equation (1.1) models the coexistence between intermediate phases and studies the separation between them.
At a large scale, the separation between phases is governed by the minimization of a limit interface, which can be either of local or nonlocal type, in dependence of the fractional parameter s ∈ (0, 1), with a precise bifurcation occurring at the threshold s = 1 2
. More precisely, as proved in [SV12, SV14] , if u is a local energy minimizer for equation (1.1) and u ε (x) := u(x/ε), as ε ց 0 we have that u ε approaches a "pure phase" step function with values in {−1, 1}. That is, we can write, up to subsequences, lim εց0 u ε = χ E − χ R n \E , and the set E possesses a minimal interface criterion, depending on s. More precisely, in the "weakly nonlocal regime" in which s ∈ 1 2 , 1 , the set E turns out to be a local minimizer for the classical perimeter functional: in this sense, on a large scale, the weakly nonlocal regime is indistinguishable with respect to the classical case and, in spite of the fractional nature of equation (1.1), its limit interface behaves in a local fashion when s ∈ 1 2 , 1 . Conversely, in the "genuinely nonlocal regime" in which s ∈ 0, 1 2 , the set E turns out to be a local minimizer for the nonlocal perimeter functional which was introduced in [CRS10] . That is, the interface of long-range phase transitions when s ∈ 0, 1 2 preserves its nonlocal features at any arbitrarily large scale, and, as a matter of fact, the scaling properties of the associated energy functional preserve this nonlocal character as well. Needless to say, the persistence of the nonlocal properties at any scale and the somehow unpleasant scaling of the associated energies provide a number of difficulties in the analysis of long-range phase coexistence models.
In particular, symmetry properties of the solutions of equation (1.1) have been intensively studied, also in view of a celebrated conjecture by E. De Giorgi in the classical case, see [DG79] . This classical conjecture asks whether or not bounded and monotone solutions of phase transitions equations are necessarily 1D. In the fractional framework, a positive answer to this problem was known in dimension 2 (see [CSM05] for the case s = 1 2 and [SV09, CS15, SV13] for the full range s ∈ (0, 1)). Also, in dimension 3, a positive answer was known only in the weakly nonlocal regimes s = , 1 , see [CC10, CC14] . See also [Sav16] for a very recent contribution about symmetry results for equation (1.1) in the weakly nonlocal regime -as a matter of fact, the lack of "good energy estimates" prevented the extension of the techniques of these articles to the strongly nonlocal regime s ∈ 0, 1 2 . In this sense, our Theorem 1.1 aims at overcoming these difficulties, by relying on the very recent paper [DSV16] , which has now taken into account the weakly nonlocal regime for equation (1.1).
After this work was completed we have also received a preliminary version of the article [CCS17] , in which symmetry results for fractional Allen-Cahn equations will be obtained also in the setting of stable solutions.
The rest of the paper is organized as follows. In Section 2, we recall the notion of local minimizers and we introduce an equivalent minimization problem in an extended space: this part is rather technical, but absolutely non-standard, since the lack of decay of our solution and the strongly nonlocal condition s ∈ 0, 1 2 make the energy diverge, hence the standard extension methods are not available in our case and we will need to introduce a suitable energy renormalization procedure.
In Section 3, we relate stable and minimal solutions in the one-dimensional case, by relying also on some layer solution theory of [CS14] .
In Section 4 we consider the profiles of the solution at infinity and we establish their minimality and symmetry properties.
In Section 5, we discuss the minimization properties under perturbation which do not overcome the limit profiles, and in Section 6 we recover the minimality of a solution from that of its limit profiles. The proof of Theorem 1.1. is contained in Section 7.
For completeness, in Section 8 we also provide a variant of Theorem 1.1 that gives minimality and symmetry results under the assumption that the limit profiles are two-dimensional.
It is worth to point out that the setting in Sections 2-6 is very general and it applies to all the fractional powers s ∈ (0, 1), hence it can be seen as a useful tool to deal with a class of problems also in extended spaces, so to recover minimal properties of the solution from some knowledge of the limit profiles.
2. Local minimizers in R n and extended local minimizers in R n+1 + Equation (1.1) lies in the class of semilinear fractional equations of the type
From now on, we will denote by f a bistable nonlinearity, namely, we assume that f (−1) = f (1) = 0, and there exist κ > 0 and c κ > 0 such that f
To ensure that the solution is sufficiently regular in our computations, we assume that
loc (R) with α ∈ (0, 1) and α > 1 − 2s. We remark that, in view of (2.3) here and Lemma 4.4 in [CS14] , bounded solutions of (2.1) are automatically in C 2 (R n ), with bounded second derivatives. The prototype for such bistable nonlinearity is, of course, the case in which f (t) = t − t 3 . Also, to describe the energy framework of nonlocal phase transitions, given s ∈ (0, 1), v : R n → R and ω ⊂ R n , we consider the functional
where
and
Definition 2.1. We say that u is a local minimizer if, for any R > 0 and any
Now we describe an extended problem and relate its local minimization to the one in Definition 2.1 (see [CS07] ). For this, we set a := 1 − 2s ∈ (−1, 1) and R n+1 + := R n × (0, +∞). Then, given any V : R n+1 + → R and Ω ⊂ R n+1 , we define
and Ω 0 := Ω ∩ {z = 0}. Here, we used the notation (x, z) ∈ R n × (0, +∞) to denote the variables of R n+1 + andc n,s > 0 is a normalization constant. Given R > 0, we also denote
In this setting, we have the following notation:
Definition 2.2. We say that U is an extended local minimizer if, for any R > 0 and any .
In this framework,c n,s is a positive normalization constant such that
see e.g. [Buc16] . Then we set
We remark that when v ∈ C ∞ 0 (R n ), the function E v can also be obtained by minimization of the associated Dirichlet energy, namely (2.5) inf
see Lemma 4.3.3 in [BV16] . Nevertheless, we want to consider here the more general framework in which v is bounded, but not necessarily decaying at infinity, and this will produce a number of difficulties, also due to the lack of "good" functional settings. We also remark that the setting in (2.5) and the normalization constantc n,s are compatible with the choice of the constant in (1.2), since, for
see e.g. formula (4.3.15) in [BV16] . Since these normalization constants will not play any role in the following computations, with a slight abuse of notation, for the sake of simplicity, we just omit them in the sequel.
In our setting, for functions v with no decay at infinity, formula (2.6) does not make sense, since both the terms could diverge. Nevertheless, we will be able to overcome this difficulty by an energy renormalization procedure, based on the formal substraction of the infinite energy. The rigorous details of this procedure are discussed in the following 1 result:
Proof. For concreteness, we suppose that the support of ϕ lies in B 1 . We take τ ∈ C ∞ 0 (B 2 , [0, 1]), with τ = 1 in B 1 , and we let
We also set w k := v − v k . In this way, w k is bounded, uniformly Lipschitz and vanishes in B k . In particular,
Furthermore, we have that
This, (2.8) and the Dominated Convergence Theorem give that
and therefore
(2.10)
On the other hand, recalling (2.4),
This implies that
Hence, for any x ∈ R n \ B 2 ,
We also notice that
(2.13)
; as a consequence of these observations, setting (2.14)
where ∂ ν denotes the external normal derivative to the boundary of B + R . Accordingly,
Similarly,
we thus obtain that
(2.16) Moreover, from (2.6), we know that
Putting together this with (2.9), (2.10) and (2.16), we conclude that
Therefore, to complete the proof of the desired claim, it remains to show that
To this end, we take θ ∈ C ∞ 0 (B 1 , [0, 1]) with θ = 1 in B 1/2 and we set θ R (x, z) := θ x R , z R and Φ R := E ϕ θ R . We observe that
n+2s 2 dy and therefore, if |x| 2,
Similarly, if |x| 2 and z 1,
up to renaming C. Also, if |x| 2 and z ∈ (0, 2),
In view of these estimates, we have that
since 2n + 2s − 1 > n + 1. Similarly, recalling (2.11), (2.12) and (2.13),
and therefore (2.19)
In addition,
Therefore, in light of (2.18) and (2.19),
Consequently, we find that
(2.20)
Now we claim that
To check this, we recall the notation in (2.14) and observe that
Also, as in (2.15), we have that
Hence, fixing k and recalling the notation in (2.7), we derive from (2.22) that
, we can take the limit as k → +∞ and use the Dominated Convergence Theorem, to obtain that
for some c > 0, see e.g. page 636 in [BPSV14] for such bilinear form.
Notice now that
We plug this information into (2.23) and we obtain (2.21), as desired. Now, we insert (2.21) into (2.20) and we conclude that
Hence, to prove (2.17), it remains to show that
For this, we fix Ψ ∈ C ∞ 0 (B R ) with Ψ(x, 0) = ϕ(x) and we use again (2.21) to see that and the fact that Ψ * (x, 0) = E ϕ (x, 0), we see that
Therefore, recalling (2.11) and (2.12), we conclude that
From this and (2.25) we thus obtain that
Since this is valid for any Ψ ∈ C ∞ 0 (B R ) with Ψ(x, 0) = ϕ(x), we conclude that
By taking the limit as R → +∞, we obtain (2.24), as desired, and so we have completed the proof of Proposition 2.3.
In view of Proposition 2.3, we can now relate the original and the extended energy functionals, according to the following result:
Corollary 2.4. Let n 2 and s ∈ (0, 1). For any v ∈ W 2,∞ (R n ) it holds that (2.26) inf Proof. We observe that E v is an extended local minimizer according to Definition 2.2 if and only if the first term in (2.26) is nonnegative; on the other hand, v is a local minimizer according to Definition 2.1 if and only if the last term in (2.26) is nonnegative; since the two terms in (2.26) are equal, the desired result is established.
In view of Proposition 2.5 (see also Lemma 6.1 in [CS15] ), it is natural to say that u is a stable solution of (2.1) if the second derivative of the associated energy functional is nonnegative, according to the following setting: Definition 2.6. Let u be a solution of (2.1) in R n . We say that u is stable if
Variational classification of 1D solutions
The goal of this section is to establish the following result:
Lemma 3.1. Let s ∈ (0, 1) and v ∈ C 2 (R, [−1, 1]) be a stable solution of (−∆)
Proof. The monotonicity of v implies that the following limits exist:
We also consider the sequence of functions v k (t) := v(t + k). By the Theorem of Ascoli, up to a subsequence we know that v k converges to ℓ in C 2 loc (R), and so, passing the equation to the limit, we conclude that f (ℓ) = 0. Similarly, one sees that f (ℓ) = 0. As a consequence, (3.1) ℓ, ℓ ∈ {−1, 0, 1}. Now, we claim that (3.2) v is not identically zero.
The proof is by contradiction: if v is identically zero, we take ψ ∈ C ∞ 0 (R 2 ) and, for ε > 0, we let ψ ε (x, z) := ψ(εx, εz). The stability inequality for ψ ε gives that
for some C 1 , C 2 > 0. From this, one obtains that
This is a contradiction, since f ′ (0) > 0 and thus (3.2) is proved. To complete the proof of Lemma 3.1, we now distinguish two cases, either v is constant or not. If v is constant, then it is either identically −1 or identically 1, due to (3.2), and this implies the desired result.
So, we can now focus on the case in which v is not constant. Then, ℓ < ℓ. So, from (3.1), we have that v is a transition layer connecting:
(1) either −1 to 0, (2) or 0 to 1, (3) or −1 to 1. In view of Theorem 2.2(i) in [CS14] , the first two cases cannot occur and therefore
Since the proof of this fact relies on the theory of layer solutions, we provide the details of the argument that we used. We argue for a contradiction and we suppose that either lim By maximum principle, we know thatv > 0. Then, if we set eitherṽ(t) := 2v(t) + 1 (if the case in (3.4) holds true) orṽ(t) := 2v(t) − 1 (if (3.5) holds true), we have that the derivative ofṽ is strictly positive and (3.6) lim
This and (3.6) give that we are in the setting of Theorem 2.2(i) in [CS14] . In particular, from formula (2.8) in [CS14] we know that
This is in contradiction with (2.2) and so it proves (3.3). Hence, necessarily v is a transition layer connecting −1 to 1 and so it is minimal due to the sliding method (see e.g. the proof of Lemma 9.1 in [VSS06] ).
Classification of the profiles at infinity
In this section, we consider the two profiles of a given solution at infinity. Namely, if s ∈ (0, 1) and
In this setting, we have:
Lemma 4.1. Assume that n = 3. Then, both u and u are 1D and local minimizers.
Proof. By passing the equation to the limit, we have that (4.1) both u and u are stable solutions in R n−1 = R 2 .
The proof of (4.1) is based on a general argument (see e.g. [FSV08] ), given in details here for the sake of completeness. Let ξ ∈ C ∞ 0 (R n ) and η ∈ C ∞ 0 ((−1, 1)), with η(0) = 1. Given ε > 0, we
, therefore by the stability of u and the translation invariance we have that 0 lim
Hence, taking the limit as ε → 0,
and so u is stable in R n−1 . This proves (4.1) for u (the case of u is similar). As a consequence of (4.1) and of the classification results in the plane (see in particular Theorem 2.12 in [CS15] , or [SV09] ), we conclude that u and u are 1D and monotone. Then, the local minimality is a consequence of Lemma 3.1.
Local minimization by range constraint
In this section, we point out that perturbations which do not pointwise exceed the limit profiles necessarily increase the energy. For the classical case, this property has been exploited in Theorem 4.5 of [AAC01] , Theorem 10.4 of [DG02] and Lemma 2.2 of [FV11] . In the framework of this paper, the result that we need is the following:
Lemma 5.1. Let s ∈ (0, 1) and u ∈ C 2 (R n , [−1, 1]) be a solution of (−∆)
Let also R > 0 and Φ ∈ C ∞ 0 (B R ) and suppose that
Proof. The argument is by contradiction. We suppose that there exist R > 0 and a perturbation Φ ∈ C ∞ 0 (B R ) with
Therefore, there exists a perturbation
As a consequence, by taking energy perturbations, we see that (−∆)
). Now we claim that strict inequalities hold in (5.1), namely
To check this, suppose by contradiction, for instance, that there exists
This gives that ζ must vanish identically, and thus that w o is identically equal to u. Then, takingx ∈ R n \ B R , we have that
This is a contradiction, and therefore (5.3) is established. From (5.3), it follows that max
Now, we let w k (x) := u(x + ke n ). We claim that there existsk ∈ N such that (5.4) wk(x) > w o (x) for any x ∈ R n .
To prove this, we argue by contradiction and suppose that for any k ∈ N there exists
). Accordingly, up to a subsequence, we may suppose that x k →x, for somex ∈ B R as k → +∞. Consequently,
But this inequality is in contradiction with (5.3) and thus we have proved (5.4). Now, starting from (5.4), we can reduce k till a touching between w k and w o occurs. That is, we define
Once again, suppose not. Then, the function v := w k⋆ − w o would satisfy v 0 in R n , with v(x) = 0, for somex ∈ B R . As a consequence,
which implies that v vanishes identically. In particular, fixing x ⋆ outside B R , we would have that
This contradiction completes the proof of (5.5). Now, in view of (5.5), we obtain that, for any x ∈ R n ,
Similarly, one can prove that w o (x) u(x). Therefore, w o and u must coincide and so F B R (w o ) = F B R (u). But this fact is in contradiction with (5.2) and so we have completed the proof of Lemma 5.1.
Local minimization properties inherited from those of the profiles at infinity
In this section, we show that if the profiles at infinity are local minimizers, then so is the original solution. In the classical case of the Laplacian, this property was discussed, for instance, in Proposition 2.3 of [FV11] . In our setting, the result that we need is the following (and it uses the pivotal definition of extended local minimizer in Definition 2.2):
and suppose that u and u are local minimizers (in R n−1 ). Then, E u is an extended local minimizer (in R n+1 + ) and u is a local minimizer (in R n ).
Proof. Our goal is to show that E u is an extended local minimizer in the sense of Definition 2.2 (from this, we also obtain that u is a local minimizer, thanks to Proposition 2.5). To this aim, fixed x n ∈ R, we use the following "slicing notation" for a domain Ω ⊂ R n+1 : we let
Also, the function u : R n−1 → R can be seen as a function on R n , by defining u ⋆ (x ′ , x n ) := u(x ′ ) and so we can consider its a-harmonic extension E u⋆ . Given R > 0 and Φ ∈ C ∞ 0 (B R ), with ϕ(x) := Φ(x, 0), we also define Φ xn (x ′ , z) := Φ(x ′ , x n , z) and ϕ xn (x ′ ) := ϕ(x ′ , x n ). Hence we have that
Also, since u is a local minimizer in R n−1 , we have that E u is an extended local minimizer in R n−1 × (0, +∞), thanks to Proposition 2.5, and therefore
By inserting this inequality into (6.1), we obtain that
Similarly, one can define u ⋆ (x ′ , x n ) := u(x ′ ) and conclude that (6.3) E u ⋆ is an extended local minimizer in R n+1 + . Now, given R > 0 and Ψ ∈ C ∞ 0 (B R ), with ψ(x) := Ψ(x, 0), we consider the perturbation E u + Ψ. We define
By (6.2), we have that
Similarly, by (6.3), we have that
In addition, from Lemma 5.1, (6.6) E B R (E u ) E B R (β).
Notice also that {E u + Ψ > E u⋆ } and {E u + Ψ < E u ⋆ } are subset of B R . Thus, using (6.4), (6.5) and (6.6), E B R (E u + Ψ) = E {Eu+Ψ>E u⋆ } (E u + Ψ) + E {Eu+Ψ<Eu ⋆ } (E u + Ψ) + E B R ∩{Eu ⋆ Eu+Ψ E u⋆ } (E u + Ψ) = E {Eu+Ψ>E u⋆ } (α) + E {Eu+Ψ<Eu ⋆ } (γ) + E B R ∩{Eu ⋆ Eu+Ψ E u⋆ } (β)
This shows that E u is an extended local minimizer, as desired.
7. Proof of Theorem 1.1
By Lemma 4.1, we know that both u and u are local minimizers. This and Lemma 6.1 imply that u is a local minimizer. Therefore, by Lemma 8.1 in [DSV16] , we have that u ε (x) := u(x/ε) approaches, as ε → 0, up to subsequences, a step function of the form χ E − χ E c , and the level sets of u ε approach ∂E locally uniformly. We claim that (7.1) E is a halfspace.
In a sense, this claim is a version of the Bernstein-type result in [FV17] , for which we provide a complete and independent proof, by arguing as follows. To prove (7.1), it is enough to show that (7.2) either E is contained in a halfspace, or it contains a halfspace, see e.g. Lemma 8.3 in [DSV16] , hence we focus on the proof of (7.2). To this end, we distinguish two cases, (7.3) either u = −1 and u = 1, or (7.4) at least one between u and u is non-constant.
In case (7.3), we can exploit Theorem 1.4 in [DSV16] and obtain in particular that (7.2) holds true, so we focus on case (7.4) and we suppose that u is non-constant (the case in which u is non-constant is similar). Then, setting u ε (x) := u(x/ε) we have that u ε approaches, as ε → 0, up to subsequences, a step function of the form χ E − χ E c . Since u is a non-constant 1D function, we have that E is a halfspace. In addition, a.e. x ∈ R n ,
and consequently E ⊆ E. This proves (7.2), and so (7.1). Hence, u is necessarily 1D, thanks to (7.1) and Theorem 1.2 in [DSV16] .
8. The case of two-dimensional profiles at infinity Assume that (possibly after a rotation) u and u depend on at most two Euclidean variables (not necessarily the same). Then u is a local minimizer. Moreover, if n 8, there exists s(n) ∈ 0, 1 2 such that if s ∈ s(n), 1 2 then u is 1D.
The proof of Theorem 8.1 shares the point of view taken in [FSV08] and [FV11] , and follows the same lines as that of Theorem 1.1, with the modifications listed here below:
• By following verbatim the proof of Lemma 4.1, and exploiting that u and u are stable twodimensional solutions, one obtains that they are local minimizers and 1D; • From this and Lemma 6.1, one deduces the first claim in Theorem 8.1;
• The second claim in Theorem 8.1 follows from the first claim and the argument in Section 7 (in this framework, for s large enough, one can exploit Theorem 1.6 of [DSV16] in place of Theorem 1.4 of [DSV16] ).
