Introduction.
Dedekind sums with characters were first introduced by Berndt. He basically considered a primitive character and defined some kinds of sums. Each sum arose in the transformation formulas of Eisenstein series with character, and Berndt obtained the reciprocity law for them by combining those transformation formulas (cf. [2, 3] ).
In [4] , for coprime positive integers k and h, and Dirichlet characters χ 1 mod k and χ 2 mod h, respectively, we defined Dedekind sum s n ((χ 1 , k), (χ 2 , h)) by and obtained the reciprocity law. The proof of the law was given by deforming Barnes's double zeta function with a character into single zeta functions (Dirichlet L-functions), where the sums appeared as the difference between them. When n = 1, our law is the following:
Theorem A. For χ 1 and χ 2 both non-trivial ,
This theorem is applied to the calculation of class numbers of imaginary quadratic fields such as giving another proof of the class number formulae of Lerch and Mordell (cf. [5] ).
When χ 2 is the trivial character χ 0 , our sums s 1 ((χ 0 , h), (χ 1 , k)) and s 1 ((χ 1 , k), (χ 0 , h)) almost correspond to Berndt's sums S 1 (h, k; χ 1 ) and S 2 (k, h; χ 1 ) defined in [3] , respectively, and Theorem A becomes essentially the same as one of the two reciprocity laws between S 1 and S 2 . Therefore we can say that our sums and the law are generalized cases of his sums S 1 and S 2 .
In this paper, following Berndt's method, first we show that our sums for n = 1 with non-principal primitive characters χ 1 and χ 2 also appear in the transformation formulas of Eisenstein series just as S 1 and S 2 did, and then give another proof of Theorem A by combining those transformation formulas. There we need two kinds of Eisenstein series with χ 1 and χ 2 : the series G 1 (z, s; χ 1 χ 2 ; r 1 , r 2 ) used by Berndt (see Section 2) and new Eisenstein series G(z, s; χ 1 , χ 2 ; r 1 , r 2 ) slightly modified from G 1 (Definition 3.1). Here we take χ 1 χ 2 instead of χ 1 in G 1 , and the transformation formula of G 1 is somewhat different from those of Berndt in [3] .
In Section 2, we explain notations and give some preliminary results that we will need to prove Theorem A in Section 3.
Notations and preliminary results.
We follow Berndt's notation. Set H = {z ∈ C | Im(z) > 0} and σ = Re(s). We write e(z) for e 
and the character analogue of the Lipschitz summation formula (
The Bernoulli polynomials B n (x) and the Bernoulli functions B n (x) are defined by 
Then Dedekind sums defined by Berndt and the reciprocity law are the following:
. Let χ be an even primitive character of modulus k, and c and d be coprime positive integers. Set
Theorem 2.2 also holds when χ is odd, since S i (d, c; χ) = 0 for i = 1, 2, and B 2,χ = 0 (cf. [1] ). To prove the above theorem, Berndt used the transformation formula of the following Eisenstein series.
. For a primitive character χ mod k, real numbers r 1 and r 2 , a complex number s with Re(s) > 2, and z in H , we define
where means that the pair (m, n) = (−r 1 , −r 2 ) is omitted if r 1 and r 2 are both integers.
Proof of the reciprocity law when
From now on, we assume that both χ 1 and χ 2 are primitive and non-trivial. First we introduce the new Eisenstein series defined below. Definition 3.1. Let r 1 and r 2 be arbitrary real numbers. For σ > 2 and z ∈ H , define
where has the same meaning as in (2.4). Also for z ∈ H and s ∈ C, set
We note that Berndt also defined G, A, and H in [3, p. 302] . He assumed that both χ 1 and χ 2 are primitive characters mod k.
For σ > 0 and a real, let
which is analytically continued to an entire function of s, and let
Then the following proposition holds.
Proof. The proof goes as in [2, pp. 12, 13]. We put
where means that n = −r 2 is omitted if r 2 is an integer.
Firstly,
Next, by replacing n by −n, m by −m, and using (2.2),
Lastly, by using (2.2),
Combining these three, (3.2) is obtained. 
where we choose the branch of u s with 0 < arg u < 2π, and C is a loop beginning at +∞, proceeding in H , encircling the origin in the positive direction, and then returning to +∞ in the lower half-plane.
When s = −N , where N is a non-negative integer, a simple application of Cauchy's residue theorem yields
Then we have the transformation formulas for H, or equivalently for G. 
j, µ, ν, h, k) .
Here V z = Proof. The proof is along the same lines as that of Theorem 2 in [2] . For z ∈ H and σ > 2, 
Now we use the following lemma. We go back to the proof of the theorem. From the above lemma,
Replacing m by −m and n by −n and separating the terms with m = R 1 , we obtain
where
In the double sum, Re
Replacing j + 1 by j, and putting m = mh
where in the next-to-last equality we replaced k − 1 − ν by ν. Combining (3.5)-(3.7), and using (3.2), we obtain (3.4). 
(ii) Suppose that c ≡ 0 (mod k) and d ≡ 0 (mod h). Then for z ∈ Q and s ∈ C,
Here V z and the convention for a character χ is as in Theorem 3.4.
Proof. The proof goes as that of Theorem 3.4. where we used B 1,χ 2 = −χ 2 (−1)B 1,χ 2 . By subtracting (3.14) from (3.15), combining with (3.16), and dividing both sides by 2πiχ 1 (−h)χ 2 (−k), we obtain (1.2).
