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We generally  take our ability  to use  language  to express ourselves and  to understand 
others for granted. On a day to day basis we produce and perceive hundreds of words 
and  combine  them  into meaningful  sentences,  both  in  spoken  and written  language. 
Usually, we understand what another person is saying or writing without any difficulty. 
Sometimes,  however,  this  effortless  understanding  is  interrupted  and  we might  ask 






The  traditional  approach  in  language  research  has  been  to  study  language 
comprehension  as  if  it were  an  encapsulated  process.  Language  comprehension was 
predominantly  seen  as  an  automatic  process,  not  influenced  by  other  cognitive 
processes  such  as emotion, memory,  and  control  (e.g.,  Fodor,  1983). However, more 
and  more  an  interactive  approach  is  taken,  which  assumes  that  various  cognitive 
processes  can  influence each other. Hence,  it  is acknowledged  that  it  is  important  to 
study the  interaction between  (at the  first glance) unrelated cognitive processes to be 
able to understand behaviour. This change in perspective is also evident in the research 




of  cognitive  control  called monitoring  is  investigated. Monitoring  is  a  process which 
evaluates  the  demands  for  control  and,  by  eliciting  changes  in  control  accordingly, 
assures  the  quality  of  our  behaviour. A  question,  however,  is  how  the  brain  ‘knows’ 
when adjustments in control are needed? In the action literature, where the process of 
monitoring has been  studied quite extensively,  it has been proposed  that one of  the 
ways  to  assess whether  adjustments  in  control  are  needed  is  by monitoring  for  the 






conflict  is detected, compensatory adjustments  in control are  triggered  to  resolve  the 
problem (e.g., Botvinick, Braver, Barch, Carter, & Cohen, 2001).  
In  language  comprehension,  a  similar  conflict  monitoring  mechanism  has  been 




that  is,  a  so  called  ‘representational  conflict’  –  can  bring  the  language  system  into  a 
state  of  indecision,  and  can  trigger  reprocessing  of  the  input  to  check  for  possible 
processing errors. For  instance,  imagine that you are reading a text and you encounter 
the  sentence:  ‘The man bit  the dog’. Probably you will  stop  reading and ask yourself: 
‘Did  I  read  that  correctly?’. This  is because  the  semantic  content of  the words  in  the 
sentence (man‐bite‐dog)  leads us to expect that the dog  is biting the man, and not the 
other way around. Therefore the interpretation that arises from this expectation that is 
based  on  so  called  ‘world  knowledge’  (i.e.,  the  dog  bit  the man),  conflicts with  the 
interpretation  that  arises  from  the  sentence  parse  (i.e.,  the  man  bit  the  dog).  In 
language  perception,  such  a  conflict  could  stem  from  two  sources.  Either  the 
unexpected element  (i.e., the man bit the dog)  indeed occurred, or a processing error 
was made. Therefore, reprocessing of the input is needed, to clarify whether the initial 
reading was correct. The monitoring  theory of  language perception proposes  that  this 
monitoring process, in which a conflict between an expected and an observed linguistic 
element  triggers  reprocessing  of  the  input,  elicits  a  P600  effect  in  the 
electroencephalogram (EEG: see Box 1). 
  The monitoring  theory  of  language  perception  plays  a  central  role  in  the  present 
thesis,  in which we  further  investigated monitoring  in visual  language perception  (i.e., 
written, not spoken, text). Note that,  in the studies described  in the present thesis, we 
did not  investigate true perceptual errors (i.e., misreadings,  like reading  ‘sun’ as  ‘son’), 
since  it would  be  difficult  to  determine when  people make  such  errors.  Instead, we 
simulated such errors  in  language perception, by embedding various types of errors  in 
our materials. We assume that both – that  is, actual misreadings and the errors  in our 
materials – result  in a similar conflict between an expected and an observed  linguistic 





and  investigated how the  language system deals with them.  In the  literature review  in 
Chapter  2 we  provide  a  thorough  background  of  the monitoring  theory  of  language 
perception.  Different models  that  have  been  proposed  for monitoring  in  the  action 
domain  and  monitoring  in  language  production  will  be  discussed,  and  they  will  be 
related  to  the  monitoring  theory  of  language  perception.  Furthermore,  the  event‐
related potential  (ERP:  see Box  1)  studies  that  led  to  the proposal of  the monitoring 
theory of language perception will be described, followed by a discussion of the various 
ERP studies that were subsequently conducted to test the account. The overall picture 
that arises  from  this  literature  review  is not  that, as was generally  thought,  the P600 
effect  is  driven  by  syntactic  processes  as  such.  Instead,  and  in  agreement  with  the 
monitoring  theory  of  language  perception,  strong  expectancy  violations  at  different 




In  the  following  section  I will  introduce  the main  issues  that were  addressed  by  the 
experimental  studies  conducted  for  the  present  thesis.  First,  in  two  different  ERP 
studies, we  tested whether  the  strength of  the  conflict between  an expected and an 
observed  linguistic element could  influence  the monitoring process  (Chapter 3 and 4). 
Second, using functional magnetic resonance imaging (fMRI: see Box 2) we investigated 
the brain mechanism that is involved in monitoring for conflicts, with a specific focus on 
Broca’s  area  (Chapter  4  and  5).  Third,  using  both  ERP  and  fMRI measurements, we 
investigated  the possibility  that, next  to  conflicts between an expected and observed 




The  previous  ERP  studies  that  had  been  conducted  to  test  the monitoring  theory  of 
language  perception,  always  investigated  a  situation  in which  a  conflict  between  an 
expected  and  an  observed  linguistic  element  was  present,  and  compared  it  to  a 







Event‐related  potentials  (ERPs)  are  electrophysiological  brain  responses  to  events  in  the 
environment.  ERPs  are  extracted  from  the  electroencephalogram  (EEG),  which  is  the  electrical 
activity from the brain that can be measured by placing electrodes on the scalp. The raw EEG consists 
of  activity  from hundreds of different brain processes, which makes  it difficult  to  identify  a brain 
response  to a specific event  (e.g., a cognitive,  sensory, or motor event). However,  it  is possible  to 
extract  these specific responses associated with certain events,  that  is ERPs,  from  the raw EEG. To 
extract the ERPs, small segments that are time‐locked to the event of interest are cut from the EEG. 





  The  result  of  this  averaging  procedure,  which  is  done  for  each  participant  separately,  is  an 
averaged ERP signal consisting of a sequence of positive and negative voltage peaks, so called ERP 
components. A common way to label these components is to refer to their polarity (‘P’ for positive, 
‘N’  for negative) and  latency  (in msec) or ordinal position  in  the waveform. For  instance,  the  first 
positive  peak  in  the waveform  that  is  generally  elicited  around  100 msec  after  presentation  of  a 
visual stimulus, is labeled the P100 (to indicate its latency) or P1 (to indicate its ordinal position). Two 
other  characteristics  that  can be used  to  label ERP  components are  their distributional properties 
across the scalp (e.g., ELAN: Early Left Anterior Negativity) and their sensitivity to certain aspects of a 
task (e.g., ERN: Error Related Negativity).  
  One  language‐relevant  ERP  component  that  is  of  specific  interest  to  the  present  thesis  is  the 
P600. The P600  is a positive‐going component  that generally starts around 500 msec and  typically 
extends  up  to  at  least  800 msec  after  critical word  onset.  It  usually has  a  central‐posterior  scalp 
distribution, and was  thought  to  reflect  syntactic processing  since various  syntactic anomalies and 
syntactically  complex  and  ambiguous  sentences  elicit  a more  positive  P600  amplitude  –  but  see 






The ERP  technique  is a very valuable  research  tool. Although  it has  limited 
spatial  resolution  (i.e.,  the  possibility  to  identify where  in  the  brain  cognitive 
processes originated),  it has an excellent temporal resolution. ERPs can provide 










it  can  be  new  and  important  information  that  should  be  integrated  to  advance  our 
learning. This  suggests  that not every  conflict between  an expected  and  an observed 
element has  to  result  in  reprocessing.  If  this were  the case,  the  system would not be 
efficient,  since  we  would  be  constantly  questioning  ourselves  (‘Did  I  read  that 
correctly?’).  Therefore,  it  was  hypothesized  that  a  conflict  between  competing 
representations  should  be  sufficiently  strong  –  that  is,  pass  a  certain  threshold  –  to 
trigger reprocessing of the input. If this hypothesis is correct, then this might affect the 
ERP pattern: not every conflict should have to elicit a (similar) P600 effect.  
To  investigate  this possibility of a  ‘gradation  in  the  seriousness’ of  the  conflict, we 
conducted two ERP studies in which we manipulated conflict strength. In the first study, 
reported in Chapter 3, we kept the expectation for a certain linguistic element the same, 
but we varied  the degree  to which  the observed element violated  the expectancy. To 
this end, participants saw sentences in which a category exemplar was highly expected, 
but the critical word that was actually encountered could vary in plausibility. The critical 
word  could  either  be  plausible,  and  thus  in  line with  the  expectation,  or  it  could  be 
mildly or deeply  implausible. The  following  sentence  is an example  (the critical words 
are  underlined,  and  participants  either  saw  the  plausible/mildly  implausible/deeply 
implausible critical word): 




We  predicted  that,  only  in  the  case  of  the  deeply  implausible  condition  the  conflict 
between the expected and the encountered linguistic element would be strong enough 
to  trigger  reprocessing  and  elicit  a  P600  effect.  In  the  case  of  the mildly  implausible 
condition, the conflict should not pass the threshold, and participants might attempt to 











manipulated  conflict  strength  (Chapter  4),  the  expectancy  based  on  the  sentence 
context was  varied while  the  violation  that  occurred  in  the  sentences was  kept  the 
same. To this end, spelling errors, specifically pseudohomophones (i.e., orthographically 








triggered,  since  in  these  sentences a certain word  is expected based on  the  sentence 
context and the encountered word is incorrectly spelled. The conflict for spelling errors 
in weakly  constraining  sentences  should be weaker:  although  the word  is misspelled, 
there is no expectation for a certain word based on the sentence context. In addition to 








spelling errors  in  the weakly predictive sentences.  In addition, we predicted  this P600 
effect  to be  similar  to  the P600 effect elicited by  syntactic agreement  violations. The 
results of this study indicated that both spelling errors in strongly and weakly predictive 





‘veren,  feathers’), which was  similar  to  the P600 effect  found  to  syntactic agreement 
violations. In line with the conflict strength manipulation, the P600 effect was larger for 
the misspellings in the strongly predictive sentences. The fact that the spelling errors in 








As  discussed  in  the  previous  paragraph,  conflict  monitoring  is  one  of  the  ways  to 
determine whether adjustments  in control are needed. In the action domain, generally 
two  brain  regions  are  thought  to  play  an  important  role  in  this monitoring  process, 
namely the anterior cingulate cortex (ACC) and the prefrontal cortex (PFC). On the one 
hand,  the  ACC  is  thought  to  be  important  for  the  detection  of  a  conflict  between 
competing responses (e.g., Botvinick et al., 2001; Yeung, Botvinick, & Cohen, 2004). On 












processing.  For  instance,  various  studies  have  investigated  syntactically  ambiguous 








to  study  representational  conflict,  is  the  Stroop  task  (Stroop,  1935).  In  this  task, 
participants  have  to  name  the  ink  colour  of  a word  and  ignore  the meaning  of  the 
printed word which also denotes a colour. In the incongruent trials, the ink colour to be 
named conflicts with  the meaning of  the printed word  (e.g.,  red printed  in green  ink). 
These  incongruent  trials  show  increased  lIFG  activation,  and  it  is  proposed  that,  to 
overcome  the  prepotent  response  (i.e.,  reading  the  word)  the  lIFG  implements 
adjustments in control to bias attention towards the task‐relevant information (i.e., the 
ink  color)  (e.g.,  see Milham,  Banich,  &  Barad,  2003;  Nee, Wager,  &  Jonides,  2007; 








Functional Magnetic Resonance  Imaging (fMRI)  is a special MRI technique used to  localize cognitive 
processes  in  the brain, by measuring  changes  in blood  flow. When  the neurons  in a  certain brain 
region  increase  their activation,  this  is accompanied by an  increased oxygen consumption  in  these 
neurons.  Subsequently,  the  increased oxygen  consumption  causes  an  increased blood  flow  to  the 
activated brain region. In this process, the fMRI measurement focuses on the magnetic properties of 
hemoglobin, a protein  in  the  red blood cells which carries oxygen  in  the blood stream. Due  to  the 
increased  blood  flow  in  the  neighborhood  of  active  neurons,  the  proportion  of  oxygen‐rich 
hemoglobin  increases  as well,  causing  changes  in  the magnetic properties of  the blood which  are 
reflected  in  the  fMRI  signal. Hence, by measuring  this Blood‐Oxygenation‐Level Dependent  (BOLD) 
signal, the neural activity that is generated by mental processes is indirectly measured. 
In  contrast  to  ERP measurements  (see  Box  1),  fMRI  has  a 
very  good  spatial  resolution  (typically  up  to  2‐3 mm),  and  is 








the Stroop  task  is proposed  to occur. To  recover  from ambiguous  sentences,  the  lIFG 
needs to bias attention towards the relevant encountered parse of the sentence, which 
conflicts with the preferred sentence parse. In support of this general conflict resolution 
mechanism  in  lIFG,  January, Trueswell, and Thompson‐Schill  (2009) showed within the 
same  participants  that  representational  conflicts  elicited  by  the  Stroop  task  and 
syntactically ambiguous sentences elicited similar lIFG activation. 
  In the fMRI experiment in Chapter 4 we investigated the account of a general conflict 
resolution mechanism  in  lIFG with  respect  to errors  in visual  language perception. As 
discussed previously,  the monitoring  theory of  language perception also assumes  that 
errors  in  language  perception  consist  of  a  representational  conflict  between  an 
expected and an observed linguistic element. Hence, the question was whether various 
types  of  language  errors  would  also  elicit  similar  lIFG  activation,  and  support  the 





influences  the  fMRI  activations.  The main  finding  of  this  fMRI  study  was  that  both 
syntactic agreement violations and spelling errors elicited stronger activation in the lIFG 
compared  to  their correct controls.  In short,  this  result was  taken as  further evidence 
that  the  lIFG  is  involved  in general conflict  resolution, and not  syntactic processing as 








while  lying  in  an  fMRI  scanner,  participants  read  sentences  that  contained  syntactic 
agreement  violations  (see  example  (4))  and  sentences  that  contained  plausibility 






which  elicit  a  representational  conflict. We  hypothesized  that  the  proposal  of  lIFG 
involvement  in  implementing  cognitive  control  to  resolve  representational  conflicts  in 
general would be strengthened, if activation within the same lIFG region would be found 
for the conflicts elicited by the Stroop task and syntactic and plausibility violations. The 
results  indicated  that  this  was  the  case:  both  syntactic  agreement  violations  and 
violations of plausibility  increased activation  in the  lIFG region that was selected based 
on the Stroop task. Hence, these findings further extended the proposal by Novick et al. 
(2005)  that  cognitive  control mechanisms  in  the  lIFG  are  recruited  to  resolve  various 
types  of  representational  conflict.  Next  to  conflicts  elicited  by  syntactic  ambiguities, 





adjustments  in  control  can  be  signalled,  namely  the  presence  of  a  strong  conflict 
between an expected and an observed  linguistic element. However, other  cognitively 
demanding  inputs might also  interrupt comprehension, and signal the need for control 
adjustments  (e.g.,  Botvinick  et  al.,  2001;  Duncan &  Owen,  2000).  In  visual  language 





















the  visual  degradation  condition  would  show  similar  lIFG  activation  as  the  other 
conditions, this could  indicate that a biasing of attention by  lIFG  is needed not only to 
resolve  representational  conflicts,  but  also  to  compensate  for  a  lack  of  bottom‐up 
information. The results showed that both the representational conflict conditions (i.e., 
syntactic  agreement  violations,  and  plausibility  violations)  and  the  visual  degradation 
condition elicited increased activation in the lIFG region that was selected based on the 
Stroop task. Therefore, we concluded that the involvement of the lIFG may be extended 
beyond adjusting control  in  situations of  representational conflicts  (e.g., Novick et al., 
2005)  to situations  in which control adjustments are  triggered by a  lack of bottom‐up 
information. 
  In Chapter  6 we  compared within  the  same participants  the  ERP  response  to  two 
types of representational conflicts  (i.e., syntactic agreement violations, and plausibility 
violations) with  the  ERP  response  to  visual  degradation.  As  indicated  previously,  the 
monitoring theory of language perception assumes that, in the case of representational 
conflicts,  attention  is  biased  towards  the  unexpected  observed  representation  and 
therefore leads to reprocessing of the input to check for possible processing errors. This 
monitoring response has consistently been found to elicit a P600 effect. Therefore, our 
question  was  whether  this  P600  effect  would  generalize  to  the  situation  of  visual 
degradation, in which control adjustments are also assumed to compensate for the lack 
of  bottom‐up  information.  The  main  finding  of  this  chapter  was  that  both  the 
representational conflict conditions and  the visual degradation condition elicited  long‐
lasting  positivities  in  the  EEG,  though  with  some  variations  in  their  timing  and 
distribution  across  the  scalp.  Based  on  these  results,  we  proposed  that  a  general 
monitoring  process  which  evaluates  the  demands  for  control  could  underlie  these 
positivities.  However,  the  type  and  complexity  of  the  information  that  interrupts 











In  the  following  chapters  I  will  elaborate  on  the  review  of  the  literature  on  the 
monitoring  theory  of  language  perception  (Chapter  2)  and  the  ERP  and  fMRI  studies 
conducted  for  the present  thesis  (Chapter 3  to 6), which were briefly discussed  in  the 
previous sections. These chapters have been published or submitted as journal articles, 
and can therefore be read as independent chapters. As a consequence, however, some 
overlap  can  exists  between  the  introduction,  methods,  and  discussion  sections  of 
different  chapters.  In  Chapter  7,  which  has  not  been  published  or  submitted  as  an 











































on  errors  made  during  language  production.  However,  in  language  perception,  for 
example while reading or  listening, errors occur as well and people are able  to detect 
them. A hypothesis  that was developed  to account  for  these errors  is  the monitoring 
hypothesis  for  language  perception.  According  to  this  account,  when  a  strong 
expectation conflicts with what  is actually observed, a  reanalysis  is  triggered  to check 










a  street  in  England,  where  they  drive  on  the  opposite  side  of  the  road,  may 
automatically but erroneously  look  left  first. However, with more experience  (e.g., an 
oncoming car honking) he will  learn to control this automatic response and  implement 
the correct behavior for the traffic system in England (i.e., look right first). Just as errors 
are  important  in  daily  life,  they  have  an  important  regulating  effect  on  cognitive 
processes. The process of executive control through which the quality of our behavior is 
assured  is  called  ‘monitoring’.  Monitoring  entails  the  detection  of  errors  and  the 
triggering of corrective actions when there is a mismatch between competing responses 
or representations. 
  In this review, the  focus will be on monitoring  in  language perception. We will  first 
describe different models  that have been proposed  for monitoring as  such and  relate 
them to the monitoring hypothesis that we propose for  language perception. Then we 
will  go  into  the  studies  that  led  to  the  proposal  of  this  hypothesis,  and  describe  the 






the  action  domain,  it  has  been  proposed  that  ongoing  actions  and  outcomes  are 
monitored  and evaluated with  respect  to  internal  goals. When  an error  is made  in  a 
choice  reaction  time  task,  like  the  Eriksen  flanker  task  (Eriksen &  Eriksen,  1974),  the 
Error Related Negativity (ERN) component is elicited in the electroencephalogram (EEG) 
around 100 msec after the erroneous response. The ERN is commonly thought to reflect 
a monitoring  process  that, when  a mismatch  is  detected  between  the  executed  and 
correct  response, signals  that an error was made. To date,  it  is debated what actually 
triggers  this monitoring process and which aspect of action monitoring  is  reflected by 
the ERN  (for a  review,  see Yeung et al., 2004). Two  views  that are  important  for  the 
present review are the mismatch theory (e.g., Coles, Scheffers, & Holroyd, 2001) and the 












transmitted  to  the  anterior  cingulate  cortex  (ACC).  The  ACC  uses  the  reinforcement‐
learning signal to recognize the appropriate motor controller and optimize performance 
accordingly.  In  contrast  to  the  mismatch  theory,  in  the  conflict  monitoring  theory, 
monitoring  is  not  seen  as  a  comparison  process,  but  involves  the  detection  of 
coactivated  incompatible  responses.  After  an  error  has  been  made,  processing 




sign  for  error  detection  but  does  not  reflect  the  error‐detection  process  as  such 
(Botvinick et al., 2001).  
In  the  language  domain,  it  is  generally  accepted  that  monitoring  takes  place  in 
production. Monitoring  in  production  becomes  apparent when we  overtly  repair  our 
speech. Take for example the following overt self‐repair reported by Levelt (1983): 
(1) Go from left again to, uh..., from pink again to blue.  
This  example  shows  that  we  can  detect  when  our  utterances  deviate  from  our 
intentions, and are able to correct them. According to Levelt’s (1983, 1989) perceptual 
loop theory of self‐monitoring, speakers continuously compare their intentions with the 












are activated  together, an uncommitted mother node  is primed  that  represents  initial 
constant  clusters  and  is weakly  connected  to  the  s  and  r  nodes. Due  to  these weak 
connections  with  the  daughter  nodes  the  uncommitted  node  cannot  be  inhibited. 
Inhibition occurs after a node has been activated, and is needed to prevent the node to 
become  activated  again.  In  the  case  of  inhibition  failure,  activation  is  prolonged, 
inducing awareness  leading to error detection. Often, however, a phonological speech 




hierarchy,  as no  noun  phrase  (NP) node  corresponding  to  cool  tarts will be  available 
(MacKay, 1992). As in the action monitoring literature, these two models of monitoring 





be  automatic when,  due  to  failed  inhibition,  prolonged  activation  of  a  node  leads  to 
awareness. 
  So  far, monitoring  in the  language domain has been exclusively studied  in  language 
production. However,  in  language  perception,  errors  are made  as well.  For  example, 
during a conversation we sometimes misunderstand the speaker, and experience ‘slips 




normal  adult  readers  make  various  ‘slips  of  the  eye’  (e.g.,  omissions/insertions  of 
words/letters,  parsing  errors,  homonym  errors).  These  reading  errors  can  occur  at 
various  levels,  like  the  syntactic  (reading  ‘posts’  as  a  noun  instead  of  a  verb), 
phonological (reading ‘sun’ as ‘son’), and semantic level (reading ‘Armenians’ instead of 







are  unknown.  Therefore,  a  comparison  between  intentions  and  actual  events,  as  is 
assumed  in  the mismatch  theory  (Coles  et  al.,  2001)  and  the  perceptual  loop  theory 
(Levelt,  1983,  1989),  is  not  possible.  However,  a  listener  can  be  assumed  to  have 
expectations about what the speaker or writer could intend. Therefore, we propose that 
a  strong  conflict  between  expected  and  perceived  representations  can  trigger  a 
reanalysis of the input to check for processing errors, reflected by the P600 component 
in the EEG. Therefore, as the conflict monitoring theory proposes for action monitoring 
(Botvinick  et  al.,  2001),  we  hypothesize  that  the  conflict  between  the  different 
representations constitutes the  internal signal to detect errors of  language perception. 
The  conflict  functions  as  a  bottom‐up  signal,  for  which  no  comparison  process  is 




The  first proposal of  conflict monitoring  in  language perception  arose when different 




electrode  sites with  a  right  hemisphere  preponderance  (Kutas &  Van  Petten,  1994). 
Kutas and Hillyard (1980c) discovered that the N400 was more negative  in response to 
semantically incongruous words compared to congruous ones. Furthermore, a semantic 
violation was  not  necessary;  the  N400 was  also  found  to  be more  negative  to  less 
expected  plausible  sentence  endings  compared  to  expected  ones.  In  addition,  an 
unexpected word that was semantically related to the expected word elicited a smaller 
N400  than  unrelated  unexpected  words  (Kutas  &  Hillyard,  1984).  This  amplitude 
difference  between  congruous/expected  and  incongruous/unexpected  words  is  
referred to as the N400 effect. One account of the N400 component is that its amplitude 
reflects  how  easily  a word  can  be  integrated  into  the  current  context  (e.g.,  Chwilla, 






ease with which a word can be accessed  from  long‐term memory  (e.g., Federmeier & 
Kutas, 1999; Kutas & Federmeier, 2000; Lau, Phillips, & Poeppel, 2008). 




P600  amplitude  has  been  reported  to  various  syntactic  anomalies  (e.g.,  Friederici, 
Pfeifer, & Hahne, 1993; Hagoort, Brown, & Groothusen, 1993; Münte, Heinze, Matzke, 
Wieringa,  &  Johannes,  1998),  complex  sentences  (Kaan,  Harris,  Gibson,  &  Holcomb, 
2000), and  locally ambiguous  sentences  (Osterhout & Holcomb, 1992). Therefore,  the 
P600 has been thought to reflect syntactic reanalysis or repair processes. The amplitude 
difference  between  ungrammatical  or  more  complex/ambiguous  sentences  and 
grammatical or unambiguous sentences has been referred to as the P600 effect.  
















Surprisingly,  though  all  studies  contained  syntactically  unambiguous  sentences  with 





effect.  To  preserve  the  syntactic  interpretation  of  the  P600  effect,  in  some  of  these 
studies  it  was  proposed  that  the  P600  effect  reflected  a  reanalysis  triggered  by  a 
discrepancy  in the probable thematic role of the NP and the thematic role assigned by 






Osterhout, 2005; Van Herten, Kolk, & Chwilla, 2005). According  to  this hypothesis  it  is 
not the role reassignment as such, but the mismatch between a predicted and observed 
number inflection on the verb that triggers the P600 effect. The prediction for a certain 
inflection  arises  because  of  a  strong  semantic  relationship  between  the  verb  and  its 
preceding argument. Due to this  ‘semantic attraction’ the role assignment signalled by 




sentence  should be  interpreted as  if  the mice were  fleeing  from  the cat. Therefore, a 
plural  inflection  is  expected,  however,  a  singular  inflection  is  encountered.  To  test 





If  the  syntactic  prediction  hypothesis  was  correct,  only  the  sentences  in  which  the 
subject  and  object  had  a  different  number  should  elicit  a  P600  effect. However,  the 














relations  between  the  words,  which  are  combined  into  a  mental  model  of  the 
conceptual representation. However, according to the monitoring hypothesis, the P600 
does not reflect a syntactic reanalysis, but has a more general function. 
Vissers, Chwilla and Kolk  (2007)  tested whether  the P600 effects  in  the Kolk et al. 
(2003)  and  Van  Herten  et  al.  (2005)  studies  were  indeed  elicited  due  to  a  conflict 
between the representations resulting from the plausibility heuristic and the parser. To 
this end,  they  replicated  the Kolk et al.  (2003)  study. However,  the participants were 
now instructed to direct their attention to the syntactic structure of the sentences. This 
was  done  by  informing  the  participants  that  semantic  reversal  anomalies  would  be 
present  in  the  experiment,  and  that  they  should  not  be  deceived  but  focus  on  the 
sentence structure as such.  If the P600 reflects a reanalysis triggered by a conflict, the 
P600  effect  should  now  be  diminished  or  absent  due  to  a  reduced  conflict  because 
anomalies  were  expected.  The  results  of  this  study  indeed  showed  a  significant 
reduction in the P600 effect.  
In addition, Van Herten, Chwilla, and Kolk  (2006)  showed  that,  to  create a  conflict 
between representations, it is not necessary for the whole sentence to be interpreted as 
plausible. In the first experiment of this study (Van Herten et al., 2006) and in a previous 






The materials were  investigated  and  it was  found  that  about  half  of  the  sentences 
contained  plausible  sentence  parts  forming meaningful  units  (e.g.,  giving  birth  to  a 
baby). The authors hypothesized that a conflict can also arise between a plausible unit 
























  Her  walkman  did  not  work  anymore  because  of  the  feathurs  …  (literal 
translation) 
It was hypothesized  that, only  for  the high‐cloze  sentences,  there would be  a  strong 
inclination  to  accept  the  pseudohomophone  because  of  its  similar  phonology  and 
orthography with respect to the expected word (veren–feathers). However, there would 
also  be  a  strong  inclination  to  reject  it  because  it was misspelled,  hereby  creating  a 
conflict  at  the  word  level  and  triggering  the  P600  effect.  When  comparing  these 
sentences to their correct counterparts, the results  indeed revealed a P600 effect only 
for the high‐cloze sentences1,2.  









Van  de  Meerendonk,  &  Chwilla,  2008).  Participants  were  shown  pictures  depicting 
locative relationships, followed by a sentence that could describe the picture correctly 
or  incorrectly, depending on  the preposition  that was used. Two  types of mismatches 
were  created;  intra‐  and  extra‐dimensional  mismatches.  For  the  intra‐dimensional 
mismatches,  the  opposite  preposition  from  the  same  dimension  (i.e., 
horizontal/vertical)  compared  to  the  correct  preposition  was  used  (e.g.,  in  front  of 
instead of behind)3: 
(11)   De cirkel staat voor het vierkant. (intra‐dimensional mismatch) 
      The circle is in front of the square. (literal translation) 
For  the  extra‐dimensional mismatches,  a  preposition  from  the  other  dimension was 
used (e.g., above instead of behind): 
(12)   De cirkel staat boven het vierkant. (extra‐dimensional mismatch) 





correct  sentence.  The  authors  hypothesized  that,  in  case  of  a  picture‐sentence 




the  fact  that  both  mismatches  elicited  a  P600  effect  ruled  out  that  thematic  role 
reassignment is critical for triggering the P600 effect. 
  Until  now,  we  have  discussed  various  studies  that  compared  sentences  in  which 
conflicts were either present or not. However,  in daily conversation and while reading, 
we often encounter information that is a bit unexpected. This information however, can 










be new and  important, and should be  integrated, otherwise  learning  is prohibited. On 
the other hand, we sometimes come across  information that  is highly unexpected and 
impossible to integrate in the current context. In this case, to prevent the integration of 
false  information,  it would be useful to mistrust what we heard or read and check  for 
possible processing errors. These examples suggest that a gradation  in the seriousness 
of a conflict exists. Therefore,  in a  recent study  (Van de Meerendonk, Kolk, Vissers, & 
Chwilla, 2010; see also Chapter 3 of this thesis) the strength of the conflict was varied by 









It was  predicted  that,  only  the  deeply  implausible  sentences would  create  a  strong 
enough  conflict  to  trigger  reanalysis and  therefore elicit a P600 effect.  For  the mildly 
implausible  sentences,  the  conflict  would  not  be  strong  enough  and  integration 
difficulties should be resolved successfully. The results confirmed these predictions. The 
mildly  implausible  sentences elicited  an N400 effect when  compared  to  the plausible 
sentences,  while  the  deeply  implausible  sentences  showed  a  biphasic  N400‐P600 
pattern. This study showed that, a strong violation of expectancy  is needed to create a 
conflict that  is powerful enough to elicit a reanalysis. The existence of a threshold that 
has  to  be  passed  for monitoring  to  occur  serves  a  clear  function:  efficiency.  If mild 
conflicts  would  also  elicit  a  monitoring  response  we  would  be  constantly  doubting 
ourselves  (“Did  I  read/hear  that  correctly?”),  and  the  integration  of  new  information 
would be prohibited. 
  To  summarize,  a  commonality  for  these  different  studies  is  that,  in  all  of  them  a 
certain  linguistic event  is highly expected but another event  is encountered. According 
to  the monitoring hypothesis of  language perception, a  conflict arises between  these 








errors  are  a  rare  event  –  less  than  1%  of  our  utterances  –  so  the  expectation  for  a 
sentence  to  contain  a  grammatical morpheme  is  very  strong.  Furthermore,  for more 
complex  sentences,  because  they  are  more  difficult,  the  chance  of  conflicting 
representations  is higher and  this may give  rise  to  the P600 effect  (Van Herten et al., 
2006).  It  is hypothesized  that,  in  the reanalysis, all aspects of  the  input are  taken  into 
account;  the  semantic,  syntactic,  orthographic,  as  well  as  phonological  aspects. We 
hypothesize that, as a result of the reanalysis, it becomes clear that no processing error 
occurred  and  the  perceived  error was  indeed  present4.  In  addition, we  assume  that 
depending on the type of error, the reanalysis can be focused on certain aspects of the 
stimulus (e.g., phonological/orthographic aspects for misspellings (Vissers et al., 2006)). 
This might explain  the  fact  that  in  the misspelling  study  (Vissers et al., 2006) and  the 
picture‐sentence mismatch study (Vissers et al., 2008), instead of the generally reported 
central‐posterior scalp distribution, the P600 effect extended to some anterior sites. The 
type of  information  that  is  the  focus of  the  reanalysis  could  give  rise  to  variations  in 




According  to  the monitoring  hypothesis,  a  strong  conflict  should  elicit  a  P600  effect. 
However, some of the studies that were described reported a monophasic P600 effect 





effect,  the  individual  words  could  be  combined  to  form  a  meaningful  sentence. 
                                                 
4 The various  studies discussed  in  this  review are  related  to  the detection and  recovery  from  language 



















and  ‘socks’,  but  no  P600  effect was  reported.  Various  studies  that  contained  strong 
semantic  violations,  however,  did  report  a  positivity  following  the  N400  effect.  For 
example,  Ford  et  al.  (1996)  and Woodward,  Ford,  and  Hammet  (1993)  presented  a 
subset  of  the  semantically  congruous  and  incongruous  sentences  that were  used  in 
various studies by Kutas and Hillyard (1980a, 1980b, 1980c). They found that the N400 
to  incongruous  sentence  completions was  accompanied  by  a  late  positivity.  Gunter, 
Jackson,  and Mulder  (1992)  and  Swick,  Kutas,  and  Knight  (1998)  found  a  positivity 
following the N400 effect to incongruous sentence endings as well.  
  Inconsistencies  regarding  the presence or absence of a concomitant P600 effect  to 
semantic  violations have  also been  shown  to  critical words  in  intermediate positions. 
Kolk  et  al.  (2003)  found  that  in  the  presence  of  a  plausibility  judgment  task,  a  P600 
effect  followed  the N400 effect  to  strong  semantic violations. This effect disappeared 
when no judgment was required. However, in a later study by Van Herten et al. (2005) 
the same stimuli were found to elicit a biphasic pattern, while no judgment was asked. 
Van  Petten  and  Luka  (2006)  note  that  little  research  has  been  done  to  try  and 
determine what factors influence when a monophasic N400 effect or a biphasic pattern 
will occur. Van de Meerendonk et al. (2010) obtained a biphasic N400‐P600 pattern to 
critical words  in  intermediate  sentence  positions.  This  study  showed  that  plausibility 






well. Another  factor  that could  influence  the results  is overlap between  the N400 and 
P600 component (see e.g., Schwartz, Kutas, Butters, Paulsen, & Salmon, 1996), though 
this  is hard  (if not  impossible)  to prove.  It  is  clear  that  further  research  is needed  to 








studies have  reported P600 effects outside  the  language domain.  For example, Patel, 
Gibson,  Ratner,  Besson,  and  Holcomb  (1998)  found  a  positivity  to musical  violations 
(out‐of‐key chords), that was similar in scalp distribution, latency, and amplitude to the 
P600  effect  elicited  by  syntactic  violations.  Furthermore,  violations  of  non‐linguistic 
abstract structures (e.g. ABCBAC and DEFEDF have a different serial structure but they 
share  the  same  abstract  structure 123213; GHIGHI would  violate  this  structure) have 
also  been  found  to  elicit  a  positivity  similar  to  the  P600  effect  (Lelekov‐Boissard  & 





  How  can  these  various  findings be  accounted  for? One proposal  is  the  account of 
Kuperberg  (2007). She proposes a  linguistic explanation of  the P600 effect evoked by 
semantic  verb‐argument  violations.  As mentioned  in  the  beginning,  Kuperberg  et  al. 
(2003)  initially proposed  that  reassignment of  thematic  roles might underlie  the P600 
effect. However, when dividing the sentences into whether they would lend themselves 
to  such  a  reassignment  (determined  by  a  plausibility  judgment  task  on  passivized 









and  arguments,  verb‐based  restrictions,  animacy,  implausibility  of  the  final 
representation, context, and the experimental task. She concludes that though all these 
factors can influence the P600, they are not all necessary at the same time to invoke an 
amplitude modulation. Kuperberg  (2007) proposes  that  there  are  at  least  two neural 
routes  towards  language  comprehension.  The  first  stream  is  based  primarily  on 
semantic memory,  and  influences  the  N400  component.  To make  predictions  about 
upcoming words,  the  evolving  representation  of meaning  (the  context)  is  compared 
with patterns of relationships that are prestored within semantic memory. The second 
stream  is  a  combinatorial  stream  that  integrates  an  incoming word with  the  context, 
assigning  thematic  roles  based  on  multiple  rule‐like  constraints  (including 
morphosyntactic  and  semantic‐thematic  constraints),  to  build  up  a  propositional 
meaning.  This  updated  context  is  then  again  compared  with  information  within 







leaves  open  the  question  of  how  P600  effects  to  other  violations  (e.g.,  orthographic 
violations)  can  be  accounted  for.  A  possibility  could  be  that,  as  Nuñez‐Peña  and 
Honrubia‐Serrano (2004) proposed, the P600 reflects a general  index of rule violations. 
Sitnikova,  Holcomb,  Kiyonaga  and  Kuperberg  (2008)  reported  a  late  positivity  to 
unexpected  action  sequences  in  videoclips  (e.g.  someone who  tries  to  shave with  a 
rolling pin). This positivity was proposed  to  reflect a  similar process as  the  continued 








discussed  in  this  review.  The monitoring  account  is  similar  to Kuperberg’s  account  in 
that  both  assume  that  a  conflict  between  representations  (of which one  is  based  on 
predictions)  triggers  a  process  of  continued  (re)analysis,  reflected  by  the  P600 
component.  However,  a  difference  between  the  accounts  is  that  instead  of  giving  a 
linguistic explanation, in the monitoring account the P600 effects are explained in terms 
of error monitoring, which is an aspect of executive control. The monitoring hypothesis 








Originally  the  P600  effect was  found  to  be  elicited  by  syntactic  violations. However, 
recently the effect has been found to several other linguistic violations, and in addition a 
similar positive effect has been reported outside  the  language domain. Therefore,  the 
empirical  generalisation  seems  to  be  that  the  P600  effect  is  not  driven  by  syntactic 
processes,  but  due  to  a  strong  expectancy  violation  at  different  levels  of  cognitive 
processing.  The  monitoring  theory  of  language  perception  is  consistent  with  this 
generalisation and proposes  that  strong violations can  trigger a conflict,  resulting  in a 
reanalysis of the input to check for processing errors, reflected by the P600 component. 
This  indicates that, contrary to what  is commonly assumed,  language perception  is not 
purely an automatic process, but is in need of executive control. This process of control 
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In  the  language  domain,  most  studies  of  error  monitoring  have  been  devoted  to 
language production. However, in language perception, errors are made as well and we 
are able to detect them. According to the monitoring theory of  language perception, a 
strong  conflict between what  is expected  and what  is observed  triggers  reanalysis  to 
check for possible perceptual errors, a process reflected by the P600. This is at variance 
with  the  dominant  view  that  the  P600  reflects  syntactic  reanalysis  or  repair,  after 
syntactic violations or ambiguity. In the present study, the prediction of the monitoring 
theory  of  language  perception  was  tested,  that  only  a  strong  conflict  between 
expectancies triggers reanalysis to check for possible perceptual errors, reflected by the 
P600.  Therefore, we manipulated  plausibility,  and  hypothesized  that when  a  critical 
noun  is mildly  implausible  in  the  given  sentence  (e.g.,  ‘The  eye  consisting  of  among 
other things a pupil,  iris and eyebrow  ...’), a mild conflict arises between the expected 
and unexpected event; integration difficulties arise due to the unexpectedness but they 
are  resolved  successfully,  thereby  eliciting  an N400  effect. When  the  noun  is  deeply 
implausible however  (e.g.,  ‘The eye  consisting of among other  things a pupil,  iris and 
sticker ...’), a strong conflict arises; integration fails and reanalysis is triggered, eliciting a 








Monitoring  refers  to  the process of watching over  the quality of ones behavior  (e.g., 
McGuire, Silbersweig, & Frith, 1996; Stuss & Benson, 1986). Monitoring  is an aspect of 
executive control, which is a process that becomes necessary when different responses 
compete  to be  selected  in a certain  situation  (e.g., Gazzaniga,  Ivry, & Mangun, 2002). 
Monitoring  entails  the  triggering  of  corrective  actions  whenever  there  is  a  conflict 
between what is planned and what is observed.  
  An example of  the effect of monitoring  in  the  language domain can be seen  in  the 
case of  speech errors. When people produce a  speech error  this often  leads  to overt 
self‐repairs, like: ‘Go from left again to uh..., from pink again to blue’ (Levelt, 1983). This 
example  shows  that we  are able  to detect  the discrepancy,  in  this  case between  the 
speech element that we  intended to produce and the actual speech element that was 
produced,  and  are  able  to  correct  for  our mistake.  According  to  Levelt  (1983),  self‐




to detect  them. Cutler and Butterfield  (1992) call  these perception errors  ‘slips of  the 
ear’. For example, a speaker may produce ‘Into opposing camps’, which the listener may 
erroneously perceive  as  ‘Into a posing  camp’. Cutler  and Butterfield  (1992)  looked  at 
these errors in the light of how language (in particular the English language) is perceived 




the  intended with  the  produced message.  How  is  it  then  that  perceptual  errors  are 
detected? In the upcoming paragraphs we will describe different studies that led to the 
following proposal: a  strong conflict between what  is expected  in  the current context 









reflecting  semantic  processes.  The  N400  is  a  negative‐going  component  that  peaks 
around  400 msec  after  critical  stimulus  onset.  The  scalp  distribution  of  the  N400  is 






words  regarding  their  previous  context  has  been  referred  to  as  the  N400  effect. 
Generally,  the  N400  component  is  assumed  to  reflect  semantic  processing,  more 
specifically,  its amplitude  reflects how easily a word  can be  integrated  in  the  current 
context  (e.g.,  Chwilla  et  al.,  1998; Holcomb,  1993; Van  Berkum  et  al.,  1999). On  the 
other  hand  there was  the  P600  component,  reflecting  syntactic  processes.  This  is  a 
positive  component  starting  at  about  500 msec  and  generally  lasting  till  at  least  800 
msec after critical stimulus onset. It usually has a central‐posterior scalp distribution and 




violations  (Hagoort  et  al.,  1993)  and  verb  inflection  violations  (Friederici  et  al., 1993) 
induce an increase in P600 amplitude. Syntactic complexity also has an influence on the 
P600  component.  Kaan,  Harris,  Gibson  and  Holcomb  (2000)  found  a  P600  effect  to 
unambiguous, syntactically correct sentences that had a relatively complex structure as 
compared  to  control  sentences.  Furthermore,  garden‐path  sentences,  which  are 
sentences  that  are  locally  ambiguous  and  have  a  preferred  parse  (e.g.  ‘The  broker 
persuaded to sell the stock ...’), show an increase in P600 amplitude as well (Osterhout & 








and  syntactic  processes  reflected  by  the  P600  component,  however, was  challenged 
when different studies found P600 effects without N400 effects to semantic anomalies. 
Kim and Osterhout (2005) found a P600 effect to semantic verb‐argument violations  in 
sentences  like  ‘The hearty meal was devouring’  (see also, Hoeks et al., 2004).  In these 
sentences syntactic cues signal that meal is the agent of devouring, but the meaning of 
the  individual words  signals  that meal  is  the  theme  of  devouring.  According  to  the 
authors, the relation between the individual words is so strong that the role assignment 
signalled by  semantic  cues  is pursued  and overrules  the  role  assignment  signalled by 
syntactic cues. Due to this so‐called ‘semantic attraction’ between the individual words, 
participants  perceive  the  grammatical  correct  sentence  as  ungrammatical  (devouring 
instead  of  devoured),  causing  the  P600  effect.  Kuperberg,  Sitnikova,  Caplan,  and 
Holcomb (2003) also found a P600 effect to semantic verb‐argument violations in which 
the  subject  inanimate noun phrase  (NP)  could  have had  a more plausible  alternative 
thematic  role. An  example  sentence  of  such  a  thematic  role  animacy  violation  is  the 




However,  this  view  of  reassignment  of  thematic  roles  causing  the  P600  effect  in 
semantic  anomalies  is  not without  problems. Why would  reassignment  take  place  in 
sentences  that  are  syntactically  unambiguous?  The  sentences  allow  only  one 
interpretation  or  role  assignment  and  when  trying  to  reassign  thematic  roles  this 




mice  fled[sg]  ran  through  the  room’).  These  sentences  did  not  involve  verb‐argument 
                                                 
5 Recently, Kuperberg and  colleagues have extended  their view and put more emphasis on  integration 
costs  and  factors  determining  the  likelihood  that  an  anomaly will  be detected  (e.g.,  Kuperberg,  2007; 













from  the  cat.  In  this  case  the  verb  should  carry  a plural  inflection, but  the perceived 
singular  inflection  of  the  verb  violates  this  expectation.  However,  this  syntactic 
prediction  hypothesis was  ruled  out when  it  turned  out  that  a  P600  effect was  also 
present when  subject and object NP had  the  same number  (e.g.,  ‘De  kat die  voor de 
muis vluchtte ...’, literal translation: ‘The cat that from the mouse fled[sg] …’). The authors 
proposed  that  the  syntactic  reprocessing  account  for  the  P600  effect  should  be 
extended  to  a  more  general  process  of  reanalysis,  more  specifically,  a  monitoring 
process (e.g., Kolk & Chwilla, 2007; Kolk et al., 2003; Van Herten et al., 2006; Van Herten 
et al., 2005; Vissers et al., 2006, 2007; Vissers et al., 2008). According to this monitoring 
hypothesis,  as  in  language  production  there  is monitoring  in  language  perception.  A 
conflict arises when the reader is highly expecting a certain linguistic event (e.g., based 
on world knowledge, the interpretation that the mice flee from the cat) but encounters 
another  unexpected  linguistic  event  (e.g.,  based  on  the  sentence  parse,  the 
interpretation that the cat flees from the mice). This conflict brings the language system 
into  a  state  of  indecision  and  triggers  reanalysis.  The  function  of  the  reanalysis  is  to 








between what  is expected  in  the current context and what  is perceived  triggers  these 
checking behaviors. The idea that conflict is an essential part of the monitoring process 





component. The ERN  is a negative deflection  in the EEG that  is seen when participants 
make  an  error  in  a wide  variety  of  psychological  tasks  (e.g., Holroyd &  Coles,  2002). 
According to Yeung et al.  (2004) the ERN signals that a response conflict has occurred 
between  two  incompatible  interpretations  and  this  brings  the  system  to  correct  the 
error.  
  The monitoring hypothesis can account for the fact that syntactic violations, garden‐









2003),  different  studies  have  been  conducted  to  test  this  theory.  In  a  study  by  Van 
Herten et  al.  (2006)  it was  found  that  implausible  sentences  that  contained plausible 
sentence parts  (e.g.,  ‘Jan  zag dat de eekhoorn het brood bakte  ...’,  literal  translation: 
‘John saw that the squirrel the bread baked ...’) elicited a P600 and not an N400 effect at 
the  verb  (baked).  In  these  sentences a  conflict exists between  the plausible  sentence 
part (e.g., of baking bread) and the implausibility of the sentence as a whole. To check if 
the  subject  NP  (the  squirrel)  was  not  misread,  reanalysing  the  input  for  possible 
processing errors would be meaningful. Furthermore, Vissers et al. (2006) showed that 
pseudohomophones  in  high‐cloze  sentences  elicited  a  P600  (e.g.,  ‘In  die  bibliotheek 
lenen de  leerlingen boekun  ...’, translation:  ‘In that  library the pupils borrow bouks  ...’) 
while  pseudohomophones  in  low‐cloze  sentences  did  not  (e.g.,  ‘De  kussens  zijn 
volgestopt met boekun  ...’,  translation:  ‘The pillows are stuffed with bouks  ...’).  In  this 
study a conflict was present at the word level in the high‐cloze sentences, between the 
highly  expected  word  ‘books’  and  the  observed  pseudohomophone  ‘bouks’.  Again, 
reprocessing  the  input  for possible processing errors would be meaningful  to be  sure 
the word was not misread. A recent study by Vissers and colleagues (2008) studied the 











  The  above  mentioned  studies  showed  that,  when  there  is  a  conflict  between 
expectancies,  error  monitoring  in  language  perception  can  occur  at  a  number  of 
linguistic  levels;  the sentence, word and conceptual  level  (see, Vissers et al., 2008).  In 
the present study we zoom  in on  the size of  the conflict, and  test  the prediction  that 
only  a  strong  conflict between  expectancies will  trigger  reanalysis  and  a P600  effect, 
since  it would not be efficient for a monitoring process to be elicited by every conflict 
(e.g., Vissers  et  al.,  2006). We hypothesized  that,  if  this  prediction  is  correct,  a P600 
should be triggered by strong semantic violations as well. In daily conversation we often 
encounter mildly unexpected units corresponding  to new,  important  information. This 
information  should  be  integrated,  otherwise  no  learning  will  take  place.  However, 
sometimes we encounter linguistic information that is highly unexpected and impossible 
to integrate in the current context. To avoid the risk of integrating wrong information, it 
would  be  useful  to  mistrust  what  was  heard  or  read,  and  reanalyze  the  input  for 
possible  errors.  We  hypothesized  that  the  degree  of  the  unexpected  event,  and 
therefore also of the resulting conflict, could be varied by manipulating plausibility. This 
led  to  the prediction  that only when  the  implausibility of  the sentence, and  therefore 
the  conflict between  the expected and unexpected  linguistic event,  is  strong enough, 
reprocessing will  take place and a P600 effect  should be elicited.  In  cases where  this 




previous  context.  Three  experimental  conditions  were  compared:  plausible,  mildly 
implausible  and deeply  implausible  sentences.  The plausible  sentences  (e.g.,  ‘The  eye 
consisting of among other  things a pupil,  iris and  retina  ...’) were used as  the control 





consisting  of  among  other  things  a  pupil,  iris  and  eyebrow  ...’) would  trigger  a mild 
conflict between the exemplar from the expected category and the unexpected critical 
noun. In this case, integration difficulties arise due to the unexpectedness but they are 
resolved  successfully,  thereby  eliciting  an  N400  effect.  For  the  deeply  implausible 
sentences  (e.g.,  ‘The eye  consisting of among other  things a pupil,  iris and  sticker  ...’) 
however,  we  hypothesized  that  a  strong  conflict  between  the  exemplar  from  the 





Thirty  students  (26  women;  mean  age  =  21.0  years;  age  range  =  18  to  28  years) 
participated. All participants were native speakers of Dutch, had no language disability, 
had  no  neurological  or  psychological  impairment,  had  normal  or  corrected‐to‐normal 
vision,  and  were  right‐handed.  Handedness  was  assessed  with  an  abridged  Dutch 
version  of  The  Edinburgh  Inventory  (Oldfield,  1971).  Eight  participants  reported  the 




176  sentences were  constructed  in which  a word  from  a  certain  category was highly 







possible  one  word  completions,  completions  that  were  related  but  did  not  fit  the 
sentence,  and  completions  that  did  not  fit  at  all.  To  be  sure  participants  were  not 






then used  in a plausibility  judgment task with 20 participants  (16 women; mean age = 
19.9 years; age range: 18 to 27 years); 10 participants got one half of all the sentences 
and 10 participants got  the other half.  In  the plausibility  test participants had  to  rate 
how plausible the words were in the sentences, by giving a number ranging from 1 (very 
implausible)  to 5  (very plausible). Participants  rated various words  for each  sentence, 
and  therefore  saw  all  three  different  completions  for  each  sentence  that  were 
constructed hereafter. 
  From  the  plausibility  judgment  task  99  experimental  sentences were  constructed 
with each three versions differing in plausibility: (1) plausible; (2) mildly implausible; (3) 
deeply  implausible  (see Table 1, and Appendix 1 of  this  thesis). To obtain  these  three 
conditions, words with a mean plausibility  rating of 5, 3 and 1  respectively were used 
and  the  three conditions of a sentence only differed  in  their critical word. The critical 
words  could be maximally  three  syllables  long  and  for  each word  the  frequency was 
searched  using  the  CELEX  lemma  database.  The  experimental  set was  constructed  in 






















two category exemplars  for each sentence  (e.g., pupil and  iris, referred to as A and B) 
and the critical nouns (e.g., retina, eyebrow, and sticker, referred to as C, D and E) were 
translated for all stimuli. Six trials were excluded because no translation could be found 
for a portion of  the nouns. Pairwise comparisons were carried out, using  the  ‘General 
reading up to 1st year college’ space. For the plausible sentences, pairwise comparisons 
were  conducted  between  AB,  AC,  and  BC.  Likewise,  for  the  mildly  and  deeply 
implausible sentences, pairwise comparisons were conducted between AB, AD, BD, and 
AB, AE, BE, respectively. An estimate of the semantic similarity value (SSV) between the 
three words was  obtained  by  computing  the mean  of  the  pairwise  comparisons  per 
sentence type (e.g., AB+AC+BC/3, for the plausible sentences) (see Chwilla & Kolk, 2005 
for a similar approach). The mean SSV for the 93 trials was 0.36 for the plausible, 0.28 
for  the mildly  implausible, and 0.16  for  the deeply  implausible  sentences. An ANOVA 
indicated  that  these differences  in mean SSV were  reliable  [F(2,278)=40.001, p<.001]. 
Follow‐up LSD pairwise comparisons between the three plausibility conditions, revealed 
that the plausible sentences differed significantly from the mildly  implausible and from 
the  deeply  implausible  sentences  (both  ps<.001).  Most  important  for  the  present 
purposes,  these  analyses  revealed  a  significant difference  in  semantic  similarity  value 
between the mildly and deeply implausible sentences (p<.001). 
  Ninety‐nine  filler  sentences were  created  in  such  a way  that  overall  there was  an 
equal  number  of  sentences  of  the  same  length  and  an  equal  number  of  correct  and 
incorrect  sentences. Sixty‐six of  the  filler  sentences did not contain any violation. The 
remaining  33  filler  sentences  were  low‐cloze  sentences  adapted  from  Vissers  et  al. 
(2006). 
                                                 
6 LSA (see: http://lsa.colorado.edu/) is a method to obtain the estimated correlations of the co‐occurence 
of  word  pairs  in  large  text  corpora.  These  estimates  have  been  found  to  be  well  correlated  with 
association  strength  or  semantic  similarity  (Landauer,  Foltz, &  Laham,  1998).  Chwilla  and  Kolk  (2002) 










  Three experimental  lists were  created on  the basis of  these materials, which were 
presented to an equal number of participants. The three versions of each sentence were 
counterbalanced across lists, in such a way that each participant saw only one version of 
a  sentence.  Therefore, each  list  contained  33 plausible,  33 mildly  implausible  and  33 
deeply implausible sentences. To each list the 99 fillers were added. Each list consisted 
of  four  blocks  with  pauses  in  between. Within  each  block  the  trials  were  pseudo‐
randomized using  the  following  constraints:  each block began with  two  filler  trials,  a 










screen.  Then  the  sentence  was  presented;  word  duration  was  345  msec  and  the 
stimulus‐onset  asynchrony  (SOA) was 645 msec.  Sentence  final words were  indicated 
with a full stop and inter‐trial intervals lasted 2000 msec. Participants were instructed to 
attentively  read  the  sentence.  Furthermore,  they  were  instructed  to  make  eye 
movements, e.g., eyeblinks, in between sentences. 







With  27  tin  electrodes  mounted  in  an  elastic  electrode  cap  the  continuous 







(P3 and P4), and midline  (Fz, Cz, Pz and Oz)  locations. Furthermore,  seven electrodes 
were  placed  at  anteriorfrontal  (F3A,  F4A,  F7A  and  F8A),  parietal  (P3P  and  P4P)  and 
midline  (FzA)  locations.  Another  eight  electrodes were  placed  at  locations  that  have 
been  reported  to  be  sensitive  to  language  manipulations  (e.g.,  Holcomb  &  Neville, 
1990),  these  included:  left and  right anteriortemporal  sites  (LAT and RAT: 50% of  the 
distance between T3/4 and F7/8),  left and right temporal sites  (LT and RT: 33% of the 
interaural  distance  lateral  to  Cz),  left  and  right  temporoparietal  sites  (LTP  and  RTP: 
corresponding  to Wernicke’s  area  and  its  right  hemisphere  homologue:  30%  of  the 
interaural distance  lateral to a point 13% of the nasion‐inion distance posterior to Cz), 







  Both  the  left  and  right mastoid  were  recorded  and  the  right mastoid  served  as 



















early window  (i.e.,  300‐500 msec)  and  a  late window  (i.e.,  500‐800 msec),  capturing 
N400  and P600 effects,  respectively. These windows were based upon  visual  analysis 
and  corresponded  to  the  time  intervals  in  which  maximal  differences  between 
conditions were obtained. Repeated measures  analyses of  variance  (MANOVAs) were 
conducted with plausibility (plausible, mildly  implausible, deeply  implausible) as factor. 








  Plausibility  (plausible, mildly  implausible,  deeply  implausible) was  a within‐subject 
variable  in the  initial MANOVAs (next to the (lateral) Site, ROI and Hemisphere within‐












Mean error  rate  for  the sentences  for which  the participants had  to  indicate whether 
they had been presented in the previous block or not was 7.67% (block 1: 6.67%, block 
2:  6.00%,  block  3:  9.33%,  block  4:  8.67%).  Splitting  up  the  errors  rates  per  condition 
resulted  in  9.1%  for  the  deeply  implausible  sentences  (i.e.,  on  9.1%  of  the  deeply 
implausible sentences an error was made), for the mildly implausible sentences this was 




Grand average waveforms  for all  the  sentence  types,  time‐locked  to  the onset of  the 
critical noun, are presented  in Figure 2. An early ERP response characteristic  for visual 
stimuli was elicited for all sentence types; an N1 followed by a P2 component, which at 
occipital  sites was  preceded  by  a P1  component. Visual  inspection  of  the waveforms 
suggests  different  patterns  of  brain  activity  for  the  mildly  and  deeply  implausible 
sentences as compared to the plausible sentences (see Figures 3 and 4, respectively, for 
a  direct  comparison).  The waveforms  of  the mildly  implausible  sentences  suggest  an 

























p<.001]  and  lateral  sites  [F(2,28)=9.47,  p<.001].  Furthermore  a  Plausibility  x  Site 
interaction  was  present  for  the  midline  [F(8,22)=3.40,  p<.05]  and  lateral  sites 













Follow‐up  analyses  for  the midline  sites,  comparing  the mildly  implausible  with  the 
plausible  sentences  revealed  an  effect  of  Plausibility  [F(1,29)=18.85,  p<.001]  in  the 
absence of  an  interaction of  this  factor with  Site,  indicating  that  an N400  effect was 
obtained across the midline. For the lateral sites, an effect of Plausibility [F(1,29)=17.34, 
p<.001], a Plausibility x Site [F(4,26)=3.63, p<.05], and a Plausibility x Hemisphere x Site 















Follow‐up  analyses  for  the midline  sites,  comparing  the  deeply  implausible with  the 









p<.01], and a Plausibility  x ROI  x Site  interaction  [F(4,26)=6.64, p<.001] were present. 






Follow‐up  analyses  comparing  the  deeply  with  the  mildly  implausible  sentences 
revealed  no  effect  of  Plausibility  [midline:  F(1,29)=.01,  p>.05;  lateral:  F(1,29)=1.96, 
p>.05]. However, for the lateral sites there was a Plausibility x ROI [F(1,29)=7.01, p<.05] 
and Plausibility x Hemisphere x Site interaction [F(4,26)=3.27, p<.05]. Separate analyses 
for the two  levels of ROI  (anterior, posterior) revealed a  larger N400 amplitude to the 













The  omnibus  analysis  showed  main  effects  of  Plausibility  for  the  midline  sites 
[F(2,28)=6.33,  p<.01]  and  the  lateral  sites  [F(2,28)=3.89,  p<.05].  Furthermore,  a 





Follow‐up  analysis  comparing  the  mildly  implausible  with  the  plausible  sentences 
revealed  an effect of Plausibility  at  the midline  [F(1,29)=6.25, p<.05]  and  lateral  sites 
[F(1,29)=7.60, p<.05]. This  indicated that, across the midline and  lateral sites, an effect 
in the opposite direction was obtained; mean amplitude in the P600 window was more 
negative  going  for  the mildly  implausible  than  the  plausible  sentences,  reflecting  a 




Follow‐up  analysis  comparing  the  deeply  implausible  with  the  plausible  sentences 
revealed  no  effect  of  Plausibility  for  the midline  sites  [F(1,29)=.97,  p>.05].  However, 
there was a Plausibility x Site  interaction  [F(4,26)=4.28, p<.01], which  indicated  that a 
P600  effect was  obtained  at  Pz  and Oz.  For  the  lateral  sites,  no  effect  of  Plausibility 
[F(1,29)=.43,  p>.05] was  present  as well. However,  a  Plausibility  x  Site  [F(4,26)=3.84, 
p<.05]  and  a  Plausibility  x  ROI  interaction  [F(1,29)=47.67,  p<.001]  were  present. 















an  effect  of  Plausibility  [F(1,29)=9.81,  p<.01],  and  a  Plausibility  x  Site  interaction 
[F(4,26)=9.29, p<.001] at  the midline sites. Single‐site analyses  indicated a P600 effect 
was obtained  for  the  following  subset of  sites: Cz, Pz, and Oz.  For  the  lateral  sites, a 
Plausibility  x  Site  interaction  [F(4,26)=5.81, p<.01], and a Plausibility  x ROI  interaction 
[F(1,29)=32.40, p<.001] were found. Separate analyses for the two levels of ROI revealed 
an effect of Plausibility for the posterior [F(1,29)=16.38, p<.001], but not for the anterior 





The main  results of  the present  study were  as  follows.  First,  as predicted,  the mildly 
implausible sentences elicited an N400 effect at the critical noun when compared to the 
plausible  sentences.  Second,  an  N400  effect  was  also  observed  for  the  deeply 
implausible  sentences, when  the  critical noun was  compared  to  that of  the plausible 
sentences. This N400 effect for the deeply and mildly implausible sentences was broadly 
distributed  across  the  scalp.  Third,  and  most  importantly,  in  accordance  with  the 
prediction of  the monitoring  theory, only  the deeply  implausible  sentences  elicited  a 




effect  found  to  semantic  anomalies  and  syntactic  violations  and  ambiguity  (e.g., 
Friederici et al., 1993; Van Herten et al., 2005),  in terms of the timing and the central‐
posterior scalp distribution of the effect (see Figure 5).  









absence of a P600 effect  reflected  that  these  integration difficulties were  resolved.  In 
contrast,  for  the  deeply  implausible  sentences  integration  failed, which we  propose 
triggered a process of reanalysis as reflected by the presence of a P600 effect.7 Recent 
studies conducted on thematic role animacy violations (e.g., Kuperberg, Sitnikova, et al., 
2003),  semantic verb‐argument violations  (e.g., Kim & Osterhout, 2005) and  semantic 
reversal anomalies  (e.g., Kolk et al., 2003; Van Herten et al., 2006; Van Herten et al., 
2005)  did  not  report  a  biphasic  N400‐P600  pattern,  but  only  a  P600  effect  to  the 




our  implausible  sentences however  (e.g.,  ‘The eye  consisting of among other  things a 
pupil, iris and eyebrow/sticker ...’), both the content words on their own and the regular 
parse would deliver  an  implausible  interpretation  for both  the mildly  and  the deeply 
implausible sentences. So both should indeed show an N400 effect.  
  On the other hand, the P600 was thought to reflect syntactic processes, but this view 
has been  challenged,  since P600 effects have been  found  to  semantic  verb‐argument 
violations (e.g., Kim & Osterhout, 2005; Kuperberg et al., 2006; Kuperberg, Sitnikova, et 
al.,  2003)  and  semantic  reversal  anomalies  (e.g., Kolk  et  al.,  2003; Van Herten et  al., 
2005), as well as pseudohomophones in high‐cloze sentences (Vissers et al., 2006), and 
picture‐sentence mismatches (Vissers et al., 2008).  
  One  view  is  that  the  P600  reflects  syntactic  (re)processing  consequent  upon 
grammaticality  violations,  sentence  ambiguity,  or  a  high  degree  of  complexity  (e.g., 
Friederici  et  al.,  1993;  Hagoort  et  al.,  1993;  Kaan  et  al.,  2000; Münte  et  al.,  1998; 
Osterhout & Holcomb, 1992). However, the sentences in our deeply implausible  
 
                                                 
7 The N400 effect  to  the mildly  implausible sentences was significant at anterior and posterior sites  for 
both the left hemisphere and the right hemisphere. For the deeply implausible sentences, the N400 effect 
was significant at anterior sites and right posterior sites, while the effect for the posterior part of the left 
hemisphere was  limited  to  one  site  (LTP).  This  distribution  difference  could  be  taken  to  indicate  that 
(partly) different cognitive processes contributed to the N400 effect in the mildly and deeply implausible 
condition. Based on the present data we cannot rule out this possibility with certainty. However, we think 
that  the  same  cognitive  process  (i.e.,  of  semantic  integration)  elicited  the  N400  effect  in  the  two 
conditions. What we propose did differ between the two conditions was the resolution of the integration 








triggered  the P600 effect  in  the deeply  implausible sentences. Kuperberg et al.  (2003) 
and Kim and Osterhout (2005) proposed that semantic verb‐argument violations elicited 
P600 effects, because they triggered processes of thematic role reassignment. Thematic 
role  reassignment however,  cannot  account  for  the P600 effect  found  in  the present 
study because  the  verb was presented  after  the  critical noun  and no  roles  therefore 
could have been assigned  yet. A  second  factor proposed by Kuperberg  (2007),  in her 
review on P600 effects elicited by semantic anomalies,  is animacy. Many verbs used  in 
the studies with semantic verb‐argument violations had an inherent thematic structure 
(agent/experiencer‐theme),  which  was  violated  by  an  inanimate  agent  NP.  In  the 
present  study  about  19%  of  the  sentences  of  the  deeply  implausible  sentences 
contained an animacy violation with respect to the mentioned category (e.g.,  ‘Animals 
at  that  farm  like  chickens,  pigs  and  pits  have  ...’).  To  determine  whether  animacy 
violations could have played a critical role in eliciting a P600 effect to deeply implausible 
sentences,  supplementary  analyses were  conducted.  In  these  analyses, we  excluded 
those  items  in which an animacy violation occurred. To keep the number of sentences 
constant  across  conditions,  all  three  versions  of  a  trial were  removed  (i.e.,  plausible, 
mildly  implausible, deeply  implausible). With these supplementary analyses, essentially 
the  same  results  as  with  the  original  analyses  were  obtained.  In  particular,  when 
comparing the mildly and deeply  implausible sentences with the plausible sentences, a 
significant  central‐posterior  distributed  P600  effect  was  present  for  the  deeply 
implausible  sentences  but  not  for  the mildly  implausible  sentences.  Based  on  these 
results we  can  reject  the  hypothesis  that  the  P600  effect  to  the  deeply  implausible 
sentences was due to animacy violations. 





a  strong  conflict between an expected and unexpected  linguistic event;  in our deeply 






giving  two  examples  of  a  certain  category,  making  it  very  likely  a  word  from  this 
category would  follow  and  not  a word  from  another  category. When  the  conflict  is 
strong enough, as in our deeply implausible sentences, reanalysis is triggered, eliciting a 
P600 effect. All the above mentioned studies have  in common that a certain  linguistic 
event  is  highly  expected  but  another  unexpected  linguistic  event  is  encountered.  A 






can  focus on a certain aspect of  the  stimulus  (e.g., phonological/orthographic aspects 
for misspellings  (Vissers  et  al.,  2006),  and  semantic  aspects  for  the  violations  in  the 
present  study).  The  hypothesized  result  of  the  reanalysis  process  consists  of  the 
realization  that  the  perceived  error  was  indeed  present,  and  did  not  stem  from  a 
processing error as such. 
  A question that comes to mind however,  is why  low‐cloze sentences  like ‘He spread 
the warm  bread with  socks’  (Kutas & Hillyard,  1980c)  do  not  elicit  a  P600?  In  these 
sentences a certain  linguistic event  is highly expected as well and another unexpected 
linguistic event is encountered, which therefore should create a strong conflict, give rise 
to  reanalysis and  thus elicit a P600 effect. However,  for  these semantic anomalies, an 







we  used,  which  presumably  constrained  the  range  of  possible  interpretations  by 
creating a high expectancy for an exemplar from a particular category. In a recent study, 





expectancy  (cloze probability) and sentence constraint on  the ERP  response  to words. 
For strongly constraining sentences  (e.g.,  ‘Sam could not believe her story was…’),  the 
best completion  (the expected word, e.g., true) had a mean cloze value of 83.5%, and 
the second best completion had a mean cloze value of 4.9%. For the weakly constraining 
sentences  (e.g.,  ‘I was  impressed by how much he…’) however, mean cloze value was 
26.9% for the expected word (e.g., knew), while the second best completion had a mean 
cloze value of 9.3%. The unexpected,  low cloze words  (e.g., published,  in  the previous 
two  sentence examples), were matched  for  cloze probability. By  varying  constraint, a 
strong  competitor  was  present  when  the  unexpected  word  was  perceived  in  the 
strongly  constraining  sentences,  while  the  same  unexpected  word  perceived  in  the 
weakly  constraining  sentences,  had  a  couple  of  relatively  weak  competitors.  In  the 
experiment,  a  positivity  between  500  and  900 msec was  found,  following  the  N400 
effect, to unexpected words  in strongly constraining sentences. This positivity was not 
observed  when  the  same  unexpected  words  were  used  in  weakly  constraining 
sentences,  or when  expected words  ended  the  sentences  (Federmeier  et  al.,  2007). 
Relating this to the present study, in the strongly constraining sentences, a certain word 
was highly expected based on cloze probability, thereby creating a strong conflict when 
the unexpected word was perceived  and eliciting  a positivity.  In  contrast,  the weakly 
constraining  sentences  did  not  create  a  high  expectation  for  a  certain  word,  and 
therefore no strong conflict was triggered upon perceiving the unexpected word. In the 
present  study  the  same  sentence context was used  for all conditions, meaning  that a 
strongly  constraining  context  was  present  for  both  mildly  and  deeply  implausible 
sentences. However, due to our plausibility manipulation and as confirmed by the LSA, 
the  context  fit  for  the  critical words  in  the deeply  implausible  sentences was  smaller 
than that in the mildly implausible sentences, despite of the fact that both critical words 
had  a  cloze  value of  zero.  Therefore,  in  the deeply  implausible  sentences,  a  stronger 
conflict  was  present  between  the  exemplar  from  the  expected  category  and  the 
perceived noun, hence a P600 effect was elicited. A difference with  the present study 
that must be noted, however, is that the positivity Federmeier et al. (2007) found had a 












This was also  the case,  for  the anterior  sites, when comparing  the deeply  implausible 
with the plausible sentences. When inspecting Figure 3 it can be seen that the negative 
shift of  the mildly  implausible sentences  in  the N400 window continues  into  the P600 
window;  after  500  msec  the  waveform  does  not  align  with  that  of  the  plausible 
sentences. Therefore,  the N400 effect could be counteracting  the positive shift of  the 
P600 component. When  looking at Figure 2 this seems to be a valid hypothesis.  In this 
figure the mildly and deeply implausible sentences can be compared. As the results have 
shown,  both  elicit  an  almost  comparable  N400, which  could  have  cancelled  out  the 






600  and  800  msec  for  elderly  participants,  but  not  for  young  participants.  They 
hypothesized  that,  since  the  amplitude  of  the  N400  effect  was  larger  for  young  as 
compared  to elderly participants,  the subsequent positivity  for young participants was 




(1998)  and  Núñez‐Peña  and  Honrubia‐Serrano  (2005)  found  that,  in  a  category 
verification  task, a positivity  followed  the N400 effect  to non‐members of a  semantic 
category. Furthermore, there have been various other studies that found that the N400, 






subset  of  congruous  and  incongruous  sentences  from  among  those  used  in  various 
studies by Kutas and Hillyard (1980a, 1980b, 1980c), and it was found that the N400 to 
incongruous sentence completions was accompanied by a  larger  late positivity. Gunter 
et al.  (1992) also  found a positivity  following the N400 effect to  incongruous sentence 
endings,  and  Swick  et  al.  (1998)  even  hinted  at  a  ‘post‐sentence  error  monitoring 
process’  for  the positivity  they  found between 600 and 900 msec,  following  the N400 
elicited by incongruous sentence endings. 






plausibility  is  the only  factor of  influence,  for example, yet unknown properties of  the 
stimulus materials may play a role, as well as individual processing strategies. However, 
further  research  is  needed  to  find  out why  a  larger  positivity  sometimes  follows  the 
N400 to semantically incongruous stimuli and sometimes does not.8 
  When  looking  at  the  stimuli  of  the  present  experiment  the  question might  arise 
whether the positivity that we have found is not a P600 but a P3b component due to an 
oddball effect.  In  the classical oddball paradigm on each  trial 1 of 2 events can occur 
with a certain probability (e.g., long auditory tones 80%, and short auditory tones 20%), 
and  the rare events elicit a  larger P3b  (Donchin, 1981).  In  the present experiment  the 
conditions had an equal probability overall, but since we used summations within our 
sentences  (e.g.,  ‘… pupil,  iris and  sticker …’),  some might argue  that  the positivity we 
found in our deeply implausible sentences is a P3b component due to an oddball effect, 
elicited by the rare event of the third noun in the summation not matching the category 
                                                 
8 In addition to the differences in studies regarding the presence of either a monophasic N400 effect or a 
biphasic  pattern  to  semantically  incongruous  endings,  inconsistencies  have  also  been  shown  in  the 
literature on metaphor comprehension. In particular, some studies did not find a positivity following the 
N400 effect to metaphors (e.g., Arzouan, Goldstein, & Faust, 2007; Pynte, Besson, Robichon, & Poli, 1996), 
while others did  find a biphasic pattern  (Coulson & Van Petten, 2002). Coulson and Van Petten  (2002) 
interpreted  the  late  posterior  positivity  as  reflecting  the  recovery  and  integration  of  additional 
information from semantic memory, which might have been triggered by the earlier semantic mismatch 








and  the P3b elicited by  rare non‐linguistic events, belong  to  the  same  family of P300 
components. Some (e.g., Coulson, King, & Kutas, 1998; Gunter, Stowe, & Mulder, 1997) 
argue  that  the  P600  and  P3b  resemble  each  other,  and  (at  least  in  part)  reflect  a 
domain‐general  process  elicited  by  rare  events.  Others  (e.g.,  Osterhout  &  Hagoort, 
1999; Osterhout, McKinnon, Bersick, & Corey, 1996) have found that these components 
are at  least  to a  certain degree distinct, and  therefore  they  reason  that a part of  the 
neural and cognitive processes should differ. The monitoring theory proposes that the 
P600 and P3b could be related (e.g., Van Herten et al., 2005; Vissers et al., 2008), in the 
sense  that  both  components  can  be  triggered  by  an  unexpected  event,  have  shown 
similar  scalp  distributions,  and  fall within  the  same  time  range.  However, what  sets 
them apart, speaking of the cognitive processes, might be understood by the type and 
complexity of  the  information  that has  to be  reanalyzed  (linguistic  vs. non‐linguistic), 
which could explain latency differences (see Vissers et al., 2008).  
  As  described  in  the  introduction,  Levelt’s  (1983)  theory  on  language  production 
assumed that errors are detected by a process of comparison of the  intended and the 
planned or produced utterance. Such a comparison could not underlie the monitoring of 
perception  however,  since  the  intentions  underlying  the  perceived  utterance  are 
unknown. We  therefore  hypothesized  that  it  is  a  strong  conflict  between what was 




to be constantly monitored,  in order  for discrepancies  to be detected. Our view does 
bear similarity to the conflict monitoring theory in the action domain (e.g., Yeung et al., 
2004). This theory assumes that the anterior cingulate cortex (ACC) monitors response 
conflict when multiple  response  tendencies are activated, and when detecting  such a 
conflict, prefrontal areas are ‘warned’ to increase cognitive control. This theory does not 
imply  a  comparator  to  detect  an  error;  response  conflict  that  exceeds  a  certain 






  Another  view  that  shows  similarities  to  our  monitoring  theory  is  the  view  of 
Kuperberg (2007). In her review, Kuperberg (2007) proposes a language comprehension 
system  with  at  least  two  interacting  processing  streams:  a  semantic memory‐based 
stream and a combinatorial processing stream (sensitive to morphosyntactic and lexical‐
semantic constraints). A conflict between  the outcomes of both streams  is  thought  to 
trigger  continued  analysis  of  the  combinatorial  stream,  reflected  by  the  P600 
component. Similar as suggested by the monitoring theory of language perception (e.g., 
Kolk  et  al.,  2003),  Kuperberg  (2007)  proposes  that  the  P600  effect  is  triggered  by  a 
conflict  between  representations.  Furthermore,  both  views  assume  that  the  P600 
reflects  some  form  of  continued  (re)analysis  of  the  input. However, we  think  that  a 
major  difference  between  the  two  views  is  the  proposed  nature  and  function  of  the 
(re)analysis. The processing account Kuperberg (2007) proposes, is focused on semantic 






between  the expected and unexpected  linguistic event  is  strong enough,  reanalysis  is 
triggered.  It would not be efficient  for a monitoring process  to be activated by every 
conflict;  when  still  possible,  we  try  to  integrate  the  information  into  the  context, 
because we assume  that what we  read  is meaningful and  something  that  is  relatively 
unexpected can still be informative. A mild conflict, like the mildly implausible sentences 
















































that  are  caused  by  strong  expectancy  violations  can  trigger  a  conflict  which  elicits 
reprocessing  of  the  input  to  check  for  possible  processing  errors.  This  monitoring 
process is thought to be reflected by the P600 component in the EEG. The present study 
further  investigated  this  monitoring  process  by  comparing  syntactic  and  spelling 
violations  in an EEG and an  fMRI experiment. To assess the effect of conflict strength, 
misspellings were embedded  in sentences that were weakly or strongly predictive of a 
critical  word.  In  support  of  the  monitoring  theory,  syntactic  and  spelling  violations 
elicited  similarly distributed P600  effects.  Furthermore,  the P600 effect was  larger  to 
misspellings  in  the  strongly  compared  to  the weakly  predictive  sentences.  The  fMRI 
results showed that both syntactic and spelling violations increased activation in the left 












thereby  obtained  information  to  adjust  our  behaviour.  To  learn  from  our mistakes, 
however, we must be able to detect them. The detection of errors and the adjustments 










monitoring  takes  place  as  well.  For  example,  sometimes  we mishear  what  another 
person is saying and ask for a clarification: “Did I understand you correctly…?”. Another 
type  of  perceptual  language  errors  are mistakes  that  are made while  reading  a  text. 






the  text  itself. For example, while proofreading your article you may encounter  some 





linked  this process of monitoring  for such a  representational conflict and  triggering of 








al., 1993; Münte et al., 1998),  locally ambiguous garden‐path  sentences  (Osterhout & 
Holcomb, 1992) and relatively complex sentences compared to simpler sentences (Kaan 
et al., 2000). These elicitations of a so called P600 effect to syntactic difficulties  led to 
the proposal  that  the P600  reflects some  form of syntactic processing  (e.g., Friederici, 
Hahne, & Mecklinger, 1996; Kaan et al., 2000). However, based on an  increase  in P600 
amplitude  to  orthographic  violations  as well  as  to  syntactic  violations, Münte  et  al. 
(1998)  proposed  that  the  P600  does  not  just  reflect  syntactic  processing  but  a more 
general  reanalysis.  A  P600  to  spelling  violations  has  recently  been  replicated  in  our 
laboratory (see Vissers et al., 2006). 
  The  hypothesis  that  the  P600  effect  reflects  a more  general  reanalysis  has  been 




et  al.,  2006;  Kuperberg  et  al.,  2007;  Kuperberg,  Sitnikova,  et  al.,  2003;  Van  de 
Meerendonk et al., 2010; Van Herten et al., 2006; Van Herten et al., 2005). Furthermore, 
P600  effects  were  found  to  picture‐sentence  mismatches  in  which  the  sentences 







the  co‐activation  of  competing  representations,  i.e.,  the  expected  and  the  observed 







  The  previously‐mentioned  EEG  studies  that  investigated  monitoring  processes  in 
language perception manipulated two different factors: the type of material that elicited 
a  conflict  and  the  conflict  strength.  As  said,  various  semantic  anomalies,  picture‐
sentence mismatches and  spelling violations have been  studied and  it was  found  that 
representational  conflicts of  various  types elicit  a P600  effect.  Some of  these  studies 
also  directly  compared  the  obtained  P600  effects  to  the  P600  effects  elicited  by 
morphosyntactic violations  (e.g.,  subject‐verb agreement violations) and  found  similar 







(1) Lichaamsdelen zoals een arm, nek en  teen/haar/telescoop …  (plausible/mildly 
implausible/deeply implausible) 
Parts of the body like an arm, neck and toe/hair/telescope … (literal translation) 
Although  both  the mildly  and  deeply  implausible  condition  violated  the  expectation 
based on the sentence context, only the deeply implausible condition was predicted to 
create  a  representational  conflict  of  sufficient  size.  Therefore,  only  for  this  condition 
reprocessing  and  a P600 effect  should be  triggered. By  contrast,  it was hypothesized 
that the mildly implausible condition would lead to integration difficulties that could be 
resolved  without  reprocessing  the  input.  The  results  confirmed  these  predictions. 
Compared to the plausible condition, the mildly  implausible condition elicited an N400 
effect (i.e., a more negative N400 amplitude). The deeply implausible condition elicited 
an  N400  effect  followed  by  a  P600  effect.  Vissers  et  al.  (2006) manipulated  conflict 
strength  by  varying  cloze  probability.  The  cloze  probability  of  a  certain word  is  the 
percentage of individuals that complete a sentence with that particular word. Vissers et 
al. (2006) found a P600 effect to misspelled words when the expected critical word in its 







indicated  as well.  In  this  study  participants  saw  a  visual  network  of  coloured  objects 
while  listening  to a path description  through  this network. The path description could 
contain  semantic  (wrong  colour  name)  or  syntactic  violations  (determiner  gender 
agreement error). An  important difference between both  types of violations was  that 
colour  errors  could  be  detected  based  on  both  auditory  information  and  visual 





authors  proposed  that  the  semantic  violations  created  a  stronger  conflict  than  the 
syntactic  violations.  In  agreement  with  this  proposal,  the  results  showed  that  the 
semantic violations were more often detected than the syntactic ones. Furthermore, the 
condition  with  the  stronger  conflict,  the  semantic  violations,  elicited  larger  P600 
amplitudes compared to correct trials, while syntactic violations did not. 
  Representational  conflicts  have  also  been  investigated  in  functional  magnetic 
resonance  imaging  (fMRI)  studies. A  brain  area  that  is  implicated  in  several  of  these 
studies  is the posterior part of the  left  inferior  frontal gyrus  (Brodmann’s area  (BA) 44 
and 45, also referred to as Broca’s area, henceforth indicated as lIFG). The lIFG is part of 
the prefrontal cortex  (PFC), a brain area  that  is  thought  to be  important  for cognitive 
control.  As  explained  previously, monitoring  is  an  aspect  of  cognitive  control  that  is 
important when  different  responses  or  representations  compete  to  be  selected.  The 
PFC,  including  lIFG,  is  thought  to  be  involved  in  this  process  through  resolving  the 
competition  between  representations  by  biasing  neural  activity  in  the  appropriate 
pathways (e.g., Miller & Cohen, 2001). 
A task involving representational conflict that has been studied extensively in relation 
to cognitive control  is  the Stroop  task  (Stroop, 1935).  In  this  task participants have  to 















Garden‐path  sentences  have  been  observed  to  elicit  a  P600  effect  in  the  EEG  (e.g., 
Osterhout & Holcomb, 1992, see previous discussion) and  in fMRI they show  increased 
activation in the lIFG (e.g., Mason et al., 2003). 
Novick  et  al.  (2005)  proposed  a  unifying  account  for  lIFG  findings  in  the  cognitive 
control literature and the psycholinguistic literature (see also Thompson‐Schill, Bedny, & 
Goldberg, 2005). They proposed that the area  is  involved  in general conflict resolution. 
To prevent misinterpretations, the lIFG is thought to implement cognitive control when 
there is a conflict between competing representations by biasing the activation patterns 
associated  with  the  competing  representations.  The  authors  therefore  suggest  that, 
analogous  to  conflict  resolution  in  the  Stroop  task,  recovering  from  garden‐path 
sentences (i.e., selecting the relevant parse) involves the lIFG to exert cognitive control 
and  shift  attention  towards  the  relevant  parse.  To  achieve  reanalysis,  the  initially 
preferred parse needs  to be  suppressed and  then all  the evidence needs  to be  taken 
into  account  to  recover  the  correct  parse.  In  a  recent  study,  January,  Trueswell  and 
Thompson‐Schill  (2009)  directly  compared  the  activation  in  the  lIFG  during 
representational  conflict  in  the  Stroop  task  and  syntactically  ambiguous  sentences 
within subjects. They found that both types of conflict increased activation in the lIFG to 
a  similar  extent,  and  concluded  that  this  is  based  on  a  shared  conflict  resolution 
mechanism. 
  Recent  fMRI  studies  of  language  perception  have  investigated  representational 
conflicts elicited by semantic anomalies  in unambiguous sentences that had previously 














a widespread network, which  included part of the  lIFG  (BA 44). Another  fMRI study of 
language  perception  (Ye  &  Zhou,  2009a)  also  investigated  semantic  anomalies  in 




(4) The  thief  kept  the  policeman  in  the  police  station  (paraphrase  of  Chinese 
example) 
Ye and Zhou (2009a) showed that a network of dorsal medial superior frontal gyrus, left 
inferior  parietal  lobule  (lIPL)  and  lIFG  was  activated  for  these  semantic  reversal 
anomalies.  In addition,  they provided  further  support  for a general conflict  resolution 
mechanism,  since  the  same  network  was  found  to  be  active  for  the  incongruent 
conditions of Stroop and Flanker9 tasks (see also Ye & Zhou, 2009b). 
  In  the present  study we  further  explored  the  representational  conflicts underlying 
the  detection  and  reprocessing  of  errors  in  language  perception.  To  this  end,  we 
conducted  an  EEG  and  fMRI  experiment  on  syntactic  and  spelling  violations.  Our 
purpose was  twofold. First,  conflicts  induced by  syntactic and  spelling violations have 
been  found  to  elicit  positivities  in  the  EEG  with  very  similar  scalp  distributions. 
Therefore,  our  question  was  whether  we  would  also  find  co‐localization  of  activity 
elicited by syntactic and spelling conflicts in the fMRI, possibly in the lIFG, supporting the 
assumption  of  a  role  of  this  area  in  general  conflict  resolution.  Secondly,  we  were 
interested whether  the effect of a conflict strength manipulation on  the processing of 
spelling  violations  would  also  modulate  the  hemodynamic  response  in  the  fMRI. 
                                                 
9 In the Flanker task (Eriksen & Eriksen, 1974) people have to respond to, for example, a central arrow that 










a  misspelled  word.  In  one  condition  they  embedded  orthographically  incorrect  but 
phonologically correct words  (i.e., pseudohomophones)  in sentences with a high cloze 












were not  assumed  to elicit  such  a  strong  conflict.  The  results  indeed  showed  a P600 
effect for the high cloze probability misspellings only. Note, however, that the sentences 
in the low cloze probability condition of Vissers et al. (2006) were created by exchanging 




In  effect,  the  sentence  contexts  in  this  condition  had  a  low  cloze  probability  for  the 
critical word, but  still  elicited  a high  expectation  for  another word. We hypothesized 
that this could still have triggered a strong conflict between competing representations 
of the expected and observed word. An indication in this direction was that Vissers et al. 
(2006)  found  correctly  spelled  critical words  in  the  low  cloze probability  condition  to 











This  cloze  probability  variation  resulted  in  sentences  which  were  either  strongly 
predictive  (high  cloze  probability)  or  weakly  predictive  (low  cloze  probability)  of  a 








An  EEG  experiment  was  conducted  to  test  whether,  as  the  monitoring  theory  of 
language  perception  hypothesizes,  the  spelling  violations  indeed  elicited  the  same 
central‐posterior  distributed  P600  effect  compared  to  the  syntactic  violations within 
subjects. A  similar  scalp  topography would  support  the  view  that qualitatively  similar 
brain  processes  are  involved  in  both  conditions.  In  contrast,  a  difference  in  scalp 
topography would  indicate  that  at  least  partially  different  processes  are  engaged  in 
processing syntactic vs. spelling violations. 
In addition,  the effectivity of  the conflict  strength manipulation of  the misspellings 
was  tested. Assuming  that  the  representational  conflict  for  the high  cloze probability 





Thirty‐two  healthy  right‐handed  native  speakers  of  Dutch  participated  in  the  EEG 







normal  or  corrected‐to‐normal  vision,  had  no  language  disability,  and  had  no 
neurological or psychological  impairment. The  study was approved by  the  local ethics 















appeared  in  mid‐sentence  position.  In  different  conditions,  the  critical  words  were 
either correctly spelled or misspelled. Spelling violations were created by changing one 
letter of the word while keeping the phonology the same (see Vissers et al., 2006). This 
resulted  in  four  sentence  conditions:  high  cloze  probability  correct,  high  cloze 
probability  misspelling,  low  cloze  probability  correct,  and  low  cloze  probability 
misspelling (see Table 1 for examples, and Appendix 2 of this thesis).  
Sixty  filler sentences adapted  from Vissers and colleagues  (2006) were used. These 
consisted of 30 correct sentences, 10 sentences with spelling violations at the beginning, 
10  sentences  with  spelling  violations  in  the middle,  and  10  sentences  with  spelling 
violations at the end of the sentences. 














(At  that  spot  there  sometimes  lie  feathers  from  pheasants  and 
peacocks.) 
low cloze probability misspelling   Op die plek liggen soms verun van fazanten en pauwen. 








of  sentences  per  condition.  The  blocks were matched  for  critical word  position  and 
sentence  length. The order of  these blocks was  reversed  to create eight experimental 
lists  in  total. Within each block  the  trials were pseudorandomized using  the  following 
constraints: each block began with  two  filler  trials, a  filler or experimental  trial never 
occurred more than three times in a row, a spelling violation never occurred more than 
three times  in a row, and a certain condition never occurred more than two times  in a 




Fifty‐eight  experimental  sentences were  created.  Each  sentence  had  two  versions:  a 
syntactically  correct  and  a  syntactically  incorrect  version  that  contained  a  number 




















23  to  31  years)  of  the  experimental  sentences  of  the  syntactic materials  indicated  a 
medium  cloze  probability  of  0.50.  In  this  regard  the  syntactic  materials  were  not 
matched  to  the  spelling  materials  for  expectancy.  Therefore,  quantitative  direct 
comparisons between the syntactic and spelling materials will not be conducted. 
Thirty  filler  sentences  were  created  consisting  of  15  syntactically  correct  and  15 
syntactically  incorrect  sentences.  The  incorrect  fillers  also  contained  a  number 
agreement  violation  on  the  verb,  but  compared  to  the  experimental  sentences  the 
violations  occurred  very  early  in  the  sentence  or  later  on  a  second  verb.  Just  as  the 
experimental  sentences,  the  filler  sentences  were  matched  to  the  spelling  filler 
materials  for mean  length, mean  position  of  the  critical word,  and mean  number  of 
clauses. 
  On  the  basis  of  these materials  two  experimental  lists were  created, which were 
presented to an equal number of participants. The two versions of each sentence were 
counterbalanced across  lists  in such a way  that participants saw only one version of a 
sentence.  Each  list  consisted  of  one  block  that  contained  29  syntactically  correct,  29 
syntactically incorrect, and 30 filler sentences. The trials were pseudorandomized using 













visual  angle  5.2  degrees)  with  a  word  duration  of  350  msec  and  a  stimulus‐onset 




was  followed  by  a  ‘yes’  or  ‘no’  question  about  the  previous  sentence  content.  The 
questions were always preceded by a correct sentence condition and followed by a filler 
trial. The participants had  to respond by pressing a button with  the  left or right  index 





blocks was  counterbalanced  across  subjects with  the  provision  that  the  two  spelling 
blocks  always  followed  each  other.  This  ‘blocked  design’,  in  which  the  spelling  and 
syntactic  violations  were  not  mixed,  was  chosen  for  comparability  to  our  previous 






Figure  1).  The  left mastoid  served  as  a  reference.  The  electro‐oculogram  (EOG) was 
recorded by horizontal EOG electrodes with a right to left canthal montage and vertical 
EOG electrodes placed below and above  the  right eye. The ground was placed on  the 













mastoids.  EEG  and  EOG  records  were  examined  for  artefacts  and  excessive  EOG 
amplitude  (>100 μV)  from 100 msec before the onset of the critical  letter string up to 
1000 msec  following  its onset. Contaminated  trials were  removed and averages were 
aligned  to a 100‐msec baseline period preceding  the  critical  letter  string. Based upon 
visual  inspection and previous  literature, mean amplitudes were calculated  in an early 






included  the  factor Site  (FzA, Fz, Cz, Pz and Oz) and  the  lateral analyses  included  the 
factors  Region  (anterior,  posterior),  Hemisphere  (left,  right)  and  Site.  The  factors 




















EOG amplitude was 6.65%  for  the syntactically correct and 6.28%  for  the syntactically 
incorrect  condition.  In  the  spelling  materials  this  was  8.25%  for  the  high  cloze 






waveforms  suggested  the presence of a P600 effect  for  the  syntactically  incorrect  vs. 
syntactically correct, high cloze probability misspelling vs. high cloze probability correct, 
and  low  cloze  probability  misspelling  vs.  low  cloze  probability  correct  conditions, 
maximal at central‐posterior sites.  
In addition, inspection of the waveforms of the spelling data suggested that an N400 
effect was present  for  the high  cloze probability misspelling vs. high  cloze probability 
correct, and low cloze probability misspelling vs. low cloze probability correct conditions 
at  left  frontal  and  temporal  sites.  Furthermore,  a  broadly  distributed  standard  cloze 













  For  the  spelling  data,  a  main  effect  of  Cloze  probability  for  the  midline  sites 
[F(1,27)=60.41, p<.001] and  for  the  lateral  sites  [F(1,27)=37.09, p<.001]  reflected  that 
overall mean amplitudes were more negative  for  the  low cloze compared  to  the high 
cloze  probability  conditions.  For  the  lateral  sites  a  three‐way  interaction  of  Cloze 
probability x Spelling x Hemisphere was present [F(1,27)=6.06, p<.05]. Therefore, follow‐ 
up  analyses  were  conducted  for  the  two  spelling  conditions  and  the  two  cloze 
probability levels separately. 
                                                 
10 Syntactic violations have been found to elicit an Early Left Anterior Negativity (ELAN; 100‐300 msec) or 
Left Anterior Negativity  (LAN; 300‐500 msec)  (see e.g., Kutas, Van Petten, & Kluender, 2006). However, 













for  the midline  sites  [F(1,27)=29.00,  p<.001]  and  for  the  lateral  sites  [F(1,27)=18.49, 
p<.001].  In  addition, Cloze  probability  x  Site  interactions were  present  [midline  sites: 
F(4,24)=5.20,  p<.01,  lateral  sites:  F(4,24)=8.57,  p<.001].  For  the  lateral  sites  a  Cloze 
probability x Region x Site  interaction  [F(4,24)=4.92, p<.001] and a Cloze probability x 
Hemisphere  x Region  x  Site  interaction  [F(4,24)=3.38, p<.05] were present.  Follow‐up 
single  site  analyses  confirmed  a  broadly  distributed  N400  effect  for  the  low  cloze 






  Likewise,  the analysis of  the misspellings showed a main effect of Cloze probability 
for  the midline  sites  [F(1,27)=51.17,  p<.001]  and  for  the  lateral  sites  [F(1,27)=37.80 
p<.001],  and  a Cloze probability  x  Site  interaction  for both  [F(4,24)=6.95, p<.001  and 
F(4,24)=6.96,  p<.001,  respectively].  For  the  lateral  sites  interactions  between  Cloze 








cloze  probability  conditions  indicated  a  Spelling  x  Hemisphere  interaction 
[F(1,27)=19.50,  p<.001]  and  a  Spelling  x  Hemisphere  x  Region  x  Site  interaction 
[F(4,24)=3.35, p<.05]. The  interactions reflected that only at the  left hemisphere N400 




Spelling  [F(1,27)=7.70, p<.01],  reflecting a broadly distributed N400 effect  for  the  low 
cloze probability misspelling condition.11 
 
                                                 
11  Newman  and  Connolly  (2004)  reported  an  N270  after  pseudohomophones  and  orthographically 
unexpected words. They proposed that the amplitude of the N270 is modulated by mismatches between 












showed  a  larger  N270  amplitude  to  low  cloze  probability  misspellings  only.  They  propose  that  the 









interaction  [F(4,24)=4.89, p<0.01] were  found  for the midline sites. This  indicated that 
P600  amplitude  was  larger  (i.e., more  positive  going)  for  the  syntactically  incorrect 
compared to the syntactically correct condition at central‐posterior sites (Cz, Pz and Oz). 
At the  lateral sites a main effect of Syntax [F(1,27)=9.87, p<.01] and a Syntax x Region 







lateral  sites  [F(1,27)=15.08,  p<.001  and  F(1,27)=6.90,  p<0.05,  respectively].  This 
reflected  that overall mean amplitudes were more positive  for  the high  than  the  low 
cloze  probability  conditions  and more  positive  for  the misspellings  than  the  correct 
words.  Interactions  of  Cloze  probability  x  Spelling were  present  for  the midline  sites 
[F(1,27)=5.28, p<0.05] and for the lateral sites [F(1,27)=7.67, p<0.01]. In addition, for the 
lateral sites a Cloze probability x Spelling x Hemisphere x Region interaction was present 
[F(1,27)=4.55,  p<.05].  Separate  analyses  per  quadrant  indicated  a  Cloze  probability  x 
Spelling  interaction  for  the  left  posterior  [F(1,27)=6.39,  p<.05]  and  right  posterior 
quadrant [F(1,27)=6.73, p<.05]. These results revealed that at the midline and bilateral 
posterior  regions  the P600 effect  to misspellings was  larger  in  the high  than  the  low 
cloze probability condition. 
  Separate analyses of the high and low cloze probability conditions confirmed that the 
mean P600  amplitude was  larger  for misspellings  than  corrects words  in both.  In  the 














midline  sites  [F(4,24)=7.40, p<.001] and  for  the  lateral  sites  [F(4,24)=4.32, p<.01].  For 
the  lateral  sites  interactions  between  Spelling  x  Hemisphere  [F(1,27)=5.53,  p<.05], 
Spelling  x  Region  [F(1,27)=14.85,  p<.001]  and  Spelling  x  Region  x  Site  [F(4,24)=7.37, 
p<.05] were present as well. These results showed that P600 amplitude was  larger  for 
the  low  cloze  probability misspelling  compared  to  the  low  cloze  probability  correct 
condition at a subset of posterior sites  (Pz, Oz, LTP, P3, P3P, RTP, T6, P4, P4P and OR; 





violations  two  additional MANOVAs  were  conducted.  These MANOVAs  included  the 
critical  factors Material  (syntactic, high  cloze probability  spelling/low  cloze probability 
spelling)  and  Acceptability  (acceptable  and  unacceptable).  Interactions  between 
Material, Acceptability and Site, Hemisphere or Region would indicate the possibility of 
differences  in  scalp  distribution  between  the  two  kinds  of  violations.  If  such  an 
interaction was present we normalized the data according to the McCarthy and Wood 
(1985) procedure which equalizes the amplitude differences between conditions.13 
  When comparing  the  syntactic with  the high cloze probability  spelling materials no 
interactions  were  found  for  the  midline  sites.  For  the  lateral  sites  there  was  an 
interaction of Material x Acceptability x Hemisphere [F(1,27 )=8.64, p<.01] and a trend 




obtained.  In  particular,  both  high  and  low  cloze  probability misspelling  conditions  elicited  a  central‐
posterior distributed P600 effect compared to their correct controls, and this effect was larger in the high 
than  in  the  low  cloze probability  conditions.  These  supplementary  analyses  reveal  that  the pattern of 
results for the P600 was not caused by differences in the preceding N400 window. 
13 In recent papers it is debated whether normalization should be used (Urbach & Kutas, 2002; Urbach & 







of  the  two  hemispheres  and  regions  did  not  reveal Material  x  Acceptability  x  Site 
interactions  (all  Fs<2). The  analyses  therefore did not  reveal  significant differences  in 
the  topography  of  the  P600  effect  to  syntactic  and  high  cloze  probability  spelling 
violations.  
  When comparing  the  syntactic with  the  low cloze probability  spelling materials, no 
interactions were  found  for  the midline and  lateral  sites. For  the  lateral  sites, a  trend 
was present for an interaction between Material x Acceptability x Hemisphere (p=.054), 
Material  x Acceptability  x Hemisphere  x  Site  (p=.057),  and Material  x  Acceptability  x 
Region x Site (p=.06). To check whether these trends could point at differences in scalp 
topography  the  data  were  normalized.  The  lateral  analysis  on  the  normalized  data 
yielded  a  trend  for  a  Material  x  Acceptability  x  Hemisphere  interaction  (p=0.053). 






In  the  EEG  experiment we  compared  the  effects  of  representational  conflict  due  to 
syntactic  violations  and  misspellings.  In  addition,  we  tested  our  conflict  strength 
manipulation  of  the  misspelling  material.  We  changed  the  low  cloze  probability 
condition of Vissers et al. (2006) to be sure that no conflicting representations could be 
present based on the sentence context. 





Second,  in  agreement  with  Vissers  et  al.  (2006)  a  P600  effect  was  found  to 
misspellings in high cloze probability sentences. In contrast, a P600 effect was now also 





the  P600  effect  to misspellings was modulated  by  the  conflict  strength manipulation 
because  the  P600  effect  elicited  by  high  cloze  probability  misspellings  was  larger 
compared to the P600 effect elicited by low cloze probability misspellings. These results 
call  for  an  adjustment  of  the  conclusions  made  by  Vissers  et  al.  (2006)  that  only 
misspellings  in  sentences  in which  the  related  correct word  is highly expected elicit a 
strong enough conflict between competing representations and trigger a P600 effect. It 
seems  that  in  addition  to  expectations  generated by  the  sentence  context,  the word 
context (i.e., the orthography and phonology of the word) as such also has an effect. In 
the present low cloze probability condition, no specific expectations were generated by 
the  sentence  context.  However,  still  a  P600  effect  to  the  low  cloze  probability 
misspellings was present,  indicating  that an expectation based upon  the word context 
alone, could trigger a representational conflict of sufficient size.  
A study that also reported a P600 modulation related to expectancy was the study by 
Coulson et al.  (1998). They manipulated  the proportion of  sentences  that contained a 
syntactic  violation.  Syntactic  violations  that  were  improbable  to  occur  in  a  block 
(probability of 20%) elicited  larger P600 amplitudes  than probable  syntactic violations 
(probability  of  80%).  Coulson  et  al.  (1998)  proposed  that  the  differences  in  P600 
amplitude  reflect  the  way  that  individuals  update  their  mental  models  of  the 
environment  which  are  governed  by  their  expectations.  A  grammatical  violation 
deviates  from what  is expected based on daily  life, and therefore  leads to updating of 
the mental model. However, although participants might expect a grammatical form by 
default,  a  probable  syntactic  violation  block  leads  them  to  expect  an  ungrammatical 
form.  In  terms of  conflict  strength  the  amplitude decrease  for  the probable  syntactic 
violations  is  due  to  a  weaker  conflict.  Although  participants  come  to  expect  an 





An  fMRI experiment using  the same stimuli as  in  the EEG experiment was conducted. 





P600  effects.  Therefore,  we  were  interested  to  see  whether  the  different 










(12 women; mean age = 22.1 years; age  range = 18  to 26 years). Four  subjects were 
excluded because of excessive head movements or because they made too many errors 
on the comprehension questions. 




6700 msec  (mean  5500 msec),  followed  by  a  500 msec  blank  screen.  In  addition,  to 
avoid  left  hemisphere motor  activation,  participants  were  asked  to  respond  to  the 
content questions with the left index or middle fingers. 















The  fMRI  data  were  preprocessed  and  analysed  using  the  SPM5  software 
(http://www.fil.ion.ucl.ac.uk/spm).  The  first  five  volumes  of  each  participant  were 





level,  single‐subjects  analyses  were  conducted.  The  linear  models  of  each  subject 
included  regressors  that modelled  the  sentence  conditions  (syntactically  correct  and 
incorrect; high  cloze probability  correct  and misspelling,  low  cloze probability  correct 
and misspelling) from the critical word onwards to the end of the sentence. The correct 
filler sentences and the correct experimental sentence beginnings (until the word before 
the  critical  word)  were  included  in  a  ‘general  correct’  (GC)  regressor.  In  addition, 
regressors were  included for the  inter‐trial  interval  in which a fixation was shown (FIX) 
and  for  six  realignment parameters describing head movements. The  regressors were 
convolved  with  a  canonical  hemodynamic  response  function.  For  the  second‐level 




In  the whole  brain  analysis  of  both  the  syntactic  and  spelling  data we  obtained  the 
single‐subject  contrast  images  for  all  experimental  conditions  and GC  relative  to  FIX. 
Differential effects of  the experimental conditions were calculated at  the second‐level 
with a full factorial design for both the syntactic and the spelling data. The results of the 











To  test  for  possible material  specific  activation  in  the  fMRI  experiment, we  selected 
regions of  interest (ROIs) based on two different sets of studies. First, we conducted a 
meta‐analysis of  twelve neuroimaging  studies  that  contained  syntactic  violations,  and 
included an area as a ROI when three or more studies reported this area (see Table 3)14. 







Second,  since  at  present  few  neuroimaging  studies  have  been  conducted  using 
pseudohomophones, we based our ROIs for the spelling violations on a meta‐analysis on 
pseudowords by Mechelli, Gorno‐Tempini, and Price  (2003). Three ROIs were selected 




















were  tested  using  the Marsbar  toolbox  for  SPM  (Brett, Anton, Valabregue, &  Poline, 





cerebellum).  For  the  spelling  data  a  2  x  2  x  6  repeated  measures  MANOVA  was 
conducted, including the factor Spelling (correct and misspelling), Cloze probability (high 
and  low)  and  ROI  (lIFGsyn/spel,  rIFG,  lPSTG,  ACG,  lITG  and  right  cerebellum).  These 
MANOVAs were based on the contrast values that were obtained  in the ROIs from the 
single‐subject  contrast  images  for  the  experimental  conditions  (syntactically  correct, 
syntactically  incorrect; high cloze probability correct, high cloze probability misspelling, 





Mean  error  rate  on  the  comprehension  questions  was  9.5%  (syntactic  part:  5.6%; 
misspelling part: 11.5%). Two participants were excluded from the analysis because they 





The  results  of  the  contrast  syntactically  correct  >  syntactically  incorrect  are  listed  in 
































































































































































































































































































































































































































































In  the whole brain analysis of  the  spelling data a comparison was made between  the 
misspelled and correctly spelled conditions. The contrast correctly spelled > misspelled 
yielded no significant results. The results of the contrast misspelled > correctly spelled 
are  listed  in  Table  4b.  Regions  that  were  significantly  stronger  activated  for  the 
misspelling conditions compared  to  the correctly  spelled conditions  included  the  right 
superior occipital gyrus, right superior parietal  lobule,  left cerebellum and  left fusiform 
gyrus (see Figure 5a). 
  In  addition,  a  comparison was made  between  the  high  and  low  cloze  probability 
conditions.  In Table 4c. the results of the high cloze probability >  low cloze probability 
contrast are  listed. The  left and right  IPL showed a significantly stronger activation  for 






















































Right superior occipital gyrus  19 476 4.62 28  ‐68  48
Right superior parietal lobule  7 4.57 34  ‐62  54
Left cerebellum  344 4.28 ‐32  ‐74  ‐32
  3.68 ‐48  ‐56  ‐34
Left fusiform gyrus  37 3.62 ‐48  ‐58  ‐22
     
c. high > low cloze probability 
lIPL  40 395 4.11 ‐42   ‐60  54
  3.89 ‐56  ‐48  42
rIPL  40 257 3.86 48  ‐54  44









in  lIFG  than  the  syntactically  correct  condition  (mean  contrast  value  syntactically 
incorrect=0.73, syntactically correct=0.51, see figure 6).  
  When using lIFGspel instead of lIFGsyn in the analysis the same results were obtained; 











with  this  factor  was  found.  Follow‐up  analyses  showed  that  all  ROIs  except  lPSTG 












violations  would  generate  co‐localized  activation.  In  addition,  we  were  interested 
whether  the  effects  of  conflict  strength manipulation  on  the  processing  of  spelling 
violations  that  were  observed  in  the  EEG  experiment  would  also  modulate  the 
hemodynamic response in the fMRI.  
  The  results  from  the ROI analyses  showed  that both  the  syntactic and  the  spelling 
violations elicited stronger activation in the lIFG relative to their controls. The high and 





indicating  no modulation  by  conflict  strength.  In  addition  to  the  lIFG  activation,  the 
spelling violations elicited stronger activation compared to their correct controls  in the 
rIFG,  right  superior  occipital  and  parietal  areas,  right  and  left  cerebellum,  lITG/left 
fusiform  gyrus,  and ACG. Again,  the  activation  in  these  areas was  not modulated  by 




violations,  the whole  brain  analyses  did  not.  Previous  studies,  however,  did  find  lIFG 
modulation at the whole brain level when contrasting for example syntactically incorrect 
with  syntactically  correct  stimuli  (see e.g.,  table 3). The  fact  that we did not  find  lIFG 
activation at the whole brain level could be because our experiment did not involve an 
explicit  judgment  task,  which  might  increase  the  underlying  neural  response.  For 
example,  all  studies  that  were  included  in  our  meta‐analysis  of  syntactic  violation 
studies  that  reported  lIFG activation at  the whole brain  level used such a  task, except 
from the study by Kang et al. (1999). We explicitly chose not to use a judgment task, to 





cognitive  control  in  dealing with  representational  conflicts  to  the  literature  on  error 
monitoring  in  language  perception.  To  this  end,  an  EEG  and  fMRI  experiment were 
conducted  investigating  representational  conflicts  created  by  syntactic  and  spelling 
violations.  These  violations  elicited  similar  ERP  responses  in  previous  studies  and we 
were  interested whether  they would  create  co‐localized  activation  in  the  fMRI.  The 
conflict  strength  created  by  misspellings  was  manipulated  as  well  to  address  the 











with  very  similar  scalp  distributions.  The  present  EEG  experiment  added  support  to 
these findings by showing within subjects that both the syntactic and spelling violations 
elicited a  similarly distributed  central‐posterior P600 effect  compared  to  their  correct 
controls. This suggests that similar processes are involved in the processing of syntactic 
and spelling violations. 






is  associated with  a  lexical  frame  (i.e.,  an elementary  syntactic  tree)  that  is  retrieved 
from memory.  These  frames  incrementally  enter  a  unification  space where  they  are 
bound  together  into a phrasal  configuration. This process  is dynamic, because due  to 
competing alternative binding candidates the strength of the unification links vary over 
time  until  a  stable  configuration  is  reached. Hagoort  (2003,  2009)  proposed  that  the 
P600  reflects  the  formation of unification  links. The P600  amplitude  is  thought  to be 
related to the time that is needed to form unification links of sufficient strength, which 
is  influenced  by  syntactic  complexity,  by  syntactic  ambiguity,  and  by  semantic 
influences.  
A  different  explanation  of  the  P600  effect  was  given  by  Kuperberg  (2007).  She 
proposed  that  comprehension  of  verb‐argument  relationships  within  sentences 
proceeds  along  at  least  two  interactive  processing  streams.  In  the  first  stream  the 
evolving  representation  of  meaning  is  evaluated  and  compared  with  patterns  of 
relationships  that  are  prestored  within  semantic  memory.  The  second  stream  is  a 









Although  these  accounts  of  the  functional  significance  of  the  P600  effect,  do  not 









they would make syntactic processing more difficult.  It  is also  less  likely  that  the  time 
needed  to  establish  sufficiently  strong  unification  links  is  affected.  Since  the  correct 
word can easily be traced back, the  lexical frames should be accessible and unification 
should be possible.  If  it were the case that the pseudohomophones do not  lead to the 
retrieval of  lexical frames  in memory, we think the Unification Model would predict an 






P600  is elicited when  there  is a  strong  representational conflict between an expected 
and  observed  element  that  triggers  reprocessing  of  the  input  to  check  for  possible 
processing  errors  (e.g.,  Van  de  Meerendonk  et  al.,  2009).  Such  a  representational 
conflict is created by both syntactic and spelling violations. For the syntactic violations a 
conflict arises between an expected grammatical form and an observed ungrammatical 
form.  The  spelling  violations  create  a  conflict  between  an  expected  correctly  spelled 
word and the observation of an incorrectly spelled word. 
The  monitoring  theory  assumes  that  only  representational  conflicts  that  are 
sufficiently strong should trigger reprocessing of the input and elicit a P600. The present 













in  the  lIFG  compared  to  their  correct  controls.  This  corresponds  to  the  findings  of 
Embick et al. (2000) who compared syntactic word order violations and spelling errors in 
sentences  (e.g.,  paper  written  as  papger)  to  a  control  condition  in  which  rows  of 
coloured  letters  were  shown.  In  this  study,  the  participants’  task  was  to  indicate 
whether  one  or  two  errors were  present  in  the  sentences,  or whether  one  or  two 
matches  (i.e.,  a  colour‐letter  combination)  occurred  in  the  control  condition.  Their 
results  also  showed  that  both  syntactic  and  spelling  violations  elicited  increased 
activation in the lIFG compared to their control condition. 
 At present, various accounts on the role of the lIFG in language processing exist. For 
example,  increased  activation  in  the  lIFG might  reflect  the  computation  of  syntactic 
movement  of  elements  in  a  sentence  (e.g.,  Grodzinsky  &  Friederici,  2006).  Another 
proposal  is  that  the  lIFG  activation  reflects  increased  demands  on  syntactic working 
memory due to the temporal maintenance of unintegrated syntactic  information  (e.g., 
Fiebach,  Schlesewsky,  Lohmann,  Von  Cramon,  &  Friederici,  2005).  Hagoort  (2005) 
proposed that the lIFG is involved in the unification of lexical elements that are retrieved 
mainly  from  the  temporal  lobes. According  to  this proposal  the  lIFG  is  involved  in  the 
syntactic  as well  as  semantic  and phonological  unification  of  lexical  elements, with  a 
certain level of specialization in different subregions. These different accounts, however, 
have  difficulty  in  explaining  the  co‐localized  lIFG  activation  for  syntactic  and  spelling 
violations. The syntactic accounts would have to assume that misspellings affected the 
syntactic  processing,  which  we  think  again  is  less  likely  since  we  used 
pseudohomophones.  Unification  should  not  be  affected  either,  because 






Novick  et  al.  (2005)  proposed  that  the  lIFG  is  involved  in  implementing  cognitive 
control to resolve representational conflicts (see also, e.g., Thompson‐Schill et al., 2005; 
Thompson‐Schill, D'Esposito, Aguirre, &  Farah, 1997).  Instead of  reflecting a  language 
specific  process,  it  is  thought  that  the  process  in  the  lIFG  reflects  a  general  conflict 
resolution  mechanism.  This  account  can  explain  the  finding  of  co‐localized  lIFG 
activation  for  syntactic  and  spelling  violations.  Both  types  of  violations  create  a 
representational  conflict,  and when  such  a  conflict  is  present,  the  lIFG  is  thought  to 
guide  the  neural  activity  in  the  appropriate  pathways  to  prevent misinterpretations 
(e.g., Miller & Cohen, 2001). 
Since our EEG results showed a sensitivity to the conflict strength manipulation, we 
hypothesized  that  any  brain  area  that  is  sensitive  to  this  manipulation  should 
differentiate between high and low cloze probability misspellings as well. However, our 
fMRI results did not show such a differential effect  in any brain region,  indicating that 
the  hemodynamic  response  was  not  modulated  by  conflict  strength.  January  et  al. 
(2009)  also manipulated  conflict  strength  between  competing  representations  in  an 
fMRI  study.  This  was  done  by  using  different  pairings  of  pictures  and  syntactically 
ambiguous  sentences.  Hereby,  they  created  a  weak  (syntactically  unambiguous 
sentences), medium and strong conflict condition. The conflict increased due to the fact 
that  the  pictures  increasingly  supported  a  less  preferred  interpretation  of  the 
ambiguous  sentence  (see  January  et  al.,  2009  for  the  specific  details).  Their  results 
showed  a  significantly  stronger  activation  in  the  lIFG  for  the  strong  compared  to  the 
weak  conflict  condition only.  This  result  could  indicate  that  two  conditions  that both 
create  a  representational  conflict  but  that  differ  in  their  actual  conflict  strength  can 
differentially  activate  the  lIFG.  However,  it  is  unclear  whether  the  weak  conflict 




In  addition  to  increased  activation  in  the  lIFG,  the  spelling  violations  also  showed 
increased activation  in more posterior areas when compared to their correct controls. 







abstract  letter  representations  (e.g.,  Dehaene,  Le  Clec'H,  Poline,  Le  Bihan, &  Cohen, 
2002). It is likely that upon encountering a spelling violation, (re)processing of the visual 
word form is done, and as indicated by our meta‐analysis several studies have found this 
area  to  be more  activated  by  pseudowords  than  words  (see Mechelli  et  al.,  2003). 
Furthermore, the activation that was found  in the right occipital area might be related 
to some extra visual processing of the spelling violation. In contrast, an area that could 
be  involved not  in  the  (re)processing of  the  spelling  violations  as  such but  in  conflict 
processing is the ACG. The ACG has been implicated in conflict detection and it has been 
suggested that it sends this information to frontal brain areas (e.g., Yeung et al., 2004). 
Note,  however,  that  we  do  not  find  a  modulation  of  the  hemodynamic  response 
depending on conflict strength in this region either. 
For the syntactic violations, besides the  increased activation  in  lIFG, we did not find 
any other additional activation. An area  that  is also often  reported  to show  increased 
activation  to  syntactic  violations  is  the  lPSTG.  First,  it  could  be  that  our  syntactic 
violations did not elicit a detectable  response  in  the  lPSTG because participants were 
not  asked  to  judge  grammatical  acceptability  of  the  sentences. All  studies  that were 
included  in our meta‐analysis conducted such a  judgment, except the study by Kang et 
al. (1999) which also did not report activation  in the  lPSTG. Second, it could be that no 






source  of  the  P600  component. One  has  to  be  cautious with  such  an  interpretation 
because ERP and  fMRI measurements capture neural  responses at very different  time 
scales. While  ERPs  allow  for  the  detection  of  neural  responses  to  critical words,  the 
hemodynamic  responses  in  the  fMRI also  reflect additional processes  that occur after 
the critical words. 






the  hemodynamic  response.  Since  fMRI measurements  are  temporally  less  sensitive 
than  ERPs  this  could  have  resulted  in  a  null  finding  for  the  conflict  strength 
manipulation.  In general, null results have to be  interpreted cautiously, and they  leave 




the  P600  amplitude  could  primarily  be  related  to  the  strength  of  the  conflict,  the 
hemodynamic  response which was not modulated by  conflict  strength,  could  indicate 
the  presence  of  reprocessing.  Reprocessing  is  thought  to  occur when  a  conflict  is  of 
sufficient  size, but would be  identical  for  spelling violations  in  the high and  low  cloze 
probability conditions. This seems plausible, since the violations were  identical  in both 
conditions; only one  letter was changed compared to the correctly spelled words. This 
does  not mean  that  differences  in  the  degree  of  reprocessing  could  not  exist.  If we 
would  have  different  degrees  of  ill‐formedness,  contrasting  for  example  one‐letter‐
changed‐misspellings with misspellings  in which more  letters  are  changed,  this might 
result  in  differences  in  the  amount  of  reprocessing.  It  is  therefore  assumed  that  the 
degree  of  reprocessing  is  not  proportional  to  the  degree of  conflict  (the  conflict  just 
needs to pass a certain ‘threshold’ to trigger reprocessing), but rather to the degree of 
ill‐formedness of the encountered word.  
Under  this  post‐hoc  hypothesis,  the  lIFG  would  guide  the  reprocessing  of  the 
unexpected  representation  by  guiding  activation  in  more  posterior  areas  (e.g.,  the 
lITG/left fusiform gyrus). This  is somewhat different from the proposal by Novick et al. 
(2005)  regarding  the  implementation  of  cognitive  control  by  the  lIFG  for  conflict 
resolution  in  garden‐path  sentences.  To  prevent  misinterpretations  in  garden‐path 
sentences, Novick et al. (2005) proposed that selecting the relevant parse involved both 
the  suppression of  the  initially expected but  irrelevant parse and  the  recovery of  the 
unexpected  but  relevant  parse  from  all  the  information  present. Our  data,  however, 
seem  to  suggest  that  the P600 amplitude modulation  is  related  to  the  suppression of 
the expected representation, whereas the lIFG activity may correspond to the guidance 
of the reprocessing (recovery) of the unexpected representation (i.e., the violation) only. 





probability  misspellings,  could  reflect  that  more  suppression  of  the  expected 
representation  is  needed  in  the  high  cloze  probability  condition  for  which  this 
representation is stronger. This would fit with previous proposals that positivities in the 










process  to  be  similar  for  syntactic  and  spelling  violations.  In  contrast,  if  as  proposed 





To  conclude,  the present  study  further  explored  representational  conflicts underlying 
the detection and reprocessing of errors in language perception. In accordance with the 
monitoring  theory  of  language  perception,  our  results  show  that  conflicts  elicited  by 
syntactic and spelling violations trigger similar P600 effects, which can be modulated by 
conflict strength.  In addition, the  finding of  increased  lIFG activation  for both violation 
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The role of  the prefrontal cortex,  in particular  the  left  inferior  frontal gyrus  (lIFG), has 
been studied extensively in various cognitive domains. Recently, a unifying account was 
proposed to explain the common role of the  lIFG  in supporting cognitive processing  in 
different  domains  such  as  language  and  cognitive  control.  Specifically,  it  has  been 
proposed  that  the  lIFG  is  involved  in  general  conflict  resolution:  when  multiple 
representations  compete,  the  lIFG  implements  cognitive  control  to  bias  attention 
towards  one  of  the  representations.  This  general mechanism  is  relevant  for multiple 
higher‐level cognitive domains. The present study further investigated this proposal of a 
general  conflict  resolution  mechanism  in  the  lIFG  in  relation  to  errors  in  language 
perception.  To  this  end,  an  fMRI  study was  conducted  in which  the  same  group  of 
participants read sentences containing syntactic agreement violations and violations of 
plausibility.  In  addition  they  took  part  in  a  Stroop  task  to  localize  cognitive  control 
processes. Furthermore, to investigate whether conflicting representations are required 
for  lIFG  engagement,  or whether  other  cognitively  demanding  inputs  can  signal  that 
control adjustments are needed as well, a visual degradation condition was included in 
which no conflict between competing representations was assumed to be present. Both 
the violation  conditions and  the visual degradation  condition elicited  co‐localized  lIFG 
activation with the Stroop conflict. These results may indicate that the lIFG implements 
control  adjustments  to  resolve  situations  in  which  extra  attention  is  needed  more 








modular perspective. This  is surprising, as  language processing  is a tremendously high‐






Botvinick  et  al.,  2001).  Conflicts  occur when  there  is  a mismatch  between what we 
intend or expect and what we do or observe. The detection of such a mismatch leads to 
compensatory  adjustments  in  the  involved  processing  pathways.  In  general,  the 
prefrontal cortex  is thought to be  involved  in this control mechanism by biasing neural 
activity  in  these pathways  (e.g., Miller & Cohen, 2001). Often mismatches have been 
studied  in  the action domain  (for  reviews see e.g., Ridderinkhof, van den Wildenberg, 
Segalowitz, & Carter, 2004; Yeung et al., 2004), but in language perception mismatches 
can occur as well.  For example, we  sometimes misread a word  in a  text and wonder 
whether we read  it correctly.  In this example there  is a conflict between the word we 
expected  and  the  word  that  we  observed.  The  present  study  shows  that  cognitive 
control  is needed to resolve these  ‘representational conflicts’,  in which we are dealing 
with two incompatible representations. In addition, the study addresses the question of 





incongruent  condition  the  ink  color  to be named differs  from  the printed  color word 
(e.g., green printed in red ink), thereby creating a conflict. To bias attention towards the 








thought  to  implement  compensatory  adjustments  in  control  (e.g.,  see Milham  et  al., 
2003; Nee et al., 2007; Novick et al., 2005). 
Within the language domain the lIFG has been referred to as Broca’s area, and a well‐
known example of  language conflict  that has been  found  to activate  this region  is  the 
case of  garden‐path  sentences. Garden‐path  sentences  are  sentences  that  are  locally 
ambiguous and have a preferred parse (e.g., ‘The broker persuaded to sell the stock…’). 
These  sentences  therefore  create  a  temporary  misinterpretation,  due  to  a  conflict 
between the preferred analysis and the actual parse that needs an alternative analysis 
(e.g., Mason et al., 2003; Osterhout & Holcomb, 1992). Traditionally, Broca’s area has 
been  implicated  in  sentence  processing, more  specifically  syntactic  processing,  since 
patients with Broca’s  aphasia  show  agrammatic  production  and  have  difficulties with 
comprehending  syntactically  complex  sentences  (e.g.,  Goodglass  &  Berko,  1960; 
Grodzinsky, 2000) –  although  it  is now  known  that  a  lesion  to Broca’s  area does not 
necessarily  lead  to  Broca’s  aphasia  (e.g.,  Dronkers, Wilkins,  Van  Valin  Jr,  Redfern, & 
Jaeger,  2004).  In  line  with  this  traditional  view,  various  studies  have  attributed 
activation  in  the  lIFG  to  some  form of  syntactic processing.  For  instance,  it has been 
proposed  that  increased  activation  in  this  area  might  reflect  the  computation  of 
syntactic movement  of  elements  in  a  sentence  (e.g., Grodzinsky,  2000; Grodzinsky & 
Santi, 2008), or the computation of hierarchical syntactic structures (in particular  in BA 
44;  e.g.,  Bahlmann,  Schubotz,  &  Friederici,  2008;  Friederici, Makuuchi,  &  Bahlmann, 
2009). Another proposal  is  that  the  lIFG  (BA 44  specifically) plays a  critical  role when 
demands  on  syntactic  working  memory  increase  due  to  temporal  maintenance  of 
unintegrated syntactic information (Fiebach et al., 2005). Hagoort (2005) broadened this 
working memory perspective by stipulating that not only syntactic but also phonological 
and  semantic elements have  to be  kept  available while  single words  are unified  (i.e., 
integrated) into larger structures. This process of ‘unification’ is thought to occur in the 
lIFG (encompassing BA 44/45/47, and probably the ventral part of BA 6), with a certain 
level  of  specialization  in  different  subregions  for  the  integration  of  syntactic, 
phonological and semantic elements. 
These  various  proposals,  however,  do  not  consider  the  results  from  the  cognitive 
control  literature, which  indicate posterior  lIFG activation  in various  tasks  that do not 





2003); verb generation  task  (e.g., Thompson‐Schill et al., 1997); working memory  task 
(e.g., Jonides, Smith, Marshuetz, Koeppe, & Reuter‐Lorenz, 1998)). Novick et al. (2005) 
offered a unifying account for the finding of  lIFG activation  in both the psycholinguistic 
and  cognitive  control  literature.  They  proposed  that  the  lIFG  is  involved  in  general 




and  bias  attention  towards  the  relevant  parse  (see  also,  e.g.,  Thompson‐Schill  et  al., 
2005;  Thompson‐Schill  et  al.,  1997).  A  recent  fMRI  study  by  January  et  al.  (2009) 




A  recent  study  by Van  de Meerendonk  et  al.  (2011)  connected  this  proposal  of  a 
general  conflict  resolution  mechanism  in  lIFG  to  error  monitoring  in  language 
perception.  As  in  garden‐path  sentences  and  the  Stroop  task,  a  conflict  between 
competing  representations  is  assumed  to  be  present  for  various  types  of  errors  in 
language perception,  like semantic and syntactic violations, spelling errors and picture‐




this process has been  linked  to  the P600  component  (for  reviews  see Kolk & Chwilla, 
2007; Van de Meerendonk et al., 2009). Van de Meerendonk et al. (2011)  investigated 
the  representational  conflicts  elicited  by  syntactic  agreement  violations  and  spelling 
violations  in  an  fMRI  study within  the  same  group  of  participants.  In  support  of  the 
proposal  of  a  general  conflict  resolution mechanism  in  lIFG,  the  results  showed  co‐
localized increased activation in the lIFG for both types of representational conflict. 
The aim of the present study was twofold. First, we wanted to further investigate the 







syntactically  ambiguous  sentences  –  for  a  generalization  of  conflict  resolution  in  a 




the  lIFG  (BA 44/45) that shows  increased activation to  incongruent trials which elicit a 
representational conflict.  In agreement with  January et al.  (2009), we determined  this 
part  of  the  lIFG  for  each  individual  participant,  and  investigated  its  sensitivity  to 
representational conflicts arising from syntactic and semantic anomalies. 
Based  on  the  proposal  of  a  general  conflict  resolution  mechanism  in  lIFG,  we 
predicted  that  both  the  syntactic  agreement  violations  and  the  plausibility  violations 
should elicit increased activation in the lIFG region that was determined from the Stroop 





Such meta‐analyses,  however,  are  based  on multiple  studies  that  involved  different 
tasks  across  various  participants.  In  contrast,  in  the  present  study,  one  group  of 
participants performed a single  task  for  the sentence conditions:  they carefully read a 
series of sentences containing various kinds of violations. The focus of the present study 
was  on  the  lIFG  region  that was  found  active  in  the  Stroop  task  for  each  individual 
participant,  and  we  examined  whether  different  types  of  representational  conflicts 
elicited by perceptual language errors showed co‐localized activation in this region.  





visual  language  perception  is words  that  are  difficult  to  read.  For  instance,  imagine 







lack of bottom‐up  information might also  signal  that control adjustments are needed. 
Therefore,  in  the  present  study  we  added  a  visual  degradation  condition,  which 
consisted of plausible  sentences with no particular expectation  for  a  certain word,  in 
which the critical word could either be degraded or not. For this condition it is assumed 
that no conflict between an expected and encountered representation occurs, since no 
representation  can  be  formed  based  on  expectations,  and  the  critical word,  though 
difficult to read, does not contain an error of any kind. However, because the word  is 
difficult  to  read,  it  can  still  be  assumed  that  compensatory  control  adjustments  are 
needed to identify the correct word, and this could involve the lIFG. In their comparison 
of  the  activation patterns of different  cognitive demands  (i.e.,  response  conflict,  task 
novelty, working memory and perceptual difficulty), Duncan and Owen  (2000) showed 
that much  the  same  regions  of  the  prefrontal  cortex,  including  lIFG, were  activated. 
Therefore,  they  suggested  that  a  specific network  in prefrontal  cortex  is  recruited by 
increases  in demands to solve diverse cognitive problems. This proposal  is  in  line with 
what  Kahneman  (1973)  has  referred  to  as  mental  effort,  which  is  recruited  when 
increasing demands require the allocation of extra attention.  
To  recapitulate,  we  hypothesize  that  the  proposal  of  the  involvement  of  lIFG  in 
implementing  cognitive  control  to  resolve  representational  conflict  would  be 
strengthened  if  co‐localized  lIFG  activation  is  found  for  the  conflicts  elicited  by  the 
Stroop  task  and  syntactic  and  plausibility  violations.  If,  in  addition,  the  visual 
degradation condition shows co‐localized lIFG activation as well, this could indicate that 







Twenty‐seven  healthy  right‐handed  native  speakers  of  Dutch  participated  in  the 





mean  age=20,2  years;  age  range=18  to  24  years).  Three  participants were  excluded 
because of excessive head movements or because  they made  too many errors on  the 
comprehension  questions  (see  below).  All  participants  had  normal  or  corrected‐to‐
normal  vision,  had  no  language  disability,  and  had  no  psychological  or  neurological 
impairment. The study was approved by the  local ethics committee. Written  informed 




The  following  paragraphs  give  an  overview  of  the  stimulus materials  and  procedures 
that were used  in the present study. First, the stimulus materials of the three types of 
sentence  conditions  (plausibility,  syntactic  and  visual  degradation), which were  each 





Ninety‐nine  sentence  contexts  were  taken  from  a  previous  study  with  some minor 
changes  (Van  de  Meerendonk  et  al.,  2010)  and  79  new  sentence  contexts  were 
constructed  in  which  a  word  from  a  certain  category  was  highly  expected.  The 
expectancy was  created by giving  two exemplars of a  certain  category  (e.g.,  ‘The eye 
consisting  of  among  other  things  a  pupil,  iris  and  …’).  The  critical  word  that 
complemented  the  sentence  context  could  be  plausible, mildly  implausible  or  deeply 
implausible, resulting  in three conditions for each sentence context (see Table 1 for an 
example, and Appendix 3 of this thesis). 
  These  178  sentence  contexts were  tested  in  a  plausibility  judgment  task with  42 
participants (33 women; mean age = 20.5 years; age range = 18 to 26 years). In this task, 
the sentences were given up to the critical word, and the participants had to rate the 
plausibility of  the sentences on a scale  from 1  (very  implausible)  to 5  (very plausible). 









was  4.9,  3.1  and  1.1  respectively.  An  ANOVA  indicated  that  these  differences  in 
plausibility  were  reliable  across  the  three  conditions  (p<.0001).  Follow‐up  pairwise 
comparisons  between  the  three  plausibility  conditions  revealed  that  ratings  for  the 
plausible sentences differed significantly from the ratings for the mildly and the deeply 
implausible  sentences  (both  ps<.0001).  Furthermore,  these  analyses  revealed  a 

























translation  could  be  found  for  a  portion  of  the  nouns.  The mean  semantic  similarity 
value (SSV) for the 150 trials was 0.36 for the plausible, 0.28 for the mildly implausible, 











differ  in mean  length  (p>.1).  Furthermore,  for  each  critical word  the  frequency was 
searched  using  the  CELEX  lemma  database  (Baayen,  Piepenbrock, &  Gulikers,  1995). 
Mean  frequency  did  not  differ  across  conditions  (p>.1).  The  sentences  had  a mean 
length of eleven words and the position of the critical word varied across the sentences. 
  The 162 experimental contexts were split  in half to ensure that a participant would 
see  different  contexts  in  the  fMRI  study  and  the  EEG  study  in  which  they  also 
participated (for the EEG results, see Van de Meerendonk, Chwilla, & Kolk, submitted). 
For  each  half,  three  experimental  lists  were  created  such  that  the  three  sentence 
versions of each  context were  counterbalanced  across  lists  and participants  saw only 
one  version  of  a  sentence.  Therefore,  each  list  consisted  of  27  plausible,  27 mildly 
implausible, and 27 deeply implausible sentences. Furthermore, 42 out of 84 fillers were 
added  to each  list. Of  these 84  fillers, 56 sentences did not contain any violation. The 
remaining 28 sentences contained a semantic violation and were adapted from Vissers 
et al. (2006). In addition, 20 null events were added per list. They consisted of a fixation 
cross  followed  by  a  blank  screen  for  the  remainder  of  the  trial.  The  trials  were 
pseudorandomized using the following constraints: each list began with two filler trials, 















  The  108  experimental  contexts  were  split  in  half,  resulting  in  54  experimental 
sentences  per  list.  Four  experimental  lists were  created  such  that  the  two  sentence 
versions of each  context were  counterbalanced  across  lists  and participants  saw only 








adapted  sentences  from  the  low  cloze  probability  correct  condition  of  Van  de 




the  critical word. A pre‐test  in which 4 participants  read  the  sentences out  loud was 
conducted to ensure that although degradation made the words more difficult to read, 
the accuracy was high (mean error percentage 2%). The mean frequency, mean  length 




participants  (12  women; mean  age  =  20.1  years;  age  range  =  18  to  25  years)  was 
conducted. Each participant  saw half of  the materials,  such  that no  sentence  context 
was  repeated.  The  results  showed  that  the  reading  times  of  the  critical words were 
significantly  slower  for  the  visually  degraded  (926  msec)  compared  to  undegraded 
condition (564 msec) [F(1,13)=99.1, p<.001]. 
  The  108  experimental  contexts  were  split  in  half,  resulting  in  54  experimental 
sentences  per  list.  Four  experimental  lists  were  created  such  that  the  presentation 
versions of each  context were  counterbalanced  across  lists  and participants  saw only 





degraded  trials.  In  addition,  20  null  events  were  added  per  list.  The  trials  were 
pseudorandomized  using  the  same  constraints  as  for  the  syntactic  materials. 









and  a  stimulus  onset  asynchrony  of  645 msec.  The  length  of  the  inter‐trial  interval, 
during which  a  fixation  cross was  shown, was  jittered between  3300  and  5700 msec 
(mean 4500 msec), followed by a 500 msec blank screen. 
To  ensure  that  the  participants  attentively  read  the  sentences,  10  percent  of  the 























were  instructed  to  indicate  the  ink  color  in which  a word was written  by  pressing  a 
button.  Three  buttons  were  used,  corresponding  to  the  three  ink  colors  that  were 
possible: green, blue and yellow. To avoid left‐hemispheric motor activation, each of the 
three  colors was mapped  to  one  finger  of  the  left  hand  except  the  thumb  and  little 
finger. The task consisted of two factors: response type (eligible, ineligible) and trial type 
(incongruent,  neutral).  This  resulted  in  four  conditions:  incongruent  eligible,  neutral 
eligible,  incongruent  ineligible, and neutral  ineligible. For  incongruent eligible trials the 
written  word  denoted  a  color  that  was  a  potential  response  (i.e.,  GROEN  (green), 
BLAUW  (blue)  and  GEEL  (yellow)).  For  incongruent  ineligible  trials  the written word 
denoted a color that was not a possible response (i.e., BRUIN (brown), ORANJE (orange) 
and ROOD  (red)).  The neutral eligible  trials  consisted of words  that were matched  in 
length and  frequency  to  the words used  in  the  incongruent eligible  trials  (i.e., DRANK 
(beverage),  KRING  (circle)  and  STOK  (stick)).  The  neutral  ineligible  trials  consisted  of 
words that were matched in length and frequency to the words used in the incongruent 
ineligible trials (i.e., TROUW (fidelity), DALING (reduction) and HUID (skin)). 
The  task consisted of  two eligible blocks and  two  ineligible blocks. The blocks were 
alternated  (eligible‐ineligible‐eligible‐ineligible) and separated  from each other by a 10 
sec break. All blocks contained 36 experimental  trials, half of which were  incongruent 
and  half  of  which  were  neutral  trials.  The  order  of  the  trials  within  a  block  was 
pseudorandomized  such  that  incongruent  and  neutral  trials  were  equally  often 
















obtained  using  a  parallel‐acquired multi‐echo  EPI,  in which  images were  acquired  at 
multiple TE’s following a single excitation (TE1 at 9.4 msec, TE2 at 21.2 msec, TE3 at 33 
msec,  TE4  at  45 msec,  TE5  at  56 msec). Using  such  a multi‐echo  sequence  increases 
BOLD  contrast  sensitivity by  improving  the estimate of T2* – which  varies  across  the 
brain – because  it mixes  into the echoes differently.  In addition, using a short parallel‐
accelerated EPI  readout  for  the echoes  reduces  image distortion  (e.g., Poser & Norris, 
2009;  Poser,  Versluis,  Hoogduin,  &  Norris,  2006).  The  TR  was  2390 msec  and  each 
volume  consisted  of  31  slices  with  a  voxel  size  of  3.5x3.5x3.0 mm.  The  anatomical 
images were  obtained  using  a  T1‐weighted MP‐RAGE  GRAPPA  sequence  (TR  =  2300 
msec, TE=3.03 msec, 192 slices, voxel size = 1.0x1.0x1.0 mm).  
The  fMRI  data  were  preprocessed  and  analysed  using  the  SPM8  software 
(http://www.fil.ion.ucl.ac.uk/spm). The first five volumes of each run were discarded to 
allow  for T1 equilibration effects. Then  the  five echoes of  the  remaining  images were 
realigned to correct for motion artefacts and they were combined  into one  image. The 





analysed  separately.  At  the  first  level,  single‐subjects  analyses were  conducted.  The 
linear  models  of  each  subject  for  the  sentence  materials  included  regressors  that 
modelled  the  experimental  conditions  (i.e.,  plausible, mildly  implausible  and  deeply 
implausible;  syntactically  correct  and  incorrect;  visually  undegraded  and  visually 
degraded)  from  the  critical  word  onwards  to  the  end  of  the  sentence.  The  correct 
experimental  sentence  beginnings  (until  the  word  before  the  critical  word)  were 
included in a ‘general correct’ regressor. Furthermore, regressors were included for the 
inter‐trial interval in which a fixation was shown, for the null events (NULL), and for six 
realignment  parameters  describing  head movements.  In  addition,  for  the  plausibility 
materials  two  regressors were  added  for  the  correct  and  incorrect  fillers.  The  linear 






and neutral  ineligible).  In addition, a  separate  regressor was added  for errors and  for 














An  individual  Stroop  region  of  interest  (ROI) was  defined  for  each  subject  separately 
based on  the Stroop materials. The  individual Stroop ROI  included  those voxels  in  the 





& Wagner, 2007). One  subject had  to be excluded  from  the  subsequent ROI  analysis 
because no significant voxels remained for the individual Stroop ROI.  
  This ROI was tested  in separate repeated measurement ANOVAs for the plausibility, 
syntactic  and  visually  degraded materials.  The  ANOVAs were  based  on  the  contrast 










An additional ROI analysis was  conducted on  the plausibility  conditions  to  investigate 
whether  increasing  implausibility affected the hemodynamic response. A previous EEG 
study by Van de Meerendonk et al.  (2010)  found that the mildly  implausible condition 
elicited  a  different  ERP  pattern  (N400  effect),  than  the  deeply  implausible  condition 
(biphasic  N400‐P600  effect).  In  accordance  with  the monitoring  theory  of  language 
perception (for a review see Van de Meerendonk et al., 2009) this result was explained 
in  terms  of  differences  in  conflict  strength:  only  when  the  mismatch  between  an 
expected  and  observed  linguistic  element  is  strong  enough  reprocessing  is  triggered, 
eliciting a P600. In the case of mildly implausible sentences (e.g., eyebrow as part of the 
eye, see Table 1), the mismatch between the expected and actually observed element is 
supposed  to  be weaker,  since  the  observed  element  is  closer  to  the  expectation  (as 
reflected  by  the  plausibility  ratings  and  LSA  analysis).  Therefore,  participants  try  to 
integrate  the  information  into  the context because  they want  to make  sense of what 
they  read,  and  a monophasic N400  effect  is  elicited. However,  in  the  case  of  deeply 
implausible sentences (e.g., sticker as part of the eye, see Table 1) integration fails, since 
the observed element  is not  in  line with  the expectation at all  (cf., plausibility  ratings 




spelling  errors  and  manipulated  conflict  strength  (i.e.,  the  mismatch  between  an 
expected and observed element) by using high‐ and low‐cloze sentences, did not report 
any modulation  in the hemodynamic response  (Van de Meerendonk et al., 2011). This 




the contrast comparing both  implausible conditions  (mildly and deeply  implausible)  to 
the  plausible  condition.  These  ‘implausibility  regions’  included  lIFG  (BA  44/45),  right 
inferior  frontal  gyrus  (rIFG),  left  middle  frontal  gyrus  (lMFG),  left  cerebellum,  right 





pre/postcentral  gyrus  (see  Table  2).  A  2  x  7  repeated  measurement  ANOVA  was 
conducted,  including the factor plausibility (mildly  implausible, deeply  implausible) and 
ROI  (lIFG,  rIFG,  lMFG,  left  cerebellum,  rMTG,  rSTG,  and  left  pre/postcentral  gyrus). 
Again, the ANOVA was based on the contrast values that were obtained in the ROIs from 
the  single‐subject  contrast  images  for  the  plausibility  conditions  versus  NULL  as  a 
baseline  using  the  Marsbar  toolbox  for  SPM  (Brett  et  al.,  2002, 
http://marsbar.sourceforge.net). 
 
Table  2.  Implausibility  ROIs  based  on  significant  activated  clusters  for  the  contrast  comparing  both 
implausible conditions (mildly and deeply implausible) to the plausible condition. 
Region  BA Cluster size Voxel T value  x  y z






























































































Mean  error  rate  on  the  comprehension  questions  was  8.9  %  (plausibility materials: 






For  the  Stroop  task,  95%  or more  of  the  trials were  responded  to  correctly  by  the 
participants (mean percentage of correct trials 98%). Response times (excluding errors) 
that were more  than 3 SD above a  subject’s grand mean were  trimmed  to  the cutoff 
value. This affected 1.53% of  the data. A  repeated‐measures ANOVA with  the  factors 
response  type  (eligible,  ineligible) and  trial  type  (incongruent, neutral) yielded a main 
effect of trial type [F(1,23) = 30.59, p<.001], with no effect of response type [F(1,23) = 
0.82, p>.1]. There was no significant  interaction between  response  type and  trial  type 
[F(1,23) = 0.54, p>.1],  indicating the same  interference effect  for eligible and  ineligible 







rIFG  (BA  45),  lIFG  (BA  45/47),  right precentral  gyrus,  left postcentral  gyrus,  and  right 




more strongly  for  the mildly compared  to  the deeply  implausible condition  (see Table 






analysis of  the  visual degradation data  a  comparison was made between  the  visually 
degraded  and  the  undegraded  conditions.  Regions  that  were  significantly  stronger 
activated for the visually degraded versus the undegraded condition  included the right 
and left inferior temporal/fusiform gyrus (see Table 3c). 
  The  Stroop  data  showed  a  significant  cluster  in  lIFG  (BA  44/45)  for  the  contrast 
incongruent  >  neutral  (collapsing  over  eligible  and  ineligible  trials). When  comparing 
only the data of the eligible incongruent with eligible neutral trials, more activation was 






Figure  1  depicts  the  mean  contrast  values  for  all  experimental  conditions  in  the 
individual  Stroop  ROI.  The  results  indicated  a main  effect  across  the  three  levels  of 
plausibility [F(2,21)=5.40, p<.05]. Comparing the three levels pairwise showed that both 





















Region  BA  Cluster size Voxel T value  x  y  z
a. mildly implausible > plausible 


























































































































Left inferior temporal/fusiform gyrus  37  1253 6.61 ‐38  ‐52  ‐16






Region  BA Cluster size Voxel T value  x  y z
d. Stroop incongruent > neutral 




























































The  2  x  7  repeated measurement ANOVA  yielded  an  interaction  of  Plausibility  x  ROI 
[F(6,18)=2.73,  p<.05].  Follow‐up  analyses  per  ROI  indicated  that  none  of  the  ROIs 
showed  significant  differences  when  comparing  the  mildly  and  deeply  implausible 
condition (all ps.>.2). Only in the lIFG there was a trend for a stronger activation for the 





a general conflict resolution mechanism  in  lIFG  (e.g., Novick et al., 2005)  in relation to 
errors  in  language  perception.  To  this  end,  an  fMRI  experiment was  conducted  that 
investigated within the same group of participants representational conflicts created by 
syntactic  and  plausibility  violations,  using  the  conflict  created  by  a  Stroop  task  as  a 
localizer  for  cognitive  control  processes.  Second,  we  studied  whether  conflicting 
representations  are  required  for  lIFG  engagement,  or  whether  other  cognitively 
















condition  with  the  various  conflict  conditions  is  the  need  for  compensatory  control 
adjustments to identify the correct word, which could involve the lIFG.  
  The results from the ROI analyses indicated co‐localized activation in the lIFG for both 
syntactic  and  plausibility  violations with  the  Stroop  interference  effect.  These  results 
contribute  to  the  findings  by  January  et  al.  (2009)  by  showing  that  next  to  syntactic 
ambiguity,  syntactic  agreement  violations  and  plausibility  violations  elicit  co‐localized 






arising from errors  in  language perception.  In addition, these results  indicate that next 
to  spelling errors  (see Van de Meerendonk et al., 2011),  violations of plausibility also 
elicit co‐localized activation with syntactic violations in the lIFG. Therefore, at least with 
respect  to  representational  conflict  resolution,  these  findings  do  not  support  the 
proposal  that different  language processes  (i.e.,  syntactic,  semantic, and phonological 
processes) are subserved by different subregions within  lIFG  (e.g., Bookheimer, 2002). 




  In  addition,  the  ROI  analyses  in  the  present  study  indicated  co‐localized  lIFG 
activation of  the various  conflict  conditions with  the visual degradation  condition,  for 
which no conflict between an expected and observed representation was assumed to be 
present. As was  the case  for  the other experimental conditions,  the visually degraded 
words elicited more  lIFG activation  than  their undegraded  counterparts. Since  for  the 
visual degradation  condition no  representation  can be  formed based on expectations 
and the critical word does not contain an error of any kind, this  finding could  indicate 





representation  to  resolve  the  conflict.  In  the  case  of  degraded  stimuli,  biasing  of 
attention is needed to compensate for the lack of bottom‐up information to identify the 
word. 
The proposal that the  lIFG  is engaged more generally when a biasing of attention  is 










analysis  indicated  that a  specific network  in prefrontal  cortex,  including  the  lIFG, was 
recruited by increases in demands to solve these different types of cognitive problems. 




the  increase  in  cognitive  demand  a  biasing  of  attention  is  needed,  a  process which 
Kahneman (1973) refers to as mental effort.  
Note, however, that in the literature two types of representational conflict have been 
distinguished, and  for both types  involvement of the  lIFG has been  indicated. The  first 
type  of  conflict,  which  we  have  discussed  throughout  this  article,  requires  that  a 
prepotent  response  or  representation  is  overridden  (e.g.,  Stroop  task,  garden‐path 
sentences, and strong expectancy violations). The second type of conflict is the so called 






is possible  that  the visual degradation condition  in  the present study creates a similar 
kind of underdetermined  response conflict, because degraded words may give  rise  to 
several  weakly  activated  representations  since  the  words  are  difficult  to  read. 
Therefore,  one  could  argue  that what  underlies  the  lIFG  activation  in  the  degraded 
condition is again representational conflict resolution. If such a conflict is present in the 
degraded condition, however, it would differ from the representational conflicts elicited 
by  the  syntactic agreement  violations and  the plausibility  violations, where  there  is a 
conflict  between  two  incompatible  representations:  one  stemming  from  an  expected 








strengthening  of  the  non‐automatic  (i.e.,  the  unexpected  or  non‐prepotent) 
representation.  However,  it  is  entirely  unclear  which  of  the  multiple  word 
representations, elicited  in the degradation condition, should be strengthened since all 




that occurs  in  the Stroop  task, ambiguous  sentences and after  syntactic and  semantic 
anomalies. 
An  additional  finding  in  the  present  study  was  that  the  ROI  analysis  of  the 
implausibility  regions  yielded  a  trend  for  a  stronger  lIFG  activation  for  the  mildly 
compared to the deeply  implausible condition. Furthermore, this effect was significant 





is,  the  strength  of  the  mismatch  between  the  expected  and  observed  implausible 
element.  In  the  case of  the mildly  implausible  condition  (e.g., eyebrow as part of  the 
eye, see Table 1)  the observed  implausibility  is semantically closer  to  the expectation, 
and  therefore  the mismatch  is supposed  to be weaker. Participants may  try  to extend 
the  concept  (e.g.,  of  the  eye)  to  integrate  the  unexpected meaning  in  the  sentence, 
eliciting an N400 effect. For the deeply implausible condition (e.g., sticker as part of the 
eye,  see  Table  1), however,  there  is  a  stronger mismatch between  the  expected  and 
observed element,  since  the critical word  is  farther  removed  from  the expectation.  In 
this  case,  integration  fails  and  reprocessing  is  triggered,  eliciting  a  P600  effect.  The 
finding  of  stronger  lIFG  activation  for  the mildly  compared  to  the  deeply  implausible 
condition,  could  suggest  that  these  different ways  of  dealing with mildly  and  deeply 
implausible  sentences,  might  require  different  control  adjustments.  For  the  deeply 








whether  an  error  occurred.  For  the  mildly  implausible  condition,  the  expected 
representation  is  less prepotent relative to the observed one, and control adjustments 
might be needed  to actually  integrate  the unexpected meaning.  It  is possible  that  the 
unexpected information in the mildly implausible sentences has to be maintained longer 
for  this  integration  to  succeed,  thereby  requiring  more  or  longer  attentional 
enhancement eliciting stronger  lIFG activation. This seems  to suggest  that participants 
have more difficulty  in dealing with the mildly  implausible than the deeply  implausible 
condition.  In  line  with  this  suggestion,  a  separate  behavioral  pilot  study  of  our 
plausibility materials  indicated  that  participants were  significantly  slower  (p<.001)  to 





lIFG  activation  for  representational  conflicts  arising  from  various  types  of  language 
errors with representational conflict in the Stroop task, further strengthens the conflict 
resolution  account  of  the  lIFG  and  connects  it  to  language  perception  errors. 
Furthermore,  the  finding  that  the visual degradation condition shows co‐localized  lIFG 
activation as well, could  indicate that the  lIFG also plays a role  in situations  in which a 
biasing  of  attention  is  needed  to  compensate  for  a  lack  of  bottom‐up  information. 
Therefore, the lIFG might be engaged in compensatory adjustments in control to resolve 
situations  in which extra attention  is needed more generally.  In the case of the Stroop 
task, ambiguous sentences, and errors  in  language perception a biasing of attention  is 
needed to override the prepotent or expected representation. For the Stroop task and 
the  ambiguous  sentences  this means  that  the  task  relevant  information  (i.e.,  the  ink 
color)  or  the  relevant  parse  become  selected.  For  errors  in  language  perception  the 
biasing of attention towards the unexpected representation could lead to a reprocessing 
                                                 
15  In  the  behavioral  pilot  of  the  plausibility materials  24  participants  conducted  a  judgment  task  (18 
women; mean age=20.3 years; age range=18 to 25 years). The materials were split in three lists such that 
the three sentence conditions were counterbalanced across lists and each participant saw each sentence 
context only once. Sentence presentation was  similar  to  the  fMRI experiment, but only up  till  the  last 






of  the  input  to  check  for  possible  errors,  or  it  could  involve  the  maintenance  of 
information  for  integration  processes.  Furthermore,  in  the  case  of  visually  degraded 
words,  a  biasing  of  attention  is  needed  to  compensate  for  a  lack  of  bottom‐up 
information. 
The proposal that the lIFG is engaged to resolve situations in which extra attention is 
needed  more  generally  is  inconsistent  with  some  proposals  from  the  language 
comprehension  literature.  As  discussed  in  the  introduction,  some  of  these  proposals 
view Broca’s area as primarily dealing with syntactic processing as such (e.g., Bahlmann 
et al., 2008; Friederici et al., 2009; Grodzinsky, 2000; Grodzinsky & Santi, 2008) or as 
specifically  involved  in  syntactic  working  memory  (Fiebach  et  al.,  2005).  However, 
instead of reflecting syntax specific linguistic processing the activation within lIFG in the 
present  study  appears  to  reflect  the  control  of  linguistic  processing more  general.  A 
connection to this proposal might be the account by Hagoort (2005) that the lIFG plays 
an  important  role  in  the  maintenance  of  syntactic,  semantic  and  phonological 
information,  in  order  for  these  informational  types  to  become  integrated  with  one 
another – a process referred  to as unification. This could relate  to  the present  finding 
that the mildly implausible condition, which might require longer maintenance, activate 
the  lIFG more strongly. However, according to Hagoort (2005), attentional control as  is 








the  lIFG. Compared  to healthy  subjects and a  frontal control group with no  lesions  in 
lIFG,  I.G.  performed  significantly  worse  on  tasks  which  created  conflicts  between 
multiple representations. This difficulty was not restricted to syntactic tasks: the patient 
showed  a  general  conflict  resolution  impairment  for  language  comprehension  and 







a more  general  failure  of  cognitive  control.  Regarding  the  present  study  this  could 
indicate  that, compared  to controls, patients with  focal  lesions  to  lIFG may also  show 
differences  in  processing  errors  in  language  perception  and  in  dealing  with  visually 
degraded stimuli. For  instance, degraded stimuli might  lead to  increased reading times 
in patients compared to controls. However, future studies are needed to investigate the 
specific  (comprehension)  consequences  of  errors  in  language  perception  and  of 
degraded words for patients with focal lIFG lesions. 
To conclude,  the  results of  the present  study contribute  to  the unifying account of 
lIFG  functioning  in  the  cognitive  control  literature  and  the  psycholinguistic  literature 
(e.g., Novick et  al., 2005). This  indicates  that  language perception  is more  in need of 
attentional  control  than  is  often  assumed.  In  particular,  the  outcome  of  the  present 




































According  to  the monitoring  theory of  language perception,  strong  conflicts between 
expected and observed  linguistic elements signal  the need  for adjustments  in control. 
When  a  strong  conflict  between  competing  representations  is  present,  a  biasing  of 
attention towards the unexpected representation  leads to reprocessing of the  input to 
check  for  possible  processing  errors.  This monitoring  response  has  consistently  been 
shown  to  elicit  a  P600  effect.  The  present  ERP  study  compared  two  types  of 
representational  conflicts  (i.e.,  syntactic  agreement  violations,  and  plausibility 
violations) with another cognitively demanding  input  that can also signal  the need  for 
adjustments  in  control,  namely  a  lack  of  bottom‐up  information  due  to  visual 
degradation.  The  results  showed  that  both  representational  conflicts  and  a  lack  of 
bottom‐up  information  elicited  long‐lasting  positivities.  It  is  proposed  that  a  general 
monitoring  process,  which  evaluates  the  demands  for  control,  underlies  these 
positivities.  In the case of representational conflicts, adjustments  in attentional control 
are needed to bias  the unexpected representation.  In  the case of a  lack of bottom‐up 
information, extra attention is needed to identify the word. An unexpected finding was 
that  the  ERP  pattern  to  syntactic  agreement  violations  was  influenced  by  the 
presentation  order.  Participants who  had  seen  the  syntactic  block  before  the  visual 










while  reading  a  text. Most  of  the  time,  this  comprehension  process  proceeds  quite 
effortlessly,  demanding  little  of  our  attention.  However,  this  smooth  comprehension 
process can be  interrupted when problems arise, for example, when we mishear what 
someone is saying or misread a word in a text. For instance, take the following sentence: 
‘Time  flies  like an arrow,  fruit  flies  like a banana’.  It  is very  likely that,  if you read this 
sentence  for  the  first  time,  you misread  the  second  flies  as  a  verb, where  actually  it 
should be read as a noun. A process that deals with the detection and resolution of such 
problems is monitoring.  
Monitoring  is a term often used  in the cognitive control  literature and  it refers to a 
process  that  evaluates  the  demands  for  control  (e.g., McGuire  et  al.,  1996;  Stuss & 
Benson, 1986).  In  the  recent past, we have  investigated one of  the problems  in visual 
language comprehension that signals the need for adjustments in control: the presence 
of a strong conflict between what a text leads you to expect and the linguistic element 
that  you  actually  observe.  Such  conflicts  are  called  ‘representational’  because  in  this 
case we are dealing with two incompatible representations. We have studied the effect 
of  these  representational  conflicts  on  event‐related  potential  (ERP)  components  at 








(e.g.,  Friederici  et  al.,  1996;  Hagoort  et  al.,  1993;  Kaan  et  al.,  2000;  Osterhout  & 
Holcomb,  1992).  Therefore,  to  account  for  the  P600  effects  to  various  types  of 
representational conflict, the monitoring theory of language perception was put forward 
(for reviews, see Kolk & Chwilla, 2007; Van de Meerendonk et al., 2009). According to 





is  like asking oneself:  ‘Did  I  read  that  correctly?’.  For example, we generally expect a 
grammatically correct  inflection or a correctly spelled word, but when we encounter a 
wrong  inflection  or  a  spelling  error  this  clashes  with  our  expectation.  In  language 
perception, such a conflict could stem from two sources; the unexpected event  indeed 
occurred,  or  a  processing  error was made.  To  clarify whether  the  initial  reading was 
correct, attention is biased towards the unexpected event and reprocessing is triggered 
to check the  input. This monitoring process  is proposed to elicit the P600 effect  in the 
EEG (but see e.g., Kim & Osterhout, 2005; Kuperberg, 2007 for different accounts on the 
P600 effects to semantic anomalies). 
 It  is  generally  accepted  that monitoring  for  the  occurrence  of  conflicts  between 
expected  and  observed  outcomes  could  be  one  of  the mechanisms  to  evaluate  the 
demands  for  control. However,  other  cognitively  demanding  inputs might  also  signal 
that adjustments in control are needed (e.g., Botvinick et al., 2001). A good example of 
inputs that also disrupt visual language comprehension and thereby signal the need for 
control  adjustments,  are words  that  are  difficult  to  read.  This  happens,  for  example, 
when we try to read a postcard from a person who has poor handwriting or when trying 
to  decipher  a  text  printed  from  a  printer  that  has  almost  run  out  of  ink.  In  these 
circumstances our understanding of  the  text  is  (temporarily) hampered and, as  in  the 
case of conflicting representations, this could bring the language system into a state of 
indecision  (‘What  does  it  say?’).  The  reason  for  this  state  of  indecision,  however,  is 
different,  as  it  is  not  brought  about  by  a  conflict  between  an  expected  and  actually 
observed  representation. Yet, although  such a  conflict does not occur,  to  identify  the 
correct  representation  adjustments  in  control  could  also  be  necessary  in  that  extra 
attention has to be allocated to facilitate the identification of the word(s) in the text.  
This  type of problem  in  language comprehension, arising  from a  lack of bottom‐up 
information, has received little attention in language research so far. Therefore, the aim 
of the present study was to investigate whether the language user deals with this lack of 
bottom‐up  information  in a similar manner as  in the case of representational conflicts. 
To this end, the ERP response to a lack of bottom‐up information was compared to the 
ERP  response  to  representational  conflicts  in  the  same  group  of  participants.  In 
particular,  the question was whether a  lack of bottom‐up  information also  leads  to a 







expectation  for  a  certain  word,  in  which  the  critical  word  could  either  be  visually 
degraded or not. For the degraded critical words it is assumed that no conflict between 
an  expected  and  observed  representation  occurs,  since  no  representation  can  be 
formed based on expectations, and the critical word, though difficult to read, does not 
contain  a  violation  of  any  kind.  However,  because  the word  is  difficult  to  read, we 
assumed that it still disrupts comprehension and signals that adjustments in control are 
needed to identify the correct word. 
  The  present  EEG  study  is  the  first  study,  as  far  as  we  know,  to  investigate  the 
influence  of  visual  degradation  of  a  word  in  a  sentence  on  ERPs  in  language 
comprehension. Previous studies have investigated the effects of visual degradation on 





word,  which  was  semantically  related  or  unrelated  to  the  prime.  Although  the 
behavioural semantic priming effect  (i.e., people are  faster to respond to related than 
unrelated targets) was greater when the target was degraded, visual degradation of the 















Brunia,  1991),  and  a  central‐parietal  positive  slow wave  (onset  500 msec,  peak  1100 
msec)  (Ruchkin  et  al.,  1988).  Taken  together,  these  studies  indicate  that  there  is  an 
influence  of  visual  degradation  on  various  ERP  components,  but  the  nature  and 
direction of this influence is not yet clear.  
In  the  present  study,  to  allow  for  a  comparison  of  the  brain  response  to  the  two 
different  types  of  language  comprehension  problems,  next  to  the  visual  degradation 
condition,  two  conditions  were  included  for  which  a  conflict  between  competing 
representations has been proposed to be present (see e.g., Van de Meerendonk et al., 
2009).  The  first  representational  conflict  condition  contained  standard  syntactic 
agreement violations  (e.g.,  “The  clean  clothes hangs…”:  see Table 1), which generally 
elicit  increased  P600  amplitudes  compared  to  correct  sentences  (e.g., Hagoort  et  al., 
1993; Osterhout & Mobley, 1995; Van de Meerendonk et al., 2011; Vos, Gunter, Kolk, & 
Mulder,  2001).  The  second  representational  conflict  condition  contained  plausibility 
violations. This  condition was added  to also  include a  representational  conflict  that  is 
not  syntactic  in nature, but which has also been  shown  to elicit P600 effects. Van de 
Meerendonk et al. (2010) previously studied these plausibility violations, and found that 
only  representational  conflicts  that were  sufficiently  strong  elicited  a  P600  effect.  In 
particular,  they  compared  both mildly  implausible  sentences  (e.g.,  “…pupil,  iris  and 





word  in  the  sentence  context,  as  reflected  by  the  presence  of  an  N400  effect.  In 
contrast,  integration was not successful  in the deeply implausible condition. Therefore, 
only  in  the  deeply  implausible  condition  a  check  of  the  input  was  needed,  which 
resulted in a P600 effect subsequent to the N400 effect.  
To recapitulate, the general aim of the present study was to investigate whether the 
language user deals with a  lack of bottom‐up  information  in a similar way as with the 








standard  P600  effect  for  syntactic  agreement  violations  (e.g.,  Hagoort  et  al.,  1993; 
Osterhout & Mobley, 1995; Van de Meerendonk et al., 2011; Vos et al., 2001), an N400 
effect  for mildly  implausible  sentences,  and  a biphasic N400‐P600  pattern  for  deeply 
implausible sentences (Van de Meerendonk et al., 2010). We hypothesized that, if a lack 
of bottom‐up  information due  to  visual degradation  is dealt with  in  a  similar way  as 
representational  conflicts,  then  the  visual  degradation  condition  should  also  elicit  a 
positivity  in  the  P600  window.  The  late  positivities  that  have  been  found  in  some 
degradation studies (e.g., Chwilla & Brunia, 1991; Kok & Looren de Jong, 1980; Ruchkin 
et al., 1988) could point towards a resemblance in the processing consequences of a lack 
of  bottom‐up  information  with  the  consequences  of  representational  conflicts. 
However,  if  both  types  of  problems  in  language  comprehension  are  processed 










normal  vision,  had  no  language  disability,  and  had  no  psychological  or  neurological 
impairment.  The  study  was  approved  by  the  local  ethics  committee,  and  written 





One  hundred  eight  sentence  contexts  were  created.  These  contexts  were  weakly 






critical  words  were  all  plausible  continuations  of  the  sentences  and  had  a  cloze 
probability of 0. The critical word  in each sentence context could be presented  in two 
ways:  visually  degraded  or  not.  Visual  degradation  was  accomplished  by  randomly 
removing 75% of  the pixels  from  the  critical word. A pre‐test  in which 4 participants 
read the sentences out loud was conducted to ensure that although degradation made 





degradation  procedure  was  effective  in  raising  the  difficulty  of  reading  the  critical 
words. Each participant  saw half of  the materials,  such  that no  sentence  context was 
repeated.  The  results  showed  that  the  reading  times  for  the  degraded  critical words 
(926 msec) were  significantly  slower  compared  to  the undegraded critical words  (564 
msec) (p<.001). 
  The 108 experimental contexts were  split  in half  to ensure  that participants would 
see  different  contexts  in  the  EEG  study  and  the  fMRI  study  in  which  they  also 
participated  (for  the  fMRI  results,  see  Van  de Meerendonk,  Rueschemeyer,  &  Kolk, 
submitted).  For  each  half,  two  experimental  lists  were  created  such  that  the  two 
presentation  versions  of  each  context  were  counterbalanced  across  lists  and 
participants  saw  only  one  version  of  a  sentence.  Hence,  each  list  consisted  of  27 





As  for  the  visual  degradation materials,  108  sentence  contexts were  created  for  the 
syntactic  condition.  Each  sentence  context  had  two  sentence  versions:  a  syntactic 
correct and a syntactic  incorrect version that contained an agreement violation on the 
verb (see Table 1 for an example). Half of the sentences contained a critical singular verb 





animate  and half had  inanimate  referents. The mean  length of  the  sentence  and  the 
mean  length  and  position  of  the  critical  word  were  matched  to  the  plausibility 
experimental trials (see below). 
  The  108  experimental  contexts  were  split  in  half,  resulting  in  54  experimental 
sentences  per  list.  Four  experimental  lists were  created  such  that  the  two  sentence 

























For  the plausibility condition, 99  sentence contexts were  taken  from a previous  study 
with  some minor  changes  (Van  de Meerendonk  et  al.,  2010)  and  79  new  sentence 
contexts were constructed in which a word from a certain category was highly expected. 
The expectancy was created by giving two exemplars of a certain category (e.g., ‘The eye 
consisting  of  among  other  things  a  pupil,  iris  and  …’).  The  critical  word  that 






These  178  sentence  contexts were  tested  in  a  plausibility  judgment  task with  42 
participants  (33  women; mean  age  =  20.5  years;  age  range  =  18  to  26  years).  The 
sentences were  presented  till  the  critical word,  and  the  participants  had  to  rate  the 
plausibility of the sentences on a scale from 1 (very implausible) to 5 (very plausible). To 
ensure  that  each  participant  saw  each  sentence  context  only  once,  three  lists were 




was  4.9,  3.1  and  1.1  respectively.  An  ANOVA  indicated  that  these  differences  in 
plausibility were reliable (p<.0001). Follow‐up pairwise comparisons between the three 
plausibility conditions revealed (i) that the plausible condition differed significantly from 









mean SSV were reliable  (p<.001), and this was also reflected  in the  follow‐up pairwise 












  The  162  experimental  contexts  were  split  in  half,  resulting  in  81  experimental 
sentences  per  list.  Six  experimental  lists were  created  such  that  the  three  sentence 
versions of each  context were  counterbalanced  across  lists  and participants  saw only 
one version of a sentence. Consequently, each  list consisted of 27 plausible, 27 mildly 
implausible, and 27 deeply  implausible sentences. In addition, 42 out of 84 fillers were 
added  to each  list. Of  these 84  fillers, 56 sentences did not contain any violation. The 
remaining 28  sentences  contained a  semantic  violation  (e.g.,  “The pillows  are  stuffed 
with  books…”)  and  were  adapted  from  Vissers  et  al.  (2006).  The  trials  were 
pseudorandomized using the following constraints: each list began with two filler trials, 




The  stimuli were presented visually using  the Presentation  software  (Neurobehavioral 
Systems, www.neurobs.com). Participants were tested  individually, seated  in front of a 
computer  screen  in  a  dimly  lit  Faraday  cage.  The  sentences were  presented  in  serial 
visual presentation mode at the center of the screen, with the words  in white capitals 
on a grey background. 
The  trials began with a  fixation  cross  (510 msec duration)  followed by a 500 msec 
blank screen. Then the sentence was presented; the words had a duration of 350 msec 
and a stimulus onset asynchrony of 645 msec. Sentence‐final words were indicated with 






disappeared  from  the  screen.  Questions  to which  the  participants  failed  to  respond 
within 3 sec were counted as an error. 














Figure  1).  The  left mastoid  served  as  a  reference.  The  electro‐oculogram  (EOG) was 
recorded by horizontal EOG electrodes with a right to left canthal montage and vertical 
EOG electrodes placed below and above  the  right eye. The ground was placed on  the 

















windows,  capturing  the  language  relevant  ERP  components  of  interest  (N400,  and 
P600/late positivity). The choice of these broad time windows was based on a 50 msec 
time course (TC) analysis, starting from 0‐50 msec up to 950‐1000 msec measured from 
critical word onset. To  reduce  the chance of Type  I errors due  to  the  large number of 
comparisons, at least two consecutive 50 msec time windows had to show a significant 
effect  for  a  broader  time  window  to  be  selected.  Repeated  measures  analyses  of 
variance  (MANOVAs) were conducted separately  for  the midline and  lateral sites with 
Degradation  (undegraded,  degraded),  Syntax  (correct  and  incorrect),  and  Plausibility 
(plausible, mildly  implausible,  deeply  implausible)  as  critical  factors  for  the  different 
conditions respectively. Next to these critical factors, the midline analyses included the 
factor Site (FzA, Fz, Cz, Pz and Oz) and the  lateral analyses  included the factors Region 
(anterior,  posterior),  Hemisphere  (left,  right)  and  Site.  The  factors  Hemisphere  and 
Region divided  the electrodes  into  four quadrants:  left anterior  (F7A, F3A, F7, F3 and 
LAT),  left posterior (LTP, P3, P3P, T5 and OL), right anterior (F8A, F4A, F8, F4 and RAT), 
and  right  posterior  (RTP,  P4,  P4P,  T6  and OR).  Interactions with  the  factor  Site were 
followed  up  by  paired  t‐tests  at  the  single‐site  level.  To  avoid  problems  concerning 
sphericity,  the multivariate  approach  to  repeated measures was  used  (e.g.,  Vasey & 





Mean error  rate on  the  comprehension questions was  12.0%.  In particular,  the error 
rate  for  the visual degradation condition was 18.9%,  for  the  syntactic condition 9.4%, 
and  for  the plausibility  condition 9.8%. Pairwise  comparisons  indicated  that  the error 
rate  for  the questions of  the visual degradation condition was  larger compared  to  the 
other conditions  (both ps<.01). These error data are  in  line with  the reaction  times of 
the  self‐paced  reading  pilot  study,  and  indicate  that  the  degradation  manipulation 








because of excessive EOG  amplitude  and  artefacts was 2.9%  for  the undegraded  and 
3.4% for the degraded condition. For the syntactic trials, this was 5.6% for the syntactic 
correct and 4.0% for the syntactic incorrect condition. For the plausibility trials, 3.9% of 
the  plausible,  5.2%  of  the  mildly  implausible,  and  5.1%  of  the  deeply  implausible 
condition had to be rejected. 
Below,  we  will  present  the  results  of  the  statistical  analyses  for  the  different 
conditions  separately.  First,  we  will  present  the  results  for  the  visual  degradation 








and  lateral  sites between 300  and 800 msec, peaking  at posterior  sites  at  about 500 
msec. This  later effect, which encompassed  the window  in which  the P600  is  typically 
measured  (500‐800 msec,  see  discussion), was  reflected  in  the  TC  analysis  by main 
effects of Degradation (all Fs>3) and/or  interactions of Degradation with Site or Region 
(all Fs>3). Hence, this early and late time window were selected for further analyses.  
For  the early window  (150‐250 msec),  the midline analysis yielded a main effect of 
Degradation [F(1,23)=13.82, p<.01] and a Degradation x Site interaction [F(4,20)=10.39, 
p<.001]. This indicated a more positive P2 amplitude for the degraded compared to the 
undegraded  condition  at  all midline  sites  (ps<.01)  except  Oz.  At  Oz  the  effect  was 
reversed:  the  undegraded  condition  showed  a  more  positive  amplitude  than  the 
degraded  condition  (p<.05).  The  lateral  analysis  yielded  a main  effect of Degradation 
[F(1,23)=15.04, p<.01], and interactions of Degradation x Site [F(4,20)=8.94, p<.001] and 










significant  differences  between  conditions  were  present.  The  early  time  window  (150‐250  msec) 
corresponds with the latency epoch in which the P2 is typically measured. In a later time window (300‐800 













For  the  later  time window  (300‐800 msec) a  significant main effect of Degradation 
[F(1,23)=29.07,  p<.001]  and  a  Degradation  x  Site  interaction  [F(4,20)=12.93,  p<.001] 
were found for the midline sites. This reflected that at Cz, Pz, and Oz mean amplitude 
for  the  degraded  condition  was  more  positive  than  for  the  undegraded  condition 
(ps<.001). At the lateral sites, a main effect of Degradation [F(1,23)=30.42, p<.001], and 
an  interaction  of  Degradation  x  Region  x  Site  [F(4,20)=7.10,  p<.01]  were  present.  A 
separate analysis of the anterior region yielded a Degradation x Site interaction (p<.05). 
For  the  posterior  region,  there  was  a  main  effect  of  Degradation  (p<.001)  and  a 








TC  analysis  revealed  interactions  of  Syntax  x  Site  between  500  and  700 msec  at  the 
midline  (all  Fs>3.5),  indicative  of  a  small  P600  effect  for  the  syntactic  incorrect 
condition. At the lateral sites interactions of Syntax x Region were present between 500 
and  600 msec  (all  Fs>8),  but  separate  analyses  per  region  did  not  show  significant 
effects. Therefore, based on the TC analysis  for the midline, a time window  from 500‐
700 msec was selected for further analyses.  
  In  this  time window  (500‐700 msec),  the midline  analysis  yielded  a  Syntax  x  Site 
interaction  [F(4,20)=4.82, p<.01]. Single site analyses  indicated an  increased amplitude 



















2011; Vos et al., 2001).  Inspection of  the ERP data  suggested  that presentation order 
affected the ERP pattern in the syntactic condition. Specifically, whether the participants 
had seen  the visual degradation block before or after  the syntactic block appeared  to 
influence  the  results  (see  Figure  4).  Therefore,  supplementary  TC  analyses  were 








The  analysis  of  this  time window  (550‐800 msec)  yielded  a main  effect  of  Syntax 
[F(1,11)=12.80, p<.01] and a Syntax x Site interaction [F(4,8)=4.15, p<.05] at the midline 




block  first,  a  broadly  distributed  P600  effect  was  present  to  syntactic  agreement 
violations. 
 
Visual degradation block before  syntactic block. The TC analysis  indicated  two effects. 
First, between 50 and 200 msec an  increase  in an early negativity was present  for the 
syntactic  incorrect  compared  to  the  correct  condition, as  reflected by main effects of 
Syntax for the midline and lateral sites (all Fs>5). Second, the TC analysis revealed main 
effects of Syntax between 400 and 500 msec at the midline (Fs>10.5), and between 400 
and 600 msec at  the  lateral sites  (all Fs>8.5),  indicating differences  in N400 amplitude 
between conditions. Hence, for further analyses, an early (50‐200 msec), and later time 
window (400‐500 msec) were selected (see Figure 4b). 
For  the  early window  (50‐200 msec),  a main  effect  of  Syntax  at  the midline  and 







For  the  later window  (400‐500 msec) a main effect of Syntax  [F(1,11)=5.44, p<.05] 





















Site  interaction  [F(8,16)=3.12, p<.05]  for  the midline  sites. At  the  lateral  sites  a main 
effect  of  Plausibility  [F(2,22)=7.83,  p<.01]  and  a  Plausibility  x  Region  interaction 
[F(2,22)=4.95,  p<.05] were  present.  The  omnibus  analyses  for  the  late window  (700‐































Mildly  implausible vs. plausible condition.  In  the early window  (300‐550 msec) a main 
effect  of  Plausibility  [F(1,23)=6.81,  p<.05]  and  an  interaction  of  Plausibility  x  Site 
[F(4,20)=3.75, p<.05] were obtained at the midline,  indicating the presence of an N400 
effect for the mildly implausible condition at Cz, Pz and Oz (ps.<.01). The lateral analysis 
showed  a  main  effect  of  Plausibility  [F(1,23)=7.63,  p<.05]  and  an  interaction  of 




For  the  late  time  window  (700‐1000  msec)  an  interaction  of  Plausibility  x  Site 
[F(4,20)=6.17,  p<.01] was  found  for  the midline  sites.  The  lateral  analysis  showed  a 









main  effect  of  Plausibility  [F(1,23)=15.29,  p<.001]  was  found  in  the  absence  of  any 
interactions.  This  indicated  that  the N400  effect  for  the deeply  implausible  condition 
was widely distributed across the scalp.  
  The midline analysis of the  late time window (700‐1000 msec) yielded no significant 
results. The  lateral analysis  indicated a Plausibility x Region  interaction  [F(1,23)=10.00, 
p<.01]. Separate analyses for the anterior and posterior regions indicated a main effect 









Deeply  implausible vs. mildly  implausible condition. The midline and  lateral analyses of 
the  early  time window  (300‐550 msec)  did  not  yield  any  significant main  effects  of 
Plausibility or relevant interactions with this factor, indicating that no difference in N400 
amplitude between the mildly and deeply implausible conditions were present. 
  For  the  late  time  window  (700‐1000  msec)  an  interaction  of  Plausibility  x  Site 
[F(4,20)=7.53, p<.01] was found for the midline sites. Single‐site analyses showed that at 
Pz and Oz the amplitude was more positive going for the deeply  implausible compared 
to  the mildly  implausible condition  (ps<.05). The  lateral sites yielded an  interaction of 
Plausibility x Region [F(1,23)=20.57, p<.001] and Plausibility x Site [F(4,20)=3.69, P<.05]. 
Separate analyses for the anterior and posterior regions, indicated no significant effects 
at  the  anterior  region  (Fs<3).  At  the  posterior  region  there  was  a  main  effect  of 
Plausibility  (p<.05),  and  interactions  of  Plausibility  x  Site  (p<.05)  and  Plausibility  x 
Hemisphere  x  Site  (p<.01).  Further  analyses  of  the  left  and  right  posterior  quadrants 
showed a main effect of Plausibility for the left posterior quadrant (p<.05), indicating a 
more positive  amplitude  for  the deeply  implausible  condition.  For  the  right posterior 
quadrant there was an  interaction of Plausibility x Site  (p<.01). Single site analyses  for 
the right posterior sites revealed a significant effect at P4P (p<.05), and marginal effects 
at  P4  (p=.066)  and  OR  (p=.060).  Taken  together,  these  results  showed  a  posteriorly 
distributed positivity, resembling a P600 effect,  for the deeply compared to the mildly 
implausible condition which was mainly constrained to the left hemisphere.16 
                                                 
16 We  also  checked whether  presentation  order  affected  the  results  of  the  plausibility  conditions.  In 
contrast with the results for the syntactic conditions, for the plausibility conditions the only indication for 
a  difference  between  groups was  in  the  early  time window  (300‐550 msec).  In  this  time window  the 
omnibus  analyses  showed  a Plausibility  x Region  x Hemisphere  x Order  interaction  at  the  lateral  sites 
[F(2,21)=3.86, p<.05]. Separate pairwise comparisons of all plausibility conditions only showed a trend for 
a Plausibility x Hemisphere x Order interaction (p=0.052) when comparing the mildly implausible with the 
plausible condition. Separate analyses  for each group  indicated  that  the participants who had seen  the 
visual  degradation  block before  the  plausibility  block  elicited  a  broadly  distributed N400  effect  to  the 
mildly implausible condition (main effects of Plausibility at the midline and lateral sites, both ps<.05). This 








sites,  for  the  pairwise  comparisons:  (a)  mildly  implausible  vs.  plausible;  (b)  deeply  implausible  vs. 





















conflicts  in visual  language perception. Representational conflicts at different  levels of 
linguistic description (e.g., syntactic, semantic, and orthographic levels) have been found 




adjustments  in  control  are  needed.  In  particular,  when  there  is  a  strong mismatch 
between  an  expected  and  observed  linguistic  element,  this  induces  a  conflict which 
brings the  language system  into a state of  indecision  (‘Did  I read that correctly?’). The 






for  control.  In  the present  study we  investigated whether another  type of  cognitively 
demanding input in visual language perception, namely the situation in which a word is 
difficult  to read, could also signal  that adjustments  in control are needed. Although  in 
this  situation  no  conflict  between  an  expected  and  observed  linguistic  element  is 
present, extra attention is needed to facilitate word identification. Hence, the aim of the 
present  study was  to  investigate whether  the  language  user  deals with  this  type  of 
problem,  namely  a  lack  of  bottom‐up  information,  in  a  similar way  as  in  the  case  of 
representational conflicts. To this end, the ERP effects of visually degrading a word in a 
sentence were  examined,  and  compared with  two  types  of  representational  conflict 
conditions:  syntactic agreement  violations and plausibility  violations.  In particular, we 
tested whether visual degradation would also trigger a monitoring response and elicit a 
positivity in the P600 window, as in the case of a representational conflict. 
The main  results  for  the  three  conditions were  as  follows.  First,  compared  to  the 














detection and analysis of visual  features.  In  these  tasks,  the P2 amplitude  is  larger  for 
stimuli containing  target  features, and  the effect  is enhanced  for  relatively  infrequent 
targets  (e.g.,  Luck  &  Hillyard,  1994).  In  line  with  these  findings,  the  increase  in  P2 
amplitude is taken to index enhanced visual analysis of the degraded words.  
Second, upon  first analysis of  the  syntactic condition,  the agreement violations did 
not  show  the  standard  P600  effect which  is  generally  observed  (e.g., Hagoort  et  al., 
1993; Osterhout & Mobley, 1995; Van de Meerendonk et al., 2011; Vos et al., 2001). 
Additional analyses that will be discussed in more detail below, revealed that the order 
in which participants had  seen  the  syntactic and visual degradation block gave  rise  to 
different ERP patterns. 
Third,  in accordance with the study by Van de Meerendonk et al. (2010), the mildly 
and  deeply  implausible  sentences  elicited  different  ERP  patterns when  compared  to 




syntactic  agreement  violations,  and  suggest  a  possible  explanation.  Second,  we  will 









Participants who had  seen  the  syntactic block  first,  showed a  standard P600 effect  to 
syntactic  agreement  violations.  In  contrast,  participants  who  had  seen  the  visual 
degradation block  first, revealed an N400 effect to the syntactic agreement violations, 
which  was  preceded  by  an  early  negative  effect  between  50‐200  msec.  The  early 
negative effect could be a reflection of  the early  left anterior negativity  (ELAN), which 
usually occurs between 100‐300 msec after a word category violation and is thought to 
index  initial  automatic processes of  syntactic  structure building  (e.g.,  Friederici  et  al., 
1993).  However,  the  present  study  investigated  agreement  violations,  and  the  early 
negative effect that was elicited had a broad scalp distribution. Therefore, we think it is 




  A  possible  post‐hoc  explanation  for  this  difference  in  ERP  pattern  could  be  the 
following.  In the visual degradation condition, the participants were confronted with a 




without  any  difficulty,  because  it  was  a  semantically  plausible  continuation  of  the 
weakly constraining sentence that did not contain a violation of any kind. Therefore, in 
the visual degradation condition participants  invested extra attention  to complete  the 
degraded  representation,  but  the  resulting  integration  process was  successful.  These 
‘successful experiences’ might have subsequently influenced how participants processed 
the syntactic agreement violations. In the syntactic condition the critical words were not 
degraded.  Therefore, when  participants  encountered  a  syntactic  agreement  violation 
they  did  not  feel  they  had  to  check whether  they  had  read  the word  correctly  and 
reprocessing of the input was not needed, hence no P600 effect was elicited. Instead of 
such  a monitoring  response,  they might have  taken  the  information  for  granted,  and 
tried to integrate the verb into the sentence. Exploiting such a semantic strategy makes 





agreement  violation,  however,  was  detected  and  caused  integration  problems,  as 
reflected by the presence of an N400 effect.  
  A  previous  study  that  also  reported  N400  as  well  as  P600  effects  to  syntactic 
anomalies  is  the  study  by Osterhout  (1997). While  syntactic  ambiguities  in  the  latter 
study  elicited  a  P600  effect  in most  participants,  some  participants  showed  an N400 
effect instead. Osterhout (1997) proposed that these differences could have arisen from 
individual differences  in processing  strategies. Participants  that  showed a P600 effect 
might be more sensitive to the syntactic consequences of an ambiguous parse, thereby 
triggering  reprocessing.  In contrast, participants  that showed an N400 effect might be 
less likely to reprocess the ambiguity because they are more receptive to problems that 
the ambiguity causes at the semantic  level.  In accordance with the study by Osterhout 
(1997)  and  the  present  study,  other  studies  have  also  indicated  that  for  example 
individual differences, list composition and the experimental environment can influence 




might have arisen due  to  the order of  the visual degradation block,  is why  the overall 
ERP patterns in the plausibility block were not influenced by this order? Independent of 
the  presentation  order  of  the  visual  degradation  and  plausibility  block,  the  mildly 
implausible  condition  elicited  an N400  effect, while  the  deeply  implausible  condition 
elicited  a  biphasic N400‐P600  pattern.  If  certain  strategies  develop  during  the  visual 
degradation  block, why  then  did  they  not  affect  the  ERP  patterns  in  the  plausibility 
conditions? We  suggest  that  this  relative  indifference of  the plausibility  results arises, 
because  the  strategy  used  to  resolve  the  implausibilities  is  already  to  ‘take  the 
information for granted’ and to try and integrate the implausible words in the sentence 
context.  In  the  case of  the mildly  implausible  condition  this  integration  succeeds, but 
does  give  some  problems  as  reflected  by  the N400  effect.  In  the  case  of  the  deeply 
implausible  condition,  however,  integration  is  not  successful  and  reprocessing  is 







N400  effect  in  this  case.  A  task  for  future  studies  is  to  further  disentangle  the 




Both  the  representational  conflict  conditions  (i.e.,  syntactic  agreement  violations  and 
deeply  implausible  words)  and  the  visually  degraded  words  elicited  long‐lasting 
positivities  in  the EEG. These positivities  varied  in  their  time‐courses.  Specifically,  the 
positivity elicited by the visual degradation condition started earliest (around 300 msec), 
followed  by  the  syntactic  condition  (around  500 msec),  and  the  deeply  implausible 
condition  (around  700 msec).  Furthermore,  although  in  general  the  positivities were 
present  central‐posteriorly,  their  specific  topographies  showed  some  variation. While 
the  positivity  for  the  deeply  implausible  condition was most  pronounced  at  the  left 




These variations  in onset and scalp  topography could be  taken  to  indicate  that  the 
various  positivities  reflect  different  processes. However,  it must  be  noted  that  quite 
some  variability  in onset and  scalp distribution has been  reported  for P600 effects  in 
sentential studies. Although the P600 is often measured between 500‐800 msec, earlier 
onsets  have  also  been  found,  for  example,  around  345  msec  in  the  case  of 
disambiguating auxiliaries (Mecklinger, Schriefers, Steinhauer, & Friederici, 1995). Later 
onsets  have  been  reported  as well,  for  instance,  in  a  discourse  coherence  study  by 
Nieuwland  and  Van  Berkum  (2005)  a  later  positivity  between  700‐1300  msec  after 
anomalous  continuations was  indicated. Accordingly, with  regard  to  the  P600,  Kutas, 
Van  Petten  and  Kluender  (2006)  point  out  that:  “…it  can  onset  as  early  as  200  ms 
(following another positive component – the P200) and often appears as a  long‐lasting 
positive  shift  with  no  clear  peak.”  (p692).  Furthermore,  although  a  central‐posterior 
scalp distribution  is often  found, a more anterior or broad  topography has also been 











al.,  1997;  but  see  Osterhout,  1997;  Osterhout  et  al.,  1996  for  counterarguments). 
According to this proposal, the  increased amplitude of the positivities reflects the way 
that  individuals  update  their  mental  models  of  the  environment  when  unexpected 
information  is  encountered  (e.g.,  Coulson  et  al.,  1998;  Donchin  &  Coles,  1988). 
Consistent with this view we propose that the current findings of variations in onset and 
scalp distribution of the positivities do not reflect different processes: we also suggest 
that  the  general  process  underlying  these  positivities  is  the  same.  However,  in 
accordance with the monitoring theory of language perception (for reviews, see Kolk & 
Chwilla, 2007; Van de Meerendonk et al., 2009),  instead of assuming  that unexpected 
(or  a  lack of)  information  leads  to updating of  the mental model, we propose  that  it 
signals a need  for adjustments  in attentional  control  to  check  for possible processing 
errors or – as in the case of degradation – to identify the word. Depending on the type 
and complexity of the information that interrupts comprehension and that needs to be 
reprocessed  or  identified,  the  positivities  could  vary  in  their  onsets  and/or  scalp 
distributions  (see  also  Van  de  Meerendonk  et  al.,  2010;  Vissers  et  al.,  2008).  For 
instance, the latency difference between the P600 and P3b to rare nonlinguistic events 
could be explained by higher complexity of linguistic stimuli. Furthermore, it is likely that 
visually  degraded  stimuli  trigger  an  earlier monitoring  response  (as  reflected  by  an 
earlier onset around 300 msec) than undegraded violations where the word first has to 










and  the  visual  degradation  condition  disturb  the  language  comprehension  process, 
either by eliciting  a  conflict between  an expected  and observed  representation or by 
creating a temporary lack of information. Thereby, they bring the language system into 
a  state  of  indecision  (‘Did  I  read  that  correctly?’/‘What  does  it  say?’),  and  signal  the 
need for adjustments in attentional control. In the case of the syntactic and plausibility 
violations adjustments in control are needed to reprocess the input and bias one of the 
representations.  In  the  case  of  the  visual  degradation  condition,  allocation  of  extra 
attention to the degraded word, facilitates its identification. This monitoring process of 
evaluating  the  demands  for  control  is  thought  to  underlie  the  different  positivities, 
elicited by either a representational conflict or a  lack of bottom‐up  information,  in the 
present study.  




noted  that,  besides  strong  conflicts  between  an  expected  and  observed  linguistic 
element – as  is  the  focus of  the monitoring  theory of  language perception – another 
type of conflict namely the case of  ‘underdetermined response conflict’ has also been 
reported  in  the  literature.  In  the  case  of  underdetermined  response  conflict, 
competition  between  multiple  weakly  activated  representations  is  thought  to  be 




2009;  Thompson‐Schill  et  al.,  2005).  The  visual  degradation  condition  in  the  present 
study might create a similar type of conflict, because degraded words may give rise to 
several  weakly  activated  representations  since  the  words  are  difficult  to  read. 
Underdetermined  response  conflict,  however, would  differ  from  the  representational 
conflicts  elicited  by  syntactic  agreement  violations  and  plausibility  violations,  where 
there  is  a  strong  conflict  between  two  incompatible  representations:  one  stemming 






cannot  be  excluded,  it  seems  less  likely  that  the  same  kinds  of  control  adjustments 
would be demanded. We therefore assume that what underlies the state of  indecision 
in the visual degradation condition is the lack of bottom‐up information. 
Previous studies that  investigated visual degradation of single  letters or numbers  in 
discrimination  or  mathematical  tasks,  also  reported  increased  amplitudes  of  late 
positivities.  These  positivities  also  varied  in  their  time‐courses  (e.g.,  onsets  before, 
around or after 500 msec,  time windows  from 700‐800 or 800‐1300 msec), and  scalp 
distribution  –  although  the  distribution was mainly  central‐posterior  (e.g.,  Chwilla & 
Brunia, 1991; Kok & Looren de Jong, 1980; Ruchkin et al., 1988). These  late positivities 
were  interpreted  in  terms  of  ‘continued  processing’,  which  is  invoked  when  the 
cognitive  demands  of  a  task  increase,  and  is  thought  to  be  associated  with  the 
recruitment of mental effort required by the task. This interpretation bears resemblance 
to our proposal that various cognitively demanding inputs can interrupt comprehension, 
thereby  signaling  the need  for adjustments  in  control, which  in  the  case of degraded 
stimuli  leads to extra attention for  identification.  In particular, both views assume that 
cognitively demanding  stimuli  signal  the need  for  some  form of extra processing: one 
formulates  this  extra  processing  in  terms  of  mental  effort,  the  other  in  terms  of 






of  bottom‐up  information  can  also  hamper  language  comprehension  and  bring  the 
system  into  a  state  of  indecision,  thereby  eliciting  a  late  positivity  in  the  EEG. We 
propose  that a general monitoring process, which evaluates  the demands  for control, 
underlies  these  positivities.  In  the  case  of  syntactic  agreement  violations  and  deeply 
implausible  continuations, where  there  is  a  strong  conflict between  an  expected  and 
observed  representation,  adjustments  in  control  are  needed  to  bias  the  unexpected 













As discussed  in  the general  introduction, we usually have no problems  to understand 
each  other.  Sometimes,  however,  our  understanding  is  (temporarily)  hampered.  The 
studies presented in this thesis, further investigated these problematic situations arising 
in visual  language perception. Central  to  this  investigation  is  the monitoring  theory of 
language  perception.  As  reviewed  in  Chapter  2,  the monitoring  theory  of  language 
perception  proposes  that  a  conflict  between  an  expected  and  an  observed  linguistic 
element – a  ‘representational conflict’ – can bring the  language system  into a state of 
indecision.  It  is  like asking oneself: Did  I  read  that  correctly?’.  In  language perception 
such a conflict could stem from two sources: the unexpected element indeed occurred, 
or a processing error was made. To decide between these two possibilities, reprocessing 
of the  input  is needed. According to the monitoring theory of  language perception this 
monitoring process,  in which  representational conflicts can  trigger  reprocessing of  the 
input, elicits a P600 effect in the EEG. 
  In  the  investigation  of  this monitoring  process  in  visual  language  perception,  we 
addressed three main issues. First,  in the ERP studies described  in Chapter 3 and 4, we 
examined  the  influence of conflict strength on  the monitoring process. Second,  in  the 
fMRI  studies of Chapter 4 and 5,  the brain mechanism  involved  in conflict monitoring 
was investigated, with a specific focus on Broca’s area. Third, the fMRI study in Chapter 
5  and  the  ERP  study  in  Chapter  6,  explored whether  a  different  kind  of  problem  in 








the monitoring process. The  reasoning behind  this question was  that  it would not be 
efficient  if every  representational conflict would  result  in  reprocessing of  the  input  to 
check for possible errors, since we often encounter information that is a bit unexpected. 





element  should  be  sufficiently  strong  –  that  is,  pass  a  certain  threshold  –  to  trigger 
reprocessing of the input and elicit a P600 effect.  
But  how  to manipulate  the  strength  of  the  conflict?  As  discussed,  following  the 
monitoring theory of language perception we proposed that the conflict arises due to a 
mismatch  between  the  linguistic  element  that we  expect,  and  the  element  that we 
actually observe.  Therefore, one way  to manipulate  the  strength of  the  conflict  is  to 
keep the expectancy for a certain linguistic element the same, but to vary the degree to 
which  the  observed  element  violates  this  expectancy.  A  second  way  to manipulate 
conflict strength  is the reverse situation  in which the expectancy for a certain  linguistic 
element  is varied, but the actual observed element  is kept the same.  In the ERP study 
presented in Chapter 3 we investigated the first type of conflict strength manipulation. 
The  ERP  study  of  Chapter  4  investigated  conflict  strength  using  the  second  type  of 
manipulation. 
  In  the  ERP  study  of  Chapter  3,  participants  read  sentences  that  created  a  high 
expectation for an exemplar from a certain category (e.g., ‘The eye consisting of among 




In  contrast,  the  deeply  implausible  condition would  elicit  a  stronger  representational 
conflict, since the observed word is semantically farther removed from the expectation 
than  the mildly  implausible  continuation.  Hence, we  predicted  that  only  the  deeply 
implausible condition should elicit a strong enough  representational conflict  to  trigger 
reprocessing and elicit a P600 effect when compared to the plausible condition.  In the 
case of  the mildly  implausible condition,  the  representational conflict should not pass 
the  threshold  to  trigger  reprocessing,  and  participants  might  try  to  integrate  the 
unexpected  information  (e.g.,  by  trying  to  extend  the  concept  of  ‘eye’  to  also 
encompass ‘eyebrow’), eliciting an N400 effect. The results of this study indeed showed 
that  the  mildly  implausible  condition  elicited  an  N400  effect,  while  the  deeply 
implausible  condition  elicited  a  biphasic  N400‐P600  pattern.  These  different  ERP 






by  the N400 effect. For  the mildly  implausible  sentences,  these  integration difficulties 
could  eventually  be  resolved,  as  reflected  by  the  absence  of  a  P600  effect.  For  the 
deeply implausible condition, however, integration failed, and reprocessing of the input 
was triggered to check for possible processing errors, as reflected by the presence of a 
P600  effect.  To  conclude,  these  ERP  results  indicated  that  a  strong  violation  of  the 
expected  element  is  needed  to  create  a  conflict  that  is  powerful  enough  to  trigger 
reprocessing. 
   As discussed above, in the ERP study of Chapter 4 we manipulated conflict strength in 
another way.  In  this  ERP  study,  the  expectancy  based  on  the  sentence  context was 
varied  while  the  actually  observed  violation  was  kept  the  same.  Participants  read 
sentences  that  could  be  strongly  predictive  of  a  certain word  (e.g.,  ‘The  pillows  are 
stuffed with...’) or sentences in which there was no expectation for a certain word (e.g., 
‘At that spot there sometimes lie...’). These sentences then could be continued either by 
a correctly spelled word  (e.g.,  ‘feathers’) or by a pseudohomophone  (i.e., a misspelled 
word,  but  with  a  similar  phonology  as  the  correct  word  –  e.g.,  ‘feathurs’).  We 
hypothesized that a misspelling in strongly predictive sentences should elicit a stronger 
representational conflict, since in these sentences the expectation for a certain word is 
higher  than  in  weakly  predictive  sentences.  Therefore,  we  expected  that  the 




this  condition  could  be  used  to  investigate whether  spelling  violations  elicit  a  similar 
P600 effect. The results of the ERP study showed that misspellings  in both the strongly 
and weakly predictive sentences elicited a P600 effect when compared to their correct 
controls.  This  effect  was  similar  to  the  P600  effect  found  to  syntactic  agreement 
violations,  indicating  that  a  qualitatively  similar  process  was  involved  for  spelling 
violations.  The  P600  effect  to misspellings,  however, was modulated  by  the  conflict 
strength  manipulation:  the  P600  effect  to  misspellings  in  the  strongly  predictive 
sentences  was  larger  than  the  P600  effect  to misspellings  in  the  weakly  predictive 
sentences. These  results were  taken  to  indicate  that both misspellings  in strongly and 








word  context  as  such  –  that  is  the  orthography  and  phonology  of  the 
pseudohomophone – might have generated an expectation for the correct word which 







certain  measurement  that  makes  it  possible  for  us  to  quantify  the  strength  of  a 
representational  conflict,  and  thereby  allows  us  to  generate  certain  hypotheses? 
Unfortunately, the answer to this question  is no; there  is no measurement to quantify 





  However, other variables  that have not been  investigated  in  this  thesis,  could also 
influence our expectancies and the degree to which they are violated, thereby affecting 
conflict  strength.  For  instance,  next  to  the  sentence  context  that  can  generate 
expectations,  the  larger  (experimental)  context  could  do  so  as well.  As  discussed  in 
Chapter 4, Coulson et al. (1998) showed that the proportion of syntactic violations can 
affect  P600  amplitude.  When  syntactic  violations  were  improbable  to  occur  (20% 













no  P600  effect was  elicited.  Again,  as  the  Coulson  et  al.  (1998)  study  indicated,  this 
suggests  that we  can  adjust our expectations based on  the  situation or experimental 





violations more  salient  perceptually  –  they  are  less  likely  to  be missed.  As  noted  in 
Chapter 2  this could explain why some studies  that  investigated  for  instance semantic 
violations and that used an explicit judgment task found P600 effects, while others that 
did not use such a task did not. However, as already  indicated  in Chapter 2, and as we 
have  seen  in  the ERP  studies  in  the present  thesis, an explicit  judgment  task  is not a 
prerequisite  for  a  P600  effect  to  occur.  Additionally,  giving  participants  certain 
instructions can also influence their strategies and affect conflict strength. For example, 
Vissers et al.  (2007)  reduced  the  conflict  strength by explicitly  telling  the participants 
before they took part in the experiment that semantic reversal anomalies were present. 
The  participants  were  told  that  they  should  not  be  deceived  by  these  reversal 
anomalies, but  they  should  focus on  the  syntactic  structures as  such. This  instruction 
reduced  the  P600  amplitude  to  semantic  reversal  anomalies.  Another  variable  that 
could influence strategies and conflict strength is the presence of individual differences 
between  participants:  a  certain  representational  conflict  can  be  sufficiently  strong  to 
trigger  reprocessing  in one person, but might not do  so  for another person  (see e.g., 
Osterhout, 1997). 




A  finding,  that  is  worth mentioning  in  this  discussion  of  conflict  strength,  is  the 






participants had  first  seen  the  visual degradation block. We proposed  that  the  visual 
degradation  condition might  have  biased  a  semantic  strategy  in  processing  syntactic 









correct  item was  the  same.  In  addition,  the  actually  encountered  element  (i.e.,  the 
agreement violation) was also identical. Therefore, supposedly, the conflict strength was 
similar  for both presentation orders. What differed between  the presentation orders, 





The  second  main  issue  that  was  investigated  in  this  thesis,  concerned  the  brain 
mechanism  involved  in  conflict monitoring  in visual  language perception.  In particular 
we focused on the posterior part of the  left  inferior frontal gyrus (lIFG), encompassing 
Brodmann’s  area  (BA)  44  and  45  (Broca’s  area).  Broca’s  area  has  been  implicated  in 
sentence processing. Specifically, a connection with syntactic processing has often been 
made  since  patients  with  Broca’s  aphasia  show  agrammatic  production  and  have 




For  instance,  in the Stroop task healthy participants show  increased  lIFG activation  for 






these  findings  of  lIFG  functioning  reported  in  the  cognitive  control  literature  with 
findings from the psycholinguistic literature, Novick et al. (2005) proposed that the lIFG 
plays an important role in resolving representational conflicts more generally, and these 
conflicts  need  not  be  syntactic  in  nature.  When  a  conflict  between  competing 
representations  is  present,  the  lIFG  is  proposed  to  adjust  control  to  bias  one  of  the 
representations,  for  instance  the  ink colour  in case of  the Stroop  task. Accordingly,  in 
syntactically  ambiguous  garden‐path  sentences  –  which  have  also  been  shown  to 
increase lIFG activation – the lIFG is thought to override the automatic dominant parse 
and recover the dispreferred parse, thereby preventing misinterpretations. In support of 
this proposal of a general  conflict  resolution mechanism  in  lIFG,  January et al.  (2009) 
reported  similar  lIFG  activation  within  the  same  participants  for  representational 
conflicts  elicited  by  incongruent  trials  in  the  Stroop  task  and  syntactically  ambiguous 
sentences.  
In the fMRI studies described in Chapter 4 and 5 we further investigated this proposal 
of  a  general  conflict  resolution  mechanism  in  lIFG  with  respect  to  errors  in  visual 
language perception. According to the monitoring theory of language perception, errors 
in  language  perception  can  create  a  conflict  between  an  expected  and  an  observed 
linguistic element, thereby signalling that adjustments in control are needed. Therefore, 
the  question  for  the  fMRI  study  of  Chapter  4  was  whether  these  representational 
conflicts,  elicited  by  different  types  of  language  errors, would  elicit  co‐localized  lIFG 
activation. Such a  finding would support  the proposal of  the  lIFG as a general conflict 
resolution  area.  To  this  end,  the  lIFG  activation  elicited  by  syntactic  agreement 
violations  (e.g.,  ‘The  clean  clothes and  towels hangs…’) and  spelling errors  (e.g.,  ‘‘The 
pillows  are  stuffed  with  feathurs...’)  was  compared  within  the  same  group  of 
participants. Regions of interest (ROIs) – including the lIFG – were defined based on two 
meta‐analyses.  The  results  from  the  ROI  analysis  indicated  that  syntactic  agreement 
violations and spellings violations elicited  increased activation  in the  lIFG compared to 
their  correct  controls.  Hence,  these  results  extended  the  proposal  that  the  lIFG  is 
involved  in  implementing cognitive control to resolve representational conflicts, to the 
processing  of  errors  in  visual  language  perception.  Additionally,  the  co‐localized  lIFG 










this  end,  participants  read  sentences  that  contained  syntactic  agreement  violations 
(e.g., ‘The clean clothes and towels hangs…’) and violations of plausibility (e.g., ‘The eye 
consisting of among other  things a pupil,  iris and eyebrow/sticker…’).  In addition  they 
performed a  Stroop  task,  to  localize  the part within  the  lIFG  (BA 44/45)  that  showed 
increased  activation  to  incongruent  trials.  In  line  with  January  et  al.  (2009),  we 
determined  this  part  of  the  lIFG  for  each  participant  individually,  and  examined  its 
sensitivity to representational conflicts arising from syntactic agreement and plausibility 
violations.  Based  on  the  proposal  that  the  lIFG  is  involved  in  implementing  cognitive 
control to resolve representational conflicts of different types, we predicted that both 
syntactic  agreement  violations  and  plausibility  violations  should  elicit  increased 
activation  in the same  lIFG area as determined  from the Stroop task. The results  from 










thought  to  implement cognitive control by biasing neural activity  in other brain areas 
which  can  guide  the  task‐relevant  neural  pathways  in  a  goal‐directed manner  (e.g., 
Miller,  2000;  Miller  &  Cohen,  2001).  For  instance,  as  discussed  in  Chapter  4,  the 
increased  activation  in  the  left  inferior  temporal/fusiform  gyrus  for misspelled words 
could  point  towards  (re)processing  of  the  visual  wordform,  since  this  area  closely 







words,  which  might  point  to  the  fact  that  this  process  of  computing  structural 
representations is more difficult for degraded than undegraded words. 
However, a second brain region that  is thought to play an  important role  in conflict 
monitoring  in  the  action  domain  is  the  anterior  cingulate  cortex  (ACC).  The  ACC  has 
been  implicated  in  the  detection  of  conflicts  between  competing  responses,  thereby 
signalling  to  the  PFC  that  control  adjustments  are  needed  (e.g.,  Cohen  et  al.,  2000; 
Miller & Cohen, 2001). In the fMRI studies of Chapter 4 and 5 in this thesis, we did not 
consistently find ACC activation for representational conflicts elicited by various types of 
language  errors. Only  in  Chapter  4  an  increased  activation was  found  for misspelled 
words  in  the  ACC  ROI  when  compared  to  correctly  spelled  words.  This  ACC  ROI, 
however, was primarily localized in BA 6, while monitoring for response conflict is often 
reported to involve more of BA 24 and 32 – though the activation often spreads to BA 6 
and  8  (Botvinick,  Cohen,  &  Carter,  2004;  Ridderinkhof,  Ullsperger,  Crone,  & 
Nieuwenhuis,  2004).  It  could  be  that  we  did  not  consistently  find  increased  ACC 
activation for conflicts elicited by language errors, because these conflicts did not occur 
at the  level of response selection. The finding of  increased ACC activation  in the action 
domain  has  been  firmly  established  for  tasks  in which  there  is  competition  between 
multiple  responses,  for  instance  in  the  incongruent  trials  of  the  Flanker  task  (e.g., 
→→←→→:  the participant needs  to  respond  to  the  central  arrow  and press  the  left 
button, while the surrounding arrows point to the right). These tasks require prepotent 
responses (e.g., pressing the right button) to be overridden. However, for the language 
errors  studied  in  the  present  thesis  no  responses  were  required.  Therefore,  no 
overriding of a prepotent response was needed, but instead an expected representation 
needed to be overridden.  In  line with this explanation,  it has been proposed  in several 
studies that while the ACC  is primarily responsible for detecting conflict at the  level of 
response selection,  the PFC  is more  involved  in dealing with conflicts at non‐response 
levels (e.g., Milham et al., 2003; Milham et al., 2001; Nelson, Reuter‐Lorenz, Sylvester, 
Jonides, &  Smith,  2003).  However,  it  has  also  been  indicated  that  the  ACC  function 
generalizes beyond  conflict monitoring at  the  response  level  to a broader monitoring 





processing  (e.g., Badre & Wagner, 2004; Botvinick et al., 2004). Hence,  it  is a  task  for 














that were  used  did  not  contain  an  error  of  any  kind.  Therefore,  no  representational 
conflict between an expected and an observed  linguistic element was assumed  to be 
present. However, what we now manipulated was the readability of the critical word: it 




condition,  next  to  the  errors  in  language  perception  (i.e.,  syntactic  agreement  and 
plausibility  violations)  and  the  Stroop  task.  If,  as  the  language errors had  shown,  this 
visual degradation condition would yield increased activation in the lIFG region that was 
based  on  the  Stroop  task,  this  could  indicate  that  the  lIFG  implements  control  to 
compensate  for  a  lack  of  bottom‐up  information  as well.  The  results  indeed  showed 
increased lIFG activation for all conditions. We concluded that this could indicate that – 
next  to  implementing  control  to  resolve  representational  conflicts  by  overriding  a 
prepotent or expected  representation –  the  area  is  also  important when  a biasing of 
attention  is  needed  to  compensate  for  a  lack  of  bottom‐up  information  in  visual 





more  generally  involved  in  implementing  cognitive  control  when  language 
comprehension  is hampered, and  related  the  findings  to  the meta‐analysis by Duncan 
and Owen (2000). Duncan and Owen (2000) found that very much the same regions  in 
the  frontal  lobe  (including  lIFG and ACC) are  recruited  for various  types of cognitively 
demanding tasks, which require more mental effort and hence more attentional control. 
Similarly,  for  the ACC  specifically, Botvinick  et  al.  (2004)  have  also  suggested  a more 




but more generally when a  task  is  cognitively difficult. These proposals, however, are 
still  speculative  and  further  research  is  needed  to  investigate  the  extent  of  this 





completely exclude  the possibility of  the presence of another  type of conflict, namely 
‘underdetermined response conflict’, which has also been shown to  increase activation 
in the  lIFG. This type of conflict arises when multiple weakly activated representations 
or responses compete to be selected, as  in the case of the category  fluency task  (e.g., 
name as many exemplars from the category ‘fruits’). Similarly, it could be that degraded 
words,  since  they  are  difficult  to  read,  give  rise  to  several  weakly  activated 
representations.  However, we  argued  that  if  such  a  conflict  is  present  in  our  visual 
degradation condition, the type of control adjustments that are needed to compensate 
for  the  lack  of  bottom‐up  information would  differ  from  the  other  representational 
conflict  conditions  that  we  studied.  In  the  case  of  syntactic  agreement  violations, 
plausibility violations and the Stroop task, control adjustments are proposed to  involve 
the  strengthening  of  the  unexpected/non‐prepotent  representation.  For  the  visual 






  In  Chapter  6,  the  visual  degradation  condition  was  examined  in  an  ERP  study. 
Participants’ ERP response to visual degradation was compared with the ERP response 
to  two  types  of  representational  conflict  (i.e.,  syntactic  agreement  and  plausibility 
violations). We hypothesized  that,  if  the  language user deals with  these  two  types of 
situations  in a similar way, the visual degradation condition should elicit a positivity  in 
the P600 window just as what has been previously found for representational conflicts. 
The  results  indicated  a  long‐lasting  positivity  for  the  visual  degradation  condition 
between  300‐800 msec with  a  central‐posterior  scalp  distribution.  This  time window 
encompasses  the window  in which  the P600 effect  is  typically observed  (i.e., 500‐800 
msec), and the central‐posterior scalp distribution  is also  in  line with the general P600 
topography. However, within  the  same  participants,  the  positivity  that was  found  in 
response to degraded words did show some variations in timing and distribution across 
the  scalp  compared  to  the  positivities  that were  found  for  the  syntactic  agreement 
violations (550‐800 msec, broad scalp distribution) and the deeply implausible sentence 
continuations  (700‐1000  msec,  mainly  left  central‐posterior  scalp  distribution).  We 
proposed  that  a  general  monitoring  process  could  underlie  these  positivities.  Both 








In  Chapter  2,  3  and  4 we  argued  that  strong  conflicts  between  an  expected  and  an 
observed  linguistic  element  can bring  the  language  system  into  a  state of  indecision, 
thereby triggering reprocessing of the  input to check  for possible processing errors.  In 
line  with  the monitoring  theory  of  language  perception  this monitoring  process,  in 
which a representational conflict signals reprocessing,  is thought to elicit a P600 effect 
in the EEG. The finding of an increased positivity to visually degraded words in Chapter 
6, was  taken  to  indicate  that  the monitoring  theory of  language perception should be 











language  comprehension, which  require extra attention  to be  resolved. However,  the 
question arises which members actually belong to this family – that  is, how far should 
this family be extended? As discussed in Chapter 2, P600‐like positivities have also been 
found  outside  of  the  language  domain,  for  instance,  in  the  case  of  musical  and 
arithmetic violations. Furthermore, in Chapter 3 and 6 we proposed that oddball stimuli, 
which elicit a P3b, could also belong to the same family of positivities. Additionally, as 
discussed  in  Chapter  6,  visually  degraded  stimuli  elicit  increased  amplitudes  of  late 
positivities in various non‐linguistic tasks. As discussed in Chapter 6, and in line with our 
interpretation of the fMRI results  in Chapter 5, what all these situations might have  in 




tasks  involve some kind of expectancy violation or a  lack of bottom‐up  information, or 
are there other ‘cognitively demanding’ inputs to distinguish? With the data at hand we 
are unable to answer these questions conclusively. However, at  least the positivities  in 
the  present  thesis  are  taken  to  indicate  that  in  visual  language  perception,  strong 
representational conflicts as well as a lack of bottom‐up information can create a state 














in  visual  language  perception. While  EEG  has  a  high  temporal  resolution  and  a  low 







in  the  fMRI  study. We  put  forward  that  these  different  findings  could  be  due  to  a 
difference  in temporal sensitivity of both measurements: while ERP measurements are 









On  the one hand,  in  the deeply  implausible  condition  integration efforts might  cease 
quickly and control adjustments may be needed for reprocessing. On the other hand, in 
the mildly  implausible condition control adjustments might be needed to  integrate the 
unexpected  information.  The  latter  case  might  require  longer  maintenance  of  the 
unexpected  information, and more or  longer attentional enhancement, hence stronger 
lIFG activation.  
It  must  be  noted  that  the  abovementioned  suggestions  are  speculative,  and  it 
remains an open question whether and,  if  so, how our EEG and  fMRI  findings  can be 
related  exactly.  Maybe  future  studies  that  simultaneously  acquire  EEG  and  fMRI 











In  the present  thesis we  investigated monitoring  in visual  language perception.  In  the 
experiments  that  we  conducted,  the  participants  read  sentences,  in  which  we  had 
embedded various types of anomalies. These sentences were presented word‐by‐word 
on a computer screen. Visual presentation  is often used  in  language research, because 
visual  stimuli  are  easier  to  present  and manipulate  in  a  controlled  fashion.  Spoken 
language,  however,  is  probably  used  more  widely  to  communicate  than  written 
language. In addition, presenting continuous speech  is more natural than the word‐by‐
word presentation often used  in visual  language comprehension  studies. Therefore,  it 
would  also  be  interesting  to  examine  monitoring  in  the  auditory  modality,  to  see 
whether the way that the  language user deals with comprehension problems arising  in 
the  visual  modality  could  be  generalized  to  how  they  deal  with  comprehension 





comprehension  of  spoken  language  by  embedding  different  kinds  of  anomalies  in 
spoken sentences (e.g., Cooke et al., 2006; Friederici et al., 2003; Kuperberg et al., 2000; 
Wartenburger  et  al.,  2004).  These  studies  show  activation  in  large  networks  of  brain 
areas,  of  which  some  of  course  include  areas  involved  in  auditory  processing,  but 
activation  in the  lIFG  is also often reported. A systematic  investigation of,  for  instance 
degraded  words  in  sentences  and  different  types  of  representational  conflicts  (e.g., 
syntactic and plausibility violations, Stroop  task) within  the  same participants, using a 
similar experimental design and task in both the visual and auditory modality, could give 








language  perception.  First,  I  have  shown  that  the  strength  of  a  conflict  between  an 
expected and an observed  linguistic element can  influence  the monitoring process, as 
reflected  by  differences  in  the  P600  effect.  Second,  I  have  demonstrated  that  an 
important cognitive control area  in the brain – the  lIFG –  is  involved  in this monitoring 
process for various types of language errors, thereby connecting to the proposal of the 
lIFG  as  a  general  conflict  resolution  area.  Third,  I  have  shown  that,  not  only 




better  understand  how  the  language  system  deals  with  states  of  indecision,  it  is 




















































































































































































































































































































































































































































































































































































































































































































































































































































































































































Arzouan,  Y.,  Goldstein,  A.,  &  Faust,  M.  (2007).  Brainwaves  are  stethoscopes:  ERP 
correlates of novel metaphor comprehension. Brain Research, 1160, 69‐81. 
Baayen, R. H., Piepenbrock, R., & Gulikers,  L.  (1995). The CELEX  lexical database  [CD‐
ROM]. Philadelphia: University of Pennsylvania, Linguistic Data Consortium. 
Badre,  D.,  &  Wagner,  A.  D.  (2004).  Selection,  integration,  and  conflict  monitoring: 




Bahlmann,  J., Schubotz, R.  I., & Friederici, A. D.  (2008). Hierarchical artificial grammar 
processing engages Broca's area. NeuroImage, 42(2), 525‐534. 
Bookheimer, S.  (2002). Functional MRI of  language: New approaches to understanding 












Priming  in a  Lexical Decision Task:  Spreading Activation  versus  Semantic Matching. 
The Quarterly Journal of Experimental Psychology Section A, 51(3), 531‐560. 





task: Evidence  from event‐related potentials and  reaction  time.  Journal of Memory 
and Language, 42(3), 314‐341. 
Chwilla, D. J., Virgillito, D., & Vissers, C. T. W. M. (2010). The Relationship of Language 
and  Emotion:  N400  Support  for  an  Embodied  View  of  Language  Comprehension. 
Journal of Cognitive Neuroscience, 23(9), 2400‐2414. 
Coenen, A. M. L.  (1995). Neuronal activities underlying  the electroencephalogram and 
evoked potentials of  sleeping  and waking:  Implications  for  information processing. 
Neuroscience & Biobehavioral Reviews, 19(3), 447‐463. 
Cohen,  J.  D.,  Botvinick, M., &  Carter,  C.  S.  (2000).  Anterior  cingulate  and  prefrontal 
cortex: Who's in control? Nature Neuroscience, 3(5), 421‐423. 
Coles, M. G. H., Scheffers, M. K., & Holroyd, C. B.  (2001). Why  is  there an ERN/Ne on 
correct  trials?  Response  representations,  stimulus‐related  components,  and  the 
theory of error‐processing. Biological Psychology, 56(3), 173‐189. 
Cooke, A., Grossman, M., DeVita, C., Gonzalez‐Atavales,  J., Moore, P., Chen, W., et al. 











Cutler,  A., &  Butterfield,  S.  (1992).  Rhythmic  cues  to  speech  segmentation:  Evidence 
from juncture misperception. Journal of Memory and Language, 31(2), 218‐236. 
Dehaene, S., Le Clec'H, G., Poline, J.‐B., Le Bihan, D., & Cohen, L. (2002). The visual word 
form  area:  A  prelexical  representation  of  visual  words  in  the  fusiform  gyrus. 
NeuroReport, 13(3), 321‐325. 
Derrfuss, J., Brass, M., & Yves von Cramon, D. (2004). Cognitive control in the posterior 










Embick,  D., Marantz,  A., Miyashita,  Y.,  O'Neil, W.,  &  Sakai,  K.  L.  (2000).  A  syntactic 
specialization  for Broca's area. Proceedings of  the National Academy of Sciences of 
the United States of America, 97(11), 6150‐6154. 




Federmeier, K. D., Wlotko,  E. W., De Ochoa‐Dewald,  E., & Kutas, M.  (2007). Multiple 
effects of sentential constraint on word processing. Brain Research, 1146, 75‐84. 
Fiebach,  C.  J.,  Schlesewsky, M.,  Lohmann,  G.,  Von  Cramon,  D.  Y., &  Friederici,  A.  D. 





A.,  et  al.  (1996).  N400  evidence  of  abnormal  responses  to  speech  in  Alzheimer's 
disease. Electroencephalography and Clinical Neurophysiology, 99(3), 235‐246. 





Friederici, A. D., Pfeifer,  E., & Hahne, A.  (1993).  Event‐related brain potentials during 















Grodzinsky,  Y.  (2000).  The  neurology  of  syntax:  Language  use  without  Broca's  area. 
Behavioral and Brain Sciences, 23, 1‐71. 
Grodzinsky,  Y.,  &  Friederici,  A.  D.  (2006).  Neuroimaging  of  syntax  and  syntactic 
processing. Current Opinion in Neurobiology, 16(2), 240‐246. 
Grodzinsky,  Y., &  Santi,  A.  (2008).  The  battle  for  Broca's  region.  Trends  in  Cognitive 
Sciences, 12(12), 474‐480. 
Gunter, T. C., Friederici, A. D., & Schriefers, H.  (2000). Syntactic gender and  semantic 
expectancy:  ERPs  reveal  early  autonomy  and  late  interaction.  Journal  of  Cognitive 
Neuroscience, 12(4), 556‐568. 
Gunter,  T.  C.,  Jackson,  J.  L.,  &  Mulder,  G.  (1992).  An  Electrophysiological  Study  of 
Semantic Processing  in Young and Middle‐Aged Academics. Psychophysiology, 29(1), 
38‐54. 
Gunter,  T.  C.,  Stowe,  L.  A.,  &  Mulder,  G.  (1997).  When  syntax  meets  semantics. 
Psychophysiology, 34(6), 660‐676. 




Hagoort,  P.  (2009).  Reflections  on  the  neurobiology  of  syntax.  In  D.  Bickerton  &  E. 








Hagoort,  P., &  Brown,  C. M.  (2000).  ERP  effects  of  listening  to  speech  compared  to 
reading:  The P600/SPS  to  syntactic  violations  in  spoken  sentences  and  rapid  serial 
visual presentation. Neuropsychologia, 38(11), 1531‐1549. 











task  as  assessed  by  event‐related  brain  potential  (ERP)  measures.  Biological 
Psychology, 47(2), 121‐135. 
Hoeks,  J.  C.  J.,  Stowe,  L.  A.,  &  Doedens,  G.  (2004).  Seeing  words  in  context:  the 








Reinforcement  learning,  dopamine,  and  the  Error‐Related Negativity.  Psychological 
Review, 109(4), 679‐709. 
Indefrey,  P.,  Hagoort,  P.,  Herzog,  H.,  Seitz,  R.  J.,  &  Brown,  C. M.  (2001).  Syntactic 
processing  in  left prefrontal cortex  is  independent of  lexical meaning. NeuroImage, 
14(3), 546‐555. 
January, D., Trueswell,  J. C., & Thompson‐Schill, S.  L.  (2009). Co‐localization of Stroop 
and syntactic ambiguity resolution in Broca's area: Implications for the neural basis of 
sentence processing. Journal of Cognitive Neuroscience, 21(12), 2434‐2444. 













and  neurolinguistic  perspectives  (pp.  149‐157).  Dordrecht:  Kluwer  Academic 
Publishers. 
Kim, A., & Osterhout, L. (2005). The independence of combinatory semantic processing: 
Evidence  from  event‐related  potentials.  Journal  of  Memory  and  Language,  52(2), 
205‐225. 
Kok,  A.,  &  Looren  de  Jong,  H.  (1980).  Components  of  the  event‐related  potential 
following degraded and undegraded visual stimuli. Biological Psychology, 11(2), 117‐
133. 











Kuperberg, G. R.  (2009). Understanding events: Streams of  language processing  in  the 
brain.  Talk  given  at  the  Donders  Institute  for  Brain,  Cognition  and  Behaviour. 
Nijmegen, The Netherlands. 




Distinct  patterns  of  neural  modulation  during  the  processing  of  conceptual  and 
syntactic anomalies. Journal of Cognitive Neuroscience, 15(2), 272‐293. 
Kuperberg, G. R., Kreher, D. A., Sitnikova, T., Caplan, D. N., & Holcomb, P. J. (2007). The 
role  of  animacy  and  thematic  relationships  in  processing  active  English  sentences: 
Evidence from event‐related potentials. Brain and Language, 100(3), 223‐237. 
Kuperberg, G.  R., McGuire,  P.  K.,  Bullmore,  E.  T.,  Brammer, M.  J.,  Rabe‐Hesketh,  S., 
Wright,  I.  C.,  et  al.  (2000).  Common  and  distinct  neural  substrates  for  pragmatic, 





Kuperberg,  G.  R.,  Sitnikova,  T.,  &  Lakshmanan,  B.  M.  (2008).  Neuroanatomical 




Kutas,  M.,  &  Hillyard,  S.  A.  (1980a).  Event‐related  brain  potentials  to  semantically 
inappropriate and surprisingly large words. Biological Psychology, 11(2), 99‐116. 










potential  investigations.  In M. A. Gernsbacher  (Ed.), Handbook  of  psycholinguistics 
(pp. 83‐143). San Diego, CA: Academic Press. 
Landauer,  T.  K.,  Foltz,  P. W., &  Laham, D.  (1998). An  introduction  to  latent  semantic 
analysis. Discourse Processes, 25(2‐3), 259‐284. 
Lau,  E.  F.,  Phillips,  C.,  &  Poeppel,  D.  (2008).  A  cortical  network  for  semantics: 
(de)constructing the N400. Nature Reviews Neuroscience, 9(12), 920‐933. 
Lelekov‐Boissard,  T., &  Dominey,  P.  F.  (2002).  Human  brain  potentials  reveal  similar 







Levelt, W.  J. M.  (1989). Speaking  :  from  intention  to articulation. Cambridge, MA: The 
MIT Press. 





Neumann & W.  Prinz  (Eds.),  Relationships  between  perception  and  action:  Current 
approaches (pp. 269‐303). Berlin: Springer‐Verlag. 
MacKay,  D.  G.  (1992).  Awareness  and  error  detection:  New  theories  and  research 
paradigms. Consciousness and Cognition, 1(3), 199‐225. 
Mason, R. A., Just, M. A., Keller, T. A., & Carpenter, P. A. (2003). Ambiguity in the brain: 
What  brain  imaging  reveals  about  the  processing  of  syntactically  ambiguous 





McGuire,  P.  K.,  Silbersweig, D.  A., &  Frith,  C. D.  (1996).  Functional  neuroanatomy  of 
verbal self‐monitoring. Brain, 119(3), 907‐917. 
Mechelli, A., Gorno‐Tempini, M. L., & Price, C. J. (2003). Neuroimaging studies of word 












The  relative  involvement  of  anterior  cingulate  and  prefrontal  cortex  in  attentional 
control depends on nature of conflict. Cognitive Brain Research, 12(3), 467‐473. 





and  the  brain:  Disentangling  grammar  by  selective  anomalies. NeuroImage,  13(1), 
110‐118. 
Münte, T.  F., Heinze, H.‐J., Matzke, M., Wieringa, B. M., &  Johannes,  S.  (1998). Brain 






Nakano,  H.,  Saron,  C.,  &  Swaab,  T.  Y.  (2009).  Speech  and  span:  Working  memory 
capacity  impacts  the  use  of  animacy  but  not  of  world  knowledge  during  spoken 
sentence comprehension. Journal of Cognitive Neuroscience, 22(12), 2886‐2898. 
Nee, D. E., Wager, T. D., &  Jonides,  J.  (2007).  Interference  resolution:  Insights  from a 
meta‐analysis of neuroimaging tasks. Cognitive, Affective, & Behavioral Neuroscience, 
7(1), 1‐17. 
Nelson,  J. K., Reuter‐Lorenz, P. A., Sylvester, C.‐Y. C.,  Jonides,  J., & Smith, E. E.  (2003). 
Dissociable  neural  mechanisms  underlying  response‐based  and  familiarity‐based 
conflict  in  working  memory.  Proceedings  of  the  National  Academy  of  Sciences, 
100(19), 11171‐11175. 




Nieuwland, M.  S., &  Van  Berkum,  J.  J.  A.  (2005).  Testing  the  limits  of  the  semantic 
illusion phenomenon: ERPs reveal temporary semantic change deafness  in discourse 
comprehension. Cognitive Brain Research, 24(3), 691‐701. 
Novick,  J. M.,  Kan,  I.  P.,  Trueswell,  J.  C., &  Thompson‐Schill,  S.  L.  (2009).  A  case  for 
conflict  across  multiple  domains:  Memory  and  language  impairments  following 
damage  to  ventrolateral prefrontal  cortex. Cognitive Neuropsychology, 26(6), 527  ‐ 
567. 





Núñez‐Peña, M.  I.,  &  Honrubia‐Serrano, M.  L.  (2005).  N400  and  category  exemplar 
associative strength. International Journal of Psychophysiology, 56(1), 45‐54. 
Oldfield,  R.  C.  (1971).  The  assessment  and  analysis  of  handedness:  The  Edinburgh 
inventory. Neuropsychologia, 9(1), 97‐113. 
Osterhout, L.  (1997). On  the Brain Response  to Syntactic Anomalies: Manipulations of 
Word  Position  and Word  Class  Reveal  Individual Differences.  Brain  and  Language, 
59(3), 494‐522. 
Osterhout,  L., & Hagoort,  P.  (1999).  A  Superficial  Resemblance Does Not Necessarily 
Mean  You  Are  Part  of  the  Family:  Counterarguments  to  Coulson,  King  and  Kutas 
(1998) in the P600/SPS‐P300 Debate. Language and Cognitive Processes, 14(1), 1‐14. 
Osterhout,  L.,  &  Holcomb,  P.  J.  (1992).  Event‐related  brain  potentials  elicited  by 
syntactic anomaly. Journal of Memory and Language, 31(6), 785‐806. 
Osterhout, L., & Holcomb, P. J. (1993). Event‐related potentials and syntactic anomaly: 
















Poser,  B.  A.,  Versluis, M.  J.,  Hoogduin,  J. M., &  Norris,  D.  G.  (2006).  BOLD  contrast 
sensitivity enhancement and artifact reduction with multiecho EPI: Parallel‐acquired 
inhomogeneity‐desensitized  fMRI.  Magnetic  Resonance  in  Medicine,  55(6),  1227‐
1235. 
Postma, A.  (2000). Detection of  errors during  speech production:  a  review of  speech 
monitoring models. Cognition, 77(2), 97‐132. 









Robinson,  G.,  Blair,  J., &  Cipolotti,  L.  (1998).  Dynamic  aphasia:  An  inability  to  select 
between competing verbal responses? Brain, 121, 77‐89. 
Rockstroh,  B., Müller, M.,  Cohen,  R., &  Elbet,  T.  (1992).  Probing  the  functional  brain 
state during P300‐evocation. 1992. Journal of Psychophysiology, 6, 175‐184. 




or  Not  to  Predict:  Influences  of  Task  and  Strategy  on  the  Processing  of  Semantic 
Relations. Journal of Cognitive Neuroscience, 19(8), 1259‐1274. 
Ruchkin,  D.  S.,  Johnson,  R., Mahaffey,  D.,  &  Sutton,  S.  (1988).  Toward  a  Functional 
Categorization of Slow Waves. Psychophysiology, 25(3), 339‐353. 
Schwartz,  T.  J.,  Kutas,  M.,  Butters,  N.,  Paulsen,  J.  S.,  &  Salmon,  D.  P.  (1996). 
Electrophysiological  insights  into  the  nature  of  the  semantic  deficit  in  Alzheimer's 
disease. Neuropsychologia, 34(8), 827‐841. 
Sitnikova,  T.,  Holcomb,  P.  J.,  Kiyonaga,  K.  A.,  &  Kuperberg,  G.  R.  (2008).  Two 
neurocognitive mechanisms  of  semantic  integration  during  the  comprehension  of 
visual real‐world events. Journal of Cognitive Neuroscience, 20(11), 2037‐2057. 




not  affect  the  N400  during  sentence  reading.  Journal  of  Cognitive  Neuroscience 
Supplement, 5.29. 







inferior  prefrontal  cortex  in  retrieval  of  semantic  knowledge:  A  reevaluation. 
Proceedings  of  the National Academy  of  Sciences  of  the United  States  of America, 
94(26), 14792‐14797. 
Thompson‐Schill, S. L., Jonides, J., Marshuetz, C., Smith, E., D’Esposito, M., Kan, I., et al. 
(2002). Effects of  frontal  lobe damage on  interference effects  in working memory. 
Cognitive, Affective, & Behavioral Neuroscience, 2(2), 109‐120. 
Tzourio‐Mazoyer, N., Landeau, B., Papathanassiou, D., Crivello, F., Etard, O., Delcroix, N., 
et  al.  (2002).  Automated  anatomical  labelling  of  activations  in  spm  using  a 




Urbach,  T.  P.,  &  Kutas,  M.  (2006).  Interpreting  event‐related  brain  potential  (ERP) 
distributions:  Implications  of  baseline  potentials  and  variability with  application  to 
amplitude normalization by vector scaling. Biological Psychology, 72(3), 333‐343. 






language  perception:  Electrophysiological  and  hemodynamic  responses  to  spelling 
violations. NeuroImage, 54(3), 2350‐2363. 
Van  de Meerendonk, N.,  Kolk, H. H.  J.,  Chwilla, D.  J., &  Vissers,  C.  T. W. M.  (2009). 
Monitoring  in  language perception.  Language and  Linguistics Compass, 3(5), 1211‐
1224. 
Van  de Meerendonk, N.,  Kolk, H. H.  J.,  Vissers,  C.  T. W. M., &  Chwilla, D.  J.  (2010). 
Monitoring  in  language  perception: Mild  and  strong  conflicts  elicit  different  ERP 
patterns. Journal of Cognitive Neuroscience, 22(1), 67‐82. 
Van  de Meerendonk, N.,  Rueschemeyer,  S.‐A., &  Kolk, H. H.  J.  (submitted). Not  only 
syntactic  and  semantic  anomalies  but  also  word  degradation  colocalize  with  the 
Stroop task in Broca’s area. 
Van Herten, M., Chwilla, D. J., & Kolk, H. H. J. (2006). When heuristics clash with parsing 
routines:  ERP  evidence  for  conflict monitoring  in  sentence  perception.  Journal  of 
Cognitive Neuroscience, 18(7), 1181‐1197. 
Van Herten, M.,  Kolk, H. H.  J., &  Chwilla, D.  J.  (2005).  An  ERP  study  of  P600  effects 
elicited by semantic anomalies. Cognitive Brain Research, 22(2), 241‐255. 
Van Petten, C., &  Luka, B.  J.  (2006). Neural  localization of  semantic context effects  in 
electromagnetic and hemodynamic studies. Brain and Language, 97(3), 279‐293. 
Vasey, M. W.,  &  Thayer,  J.  F.  (1987).  The  continuing  problem  of  false  positives  in 














Vissers,  C.  T. W. M.,  Kolk, H. H.  J.,  Van  de Meerendonk, N., &  Chwilla, D.  J.  (2008). 
Monitoring  in  language  perception:  Evidence  from  ERPs  in  a  picture‐sentence 
matching task. Neuropsychologia, 46(4), 967‐982. 
Vos, S. H., Gunter, T. C., Kolk, H. H. J., & Mulder, G. (2001). Working memory constraints 
on  syntactic  processing:  An  electrophysiological  investigation.  Psychophysiology, 
38(01), 41‐63. 
Vosse,  T.,  &  Kempen,  G.  (2000).  Syntactic  structure  assembly  in  human  parsing:  A 
computational  model  based  on  competitive  inhibition  and  a  lexicalist  grammar. 
Cognition, 75(2), 105‐143. 
Wartenburger,  I.,  Heekeren,  H.  R.,  Burchert,  F.,  Heinemann,  S.,  De  Bleser,  R.,  & 









Ye,  Z.,  &  Zhou,  X.  (2009a).  Conflict  control  during  sentence  comprehension:  fMRI 
evidence. NeuroImage, 48(1), 280‐290. 
Ye,  Z., &  Zhou,  X.  (2009b).  Executive  control  in  language  processing. Neuroscience & 
Biobehavioral Reviews, 33(8), 1168‐1177. 
Yeung, N., Botvinick, M. M., & Cohen, J. D. (2004). The neural basis of error detection: 























Uit  bevindingen  in  het  actiedomein,  waarbij  veel  onderzoek  is  gedaan  naar  het 
monitoren  voor  fouten,  komt naar  voren dat de  aanwezigheid  van  een  conflict  in de 
informatieverwerking een belangrijk signaal voor onze hersenen  is dat er aanpassingen 
in  de  controle  nodig  zijn.  Er  is  sprake  van  een  conflict  wanneer  onze  intenties  of 
verwachtingen  niet  overeenkomen met  wat  we  daadwerkelijk  doen  of  waarnemen. 
Wanneer een conflict gedetecteerd wordt,  leidt dit tot aanpassingen om het probleem 
op te lossen (e.g., Botvinick e.a., 2001). 
  Ook  in  het  domein  van  de  taalproductie wordt  aangenomen  dat  een  proces  van 
monitoren ervoor waakt dat we fouten in onze spraak ontdekken en deze corrigeren. In 






Behalve  fouten  in de  taalproductie kunnen ook bij het waarnemen van  taal  fouten 
worden gemaakt. Soms maken we bijvoorbeeld een fout bij het lezen van een woord, of 
we verstaan iemand verkeerd. Deze fouten in de taalwaarneming kunnen we niet direct 





spraak, en omdat we niet weten wat de bedoelingen  zijn van de  spreker of  schrijver. 
Hoe  worden  deze  fouten  in  de  taalwaarneming  dan  toch  opgemerkt?  Volgens  de 
monitoringtheorie  van  de  taalwaarneming,  die  is  voorgesteld  door  Kolk  e.a.  (2003), 
zorgt een conflict tussen een verwacht en een geobserveerd linguïstisch element – ook 
wel ‘representationeel conflict’ genoemd – voor twijfel  in het taalsysteem. Deze twijfel 
ontstaat  doordat  het  conflict  in  de  taalwaarneming  twee  verschillende  oorzaken  kan 
hebben:  het  onverwachte  element  kan  daadwerkelijk  zijn  opgetreden  of  het  is  het 
gevolg van een perceptuele fout. Stelt u zich bijvoorbeeld voor dat u de volgende zin in 
de krant  leest:  ‘De man bijt de hond’. Het  is  zeer waarschijnlijk dat u even  stopt met 
lezen en u zich afvraagt: ‘Heb ik dat wel goed gelezen?’. Dit komt doordat de betekenis 
van de woorden  in de  zin  (man‐bijten‐hond) de verwachting oproept dat de hond de 




opnieuw  verwerken om na  te gaan of we geen  verwerkingsfout hebben gemaakt. De 
theorie  veronderstelt  dat  dit  monitoringproces,  waarbij  een  conflict  tussen  een 
verwachte en geobserveerde representatie tot herverwerking leidt, weerspiegeld wordt 
in het P600 effect in het elektro‐encefalogram (EEG: zie Box 1). 
De  monitoringtheorie  van  de  taalwaarneming  staat  centraal  in  dit  proefschrift, 
waarbij de focus ligt op monitoring in de visuele perceptie (d.w.z. niet gesproken, maar 
geschreven  tekst).  Het  is  belangrijk  hierbij  in  gedachten  te  houden  dat  wij  in  onze 
studies  niet  daadwerkelijke  perceptuele  fouten  –  zoals  het  verkeerd  lezen  van  een 
woord – hebben onderzocht. In plaats daarvan hebben we dit soort fouten nagebootst 
door  verschillende  soorten  fouten  in  het  gebruikte  stimulusmateriaal  te  verwerken. 
Hierbij gaan we ervan uit dat  zowel perceptuele  fouten, als de aangeboden  fouten  in 
ons  materiaal,  resulteren  in  eenzelfde  soort  conflict  tussen  een  verwacht  en  een 
geobserveerd  linguïstisch element. Op deze manier hebben we de  consequenties van 








In  de  experimentele  studies  die  worden  beschreven  in  dit  proefschrift  komen  drie 
belangrijke  kwesties  aan de orde.  Ten eerste onderzochten we  in  twee event‐related 
potential  (ERP:  zie  Box  1)  experimenten  of  de  sterkte  van  het  conflict  tussen  een 
verwacht  en  een  geobserveerd  element  het  monitoringproces  kan  beïnvloeden 
(Hoofdstuk  3  en  4).  Ten  tweede  onderzochten  we  in  twee  functionele  magnetic 
resonance imaging (fMRI: zie Box 2) experimenten het mechanisme in de hersenen dat 










werden  condities  waarin  een  conflict  tussen  een  verwacht  en  een  geobserveerd 
element aanwezig was, vergeleken met condities zonder conflict. In het dagelijks  leven 
zijn  conflicten echter meestal niet  zo eenduidig. Enerzijds komen we  soms  informatie 
tegen die erg onverwacht is. In een dergelijke situatie kan het zinvol zijn om niet meteen 
te vertrouwen op wat we gelezen hebben, omdat dit kan  leiden tot het  integreren van 
foutieve  informatie.  In  plaats  daarvan  is  het  beter  om  eerst  te  controleren  of  we 
mogelijk een verwerkingsfout hebben gemaakt. Anderzijds is het ook vaak het geval dat 
we  informatie  tegenkomen  die  enigszins  onverwacht  is,  bijvoorbeeld wanneer we  de 
krant  lezen. Hoewel deze  informatie relatief onverwacht  is, kan het belangrijke nieuwe 
informatie zijn waar we  iets van kunnen  leren. Deze  twee voorbeelden geven aan dat 
niet elk conflict tussen een verwacht en een geobserveerd element hoeft te  leiden tot 
herverwerking. Het zou niet efficiënt zijn wanneer dit wel het geval zou zijn, omdat we 







dat  conflictsterkte  van  invloed  zou  kunnen  zijn op de ERP‐resultaten: niet elk  conflict 
zou dan een(zelfde) P600‐effect hoeven te genereren. 
  Om deze hypothese te onderzoeken, hebben we twee ERP‐experimenten uitgevoerd 
waarin  we  conflictsterkte  manipuleerden.  In  Hoofdstuk  3  manipuleerden  we 
conflictsterkte  als  volgt.  De  proefpersonen  lazen  zinnen  die  een  sterke  verwachting 
creëerden  voor een woord behorende  tot een bepaalde  categorie. Het daadwerkelijk 
gepresenteerde kritische woord kon echter variëren in plausibiliteit. Het kritische woord 
kon namelijk plausibel zijn, en daarmee in overeenstemming met de verwachting, maar 
het kon ook enigszins  implausibel of heel erg  implausibel  zijn. De volgende  zin  is een 
voorbeeld  (het  kritische  woord  is  onderstreept  en  de  proefpersonen  zagen  of  het 
plausibele/enigszins implausibele/ heel erg implausibele kritische woord): 





implausibele  conditie  daarentegen  zou  het  conflict  niet  sterk  genoeg  zijn  om  de 
drempelwaarde  te overschrijden.  In dit geval  is het kritische woord semantisch gezien 
meer  gerelateerd  aan  de  verwachting.  De  proefpersonen  zouden  dan mogelijk  toch 
proberen om de onverwachte  informatie  te  integreren, wat gereflecteerd zou kunnen 
worden  in een N400‐effect  in het EEG. De ERP‐resultaten kwamen overeen met onze 
voorspellingen:  vergeleken  met  de  plausibele  conditie  was  er  voor  de  enigszins 
implausibele conditie een N400‐effect te zien, terwijl de erg implausibele conditie zowel 
een  N400‐  als  een  P600‐effect  teweegbracht.  Een  verklaring  voor  het  feit  dat  beide 
condities een N400‐effect genereerden is dat zowel de enigszins implausibele als de heel 
erg  implausibele conditie  zorgden voor problemen met de  integratie van het kritische 
woord  in de  zin. Deze problemen konden waarschijnlijk worden opgelost  in het geval 
van  de  enigszins  implausibele  conditie.  In  het  geval  van  de  heel  erg  implausibele 







Event‐related potentials  (ERPs)  zijn elektrofysiologische hersenpotentialen die  gerelateerd  zijn  aan een 
bepaalde gebeurtenis. ERPs kunnen worden afgeleid uit het elektro‐encefalogram (EEG). Het EEG toont de 
elektrische hersenactiviteit, die gemeten kan worden door elektroden op de hoofdhuid te plaatsen. Het 
ruwe  EEG  signaal  bevat  de  activiteit  van  honderden  verschillende  hersenprocessen.  Hierdoor  is  het 
moeilijk om de respons van de hersenen op een specifieke gebeurtenis – zoals een bepaalde cognitieve, 
sensorische  of motorische  gebeurtenis  –  in  het  ruwe  EEG  signaal  te  identificeren.  Het  is  echter wel 
mogelijk om deze ERPs zichtbaar  te maken uit het  ruwe EEG. Om de ERPs zichtbaar  te maken, worden 
kleine segmenten waarin de gebeurtenis optreedt uit het EEG geknipt. Door een groot aantal van deze 
segmenten te middelen, valt de elektrische activiteit die niet gerelateerd  is aan de gebeurtenis weg, en 








algemeen  rond 100 ms na de presentatie  van een  visuele  stimulus. Deze piek wordt ook wel de P100 
genoemd (om de latentietijd aan te duiden) of de P1 (om de ordinale positie aan te duiden). Twee andere 
kenmerken die ook  gebruikt  kunnen worden om  ERP‐componenten  te  labelen  zijn de  verdelingen  van 




aanbieden  van  een  kritisch woord. Meestal  heeft  de  P600  een  centraal‐posterieure  schedelverdeling. 
Aangezien verschillende  soorten  syntactische  schendingen en  syntactisch  complexe en ambigue  zinnen 
tot  een  positievere  P600  amplitude  leiden,  dacht men  dat  deze  component  syntactische  verwerking 




tegenstelling  tot  de  P600  gaat  men  ervan  uit  dat  de  N400  semantische  verwerking  weerspiegelt, 
aangezien verschillende semantische schendingen zorgen voor een negatievere N400 amplitude. 
  De  ERP‐techniek  is  een  waardevolle  onderzoeksmethode.  Hoewel  het minder 
goed  kan  identificeren  waar  in  het  brein  bepaalde  cognitieve  processen  zich 






kunnen  we  concluderen  dat  een  sterk  conflict  nodig  is  om  herverwerking  te 
veroorzaken. 
  In  het  ERP‐experiment  in  Hoofdstuk  4  manipuleerden  we  conflictsterkte  op  een 
andere  manier.  In  dit  experiment  varieerden  we  de  verwachting  op  basis  van  de 
zinscontext,  terwijl  de  schending  op  het  kritische  woord  hetzelfde  bleef.  De 
proefpersonen  lazen  zinnen met daarin  spelfouten,  zogenaamde  ‘pseudohomofonen’, 
die een  incorrecte spelling hebben maar qua fonologie overeenkomen met het correct 





We  veronderstelden dat  spelfouten  in  zinscontexten met een  sterke verwachting een 
sterker conflict tussen een verwacht en een geobserveerd element zouden veroorzaken. 
Deze  zinnen  creëren  namelijk  een  sterke  voorspelling  voor  een  bepaald  woord 
(bijvoorbeeld  ‘veren’),  terwijl  het woord  dat  de  proefpersoon  dan  leest  niet  correct 
gespeld  is.  Spelfouten  in  zinscontexten  die  geen  specifieke  verwachting  genereren, 
zouden  een minder  sterk  conflict  tot  gevolg moeten  hebben,  aangezien  er  niet  een 
specifieke voorspelling voor een bepaald woord  is waarmee de spelfout dan  in conflict 
is. Op basis van deze hypotheses voorspelden we dan ook een groter P600‐effect voor 
de  spelfouten  in  zinscontexten  met  een  sterke  verwachting  dan  spelfouten  in 
zinscontexten  zonder  specifieke  verwachting.  Het  experiment  bevatte  ook  nog  een 
tweede  conditie  die  een  conflict  tussen  een  verwacht  en  een  geobserveerd  element 
















in het geval van  spelfouten  in  zinscontexten  zonder  specifieke verwachting een P600‐








Een  tweede  belangrijke  kwestie  die  werd  onderzocht  in  dit  proefschrift  is  het 
mechanisme  in de hersenen dat betrokken  is bij het monitoren  voor  conflicten  in de 
visuele taalwaarneming. Hierbij waren we specifiek geïnteresseerd  in een bepaald deel 




het  gebied  van  Broca  syntactische  verwerking  weerspiegelt.  Het  gebied  wordt 
bijvoorbeeld actiever bij het  lezen van syntactisch ambigue zinnen, die ons om de tuin 
leiden, zoals: ‘Experimenten met regen maken lijken succesvol’ (waar lijken gelezen kan 
worden  als  een  zelfstandig  naamwoord,  of  als  een  werkwoord).  Uit  de  cognitieve 
controle  literatuur  blijkt  echter  ook  dat  de  lIFG  betrokken  is  bij  taken  die  geen 
syntactische  of  zelfs  taal‐specifieke  verwerking  vereisen.  Een  voorbeeld  hiervan  is  de 
Stroop‐taak.  In deze cognitieve controle taak die gebruikt wordt om representationele 
conflicten  te  onderzoeken, moeten  proefpersonen  de  inktkleur  van  een  geschreven 
woord  benoemen.  In  het  geval  van  incongruente  trials  is  er  sprake  van  een  conflict, 
omdat  de  inktkleur  niet  overeenkomt met  het  geschreven woord  dat  ook  een  kleur 
aanduidt  (bijvoorbeeld  het  woord  groen  gedrukt  in  blauwe  inkt).  De  lIFG  laat  een 






dat de  lIFG algemener betrokken  is bij het oplossen van  representationele  conflicten. 
Het  idee  is dat  in het geval van een conflict tussen verschillende representaties de  lIFG 
de controleprocessen zodanig aanstuurt dat één van de representaties versterkt wordt. 
In het  geval  van de  Stroop‐taak  krijgt de  relevante  informatie  (de  inktkleur) hierdoor 
meer  aandacht,  terwijl  de  automatische  respons  (het  lezen  van  het  woord)  wordt 
tegengegaan.  In  het  geval  van  syntactisch  ambigue  zinnen  wordt  de  minder 
geprefereerde  correcte  analyse  van  de  zin  versterkt  en  de  automatische  incorrecte 
analyse tegengegaan. Ter ondersteuning van dit voorstel van Novick e.a. (2005) vonden 
January e.a. (2009) voor dezelfde groep proefpersonen  inderdaad dat de  incongruente 






Functional  Magnetic  Resonance  Imaging  (fMRI)  is  een  beeldvormende  techniek  waarbij  gebruik 
wordt  gemaakt  van magnetische  resonantie  om  cognitieve  processen  in  het  brein  te  lokaliseren. 
Wanneer een bepaald hersengebied actiever wordt, zorgt dit voor een toename in zuurstofgebruik in 
dat  gebied. Deze  toename  in  zuurstofgebruik  gaat  gepaard met  een  sterkere doorbloeding  in het 
actieve  gebied  in  de  hersenen.  In  dit  proces  richt  de  fMRI‐meting  zich  op  de  magnetische 
eigenschappen van hemoglobine, een eiwit  in de rode bloedcellen dat zuurstof door de bloedvaten 
transporteert.  Door  de  sterkere  doorbloeding  in  het  actieve  gebied  neemt  ook  het  gehalte  van 





hoge  spatiële  resolutie  (2‐3 mm). Om deze  reden  is  fMRI een 
waardevolle methode  om  te  onderzoeken  waar  in  het  brein 
bepaalde cognitieve processen zich afspelen. fMRI heeft echter 
een  lage  temporele  resolutie,  omdat  de  piek  van  het  BOLD 







lIFG  ook  toegepast  kan  worden  op  het  verwerken  van  fouten  in  de  visuele 
taalwaarneming.  De monitoringtheorie  van  de  taalwaarneming  veronderstelt  immers 
dat perceptuele fouten kunnen  leiden tot een representationeel conflict. De vraag was 
dan ook of verschillende soorten taalfouten ook een verhoogde lIFG‐activatie laten zien. 
We onderzochten dit door proefpersonen  zowel  zinnen met grammaticale  fouten  (zie 
voorbeeld  (4)) als zinnen met spelfouten  (zie voorbeeld  (2) en (3)) te  laten  lezen  in de 
MRI‐scanner. De resultaten lieten inderdaad zien dat zowel de grammaticale fouten als 
de spelfouten een verhoogde activatie teweegbrachten, vergeleken met correcte zinnen 
in  een  overlappend  lIFG‐gebied.  Het  voorstel  van  Novick  e.a.  (2005)  dat  de  lIFG 
betrokken  is  bij  het  oplossen  van  representationele  conflicten  kan  hiermee  worden 
uitgebreid naar  fouten  in de  taalwaarneming. Tevens ondersteunen de  resultaten het 
voorstel dat de representationele conflicten niet per se syntactisch van aard hoeven te 
zijn om de lIFG te activeren. 







algemeen  betrokken  is bij  het  oplossen  van  representationele  conflicten  voorspelden 
we  dat  zowel  de  grammaticale  als  de  plausibiliteit  schendingen  verhoogde  activatie 
zouden  laten  zien  in  hetzelfde  lIFG‐gebied  als de  Stroop‐taak. De  resultaten  kwamen 





gebrek  aan  visuele  informatie  ook  zou  kunnen  leiden  tot  een monitoringrespons. De 
gedachte  hierachter  was  dat  ons  taalbegrip  niet  alleen  verstoord  kan  worden  door 





leesbaar  zijn,  kunnen  ons  taalbegrip  verstoren  en  daarmee  een  aanleiding  zijn  voor 
extra aandacht. Om een dergelijke  situatie  te onderzoeken, creëerden we een visuele 
degradatieconditie. Deze  conditie  bevatte  de  zinscontexten  uit Hoofdstuk  4  die  geen 







  In Hoofdstuk 5 onderzochten we deze visuele degradatieconditie  in hetzelfde  fMRI‐
experiment als hierboven beschreven. Naast grammaticale en plausibiliteit schendingen 
en een Stroop‐taak bevatte het experiment namelijk ook een visuele degradatieconditie. 
We  veronderstelden  dat  als  deze  visuele  degradatieconditie  ook  een  verhoogde 
activatie  in hetzelfde  lIFG‐gebied  als de  Stroop‐taak  zou  veroorzaken, dit  zou  kunnen 
betekenen dat de  lIFG niet alleen betrokken  is bij het oplossen van  representationele 
conflicten,  maar  ook  een  rol  speelt  wanneer  een  gebrek  aan  visuele  informatie 
gecompenseerd  moet  worden.  De  resultaten  lieten  ook  voor  de  visuele 
degradatieconditie een verhoogde activatie zien  in hetzelfde  lIFG‐gebied als de andere 
condities. Dit resultaat kan erop wijzen dat de  lIFG, naast het richten van de aandacht 
om  representationele conflicten op  te  lossen, ook van belang  is bij het  sturen van de 
aandacht  wanneer  een  gebrek  aan  informatie  in  de  visuele  taalwaarneming 
gecompenseerd moet worden. 
  In  Hoofdstuk  6  onderzochten we  dezelfde  visuele  degradatieconditie  in  een  EEG‐
experiment. We vergeleken de ERP‐respons voor de visuele degradatieconditie met de 
ERP‐respons  voor  twee  soorten  representationele  conflicten  (grammaticale  en 
plausibiliteit schendingen) binnen dezelfde proefpersonen. Onze hypothese was dat als 
er  op  eenzelfde manier met  beide  situaties wordt  omgegaan,  de  visuele  degradatie 
conditie ook een positiviteit  in het P600 tijdsvenster zou moeten  laten zien, net als de 
twee  soorten  schendingen die een  representationeel conflict oproepen. De  resultaten 









wat  betreft  het  tijdsvenster  en  de  schedelverdeling  van  de  positiviteiten  die werden 
gevonden  voor  de  gedegradeerde  conditie  (300‐800  ms,  centraal‐posterieure 
schedelverdeling), de grammaticale schendingen  (550‐800 ms, brede schedelverdeling) 
en  de  heel  erg  implausibele  conditie  (700‐1000 ms,  vooral  links  centraal‐posterieure 
schedelverdeling).  We  veronderstellen  dat  een  algemeen  monitoringproces  ten 
grondslag zou kunnen liggen aan deze positiviteiten. Zowel representationele conflicten 
als een gebrek aan informatie kunnen het taalbegrip verstoren en zorgen voor twijfel in 
het  systeem.  Beide  probleemsituaties  geven  daarmee  aan  dat  er  aanpassingen  in  de 
controleprocessen  nodig  zijn  om  na  te  gaan  of  er  mogelijk  een  verwerkingsfout  is 
gemaakt  of  om  het  correcte  woord  te  kunnen  identificeren.  De  variatie  in  de 





In  dit  proefschrift  heb  ik  verder  onderzoek  gedaan  naar  monitoring  in  de  visuele 
taalwaarneming. Wat  de  beschreven  experimenten  aantonen,  is  ten  eerste  dat  het 
monitoringproces,  zoals  weerspiegeld  in  het  P600  effect,  wordt  beïnvloed  door  de 
sterkte van het conflict tussen een verwacht en een geobserveerd linguïstisch element. 
Ten  tweede heb  ik  laten  zien dat een belangrijk gebied voor cognitieve controle – de 
lIFG – betrokken  is bij dit monitoringproces voor verschillende  soorten  taalfouten. Dit 
sluit  aan  bij  het  idee  dat  de  lIFG meer  algemeen  betrokken  is  bij  het  oplossen  van 
representationele  conflicten.  Ten  derde  heb  ik  laten  zien  dat  niet  alleen  een 
representationeel  conflict,  maar  ook  een  gebrek  aan  informatie  in  de  visuele 
taalwaarneming  kan  leiden  tot  een monitoringrespons. Dit wordt weerspiegeld  in  de 
gevonden positiviteiten  in het EEG en de verhoogde  lIFG‐activatie. De studies die  in dit 

















Tijd  is  oneindig  en  niet  in woorden  te  vatten…  Toch  zal  ik  proberen  op  de  komende 
pagina’s  iedereen  te  noemen  die  de  afgelopen  4  jaar  belangrijk  is  geweest  om mijn 
promotietraject tot een goed einde te brengen.  
Als  eerste  wil  ik  mijn  promotoren  en  copromotoren  bedanken.  Herman,  jouw 
aanstekelijke  enthousiasme  en  onze  kritische  discussies  zijn  van  onschatbare waarde 
geweest voor mijn ontwikkeling als onderzoekster en hebben een belangrijke bijdrage 
geleverd  aan  dit  proefschrift.  Hoewel  je  al met  emeritaat  was,  bleef  je  altijd  nauw 
betrokken.  Zelfs wanneer  ik  dacht  dat  de  omstandigheden  het  niet  toelieten,  kon  ik 
altijd op je begeleiding rekenen. Ik hoop dat ondanks dat ik je laatste promovenda ben, 
je de wetenschapswereld blijft inspireren. Dorothee, je leerde me kritisch naar mijn ERP 




fMRI  research. With your  critical attitudes and  focus on  the data you have promoted 
valuable theoretical reflections, for which I am very grateful. 
  Ook de  leden  van de manuscriptcommissie, Herbert  Schriefers, Gina Kuperberg en 
Richard  Ridderinkhof  wil  ik  bedanken  voor  het  zorgvuldig  doorlezen  van  mijn 
manuscript. Especially Gina, thank you for the interesting discussions about our research 
and for showing me your lab and research group.    
  Dan  de  personen  die  mij  het  meest  hebben  meegemaakt  op  het  DCC:  mijn 
kamergenoten.  Yvonne,  door  jouw  open  en  directe  houding  voelde  ik  me  meteen 
welkom op mijn eerste werkdag. We hebben samen veel gelachen, maar ook wat tranen 
gelaten  in moeilijkere  tijden. Onze  persoonlijke  gesprekken  gaven mij  lucht.  Bedankt 
voor  je  steun en  luisterend oor. Ook onze  treinreizen  samen met Sabine  richting Den 












Long  Jing & Genmaicha  –  ja  ik  heb  het  onthouden!)  en  jouw muziekintermezzo’s  en 
kookpassie hebben me daarbij geholpen. Ik vind het dan ook erg fijn dat jij me bij mijn 
verdediging als paranimf zult bijstaan. 
  Naast mijn  kamergenoten  wil  ik  natuurlijk  ook  alle  andere  (ex‐)collega’s  van  het 
Donders  Instituut  bedanken  voor  de  goede  werksfeer  en  leuke  activiteiten!  Het 
volleyballen, de koffiepauzes, lunchwandelingen en sinterklaasavonden waren altijd erg 
gezellig en een welkome afleiding. Het wordt een oneindige  lijst om  iedereen bij naam 
te  noemen,  daarom  licht  ik  er  een  aantal  uit.  Constance  V.,  bedankt  dat  je mij  als 
stagiaire onder je hoede hebt genomen en ik vond het altijd erg interessant om samen 
te brainstormen over onderzoek en  toekomst. Sybrine, bedankt voor  je enthousiasme 
en  je  volhardende geklop op de deur  van mijn  kamer om me mee  te nemen  richting 
lunch! Carmen, thank you for our motivating discussions and for showing me Montréal. 
Sophie,  hoewel  het  soms  beladen  gesprekken  waren,  heb  ik  genoten  van  onze 
koffie/chocomomenten.  Jeroen,  bedankt  voor  het  oplossen  van  al  mijn  Matlab 
problemen  en  de  daarna  welverdiende  koffiepauzes.  Kirsten,  thank  you  for  always 
answering my questions concerning my fMRI experiments and analyses. Femke, bedankt 
voor  je wijze raad zo aan het einde van mijn project. Miriam, erg  leuk vond  ik het om 
onze UNIMO bijeenkomsten af en toe samen voort te zetten, kritisch te discussiëren en 
samen te brainstormen over onze theorieën en data. Inge, Mathieu en Ardi, bedankt dat 
jullie mij de mogelijkheden hebben  geboden om onderwijservaring op  te doen en  zo 
mijn onderwijsaantekening te behalen.  Zonder  goede  onderzoeksomstandigheden  en 
ondersteuning  had  ik mijn  promotietraject  niet  kunnen  doorlopen.  Daarom  Yvonne, 
Saskia,  Moniek,  Johanna,  Maaike  en  Jolanda  bedankt  voor  al  jullie  hulp.  Ook  de 
technische  mannen,  Jos,  Hubert,  Pascal,  Gerard,  André  en  Paul,  bedankt  voor  het 
oplossen van al mijn computerproblemen en  jullie hulp bij het realiseren van mijn EEG 
en  fMRI experimenten. Gaby,  thank you  for helping me with my  last EEG experiment, 
and thank you for your cheerfulness! 
  Ook  ontspanning  buiten  de  onderzoekswereld  heeft  bijgedragen  aan  de 
totstandkoming  van  dit  proefschrift.  Alle meiden/trainers/coaches  van  Kidang  D3  en 
Spirit D2: heerlijk dat ik de (soms hoog opgelopen) frustraties eruit heb mogen rammen. 






Mathijs &  Serena,  Thomas & Rosanne,  Tinka &  Laurens,  Eric,  Sylvie  en Ann. Bedankt 
voor de gezellige avonden, weekenden  in de Ardennen,  jaarwisselingen en  ski‐reizen. 
Marinel, samen zijn we aan het fotograferen geslagen en  ik vind het dan ook geweldig 
dat  jij  mijn  verdediging  gaat  vastleggen  op  de  gevoelige  plaat.  Onze  vaste 
Photoshop/eetafspraken – waar soms geen computer meer aan te pas komt – vormen 
een welkome onderbreking van mijn  soms doordenderende gedachten. Constance H., 





om  te  informeren  hoe  het met  alles  gaat  en  om  een  afspraak  te maken  voor  onze 
terugkerende kaasfondues! Erg ontspannend  is het ook om  samen  te  fantaseren over 
verre  reisbestemmingen;  Afrika,  Azië,  of  toch…  Boukje,  samen  zijn we  begonnen  bij 
Pedagogiek en uiteindelijk allebei andere richtingen opgegaan, zonder elkaar uit het oog 




Onze  etentjes,  relaxdagen  en weekenden  zijn  altijd  om  naar  uit  te  kijken. Ook  onze 
gesprekken  tot  in  de  late  uurtjes  zorgen  ervoor  dat  alles weer  in  perspectief wordt 
geplaatst. En  trots dat we op elkaar  zijn! Heel  fijn vind  ik het dan ook dat  jij bij mijn 






gesprekken.  Kim &  Vincent,  Rik &  Roos,  Theo,  Antoinette  en  Daisy,  ook  jullie wil  ik 
bedanken voor jullie steun en interesse. Hoewel het misschien nog steeds niet helemaal 







  En  natuurlijk  tot  besluit,  lieve  Sander; mijn  steun  en  toeverlaat, mijn  rots  in  de 
branding.  Zonder  jou was  dit  proefschrift  er  niet  geweest.  Je  bent  er  altijd  voor me, 













2001  aan  het  Stedelijk  Gymnasium  Nijmegen  begon  zij  aan  de  studie  Pedagogische 
Wetenschappen en Onderwijskunde aan de Radboud Universiteit Nijmegen. Al  in haar 
eerste  studiejaar  merkte  zij  dat  haar  interesse  niet  zozeer  lag  bij  het  gedrag  van 
kinderen  specifiek, maar dat van de mens  in het algemeen. Na het behalen van haar 
Propedeuse  Pedagogiek  stapte  zij  dan  ook  over  naar  de  studie  Psychologie.  In  2005 
ontving zij haar Bachelor diploma en begon, vanwege haar  interesse  in de verwerking 
van cognitieve processen in de hersenen, aan de tweejarige onderzoeksmaster Cognitive 
Neuroscience.  Tussen  2005  en  2007  combineerde  zij  haar  studie met  een  baan  als 
student‐assistent op het Max Planck  Instituut voor Psycholinguïstiek, en werkte  zij als 
onderwijsmedewerker  voor  de  cursus  Toegepaste  Onderzoeksmethoden.  In  2007 
studeerde  zij  af  na  een  scriptieonderzoek  over  de  verwerking  van  taalfouten  in  de 
hersenen  op  het  Donders  Institute  for  Brain,  Cognition  and  Behaviour  te  Nijmegen, 
onder  begeleiding  van  prof.  dr. Herman  Kolk  en  dr. Dorothee Chwilla. Dit  onderzoek 
zette zij vanaf 2008 voort als promovenda op het Donders  Instituut, onder begeleiding 
van  prof.  dr.  Herman  Kolk,  dr.  Dorothee  Chwilla,  prof.  dr.  dr.  Peter  Indefrey,  en  dr. 
Shirley‐Ann  Rueschemeyer.  De  resultaten  van  dit  project  staan  beschreven  in  dit 
proefschrift. Gedurende haar tijd als promovenda heeft Nan tevens onderwijs verzorgd 
voor  verschillende  cursussen binnen de opleiding Psychologie, Taalwetenschappen en 
de  Master  Cognitive  Neuroscience.  Vanaf  februari  2012  loopt  zij  een 
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“Nou, dat was het dan. Al is het eigenlijk nooit afgelopen. Alleen de woordenstroom houdt op.” 
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