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An important consequence of the Kato-Rosenblum theorem in abstract 
scattering theory [5, 81 is the invariance, up to unitary equivalence, of 
absolutely continuous spectra under trace-class perturbations. The exten- 
sion of this fact to higher (integral) dimensions was given in [lo]. 
A careful inspection of trace-class cattering theory, reveals the crucial 
role of L2-boundedness of the Hilbert-transform in the one-dimensional 
case. In the n-dimensional generalization this is replaced by the asymptotics 
of Fourier-coefficients of (2, - 1 )(x , ~ k c n 1~~ - 11 2, ~~ ’ on the torus, or 
equivalently by the asymptotics of s-numbers of corresponding singular 
integrals. 
The general functional analysis machinery developed in [9, lo] for 
studying normed ideal perturbations of systems of Hilbert space operators 
reduces this kind of operator theory questions to questions about the 
existence or non-existence of quasicentral approximate units relative to 
normed ideals. The existence of quasicentral approximate units, in turn is 
related to commutator questions ([ 11-J; for related considerations in the 
quasidiagonality context, see [7] ). The natural operators to examine are 
then singular integral operators. 
In this paper we consider the fractional-dimensional case. The natural 
singular integral problem, in this case, is to estimate the s-numbers of 
singular integrals with kernels ,yj- l;/lx- ~1’ in L’(p), where ~1 is a 
compactly supported probability measure on [w” of “fractional dimension” 
(like Hausdorff measure restricted to suitable compacta). The results we 
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obtain are actually more general: the kernels are more general (and can be 
generalized further) and the fractional dimension is generalized to measures 
that have different homogeneities at different scales (such as the natural 
measures on Cantor sets without self-similarity). 
It turns out that for large classes of measures the correspondence 
between the dimensional characteristics of a measure and the normed ideal 
appearing in the perturbation problem is quite sharp. 
On the technical side, the method we use for estimating the s-numbers 
in fractional dimension exhibits certain similarities to the approach due to 
V. V. Peller, R. Rochberg, T. Wolff, S. Semmes, J. Peetre, S. Janson, 
D. Timotin, and others for the study of Hankel-like kernels (for a recent 
paper see [6]). 
The present paper has four sections. In Section 1 we present the back- 
ground material from [9-111 concerning normed ideal perturbations of 
Hilbert space operators and quasicentral approximate units, and explain 
the connection with the singular integral problem. Section 2 gives an 
abstract functional analysis lemma on which the estimates for singular 
integrals will be based. Section 3 proves the main result of the paper on 
s-numbers in fractional dimension. Section 4 contains examples and 
operator theoretical consequences for the results in Section 3. 
Part of this work was done, while the second author was visiting the 
Institut des Hautes Etudes Scientifiques. 
1. NORMED IDEALS, PERTURBATIONS, AND QUASICENTRAL 
APPROXIMATE UNITS 
If F = (T, ) . ..) T,,) is a n-tuple of bounded operators on a separable 
infinite-dimensional complex Hilbert space X and (J, ) IJ) is a symmetri- 
cally normed ideal [4] of operators on 2, then the number k,(F) [9] is 
defined by 
kAy)=lim inf(,yxn ICT,, AllJ), 
AER; . . 
where R: is the set of finite rank operators A on Z such that 0 <A ,< I 
and the lim inf is with respect o the natural order on this set. In particular 
k,(F) = 0 if and only if there is a so-called quasicentral approximate unit 
for 3 relative to J, i.e., a sequence 
AkfZ, A,ER: such that :LrnX I[?., A,]/,=0 (1 ,<jGn). 
The number k,(F) is invariant under perturbations in J, i.e., depends only 
on the class of F mod J. 
580.94 ‘I-? 
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Given Y and J, the Hilbert space X has a direct sum decomposition 
.x=.Y~(~)o~J(F), 
where X;(S) is the closed linear span of all reducing subspaces X of 3 
(i.e., subspaces invariant for ? and Y*) such that k,(JlZ) =0 and 
ZJ(S) is the orthocomplement. Then 
k,(~pv~(~))=O [lOI. 
In case r is a n-tuple of commuting self-adjoint operators and J= %‘, 
is the Lorentz-type ideal given by the norm 
where AI 2 I, 2 ... are the eigenvalues of (T*T)‘;“, the decomposition 
ti$;(Y)OX,-(Y) coincides with the decomposition into singular and 
absolutely contmuous spectral subspaces with respect to n-dimensional 
Lebesgue measure [9]. The typical example of such a decomposition is 
2 = L*(p) with p a bounded compactly supported Radon measure 
on R” and 5 the n-tuple of multiplication operators by the coordinate 
functions. In this case the decomposition corresponding to ‘3; is 
L*(P) = In* 0 L*(p,), where pa + ps = p is the decomposition of p into 
absolutely continuous and singular part with respect o Lebesgue measure. 
In general, for the n-tuple Y of multiplication operators by the 
coordinate functions in t*(p) and a normed ideal J, the general theory 
[lo] implies a decomposition p = p’o,J + ps,J with P~,~ =x~c(, where xn is 
the characteristic function of a Bore1 set Q, and so that if 3Ec = L*(p) then 
X:(r) = L*(P,~,,) and XJ(Y) = L’(P,,~). Thus, the ideal J determines 
something like an absolute continuity class, with respect to which ps is 
singular. The size of J is some kind of dimension of this virtual absolute 
continuity class. Clearly, determining this decomposition as concretely as 
possible for large classes of ideals J and measures p is a natural question 
in the theory of Hilbert space operators modulo normed ideals. 
The decomposition 2 = X:(Y) @ XJ(5) has in certain situations the 
important feature that 51 XJ(Y) is invariant up to unitary equivalence 
under perturbations in J. For instance, if Y and Y’ are n-tuples of 
commuting self-adjoint operators such that 3 - Y-’ E J, then the abstract 
functional analysis results in [lo], imply for many ideals J that F 1 &(Y) 
and 5’ 1 XJ(S’) are unitarily equivalent. 
Since n-tuples of commuting self-adjoint operators are direct sums of 
n-tuples of multiplication operators by the coordinate functions in some 
L’(p))s, the problem of determining the decomposition JV=X~(S)O 
X;(Y) actually reduces to the problem we mentioned before of determining 
the decomposition p = pU,J + P.,.~. 
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The difticult part in such questions, as shown by the results in integral 
dimensions, is usually to get results of the type P~,~#O (of course, the 
difficulty lies in getting such results when the “dimension” of p and the 
“size” of J correspond sharply). The first results in this direction for ideals 
such as Wsp with p fractional and measures close to p-dimensional 
Hausdorff measures, will be obtained in the present paper as corollaries of 
the singular integral results. 
If 5 is a n-tuple of self-adjoint operators proving that k,(F) > 0 is 
equivalent 1111 to finding X,EJ* (1 <j<n), xi= - Xj* such that 
y=IL.p, [T,, Xi] E %, + P+(X) and Tr Y z=- 0. Here J* is the normed 
ideal which is the dual of J in the duality (X, Y) + Tr(XY), %, denotes the 
trace-class and 9+(X) the positive operators. 
If Tj (1 <j< n) are the multiplication operators by the coordinate 
functions in L*(p) then, there are some obvious candidates for the Xi’s to 
consider. These operators Xi, are given by the kernels 
As we shall see these Xi’s seem to be the right operators to consider in most 
cases, though we shall also give an example to the contrary. The condition 
‘WE ,GjGn [T,, Xj])>O follows from the fact that the kernel of 
CIQjCn [Tj,Xj] is x(x,--yj)((xj-4;) l~-yl-*)= 1 which is a positive 
multiple of the projection unto Cl in L*(~)). 
Thus in order to show that k,(F) > 0 it suffices to prove that the kernel 
Kj(x, v) defines an operator in J*. This is precisely the kind of question we 
consider here. 
Note also that, as shown in [ 111, for questions concerning k, the ideals 
to consider are those with norms of the type xjEN 5x,, where 7~~10, 
C zj = cc and lj are the eigenvalues of (T*T)“*. The norm in J* is then 
given by SUPm(IZ:l<j<m Aji)/(C1 <j<m j x ). This also why the ideal corre- 
sponding to the dimension p is %; and not the Schatten-von Neumann 
class %$ (except for p = 1 when %; = 9, ). 
Concerning the question whether the results we obtain are sharp, given 
the many ideals that exist, we should note that for some of the measures 
for which we show that k,(F) > 0 one can prove that k,(3) < co which 
is an indication of sharpness. 
2. A HILBERT SPACE LEMMA 
Let n = (7rj)jE N. be a sequence such that rrl 2 R* . . . 2 rc, 2 . . . 2 0. One 
defines an ideal ‘3: of operators on a given Hilbert space by the norm 
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Il~lI.*=sup,.,(p,+ ... +p,)/(n,+ ... +7cn), where p,>/~~... are the 
singular values of T, i.e., the eigenvalues of (T* T)‘!* (see [4] ). 
The sequence 7c is called regular if, for some Co > 0, rr, + . . . + rr,, < 
C,nrr, for all n 2 1. If 7c is regular, then TE S,* if and only if p, Q Crr,, [4]. 
2.1. LEMMA. Let n be a regular sequence, and T be a compact operator. 
Suppose that T has a decomposition of the form 
where 
T= c 1 Tn.j, (1) 
rr>ljEr(n) 
T,,iT,,,i= T$T,,,j= T,,iTz%j=O for all n and all i# j. (2) 
Also suppose that there are a constant 1~ p < + o(j, sequences /I, and y,, 
and a constant C > 0 such that 
yn /” + <cc with Yn + I d Q,,; (3) 
Bn I 0 with k’& flk < Cfi,, for all n, (4) 




I T,, j IP < fl,l for all n and all j E Z(n), where I IP 
denotes the norm in the Schatten class VP. (7) 
Then, TE S,*, with II TII n* < Cre(C, Co, P). 
Before proving the lemma, let us make two remarks: 
(1) Given 7r, we cannot choose p too large if we want to find sequen- 
ces /J, and yn that satisfy (3) and (4) and, say, such that /In m rr7.. Indeed, 
(4) implies /?iy:@ < CbnyF, and then (n/~)/.?iy~~~ < C~,Y!,‘~, so that /3,,yfi!P 
tends to + co, as well as IC~J?, and so nkkljP tends to + ;o. Thus $9: must 
be strictly larger than the ideal %?l of operators T such that the kth 
singular value of T is < Ck-‘:‘p (%“,’ is the ideal S,*, where the sequence (T 
is defined by c = k-“p). 
(2) Supp*ose rr is given by rrk = k-l + Iid for some d > 1; if we try 
p, = /?” for some /I c 1 and yn = y” for some y > 1, the conditions (3), (4), 
and (5) reduce to /?Y‘;‘~ > 1 and p < 7-i + iid, i.e., to fly’lp > 1 and 
1 - l/d G Log( l/p)/Log y. 
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Let us now prove the lemma. For each k> 1, let S, =xjsl(kj Tk,j, and 
let T,,=Clck<,, Sk. 
The orthogonality condition (2) implies that 
and thus 
II T,, Ilp G ,<;<n iIsk/lp~ c Pk?+p~chtd@ by t4h 
. . Ick<n 
On the other hand, IIT-T,ll < xkzn IlTk(l < CkBnSUpjsI(k) IIT/c,jII 
(again using (2)) <xkr,, bk< Cfi, by (4). 
Let us call A1 2 1, > . . . the singular values of T, and p, 2 p2 2 . . . the 
singular values of T, (n is fixed for the moment). The minimax principle 
gives lAj - ,uj 1 G 11 T - T, )I < C/f?, . Hence 
Thus, ifj> y,, then Jj < 2C/I, < 2C2n,” (by (5)). Also, using the regularity 
of71,wegety,Ir,“~~n,+...+71y,~nl+...+n~,+,~COYn+111y,,,,s~that, 
by (3), ~c~,~CCC,,~~,+, G CC,q,,. Thus, if r,<j<~‘~+,, then 1jG2C2~,~< 
2c3c&,>“+, 62C3C0rtj, and so TE%~. 
3. THE ESTIMATES FOR SINGULAR INWGRALS 
Let us turn to the special case that we have in mind. Suppose we are 
given a kernel K(X), possibly taking values in a finite dimensional vector 
space, and defined and C” for x E RN\{0 >. Also suppose that, for some 
a > 0, K is homogeneous of degree --a (i.e., suppose that K(Izx) = 1 -“K(x) 
for x #O and ,4 >O). In fact, we are mostly interested in the special case 
a= 1. 
We are given a positive Radon measure p on I$“, and we wish to 
estimate the singular values of the operator given by 
?W) = [ W - Y) fb) MY) for f~ L2( IWN, &) (8) 
(assuming (8) defines a bounded operator). 
To simplify, we suppose that p is supported on a compact set. We give 
ourselves some control on the dimensionality of the support of p, by 
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assuming the following: There is an increasing function h: R + + R + and a 
constant Ci 2 0 such that 
A& r)) 6 C,h(r) for all x E RN and r > 0 
(where B(x, r) is the open ball centered at x and with radius r). 
We add two conditions on the function h: 
(9) 
h(2r) 6 Ah(r) for some A >, 0 and all r > 0; (10) 
2°“h(2-“) L 0 as n+ +‘x, (11) 
and even 
c 2”%(2-7 d C2”%(2-“). 
k>n 
We will see, after the proof of the theorem, one or two examples of 
measures p satisfying a condition (9). When h(r) = r”, (9) is a quantitative 
way of making sure that, locally, the support of p has dimension 2 d. ’ In this 
case, the conditions ( 10) and (11) reduce to d > a. Note that, for d > a, one 
can show easily that T is bounded; when d < a, T is trivially not bounded 
in general, and in the case of d = a, T is not bounded in general. 
The condition (10) is not really a restriction: if (10) is true for some r, 
then one can cover each ball of radius 2r by balls of radius r, and get 
~(B(x, 2r)) < AClh(r). One could check that if (9) is true for some h, then 
it is also true for some R which is smaller and satisfies (10). 
3.1. THEOREM. Let K(x) be a C” function, defined for x #O, and 
homogeneous of degree -a. Let p satisjjl (9), for some function h such that 
(10) and (11) hold. Suppose that x = (x,),,, 1 is a regular sequence (as 
defined in Section 2), and satisfies 
(12) 
where hk’ denotes the inverse of h with respect to composition, i.e., 
h-‘(h(u))=u. Then (8) defines a compact operator T on L2(W, dp), and T 
is in the ideal 3: defined in Section 2. 
To prove the theorem, we split the operator T like in Lemma 2.1. We 
first write T= x,, S,, where the kernel of S, lives in a dyadic ring, as 
follows: Pick a radial function cpO EC y(tTY), supported in B(0, l), and such 
’ It is, of course, much more precise than that: for instance, it implies that no part of p lives 
on a set of dimension cd. 
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that p,,- 1 on B(0, f). Define cp by cp(u) = q,(u)- (p,(2u), and then, for 
n E z, K,(u) = K(u) 47V’u) and &f(x) = j K,(x - Y)~(.Y) 44~). 
Note that, if n is too small (n <n, for some n, that depends on the 
diameter of supp p), S, =0 because K,(x- y) =0 whenever (x, I’) E 
(supp p)‘. Also, since x,, 442%) = 1, we get T= I:, S, = Eman S,. 
Let us now decompose each S, into parts that are “localized.” Pick a 
function 0 = C’F ( RN) which is supported in B(0, 10 ~ ’ ), and such that 
c Icz” 0(x + 10e21) = 1. For each n 3 n,, write S, = x[cH” S,,,, where 
%,f(x) = &f(x) 0(2”X- 1op2f) = 1 K,,.,k J’)f(J’) dp( J’), 
where 
K,,,(x, y) = K(x - y) (~(2’7~ - y)) 0(2”x - IO-‘/). 
Before applying Lemma 1, we do some regrouping of terms in the 
decomposition T = Cn 1, Sn,[, but even before that, let us estimate the 
@“-norm of each S,,,. 
3.2. LEMMA. Given 1 <p d + ccj, there is a constant C 2 0 such that for 
all n and 1, 
I(S,.III,~C2”“~[B(2-“10~‘1, 2-““)I. 
Proof: Changing variables from 2”~ -x,, to x without changing the 
measure only has the effect of multiplying the kernel by 2”“, and so of 
multiplying the singular values by 2”“. We are thus reduced to showing 
that, if k(x, y) is a C” kernel with support in B(O,2) x B(O,2), then 
Tj(x) = s k(x, y) f(y) dp(y) has %‘,,-norm ,< Cp(B(O, 2)) where C depends 
on k and p, but not on p. 
This fact is quite easy. For instance, one can consider k(x, v) as a 
2zc-periodic function, and write k(x, y) = & x:k Cj,keV’xeik’x on B(O,2)*; 
and the sequence Cj,& is rapidly decreasing because k is smooth. The 
corresponding decomposition of T as a sum of operators with rank 1 gives 
the result. 
Note that we did not need the fact that K is C”, but only a certain 
number of derivatives (which depends on p, which itself will depend on the 
function h and a). Also, it is not necessary that K be homogeneous of 
degree -a, but only that the A”K(lx - 1~) be in a bounded family of CT 
(or CM for some large M) functions. 
Let us now regroup the Slt,;s into slightly smaller sums. First, split ZN 
into its class g, gE G, modulo 103. For each gE G = (Z/,,3,)N, call 
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Tg=zzLeg S,,/, so that T=xgEG T,. We show separately that each T, 
is in S,*. 
For each g and each n, let us partition the class g into subsets Lj, 
j=l , .,., M(g, n), such that for each jE { 1, . . . . M(g, PI)}, 
,; ~(B(12-“10-2,2-“+‘))<CC,h(2-“). (13) 
I 
If C is large enough, (9) tells us that we can find such a partition; we can 
even manage so that 
M(g, n) < C[h(2-“)I -‘, (14) 
simply because the total mass of p is finite. Now, we write 
and 
Tg = C C Tn,j, where j~l(n)= (1, . . . . M(g,n)), 
n i 
Tn., =c Sn.,. 
/EL, 
Let us check that we can apply Lemma 2.1 to each T,. We certainly have 
a decomposition (1) (the fact that the sum starts at n, instead of 1 does not 
matter; one can always remove a finite number of terms from the sum). 
Also, the orthogonality condition (2) is satisfied because, if I, # f2 are in the 
same class g, then the kernels K,,,,(x, y) and K,,,,(x, y) live far away from 
each other: J&,(x, y) K,,,,(y, Z) is always zero. 
Next, choose /In = CIZ(~-“)~~” for some large C, and y,, = 
E[{h(2-“)) -‘I + 1, where E(U) denotes the largest integer which is <u. 
Then yn /” + 00 because h(r) L 0 when r L 0. Also, h(2-“)<M1(2-‘~‘) 
by (lo), and so {h(2~“-‘))~‘~A{h(2~“)}-‘, which gives ~~+,<2Ay,. 
So (3) is satisfied. 
We made sure in (11) that /I,, L 0 and that &,,, p, < C/3,; to finish 
checking (4), note that, when n + + cc’, 
We now choose to take p close enough to 1, so that A@ ~ ‘)M < 2”, and 
then we get lim inf,, oc, fl,,+ Iy!/T I/?;‘~;‘iP> 1, which proves (4). 
Now, (6) is not exactly true, but we get from (14) that II(n)! d Cy,; 
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clearly this is sufficient to apply Lemma 1, because we can always decom- 
pose the sum in d C + 1 pieces. 
In order to prove (5) we apply (12) to y,, and get 
yII > [hG-“)l --I and h~‘(l/~‘,)Qh-‘(h(2-“))=2~“, 
and then 
so that (5) is true. 
Finally, (7) is an easy consequence of Lemma 3.2, ( 13), and the 
definition of Tn.i. This ends the proof of the theorem. 
4. EXAMPLES AND CONSEQUENCES IN OPERATOR THEORY 
4.1. Let us first examine Theorem 3.1 in case h(r) = rd. The 
conditions on h (i.e., (10) and (11) reduce to d> a and condition (9) on the 
measure is that 
for all open balls. The theorem states that if K(x) is a C” function on 
Rn\{O f homogeneous of degree --a then the kernel K(x - y) defines an 
operator in L’(p) which is in V?l the ideal corresponding to the regular 
sequence II, = n-lip, where p = d/(d- a). 
4.2. Let us give a specific example in R2 z C, to show what p can 
look like. We consider the kernel K(z) = l/z (corresponding to a = 1). For 
each 0 < p < 4, let us construct a Cantor set H, and a measure p supported 
on H. We start with the unit interval Z, on the line, and H,, = I, x IO. Then, 
we remove from I, the open interval which has the same center as Z,,, and 
length 1 - 2~. This way one obtains a compact set I, c I,, composed of two 
intervals of length p. Let us call H, = I, x I,. Now, suppose that we build 
a compact I,, which is composed of 2” intervals of length pn; we construct 
Z ,) + , by removing, from each interval J composing I,,, an interval of length 
(1 - 2p)p” having the same center as J. What is left is a set E, + , , which 
is the union of 2”+’ intervals of length p”+‘. Let us call H, = Z, x I,,, and 
H= f-l,, H,,. 
24 DAVID AND VOICULESCU 
There is a natural probability measure whose support is H: it is the 
probability measure (supported on H) p such that if Q is any of the 4” 
squares of length p” that compose H,, then p(Q) = 4-“. It is easily checked 
that ~(B(x, p”)) < C4-“, and therefore that 




Log l/P 1 
where d= (Log 4)( Log l/p) ~ ‘. The theorem applies when 1 < d < 2, i.e., 
when a<~<$. 
4.3. The case of p = $ is quite amusing. In this case, the Cantor set 
H, often called “Garnett’s example,” has finite, non-zero, Hausdorff linear 
measure, but zero analytic capacity [3]. This is closely related to the fact 
that the operator T of (8) defined by K(Z)= l/z (i.e., the Cauchy integral) 
is not bounded on L’(dp) (as would be the case if dp were the Lebesgue 
measure on a line, or even the graph of a Lipschitz function). The fact that 
T is not bounded can also be derived directly [2]. 
Still, if instead of the kernel K(x + in) = (x + iy)-i, one considers the 
kernel K,(x+iy)= (2x+ JJ))‘, or the kernel K?(x+iy)= (x-221’)-‘, then 
the corresponding operator T is, again, bounded on L’(dp). 
To see this, let us introduce the new coordinates X= (x - 2.~)/$ and 
Y= (2x + .t)/fi (the new axes are just obtained from the old ones by 
rotation). Calling 7~ the orthogonal projection on the Y-axis (rt(x + iy) = 
(2x + ?I)/,,&) and L = 3/,,6, notice that the projections of the four squares 
composing H, are the four intervals [kL, (k+ l)L], k=O, . . . . 3. Using 
induction, one shows that the projections of the 4” squares composing H,, 
are the intervals [k4”L, (k + 1)4”L], where 0 d k < 4”. Therefore 71 is an 
isomorphism from H, with the measure dp, to [O, L], with the measure 
d,x/L. (It is even a bijection, when one removes from H all the upper right 
corners of squares composing the H,‘s, except 1 + i). Conjugating the 
operator T obtained from K, by (8) by this isomorphism gives a multiple 
of the Hilbert transform, which is known to be bounded on the line (recall 
that the Hilbert transform is defined by Hf(x) = (l/rc) p.v.Sf(y)(d,l/(x-y)), 
or equivalently by (Hf) h (0 = sgn(<) p(t)). The boundedness of the 
operator defined by Kz is obtained the same way. Note that the kernels K, 
and K2 seem much more singular than (x+ iy))‘; also note that the 
boundedness of T for K, and KZ and even for K(x + iy ) = (x + iy) -’ on a 
line, are no longer, like in the theorem, a simple question of size of kernels: 
one also needs the cancellation obtained from the change of signs. 
4.4. Of course, in the construction of the Cantor set we could have 
let the ratio p vary from one generation n to the other: we could decide 
to remove, from each interval J composing Z,, an interval of length 
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111 (1 - 2p, + I), where pn is a sequence of positive numbers. Assume there 
is p > $ such that p dp,, < i for all n. Then, the function h such that 
/z(n?= r pi) = 4-” for all n 20 and which is affine on each segment 
[-I;=+,’ pi, l-J;= I pi], satisfies (10) and (11) and the natural measure on 
the Cantor set satisfies (9). The sequence rc, = [nh-‘(l/n)] -’ is regular, 
and Theorem 3.1 implies that the kernel defined by K(z) = l/z on the 
Cantor set is in the ideal 9:. We leave the easy details as an exercise for 
the reader. 
4.5. We pass now to the operator theory corollaries. Given a 
measure p on R” we denote by YY, the n-tuple of multiplication operators 
by the coordinate functions in ZP = L*(p). (Here and in what follows 
measure on R” means positive bounded compactly supported measure on 
UF.) Let further h be a function satisfying (10) and (11) with a = 1. Then 
we have the following immediate consequence of Theorem 3.1 applied to 
the kernels given by K, = ,Y~/[.Y(’ in view of Section 1. 
4.6. THEOREM. Let Ffl and h be as in 4.5 and assume (9) holds, i.e., 
P(&-, r)) < Ch(r) 
for ail open balls E(x, r) with XE 08” and r < 1. Suppose 7f = (n,),, , is a 
regular sequence such that 71, > [Cnh -‘( l/n)] ~ I, where h - ’ is the inverse of 
h with respect to composition. Let further J be the normed ideal 3, given by 
the norm x Ajrti,Then we have 
k,(q) > 0. 
Moreover, we have (A$)~ (Fw) = Xp, (*p)cj (Yp) = 0 or, equivalently in the 
decomposition ,u = uO,J + u(s,J, we have u5.J = 0. 
Proof The only thing that has not yet been explained is why p,, = 0. 
Since ,+= xnp for the characteristic function of some Bore1 set s2, it 
follows that ps,J satisfies the same conditions as ,u, hence if p’s,J # 0 then by 
the first part of the theorem, 
which is obviously a contradiction. Q.E.D. 
4.7. COROLLARY. Let d> 1 and let u be a measure on R” such that 
,u(E(x, r)) d Crd foraN x~W’andr<l. 
Then we have 
kd(yp)>o, 
26 DAVID AND VOICULESCU 
where k; stands for k,; ; moreover, (J$~)*~ = &$, (HP):; = 0, or equiv- 
alent@, in the decomposition ,u = pn,-; + p,,yd, we have p,,%; = 0. 
4.8. The Garnett example in 4.3 provides an example of a measure 
jj on R* 
operators 
such that k,(FP) > 0. Indeed this follows by considering the 
X, and X2 given by the kernels 
R,((-~1, x2), (?.,r y2))= ((-‘II -.v,)-‘3.x2-.v2))-’ 
R2((-~,,~2),0’,,?(2))= -2((~,-1’,)-2(~2-?~2))-‘. 
However, for this measure p the “natural” kernels 
-x1 - )‘I x2 - J’* 
((xI-y,)2+(x*-.v*)2) 
and 
((-‘CL - .vJ2 + (x2 - Y2)2) 
are not bounded operators, i.e., are not in (WI)* = U(ZP). 
4.9. Note also that the k,(3) > 0 results in 4.6 and 4.7 imply that 
the n-tuple J cannot be diagonalized modulo J. 
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