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CONSTANT SCALAR CURVATURE METRICS
ON HIRZEBRUCH SURFACES
NOBUHIKO OTOBA
Abstract
We construct smooth Riemannian metrics with constant scalar curvature on each Hirzebruch
surface. These metrics respect the complex structures, fiber bundle structures, and Lie group
actions of cohomogeneity one on these manifolds. Our construction is reduced to an ordinary
differential equation called Duffing equation. An ODE for Bach-flat metrics on Hirzebruch
surfaces with large isometry group is also derived.
1. Introduction and main results
For each integer m ≥ 0, Hirzebruch introduces a simply-connected complex surface
Σm, now called the m-th Hirzebruch surface [13]. The first two surfaces Σ0 and Σ1 are
known to be biholomorphically equivalent to CP1×CP1 and CP2#CP2, respectively, the
latter being the connected sum of two complex projective planes with usual and inverse
orientations. On one hand, each Σm of these surfaces has a structure of CP
1 bundle
over CP1. On the other hand, when m ≥ 1, Σm admits an effective action of the Lie
group U(2)/ (Z/mZ), with orbit space a compact interval of real numbers. Hirzebruch
surfaces are thus both locally trivial fiber bundles and cohomogeneity-one manifolds for
m ≥ 1.
After Page [24] constructed an Einstein metric on CP2#CP
2
, Be´rard-Bergery [2] not
only translated the construction into mathematics, but also characterized and gener-
alized Page metric from the perspective of cohomogeneity-one Riemannian geometry.
Following his work, several geometric structures on Hirzebruch surfaces with high sym-
metry, such as Einstein-Weyl structures [21] and extremal Ka¨hler metrics [14] to mention
a few, were constructed.
In this paper, we look for critical metrics on each Hirzebruch surface Σm under the
following assumptions (m ≥ 1):
(I) The fiber bundle projection πm : Σm → CP1 is a Riemannian submersion onto
CP
1 equipped with a metric of area π.
(II) The action U(2)/ (Z/mZ)y Σm of cohomogeneity one is by isometries.
Normalization of area in condition (I) is to exclude homothety. For consequences of
these assumptions, see Proposition 2.2. Critical metrics here are meant to be smooth
Riemannian metrics satisfying Euler-Lagrange equations of curvature functionals. We
focus our attention to the following functionals, which might be summarized as linear
and quadratic curvature functionals (cf. [5, Chapter 4]). For their definitions, let M be
a 4-dimensional closed manifold and Met(M) the space of all C∞ metrics on M . The
normalized Einstein-Hilbert functional E : Met(M)→ R is defined by
E(g) =
∫
M
Rg dVg√∫
M
dVg
,
where Rg and dVg stand for the scalar curvature and volume element of g; a metric
g ∈ Met(M) is critical with respect to E if and only if g is Einstein. We also consider
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2Yamabe functional Y , the restriction of E to a conformal class on M ; its critical points
are precisely metrics of constant scalar curvature (cf. [19]). By a quadratic curvature
functional, we mean a linear combination aW + bρ + cS : Met(M) → R with constant
coefficients a, b, c ∈ R of the following three functionalsW, ρ, and S defined respectively
by
W(g) =
∫
M
|Wg|2 dVg, ρ(g) =
∫
M
|Ricg|2 dVg, and S(g) =
∫
M
R2g dVg .
Here, Wg and Ricg stand for the Weyl tensor and Ricci tensor of g, and we emphasize
that |Wg| and |Ricg| are their tensor norms with respect to g. As Gursky and Viaclovsky
point out in view of Chern-Gauss-Bonnet formula [10], insofar as we are concerned
with critical points of linear and quadratic curvature functionals in 4-dimensions, it
suffices to consider in addition to E and Y the following particular linear combination
Bt : Met(M)→ R defined by
Bt(g) =W(g) + tS(g) =
∫
M
|Wg|2 dVg +t
∫
M
R2g dVg
for each real number t. Critical metrics of Bt-functional are said to be Bt-flat, and they
have a tensorial characterization in terms of Ricci tensor and Bach tensor. In short
terms, our objects to study are constant scalar curvature metrics, Bt-flat metrics, and
Einstein metrics on Hirzebruch surfaces satisfying conditions (I) and (II).
Our main results are the following.
Theorem 1.1. For each integer m ≥ 1 and each real number R, there exists a constant
scalar curvature metric gm(R) on the m-th Hirzebruch surface Σm satisfying conditions
(I) and (II). Scalar curvature of gm(R) is equal to the constant R we have given.
Theorem 1.2. Let g be a Riemannian metric on Σm satisfying conditions (I) and (II),
and assume g is critical with respect to a linear or quadratic curvature functional. Then,
either g is Bach flat, or g coincides with a metric of Theorem 1.1. These two cases are
mutually exclusive.
The constant scalar curvature metrics of Theorem 1.1 are defined through an ordinary
differential equation called Duffing equation, whose solutions are able to be analyzed in
detail, whereas an ODE with movable essential singularities describes Bach-flat metrics
on Hirzebruch surfaces with the U(2)/ (Z/mZ)-symmetry. Since a conformal deforma-
tion of Page metric [24] satisfies conditions (I) and (II), the Bach-flat case of Theorem
1.2 is nonempty. Other Bach-flat metrics are yet to be fully understood in this work.
This paper is organized as follows. In Section 2, we set up our situation to see that all
the necessary computations of curvature quantities are reduced to tensor calculations
on the product manifold S3×(−T, T ). Taking it into account, in Section 3, we calculate
the scalar curvature and Bach tensor of certain Riemannian metrics on S3×(−T, T ). In
Section 4, proofs of Theorems 1.1 and 1.2 (§4.1) are followed by more detailed properties
of the constant scalar curvature metrics of Theorem 1.1 (§4.2). The Bach-flat equation
mentioned previously is treated in Section 5.
2. Preliminaries
The finite cyclic group Z/mZ is written as Γm in the sequel. In Sections 2.1, 2.2,
and 2.3, we see that the fiber bundle projections πm : Σm → CP1, the group actions
U(2)/Γm y Σm and the conformal Ka¨hler triplets (Jm(f), gm(f), ωm(f)) to be defined
through a certain procedure have intimate relationships with each other. Thereafter,
looking at particular open dense submanifolds of Σm (Section 2.4), we show that every
Riemannian metric satisfying conditions (I) and (II) has to be defined through this
3procedure (Section 2.5). Of our special attention is the first Hirzebruch surface Σ1.
Corresponding arguments for higher Hirzebruch surfaces Σm require few modifications
(m ≥ 2).
2.1. Fiber bundle projections πm : Σm → CP1. Let S3 = {(z, w) ∈ C2 | |z|2+|w|2 =
1} be the 3-sphere. On S3, the circle group S1 = {eiθ ∈ C | θ ∈ R} acts freely on
the right by componentwise multiplication (z, w).eiθ = (zeiθ, weiθ). The quotient map
p1 : S
3 → CP1 onto its orbit space is a principal S1 bundle called the Hopf fibration.
We consider the 2-sphere S2 as the disjoint union of the cylinder S1×(−T, T ) and two
points, where we introduce the usual differential structure by means of polar coordinates.
The left S1 action on S1 × (−T, T ) defined by eiθ.(eiφ, t) = (ei(θ+φ), t) extends to an
effective smooth action S1 y S2 fixing exactly these two points.
Let S1 act freely on S3 × S2 by (x˜, xˆ).eiθ = (x˜.eiθ, e−iθ.xˆ), with the corresponding
principal S1 bundle q1 : S
3 × S2 → Σ1. Since the projection pr1 : S3 × S2 → S3
onto the first factor is equivariant with respect to the S1 actions, we have the following
commutative diagram
S3 × S2 pr1 //
q1

S3
p1

Σ1
pi1 // CP
1.
(2.1)
The associated bundle π1 : Σ1 → CP1 is the first Hirzebruch surface as locally trivial
smooth S2 bundle over CP1.
When m ≥ 2, we denote by Γm the subgroup {ei 2pilm | l ∈ Z} of S1. We identify
the quotient group S1/Γm with S
1 so as to consider the quotient space S3/Γm to be a
principal S1 bundle over CP1. The m-th Hirzebruch surface as S2 bundle over CP1 is
the fiber bundle πm : Σm → CP1 associated with the lens space S3/Γm with respect to
the same effective action S1 y S2 as in the m = 1 case.
2.2. Effective actions U(2)/Γm y Σm. On S
3, the unitary group U(2) = {A =(
a b
c d
) ∈ GL(2,C) | AtA¯ = I} acts effectively and transitively on the left by matrix
multiplication A.(z, w) = (az + bw, cz + dw). Let U(2) act trivially on S2 and consider
the diagonal action U(2) y S3 × S2. Since this action commutes with the action
S3 × S2 x S1 of structure group, it descends to an effective action U(2)y Σ1.
When m ≥ 2, by a slight abuse of notation, we also denote by Γm the subgroup{(
ei
2pil
m 0
0 ei
2pil
m
) ∣∣∣∣ l ∈ Z}
of U(2). The action U(2)y S3 descends to an effective action U(2)/Γm y S
3/Γm, and
U(2)/Γm thus acts effectively on Σm. We see later in Section 2.4 that these actions are
of cohomogeneity one.
2.3. Conformal Ka¨hler triplets (Jm(f), gm(f), ωm(f)) on Σm. We define a global
moving frame V , X, Y on S3 by
V :
(
z
w
)
7→
(
iz
iw
)
, X :
(
z
w
)
7→
(−w
z
)
, Y :
(
z
w
)
7→
(−iw
iz
)
(2.2)
so that V is a U(2)-invariant fundamental vector field corresponding to the vector field
∂θ : e
iθ 7→ ieiθ on S1, while X and Y are SU(2)-invariant vector fields, which are not
U(2)-invariant. The tangential distribution H˜1 spanned by X and Y is a U(2)-invariant
principal connection on S3. We denote by H1 the induced connection on Σ1, that is to
4say, H1 is the image of the product distribution H˜1×{0} on S3×S2 under the quotient
map q1 : S
3 × S2 → Σ1. We see that H1 is invariant under the action U(2)y Σ1.
In order to be precise, we recall the definition of conformal Ka¨hler triplets. Firstly,
by a compatible triplet, we mean a triplet (J, g, ω) of an almost complex structure
J , a Riemannian metric g and an almost symplectic form ω satisfying the following
conditions
g(JE, JF ) = g(E,F ), ω(JE, JF ) = ω(E,F ), ω(E,F ) = g(E, JF ).
A compatible triplet (J, g, ω) is said to be (resp. conformal) Ka¨hler if J is integrable
and ω is (resp. conformally) integrable. In oriented 2-dimensional cases, one can start
with an arbitrary Riemannian metric g, take its area form ω, and then define J by the
equation ω(E,F ) = g(E, JF ) to obtain a compatible triplet, which has to be Ka¨hler by
dimension considerations.
Let
(
Jˇ , gˇ, ωˇ
)
and
(
Jˆ , gˆ, ωˆ
)
=
(
Jˆ(f), gˆ(f), ωˆ(f)
)
be the Ka¨hler triplets defined by the
Fubini-Study metric gˇ on CP1 and a S1-invariant metric gˆ = f2(t)dθ2+dt2 on S2, respec-
tively. Using the invariance of
(
Jˆ , gˆ, ωˆ
)
under the action S1 y S2 of structure group, we
deduce that there exists a unique compatible triplet (J1, g1, ω1) = (J1(f), g1(f), ω1(f))
on Σ1 with the following properties.
(1) The projection π1 : (Σ1, J1, g1, ω1)→ (CP1, Jˇ , gˇ, ωˇ) preserves the triplets. More
precisely, π1 is both an almost holomorphic map and a Riemannian submersion.
(2) Each of the orthogonal and symplectic complements of the vertical distribution
Ker dπ ⊂ TΣ1 coincides with the connectionH1. In particular,H1 is J-invariant.
(3) For each x˜ ∈ S3, the map ιx˜ : S2 → Σ1 defined by ιx˜ (xˆ) = q1 (x˜, xˆ) preserves
the triplets in the following sense: the embedding ιx˜ is an almost biholomorphic
map, an isometry, and an almost symplectomorphism onto its image π−11 (p1 (x˜)).
From the U(2)-invariance of both the connection H1 on Σ1 and the compatible triplet(
Jˇ , gˇ, ωˇ
)
on CP1, it follows that the conformal Ka¨hler triplet (J1, g1, ω1) is invariant
under the action U(2) y Σ1. We also observe that the almost complex structure J is
integrable, giving Σ1 the structure of locally trivial holomorphic fiber bundle, and ω is
conformally integrable (see below for a description of its Lee form [27]).
When m ≥ 2, we define a U(2)/Γm-invariant principal connection H˜m on S3/Γm
through covering map, i.e., H˜m is defined as the image of H˜1 under the covering map
S3 → S3/Γm. Following similar arguments out of the induced connection Hm on Σm
and the same Ka¨hler triplets
(
Jˇ , gˇ, ωˇ
)
,
(
Jˆ , gˆ, ωˆ
)
as in the m = 1 case, we define a
conformal Ka¨hler triplet (Jm, gm, ωm) = (Jm(f), gm(f), ωm(f)) on Σm with analogous
properties.
We remark that the conformally symplectic form ωm(f) is not integrable for each
m ≥ 1. This follows either from the explicit description mf(t)dt of its Lee form on
the submanifold
(
S3/Γm
) × (−T, T ) to be defined in the next section, or from non-
integrability1 of the connections Hm (cf. [29, 4.1]).
2.4. Open dense submanifolds
(
S3/Γm
)× (−T, T ) in Σm. Let S1× (−T, T ) be the
open dense cylinder embedded in S2 and ι : S1×(−T, T )→ S2 the inclusion map. Since
the cylinder is invariant under the S1 action, the product map id×ι : S3×S1×(−T, T )→
S3×S2 induces an embedding of the associated fiber bundle S3×S1
(
S1 × (−T, T )) into
Σ1 with open dense image. On the other hand, S
3 ×S1
(
S1 × (−T, T )) is canonically
1 Under the assumption m ≥ 1, the connection Hm is not integrable since the associated principal
connection H˜m corresponds to mωˇ, the area form ωˇ of the Fubini-Study metric on CP
1 multiplied by
m (cf. [18]).
5isomorphic to S3 × (−T, T ). Hence it follows that S3 × (−T, T ) is embedded in Σ1 as
an open dense submanifold. The situation is summarized as follows. Confer diagram
(2.1).
S3 × S2 pr1 //
q1

S3
p1

S3 × S1 × (−T, T )
id×ι
ii❘❘❘❘❘❘❘❘❘❘❘❘❘❘
))❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙
pr1 //

S3
p1

id
<<②②②②②②②②②
S3 × (−T, T )
p1◦pr1
%%▲
▲▲
▲▲
▲▲
▲▲
▲▲
∼=
uu❦❦❦
❦❦❦
❦❦❦
❦❦❦
❦❦❦
S3 ×S1
(
S1 × (−T, T )) //
vv❧❧
❧❧
❧❧
❧❧
❧❧❧
❧❧
❧❧
❧
CP
1
id
""❉
❉❉
❉❉
❉❉
❉❉
Σ1
pi1
// CP
1.
All the structures defined previously on Σ1 have simple descriptions on S
3× (−T, T ).
Firstly, the fiber bundle projection π1 : Σ1 → CP1 is equivalent to the composition
p1 ◦ pr1 of the projection pr1 : S3 × (−T, T ) → S3 onto the first factor and the Hopf
fibration p1 : S
3 → CP1. Secondly, the U(2) action on Σ1 is equivalent to the diagonal
action U(2) y S3 × (−T, T ), where U(2) acts on the interval trivially. This explains
why the action U(2) y Σ1 is of cohomogeneity one. Thirdly, the conformal Ka¨hler
triplet (J1, g1, ω1) have the following expressions
J1 =

0 1 0 0
−1 0 0 0
0 0 0 1
f(t)
0 0 − 1
f(t) 0
 , g1 =

1 0 0 0
0 1 0 0
0 0 f2(t) 0
0 0 0 1
 ,
ω1 =

0 1 0 0
−1 0 0 0
0 0 0 f(t)
0 0 −f(t) 0

in terms of the moving frame X,Y, V, ∂t on S
3 × (−T, T ). Here and henceforth, we use
the same symbols X,Y, V, ∂t for the lifts of the original vector fields X,Y, V on S
3 and
∂t on (−T, T ) through the canonical projections.
When m ≥ 2, the product manifold (S3/Γm) × (−T, T ) is embedded in Σm. The
fiber bundle projection πm : Σm → CP1 and the action U(2)/Γm y Σm are described
analogously. Additionally, we lift the conformal Ka¨hler triplet (Jm, gm, ωm) through the
6covering map S3 × (−T, T )→ (S3/Γm)× (−T, T ) to obtain their expressions
Jm =

0 1 0 0
−1 0 0 0
0 0 0 1
mf(t)
0 0 − 1
mf(t) 0
 , gm =

1 0 0 0
0 1 0 0
0 0 m2f2(t) 0
0 0 0 1
 ,
ωm =

0 1 0 0
−1 0 0 0
0 0 0 mf(t)
0 0 −mf(t) 0

in terms of X,Y, V, ∂t. The factor m comes in for the following reason. We remark that
the structure group S1/Γm is identified with S
1 so that the diagram
S1
{{①①
①①
①①
①①
①
eiθ 7→eimθ
  
❅❅
❅❅
❅❅
❅❅
S1/Γm
∼= // S1
commutes. The fundamental vector fields V on S3 and Vm on S
3/Γm corresponding
to the same vector field ∂θ on S
1 are thus related by the covering map up to factor
m. That is, the pushforward of V by the covering map happens to be mVm. Since the
vertical components of the conformal Ka¨hler triplet (Jm, gm, ωm) with respect to Vm, ∂t
are the same as the corresponding components of the triplet (J1, g1, ω1) with respect to
V, ∂t, we have to take the factor m into account as above.
2.5. Riemannian metrics satisfying conditions (I) and (II). Let g˜ be a U(2)-
invariant Riemannian metric on S3. Then, in terms of the moving frame X, Y , and V ,
g˜ is represented by a diagonal matrix
(
b2 0 0
0 b2 0
0 0 a2
)
for some real numbers a, b > 0. Indeed,
since g˜ is SU(2)-invariant, it is represented by a positive-definite symmetric matrix in
terms of the SU(2)-invariant moving frame X,Y, V ; the isotropy subgroup at (1, 0) ∈ S3
being the matrices of the form
(
1 0
0 eiθ
)
, it should be of the form above. A Riemannian
manifold S3 equipped with a U(2)-invariant metric is called a Berger sphere (cf. [25]).
Therefore, if a metric g on Σ1 satisfies condition (II), then there exist strictly pos-
itive C∞ functions f(t) and h(t) on (−T, T ) such that g is represented by the matrix(
h2(t) 0 0 0
0 h2(t) 0 0
0 0 f2(t) 0
0 0 0 1
)
on S3 × (−T, T ) in terms of X,Y, V, ∂t. If g satisfies condition (I)
as well, then h(t) should be a constant, which is necessarily 1 since the area of the base
space CP1 is normalized to be π. Recalling the fact that S3× (−T, T ) is open and dense
in Σ1, it follows that, if g satisfies conditions (I) and (II) at the same time, then g agrees
on the entire Σ1 with the metric g1 = g1(f) defined previously.
When m ≥ 2, since each U(2)/Γm-invariant metric on S3/Γm coincides with the
metric of a Berger sphere up to covering, each metric g satisfying conditions (I) and (II)
is virtually represented on S3 × (−T, T ) by
1 0 0 0
0 1 0 0
0 0 m2f2(t) 0
0 0 0 1
 (2.3)
in terms of X,Y, V, ∂t.
7Lastly, we consider the boundary conditions for f to be satisfied. Let f : (−T, T )→ R
be a strictly positive function of class C∞ and define the Riemannian metric g = g(f)
on S3 × (−T, T ) by the following matrix
g = g(f) ∼

1 0 0 0
0 1 0 0
0 0 f2(t) 0
0 0 0 1
 (2.4)
in terms of X,Y, V, ∂t. It is well known that a S
1-invariant metric f2(t)dθ2+dt2 defined
on the open cylinder S1 × (−T, T ) extends to a C∞ Riemannian metric on S2 if and
only if f satisfies the following boundary conditions (cf. [16, p. 213], [3, 4.6])
f(±T ) = 0, f ′(±T ) = ∓1, f (2l)(±T ) = 0 (l = 1, 2, . . . ) .
It follows that the metric g(f) extends to a C∞ Riemannian metric on Σ1 if and only
if f satisfies these boundary conditions.
When m ≥ 2, looking at the expression (2.3), we notice that the metric g(f) extends
to a C∞ Riemannian metric on Σm through the covering map S
3×(−T, T )→ (S3/Γm)×
(−T, T ) if and only if f satisfies the following boundary conditions
f(±T ) = 0, f ′(±T ) = ∓m, f (2l)(±T ) = 0 (l = 1, 2, . . . ) . (2.5)
Summarizing this section, we obtain the following propositions.
Proposition 2.1. For each m ≥ 1, the collection of all C∞ metrics on the m-th Hirze-
bruch surface Σm satisfying conditions (I) and (II) can be identified with all the metrics
on S3× (−T, T ) of the form g = g(f) in (2.4), where f : (−T, T )→ R runs over all the
strictly positive C∞ functions satisfying boundary conditions (2.5).
Proposition 2.2. Each metric on Σm satisfying conditions (I) and (II) is conformal
Ka¨hler with respect to the complex structure Jm. Moreover, the action U(2)/Γm y Σm
of cohomogeneity one is by conformal Ka¨hler automorphisms. The fiber bundle structure
of Σm is also compatible with the conformal Ka¨hler triplet in the following sense: the
projection πm : Σm → CP1 is a conformal Ka¨hler submersion (cf. [22]) onto CP1
equipped with the Fubini-Study metric and every parallel translation between two fibers
is a Ka¨hler automorphism. In particular, πm is a Riemannian submersion with totally
geodesic fibers (cf. [11], [28]).
Proposition 2.1 is due to Be´rard-Bergery [1]. See also [4, IV], [4, XV], [5, 9.K], [14],
[21], and the references therein.
3. Tensor calculations
In this section, we carry out tensor calculations on S3 × (−T, T ). Our main purpose
is to obtain the following formulas.
Proposition 3.1. Consider the Riemannian metric g = g(f) of (2.4), where we impose
no boundary conditions for f . Then, its scalar curvature R and squared tensor norm
|W |2 of Weyl tensor are written as
R = −2f
′′
f
− 2f2 + 8, (3.1)
3|W |2 = R2 − 12f2R+ 144(f ′)2 + 36f4 (3.2)
8on S3 × (−T, T ). Furthermore, its Bach tensor B = Bij is diagonalized in terms of an
orthonormal moving frame to be defined in (3.8), and the diagonal components are
24B1 = 24B2 = 2R
′′+2
f ′
f
R′+R2−40f2R−16R+96(f ′)2−276f4 +576f2,
24B3 =−4R′′ −R2+84f2R+16R−96(f ′)2+492f4 −1056f2,
24B4 = −4f
′
f
R′−R2 −4f2R+16R−96(f ′)2 +60f4 −96f2.
(3.3)
Primes refer to derivatives with respect to t ∈ (−T, T ) unless stated otherwise.
3.1. First order derivatives. We could regard S3 itself as the Lie group consisting
of unit quaternions. The vector fields V , X, and Y on S3 defined in (2.2) are then
reinterpreted as the left-invariant vector fields corresponding respectively to the pure
quaternions i, j, and k of its Lie algebra, so that their Lie brackets have the following
cyclic relationships
[V,X] = 2Y, [X,Y ] = 2V, [Y, V ] = 2X. (3.4)
From naturality of Lie brackets, we also have
[V, ∂t] = [X, ∂t] = [Y, ∂t] = 0 (3.5)
apart from formulas (3.4), where X, Y , V , and ∂t are now understood to be vector fields
on the product manifold S3 × (−T, T ) through the canonical projections. With respect
to the metric g = g(f), these vector fields X, Y , V , and ∂t form an orthogonal moving
frame with corresponding norms
|X| = |Y | = |∂t| = 1, |V | = f(t). (3.6)
We recall that covariant derivatives are determined by inner products and Lie brack-
ets. More precisely, the characteristic properties of Levi-Civita connection simply lead
to the following formula (Koszul’s formula according to [25])
2〈∇EF,G〉 = E〈F,G〉 + F 〈G,E〉 −G〈E,F 〉
− 〈E, [F,G]〉 + 〈F, [G,E]〉 + 〈G, [E,F ]〉, (3.7)
valid for all vector fields E, F , and G on a Riemannian manifold.
Koszul’s formula (3.7) together with the previous formulas (3.4), (3.5), and (3.6)
allows us to calculate the first covariant derivatives in terms of the moving frame X, Y ,
V , ∂t. The following two observations are fundamental
2.
(1) The first three terms E〈F,G〉+F 〈G,E〉 −G〈E,F 〉 in (3.7) vanish unless E, F ,
G agree with V , V , ∂t up to order.
(2) The last three terms −〈E, [F,G]〉+〈F, [G,E]〉+〈G, [E,F ]〉 in (3.7) vanish unless
E, F , G agree with X, Y , V up to order.
An immediate consequence of these observations is that each of the covariant derivatives
∇XX, ∇Y Y, ∇∂t∂t, ∇∂tX, ∇X∂t, ∇∂tY, ∇Y ∂t
is identically equal to zero. For the remaining cases, such computations as
2〈∇V V, ∂t〉 = −∂t〈V, V 〉 = −2ff ′,
∇V V = 〈∇V V, ∂t〉∂t = −ff ′∂t
2 For its proof, we note that if φ = φ(t) is a function on S3 × (−T, T ) depending only on t, then
X(φ) = Y (φ) = V (φ) = 0 and ∂t(φ) = φ
′(t).
9∇ X Y V ∂t
X 0 V −f2Y 0
Y −V 0 f2X 0
V −(f2 − 2)Y (f2 − 2)X −ff ′∂t f
′
f
V
∂t 0 0
f ′
f
V 0
Table 1. ∇ in terms of X, Y , V , ∂t
∇ E1 E2 E3 E4
E1 0 fE3 −fE2 0
E2 −fE3 0 fE1 0
E3 − f
2−2
f
E2
f2−2
f
E1 − f
′
f
E4
f ′
f
E3
E4 0 0 0 0
Table 2. ∇ in terms of E1, . . . , E4
and
2〈∇XY, V 〉 = −〈X, [Y, V ]〉+ 〈Y, [V,X]〉 + 〈V, [X,Y ]〉 = −2 + 2f2 + 2 = 2f2,
∇XY = 〈∇XY, 1
f
V 〉 1
f
V = V
lead to Table 1 for the first covariant derivatives of g.
Henceforth, all tensor calculations are performed in terms of the orthonormal moving
frame
E1 = X, E2 = Y, E3 =
1
f
V, E4 = ∂t. (3.8)
The formulas for first derivatives obtained in this section are readily rewritten in terms
of the new frame, and the results are summarized in Tables 2 and 4. We observe that
all components of the fourth row in Table 2 are zero, that is, ∇E4Ei = 0 for each
i = 1, . . . , 4. This observation simplifies the computations that follow.
3.2. Second order derivatives. Let φ : S3 × (−T, T ) → R be a smooth function
depending only on t. The Hessian of φ is by definition written as
Hessφ(Ei, Ej) = Ei(Ejφ)− (∇EiEj)φ. (3.9)
Since E1(φ) = E2(φ) = E3(φ) = 0 and E4(φ) = φ
′(t), it follows that the first term
Ei(Ejφ) in (3.9) vanishes unless i = j = 4, and we have E4(E4φ) = φ
′′ in this case.
Additionally, Table 2 tells us that the second term −(∇EiEj)φ in (3.9) vanishes unless
i = j = 3, and we have −(∇E3E3)φ = f
′
f
φ′ in this case. Therefore, the Hessian of φ is
diagonalized in terms of {Ei}, and its diagonal components are
Hess1 φ = Hess2 φ = 0, Hess3 φ =
f ′
f
φ′, and Hess4 φ = φ
′′, (3.10)
whence we obtain
∆φ = − traceHessφ = −φ′′ − f
′
f
φ′. (3.11)
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[•, •] X Y V ∂t
X 0 2V −2Y 0
Y −2V 0 2X 0
V 2Y −2X 0 0
∂t 0 0 0 0
Table 3. Lie brackets of X, Y , V , ∂t
[•, •] E1 E2 E3 E4
E1 0 2fE3 − 2fE2 0
E2 −2fE3 0 2fE1 0
E3
2
f
E2 − 2fE1 0 f
′
f
E3
E4 0 0 − f
′
f
E3 0
Table 4. Lie brackets of E1, . . . , E4
Here, we have simply written, for instance, Hess1 φ for the (1, 1)-component of Hessφ.
In the sequel, this sort of notational conventions for covariant 2-tensors is assumed
without further mention.
In order to compute the components of curvature tensor, we prepare the auxiliary
tables for ∇Ei∇EjEk (Table 5) and ∇[Ei,Ej ]Ek (Table 6). These tables are consequences
of direct computations using Tables 2 and 4.
Proof of equation (3.1). We successively compute various curvature quantities of second
order, including those not necessary for the proof of equation (3.1) itself.
Firstly, the components of curvature tensor
R(Ei, Ej)Ek = ∇Ei∇EjEk −∇Ej∇EiEk −∇[Ei,Ej ]Ek
are written in terms of the orthonormal moving frame {Ei} as in Table 7. Therefore,
its squared tensor norm |R|2 =∑4i,j,k=1|R(Ei, Ej)Ek|2 is
|R|2 = 4 ((3f2 − 4)2 + f4 + 6(f ′)2)
+ 2
(
2f4 + 6(f ′)2 +
(
−f
′′
f
)2)
+ 2
(
6(f ′)2 +
(
−f
′′
f
)2)
= 4
(
−f
′′
f
)2
+ 48(f ′)2 + 44f4 − 96f2 + 64. (3.12)
Secondly, we observe from Table 7 that the components of Ricci tensor
Ric(Ej , Ek) =
4∑
i=1
〈R(Ei, Ej)Ek, Ei〉
vanishes unless j = k, and its diagonal components are
Ric1 = Ric2 = −2f2 + 4, Ric3 = −f
′′
f
+ 2f2, and Ric4 = −f
′′
f
, (3.13)
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∇•∇•E1 E1 E2 E3 E4
E1 0 f
2E2 −(f2 − 2)E3 0
E2 0 −f2E1 0 0
E3 0 f
′E4 − (f
2−2)2
f2
E1 0
E4 0 −f ′E3 − f
2+2
f
f ′
f
E2 0
∇•∇•E2 E1 E2 E3 E4
E1 −f2E2 0 0 0
E2 f
2E1 0 −(f2 − 2)E3 0
E3 −f ′E4 0 − (f
2
−2)2
f2
E2 0
E4 f
′E3 0
f2+2
f
f ′
f
E1 0
∇•∇•E3 E1 E2 E3 E4
E1 −f2E3 0 0 0
E2 0 −f2E3 0 0
E3 −(f2 − 2)E1 −(f2 − 2)E2 −
(
f ′
f
)2
E3 0
E4 −f ′E2 f ′E1 − ff
′′
−(f ′)2
f2
E4 0
∇•∇•E4 E1 E2 E3 E4
E1 0 0 −f ′E2 0
E2 0 0 f
′E1 0
E3 0 0 −
(
f ′
f
)2
E4 0
E4 0 0
ff ′′−(f ′)2
f2
E3 0
Table 5. Second covariant derivatives ∇Ei∇EjEk
from which it follows that the squared tensor norm of Ric is
|Ric|2 = 2
(
−f
′′
f
)2
− 4ff ′′ + 12f4 − 32f2 + 32. (3.14)
Thirdly, the desired equation (3.1) for scalar curvature is an immediate consequence
of (3.13). The following formulas
|Ric◦|2 =
(
−f
′′
f
)2
− 8
(
−f
′′
f
)
− 6ff ′′ + 11f4 + 24f2 + 16 (3.15)
R2 = 4
(
−f
′′
f
)2
+ 32
(
−f
′′
f
)
+ 8ff ′′ + 44 − 32f2 + 64, (3.16)
later turn out to be convenient, where Ric◦ = Ric−(R/4)g is the traceless Ricci tensor
and |Ric◦| represents its tensor norm. Note that |Ric◦|2 = |Ric|2−R2/4 in our dimension.

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∇[•, •]E1 E1 E2 E3 E4
E1 0 −2(f2 − 2)E2 2E3 0
E2 2(f
2 − 2)E2 0 0 0
E3 −2E3 0 0 − f
2−2
f
f ′
f
E2
E4 0 0
f2−2
f
f ′
f
E2 0
∇[•, •]E2 E1 E2 E3 E4
E1 0 2(f
2 − 2)E1 0 0
E2 −2(f2 − 2)E1 0 2E3 0
E3 0 −2E3 0 f
2−2
f
f ′
f
E1
E4 0 0 − f
2−2
f
f ′
f
E1 0
∇[•, •]E3 E1 E2 E3 E4
E1 0 −2f ′E4 −2E1 0
E2 2f
′E4 0 −2E2 0
E3 2E1 2E2 0 −
(
f ′
f
)2
E4
E4 0 0
(
f ′
f
)2
E4 0
∇[•, •]E4 E1 E2 E3 E4
E1 0 2f
′E3 0 0
E2 −2f ′E3 0 0 0
E3 0 0 0
(
f ′
f
)2
E3
E4 0 0 −
(
f ′
f
)2
E3 0
Table 6. Second derivatives ∇[Ei,Ej ]Ek
From the formulas obtained so far, we prove the second formula of Proposition 3.1.
Proof of equation (3.2). We denote by α?β the Kulkarni-Nomizu product of two sym-
metric 2-tensors α and β. Its components are defined to be
(α ? β)ijkl = αikβjl + αjlβik − αilβjk − αjkβil.
When β happens to be the metric tensor g, a direct computation using indices shows
that the tensor norms of α ? g and α have the following relationship
|α ? g|2 = 4(n− 2)|α|2 + 4(traceα)2.
Here, n = 4 is the dimension of the manifold of our concern, and the norms and trace
are taken with respect to g. Thus, in particular, we have
|g ? g|2 = 96, |Ric◦?g|2 = 8|Ric◦|2. (3.17)
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R(•, •)E1 E1 E2 E3 E4
E1 0 (3f
2 − 4)E2 −f2E3 0
E2 −(3f2 − 4)E2 0 −f ′E4 f ′E3
E3 f
2E3 f
′E4 0 2f
′E2
E4 0 −f ′E3 −2f ′E2 0
R(•, •)E2 E1 E2 E3 E4
E1 0 −(3f2 − 4)E1 f ′E4 −f ′E3
E2 (3f
2 − 4)E1 0 −f2E3 0
E3 −f ′E4 f2E3 0 −2fE1
E4 f
′E3 0 2f
′E1 0
R(•, •)E3 E1 E2 E3 E4
E1 0 2f
′E4 f − 2E1 f ′E2
E2 −2f ′E4 0 f2E2 −f ′E1
E3 −f2E1 −f2E2 0 f
′′
f
E4
E4 −f ′E2 f ′E1 − f
′′
f
E4 0
R(•, •)E4 E1 E2 E3 E4
E1 0 −2f ′E3 −f ′E2 0
E2 2f
′E3 0 f
′E1 0
E3 f
′E2 −f ′E1 0 − f
′′
f
E3
E4 0 0
f ′′
f
E3 0
Table 7. Curvature tensor of type (1, 3)
Since the decomposition
Rm =W − 1
2
Ric◦?g − R
24
g ? g
of covariant curvature tensor Rm is orthogonal, we have
|W |2 = |Rm|2 − 1
4
|Ric◦?g|2 − R
2
242
|g ? g|2 = |R|2 − 2|Ric◦|2 − 1
6
R2.
Therefore, equations (3.12), (3.15), and (3.16) yield
3|W |2 = 4
(−f ′′
f
)2
+ 32
(−f ′′
f
)
+ 32ff ′′ + 144(f ′)2 + 64f4 − 128f2 + 64. (3.18)
We compare the following expression
R2 − 12f2R = 4
(−f ′′
f
)2
+ 32
(−f ′′
f
)
+ 32ff ′′ + 28f4 − 128f2 + 64
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with the previous equation (3.18) to complete the proof. 
3.3. Third order derivatives. We introduce the following notation
ρi :=
f (i)
f
, (i = 1, 2, 3, 4) (3.19)
where f (i) stands for the i-th order derivative of f = f(t). This is convenient because
(ρi)
′ = ρi+1 − ρ1ρi. (3.20)
In the sequel, expressions involving higher derivatives of f are written in terms of
ρ1, . . . , ρ4.
We shall compute the first covariant derivative ∇Ric of Ricci curvature, whose com-
ponents are by definition
∇El Ric(Ei, Ej) = El (Ric(Ei, Ej))− Ric (∇ElEi, Ej)− Ric (Ei,∇ElEj) .
It is readily observed that the first term El (Ric(Ei, Ej)) vanishes unless l = 4, and
E4 (Ric(Ei, Ej)) = (Ricij)
′ in this case; on the other hand, the remaining terms vanish
when l = 4. The latter observation comes from ∇E4 ≡ 0 (cf. Table 2). The components
of ∇Ric are summarized in Table 8.
3.4. Fourth order derivatives. We are interested in the following two traces
∇p∇pRicij, ∇p∇j Ricpi (3.21)
of the second covariant derivative ∇2Ric of Ricci curvature, in order to compute the
Bach tensor with the help of Deridzin´ski formula (3.29). We recall that the components
of ∇2Ric is by definition written as
∇Ek∇El Ric(Ei, Ej) = Ek (∇El Ric(Ei, Ej))−∇∇EkEl Ric(Ei, Ej)
−∇El Ric (∇EkEi, Ej)−∇El Ric (Ei,∇EkEj) .
(3.22)
For each term in (3.22), we determine the possibly nonzero components as in Tables 9,
10, 11, and 12, respectively. In each table, the (i, j) component of the (k, l) small matrix
represents the corresponding term. For instance in Table 11, the (1, 2) component of
the (3, 3) small matrix represents ∇E3 Ric (∇E3E1, E2), which equals zero. Only the
components filled out with ∗ are possibly nonzero, and we leave blank the components
not of our interest to form the traces above.
Tables 9, 10, 11, and 12 tell us that both traces ∇p∇pRicij and ∇p∇j Ricpi are
diagonalized in terms of {Ei}. Through direct computations using Tables 2 and 8, we
obtain their diagonal components
∇p∇pRic11 = ∇p∇pRic22 = −6f2ρ2 − 8f2ρ21 + 8f4 − 8f2, (3.23)
∇p∇pRic33 = − (ρ2)′′ − ρ1 (ρ2)′ + 8f2ρ2 + 4f2ρ21 − 16f4 + 16f2, (3.24)
∇p∇pRic44 = − (ρ2)′′ − ρ1 (ρ2)′ + 4f2ρ21 (3.25)
and
∇p∇1Ricp1 = ∇p∇2Ricp2 = f2ρ2 − f4 + 4f2, (3.26)
∇p∇3Ricp3 = −ρ1 (ρ2)′ − 4f2ρ2 − 2f2ρ21 + 8f4 − 8f2, (3.27)
∇p∇4Ricp4 = − (ρ2)′′ − 2f2ρ21. (3.28)
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∇E1 Ric (•, •) E1 E2 E3 E4
E1 0 0 0 0
E2 0 0 fρ2 − 4f3 + 4f 0
E3 0 fρ2 − 4f3 + 4f 0 0
E4 0 0 0 0
∇E2 Ric (•, •) E1 E2 E3 E4
E1 0 0 −fρ2 + 4f3 − 4f 0
E2 0 0 0 0
E3 0 −fρ2 + 4f3 − 4f 0 0
E4 0 0 0 0
∇E3 Ric (•, •) E1 E2 E3 E4
E1 0 0 0 0
E2 0 0 0 0
E3 0 0 0 −2f2ρ1
E4 0 0 −2f2ρ1 0
∇E4 Ric (•, •) E1 E2 E3 E4
E1 −4f2ρ1 0 0 0
E2 0 −4f2ρ1 0 0
E3 0 0 −ρ3 + ρ1ρ2 + 4f2ρ1 0
E4 0 0 0 −ρ3 + ρ1ρ2
Table 8. The first covariant derivative of Ricci curvature
We are now in a position to compute the Bach tensor of g = g(f) using Derdzin´ski
formula ([9, Equation (24)])
Bij = ∇p∇j Ricpi−1
2
∇p∇pRicij −1
3
Hessij R− 1
12
(∆R)gij
+
1
3
R ·Ricij −Ricpi Ricpj +
1
12
(
3|Ric|2 −R2) gij . (3.29)
Proof of equations (3.3). First of all, since it follows from the previous calculations that
the Bach tensor is diagonalized, we have only to compute its diagonal components. The
first four terms in formula (3.29) involving fourth derivatives are written respectively
in terms of f using equations (3.23)-(3.25), (3.26)-(3.28), (3.10), and (3.11). The last
three terms are written in terms of f using equations (3.1), (3.13), (3.14), and (3.16).
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0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0 0 0 0 0 0 0 ∗ 0 0 0 0 ∗
Table 9. Ek (∇El Ric (Ei, Ej))
0 0 0 0 0 0 0 0 0 0 ∗ 0 0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0 0 0 0 0 0 0 ∗ 0 0 0 0 0
0 0 0 0
0 0 0 0
∗ 0 0 0
0 ∗ 0 0
∗ 0 0 0 0 ∗ 0 0 0 0 ∗ 0 0 0 0 ∗
0 0 0 ∗
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Table 10. ∇∇EkEl Ric(Ei, Ej)
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 ∗ 0 0
0 0 ∗ 0
0 0 0 0
∗ 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 ∗ 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0 0 0 0 0 0 0 ∗ 0 0 0 0 ∗
0 0 0 ∗
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Table 11. ∇El Ric (∇EkEi, Ej)
0 0 0 0 0 ∗ 0 0 0 0 0 0 0 0 0 0
0 ∗ 0 0
0 0 ∗ 0
0 0 0 0
∗ 0 0 0
∗ 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 ∗ 0
0 0 0 0
0 0 0 0
0 0 0 0
∗ 0 0 0 0 ∗ 0 0 0 0 ∗ 0 0 0 0 ∗
0 0 0 ∗
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Table 12. ∇El Ric (Ei,∇EkEj)
Hence, we have all of its diagonal components
6B1 = 6B2=−ρ4 +ρ1ρ3+2ρ22−1ρ21ρ2+20f2ρ2+20f2ρ21−48f4+64f2−11,
6B3= 2ρ4−4ρ1ρ3−3ρ22+4ρ21ρ2−40f2ρ2−20f2ρ21+80f4−96f2+11,
6B4= 2ρ1ρ3 −ρ22−2ρ21ρ2−20f2ρ21 +16f4−32f2+11.
(3.30)
Rewriting these in terms of the scalar curvature R, we obtain equations (3.3). 
We close this section with listing a couple of observations to support our computa-
tional results.
17
(1) When we impose boundary conditions (2.5) on f , then Chern-Gauss-Bonnet
formula on Σm is reduced to the fundamental theorem of calculus.
(2) The diagonalized tensor B defined as in (3.3) is indeed trace-free and divergence-
free. That is, B1 +B2 +B3 +B4 = 0 and
d
dt
B4 − f
′
f
(B3 −B4) = 0.
(3) For each fixed m, consider the functional 2π2/m
∫ T
−T
f |W |2dt with domain all
the functions f satisfying boundary conditions (2.5). Then, its Euler-Lagrange
equation is precisely B3 = 0.
Note that the functional 2π2/m
∫ T
−T
f |W |2dt in (3) is equivalent to the Weyl functional∫
Σm
|W |2 dV restricted to the metrics on Σm with U(2)/Γm-symmetry (cf. Section 4.2).
Therefore, the last observation says that the metric g = g(f) defines a critical metric on
Σm with respect to the restricted Weyl functional if and only if B3 = 0. The observations
(1), (2), and (3) seem to be more than coincidence.
4. Metrics on Σm with constant scalar curvature
4.1. Proofs of Theorems 1.1 and 1.2. Proposition 2.1 and equation (3.1) reduce
the construction of constant scalar curvature metrics on Σm to solving the ordinary
differential equation
f ′′ = −f3 − R− 8
2
(4.1)
under boundary conditions (2.5) and the positivity assumption f(t) > 0 for t ∈ (−T, T ).
The following lemma states that our free-boundary value problem has unique solu-
tions.
Lemma 4.1. Let m be a positive integer and β a real number. Then, there exists a
unique real number T > 0 and a unique C∞ function f : [−T, T ] → R satisfying the
following conditions.
• f solves the ordinary differential equation f ′′ = −f3 + βf on [−T, T ].
• f satisfies the boundary conditions f(±T ) = 0, f ′(±T ) = ∓m.
• f is strictly positive on (−T, T ).
Moreover, this function f has the following additional properties.
• f satisfies the boundary conditions f (2l)(±T ) = 0 for l = 1, 2, . . . .
• f is an even function.
• f is strictly increasing on [−T, 0] and strictly decreasing on [0, T ].
Proof. A slightly formal computation
df
df ′
=
df
dt
/
df ′
dt
=
f ′
−f3 + βf
leads to the integral
2(f ′)2 = −f4 + 2βf2 + 2m2 (4.2)
of this boundary value problem. The rest of the proof is similar to the arguments
for defining trigonometric functions and Jacobian elliptic functions through ordinary
differential equations. 
We now prove our main results.
Proofs of Theorems 1.1 and 1.2. The existence part of Lemma 4.1 yields Theorem 1.1.
More precisely, for each integer m ≥ 1 and each real number R, we define a constant
scalar curvature metric gm(R) on Σm as follows. Firstly, take a function f to be the
positive solution of our boundary value problem (2.5) and (4.1). Secondly, define the
metric g = g(f) on S3×(−T, T ) through the matrix (2.4). Thirdly, define a Riemannian
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metric on the open dense submanifold of Σm so that each of the covering map S
3 ×
(−T, T ) → (S3/Γm) × (−T, T ) and embedding (S3/Γm) × (−T, T ) → Σm be a local
isometry (cf. §2.4). Arguments in Section 2 indicate that the metric so defined extends
smoothly to a metric on the whole Σm. This smooth metric is our gm(R), which has
constant scalar curvature R on Σm since its scalar curvature is identically equal to the
constant R on the open dense submanifold.
We prove Theorem 1.2 as follows. Proposition 2.1 and the uniqueness part of Lemma
4.1 tell us that the metrics gm(R) of Theorem 1.1 are the only constant scalar curvature
metrics on Σm satisfying conditions (I) and (II). On the other hand, we observe that
the scalar curvature R of g = g(f) cannot be constant in order for a function f to
solve simultaneous equations (3.3) with B1 = B2 = B3 = B4 = 0. The metrics gm(R)’s
are therefore not Bach flat. Since critical metrics with respect to linear or quadratic
curvature functionals have constant scalar curvature unless it is Bach flat (cf. [5, 4.H],
[10]), Theorem 1.2 follows. 
4.2. Further properties of gm(R). We look at the metrics gm(R) with constant scalar
curvature R in more detail. One of the ingredients required for their analysis is the
following.
Lemma 4.2. Let f be the function of Lemma 4.1. Then, we have
T =
1
4
√
2m2 + β2
K(k), (4.3)∫ T
−T
f(t)dt = 2
√
2Arcsin(k), (4.4)∫ T
−T
f3(t)dt = 2β
√
2Arcsin(k) + 2m, (4.5)∫ T
−T
f5(t)dt =
(
2m2 + 3β2
)√
2Arcsin(k) + 3mβ. (4.6)
Here, the complete elliptic integral K(k) of the first kind and its modulus k > 0 are
defined to be
K(k) =
∫ 1
0
dx√
1− x2√1− k2x2 , k
2 =
1
2
(
1 +
β√
2m2 + β2
)
. (4.7)
Proof. Direct calculations using integral (4.2). Additional properties of f in Lemma 4.1
help. 
In the sequel, β denotes the constant −(R− 8)/2, and we promise that k > 0 refers
to the constant determined by this β as in the second equation of (4.7).
Proposition 4.3 (Behavior of linear curvature functionals). The Yamabe functional
Y , or equivalently the Einstein-Hilbert functional E, attains the following value
Y (gm(R)) = R
√
Vol(gm(R)) = 2
4
√
2πR
√
Arcsin(k)
m
(4.8)
at gm(R). The metric gm(R) is critical with respect to Y by its definition, but not
critical with respect to E.
There exists a real number ǫ > 0 depending on m so that, if R is less than ǫ, then
gm(R) is a unique Yamabe minimizer in its conformal class up to homothety. On the
other hand, if R is greater than 24 (regardless of m), then gm(R) is not stable with
respect to Y and hence not a Yamabe minimizer.
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Proof. Let g˜ be the constant curvature metric on S3 of radius 1 and Ω its volume form.
We note that the volume form of g = g(f) is equal to f(t)Ω ∧ dt. Thus, the integral of
a U(2)-invariant function φ = φ(t) on S3 × (−T, T ) is∫
S3×(−T,T )
φdVg(f) = 2π
2
∫ T
−T
f(t)φ(t)dt, (4.9)
where 2π2 is the volume of g˜. In particular, the volume of g(f) is equal to 2π2
∫ T
−T
f(t)dt.
Therefore, using (4.4), we obtain
Vol(gm(R)) =
1
m
· 2π2
∫ T
−T
f(t)dt = 4
√
2π2
Arcsin(k)
m
,
which proves (4.8). We should be aware of the factor m appearing through the covering
map. The critical points of Y and E are constant scalar curvature metrics and Einstein
metrics, respectively, and we observe from (3.13) that gm(R) is not Einstein.
A slight modification to Theorem 5.1 of Bo¨hm, Wang, and Ziller [6] ensures the
existence of such an ǫ > 0. We remark that, according to de Lima, Piccione, and Zedda
[20], gm(R) is a unique constant scalar curvature metric in its conformal class up to
homothety.
We recall that a constant scalar curvature metric g on a closed 4-dimensional manifold
is stable with respect to Y if and only if its scalar curvature R and first eigenvalue λ1 > 0
of Laplacian satisfies λ1 ≥ R/3 (cf. [17]). Thus, for the last assertion, we have only
to estimate λ1 from above. For the record, we also derive a lower bound of the first
eigenvalue in what follows .
Since πm : (Σm, gm(R))→
(
CP
1, gˇ
)
is a Riemannian submersion with totally geodesic
fibers onto the Fubini-Study metric (Proposition 2.2), the first eigenvalues
λ1 = λ1 (Σm, gm(R)) , λˇ1 = λˇ1
(
CP
1, gˇ
)
= 8, λˆ1 = λˆ1
(
S2, f2(t)dθ2 + dt2
)
of the total space, base space, and fiber satisfy the following inequalities
min{8, λˆ1} ≤ λ1, λ1 ≤ 8 (4.10)
(cf. [7] for the first and [2] for the second). The second inequality of (4.10) completes
the proof of Proposition 4.3. On the other hand, Cheeger’s isoperimetric inequality [8]
and Hersch’s inequality [12] yield h2/4 ≤ λˆ1 ≤ 8π/a, where h and a are respectively the
isoperimetric constant and area of the S1-invariant metric f2(t)dθ2+ dt2. Furthermore,
results of Ritore´ [26] show, via Yau’s argument [30, p. 489], that the value h is attained
by a domain of area a/2 whose boundary is a nodoid of length 4T . We note that the
differential equation (4.1) and monotonicity of f in Lemma 4.1 imply that the Gaussian
curvature −f ′′/f of f2(t)dθ2+dt2 is monotone. Hence, h is equal to 8T/a. Since T and
a = 2π
∫ T
−T
f(t)dt can be written in terms of m and R (Lemma 4.2), we obtain
1
2π2
√
2m2 + β2
K2(k)
Arcsin2(k)
≤ λˆ1 ≤
√
2
Arcsin(k)
. (4.11)
Stability of some metrics gm(R) follows from inequalities (4.10) and (4.11). 
Proposition 4.4 (Behavior of quadratic curvature functionals). The Bt-functional at-
tains the following value
Bt (gm(R)) = 2π
2
m
(
72m2 +
6t+ 59
3
R2 − 272R + 960
)√
2Arcsin(k)− 4π2(19R − 120)
at gm(R). The metric gm(R) is not critical with respect to Bt-functional for each m ≥ 1,
each R ∈ R, and each t ∈ R.
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Proof. The first part follows from direct calculations using (3.2), (3.16), (4.9), and
Lemma 4.2. A Bt-flat metric, which is by definition a critical point of Bt-functional, is
either Bach flat or a constant scalar curvature metric whose Bach tensor B is a constant
multiple of its traceless Ricci tensor (cf. [10]). We have already observed that gm(R) is
not Bach flat, and it follows from equations (3.13) and (3.30) that the latter situation
does not occur neither. 
5. The Bach-flat equation
Equations (3.30) are precisely the system of ordinary differential equations describing
Bach-flat metrics satisfying conditions (I) and (II). We remark that, from the conformal
invariant property of Bach tensor and a Be´rard-Bergery’s result on cohomogeneity-one
Riemannian geometry [1, §7], it follows that these equations describe Bach-flat metrics
on Hirzebruch surfaces with 4-dimensional isometry group (a priori without any relation
to our fixed action U(2)/Γm y Σm).
We slightly simplify the system of ODEs. From the trace-free and divergence-free
conditions B1 +B2 + B3 +B4 = 0 and
d
dt
B4 =
f ′
f
(B3 −B4), we observe: For a strictly
positive C∞ function f : (−T, T )→ R satisfying boundary conditions (2.5), the follow-
ing statements (A) and (B) are equivalent. (A) f is a solution to the system of ODEs
(3.30). (B) f satisfies B4 = 0, and the regular point set {t ∈ [−T, T ] | f ′(t) 6= 0} of f is
open and dense in [−T, T ]. Therefore, the single ordinary differential equation B4 = 0
becomes of our interest. In view of this observation, we perform the change of variables
x = f2, y = (f ′)2 to transform the equation B4 = 0 into
4yy′′ − (y′)2 = 20y − 16x2 + 32x − 11. (5.1)
Here, y′ and y′′ represent the first and second derivatives of y with respect to x.
Such mathematicians as Be´rard-Bergery look for generalization of Page metric and
verify that there exists no Einstein metric on higher Hirzebruch surfaces Σm with 4-
dimensional isometry group (m ≥ 2). See [1] and [5, 9.K]. The author thinks it interest-
ing to consider the analogous problem for Bach-flat metrics. However, equation (5.1),
which does have movable essential singularities according to [15, XIV], is seemingly not
easy to solve3.
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Such functions do not define Bach-flat metrics on any Hirzebruch surface since neither 7/12 nor 7/53 is
an integer. Compare (4.2).
21
References
[1] Be´rard-Bergery, L.: Sur de nouvelles varie´te´s riemanniennes d’Einstein. Publications de l’Institut
E´lie Cartan, Nancy, (1982)
[2] Be´rard-Bergery, L., Bourguignon, J-P.: Laplacians and Riemannian submersions with totally geo-
desic fibres. Illinois J. Math. 26, no. 2, 181–200 (1982)
[3] Besse, A.L.: Manifolds all of whose geodesics are closed, Ergeb. Math. Grenzgeb. vol. 93. Springer,
Berlin-New York (1978)
[4] Besse, A.L.: Ge´ome´trie riemannienne en dimension 4, Papers from the Arthur Besse seminar held
at the Universite´ de Paris. Paris (1978/1979)
[5] Besse, A.L.: Einstein manifolds (reprint of the 1987 edition), Classics in Mathematics. Springer,
Berlin (2008)
[6] Bo¨hm, C., Wang, M., Ziller, W.: A variational approach for compact homogeneous Einstein man-
ifolds. Geom. Funct. Anal. 14, no. 4, 681–733 (2004)
[7] Bordoni, M.: Spectra of submersions. Contemporary geometry and related topics, 51–62. Univ.
Belgrade Fac. Math., Belgrade (2006)
[8] Cheeger, J.: A lower bound for the smallest eigenvalue of the Laplacian. In Problems in Analysis,
195–199. Princeton University Press, Princeton, NJ (1970)
[9] Derdzin´ski, A.: Self-dual Ka¨hler manifolds and Einstein manifolds of dimension four. Compos.
Math. 49, no. 3, 405–433 (1983)
[10] Gursky, M.J., Viaclovsky, J.A.: Critical metrics on connected sums of Einstein four-manifolds.
arXiv:1303.0827 (2013)
[11] Hermann, R.: A sufficient condition that a mapping of Riemannian manifolds be a fibre bundle.
Proc. Amer. Math. Soc. 11, 236–242 (1960)
[12] Hersch, J.: Quatre proprie´te´s isope´rime´triques de membranes sphe´riques homoge`nes. C. R. Acad.
Sci. Paris Se´r. A-B 270 (1970)
[13] Hirzebruch, F.: U¨ber eine Klasse von einfachzusammenha¨ngenden komplexen Mannigfaltigkeiten.
Math. Ann. 124, 77–86 (1951)
[14] Hwang, A.D., Simanca, S.R.: Extremal Ka¨hler metrics on Hirzebruch surfaces which are locally
conformally equivalent to Einstein metrics. Math. Ann. 309, no. 1, 97–106 (1997)
[15] Ince, E. L.: Ordinary Differential Equations. Dover Publications, New York (1944)
[16] Kazdan, J.L., Warner, F.W.: Curvature functions for open 2-manifolds. Ann. of Math. (2) 99,
203–219 (1974)
[17] Kobayashi, O.: Yamabe metrics and conformal transformations. Tohoku Math. J. (2) 44, no. 2,
251–258 (1992)
[18] Kobayashi, S.: Principal fibre bundles with the 1-dimensional toroidal group. Toˆhoku Math. J. (2)
8, 29–45 (1956)
[19] Lee, J.M.; Parker, T.H.: The Yamabe problem. Bull. Amer. Math. Soc. (N.S.) 17, no. 1, 37–91
(1987)
[20] de Lima, L.L., Piccione, P., Zedda, M.: A note on the uniqueness of solutions for the Yamabe
problem. Proc. Amer. Math. Soc. 140, no. 12, 4351–4357 (2012)
[21] Madsen, A.B., Pedersen, H., Poon, Y.S., Swann, A.: Compact Einstein-Weyl manifolds with large
symmetry group. Duke Math. J. 88, no. 3, 407–434 (1997)
[22] Marrero, J.C., Rocha, J.: Locally conformal Ka¨hler submersions. Geom. Dedicata 52, no. 3, 271–
289 (1994)
[23] Otoba, N.: New Examples of Riemannian Metrics with Constant Scalar Curvature. Master’s thesis,
Keio University (2012)
[24] Page, D.: A compact rotating gravitational instanton. Phys. Lett. B 79, Issue 3, 235–238 (1978)
[25] Petersen, P.: Riemannian geometry (second edition), Grad. Texts in Math. vol. 171. Springer, New
York (2006)
[26] Ritore´, M.: Constant geodesic curvature curves and isoperimetric domains in rotationally symmet-
ric surfaces. Comm. Anal. Geom. 9, no. 5, 1093–1138 (2001)
[27] Vaisman, I.: On locally conformal almost Ka¨hler manifolds. Israel J. Math. 24, no. 3-4, 338–351
(1976)
[28] Vilms, J.: Totally geodesic maps. J. Differential Geom. 4, 73–79 (1970)
[29] Watson, B.: Almost Hermitian submersions. J. Differential Geom. 11, no. 1, 147–165 (1976)
[30] Yau, S.T.: Isoperimetric constants and the first eigenvalue of a compact Riemannian manifold.
Ann. Sci. E´c. Norm. Supe´r. (4) 8, no. 4, 487–507 (1975)
E-mail address: otoba@math.keio.ac.jp
22
Keio University, 3-14-1 Hiyoshi, Kohoku-ku, Yokohama, Kanagawa 223-8522, Japan
