This paper evaluates the relative importance of country and firm-specific determinants of capital structure using a multilevel modelling approach. Annual data for 18,201 public and non-financial firms from 66 countries are analysed for the period 2000-2016. Variance decomposition analysis is employed in order to assess the relative importance of country and firm levels. Additionally, random intercept and random coefficient models are used to analyse direct and indirect effects of capital structure determinants. Our results showed that country and firm levels explain approximately 10% and 60% of the total variability in capital structures, respectively. This shows that managers assign a higher importance to the firm-level factors when making capital structure decisions. Also country-level variables affect leverage choices to a lower extent.
Introduction
Capital structure affects firm values because of market imperfections. Managers should find the optimal financing mix to maximize the firm value. In the empirical literature, the question of "how to find the optimal capital structure mix" has quickly evolved into "how to explain existing capital structure decisions". During the past decades, researchers have tried to answer the second question by investigating firm-specific factors (Frank and Goyal, 2009) . Studies on the country-level determinants have also increased in numbers in recent years (Booth et al., 2001; Giannetti, 2003; Bancel and Mitto, 2004; De Jong et al., 2008; Antoniou et al., 2008; Kayo and Kimura, 2011; Alves and Ferreira, 2011; Fan et al., 2012; Venanzi et al., 2014; Öztekin, 2015; Belkhir et al., 2016) . These studies investigate the relationship between the capital structure decisions of firms and financial, institutional and macroeconomic characteristics of countries. A few of them have also searched for a connection between the firm-specific and the country-specific determinants of leverage. 1 However, the most important level is yet to be decided in the literature. This study is an attempt to answer the question about the relative importance of firm and country-level determinants of capital structure. A multilevel analysis approach is employed in order to investigate the determinants of capital structure in a global context. In a recent study, Kayo and Kimura (2011) used a similar methodology to investigate capital structure determinants. They provide some evidence on the relative importance of firm-level factors over country-level factors. However, further research is required to confirm their findings.
A panel data set is used in this study. The panel data can be explained as a two-level hierarchical structure. The first level consist of time series observations. Cross-sectional units form the second-level over the first one (Snijders and Bosker, 1999) . Higher hierarchical levels can be created by grouping the cross sectional units. In our panel setting, the firstlevel is time series observations. They are nested in firms, which constitute the secondlevel. Moreover, firms are nested in countries to form the third-level.
Results show that more than half of the leverage variability comes from the firm-level. The country-level explains only 10% of the total leverage variability. In other words, when making capital structure decisions, managers seem to focus on the intrinsic characteristics of their firms. However, when firm-specific factors are equal, firms from the same country tend to have similar capital structures.
The rest of the paper is organized as follows. Section 2 contains a review of international empirical capital structure literature. The sample and estimation method are explained in Sections 3 and 4. Empirical results are given in Section 5 and lastly, a discussion of the results is given in Section 6.
Background
Following the pioneering study of Rajan and Zingales (1995) , a literature of the international capital structure determinants has quickly emerged. Large micro panel data sets of firmlevel data from multiple countries are frequently used in these studies. Some of them only focus on developed country firms (Antoniou et al., 2008; Bancel and Mitto, 2004; Giannetti, 2003) , while others use larger samples containing firms from both developing and developed countries (De Jong et al., 2008; Kayo and Kimura, 2011; Fan et al., 2012; Venanzi et al., 2014) . One study uses sample firms only from developing countries (Belkhir et al., 2016) .
Research methodology also varies between these studies. Some researchers use aggregate or one-year data to make a cross-sectional analysis (De Jong et al., 2008; Giannetti, 2003) while others prefer a panel data approach and employ methods such as the FE estimation (Booth et al., 2001) , the RE estimation (Alves and Ferreira, 2011) or the System GMM (Antoniou et al., 2008; Öztekin, 2015) . Moreover, two recent studies use the HLM (Kayo and Kimura, 2011) and the SEM methodologies (Venanzi et al., 2014) .
The traditional firm-specific determinants are found to be significant in multicountry studies. Also, country-level variability is observed in leverage ratios. Researchers investigate possible candidates of country-specific determinants. Financial and institutional characteristics and macro-economic variables of countries are investigated as determinants of leverage.
Previous literature indicates that capital structure is affected by the country effect. However, there is no consensus on the country-level factors affecting leverage (Venanzi, 2017) .
Moreover, deductions about relative importance of country-specific determinants with respect to firm-specific ones are not conclusive either. Thus, further research is required to clarify this issue.
Data Set
The sample data set consists of annual observations on 18,201 public and non-financial firms, including dead ones, from 66 countries. Firm-level data are extracted from the Compustat Global Database. All financial and negative shareholder equity firms are excluded. Our full sample period covers 17 years from 2000 to 2016. Three sub-samples for 2002-2006, 2007-2011 and 2012-2016 sub-periods are also created to segregate the effect of the global financial crisis on capital structure. The first sub-sample covers the pre-crisis years. The second sub-sample consists of the global financial crisis years. The last sub-sample spans the post-crisis years. Another classification is also employed based on the development level of the countries in order to investigate the relationship between economic development and capital structure.
The three-level hierarchical structure is based on the time, firm and country levels. The global company keys in the Compustat database and ISO country codes are used as identifiers for the firm and the country level, respectively.
The dependent variable is chosen as the book leverage in this study. Following Welch (2011) , the leverage ratio is measured as the proportion of the total debt to the total assets. The total debt is defined as the book value of short-term and long-term interest-bearing debt. The total assets represent the sum of current liabilities, long-term debt and stockholders' equity. Table 1 presents the descriptive statistics of the dependent variable.
The mean leverage ratios of the countries are within the range from 29% to 64%. The mean (median) leverage ratio of the developing countries is estimated as 44% (45%) while it is calculated as 49% (51%) for the developed countries. The mean (median) leverage ratio of all firms is estimated as 48% (49%), 47% (48%) and 45% (46%) during 2002-2006, 2007-2011 and 2012-2016 time periods, respectively. Firms in the developed countries have higher leverage ratios on average. Also, the average leverage ratio gradually decreases over time.
Following the above capital structure literature, profitability, asset tangibility, firm size, non-debt tax shield and current liquidity are used as the traditional firm-level capital structure determinants (Rajan and Zingales, 1995; Booth et al., 2001; Utrero-González, 2007; De Jong et al., 2008; Antoniou et al., 2008; Alves and Ferreira, 2011; Fan et al., 2012; Venanzi et al., 2014) .
Various country-specific variables such as the financial system orientation, the stock market development, the banking sector development, creditors' and shareholders' right protection, inflation rate, corruption index, real interest rate, lending interest rate, stock market turnover, legal origin, religion, geographic region and income group are tested as proxies for the country-level factors. Due to the high level of correlations between some of these variables, only proxies that best explain a factor are included in the model. Source: Author's calculation based on the sample data set. The financial system orientation is one of the most popular country-specific determinants in the literature. The ratio of domestic credit to private sector by banks to the GDP of a country is used to measure the development of that country's banking sector. Similarly, the ratio of stock market capitalization to the GDP is accepted as an indicator of the domestic stock market development. Furthermore, the approach used by Čihák et al. (2011) is employed for creating a new variable to describe the financial system orientation. It is the ratio of domestic credit to private sector by banks divided by the ratio of stock market capitalization. According to this approach, the greater the ratio the more bank-oriented the financial system.
Following La Porta et al. (1998) , the relationship between the institutional characteristics and leverage ratios is also investigated. Spamann (2010) re-estimated the anti-director rights index presented by La Porta et al. (1998) . Also, Djankov et al. (2009) devise a measure for the legal rights of creditors in 129 countries. In this study, shareholder and creditor right protection levels are measured using these two indices. In order to investigate the application of these rights, we also measure the countries' corruption levels. Following Fan et al. (2012) , we use the Corruption Perception Index as a proxy for the degree of corruption. Lastly, inflation rate is included in order to represent the countries' overall macroeconomic situation.
A developed country dummy is included in the model. It takes a value of 1 for developed countries and a value of 0 for developing countries according to the World Bank's classification. Lastly, 10 sector dummy variables, based on 2-digit GIC sector codes and time dummies are added in order to segregate sectoral variance and the effects of time shocks.
Methodology
Cross-sectional and time heterogeneity are problems frequently encountered by researchers working with panel data. In some panels, an extra heterogeneity may exist because of the clustered (hierarchical) structure. When a data set has a hierarchical structure, analysing it without considering that structure may result in unreliable estimates (Bryk and Raudenbush, 2002) . Multilevel linear models, which provide simultaneous analysis of within-level and across-level relationships, are employed for modelling the hierarchical data (Woltman et al., 2012) .
The multilevel models are discussed in the econometric literature under the title of Random Coefficients Model (RCM) beginning with Swamy (1970) . A RCM can be written as
where ξ k,it are the random effects, υ i are the fixed effects and u it are residuals with a zero mean and constant variance β i is the random intercept and β kit is the random coefficient.
It should be noted that the fixed parts of β i and β ki are the same for all groups. A simpler sub-class of RCM is called Random Intercept Model (RIM), where all coefficients are fixed except the intercept,
All of the models mentioned above are called two-level structures in the multilevel analysis. The simplest multilevel model is called the Variance Components Model (VCM) (Goldstein, 2011) . A two-level VCM can be specified as,
In this study, we start with the VCM model and extend it to the RIM and the RCM. Our data set has as a three-level hierarchy where the time, firm and country are identifiers of the first, second and third levels, respectively. A bottom-up approach is employed for the model design (Hox, 2010) .
The maximum likelihood (ML) estimator is used in the model estimation. The maximum likelihood estimation maximizes the likelihood function with either the full maximum likelihood (FML) method or the restricted maximum likelihood (REML) method. The FML is preferred over the REML when the focus of attention is on the fixed effects (West et al., 2014) . Since the fixed effects of capital structure determinants on leverage are investigated in this study, the FML method is more suitable for our case.
The ML methods are asymptotic; the large-sample properties of the data set affect the unbiasedness of the estimates. Coefficients and their standard error estimates will be more accurate when the sample size is increased in all levels (Hox, 2010) . The sample size at the highest level is very important for the multilevel analysis (Maas and Hox, 2005) . A general rule of thumb is to have at least 50 groups at this level (Bryan and Jenkins, 2016; Raudenbush and Bryk, 2002; Maas and Hox, 2005) . If the number of groups at the highest level is not large enough, the statistical inferences may not be robust for unbalanced data (Raudenbush and Bryk, 2002) . In this study, the highest level consists of 66 countries. However, the panel data are unbalanced. Thence, as recommended in Raudenbush and Bryk (2002) both the asymptotic standard errors and the robust standard errors are estimated and are compared as a diagnostic check. According to a simulation study conducted by Maas and Hox (2005) , both the regression coefficients and variance components are not biased for a sample of 50 groups. The estimated asymptotic standard errors of the regression coefficients are also accurate. However, the standard errors of the highest-level variances are downward-biased to a small degree. In this study, the inferences are mainly limited to the fixed effects.
Analysis
Since panel data sets have both time series and cross-sectional dimensions, unit root properties of the variables must be investigated before the model building process. As a rule of thumb, if T > 10 for a panel data set, the stationarity is an issue worth investigating. In this study, the time dimension is 17 years for panels with no missing observations. Panel unit-root tests can be classified as the first and second generations. The first generation of tests assumes cross-sectional independence. On the other hand, the second generation of tests can deal with the cross correlations between the panel units.
In this study, the cross-sectional dependence is tested using a CD test as described in Pesaran (2004) and Pesaran (2015) . The results indicate a strong cross-sectional dependence. The multilevel analysis method can handle the cross-sectional dependency problem. However, the unbalanced structure of the data set makes it impossible to apply either the Pesaran CIPS test or any other second-generation test (Pesaran, 2007) . Since the data set is highly unbalanced, imputation of the missing values is not preferred. As an inefficient and partial solution, a first-generation test (Maddala and Wu, 1999 ) is used to test the stationarity of the difference of observations from their time averages. The results of this test reveal no unit root property for any of the variables in the model. Thence, all the variables are used at their levels.
Variance Components Analysis
In this study, we estimate the following VCM:
where y ijkl is the leverage ratio at the year i of the firm j in the country k in this multilevel model without covariates. It is a linear function of the grand mean of the sample (β 0 ) and the three error terms. ν k is specific to the country k but constant across firms within the country k and over time. u jk is specific to each firm j in the country k but constant over time. Lastly, e ijk is the random error term that represents the variance of the leverage ratio over time for the firm j in the country k. It is assumed that all error terms are normally distributed with a zero mean and constant variance. The results are shown in Table 2 . Interclass correlation coefficients (ICCs) are estimated as 9%, 61% and 30% for country, firm and time levels, respectively. They show the importance of country-specific factors and prove the necessity of using a multilevel structure. Similar estimations are obtained for all sub-samples. Sub-sample results reveal two interesting findings: firstly, the country-level variability is 9% in all the subperiods and secondly, the variability caused by the firm level increases over time. Results for the developing and developed country sub-samples are given in the last two columns. Both the country and firm effects are more important in the developed countries. Besides, leverage ratios of firms in the developing countries are more prone to change over time. The firm level accounts for more than half of the variability in all the samples. This finding reveals the importance of firm-level factors as determinants of capital structure. Note: Table shows the results of the variance components analysis for the full data set and all the subsamples. The grand mean estimations of the samples are given in the first part of the table. Variance components of each hierarchical level of the data are shown in the second part. Lastly, the third part provides interclass correlation coefficients for each level. Asymptotic standard errors are presented in parentheses.
Source: Author's estimation based on the sample data set. Figure 1 shows the divergence of the predicted country effect from the mean country effect for each country. The confidence intervals for the countries do not overlap and the lengths of confidence intervals do not vary across countries except for a few. The widths of the confidence intervals depend on the standard errors of the residual estimates, which is inversely related to the sample size. Thence, countries with fewer firms have wider ranges. The confidence intervals for 34 countries do not include zero. The leverage ratios for these countries show statistically significant differences from the overall mean of the sample.
The normal distribution of the random effects at all levels is an assumption of the linear mixed model. This assumption is necessary for the significance tests. According to the simulation study reported by Maas and Hox (2004) , if the normality assumption of the highestlevel error term is satisfied, then both the coefficient estimates and the standard errors are said to be reliable. A suggested method to test this assumption is to check whether there is a great difference between the magnitudes of the asymptotic and the robust (Huber/White) standard errors (Raudenbush and Bryk, 2002) . A huge discrepancy between these two error estimates indicates the possibility of model misspecification and/or violation of model assumptions (Hox, 2010) . Both the asymptotic and the robust (Huber/White) standard errors are estimated in order to detect any violation of the normality assumption in this study. These two error estimates are found to be very close to each other. Thence, it has been concluded that the normality assumption is valid. Only the asymptotic standard errors are reported below.
Source: Author's creation based on the sample data set.
Figure 1 | Predicted Empirical Bayesian Estimates of Country Effects
Predicted country random intercept with 95% CI -0. 
Random Intercept Model
The Random Intercept Model (RIM) is obtained by including explanatory variables in the VCM model. In this model, it is assumed that the slopes of explanatory variables are constant (same for all clusters). It can be written as:
where y ijk is the leverage ratio in the year i of the firm j in the country k. x n,ijk is the nth firm-specific explanatory variable of the year i of the firm j in the country k. The firmspecific explanatory variables included in the model are profitability, tangibility, firm size, non-debt tax shield, and current liquidity. Two sets of country-specific predictors are used in the model. Variables in the first set change between countries and across time. z m,ik is the mth country-specific explanatory variable in the year i of the country k. Inflation, financial system, banking sector development and stock market development are predictors that belong to this set. Country-specific variables in the second set change between countries but they are constant across time. w p,k is the p-th country-specific explanatory variable of the country k. The corruption index, shareholder right protection, creditor right protection and the developed country dummy are the explanatory variables that belong to the second set. The sector and time dummies are also included in the model in order to capture the effects of the sectoral factors and the macroeconomic shocks in a given year. The model results are shown in Table 3 . The first three columns of the table give the results for the full data set, developing country and developed country subsamples, respectively. The results of the three sub-samples based on time are presented in the last three columns. In general, the findings about direct firm effects are consistent with those of the mainstream literature. A significant and negative relationship between the leverage and the profitability can be seen in all the columns of Table 3 . This inverse relation is consistent with the predictions of pecking order theory of debt (Myers and Majluf, 1984) . Information asymmetry problems between managers and creditors cause firms to use debt only when retained earnings are insufficient to satisfy their financing needs.
The firm size is found to have a significant and positive relationship with the leverage ratio. This finding supports the view that large firms are less prone to suffer from the asymmetric information problems on the debt market. Since the risk premium becomes lower for these firms, they can find cheaper funding from creditors. A positive relationship between asset tangibility and leverage is also found for all the samples except those from developing countries. Again, this result is consistent with the trade-off theory. Since the fixed assets can be liquidated at their fair value in the case of a bankruptcy, creditors accept them as collaterals. Thus, firms with more tangible assets can borrow at lower costs on the debt market (Frank and Goyal, 2008) . Similarly, the agency costs of debt are also lower for firms with higher asset tangibility (Rajan and Zingales, 1995; Cheng and Shiu, 2007) . Unlike some of the previous literature (Antoniou et al., 2008; Venanzi et al., 2014) , a positive relationship between the non-debt tax shield and the leverage ratio is documented for all the samples except developing countries and the 2012-2016 sub-sample. This result indicates that the non-debt tax shield is a proxy for the solidity against the asymmetric information problems. A negative and significant relationship between the current liquidity and the leverage ratio is observed except in the 2012-2016 sub-sample. Both the developing and the developed countries show the same significant and negative effect. This result may indicate an asset-liability mismatch in the firm balance sheets.
Both the banking sector and the stock market development variables have statistically insignificant coefficients for almost all the columns of Table 3 . The banking sector development is found to have a negative effect in the developing countries sample and the 2012-2016 sub-sample. A positive and significant relation with the leverage ratio and the stock market development is noticed in the full sample. However, the magnitude of the coefficients is almost zero for these variables. Thus, they do not have financial significance. On the other hand, the financial system variable has a statistically and financially significant positive coefficient for all the samples. Therefore, it can be concluded that the leverage ratios are higher in countries with more developed banking sectors compared to stock markets. This finding is not affected from the economic development level.
Two institutional variables -creditor right protection and shareholder right protection -do not have statistically significant coefficients for any of the samples. Similarly, there is no significant relationship between the corruption index and the leverage ratio.
Inflation has a significant and negative coefficient for the full sample, the developing countries' sample, and the pre-crisis and post-crisis sub-samples. However, the relationship loses its significance for the developed countries' sample.
Lastly, the developed country dummy has a statistically significant and positive coefficient for the full sample and for all the sub-samples. Firms in the developed countries prefer more debt financing compared to firms in the developing countries.
The time and the sector dummies both have meaningful coefficients. However, almost all the time dummies lose their significance in the developing country sample. Moreover, some sector dummies are also found to have statistically significant coefficients. This finding is in accordance with previous studies which found the existence of a sector effect on the leverage (Antoniou et al., 2008; Kayo and Kimura, 2011). 
Random Coefficient Model
Effects of the firm-specific determinants may change from country to country. In this part of the study, we analyse these indirect effects of country characteristics on the firm-specific variables. Slopes of firm-level variables are assumed to be random and influenced by country--specific variables. The Random Coefficients Model (RCM) is obtained by adding random slopes for the firm-level variables to the RIM model. The new model can be written as: Note: The fixed coefficients can be seen in the first part of the table. The random effects are given in the second part. The asymptotic standard errors are presented within parentheses. *, ** and *** indicates the significance at 5%, 1% and 0.1%, respectively.
Here, we have multiple random effects for the country level. ν 0k is the mean country effect and ν 1n,k is the random part of the slope of the firm-level variable n for the country k. Table 4 gives the fixed and the random parameter estimates for this model.
With the random coefficients, some trivial changes in the magnitudes and significances of firm-level variables are observed. Notably, current liability loses its significance except in the 2007-2011 sub-sample. Asset tangibility and the non-debt tax shield are insignificant in the 2002-2006 sub-sample. Even though the developing country dummy is insignificant for all the columns of Table 4 , the results obtained for the country-specific variables do not change to a great extent. Just like the RIM model, the time and sector dummies both have meaningful coefficients. The results of the RCM model should be taken with caution since the simulation studies in the literature have shown that the standard errors of the random effects are downward-biased when the highest-level group size is small and the data set is unbalanced (Maas and Hox, 2005 ).
Conclusion
In this study, the relative importance of the country and firm-level capital structure determinants is assessed using a multilevel modelling approach. The firm level accounts for 61% percent of the leverage variability. This finding is in accordance with the previous literature and implies the important role of firm-specific factors in capital structure decisions. On the other hand, only 9% of the total variability is explained by country-specific factors.
The international capital structure literature places a great emphasis on country-specific differences in capital structures. However, the empirical results show that publicly traded firms with similar firm-specific characteristics such as profitability, tangibility and size tend to have similar leverage ratios irrespective of the country in which they operate. Therefore, it can be argued that the emphasis should be on the firm-level determinants in future research. The country's economic development level is found to have a considerable effect on capital structure decisions. The leverage ratios are higher in the developing countries. Moreover, firms operating in countries with a more developed banking sector compared to the stock market prefer more debt financing. Also, inflation reduces the use of debt.
It should be noted that only public firms are included in the sample. Thus, the results do not reflect capital structure decisions of unlisted firms. Country-specific factors may be far more effective in their case.
