Abstract-Cognitive acoustic (CA) is emerging as a promising technique for environment-friendly and spectrum-efficient underwater communications. Due to the unique features of underwater acoustic networks (UANs), traditional spectrum management systems designed for cognitive radio (CR) need an overhaul to work efficiently in underwater environments. In this paper, we propose a receiver-initiated spectrum management (RISM) system for underwater cognitive acoustic networks (UCANs). RISM seeks to improve the performance of UCANs through a collaboration of physical layer and medium access control (MAC) layer. It aims to provide efficient spectrum utilization and data transmissions with a small collision probability for CA nodes, while avoiding harmful interference with both "natural acoustic systems", such as marine mammals, and "artificial acoustic systems", like sonars and other UCANs. In addition, to solve the unique challenge of deciding when receivers start to retrieve data from their neighbors, we propose to use a traffic predictor on each receiver to forecast the traffic loads on surrounding nodes. This allows each receiver to dynamically adjust its polling frequency according to the variation of a network traffic. Simulation results show that the performance of RISM with smart polling scheme outperforms the conventional sender-initiated approach in terms of throughput, hop-by-hop delay, and energy efficiency.
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INTRODUCTION
O CEAN environment, where multiple networks coexist, usually features high competition for acoustic spectrum among different users, such as sonars, acoustic nodes and marine animals. Meanwhile, available communication frequencies in oceans are quite limited, due to the severe frequency dependent attenuation and narrowband response of acoustic transducers [1] . Therefore, the spectrum is a scarce resource for underwater acoustic systems.
In recent years, underwater cognitive acoustic network (UCAN) is advocated as a promising technique to achieve the environment-friendly and spectrum-efficient transmission over acoustic channel [1] , [2] , [3] . Similar to cognitive radio (CR), nodes in UCAN are allowed to intelligently detect whether any portion of the acoustic spectrum is vacant, and correspondingly change their transmission frequencies, power or other operating parameters to temporarily use the idle frequency for communications without interfering other acoustic systems.
There have been many spectrum management systems proposed for cognitive radio networks [4] , [5] , [6] , [7] , [8] , [9] , [10] , [11] , which commonly consist of three components, i.e., the spectrum sensing, the spectrum sharing and the spectrum decision. Spectrum management for CRs has been a well-explored research topic. However, existing systems may work inefficiently in a UCAN due to the unique features of acoustic communications, such as the long propagation delay, the narrow band response of transducer and the existence of marine animals.
In [12] , the authors introduced a new delay induced hidden terminal problem in underwater multichannel networks, which is referred to as the long-delay hidden terminal. This unique problem is caused by the long propagation delay of acoustic signal in water and will result in data collisions if not well addressed. The studies in [1] demonstrated that the narrow bandwidth of acoustic transducers and the severe frequency-dependent attenuation of acoustic signals could limit the available bandwidth for UCAN to dozens of kilohertz or even less. The authors also analyzed the impact of marine animals as primary users on UCANs. Particularly, unlike a CR network, where signals are mainly created by man-made devices and have certain predictable patterns, UCANs may need to share acoustic channels with marine animals. There are limited understandings on the signal pattern of marine mammals, which poses grand challenges on the spectrum sensing and spectrum decision mechanisms.
In order to tackle the aforementioned challenges in UCANs, we propose a receiver-initiated spectrum management (RISM) system, which allows acoustic nodes to efficiently and friendly share the precious spectrum resource with both "natural acoustic systems" and "artificial acoustic systems". In RISM, the intended receiver first schedules a sensing pattern, i.e., which frequencies senders should work on, for its neighboring senders. Thereafter, by collecting local sensing results from its neighbors, a receiver will have a global picture of the spectrum usage. Finally, for high throughput and low delay purposes, the receiver assigns vacant frequencies and optimal transmission power for its surrounding senders based on the spectrum sensing results and the quality of acoustic links. The main contributions of our work are summarized as follows:
We propose a receiver-initiated spectrum management system, RISM, tailored to static UCANs. RISM can work in non-synchronized underwater networks without a dedicated control center (e.g., base station, access point or fusion center), which makes RISM broad applications in real sea. RISM is a "semi-centralized" system, where receivers run as "semi-center" collecting local sensing results and performing channel allocation for surrounding senders for efficient and reliable data communications. Control packets, which are used for the negotiation among cognitive acoustic (CA) nodes to avoid collisions, could be easily shared by the collaborative spectrum sensing and resource (channel and power) allocation without generating extra traffic loads. To solve the when-to-poll problem in the receiverinitiated system, we propose a smart polling scheme. With the assistance of the traffic predictor, each receiver could estimate the traffic loads of its neighboring senders, thereby adapting its polling frequency to the variation of network traffic. This scheme further improves the network performance in terms of throughput and delivery delay. The rest of paper is organized as follows. In Section 2, we introduce the related work of spectrum management in cognitive radios. In Section 3, we describe the proposed spectrum sharing scheme and discuss how it schedules the control messages. Section 4 presents the collaborative spectrum sensing scheme and briefly introduces a solution for marine mammal detection. After that, we discuss the joint channel and power allocation algorithm in Section 5. In order to assist a receiver to poll senders adaptively, we propose a traffic prediction based smart polling strategy in Section 6. We evaluate the performance of RISM in Section 7 and conclude the paper in Section 8.
RELATED WORK
A spectrum management system generally consists of three key components, including the spectrum sensing, spectrum sharing and spectrum decision. The spectrum sensing aims to detect the presence of PUs in a reliable manner and to maximize the spectrum access opportunity of cognitive nodes. The spectrum sharing scheme is to handle the selfcoexistence of cognitive nodes and eliminate the data collisions. The goal of a spectrum decision algorithm is to allocate the frequencies and transmission power properly to improve the resource utilization.
In the past decade, various spectrum management systems have been proposed for CR networks. The authors in [9] propose a protocol called cognitive medium access control (C-MAC) for distributed CR networks. Each channel in C-MAC is divided into recurring superframes, each of which consists of a slotted beaconing period (BP) and a data transfer period (DTP). A node transmits a beacon in the designated beacon slot for multi-channel rendezvous and collision avoidance, and sends the data in DTP.
In order to increase the spectrum opportunities while minimizing the average time taken to sense the spectrum, an advanced spectrum sensing scheme is proposed in [8] . In this method, each node has two different sensing patterns: the reactive sensing and the proactive sensing. Nodes in the proactive sensing mode detect different channels periodically, and the idle channels will be added to the idle channel list for switching. Once the current channel is occupied by PUs and there is out of an available channel in the idle channel list, the reactive sensing mode will be triggered for an opportunistic spectrum access. The authors in [10] explore the method to optimize the spectrum sensing time based on the traffic rate of the cognitive network.
The cooperative spectrum sensing is highly advocated to further improve the sensing accuracy and efficiency. In [7] , a dynamic frequency hopping communication (DFHC) scheme is proposed for centralized spectrum management. In this scheme, each CR node is supposed to work on two separate sub-channels simultaneously. During the data transmission on one frequency band, the node could sense the other intended channel in parallel. All cognitive nodes in DFHC need to upload the sensing results to a leader, while the leader will calculate the hopping patterns for the cognitive nodes. The authors in [11] propose a multi-channel MAC for CR (MMAC-CR). MMAC-CR consists of two phases: an ad hoc traffic indication message (ATIM) phase and a data phase. The ATIM phase is designed for synchronization, fast scan spectrum sensing and channel competition for the following data phase, i.e., channel rendezvous. Cognitive nodes exchange scan results to perform cooperative sensing. In the data phase, nodes that are assigned the same channel compete for the channel access using traditional handshake approach similar to IEEE 802.11.
In most of the aforementioned approaches, senders initiate the negotiation for spectrum competition. The spectrum sensing, spectrum sharing, and spectrum decision are designed and optimized separately, and use individual control packets on each component. The overhead issue for the whole system, however, is usually overlooked, especially when taking into account the long propagation delay, the long preamble and the bandwidth constraints in acoustic communications [13] . This promotes us to design a new receiver-initiated spectrum management system, RISM, for UCANs.
Compared with sender-initiated systems, we could obtain several benefits by starting a handshake process at the receiver. Specifically, each receiver in RISM could run as a "semi-center" collecting local sensing information from neighboring nodes for a reliable primary user (PU) detection, and performing joint channel and power allocation for surrounding senders. Therefore, the spectrum sensing mechanism, the spectrum sharing scheme, and the spectrum decision algorithm could be considered as a whole in the new system. In addition, the control packets are shared amongst different components, thereby significantly reducing the overhead traffic and improving the channel utilization.
RECEIVER-INITIATED SPECTRUM SHARING
We first introduce the receiver-initiated spectrum sharing (RISS) scheme, the backbone of RISM. In RISS, a handshake process is initiated at the receiver side to negotiate the vacant spectrum sharing.
Description of RISS
In RISS, a node needs to know the propagation delay to its neighbors, which could be measured at the initialization stage of a network through the classic two-way handshake approach that has been tested in the sea experiment [14] . Furthermore, we assume that there is a common control channel (CCC), which is physically separated from the inband data channel, as it is widely accepted in cognitive networks [15] . RISS involves six phases, as shown in Fig. 1 .
Phase 1. The receiver, which intends to collect data, sends out a request-to-receive (RTR) packet to its neighbors to start a handshake process. Here, the RTR message has three functions: (a) to help the receiver request data from neighborhoods, (b) to arrange the transmissions of available-tosend (ATS) packets from neighboring senders, and (c) to schedule the spectrum sensing pattern for senders.
Phase 2. The invited senders, which have data for the receiver, will first sense the frequency as arranged and respond with ATS messages to establish connections with the receiver. In order to avoid collisions among ATS packets, senders transmit ATS following the schedule ordered in RTR. Here, the ATS has four functions: (a) to establish a connection with the receiver, (b) to inform the receiver of its number of data packets to send, (c) to notify the receiver about the spectrum usage of other cognitive users for collision avoidance, which will be introduced in Section 5.2, and (d) to upload the local sensing result for a collaborative PU detection.
Phase 3. After ATS packet reception, the receiver aggregates local sensing outcomes from its neighboring senders for the final spectrum decision. Then it broadcasts an ORDER packet, which includes information about the frequency allocation and the transmission power assignment for its neighbors.
Phase 4. If a sender successfully receives the ORDER message, it extracts its own schedule information and broadcasts this information through a REPEAT packet to its neighborhood. This process is to avoid a data collision with other receivers, which will be discussed in Section 5.2.
Phase 5. After the transmission of REPEAT, each sender sends out its DATA packet at the scheduled time according to the ORDER message it received in Phase 3.
Phase 6. Finally, for the purpose of reliable transmission, the receiver replies a common acknowledgment (ACK) to all senders after the data reception.
Here, RTR, ATS, ORDER, REPEAT and ACK are all control packets and thus, share the CCC. From the above description, it is easy to obtain that though there are six phases in RISS, each round of negotiation allows multiple senders to reserve the channel. In addition, the receiver in RISS can effectively work as a fusion center to schedule the sensing pattern and to collect local sensing results for collaborative PU detections, and it could also play a role as the control center to arrange the data transmission of its surrounding senders. This is why we call RISM as a "semi-centralized" system.
Scheduling of ATS Transmission
As introduced in Phase 1 in Fig. 1 , each receiver in RISS needs to schedule the transmission of ATS messages for its neighbors. In order to avoid ATS collisions, the arriving time of ATS packets from different senders to a common receiver should be staggered. Moreover, a minimal ATS reception time is preferred to reduce the overhead on handshakes and to improve the utilization of control channel. Now, let r, s i and t i denote the receiver, sender i , and the propagation delay between r and s i , respectively. S L is the set of s i , where L is the size of S L . Assume at t 0 , a receiver transmits an RTR packet, and then receives ATS i from s i at the receiver's local time t i , where i 2 f1; . . . ; Lg. The transmission time of RTR and ATS are denoted by T RTR and T ATS , respectively. Let w i represent the time difference between the RTR reception and the ATS i transmission on s i .
The receiver needs to calculate w i for each sender to minimize the total time for all ATS receptions while avoiding collisions among ATS messages. In Fig. 2 , we use three senders as an example to show the optimal scheduling for ATS transmissions.
According to the propagation delay between the receiver and the sender i, we have
Then, we sort senders in S L by the propagation delay in an ascending order. Let T m be the local time that the last ATS packet arriving at the receiver, i.e., T m ¼ maxft i g, i 2 f1; . . . ; Lg. Now, optimizing the total reception time of all ATS packets is equivalent to minimizing T m . Suppose ATS i is the lth of L ATS packets arriving at the receiver, then (1) can be written as:
Note that w i ! 0, so from (2) we have
From (3) we observe that in order to minimize T m , the order of ATS reception should follow the order of senders in S L . More specifically, an ATS packet from a sender with a larger propagation delay (larger t) should come after the one from a closer sender (smaller t), and vice versa. Therefore, let l ¼ i and we have the minimum T m is
Finally, the receiver calculates t i by t i ¼ T m À ðL À iÞT ATS for each sender, and then attaches the scheduled time ½t 0 ; t 1 ; . . . ; t L and the MAC addresses of corresponding senders on an RTR packet. After the RTR reception, sender s i delays for w i ¼ t i Àt 0 À 2t i before replying its ATS.
From above descriptions we have that at the sender side, the wait time, w i , before an ATS transmission depends on the time difference, t i À t 0 . Therefore, the knowledge of receiver's local time is not necessary at the sender side, which allows the above ATS scheduling to operate in a nonsynchronized UCAN.
SPECTRUM SENSING
Generally speaking, a CA node may not be able to sense all frequencies in one sensing period, since a full-band spectrum sensing is not only energy and time inefficient, but also hardware demanding, which make it impractical for battery-powered underwater equipment. Thereafter, we consider the scenario that each CA node could only sense one or several subset frequency bands in one sensing period. In this section, we elaborate how nodes in a UCAN detect signals from PUs and perform collaborative spectrum sensing in an RISM system.
Spectrum Usage Realization
In an asynchronous UCAN, when a node is sensing the spectrum, other senders may be transmitting on the same channel, which will interfere with the sensing process. Nodes in RISM are thus required to distinguish signals of PUs from that of CA nodes. Here, we advocate cyclostationary based spectrum sensing approaches to achieve this goal.
Different man-made communication signals naturally have cyclostationary features at different cyclic frequencies [16] . By recognizing the cyclostationary pattern during spectrum sensing, CA nodes can distinguish between received signals from different systems.
However, one objective of UCANs is to share the acoustic spectrum with marine animals in an environment-friendly manner. Hence, PU in oceans may involve not only "artificial acoustic systems", like UANs and sonars, but also "natural acoustic systems", such as whales and dolphins. One important question coming up is that whether signals from "natural acoustic systems" and from CA nodes can be told apart by applying a cyclostationary based sensing technique. Here, we compare the cyclostationary based time-smoothed cyclic cross periodogram [17] , S a x ½k;
1 of different acoustic signals in Fig. 3 . The results may help us to answer this question. Moreover, it is easy to observe the obvious differences among cyclostationary patterns of different signals, which could be used in RISM for local spectrum sensing.
Collaborative Spectrum Sensing
After local sensing, senders transmit their sensed outcomes to the receiver via ATS packets. The receiver fuses these local results together for a collaborative PU detection. An example of a cyclostationary based collaborative spectrum sensing, which is well supported by the RISM system, could be found in [18] .
In order to maximize the channel access opportunities while preventing intrusions to PUs, it is important to design an efficient sensing pattern [4] . Owing to the "semicentralized" feature of an RISM system, the receiver could choose different sensing patterns to achieve varied goals:
(a) Maximize the spectrum access opportunity. In order to maximize the probability to discover vacant spectrum, senders in this pattern are assigned to detect different frequency bands for increasing the sensing coverage. (b) Maximize the sensing accuracy. To overcome the fading and shadowing effects, a collaborative sensing strategy could be exploited for a reliable PU detection. Multiple senders, in this case, are arranged to sense the same frequencies. (c) Hybrid spectrum sensing. This sensing pattern is a trade-off between maximizing the channel access opportunity and maximizing the sensing accuracy. Neighboring senders in this pattern are divided into multiple groups. Different groups take charge of different subsets of frequencies while senders in the same group sense the same frequency. Depending on varied requirements, RISM system could easily support all above sensing patterns by leveraging its "semi-centralized" structure. More specifically, as a control center, the receiver schedules the sensing pattern for its neighbors through an RTR message, and then collects and fuses local sensing results from neighboring nodes through ATS packets.
SPECTRUM DECISION
When assigning vacant frequencies for communication, receivers need to schedule the data transmission for its intended senders carefully to avoid potential collisions. In addition, CA nodes in an underwater environment usually experience severe frequency selective fading. However, a frequency which appears in deep fading to a node may be of good quality for other nodes. Therefore, a receiver should
where a, D, M, W ½k and X l ½k are the cyclic frequency, the number of windows, the number of samples, the smoothing spectrum window and the Fourier transform of the sensed signal x½n, respectively. dynamically allocate the frequency and power to senders based on their channel situations. In this section, we introduce how to take advantage of a dedicated collision avoidance mechanism with a dynamic spectrum decision algorithm to achieve the aforementioned goals.
Channel Model
In this paper, we use the following multi-channel model. Each CA node has a single half-duplex acoustic transducer, which can switch to different channels for either transmission or reception. Let N and K be the number of available data channels and the amount of surrounding senders, which have replied ATS for data transmission, respectively. Let t represent a local time of the receiver.
The frequency allocation matrix at time t is represented as A t , where each entry a t nk 2 f0; 1g. If channel n is assigned to node k, then we set a t nk ¼ 1, otherwise a t nk ¼ 0. The transmission power and data transmission rate of sender k on channel n is denoted by p t nk and R t nk , respectively, which will be jointly allocated by the receiver. Let P k denote the total transmission power assigned to sender k.
In a communication system, if the instantaneous channel state information (CSI) is available, the receiver could schedule sender k to transmit at the maximum rate R t nk ¼ C t nk . Here, C t nk is the channel capacity of node k on channel n at time t, which is expressed as
where h t nk is the instantaneous channel gain between sender k and the receiver on channel n, B n is the bandwidth of channel n, and N 0 is the noise spectral density.
However, the real-time channel gain is usually unavailable in UCANs due to the long propagation delay and the high dynamic of underwater channel. Therefore, we use the outage probability, 2 which only requires the statistical knowledge of h t nk , to calculate the channel capacity. The statistical information of h t nk is stable and easy to get in underwater communications [1] .
Depending on the quality of service (QoS) requirement, the packet loss ratio between sender k and the receiver on channel n should be equal to or less than a predetermined outage probability b nk . That is
Now, let fðjh t nk j 2 Þ represent the probability distribution function (PDF) of jh t nk j 2 . Depending on the real deployment of a network and the certain ocean environment, the channel gain could be modeled as Rayleigh distribution [20] , Kdistribution [21] or Rice distribution [22] . RISM system is generic to arbitrary channel models. In this paper, we use Rayleigh distribution as an example to show how the proposed spectrum decision mechanism works. 2. If one packet is transmitted with spectral efficiency SðrÞ (in bit/ sec/Hz) and SNR r, the probability that this packet will be correctly decoded is 1Àb, i.e., P e ðr; SðrÞÞ ¼ b. Then P e ðr; SðrÞÞ is called as the outage probability [19] .
Assume that jh t nk j follows Rayleigh distribution, then fðjh t nk j 2 Þ is an exponential distribution with mean value nk .
Substituting (5) into (6) 
which will be used for the spectrum decision in Section 5.3.
Collision Avoidance in Channel Allocation
In UCANs, multiple CA nodes may need to share a limited number of vacant frequency bands. When assigning frequencies to neighboring senders, a receiver in RISM should take into account the sending and receiving activities of the nodes within its two hops to mitigate the hidden terminal problem.
Here, we introduce a collision avoidance matrix, which will be later used in the spectrum decision algorithm. We define C t to be the collision avoidance matrix, with each entry c t nk 2 f0; 1g. Here, c t nk ¼ 1 indicates that the channel n is not available for sender k at the receiver's local time t. If any DATA packet of sender k is arranged to transmit on this channel at time t, collisions would happen. Let t k be the propagation delay between the sender and the receiver k. Next, we present how to calculate the value of each entry in C t based on three constraints. Packet forwarding constraint. As described in Section 3.1, a sender needs to broadcast a REPEAT packet before its DATA transmission. Therefore, when scheduling the sending time of DATA packet for a transmitter, the receiver should leave enough time to this sender for its REPEAT packet transmission. Let t 0 be the local time when a receiver sends out an ORDER packet. Denote the transmission time of ORDER packet and REPEAT packet by T ORDER and T REPEAT , respectively. Then, we have c
Transmission constraint. When a receiver schedules a DATA transmission for an intended sender, it should prevent intrusions to other receivers' receptions. As shown in Fig. 4 , receiver r 2 is planing to collect DATA from sender s, where s is in the communication range of both r 1 and r 2 , but r 1 and r 2 cannot hear from each other. The receiver r 1 reserved channel n from its local time t a to t b to receive data from neighboring senders (not s). In order to avoid interference to r 1 , s cannot transmit on channel n from its local time t Senders in RISM need to inform the receiver of their transmission constraints by following the steps below. Reception constraint. When arranging a data reception, the receiver should guarantee that it will not be interfered by neighboring senders' transmissions. As shown in Fig. 5 , receiver r 1 has scheduled to receive data from sender s on channel n from its local time t a to t b and announced the arrangement through ORDER 1 . When the sender receives ORDER 1 , it transfers the time stamps (t 0 , t a and t b ) to its local time (t From the above descriptions, we observe that the calculation of entries in C t is completely based on the local time of the receiver, which does not necessitate the absolute time of neighboring users. Therefore, it can work in a non-synchronized UCAN.
Joint Channel and Power Assignment
Recall that from the collaborative spectrum sensing, each receiver obtains the identifications (IDs) of vacant channels. In this section, we introduce how to jointly allocate channel and power to maximize the spectrum utilization.
In RISM, senders inform the receiver, through ATS messages, of how many data packets to be sent out. Different nodes may have varied sending requests in each transmission. Now, let Q and T r denote the total bits of data a receiver will receive and the time spent on receiving these data, respectively. Then, we have
where R t nk is the assigned data rate to sender k on channel n at time t.
We aim to minimize T r in (8), which is equivalent to maximizing
as Q is fixed. Therefore, we formulate the joint power and frequency allocation as the following optimization problem: Fig. 4 . When receiver r 2 schedules a data transmission for its intended sender s, it should prevent intrusions to any other receivers, such as r 1 . Fig. 5 . When receiver r 2 schedules a data reception, it should guarantee that there is no interference from any other surrounding senders, like s. 
In Prob.1, C1 is the channel allocation constraint which ensures that each channel is assigned to no more than one CA sender; C2 is the power constraint to guarantee that the overall transmission power of each sender does not exceed the maximum power supply, and C3 is the collision avoidance constraint.
As introduced in Section 5.2, C3 is the combination of three constraints, namely, packet forwarding constraint, transmission constraint and reception constraint. It is a unique constraint condition in Prob.1, which integrates the collision avoidance mechanism on the MAC layer with the power and channel assignment on the physical layer closely.
If without the constraint condition, C3, we can use a similar approach proposed in [23] and [24] to solve Prob.1. We first relax the requirement a t nk 2 f0; 1g to allow a t nk to be a real number within the interval ½0; 1. Then, the objective function of the problem follows the form of fðx; yÞ ¼ mxlog 2 ð1 þ ny=xÞ, where m and n are constants. It is easy to prove that the Hessian matrix of this function is negative semidefinite for all x and y. Therefore, the objective function is concave. Finally, Prob.1 could be solved through the following classic method of Lagrangian multipliers: 
where f k and ' n are the Lagrangian multipliers of the constraints C1 and C2, respectively. Calculating the partial derivatives of Lða 
and
where
We note that the subscripts of variables at the left side of (15) include n and k, but those at the right side of the equation only contain n. This implies that X nk is independent with k and thus, we have
According to (16) and (17) 
Let vector A t k be the channel assignment to sender k at time t, which is a collection of row indexes with nonzero elements in the kth column ofÂ t . Substituting (20) into constraint C2 of Prob.1, we have
Finally, we get the optimal transmission power,p t nk , by substituting (21) into (20) .
Next, we take into account the constraint condition C3 and use an iterative algorithm to computep t nk andâ t nk in RISM.
After running Algorithm 1, the receiver attaches the sending time of data packets, the channel assignment, transmission power and data rate into an ORDER, and delivers the packet to intended senders. , and calculate f k according to (21) . In this step, previous channel allocation a n 0 k , n 0 6 ¼ n remains unchanged. 
An Insight into Collision Avoidance Matrix
The matrix C t in the RISM system is a critical "bridge" to connect the joint channel and power allocation algorithm on the physical layer with the collision avoidance mechanism on the MAC layer. In each round of communication, a receiver needs to update its C t according to the occurrence of certain events. Next, we introduce how a specific event triggers a change of collision avoidance matrix by affecting the status of channel usage.
In RISM, there are a total number of six specific events that may change the channel status (idle or busy). Here, we use Fig. 6 as an example to introduce these events. In the figure, we have two senders, s 1 and s 2 , and a common receiver, r 1 . The propagation delay from s 1 to r 1 is shorter than that from s 2 . Assume r 1 arranges s 1 and s 2 to send the data simultaneously. We further assume that s 1 has a good channel quality on c 2 whereas s 2 prefers channel c 1 . The six events are introduced as follows. a) Sender join (E 1 ): The event that a new sender joins the channel allocation. Particularly, in a network, the distances from senders to a common receiver vary. Hence, senders in RISM usually join a channel allocation one by one. Each time when a sender joins, the receiver redoes channel and power optimization. b) Reception interruption (E 2 ): The event that a receiving process is interrupted on a specific channel.
According to the reception constraint introduced in Section 5.2, a receiver may suspend its data reception on a certain channel for a while to avoid the interference from other transmitters. c) Reception interruption release (E 3 ): The event that the interruption ends and a receiver can resume its data reception. d) Transmission interruption (E 4 ): The event that a sender suspends its data transmission on a specific channel to prevent intrusions to the reception of neighboring receivers. e) Transmission interruption release (E 5 ): The event that the potential interference to surrounding receivers ends and the sender can resume its data transmission on a given channel. d) Sender leave (E 6 ): The event that a sender completes its data transmission and releases the channel. More specifically, in each round of communication, senders usually finish their data transmissions at a varied time, since both the amount of data packets and the transmission rates are different. Therefore, when a node finishes its data transmission, the channel will be available to other senders. It is worth noting that a receiver in RISM knows the occurrence of above events before they happen, as the channel usage is up to date by overhearing ORDER and REPEAT messages and by calculating the constraints described in Section 5.2. Once an event happens, the status of the channel will change. In this situation, the receiver flips the corresponding elements in its collision avoidance matrix C t between 1 and 0. Thereafter it needs to run Algorithm 1 for a new round of channel and power allocation. Finally, as shown in Fig. 6 , once the packet reception starts, the data streams from different senders will arrive at the receiver seamlessly. This allows CA nodes to fully utilize the channel resource for communications.
ADAPTIVE POLLING IN RISM
In receiver-initiated approaches, there is a unique challenge that receivers need to decide when to poll the neighboring senders blindly. It becomes a big problem in a distributed network, since receivers usually lack in the current status, e.g., having packets to send or not, of its intended senders. In this section, we discuss how to handle this problem in RISM with a traffic predictor.
Why Polling Senders Adaptively
Adjusting the polling frequency of a receiver will cause a trade-off between the queuing delay and the energy efficiency. Initiating handshake over frequently results in resources (spectrum, energy and time) waste for transmitting control messages, whereas slowing down the polling rate occasionally leads to larger queuing delay such that the data cannot be delivered timely. In a receiver-initiated protocol, a receiver should adjust its polling frequency, i.e., the time interval between successive RTR requests, to match the traffic loads on its intended senders.
However, it is a challenge for a receiver to poll surrounding senders adaptively due to the following reasons. First of all, the receiver has no prior knowledge regarding the Fig. 6 . The events that affect the channel status. E 1 : s 2 joins the channel allocation; E 2 : reception at r 1 is interrupted on c 2 ; E 3 : reception interruption ends on c 2 ; E 4 : transmission at s 1 is interrupted on c 2 ; E 5 : transmission interruption ends on c 2 ; E 6 : transmission completes and c 1 is released.
number of data packets cumulated on the intended senders. Intuitively, a sender could inform the receiver this information by sending additional messages. However, considering the long preamble in acoustic modems and the energy constraint in UCANs, such a strategy would generate extra overhead traffic and reduce the lifetime of the network. Therefore, senders in RISM have to passively wait for the receiver to initiate the handshake process. Second, the traffic load is generally heterogeneous in a network. It becomes more difficult to decide the optimal polling frequencies for different senders. Finally, the traffic load of a node may change with the time. For example, in a target tracking network, nodes generate bursty traffic to report their observations whenever the presence of a target is detected while keeping quiet for the rest of time to save the energy.
In order to tackle the above challenges, each receiver in RISM system needs to decide its data polling frequency independently to adapt to the heterogenous and varying traffic of a network. A smart polling strategy is thus required to improve the network performance.
Smart Polling Scheme
In RISM, we adopt the traffic prediction to implement the smart polling scheme. By using the traffic predictor, a receiver could estimate the current traffic loads of its intended senders through historical traffic measurements. Whenever the total traffic of neighboring senders exceeds a threshold, the receiver sends out an RTR packet to request for data.
In the literature, a number of algorithms, such as the adaptive filter [25] and artificial neural network [26] have been proposed for predicting the network traffic. In RISM, we could choose an appropriate method depending on the demand of an application. For instance, in a target detection network, the traffic load of a sensor node may change quickly with the entering and leaving of a target. In this scenario, a receiver could employ a recursive least squares (RLS) filter, which has a fast convergence, to track the traffic variation of its neighbors. Moreover, if the traffic of a UCAN is non-linear, non-stationary and non-Gaussian but changes slowly, a receiver could use a finite-impulse-response artificial neural network (FIR-ANN) [27] for traffic prediction.
In Fig. 7 , we use the RLS filter as an example to introduce how to design a smart polling scheme for the RISM system. Here, we call the time interval for a receiver and its intended senders completing one round of communication -the traffic rate of sender k in the next period. By adjusting the threshold g in the traffic predictor, a UCAN could achieve a tradeoff between the queuing delay and the energy efficiency. More specifically, with a small g, the data produced by each sender could be sent out timely, whereas, with a large g, each round of communication could carry more data packets, which improves the energy efficiency.
SIMULATIONS AND ANALYSIS
In this section, we conduct simulations to evaluate the performance of RISM system. The simulation platform is Aqua-Sim [28] , an NS-2 based underwater network simulator. We extend Aqua-Sim to support multi-channel communications, dynamic power and channel assignments. Simulation results verify the enhanced network throughput, delivery delay and energy efficiency of RISM with smart polling. We also compare RISM with MMAC-CR [11] in different network settings. All results presented in this section are the average outcomes of multiple tests.
One of the real applications we considered in the simulation is an underwater target tracking network, where a UCAN with the bottom nodes, autonomous underwater vehicles (AUVs) and surface nodes is deployed in oceans to detect the presence of interesting targets, e.g., marine animals or submarines. If the nodes have not sensed any specific target yet, they stay in the sleep mode to save power. In this case, each node generates only a few packets periodically to update the routing table or to synchronize time. The sensor nodes become active once any target enters the network, thereby creating a bursty traffic. In order to prevent the UAN from interfering surrounding underwater systems (PUs), like sonar or marine animals, we apply the cognitive technique for environment-friendly data transmissions.
We evaluate the performance of RISM in two typical network topologies, as shown in Fig. 8 . The tree network is usually applied for underwater data collection while the mesh topology network is a general example of ad hoc UANs. In the tree topology, we have 20 sub-sea nodes collecting and forwarding data to the sink node on the surface of the ocean, as illustrated in Fig. 8a . In the partially connected mesh network, we deploy four hydrophones at four corners as sink nodes, as shown in Fig. 8b . In the network, 16 sub-sea nodes generate and deliver data to a randomly selected hydrophone. In both topologies, the size of data packets is 250 bytes.
The average distance between neighboring nodes is 1 kilometer (uniformly distributed between 800 meters to 1; 200 meters) in both topologies. We set the maximum transmission range and the maximum transmission power of each node as 1:5 kilometers and 20 watts, respectively. The overall available channel bandwidth in the simulation is 30 kHz (from 1 to 31 kHz), which is evenly divided into six subbands. We assign the lowest subband (1 to 6 kHz) to be the CCC and assume this channel is not occupied by any PUs in the area. The remaining five subbands are used as data channel. In the network, we also deploy two PUs. Each of them randomly selects one amongst five data channels for its communication, and switches the communication channel every 60 seconds.
Performance Evaluation
We first evaluate the joint channel and power assignment in RISM by comparing the transmission rates in scenarios with and without optimal resource allocation. In this comparison, we let three intended senders transmit on four vacant channels to a common receiver. Fig. 9 illustrates the average transmission rate of three senders. In the random allocation strategy, the receiver randomly allocates one channel to each sender with the maximum transmission power. The optimal assignment with continuous a t nk supposes that multiple senders could share one channel simultaneously, which is unrealistic in the real world, but could be considered as an upper bound of the transmission rate. The channel allocation algorithm applied in RISM is a sub-optimal solution, in which one channel is allocated to no more than one sender. From this figure, it is easy to observe a significant improvement on the average transmission rate in RISM system over the random assignment. In addition, the sub-optimal channel allocation is only slightly lower than the optimal solution. This verifies that RISM could utilize the channel and energy resources efficiently on the physical layer.
As we introduced in Section 5.2, RISM aims to eliminate the data collisions caused by the hidden terminal problems. However, we observe the existence of data interference in RISM when (a) the node fails to overhear the ORDER or REPEAT from surrounding users due to the collisions on the CCC; and (b) the node does not overhear the ORDER or REPEAT packets on time due to the long propagation delay in underwater communications. We plot the delivery ratio of data packets with respect to the variation of traffic load in different networks. Here, the packet delivery ratio is defined as the number of packets successfully received by receivers divided by the total number of packets sent by senders. Fig. 10 demonstrates that RISM achieves 90 -95 percent delivery ratio when there is no packet loss caused by the factors other than collisions. RISM can get higher delivery ratios, which means lower data collisions, in the mesh topology than in the tree network. In the tree topology, the data flow is gradually aggregated to the upper nodes in the network causing higher collision probabilities than the case in the mesh topology where the destination of data packets is one of a random node located in the four corners resulting in the scattered data flow. When the probability of packet decoding failure caused by the poor channel quality is increased to 10 or 20 percent in our simulations, the high channel loss becomes the dominated reason for a low packet delivery ratio, as shown in Fig. 10 . However, it is worth noting that the end-to-end reliability of RISM can be guaranteed by the acknowledgment and retransmission mechanism regardless the packet loss on the hop-by-hop delivery.
Through changing the polling frequency of receivers in RISM, a tradeoff exists between the packet delivery delay and the overhead of control messages. More specifically, if a receiver polls its intended senders frequently, data packets on a seder will have a short queuing delay, but at the cost of a low handshake efficiency, since each round of communication carries only a small number of data packets. On the other hand, if a receiver waits for a long time before requesting data, the queuing delay would be significant. However, it guarantees that enough data packets could be delivered in each round of handshake process, which improves the energy efficiency.
For RISM with the smart polling scheme, a receiver would not send RTR until it predicts that the total number of packets accumulated on its intended senders goes over the polling threshold. Therefore, we could change the polling frequency of a receiver by adjusting g, the expected number of data to receive. In Fig. 11 we set the traffic generation rate as 40 bit/sec and show the tradeoff between the overhead of control messages and the hop-by-hop delay of RISM in the tree topology with respect to g. In this figure, the overhead of control messages represents the percentage of energy consumption on control packets for each successful data transmission. It is the ratio of energy consumption on transmitting control messages to that on all packets (control plus data).
The results in Fig. 11 depict that when g is small, frequent handshake consumes considerable energy on control message transmissions. The energy consumption remarkably reduces with the increment of g, but results in a larger delivery delay, especially when g is over 13. Hence, in the rest of this paper, we set the threshold for the adaptive polling as g ¼ 13 unless stated otherwise. Many factors, such as the node density, the traffic load and the requirements on network performance (energy efficiency and delivery delay), may affect the setting of g. Unfortunately, we can not provide a theoretical result on how to optimize g. A similar problem has been studied in the signal detection area [29] .
In order to give an insight into the overhead of RISM, we show the average number of control packets sent for each successful data transmission in Fig. 12 . We could observe a considerable decrease in the average number of control messages with the growth of traffic generation rate. Intuitively, when the traffic is light, the time it takes for senders to cumulate enough data packets for being polled will be inevitably long, which is not desirable in a delay-sensitive application. To tackle this problem, we set a maximal polling interval for the RISM system. When either the polling interval exceeds the maximal value or the number of cumulated packets reaches g, the receiver will initiate a request for the data reception. For this reason, in a situation of low traffic rate, a handshake is most likely triggered by the maximal polling interval, at which time senders may have only a few data to send. On the other hand, when the traffic rate is high, the threshold, g, controls the polling frequency. The average number of control packets used for each data transmission becomes stable as traffic generation rate grows.
Performance Comparison
To verify the advantages of the proposed system, we compare RISM with MMAC-CR, a representative MAC protocol for CR networks. A brief introduction on MMAC-CR has been presented in Section 2. We also run RISM with and without smart polling to validate the effectiveness of the adaptive data retrieving mechanism. In RISM with constant polling, the polling frequency is determined based upon the traffic rate measured at the initialization stage of a network. In this scheme, receivers send RTR periodically, and thus could not self-adapt to the variation of the network traffic.
The performance metrics we focus on in the comparison are network throughput, delay and overhead of control packet. The throughput is bits per second successfully received by each node in a network. The packet delivery delay consists of queueing delay, transmission delay and propagation delay. Considering the low throughput and the high collision probability among control messages in UANs, the queuing delay waiting for channel access is considerable and dominates the packet delivery delay. The overhead is calculated as the ratio of energy consumption on transmitting control messages to that on all packets (control plus data).
In order to give comprehensive comparisons, we test the protocols with two different traffic patterns, namely, the Poisson process with slowly varying mean value and a Pareto bursty traffic, as shown in Fig. 13 . The Poisson traffic is generally used to model the arrival process of a traffic in sensor networks where the data traffic is barely bursty. A varying mean value in the Poisson process can simulate the temporal variation of data collection rate. The Pareto traffic generator could well capture the traffic features of an eventdriven sensor network, where sensor nodes generate a large amount of observations whenever a target event is detected. Fig. 14 demonstrates the performance comparison in the tree network (Fig. 8a) where the data generation rate follows Poisson process. From Fig. 14 we observe that RISM outperforms the conventional sender-initiated MMAC-CR in all aspects. More specifically, smart polling assisted RISM achieves the highest throughput benefiting from the parallel reservation. By allowing receivers to negotiate with multiple senders in parallel, RISM mitigates the problem of a low handshake efficiency in UCANs caused by the long propagation delay and the long preamble in acoustic modems. Moreover, as shown in Fig. 14a , the throughput improvement of RISM dramatically increases with the growth of network traffic generation rate. In applications with heavy traffic loads, RISM could provide high network throughput, which makes it a promising solution for efficient spectrum management. Compared to RISM without smart polling, the traffic prediction scheme grants receivers the capability to dynamically poll senders with the varying mean value of Poisson traffic, thereby leading to a significant throughput enhancement.
Furthermore, RISM with smart polling allows a network to accommodate a high traffic rate with relatively low delivery delays, as shown in Fig. 14b . In a UCAN with heavy traffic load, the packet queuing delay is the main source of packet delivery delays in RISM without smart polling. The traffic prediction enables each receiver to retrieve data from surrounding senders not only more efficiently but also more timely than the RISM without smart polling, thereby significantly reducing the delivery delay in scenarios with high traffic generation rates.
Another advantage of RISM over sender-initiated protocols is the low overhead of control messages. When receivers start negotiation with their surrounding senders, RISM works as a "semi-centralized" system, where the spectrum sensing, spectrum sharing and dynamic power control could efficiently share control packets with each other. As illustrated in Fig. 14c , RISM with and without traffic prediction have comparable control overhead, since both schemes tend to wait for enough cumulated data packets before starting a handshake process for better energy efficiency. MMAC-CR, by contrast, has almost twice larger overhead than RISM, as MMAC-CR has to schedule separate control messages for spectrum sensing, multi-channel rendezvous, and dynamic power control. Fig. 15 uses the same setting as Fig. 14, but the network topology is changed from the tree network to the mesh network as shown in Fig. 8b . By comparing the results in Figs. 14 and 15, we could observe that RISM has lower throughput in the mesh network than in the tree network. This is because, in the tree topology, underwater nodes generate and forward data packets to a common destination, namely, the surface node resulting in the aggregated data flow. Therefore, a receiver could easily get plenty of packets from nodes beneath it in each period, which improves the handshake efficiency. In the mesh network, on the other hand, the destination of data packets is one of a random node located in the four corners, which "diluents" the traffic. Therefore, a receiver usually retrieves fewer data packets within a given period in a mesh network than that in a tree network, which reduces the handshake efficiency and leads to a lower nodal throughput for RISM.
By contrast, MMAC-CR can achieve higher throughput in a mesh networks than that in tree networks. Intuitively, in tree networks, multiple senders choosing the same relay node causes heavy congestion for the channel access. In mesh network, however, the data packets are scattered resulting in lower collision probability on control messages. Due to the similar reason, RISM has a much longer delay in the mesh network than that in the tree network, whereas MMAC-CR can achieve a shorter delay in the mesh network. Although RISM works more efficiently in a tree network, it still outperforms the sender-initiated MMAC-CR in terms of network throughput and energy efficiency in the mesh network.
By comparing the results in Figs. 14 and 16, we could realize how a traffic pattern affects the performance of different protocols. For Pareto bursty traffic, the instantaneous traffic is bursty but the average data generation rate is constant in the simulation. As for Poisson traffic, we periodically change the average traffic generation rate from 0:5Â to 1:5Â of the mean value in each test.
We observe that RISM with smart polling has comparable performance with both Poisson traffic and bursty traffic, i.e., RISM is barely affected by the traffic pattern. With an assistance of traffic prediction, the smart polling mechanism could capture the variations in the network traffic, thereby making receivers in RISM request data at a proper time. RISM without smart polling, on the other hand, has much lower throughput than RISM with smart polling when the network traffic varies with time, as shown in Fig. 14a . The difference on the throughput of RISM with and without smart polling becomes less significant with bursty traffic. This indicates that the adaptive polling could bring more enhancement to RISM when the average traffic rate is more dynamic.
It is worth noting that in simulations we do not take the guard time into consideration. More specifically, in order to prevent unexpected collisions among control messages and data packets from an inaccurate distance measurement, a synchronization error and the drifting of acoustic nodes with an ocean current, a guard time among sending packets is usually required in a UCAN. In this situation, the absolute values of throughput, delay and overhead of MAC protocols showed in this section may be lower than that in a real world. The relative performance among different protocols, however, will not change a lot.
CONCLUSIONS
In this paper, we designed a receiver-initiated spectrum management system, RISM, to achieve environmentfriendly and spectrum-efficient communications for underwater cognitive acoustic networks. In RISM, receivers replace the role of senders in conventional protocols as an initializer of a handshake process. This allows receiver in each round of handshake to request packets from multiple senders in parallel.
In addition, in RISM, the three components, i.e., the cooperative spectrum sensing, spectrum sharing and spectrum decision, do not generate control messages separately as independent pieces. Instead, they share control packets with each other without incurring additional control overhead, which significantly improves the negotiation efficiency considering the high latency in UCANs and the long preamble in acoustic modems.
However, there is a unique challenge in receiver-initiated approaches for receivers to decide when to poll without prior knowledge of the data cumulation on senders. This issue is tackled by adopting the traffic predictor. A receiver in RISM could smartly poll senders adapting to the variation of senders' traffic loads. By employing the smart polling scheme, the receiver could initiate handshakes timely to reduce the packet queuing delay while constraining the energy consumption on transmitting control packets.
Simulation results show that the performance of RISM with smart polling scheme outperforms MMAC-CR, a representative CR based MAC protocol. Specifically, the throughput of RISM is 6Â higher than MMAC-CR, while the hop-by-hop delay and overhead of control packet are only 0:25Â and 0:3Â of MMAC-CR. Moreover, RISM could work better in a tree network than in a mesh network. The throughput in the former scenario is near 2Â than that in the later one, while maintaining comparable hop-by-hop delay and overhead of control packet.
We believe that RISM is a promising system that enables cognitive technique to work efficiently and environmentfriendly in UANs.
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