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Abstract
We prove two assumptions made in an article by Ya.A. Butko, M. Grothaus,
O.G. Smolyanov concerning the existence of a strongly continuous operator semi-
group solving a Cauchy-Dirichlet problem for an elliptic differential operator in a
bounded domain and the existence of a smooth contractive embedding of a core of
the generator of the semigroup into the space C
2,α
c (Rn). Based on these assumptions
a Feynman formula for the solution of the Cauchy-Dirichlet problem is constructed
in the article mentioned above. In this article we show that the assumptions are
fulfilled for domains with C4,α-smooth boundary and coefficients in C2,α.
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1 Introduction
For a second order elliptic differential operator L with Hölder continuous coefficients (see
Definition 1.1) and a bounded domain Ω ⊂ Rn, n ∈ N, with certain assumptions on
the boundary ∂Ω we consider the Cauchy-Dirichlet problem: For u0 ∈ C0(Ω) sufficiently
smooth find a function u : [0,∞)→ (C0(Ω), ‖ · ‖sup) differentiable in t such that
∂u
∂t
(t, x) = Lu(t, x), t > 0, x ∈ Ω,
u(0, x) = u0(x), x ∈ Ω, (1.1)
u(t, x) = 0, t ≥ 0, x ∈ ∂Ω.
Let (C0(Ω), ‖ · ‖C0(Ω)) be the Banach space of continuous functions vanishing at the
boundary endowed with the norm of uniform convergence (also called supremum norm).
We define (L,D(L)) on C0(Ω) by:
Definition 1.1
Lu :=
n∑
i,j=1
aij∂i∂ju+
n∑
i=1
bi∂iu+ cu, u ∈ D(L),
D(L) = {u ∈ C2,α(Ω) | u = Lu = 0 on ∂Ω}.
We assume the coefficients aij,bi,c, 1 ≤ i, j ≤ n to be at least C
0,α(Ω)-smooth and
bounded by a constant 0 < C <∞. The matrix A := (aij)i,j is assumed to be symmetric
and uniformly elliptic with ellipticity constant λ > 0. Throughout this paper α denotes
an arbitrary but fixed real number with 0 < α < 1. Here as usual C2,α(Ω) denotes the
space of twice Hölder continuously differentiable functions such that the derivatives admit
a (Hölder) continuous extension to the boundary. For a boundary point x0, Lu(x0) is
defined using the continuous extensions of the derivatives of u and the coefficients of L
to ∂Ω.
A so called Feynman formula gives an approximation of the solution of (1.1) in terms
of an iterated sequence of integrals over elementary functions only, see Definition 1.3
below. In particular this formula gives a finite-dimensional approximation to the well-
2
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known Feynman-Kac formula, see [ZJ01]:
u(t, x) = Ex
[
exp
(∫ t
0
c(ξτ )dτ
)
u0(ξt)
∣∣∣∣ t < τΩ
]
, x ∈ Ω, t > 0. (1.2)
Here Ex denotes the expectation w.r.t the law of the diffusion process with diffusion
matrix aij and drift coefficient bi starting in x, according to [ZJ01, Theo. 3.1].
We now recall the approximation formula from [BGS10] and some main steps in its
proof to motivate the assumptions which we will prove in this paper. Define for u ∈ D(L)
Ftu(x) :=
ψs(t)(x) exp(tc(x))√
a(x)(4pit)n
∫
Rn
exp
(
−
〈A−1(x)(x− y + tb(x)), x− y + tb(x)〉
4t
)
Eu(y)dy
=
ψs(t)(x) exp(tv(x))√
a(x)(4pit)n
∫
Rn
exp
(
−
〈A−1(x)(x− y), x− y〉
4t
+
1
2
〈A−1b(x), x− y〉
)
Eu(y)dy.
(1.3)
Here 〈·, ·〉 denotes the Euclidean scalar product on Rn, a(x) denotes the determinant
of A(x) and v(x) := c(x) − 1
4
〈A−1b(x), b(x)〉. ψs(t) is a family of cutoff functions with
compact supports in Ω, defined in [BGS10] before Lemma 4.3. Moreover E is a suitable
extension operator embedding D(L) into C2,αc (R
n), see Assumption 1.3 below.
Note that we have defined L without the factor 1
2
in front of the second order terms,
which leads to a slightly different form of Ft than in [BGS10].
The subindex c denotes that the functions in C2,αc (Ω) have compact support in Ω, analo-
gously the subindex 0 denotes that the functions vanish at the boundary. The analogous
notation is used for the spaces Ck,α(Ω). Using a Taylor expansion of Eu it can be shown
that for u0 ∈ C
2,α
0 (Ω) with Lu = 0 on ∂Ω:
Ftu0 = u0 + tLu0 + o(t), (1.4)
with o(t) independent of x, see [BGS10, Lemma 4.1, 4.2 and 4.3]. So Ft approximates the
solution to the Cauchy-Dirichlet problem (1.1) for small t and one might ask whether the
solution for t > 0 can be obtained by splitting [0, t] in small time intervals and applying
3
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Ft/n in each interval, i.e
u(t) = lim
n→∞
(F (t/n))nu0.
A well-known tool to prove convergence is the Chernoff theorem for strongly contin-
uous operator semigroups, see [BGS10, Theo. 2.2] or [EN00, Theo. 5.2].
Theorem 1.2 (Chernoff theorem) Let X be a Banach space, F : [0,∞) → L(X) a
continuous mapping such that F (0) = Id and ‖F (t)‖ ≤ exp(at) for some a ∈ [0,∞)
and all t ≥ 0. Let D be a linear subspace of D(F ′(0)) such that the restriction of the
operator F ′(0) to this subspace is closable. Denote by (L,D(L)) the closure. If (L,D(L))
is the generator of a strongly continuous semigroup (Tt)t≥0, then for any 0 ≤ t0 <∞ the
sequence
((
F (t/n)
)n)
n∈N
converges to Tt as n → ∞ in operator norm, uniformly with
respect to t ∈ [0, t0], i.e., Tt = limn→∞
(
F (t/n)
)n
locally uniformly in [0,∞).
To ensure that (Ft)t≥0 defined above is uniformly exponentially bounded the extension
operator E is assumed to be contractive w.r.t the sup norm. Note that an estimate of
the form ‖Ft‖ ≤Mexp(at) for M > 1 is not sufficient to apply the Chernoff theorem. So
boundedness of E would not be sufficient. This leads to the following assumption:
Assumption 1.3 There exists a linear embedding E : D(L) → C2,αc (R
n) with the
properties:
1. Eu|Ω = u
2. sup
x∈Rn
|Eu(x)| = sup
x∈Ω
|u(x)|.
Here C2,αc (R
n) denotes the space of twice hölder continuously differentiable functions
with compact support in Rn.
Moreover to apply the Chernoff theorem the solution to (1.1) must be represented by
a strongly continuous operator semigroup and (1.4) must hold on a core of the generator
of the semigroup. This leads to the following assumption:
Assumption 1.4 Let (L,D(L)) be as in Definition 1.1. Assume that (L,D(L)) is clos-
able in (C0(Ω), ‖ · ‖C0(Ω)) and the closure (L,D(L)) generates a strongly continuous op-
erator semigroup.
4
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Note that then D(L) is a core of the generator of the operator semigroup for the
Cauchy-Dirichlet problem (1.1). This assumption corresponds to [BGS10, Ass. 3.2].
Assuming 1.4 and 1.3, the following theorem is proved in [BGS10, Theo. 4.5]:
Theorem 1.5 Let F (t) be as in Definition 1.3 and (Tt)t≥0 the semigroup generated by
(L,D(L)) (due to 1.4). Then for all t ≥ 0 it holds
Tt = lim
n→∞
(
F (t/n)
)n
w.r.t the operator norm.
Note that the proof of [BGS10, Theo. 4.5] is based on [BGS10, Lemma 4.2], where
the existence of a smooth contractive embedding operator for functions in C2,α0 (Ω) is
assumed. However this embedding operator is applied only to functions in D(L), so the
weaker Assumption 1.3 is also sufficient.
The aim of the present paper is to prove Assumption 1.4 and 1.3 under conditions on
the smoothness of the coefficients of L and the boundary of Ω.
In section 2 we prove Assumption 1.4 for the case of C0,α(Ω)-smooth coefficients and
domains Ω which are C2,α-smooth and bounded, see Theorem 2.3.
In section 3 we prove Assumption 1.3 for coefficients in C2,α(Ω) and domains Ω which
are C4,α-smooth and bounded, see Theorem 3.8.
Remark 1.6: For C2,α-smooth Ω and C0,α-smooth coefficients the semigroup (Tt)t≥0 is
even analytic and the solution u(t) = Ttu0 is in C
2,α
0 (Ω), see Theorem 2.6. Moreover from
[ZJ01, Theo. 3.2] it follows that the semigroup generated by (L,D(L)) is represented
by the Feynman-Kac formula (1.2). The Feynman-Kac formula holds also under weaker
conditions on the boundary, but then C0(Ω) has to be replaced by a larger space, see
[ZJ01, Theo. 3.3].
5
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2 Existence and Regularity
First we state two well-known theorems concerning elliptic differential operators of second
order.
Lemma 2.1 Let u ∈ C20 (Ω), L as in Definition 1.1. If u attains its maximum (minimum)
at an interior point x0 of Ω then for λ0 := supx∈Ωc(x) it holds:
(Lu− λ0u)(x0) ≤ 0 (≥ 0). (2.5)
In particular, the operator L− λ0 is dissipative on C0(Ω).
Proof. The proof of (2.5) can be found in the proof of [GT77, Theo. 3.1]. Let x0 ∈ Ω
be a point where the supremum of |u| is attained, then for the bounded linear functional
F : C0(Ω) → R, v 7→ sgn(u(x0))v(x0) it holds: F (u) = ‖u‖C0(Ω) and by the statement
above: F ((L− λ0)u) = (Lu− λ0u)(x0) ≤ 0. So L− λ0 is dissipative.
Theorem 2.2 Let L be an elliptic differential operator with coefficients aij,bi,c in C
0,α(Ω)
and c ≤ 0. Let further Ω be a bounded C2,α-smooth domain. Then for f ∈ C0,α(Ω) there
exists a unique solution u ∈ C2,α0 (Ω) such that:
Lu = f.
Proof. See [GT77, Theo. 6.14].
Theorem 2.3 Let (L,D(L)) as in Definition 1.1 with C0,α(Ω)-smooth coefficients, Ω
be a bounded C2,α-smooth domain. Then the closure of (L,D(L)) in (C0(Ω), ‖ · ‖C0(Ω))
generates a strongly continuous operator semigroup.
Proof. Set λ0 := supx∈Ω c(x). Then the operator L − λ0 is dissipative by Lemma 2.1
and densely defined. Thus (L,D(L)) is closable. Moreover since for λ > λ0, it holds
c˜ = c−λ < 0, Theorem 2.2 applies. So the operator L−λ has dense range for all λ > λ0.
Thus the closure (L,D(L)) of (L,D(L)) generates a strongly continuous semigroup.
6
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Remark 2.4: If c ≤ 0 the operator semigroup is contractive, otherwise the growth bound
is given by exp(λ0t), where λ0 = supx∈Ω c(x) is as in the proof of Theorem 2.3.
Remark 2.5: By the previous theorem we get that D(L) is a core for the generator of
the semigroup corresponding to the Cauchy-Dirichlet problem (1.1). The elements in the
domain of D(L) need not to be twice continuously differentiable and so solutions obtained
by the operator semigroup at first sight need not to be classical solutions. However the
following theorem shows that functions in D(L) are twice weakly differentiable and Ttu
is even in C2,α(Ω) for t > 0.
Using the results of [L95], we get:
Theorem 2.6 In the situation as in Theorem 2.3 we have:
1. For the domain D(L) it holds:
D(L) =
{
u ∈
⋂
p≥1
W 2,ploc (Ω) |Lu ∈ C(Ω), u ∈ C0(Ω)
}
. (2.6)
2. The corresponding semigroup (Tt)t≥0 is the restriction of an analytic semigroup.
3. Ttu0 ∈ C
2,α
0 (Ω) for t > 0 and u0 ∈ C0(Ω).
Proof. Let D′ be the RHS of (2.6). By [L95, Cor. 3.1.21(ii)] the differential operator L
defined on D′ generates an analytic semigroup on C0(Ω). Since D(L) ⊂ D
′ and (L,D′)
is closed it follows D(L) ⊂ D′. But (L,D(L)) generates a semigroup, thus D(L) cannot
be a proper subset of D′ by the Hille–Yosida theorem. In the notation of [L95, Theo.
5.1.11] we have Tt = exp(tL), u := exp(tL)u0 = Ttu0 and f = 0. Then the last statement
follows from [L95, Theo. 5.1.13(iv)].
3 Embedding operator
In this section we construct the contractive smooth embedding of D(L) ⊂ C2,α0 (Ω) into
the space C2,αc (R
n). We emphasize the requirement, that the supremum norm of the
7
Feynman Formula for smooth bounded domains 8
continued function is not increased. Due to this requirement usual extension operators,
like in [GT77, Sec. 6.9], are not suitable, since they increase in general the supremum
norm. One possibility to continue a function is to do a reflection at the boundary. That is
each point outside corresponds to a point inside Ω and the function at the point outside is
defined to be the value at the corresponding point inside multiplied by 1 or −1. Such an
extension is clearly contractive, however it is not smooth enough in general. For example
take Ω = R+, u ∈ C2,α0 (R
+
0 ). Define u˜(x) = −u(−x) for x < 0. Then since u(0) = 0
and ∂xu˜(x) = ∂xu(−x), u˜ is a continuously differentiable continuation of u˜. However
∂x∂xu˜(x) = −∂x∂xu(−x). So u˜ is in general not C
2(R) smooth. On the other hand, if
additionally ∂x∂xu(0) = 0, then u˜ is C
2(R), and for u ∈ C2,α(R+0 ) it follows u˜ ∈ C
2,α(R).
Here ∂x∂xu(0) means the continuous extension of ∂x∂xu to the boundary. So we get a
smooth and contractive continuation if we restrict ourselves to the subspace of C2,α0 (R
+
0 )
with the additional condition ∂x∂xu(0) = 0. As a motivating example we generalize this
this construction to functions with boundary condition a∂x∂xu(0) + b∂xu(0) = u(0) = 0.
In this case the reflection has to be replaced by a squeezed reflection, see Theorem 3.1.
Then we give the construction of the embedding operator for C4,α-smooth domains and
elliptic differential operators with C2,α(Ω)-smooth coefficients. In this case the reflection
has to be done along a certain direction, see Lemma 3.4. To ensure the C2,α-smoothness
of the continued function, we need that the direction of reflection depends C2,α-smooth
on the boundary point. We first construct a local extension in Theorem 3.6 and then the
global one in Theorem 3.8.
3.1 Half-line
Theorem 3.1 Let L = a∂x∂x + b∂x with a > 0, b ∈ R, D(L) = {u ∈ C
2,α(R+0 ) | u(0) =
Lu(0) = 0, u is bounded. }. Then there exists an ε > 0 and an embedding E : D(L) →
C2,α([−ε,∞)) with Eu|R+ = u and
sup
x∈[−ε,∞)
|Eu(x)| = sup
x∈[0,∞)
|u(x)|. (3.7)
Proof. Define for x < 0 F (x) = −x+ b
a
x2. Then there exists an ε > 0 such that F (x) > 0
8
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for −ε < x < 0. Define the extension E0u of u by:
E0u(x) =


u(x) x ≥ 0
−u(F (x)) −ε < x < 0
.
By construction condition (3.7) is fulfilled. Moreover for y < 0 we have:
∂xE0u(y) = −∂xu(F (y))(∂xF (y)) = −∂xu(F (y))
(
−1 + 2
b
a
y
)
,
∂2xE0u(y) = −∂
2
xu(F (y))(∂xF (y))
2 − ∂xu(F (y))(∂
2
xF (y))
= −∂2xu(F (y))
(
−1 + 2
b
a
y
)2
− ∂xu(F (y))
(
2
b
a
)
.
Using the continuity of F we get that for y ր 0:
∂xE0u(y)→ ∂xu(0).
Here ∂xu(0) denotes the continuous extension of ∂xu from R
+ to 0. The same notation
is used for ∂x∂xu(0).
For the second derivative we have for y ր 0
∂2xE0u(y)→ −∂
2
xu(0)− ∂xu(0)
(
2
b
a
)
.
Since u ∈ D(L), we have Lu(0) = a∂2xu(0) + b∂xu(0) = 0. Thus −
b
a
∂xu(0) = ∂
2
xu(0)
so
−∂2xu(0)− ∂xu(0)
(
2
b
a
)
= ∂2xu(0).
Thus also
∂2xE0u(y)→ ∂
2
xu(0) as y ր 0.
By construction E0u is twice Hölder continuously differentiable in R
+ and (−ε, 0),
moreover by the calculations above the extensions of the interior derivatives in R+ and
9
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(−ε, 0) to 0 coincide. Thus E0u ∈ C
2,α((−ε,∞)). Choose now a cutoff η for R+0 in
(−ε,∞). Define Eu(x) := η(x)Eu. Then Eu ∈ C2,α([−ε,∞)).
3.2 General smooth domain
Definition 3.2 A domain Ω ⊂ Rn is called Ck,α-smooth (k ∈ N, 0 < α < 1), if there
exists for each point x0 ∈ ∂Ω a neighborhood V of x0, a neighborhood U of 0 and a
Ck,α-smooth diffeomorphism ψ : U → V such that:
1. ψ(U ∩ Rn0 ) = (∂Ω ∩ V )
2. ψ(U ∩ Rn+) = (Ω ∩ V ).
Here Rn0 denotes the n − 1-dimensional hyperplane {x ∈ R
n | xn = 0} and R
n
+ the
halfspace {x ∈ Rn | xn > 0}.
Lemma 3.3 Let L be a differential operator as in Definition 1.1 with C2,α-smooth co-
efficients and Ω a C4,α-smooth domain. Let x ∈ ∂Ω, V be a neighborhood of x and
v1, ..., vn : V → R
n a family of C3,α-smooth normalized vectorfields, which are pairwise
orthogonal to each other. Then for all points in V ∩ Ω L can be written in partial
derivatives in directions along the vector fields v1, ..., vn with C
2,α-smooth coefficients. In
particular the first order coefficient of ∂vn has the form
b˜ := 〈b, vn〉+
n∑
l=1
〈vl, A∂vlvn〉. (3.8)
Proof. Denote by ei the i-th unit vector. Since ei =
∑n
j=1〈ei, vj〉vj we have
∂i =
n∑
j=1
〈ei, vj〉∂vj (3.9)
and
∂i∂j =
(
n∑
k=1
〈ei, vk〉∂vk
)(
n∑
l=1
〈ej , vl〉∂vl
)
10
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=
n∑
k=1
n∑
l=1
〈ei, vk〉〈ej, vl〉∂vk∂vl + 〈ei, vk〉〈ej, ∂vkvl〉∂vl . (3.10)
Plugging (3.9), (3.10) into L yields:
L =
n∑
i=1
n∑
j=1
aij∂i∂j +
n∑
i=1
bi∂i + c =
n∑
i,j,k,l=1
aij
(
〈ei, vk〉〈ej, vl〉∂vk∂vl + 〈ei, vk〉〈ej, ∂vkvl〉∂vl
)
+
n∑
i=1
bi
n∑
k=1
〈ei, vk〉∂vk + c
=
n∑
k,l
〈vk, Avl〉∂vk∂vl +
n∑
k=1
(
〈b, vk〉+
n∑
l=1
〈vl, A∂vlvk〉
)
∂vk + c (3.11)
Since vk ∈ C
3,α(V ), the second order coefficients 〈vk, Avl〉 and the first order coeffi-
cients 〈b, vk〉+
∑n
l=1〈vl, A∂vlvk〉 are C
2,α-smooth.
Now we construct the direction of reflection.
Lemma 3.4 Let L be a differential operator as in Definition 1.1 with C2,α-smooth coef-
ficients, Ω a C4,α-smooth domain. Then for every point x0 ∈ ∂Ω and V the neighborhood
of Definition 3.2 there exist a C2,α-smooth vector field v˜n : V ∩ ∂Ω → R
n pointing into Ω
and C2,α-smooth coefficients a˜nn, b˜ : V ∩∂Ω → R such that for u ∈ D(L) as in Definition
1.1 and x ∈ V ∩ ∂Ω:
a˜nn∂v˜n∂v˜nu(x) + b˜∂v˜nu(x) = 0. (3.12)
In particular, it holds a˜nn = 〈vn, Avn〉 and b˜ is as in (3.8). Here ∂v˜nu(x) and ∂v˜n∂v˜nu(x)
are the continuous extension of the inner derivatives to the boundary.
Proof. Let x0 ∈ ∂Ω, V be the neighborhood of x0, U be the neighborhood of 0 and ψ
be the C4,α-smooth diffeormophism of Definition 3.2. By orthonormalising the column
vectors of the Jacobi matrix Dψ we obtain a family of vector fields v1, ..., vn : V → R
n.
Since ψ maps points z ∈ U with zn > 0 into Ω the last column vector (Dψ)n on ∂Ω
points into Ω and thus also vn restricted to ∂Ω points into Ω. Note that v1, ..., vn fulfill
11
Feynman Formula for smooth bounded domains 12
the assumption of 3.3.
Define
v˜n := vn +
n−1∑
i=1
〈vi, Avn〉
〈vn, Avn〉
vi.
Then v˜n ∈ C
3,α(∂Ω). Since u = 0 on the boundary, we have
∂viu = 0, (3.13)
∂vi∂vju = 0 onV ∩ ∂Ω
for i, j 6= n.
Therefore we have
∂vnu = ∂v˜nu, (3.14)
∂vi∂vnu = ∂vi∂v˜nu onV ∩ ∂Ω
for i 6= n. Furthermore:
∂vn∂vnu =
(
∂v˜n −
n−1∑
i=1
〈vi, Avn〉
〈vn, Avn〉
∂vi
)(
∂v˜n −
n−1∑
i=1
〈vi, Avn〉
〈vn, Avn〉
∂vi
)
u
= ∂v˜n∂v˜nu− 2
n−1∑
i=1
〈vi, Avn〉
〈vn, Avn〉
∂vi∂v˜nu
= ∂v˜n∂v˜nu− 2
n−1∑
i=1
〈vi, Avn〉
〈vn, Avn〉
∂vi∂vnu onV ∩ ∂Ω. (3.15)
Let b˜ be as in (3.8). The boundary condition Lu = 0 implies using (3.13), (3.14),
(3.15) and Lemma 3.3:
0 = Lu = 〈vn, Avn〉∂vn∂vnu+ 2
n−1∑
i=1
〈vi, Avn〉∂vi∂vnu+ b˜∂vnu
= 〈vn, Avn〉
(
∂v˜n∂v˜nu− 2
n−1∑
i=1
〈vi, Avn〉
〈vn, Avn〉
∂vi∂vnu
)
+ 2
n−1∑
i=1
〈vi, Avn〉∂vi∂vnu+ b˜∂v˜nu
= 〈vn, Avn〉∂v˜n∂v˜nu+ b˜∂v˜nu onV ∩ ∂Ω.
12
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We construct now a local embedding operator. For a point x ∈ Rn we denote by x′
the vector of the first n− 1 coordinates.
Theorem 3.5 Let L be a differential operator as in Definition 1.1 with C2,α-smooth
coefficients, Ω a C4,α-smooth domain. Then for each x0 ∈ ∂Ω, there exists a neighborhood
V˜ of x0, a neighborhood U˜ of 0 and a C
2,α-smooth diffeomorphism ψ˜ as in Definition 3.2
with the additional property:
∂n(u ◦ ψ˜)(z) = ∂v˜nu(ψ˜(z)), z ∈ U ∩ R
n
0 , (3.16)
where v˜n : V → R
n is the vector field provided by Lemma 3.4.
Proof. Let x0 ∈ ∂Ω, ψ, U , V the C
4,α-diffeomorphism and the neighborhoods as in
Definition 3.2. Furthermore let v˜n : V → R
n the C2,α-smooth vector field provided by
Lemma 3.4. For x ∈ V ∩ ∂Ω, z := ψ−1(x) define
y(n)(z) = (Dψ(z))−1v˜n(x).
Since v˜n(x) points into Ω and is not an element of the tangential space which is spanned
by the first (n − 1) column vectors of Dψ(z), it holds: y
(n)
n (z) > 0. Choose now ε > 0
sufficiently small such that U ′ := [−ε, ε]n ⊂ U . Define ψ0 : U
′ → Rn by
(w′, wn) 7→ w
′ + wny
(n)(w′, 0),
then:
Dψ0(w
′, 0) =

 1(n−1),(n−1)
0
+y(n)(w′, 0)

 .
Since y
(n)
n (z) > 0, DetDψ0(w
′, 0) 6= 0 and ψ0(0) = 0. So there exists a neighborhood
of zero U˜ ⊂ U ′ such that ψ0 : U˜ → ψ0(U˜) is also a C
2,α-smooth diffeomorphism. Choosing
U˜ small enough we get ψ0(U˜) ⊂ U and V˜ := ψ ◦ ψ0 (U˜) is a neighborhood of x0. Define
now ψ˜ := ψ◦ψ0, then ψ0(U˜ ∩R
n
0 ) ⊂ R
n
0 and ψ0(U˜∩R
n
+) ⊂ R
n
+, ψ0(U˜∩R
n
−) ⊂ R
n
− together
13
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with the corresponding properties of ψ imply:
ψ˜(U˜ ∩ Rn+) = Ω ∩ V˜ ,
ψ˜(U˜ ∩ Rn0) = ∂Ω ∩ V˜ .
Now let z ∈ U˜ ∩ Rn0 , then z = ψ0(z), x := ψ(z) ∈ ∂Ω and
∂n(u ◦ ψ˜)(z) = ∂n(u ◦ ψ ◦ ψ0)(z) = ∇u(x)(Dψ(z))y
(n)(z) = ∇u(x)v˜n(x) = ∂v˜nu(x).
(3.17)
Theorem 3.6 Let (L,D(L)) be a differential operator as in Definition 1.1 with C2,α-
smooth coefficients, Ω a C4,α-smooth domain. Then for each x0 ∈ ∂Ω there exists a
neighborhood Vˆ of x0 and a linear bounded operator E : D(L) → C
2,α(Vˆ ) such that for
u ∈ D(L) it holds Eu|Vˆ ∩Ω = u|Vˆ ∩Ω and
supy∈Vˆ |Eu(y)| = supy∈Vˆ ∩Ω |u|. (3.18)
Proof. Let x0 ∈ ∂Ω, V˜ , U˜ be the neighborhoods and ψ˜ the diffeomorphism provided by
Theorem 3.5. Define a′ := a˜nn ◦ ψ˜, b
′ := b˜ ◦ ψ˜ with a˜nn, b˜ are as in (3.12). Choose ε > 0
such that [−ε, ε]n ⊂ U˜ . Define:
F : [−ε, ε]n ∩ {zn < 0} → R
n ,
z 7→
(
z′,−zn +
b′(z′, 0)
a′(z′, 0)
z2n
)
.
For the derivatives of F we have:
∂nFn(z) =
(
−1 + 2zn
b′(z′, 0)
a′(z′, 0)
)
,
∂n∂nFn(z) = 2
b′(z′, 0)
a′(z′, 0)
. (3.19)
14
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Note that ∂nFn(z) → −1 as zn → 0, furthermore for i, j 6= n, ∂iFn(z) → 0, ∂j∂iFn(z) → 0
and ∂n∂iFn(z) → 0 as zn → 0.
Moreover the following estimate holds:
−zn −
C
λ
z2n ≤ Fn(z
′, zn) ≤ −zn +
C
λ
z2n,
where C := supz∈U˜ |b
′(z′, 0)| and λ is the ellipticity constant mentioned after Definition
1.1. Choosing ε1 > 0 small enough we therefore get:
F (z′, zn) ∈ (−ε, ε)
(n−1) × (0, ε) for (z′, zn) ∈ (−ε, ε)
(n−1) × (−ε1, 0).
Define Uˆ := (−ε, ε)(n−1) × (−ε1, ε) and E0 : D(L) → C
2,α(Uˆ) by:
E0u(z) =


−u(ψ˜ ◦ F (z)) , if − ε3 < zn < 0
u
(
ψ˜(z)
)
, else
.
We check the smoothness of the extended function. Note that by the smoothness of a′
and b′, F is a C2,α-smooth function.
For points with zn < 0 E0u is a composition of u and the C
2,α-smooth function ψ˜ ◦ F .
Now let z(0) ∈ U with z
(0)
n = 0, y0 := ψ˜(z
(0)). We write z ր z(0) for z → z(0) and
zn < 0. Then ∂i(u ◦ ψ˜)(z0) = 0, where ∂i(u ◦ ψ˜)(z0) denotes the continuous extension of
the inner derivative to the boundary point z0. We use the same notation for higher order
derivatives below. Then ∂i(u ◦ ψ˜ ◦ F )(z
′, zn) → 0 as z ր z
(0) for i 6= n, so ∂iE0u exists
in z(0). By the same arguments the second partial derivatives in direction i, j 6= n exist.
Moreover
∂n(−u ◦ ψ˜ ◦ F )(z) = −∂n(u ◦ ψ˜)(F (z))∂nFn(z) → ∂n(u ◦ ψ˜)(z
(0)) as z ր z(0).
By the same argument together with ∂n∂iFn(z) → 0 as z ր z
(0) we get ∂n∂i(−u ◦ ψ˜ ◦
F )(z) → ∂n∂i(u ◦ ψ˜ ◦ F )(z
(0)).
15
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For the second derivative in direction n we have
∂n(−∂nu ◦ ψ˜ ◦ F )(z) = ∂n(−∂n(u ◦ ψ˜)(F (z))∂nFn(z)) =
− ∂2n(u ◦ ψ˜)(F (z))(∂nFn(z))
2 − ∂n(u ◦ ψ˜)(F (z))(∂
2
nFn(z)).
By (3.12) it holds
a′∂v˜n∂v˜nu(y0) + b
′∂v˜nu(y0) = 0.
Moreover by the choice of ψ˜ it holds
∂n(u ◦ ψ˜)(z
(0)) = ∂v˜nu(ψ˜(z
(0)))
and
∂2n(u ◦ ψ˜)(z
(0)) = ∂n((∂v˜nu) ◦ ψ˜)(z
(0)) = ∂v˜n∂v˜nu(ψ˜(z
(0))).
So it follows a′∂2n(u ◦ ψ˜)(z
(0)) + b′∂n(u ◦ ψ˜)(z
(0)) = 0.
So for z ր z(0):
∂n(∂nu◦ψ˜◦F )(z) → −∂
2
n(u◦ψ˜)(F (z
(0)))(∂nFn(z
(0)))2−∂n(u◦ψ˜)(F (z
(0)))(∂2nFn(z
(0))) =
− ∂2n(u ◦ ψ˜)(F (z
(0)))− ∂n(u ◦ ψ˜)(F (z
(0)))2
b′
a′
(z(0)) = ∂2n(u ◦ ψ˜)(z
(0)).
So the extensions of the one-sided first and second order derivatives from below (zn ≤
0) and above (zn ≥ 0) coincide. Since the second order derivatives are Hölder continuous
in both parts and continuous at the points with zn = 0 there are Hölder continuous in Uˆ .
Set Vˆ := ψ˜(Uˆ). Then Vˆ is a neighborhood of x0. Define E : C
2,α(Vˆ ∩ Ω) → C2,α(Vˆ ) by:
Eu(x) =


E0u ◦ ψ˜
−1(x) , if ψ˜−1n (x) < 0
u(x) , else
.
This operator fulfills the conditions (3.18), and is also bounded w.r.t to the C2,α norm
since the C2,α norm of the extended function Eu can be estimated by the C2,α norms of
16
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u, ψ˜ and the coefficients a′, b′.
Remark 3.7: Note that for the C2,α-smoothness of the diffeomorphism ψ˜ in Theorem
3.5 we need that the transformed differential operator has C2,α-smooth second order coef-
ficients. For the C2,α-smoothness of the F in Theorem 3.6 also the first order coefficients
must be C2,α-smooth. Since the first order coefficients contain second derivatives of the
diffeomorphism ψ, Ω must be assumed to be C4,α-smooth.
We have therefore established the main tool for constructing the embedding operator
on the whole domain.
Theorem 3.8 Let (L,D(L)) as in Definition 1.1, Ω a bounded C4,α smooth domain.
Then there exists a linear bounded operator E : D(L) → C2,αc (R
n) with Eu|Ω = u and
supy∈Rn |Eu(y)| = supy∈Ω |u|. (3.20)
Proof. For x ∈ ∂Ω let Vˆx be the neighborhood provided by Theorem 3.6. Then ∂Ω ⊂⋃
x∈∂Ω Vˆx. Since ∂Ω is compact, there exist finitely many xi ∈ ∂Ω, 1 ≤ i ≤ M such
that Vˆ1, ..., VˆM cover ∂Ω. Denote by (Ei, Vˆi) the corresponding embedding operator and
neighborhood. Define Vˆ0 := Ω\(
⋃
i Vˆi), then by the choice of Vi, dist(Vˆ0, ∂Ω) > 0. Choose
now a partition of unity (ηi)
M
i=0 such that ηi has compact support in Vˆi for 1 ≤ i ≤ M
and
∑M
i=0 ηi(x) = 1 for x ∈ Ω. Define E : D(L) → C
2,α
c (R
n) by
Eu :=
M∑
i=0
ηiEi(u|Vˆi).
By the properties of Ei and ηi this defines a function in C
2,α
c (R
n). Since
∑M
i=0 ηi(x) = 1
for x ∈ Ω, we have Eu(x) = u(x) for x ∈ Ω. Since
∑M
i=0 ηi(x) ≤ 1 for x ∈ Ω
c and
supy∈Vi |Eiu(y)| = supy∈Vˆi∩Ω|u(y)| equality (3.20) follows. Furthermore the operator is
also bounded (but not necessarily contractive) w.r.t the C2,α norm. This follows from
the fact that the operators Ei are bounded w.r.t the C
2,α norm.
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