Abstract-Biological and advanced cyber-physical control systems often have limited, sparse, uncertain, and distributed communication and computing in addition to sensing and actuation. Fortunately, the corresponding plants and performance requirements are also sparse and structured, and this must be exploited to make constrained controller design feasible and tractable. We introduce a new "system level" (SL) approach involving three complementary SL elements. SL parameterizations (SLPs) provide an alternative to the Youla parameterization of all stabilizing controllers and the responses they achieve, and combine with SL constraints (SLCs) to parameterize the largest known class of constrained stabilizing controllers that admit a convex characterization, generalizing quadratic invariance. SLPs also lead to a generalization of detectability and stabilizability, suggesting the existence of a rich separation structure, that when combined with SLCs is naturally applicable to structurally constrained controllers and systems. We further provide a catalog of useful SLCs, most importantly including sparsity, delay, and locality constraints on both communication and computing internal to the controller, and external system performance. Finally, we formulate SL synthesis problems, which define the broadest known class of constrained optimal control problems that can be solved using convex programming.
I. INTRODUCTION
T HE foundation of many optimal controller synthesis procedures is a parameterization of all internally stabilizing controllers, and the responses that they achieve, over which relevant performance measures can be easily optimized. For finitedimensional linear time-invariant (LTI) systems, the class of internally stabilizing LTI feedback controllers is characterized by the celebrated Youla parameterization [8] and the closely related factorization approach [9] . In [8] , Youla et al. showed that the Youla parameterization defines an isomorphism between a stabilizing controller and the resulting closed-loop system response from sensors to actuators-therefore rather than synthesizing the controller itself, this system response (or Youla parameter) could be directly optimized. This allowed for the incorporation of customized design specifications on the closed-loop system into the controller design process via convex optimization [10] or interpolation [11] . Subsequently, analogous parameterizations of stabilizing controllers for more general classes of systems were developed: notable examples include the polynomial approach [12] for generalized Rosenbrock systems [13] and the behavioral approach [14] - [17] for linear differential systems. These results illustrate the power and generality of Youla parameterization and factorization approaches to optimal control in the centralized setting. Together with state-space methods, they played a major role in shifting controller synthesis from an ad hoc, loop-at-a-time tuning process to a principled one with well-defined notions of optimality, and in the LTI setting, paved the way for the foundational results of robust and optimal control that would follow [18] .
However, as control engineers shifted their attention from centralized to distributed optimal control, it was observed that the parameterization approaches that were so fruitful in the centralized setting were no longer directly applicable. In contrast to centralized systems, modern cyber-physical systems (CPS) are large-scale, physically distributed, and interconnected. Rather than a logically centralized controller, these systems are composed of several subcontrollers, each equipped with their own sensors and actuators-these subcontrollers then exchange locally available information (such as sensor measurements or applied control actions) via a communication network. These information-sharing constraints make the corresponding distributed optimal controller synthesis problem challenging to solve [19] - [24] . In particular, imposing such structural constraints on the controller can lead to optimal control problems that are NP-hard [25] , [26] .
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Despite these technical and conceptual challenges, a body of work [20] - [24] , [27] , [28] that began in the early 2000s, and that culminated with the introduction of quadratic invariance (QI) in the seminal paper [21] , showed that for a large class of practically relevant LTI systems, such internal structure could be integrated with the Youla parameterization and still preserve the convexity of the optimal controller synthesis task. Informally, a system is quadratically invariant if subcontrollers are able to exchange information with each other faster than their control actions propagate through the CPS [29] . Even more remarkable is that this condition is tight, in the sense that QI is a necessary [30] and sufficient [21] condition for subspace constraints (defined by, for example, communication delays) on the controller to be enforceable via convex constraints on the Youla parameter. The identification of QI triggered an explosion of results in the distributed optimal controller synthesis [31] - [39] -these results showed that the robust and optimal control methods that proved so powerful for centralized systems could be ported to the distributed setting. As far as we are aware, no such results exist for the more general classes of systems considered in [12] and [14] - [17] .
However, a fact that is not emphasized in the distributed optimal control literature is that distributed controllers are actually more complex to synthesize and implement than their centralized counterparts. 1 In particular, a major limitation of the QI framework is that, for strongly connected systems, 2 it cannot provide a convex characterization of localized controllers, in which local subcontrollers only access a subset of system-wide measurements (cf., Sections II-D and IV-D). This need for global exchange of information between subcontrollers is a limiting factor in the scalability of the synthesis and implementation of these distributed optimal controllers.
Motivated by this issue, we propose a novel parameterization of internally stabilizing controllers and the closed-loop responses that they achieve, providing an alternative to the QI framework for the constrained optimal controller synthesis. Specifically, rather than directly designing only the feedback loop between sensors and actuators, as in the Youla framework, we propose directly designing the entire closed-loop response of the system, as captured by the maps from process and measurement disturbances to control actions and states. As such, we call the proposed method a system-level approach (SLA) to controller synthesis, which is composed of three elements: system-level parameterizations (SLPs), system-level constraints (SLCs), and system-level synthesis (SLS) problems. Further, in contrast to the QI framework, which seeks to impose structure on the input/output map between sensor measurements and control actions, the SLA imposes structural constraints on the system response itself, and shows that this structure carries over to the internal realization of the corresponding controller. It is this conceptual shift from structure on the input/output map to the internal realization of the controller that allows us to expand the class of structured controllers that admit a convex characterization, and in doing so, vastly increase the scalability of 1 For example, see the solutions presented in [31] - [39] and the message passing implementation suggested in [39] . 2 We say that a plant is strongly connected if the state of any subsystem can eventually alter the state of all other subsystems. distributed optimal control methods. We summarize our main contributions in the following.
A. Contributions
This paper presents novel theoretical and computational contributions to the area of constrained optimal controller synthesis. In particular, the following statements hold.
1) We define and analyze the SLA to controller synthesis, which is built around novel SLPs of all stabilizing controllers and the closed-loop responses that they achieve. 2) We show that SLPs allow us to constrain the closed-loop response of the system to lie in arbitrary sets: we call such constraints on the system SLCs. If these SLCs admit a convex representation, then the resulting set of constrained system responses admits a convex representation as well. 3) We show that such constrained system responses can be used to directly implement a controller achieving themin particular, any SLC imposed on the system response imposes a corresponding SLC on the internal structure of the resulting controller. 4) We show that the set of constrained stabilizing controllers that admit a convex parameterization using SLPs and SLCs is a strict superset of those that can be parameterized using QI-hence, we provide a generalization of the QI framework, characterizing the broadest known class of constrained controllers that admit a convex parameterization.
5)
We formulate and analyze the SLS problem, which exploits SLPs and SLCs to define the broadest known class of constrained optimal control problems that can be solved using convex programming. We show that the optimal control problems considered in the QI literature [20] , as well as the recently defined localized optimal control framework [4] , are all special cases of SLS problems.
B. Paper Structure
In Section II, we define the system model considered in this paper, and review relevant results from the distributed optimal control and QI literature. In Section III, we define and analyze SLPs for state and output feedback problems, and provide a novel characterization of stable closed-loop system responses and the controllers that achieve them-the corresponding controller realization makes clear that SLCs imposed on the system responses carry over to the internal structure of the controller that achieves them. In Section IV, we provide a catalog of SLCs that can be imposed on the system responses parameterized by the SLPs described in Section III-in particular, we show that by appropriately selecting these SLCs, we can provide convex characterizations of all stabilizing controllers satisfying QI subspace constraints, convex constraints on the Youla parameter, FIR constraints, sparsity constraints, spatiotemporal constraints [1] - [4] , [7] , controller architecture constraints [5] , [40] , [41] , and any combination thereof. In Section V, we define and analyze the SLS problem, which incorporates SLPs and SLCs into an optimal control problem, and show that the distributed opti-mal control problem [see (5) in Section II-C] is a special case of SLS. We end with conclusions in Section VI.
C. Preliminaries and Notation
We use lower and upper case Latin letters such as x and A to denote vectors and matrices, respectively, and lower and upper case boldface Latin letters such as x and G to denote signals and transfer matrices, respectively. We use calligraphic letters such as S to denote sets. In the interest of clarity, we work with discrete-time LTI systems, but unless stated otherwise, all results extend naturally to the continuous time setting. We use standard definitions of the Hardy spaces H 2 and H ∞ , and denote their restriction to the set of real-rational proper transfer matrices by RH 2 and RH ∞ . We use G[i] to denote the ith spectral component of a transfer function G, i.e., G(z) = ∞ i=0
for |z| > 1. Finally, we use F T to denote the space of finite impulse response (FIR) transfer matrices with horizon T , i.e.,
II. PRELIMINARIES

A. System Model
We consider discrete-time LTI systems of the following form:
where x, u, w, y, andz are the state vector, control action, external disturbance, measurement, and regulated output, respectively. Equation (1) can be written in the state-space form as follows:
Consider a dynamic output feedback control law u = Ky. The controller K is assumed to have the state space realization as follows:
where ξ is the internal state of the controller. We have
A schematic diagram of the interconnection of the plant P and the controller K is shown in Fig. 1 .
The following assumptions are made throughout this paper. Assumption 1: The interconnection in Fig. 1 is well-posedthe
Assumption 2: Both the plant and the controller realizations are stabilizable and detectable; i.e., (A, B 2 ) and (A k , B k ) are stabilizable, and (A, C 2 ) and (A k , C k ) are detectable. The goal of the optimal control problem is to find a controller K to stabilize the plant P and minimize a suitably chosen norm 3 of the closed-loop transfer matrix from external disturbance w to regulated outputz. This leads to the following centralized optimal control formulation:
B. Youla Parameterization
A common technique to solve the optimal control problem (3) is via the Youla parameterization, which is based on a doubly coprime factorization of the plant, defined as follows.
Definition 1: A collection of stable transfer matrices, U r ,
Such doubly coprime factorizations can always be computed if P 22 is stabilizable and detectable [42] . Let Q be the Youla parameter. From [42] , problem (3) can be reformulated in terms of the Youla parameter as follows:
with T 11 = P 11 + P 12 Y r U l P 21 , T 12 = −P 12 U r , and T 21 = U l P 21 . The benefit of optimizing over the Youla parameter Q, rather than the controller K, is that (4) is convex with respect to the Youla parameter. One can then incorporate various convex design specifications [10] in (4) to customize the controller synthesis task. Once the optimal Youla parameter Q, or a suitable approximation thereof, is found in (4), we reconstruct the controller by setting K = (Y r − U r Q)(X r − V r Q) −1 .
C. Structured Controller Synthesis and QI
We now move our discussion to the distributed optimal control problem. We follow the paradigm adopted in [21] and [31] - [38] , and focus on information asymmetry introduced by delays in the communication network-this is a reasonable modeling assumption when one has dedicated physical communication channels (e.g., fiber optic channels), but may not be valid under wireless settings. In the references cited above, locally acquired measurements are exchanged between subcontrollers subject to delays imposed by the communication network, 4 which manifest as subspace constraints on the controller itself. 5 Let C be a subspace enforcing the information-sharing constraints imposed on the controller K. A distributed optimal control problem can then be formulated as follows [21] , [30] , [43] , [44] :
A summary of the main results from the distributed optimal control literature [21] , [31] - [38] can be given as follows: if the subspace C is quadratically invariant with respect to P 22 (KP 22 K ∈ C, ∀K ∈ C) [21] , then the set of all stabilizing controllers lying in subspace C can be parameterized by those stable transfer matrices 6 Further, these conditions can be viewed as tight, in the sense that QI is also a necessary condition [30] , [43] for a subspace constraint C on the controller K to be enforced via a convex constraint on the Youla parameter Q.
This allows the optimal control problem (5) to be recast as the following convex model matching problem:
D. QI Imposes Limitations on Controller Sparsity
When working with large-scale systems, it is natural to impose that subcontrollers only collect information from a local subset of all other subcontrollers. This can be enforced by setting the subspace constraint C in problem (5) to encode a suitable sparsity pattern K ij = 0, 7 for some i, j. However, if the plant P 22 is dense (i.e., if the underlying system is strongly connected), which may occur even if the system matrices (A, B 2 , C 2 ) are sparse, then any such sparsity constraint is not quadratically invariant with respect to the plant P 22 : this follows immediately from the algebraic definition of QI KP 22 K ∈ C, ∀K ∈ C. As QI is a necessary and sufficient condition for the subspace constraint K ∈ C to be enforced via a convex constraint on the Youla parameter Q, we conclude that for strongly connected systems, any sparsity constraint imposed on the controller K can only be enforced via a nonconvex constraint on Youla parameter. A major motivation for the SLA developed in this paper was to circumvent this limitation of the QI framework-we revisit this discussion in Section IV-C, and 4 Note that this delay may range from 0, modeling instantaneous communication between subcontrollers, to infinite, modeling no communication between subcontrollers. 5 For continuous-time systems, the delays can be encoded via subspaces that may reside within H ∞ as opposed to RH ∞ . 6 By definition, we have
This implies that the transfer matrices U r and U l are both invertible. Therefore, M is an invertible affine map of the Youla parameter Q.
7 K ij denotes the (i, j)th entry of the transfer matrix K.
show, through the use of a simple example, that the SLA does indeed allow for these limitations to be overcome.
III. SYSTEM-LEVEL (SL) PARAMETERIZATION
In this section, we propose a novel parameterization of internally stabilizing controllers centered around system responses, which are defined by the closed-loop maps from process and measurement disturbances to state and control action. We show that for a given system, the set of stable closed-loop system responses that are achievable by an internally stabilizing LTI controller is an affine subspace of RH ∞ , and that the corresponding internally stabilizing controller achieving the desired system response admits a particularly simple and transparent realization.
We begin by analyzing the state feedback case, as it has a simpler characterization and allows us to provide intuition about the construction of a controller that achieves a desired system response. With this intuition in hand, we present our results for the output feedback setting, which is the main focus of this paper. We conclude the section with a comparison of the pros and cons of using the SL and Youla parameterizations.
A. State Feedback
Consider a state feedback model given by
The z transform of the state dynamics (1a) is given as follows:
where we let δ x := B 1 w denote the disturbance affecting the state. We define R to be the system response mapping the external disturbance δ x to the state x, and M to be the system response mapping the disturbance δ x to the control action u. For a given dynamic state feedback control rule u = Kx into (8), we define the system response {R, M} achieved by the controller K to be the following:
from which it follows that x = Rδ x and u = Mδ x . Similarly, given transfer matrices {R, M}, we say that they define an achievable system response for the system (7) if there exists an LTI controller K such that x = Rδ x and u = Mδ x , for {R, M} as defined in (9) .
The main result of this section is an algebraic characterization of the set {R, M} of state feedback system responses that are achievable by an internally stabilizing controller K, as stated in the following theorem.
Theorem 1: For the state feedback system (7), the following are true. 1) The affine subspace defined by
parameterizes all system responses (9) achievable by an internally stabilizing state feedback controller K. 2) For any transfer matrices {R, M} satisfying (10), the controller K = MR −1 achieves the desired system response (9). 8 Further, if the controller K = MR −1 is implemented as in Fig. 2 , then it is internally stabilizing. The rest of this section is devoted to the proof of Theorem 1. Necessity: The necessity of a stable and achievable system response {R, M} lying in the affine subspace (10) is shown in the following lemma.
Lemma 1 (Necessity of conditions (10)): Consider the state feedback system (7). Let {R, M} be the system response achieved by an internally stabilizing controller K. Then, {R, M} is a solution of (10) .
Proof: Equation (10a) follows directly from (8), which holds for the system response achieved by any controller. For an internally stabilizing controller, the system response {R, M} is in RH ∞ by definition of internal stability. From (9) and the properness of K, the system response is strictly proper, implying (10b) and completing the proof.
Remark 1: We show in Lemma 6 in the appendix that the feasibility of (10) is equivalent to the stabilizability of the pair (A, B 2 ). In this sense, the conditions described in (10) provides an alternative definition of the stabilizability of a system. A dual argument is also provided to characterize the detectability of the pair (A, C 2 ).
Sufficiency: Here, we show that for any system response {R, M} lying in the affine subspace (10), we can construct an internally stabilizing controller K that leads to the desired system response (9). 8 Note that for any transfer matrices {R, M} satisfying (10), the transfer matrix R is always invertible because its leading spectral component 1 z I is invertible. This is also true for the transfer matrices defined in (9).
Consider the block diagram shown in Fig. 2 , whereR = I − zR andM = zM. It can be checked that zR,M ∈ RH ∞ , and hence the internal feedback loop betweenδ x and the reference state trajectoryx is well defined. As is standard, we introduce external perturbations δ x , δ y , and δ u into the system and note that the perturbations entering other links of the block diagram can be expressed as a combination of (δ x , δ y , δ u ) being acted upon by some stable transfer matrices. 9 Hence, the standard definition of internal stability applies, and we can use a bounded-input bounded-output argument (e.g., [42, Lemma 5.3] ) to conclude that it suffices to check the stability of the nine closed-loop transfer matrices from perturbations (δ x , δ y , δ u ) to the internal variables (x, u,δ x ) to determine the internal stability of the structure as a whole. With this in mind, we can prove the sufficiency of Theorem 1 via the following lemma.
Lemma 2 (Sufficiency of conditions (10)): Consider the state feedback system (7). Given any system response {R, M} lying in the affine subspace described by (10) , the state feedback controller K = MR −1 , with structure shown in Fig. 2 , internally stabilizes the plant. In addition, the desired system response, as specified by x = Rδ x and u = Mδ x , is achieved.
Proof: We first note that from Fig. 2 , we can express the state feedback controller
. Now, for any system response {R, M} lying in the affine subspace described by (10), we construct a controller using the structure given in Fig. 2 . To show that the constructed controller internally stabilizes the plant, we list the following equations from Fig. 2 :
Routine calculations show that the closed-loop transfer matrices from (δ x , δ y , δ u ) to (x, u,δ x ) are given as follows:
As all nine transfer matrices in (11) are stable, the implementation in Fig. 2 is internally stable. Furthermore, the desired system response {R, M}, from δ x to (x, u), is achieved.
Remark 2:
The controller parameterization K = MR −1 can also be derived by rewriting (10) as follows:
is a left coprime factorization of the plant model. Classical methods therefore allow for the controller K = (zM)(zR) −1 = MR −1 to be obtained via the Youla parameterization. Although the controller can be implemented via the dynamic feedback gain K = MR −1 , we show in Section IV that the proposed realization in Fig. 2 has significant advantages. Specifically, this implementation allows us to connect constraints imposed on the system response to constraints on the internal blocks of the controller implementation.
Summary: Theorem 1 provides a necessary and sufficient condition for the system response {R, M} to be stable and achievable, in that elements of the affine subspace defined by (10) parameterize all stable system responses achievable via state feedback, as well as the internally stabilizing controllers that achieve them. Further, Fig. 2 provides an internally stabilizing realization for a controller achieving the desired response.
B. Output Feedback With D 22 = 0
We now extend the arguments of Section III-A to the output feedback setting, and begin by considering the case of a strictly proper plant as follows: (12) can be written as follows:
Analogous to the state feedback case, we define a system response {R, M, N, L} from perturbations (δ x , δ y ) to state and control inputs (x, u) via the following relation:
Substituting the output feedback control law u = Ky into the z transform of system equation (13), we obtain the following:
For a proper controller K, the transfer matrix (zI − A − B 2 KC 2 ) is always invertible, hence we obtain the following equivalent expressions for the system response (14) in terms of an output feedback controller K:
We now present one of the main results of this paper: an algebraic characterization of the set {R, M, N, L} of output feedback system responses that are achievable by an internally stabilizing controller K.
Theorem 2: For the output feedback system (12), the following are true.
1) The affine subspace described by 
parameterizes all system responses (15) achievable by an internally stabilizing controller K. 2) For any transfer matrices {R, M, N, L} satisfying (16), the controller K = L − MR −1 N achieves the desired response (15) . 10 Further, if the controller is implemented as in Fig. 3 , then it is internally stabilizing. Necessity: The necessity of a stable and achievable system response {R, M, N, L} lying in the affine subspace (16) is shown in the following lemma.
Lemma 3 (Necessity of conditions (16)): Consider the output feedback system (12) . Let {R, M, N, L}, with x = Rδ x + Nδ y and u = Mδ x + Lδ y , be the system response achieved by an internally stabilizing control law u = Ky. Then, {R, M, N, L} lies in the affine subspace described by (16) .
Proof: Consider an internally stabilizing controller K with state-space realization (2) . Combining (2) with the system equation (13), we obtain the following closed-loop dynamics:
From the assumption that K is internally stabilizing, we know that the state matrix of the above-mentioned equation is a stable matrix (see [42, Lemma 5.2] ). The system response achieved by u = Ky is given by the following:
which satisfies (16c). In addition, it can be shown by routine calculation that (17) satisfies both (16a) and (16b) for arbitrary
Remark 3:
We show in Lemma 7 of the appendix that the feasibility of (16) is equivalent to the stabilizability and detectability of the triple (A, B 2 , C 2 ) . In this sense, the conditions described in (16) provide an alternative definition of stabilizability and detectability.
Sufficiency: Here, we show that for any system response {R, M, N, L} lying in the affine subspace (16) , there exists an internally stabilizing controller K that leads to the desired system response (15) . From the relations in (15), we notice the identity
This relation leads to the controller structure given in Fig. 3 , with R + = zR = z(I − zR),M = zM, andÑ = −zN. As was the case for the state feedback setting, it can be verified that R + ,M, andÑ are all in RH ∞ . Therefore, the structure given in Fig. 3 is well defined. In addition, all of the blocks in Fig. 3 are stable filters-thus, as long as the origin (x, β) = (0, 0) is asymptotically stable, all signals internal to the block diagram will decay to zero. To check the internal stability of the structure, we introduce external perturbations δ x , δ y , δ u , and δ β to the system. The perturbations appearing on other links of the block diagram can all be expressed as a combination of the perturbations (δ x , δ y , δ u , δ β ) being acted upon by some stable transfer matrices, and so it suffices to check the input-output stability of the closed-loop transfer matrices from perturbations (δ x , δ y , δ u , δ β ) to controller signals (x, u, y, β) to determine the internal stability of the structure [42] . With this in mind, we can prove the sufficiency of Theorem 2 via the following lemma.
Lemma 4 (Sufficiency of conditions (16)): Consider the output feedback system (12) . For any system response {R, M, N, L} lying in the affine subspace defined by (16) , the controller K = L − MR −1 N (with structure shown in Fig. 3 ) internally stabilizes the plant. In addition, the desired system response, as specified by x = Rδ x + Nδ y and u = Mδ x + Lδ y , is achieved.
Proof: For any system response {R, M, N, L} lying in the affine subspace defined by (16), we construct a controller using the structure given in Fig. 3 . We now check the stability of the closed-loop transfer matrices from the perturbations (δ x , δ y , δ u , δ β ) to the internal variables (x, u, y, β) . We have the following equations from Fig. 3 :
Combining these equations with the relations in (16a) and (16b), we summarize the closed-loop transfer matrices from (δ x , δ y , δ u , δ β ) to (x, u, y, β) in Table I . Equation (16c) implies that all sixteen transfer matrices in Table I are stable, so the implementation in Fig. 3 is internally stable. Furthermore, the desired system response from (δ x , δ y ) to (x, u) is achieved. The controller implementation of Fig. 3 is governed by the following equations:
which can be informally interpreted as an extension of the statespace realization (2) of a controller K. In particular, the realization equations (18) 
The benefit of this implementation is that arbitrary convex constraints imposed on the transfer matricesR + ,M,Ñ, L carry over directly to the controller implementation. We show in Section IV that this allows for a class of structural (locality) constraints to be imposed on the system response (and hence the controller) that are crucial for extending controller synthesis methods to large-scale systems. In contrast, we recall that imposing general convex constraints on the controller K or directly on its state-space realization A K , B K , C K , D K do not lead to convex optimal control problems.
Remark 4: The controller implementation (18) admits the following equivalent representation:
allowing for an interesting interpretation of the controller K = L − MR −1 N in terms of Rosenbrock system matrix representations [13] . In particular, the system response (14) specifies a Rosenbrock system matrix representation of the controller that achieves it.
Summary: Theorem 2 provides a necessary and sufficient condition for the system response {R, M, N, L} to be stable and achievable, in that elements of the affine subspace defined by (16) parameterize all stable achievable system responses, as well as all internally stabilizing controllers that achieve them. Further, Fig. 3 provides an internally stabilizing realization for a controller achieving the desired response.
C. Specialized Implementations for Open-Loop Stable Systems
In this section, we propose two specializations of the controller implementation in Fig. 3 for open-loop stable systems. From Table I , if we set δ u and δ β to 0, it follows that Fig. 4(b) . This implementation can also be obtained from the identity K = (I + MB 2 ) −1 L, which follows from the relations in (15) . Unfortunately, as shown in the following, this implementation is internally stable only when the open-loop plant is stable.
For the controller implementation and structure shown in Fig. 4(b) , the closed-loop transfer matrices from perturbations to the internal variables are given as follows:
(20) When A defines a stable system, the implementation in Fig. 4(b) is internally stable. However, when the open-loop plant is unstable (and the realization (A, B 2 ) is stabilizable), the transfer matrix (zI − A) −1 B 2 is unstable. From (20) , the effect of the perturbation δ β can lead to instability of the closed-loop system. This structure thus shows the necessity of introducing and analyzing the effects of perturbations δ β on the controller internal state.
Alternatively, if we start with the identity K = L(I + C 2 N) −1 , which also follows from (15), we obtain the controller structure shown in Fig. 4(c) . The closed-loop map from perturbations to internal signals is then given as follows:
As can be seen, the controller implementation is once again internally stable only when the open-loop plant is stable (if the realization (A, C 2 ) is detectable). This structure thus shows the necessity of introducing and analyzing the effects of perturbations on the controller internal state β. Of course, when the open-loop system is stable, the controller structures illustrated in the following may be appealing as they are simpler and easier to implement. In fact, we can show that the controller structure in Fig. 4(b) is an alternative realization of the IMC principle [45] , [46] as applied to the Youla parameterization. Specifically, for open-loop stable systems, the Youla parameter is given by Q = K(I − P 22 K) −1 . As we show in Lemma 5 of Section IV-A, the Youla parameter Q is equal to the system response L for open-loop stable systems. We then have the following:
where ( . This leads to the controller structure shown in Fig. 5 . In this case, the closed-loop transfer matrices from δ u to the internal variables become the following:
The remaining entries of Table I remain the same. Therefore, the controller structure shown in Fig. 5 internally stabilizes the plant.
E. SLP and Youla Parameterization
A key difference between the SL and Youla parameterizations is the manner in which they characterize the achievable closed-loop responses of a system. The Youla parameterization provides an image space representation of the achievable system responses, parameterized explicitly by the free Youla parameter.
This parameterization lends itself naturally to efficient computation via the standard and theoretically supported approach [10] of restricting the Youla parameter and objective function to be an FIR. However, despite this ease of computation, as alluded to earlier and discussed in detail in Section IV-D, imposing sparsity constraints on the controller via the Youla parameter is in general intractable.
In contrast, the proposed SL parameterization specifies a kernel-space representation of achievable system responses, parameterized implicitly by the affine space (16a)-(16b). While our discussion highlights the benefits and flexibility of the SL approach, there is an important caveat that the affine constraints (16a)-(16b) are in general infinite dimensional. Hence, although the parameterization is a convex one, it does not immediately lend itself to efficient computation. In Section IV-E, we show that imposing FIR constraints on the system responses leads to a finite-dimensional optimization problem, and further show that such constraints are feasible if the system is controllable and observable.
IV. SYSTEM-LEVEL (SL) CONSTRAINTS
An advantage of the parameterizations described in Section III is that they allow us to impose additional constraints on the system response and the corresponding internal structure of the controller. These constraints may be in the form of structural (subspace) constraints on the response, or may capture a suitable measure of system performance: in this section, we provide a catalog of useful SLCs that can be naturally incorporated into the SLPs described in Section III. In addition to all of the performance specifications described in [10] , we also show that QI subspace constraints are a special case of SLCs. We then provide an example as to why one may wish to go beyond QI subspace constraints to localized (sparse) subspace constraints on the system response, and show that such constraints can be trivially imposed in our framework. As far as we are aware, no other parameterizations [9] , [12] , [15] - [17] , [21] allow for such constraints to be tractably enforced for general (i.e., strongly connected) systems. As such, we provide here a description of the largest known class of constrained stabilizing controllers that admit a convex parameterization. Further, as we show in our companion paper [47] , it is this ability to impose locality constraints on the controller structure via convex constraints that allows us to scale the methods proposed in [10] and [21] to large-scale systems.
Before proceeding, we emphasize that although the Youla parameterization and coprime factors are needed to prove the results presented in Sections IV-A and IV-B, these are only used for the purposes of establishing connections between the Youla/QI parameterizations and the SLA. The SLPs presented in Section III require neither the Youla parameterization nor coprime factors.
A. Constraints on the Youla Parameter
We show that any constraint imposed on the Youla parameter can be translated into a SLC, and vice versa. In particular, if this constraint is convex, then so is the corresponding SLC. Consider the following modification of the standard Youla parameterization, which characterizes a set of constrained internally stabilizing controllers K for a plant (12) as follows:
Here, the expression for K is in terms of the coprime factors defined in Section II-B, and Q is an arbitrary set-if we take Q = RH ∞ , we recover the standard Youla parameterization. Similarly, if we take Q to be QI subspace constraints, we recover a distributed optimal control problem that admits a convex parameterization: we discuss the connection between QI and SLCs in more detail in Section IV-B. Further, if the plant is open-loop stable or has a special structure, it may be desirable to enforce non-QI constraints on the Youla parameter. In general, one can use this expression to characterize all possible constrained internally stabilizing controllers by suitably varying the set Q, 11 and hence, this formulation is as general as possible. We now show that an equivalent parameterization can be given in terms of a SLC.
Theorem 3:
The set of constrained internally stabilizing controllers described by (22) can be equivalently expressed as K = L − MR −1 N, where the system response {R, M, N, L} lies in the set as follows:
the invertible affine map, as defined in Section II-C. Further, this parameterization is convex if and only if Q is convex.
In order to prove this result, we first need to understand the relationship among the controller K, the Youla parameter Q, and the system response {R, M, N, L}.
Lemma 5: Let L be defined as in (15) , and the invertible affine map M be defined as in Section II-C. We then have the following:
Proof: From the equations u = Ky and y = P 21 w + P 22 u, we can eliminate u and express y as y = (I − P 22 K) −1 P 21 w. We then have the following:
Recall that we define δ x = B 1 w and δ y = D 21 w. As a result, we have P 21 w = C 2 (zI − A) −1 δ x + δ y . Substituting this identity into (25) yields the following:
By definition, L is the closed-loop mapping from δ y to u. Equation (26) then implies that L = K(I − P 22 K) −1 . From [44] and [48] (cf., Section II-C), we have K(I − P 22 K) −1 = M(Q), which completes the proof.
Proof of Theorem 3:
The equivalence between the parameterizations (22) and (23) is readily obtained from Lemma 5. As M is an invertible affine mapping between L and Q, any convex constraint imposed on the Youla parameter Q can be equivalently translated into a convex SLC imposed on L, and vice versa.
B. Quadratically Invariant Subspace Constraints
Recall that for a subspace C that is quadratically invariant with respect to a plant P 22 , the set of internally stabilizing controllers K that lie within the subspace C can be expressed as the set of stable transfer matrices Q ∈ RH ∞ satisfying M(Q) ∈ C, for M, the invertible affine map defined in Section II-C. We therefore have the following corollary to Theorem 3.
Corollary 1: Let C be a subspace constraint that is quadratically invariant with respect to P 22 . Then, the set of internally stabilizing controllers satisfying K ∈ C can be parameterized as in Theorem Note that Corollary 1 holds true for stable and unstable plants P. Therefore, in order to parameterize the set of internally stabilizing controllers lying in C, we do not need to assume the existence of an initial strongly stabilizing controller as in [21] nor do we need to perform a doubly coprime factorization as in [44] . Thus, we see that QI subspace constraints are a special case of SLCs.
Finally, we note that in [30] and [43] , Lessard and Lall show that QI is necessary for a subspace constraint C on the controller K to be enforceable via a convex constraint on the Youla parameter Q. However, when C is not a subspace constraint, no general methods exist to determine whether the set of internally stabilizing controllers lying in C admits a convex representation. In contrast, determining the convexity of a SLC is straightforward.
C. Beyond QI
Before introducing the class of localized SLCs, we present a simple example for which the QI framework fails to capture an "obvious" controller with localized structure, but for which the SLA can. This example also serves to illustrate the importance of locality in achieving scalability of controller implementation. Our companion paper [47] shows how locality further leads to scalability of the controller synthesis.
Example 1: Consider the optimal control problem as follows: (27) with disturbance w [t] i.i. d   ∼ N(0, I) . We assume full state feedback, i.e., the control action at time t can be expressed as
for some function f . An optimal control policy u for this linear quadratic regulator (LQR) problem is easily seen to be given by u [t] = −Ax [t] .
Further, suppose that the state matrix A is sparse and let its support define the adjacency matrix of a graph G for which we identify the ith node with the corresponding state/control pair (x i , u i ). In this case, we have that the optimal control policy u can be implemented in a localized manner. In particular, in order to implement the state feedback policy for the ith actuator u i , only those states x j for which A ij = 0 need to be collectedthus only those states corresponding to immediate neighbors of node i in the graph G, i.e., only local states, need to be collected to compute the corresponding control action, leading to a localized implementation. As we discussed in our companion paper [47] , the idea of locality is essential to allow the controller synthesis and implementation to scale to arbitrarily large systems, and hence, such a structured controller is desirable. Now, suppose that we naively attempt to solve optimal control problem (27) by converting it to its equivalent H 2 model matching problem (5) and constraining the controller K to have the same support as A, i.e., K = ∞ t=0 supp (A) . If the graph G is strongly connected, then any sparsity constraint in the form of K ij = 0 is not QI with respect to the plant P 22 = (zI − A) −1 . To see this, note that if the graph G is strongly connected, then P 22 is a dense transfer matrix: it then follows immediately that any subspace C enforcing sparsity constraints on K fails to satisfy KP 22 K ∈ C, ∀K ∈ C, and hence is not QI with respect to P 22 . The results of [30] further allow us to conclude that computing such a structured controller can never be done using convex programming when using the Youla parameterization.
In contrast, in the case of a full control (B 2 = I) problem, the condition (10) simplifies to (zI − A)R − M = I, R, M ∈ 1 z RH ∞ . Again, suppose that we wish to synthesize an optimal controller that has a communication topology given by the support of A-from the above-mentioned implementation, it suffices to constrain the support of transfer matrices R and M to be a subset of that of A. It can be checked that R = 
D. Subspace and Sparsity Constraints
Motivated by the previous example, we consider here subspace SLCs, with a particular emphasis on those that encode sparse structure in the system response and corresponding controller implementation. Let L be a subspace of RH ∞ . We can parameterize all stable achievable system responses that lie in this subspace by adding the following SLC to the parameterization of Theorem 2:
Of particular interest are subspaces L that define transfer matrices of sparse support. An immediate benefit of enforcing such sparsity constraints on the system response is that implementing the resulting controller (18) can be done in a localized way, i.e., each controller state β i and control action u i can be computed using a local subset (as defined by the support of the system response) of the global controller state β and sensor measurements y. For this reason, we refer to the constraint (28) as a localized SLC when it defines a subspace with sparse support. As we show in our companion paper [47] , such localized constraints further allow for the resulting system response to be computed in a localized way, i.e., the global computation decomposes naturally into decoupled subproblems that depend only on local submatrices of the state-space representation (1). Clearly, both of these features are extremely desirable when computing controllers for large-scale systems. To the best of our knowledge, such constraints cannot be enforced using convex constraints using existing controller parameterizations [9] , [12] , [15] - [17] , [21] for general systems.
A caveat of our approach is that although an arbitrary subspace structure can be enforced on the system response, it is possible that the intersection of the affine space described in Theorem 2 with the specified subspace is empty. Indeed, selecting an appropriate (feasible) localized SLC, as defined by the subspace L, is a subtle task: it depends on an interplay between actuator and sensor density, information exchange delay and disturbance propagation delay. Formally, defining and analyzing a procedure for designing a localized SLC is beyond the scope of this paper: as such, we refer the reader to our recent paper [5] , in which we present a method that allows for the joint design of an actuator architecture and corresponding feasible localized SLC.
E. FIR Constraints
Given the parameterization of stabilizing controllers of Theorem 2, it is straightforward to enforce that a system response be FIR with horizon T via the following SLC:
Whereas the pros and cons of deadbeat control in the centralized setting are well studied [49] - [51] , and we argue here that imposing an appropriately tuned FIR SLC has the following benefits that are specific to the distributed large-scale setting.
1) The controller achieving the desired system response can be implemented using the FIR filter banks R + ,M,Ñ, L ∈ F T , as illustrated in Fig. 3 . This simplicity of implementation is extremely helpful when applying these methods in practice. 2) When an FIR SLC is imposed, the resulting set of stable achievable system responses and corresponding controllers admit a finite-dimensional representationspecifically, the constraints specified in Theorem 2 only need to be applied to the impulse response elements
. Remark 5: It should be noted that the computational benefits claimed above hold only for discrete-time systems. For continuous-time systems, an FIR transfer matrix is still an infinite-dimensional object, and hence, the resulting parameterizations and constraints are in general infinite dimensional as well.
Remark 6: The complexity of local implementations using FIR filter banks scales linearly with the horizon T -an interesting direction for future work is to determine if infinite impulse response (IIR) system responses lead to simpler controller implementations via state-space realizations. We conclude this section by showing that such FIR constraints are always feasible, for suitably chosen horizons T , if the system is controllable and observable. (10) for some finite T 1 . Similarly, if (A, C 2 ) is observable, then there exists FIR transfer matrices (R 2 , N 2 ) ∈ F T 2 satisfying (37) for some finite T 2 . When (A, B 2 , C 2 ) is controllable and observable, the following FIR transfer matrices can be verified to lie in the affine space (16) as follows:
Finally, we note that recently developed relaxations [52] of SLP can be used when such FIR constraints cannot be satisfied. This may occur, for instance, when the underlying system is only stabilizable and/or detectable.
F. Intersections of SLCs and Spatiotemporal Constraints
Another major benefit of SLCs is that several such constraints can be imposed on the system response at once. Further, as convex sets are closed under intersection, convex SLCs are also closed under intersection. To illustrate the usefulness of this property, consider the intersection of a QI subspace SLC (enforcing information exchange constraints between subcontrollers), an FIR SLC, and a localized SLC. The resulting SLC can be interpreted as enforcing a spatiotemporal constraint on the system response and its corresponding controller, as we explain using the chain example shown in the following. Fig. 6 shows a diagram of the system response to a particular disturbance (δ x ) i . In this figure, the vertical axis denotes the spatial coordinate of a state in the chain, and the horizontal axis denotes time: hence, we refer to this figure as a space-time diagram. Depicted are the three components of the spatiotemporal constraint, namely the communication delay imposed on the controller via the QI subspace SLC, the deadbeat response of the system to the disturbance imposed by the FIR SLC, and the localized region affected by the disturbance (δ x ) i imposed by the localized SLC.
When the effect of each disturbance (δ x ) i can be localized within such a spatiotemporal SLC, the system is said to be localizable (cf., [2] and [4] ). It follows that the feasibility of a spatiotemporal constraint implies a more general notion of controllability (observability), wherein the system impulse response is constrained to be finite in both space and time, and the controller is subject to communication delays. Thus, rather than the traditional computational test of verifying the rank of a suitable controllability (observability) matrix, localizability is verified by the feasibility of a set of affine constraints.
G. Closed-Loop Specifications
As in [10] , our parameterization allows for arbitrary performance constraints to be imposed on the closed-loop response. In contrast to the method proposed in [10] , these performance constraints can be combined with structural (i.e., localized spatiotemporal) constraints on the controller realization, naturally extending their applicability to the large-scale distributed setting. In the interest of completeness, we highlight some particularly useful SLCs here.
1) System Performance Constraints: Let g(·) be a functional of the system response-it then follows that all internally stabilizing controllers satisfying a performance level, as specified by a scalar γ, are given by transfer matrices {R, M, N, L} satisfying the conditions of Theorem 2 and the SLC as follows:
Further, recall that the sublevel set of a convex functional is a convex set, and hence if g is convex, then so is the SLC (31) . A particularly useful choice of convex functional is as follows: (32) for a system norm · , which is equivalent to the objective function of the decentralized optimal control problem (5). Thus, by imposing several performance SLCs (32) with different choices of norm, one can naturally formulate multiobjective optimal control problems.
2) Controller Robustness Constraints: Suppose that the controller is to be implemented using hardware with limited resources (limited memory, precision, size, . . . etc.), thus introducing nonnegligible quantization (or other errors) to the internally computed signals: this can be modeled via an internal additive noise δ β in the controller structure (cf., Fig. 3 ). In this case, we may wish to design a controller that further limits the effects of these perturbations on the system: to do so, we can impose a performance SLC on the closed-loop transfer matrices specified in the rightmost column of Table I. 3) Controller Architecture Constraints: The controller implementation (18) also allows us to naturally control the number of actuators and sensors used by a controller-this can be useful when designing controllers for large-scale systems that use a limited number of hardware resources (cf., Section V-B3). In particular, assume that implementation (18) parameterizing stabilizing controllers that use all possible actuators and sensors. It then suffices to constrain the number of nonzero rows of the transfer matrix [M, L] to limit the number of actuators used by the controller, and similarly, the number of nonzero columns of the transfer matrix [Ñ , L ] to limit the number of sensors used by the controller. As stated, these constraints are nonconvex, but recently proposed convex relaxations [40] , [41] can be used in their stead to impose convex SLCs on the controller architecture.
4) Positivity Constraints: It has recently been observed that (internally) positive systems are amenable to efficient analysis and synthesis techniques (cf., [53] and the references therein). Therefore, it may be desirable to synthesize a controller that either preserves or enforces positivity of the resulting closed-loop system. We can enforce this condition via the SLC that the elements
) are all elementwise nonnegative matrices. This SLC is easily seen to be convex.
V. SYSTEM-LEVEL (SL) SYNTHESIS
We build on the results of the previous sections to formulate the SLS problem. We show that by combining appropriate SLPs and SLCs, the largest known class of convex structured optimal control problems can be formulated. As a special case, we show that we recover all possible structured optimal control problems of the form (5) that admit a convex representation in the Youla domain.
A. General Formulation
Let g(·) be a functional capturing a desired measure of the performance of the system (as described in Section IV-G1), and let S be a SLC. We then pose the SLS problem as follows:
For g, a convex functional, and S, a convex set, 12 the resulting SLS problem is a convex optimization problem.
Remark 7: For a state feedback problem, the SLS problem can be simplified to the following:
B. Examples of Convex SLS
Here, we highlight some convex SLS problems. A more extensive list can be found in [54] and [55] .
1) Distributed Optimal Control: The distributed optimal control problem (5) with a QI subspace constraint C can be formulated as a SLS problem as follows:
Thus, all distributed optimal control problems that can be formulated as convex optimization problems in the Youla domain are special cases of convex SLS problem (33) .
2) Localized LQG Control: In [2] and [4] , we posed and solved a localized linear quadratic Gaussian (LLQG) optimal control problem. In the case of a state feedback problem [2] , the resulting SLS problem is of the following form:
for C, a QI subspace SLC, L, a sparsity SLC, and F T , an FIR SLC.
The observation that we make in [2] (and extend to the output feedback setting in [4] ) is that the localized SLS problem (36) can be decomposed into a set of independent subproblems solving for the columns R i and M i of the transfer matrices R and M-as these problems are independent, they can be solved in parallel. Further, the sparsity constraint L restricts each subproblem to a local subset of the system model and states, as specified by the nonzero components of the corresponding column of the transfer matrices R and M (e.g., as was described in Example 1), allowing each of these subproblems to be expressed in terms of optimization variables [and corresponding submatrices of the state-space realization (16) ] that are of significantly smaller dimension than the global system response {R, M}. Thus, for a given feasible spatiotemporal SLC, the localized SLS problem (36) can be solved for arbitrarily large-scale systems, assuming that each subcontroller can solve its corresponding subproblem in parallel. 13 As far as we are aware, such constrained optimal control problems cannot be solved via convex programming using existing controller parameterizations in the literature.
In our companion paper [47] , we generalize all of these concepts to the SLA to the controller synthesis, and show that appropriate notions of separability for SLCs can be defined, which allow for optimal controllers to be synthesized and implemented with order constant complexity (assuming parallel computation is available for each subproblem) relative to the global system size.
3) Regularization for Design (RFD):
The RFD framework [40] , [41] , [56] , [57] explores tradeoffs between closed-loop performance and architectural cost using convex programming by augmenting the objective function with a suitable convex regularizer that penalizes the use of actuators, sensors, and communication links. To integrate RFD into the SLA, it suffices to add a suitable convex regularizer, as mentioned in Section IV-G3 and described in [5] and [40] , to the objective function of the SLS problem (33) . We demonstrate the usefulness of combining RFD, locality, and SLS in our companion paper [47] .
C. Computational Complexity and Nonconvex Optimization
A final advantage of the SLS problem (33) is that it is transparent to determine the computational complexity of the optimization problem. Specifically, the complexity of solving (33) is determined by the type of the objective function g(·) and the characterization of the intersection of the set S and the affine space (16a)-(16c). Further, when the SLS problem is nonconvex, the direct nature of the formulation makes it straightforward to determine suitable convex relaxations or nonconvex optimization techniques for the problem. In contrast, as discussed in [30] , no general method exists to determine the computational complexity of the decentralized optimal control problem (5) for a general constraint set C.
VI. CONCLUSION
In this paper, we defined and analyzed the SLA to the controller synthesis, which consists of three elements: SLPs, SLCs, and SLS problems. We showed that all achievable and stable system responses can be characterized via the SLPs given in Theorems 1 and 2. We further showed that these system responses could be used to parameterize internally stabilizing controllers that achieved them, and proposed a novel controller implementation (18) . We then argued that this novel controller implementation had the important benefit of allowing for SLCs to be naturally imposed on it, and showed in Section IV that using this controller structure and SLCs, we can characterize the broadest known class of constrained internally stabilizing controllers that admit a convex representation. Finally, we combined SLPs and SLCs to formulate the SLS problem, and showed that it recovered as a special case many well-studied constrained optimal controller synthesis problems from the literature. In our companion paper [47] , we show how to use the SLA to the controller synthesis to co-design controllers, system responses, and actuation, sensing, and communication architectures for largescale networked systems.
APPENDIX STABILIZABILITY AND DETECTABILITY
Lemma 6:
The pair (A, B 2 ) is stabilizable if and only if the affine subspace defined by (10) is nonempty.
Proof: We first show that the stabilizability of (A, B 2 ) implies that there exist transfer matrices R, M ∈ For the opposite direction, we note that R, M ∈ RH ∞ implies that these transfer matrices do not have poles outside the unit circle |z| ≥ 1. From (10a), we further observe that zI − A −B 2 is right invertible in the region where R and M do not have poles, with R M being its right inverse. This then implies that zI − A −B 2 has full row rank for all |z| ≥ 1. This is equivalent to the Popov-Belevitch-Hautus (PBH) test [58] for stabilizability, proving the claim.
We note that the analysis for the state feedback problem in Section III-A can be applied to the state estimation problem by considering the dual to a full control system (cf., [42, Sec. 16.5] ). For instance, the following corollary to Lemma 6 gives an alternative definition of the detectability of pair (A, C 2 ) [6] .
Corollary 2: The pair (A, C 2 ) is detectable if and only if the following conditions are feasible:
A parameterization of all detectable observers can be constructed using the affine subspace (37) in a manner analogous to that described above.
Lemma 7:
The triple (A, B 2 , C 2 ) is stabilizable and detectable if and only if the affine subspace described by (16) is nonempty.
Proof: This follows from an identical construction as that presented in the proof Theorem 4, but now using stable transfer matrices with possibly IIRs.
