This paper describes a new method of eddy current impedance extraction and hardness classification for valves, which is used in online classification. A finite element simulation is conducted to estimate the base magnetic response in specimens with various initial permeabilities, and a scatter diagram between the hardness calibration and initial permeability is plotted experimentally; thus, the hardness classification model is obtained by using the initial permeability as the intermediate variable. A lock-in amplifier is commonly used to measure the amplitudes of impedance components in conventional eddy current testing. This study replaces the lock-in amplifier with a cross-correlation algorithm with the objective of integrating the impedance processing with the subsequent classification. Moreover, an incremental and decremental support vector machine is used to classify the valve specimens based on the extracted impedance due to its demonstrated excellent performance for both linearly separable and nonlinearly indivisible problems. The cross-correlation algorithm and the incremental and decremental support vector machine are implemented on a field-programmable gate array, which has the advantage of parallel processing and can satisfy the online requirements. A comparison with the traditional impedance comparison method shows that the proposed method not only is suitable for online hardness classification but also achieves good performance in correlating impedance amplitude changes caused by a temperature increase of the coil and various heat treatment conditions with the hardness values.
I. INTRODUCTION
A valve is a component that is responsible for inputting air into an engine or exhaust gas after combustion. The temperature of the intake valve during operation reaches 570 ∼ 670 K, and the temperature of the exhaust valve reaches 1050 ∼ 1200 K. A valve must also withstand the pressure of the gas, the force of the valve spring, and the inertial force of the transmission component [1] . The lubrication and cooling conditions of a valve are poor, and the valve must be strong, stiff, heat-resistant and wear-resistant. Hardness is an important physical quantity for the measurement of the performance of a material or component and The associate editor coordinating the review of this manuscript and approving it for publication was Weipeng Jing .
is a comprehensive indicator that reflects the mechanical properties of a material or component, such as the elasticity, plasticity, strength, and toughness. Therefore, hardness testing is an indispensable step in the valve manufacturing process.
Traditional hardness testing for valves includes indentation hardness testing, dynamic impact testing and scratch testing. For example, in indentation testing for valves, the diameter of the indentation after mechanical pressure is used to determine the hardness value [2] . Two problems are encountered in valve hardness testing in mass production [3] . First, the sampling must be stopped when pressure is applied, and a special fixture is required to complete the test; thus, the test cycles are long, and the test efficiency is low. Second, when the mechanical load is applied, the load will have a destructive VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/ effect on the surface quality of the valves. The valves can no longer be used, and the valve application manufacturer cannot accept this result. Compared with the traditional indentation hardness testing method, eddy current testing has the advantages of not damaging the surface, sampling without stopping, and yielding fast results [4] , [5] . Eddy current testing has been widely used in the manufacturing process. The hardness in eddy current testing is based on the fact that valves with the same hardness values have the same impedance features under the action of an eddy current. A related study proved that there is a correlation between the impedance and the hardness [5] - [8] .
An accurate and quick extraction of the impedance features with the testing coil of the eddy current is the first and essential step to achieve an online hardness classification with an eddy current. A lock-in amplifier (LIA) is commonly used to measure the amplitudes of impedance components and the phases of impedance signals in conventional eddy current testing, which has the advantage of simultaneously obtaining the magnitudes of the resistance and inductance components [9] , [10] ; however, LIAs are uncontrollable for the online extraction of features in manufacturing processes, and difficulties are encountered in the integration of impedance processing with subsequent classification [11] .
After extracting the impedance features, the conventional impedance comparison method by impedance extraction [12] is conducted. The advantage of this approach is that valves with similar hardness values can be subjected to a large number of high-speed tests, and the approach is more economical than other nondestructive testing methods. Due to the effects of various heat treatment conditions or a temperature increase of the testing coil, the impedance comparison method is only feasible in a small range of the hardness value as the relationship between the impedance features and the hardness value is nonlinear in a large span.
In addition, a real-time hardness classification by impedance features are required in a continuous production line, where impedance extraction and subsequent classification are required for centralized processing. Such classification places high demands on the performance of the processor.
Focusing on the aforementioned issues that must be solved in valve hardness testing, the main contributions of this study are as follows:
• This study uses a finite element model (FEM) to simulate the eddy current field distribution for valve samples to obtain a theoretical basis for establishing a hardness testing model that is based on an impedance feature.
• This study replaces the LIA with a cross-correlation algorithm with the aim of extracting the magnitude of the impedance. Although this algorithm is a classic algorithm, its application in hardness feature extraction in the field of eddy current detection gives rise to new academic and technical problems. The algorithm is innovative and applicable to these problems.
• This study proposes an incremental and decremental support vector machine (ID-SVM) to solve the nonlinear regression relationship between the hardness and impedance features in a large range of hardness values. Moreover, the ID-SVM is especially suitable for online hardness classification. (From Equation 15 , the ID-SVM is updated by a realtime calculation of the Hesse matrix, and additions, deletions, and changes of the samples will cause real-time updates of the classification results. Fig. 12 also proves this fact).
• This study also integrates the impedance feature method with a hardness classification method based on a fieldprogrammable gate array (FPGA) board to satisfy the online and portable requirements.
The remaining part of this paper is organized as follows: Section II presents the advantages and disadvantages of the related work. Section III describes the conditions of the heat treatment of the valve specimens, the experimental platform, the establishment of the hardness classification model, and a block diagram of the eddy current system based on the model of the hardness classification. Section IV proposes the method of impedance extraction and hardness classification and the implementation of the technology based on the FPGA. Section V evaluates the superiority and feasibility of the proposed method compared to related common methods via experiments. Section VI summarizes the research content and presents the conclusions of the research.
II. RELATED WORKS
Eddy current testing of a valve's hardness is based on the principle of electromagnetic induction [5] . When an alternating current flows through a coil, an alternating magnetic field is generated in the coil [6] . If the magnetic field is close to the surface of the part, then an eddy current will be generated in the valves. The magnetic field that is generated by the eddy current itself and the coil magnetic field are superimposed to form the alternating current impedance of the coil [7] . In Saeed Kahrobaee and MehrdadKashefi [5] work, the magnitude of the impedance is related to the initial permeability of the workpiece. In Yang et al. [8] work, the hardness is related to the initial permeability of the workpiece. These results indirectly prove that there is a correlation between the impedance and the hardness. However, in engineering, a measurement based on permeability is not as easy as a measurement based on impedance.
The processing and analysis of an impedance signal, such as Fourier analysis (FA) and wavelet analysis (WA), are continuously applied to eddy current testing [9] . Since the processing time of the Fourier transform increases exponentially with the number of sampling points, the dimensions and number of features are large, which makes subsequent processing based on these features inconvenient. Because of its large dynamic range and high signal-to-noise ratio, LIAs are widely used for weak signal extraction in eddy current testing systems [10] . However, LIAs are limited in terms of convenience of volume and feature-based subsequent processing. It is necessary to find a method or technology with the same performance as an LIA. Cross-correlation is a measurement method that is used to determine the similarity between two signals: it is an algorithm describing the similarity of two functions [10] and is typically used to identify features of unknown signals via a comparison with known signals [11] .
As shown in Fig. 1 , an elliptic area is drawn by the peak value of the voltage signal of the impedance. The impedance feature with the lowest hardness value in the samples is used as the lowest limit sample, the impedance feature with the highest hardness value is used as the upper sample, and the impedance feature with a calibrated hardness value is used as the initial position for adjusting the oval area. During the classification, the size of the tolerance zone of the impedance features determines the difference between the hardness values of two valves. The smaller the tolerance zone size is, the smaller the difference between the hardness values of the two valves [12] . This method has strong practicality, but when the hardness value span is large, the impedance features will easily correspond to multiple hardness values [13] .
In [14] , the rapid reconstruction of three-dimensional defect profiles was based on key physical parameters and an SVM and associated the physics-based geometry with feature parameters through a least squares SVM (LS-SVM). The research results showed that the accuracy, robustness and computational speed of the proposed method were significantly improved compared to those of the existing methods. In [15] , the authors provided an inversion method for the physical parameters of ferromagnetic pipelines based on the LS-SVM. The physical parameters of the pipeline were reversed by the impedance value. The agreement between the inversion value and the actual test value of the parameters was over 91%. The above research results from the literature show that the SVM can be used for the extraction, identification, classification, and prediction of eddy current detection feature signals. This study provides a methodological reference for the study of eddy current hardness classification Compared with the SVM, the ID-SVM can only add, modify, or delete the parts of the original learning result that are related to the new sample and parts that are not related to the new sample are not changed [16] - [22] . An outstanding feature of the incremental training algorithm is that the learning of the support vector machine is not conducted offline all at once but via a process in which data are added one by one for an iterative optimization [22] , [13] . The ID-SVM can also simplify common classification and regression problems [16] - [19] , achieving excellent performance for both linear and nonlinear problems. Hence, it is possible to use the ID-SVM to correlate a changing value of the impedance features from the eddy current signal with the hardness of the valve samples. ID-SVM is a small-sample learning method that has a solid theoretical foundation and does not involve the probability or laws of large numbers.
However, the SVM and ID-SVM algorithms are relatively complex, and most of the research is based on a machine learning platform [22] or Matlab tools [13] . For the hardness classification used for online testing, one needs to integrate a special feature value acquisition module and a PC loaded with the aforementioned software. The abovementioned algorithm is almost impossible to use for a detection device mainly based on an embedded processing device such as an FPGA and digital signal processing (DSP), which increases the design complexity of the detection device [23] , [24] . It is necessary to redesign the algorithm implementation structure in a new programming environment.
III. PRELIMINARIES A. EXPERIMENTAL PLATFORM
As shown in Fig. 2 , the material of the valve specimens is 40Cr. The specimens are quenched at 850 • C and tempered in the range of 450 ∼ 650 • C, and the hardness values are obtained in the range of 38 ∼ 52HRC.
As shown in Fig. 3 , the experimental platform is developed by our research group, which consists of an FPGA board, a power supply, an amplification circuit, a calibrated valve, VOLUME 8, 2020 The parameters of the bridge circuits. ''R'' represents the bridge resistor, ''D'' represents the wire diameters of the coils, N1 represents the primary turns of the coils, N2 represents the secondary turns of the coils, I1 represents the primary current of the coils, and I2 represents the primary current of the coils. The structures of the reference coil and testing coil are the same. a testing valve, a digital-to-analog converter board (D/A), an analog-to-digital converter board (A/D), an electric bridge circuit with a reference coil, a testing coil, arm resistances and auxiliary circuits. The main parameters of the bridge circuits are listed in Tab. 1. The parameters of the reference coil and the testing coil are exactly the same.
B. FEM SIMULATION
As described in [23] , [25] , specimens with various impedances due to the initial permeability and shapes of the valves exhibit a homogeneous magnetic response along the area. To reasonably predict the magnetic response for the valve specimens, the FEM is simulated in terms of three factors: the magnetic induction intensity, eddy current density, and electric vector density. According to the coil parameters that are listed in Tab. 1, the current densities of specimens with various initial permeabilities of the alternating current that is imposed on the excitation coil are simulated in the Maxwell 2D software using the initial permeability values.
As shown in Fig. 4 , the magnetic vector density (B), eddy current density (J), and electric vector density (A) are simulated with two states of the initial permeability (µ = 200 and µ = 350). In scenarios with various initial permeabilities, the penetration depths of these specimens depend on the initial permeabilities, which have a correlative relationship with the magnetic field parameters. The three parameters of the finite element simulation are consistent with the direction of the change in the initial permeability.
Tab. 2 presents the simulation results of the impedance matrices of the primary and secondary coils. The impedance matrix of the receiver of the secondary coil can characterize the initial permeability.
As shown in Fig. 5 , when the initial permeability is lower, the values of the vector that synthesizes the resistance and reactance are also lower. The directions of change in the impedance and its component are consistent with the direction of the change in the initial permeability, but the velocity of the imaginary component is faster than that of the real components.
To obtain a regression model of the impedance and hardness values, a scatter diagram between the initial permeability and the hardness-calibrated values of valves with the same quenching temperature and different tempering temperatures is constructed according to the experimental results, which is presented in Fig. 2 .
As shown in Fig. 6 , the relationship between the initial permeability and the hardness value is nonlinear, and the point of inflection occurs at 27HRC. Hence, the impedance comparison method is only feasible in a small range of hardness value. The impedance comparison method cannot be used in an area with a large hardness range; hence, Yang's [8] work focused on identifying the relationship between the change in hardness and the variance of the impedance component to overcome the aforementioned difficulties.
Then, equation (1) is obtained from the FEM simulated results and the relationship between the initial permeability and the hardness-calibrated values. The eddy current resistance U R is the real component of the eddy current impedance U RL , and the eddy current reactance U L is the imaginary component, as expressed in equation (2) . For n specimens with hardness-calibrated values (HRC 1 , HRC 2 , ...HRC n ) that are based on impedance, the hardness classification model is obtained, as expressed in equation (4).
C. BLOCK DIAGRAM OF EDDY CURRENT SYSTEM
According to the hardness classification model, Fig. 7 shows a block diagram of the eddy current system that is developed and used to obtain the impedance features and classification results.
An FPGA is used to generate a digital sinusoidal signal and a digital cosine signal in parallel. A digital sinusoidal signal is converted into an analog sinusoidal signal by the D/A and used to drive the bridge circuits. A reference valve with a known hardness is placed into the reference coil, and a testing valve with an unknown hardness is placed into the testing coil. The voltage output of the bridge circuit is preprocessed and amplified with auxiliary circuits and converted into a digital signal by the A/D and input into the FPGA. Then, the cross-correlation algorithm is applied to acquire the impedance amplitude. Because of the differential effect of a bridge circuit, the amplitude of the impedance variable is extracted. The differential voltage between the reference valve with a known hardness and the testing valve with an unknown hardness represents the amplitude of the impedance variable. Finally, the impedance amplitudes of several valves with qualified hardness and unqualified intervals are selected in advance as preset training samples to build an impedance amplitude-hardness classifier. When a new amplitude of the impedance variable is extracted by the cross-correlation algorithm, the training samples are trained incrementally and decrementally, and the original classifier is updated to achieve a real-time classification.
IV. PROPOSED METHOD A. CROSS-CORRELATION ALGORITHM
The correlation characteristics of the periodic signals f 1 (t) and f 2 (t) with a certain frequency and phase can be expressed by cross-correlation functions as follows:
where f 1 (t) and f 2 (t) are two periodic signals, τ is any delay time between the two signals, and T is the average integration VOLUME 8, 2020 
When the frequencies of the two signals are not equal, the output must be zero after long-term integration and averaging, indicating that the two signals of the different frequencies are uncorrelated. There can only be an in-phase output of the cross-correlation functions when the frequencies of the two signals are completely equal ( 1 = 2 ), which is presented by equation (9).
The above formula demonstrates that the output signal of the correlation detection is proportional to the amplitude of the input signal and is also related to the relative phase of the two signals when the frequency of the input signal and the reference signal are equal.
With f 1 (t) = V 1 cos( 1 t + 1 ), there can be a quadrature output of the cross-correlation functions as expressed by equation (10) .
It can be seen from equations (9) and (10) that the output of the algorithm is a direct current (DC) component and no alternating current (AC) component remains. Notably, the cross-correlation function can reflect the phase difference between two signals. If the initial phase of one signal is known, the phase of the other signal can be completely reconstructed by the parameters of the output of the coherence function.
According to the principal of the cross-correlation algorithm, the schematic of the impedance extraction is shown in Fig. 8 . where U is the sinusoidal excitation voltage source, the phase and amplitude of which are known. Z 1 and Z 2 are bridge arm resistors, Z 3 is the impedance of the reference coil, Z 4 is the impedance of the testing coil, x(t) is the bridge voltage output of the impedance variable, x(t) Rel is the resistance amplitude, and x(t) Ima is the reactance amplitude.
In this paper, a low-pass filter (LPF) is employed instead of an integrator, which functions as the integrator and the averager. In particular, the LPF is typically a finite pulse filter (FIR), and the filter has a cascade structure consisting of a multistage filter only if the excitation source is a multifrequency sinusoidal signal in a large bandwidth. The cascade structure consists of decimation, shaping, and interpolation. However, according to the principle of the cross-correlation algorithm, the LPF obtains a DC component and does not need an interpolation process, so the LPF consists of decimation and shaping filtering. A filter with a cascade structure is used for the low-pass filtering process to ensure that the method proposed in this paper realizes satisfactory universality at high frequencies and large bandwidths. A design of the LPF under multifrequency excitation is shown in Fig. 9 , which consists of a cascaded integrator-comb (CIC) filter, half-band (HB) filter and finite impulse response (FIR) filter.
B. ID-SVM METHOD
An incremental and decremental SVM classification algorithm was proposed by Cauwenberghs and Poggio [21] . The authors produced a recursive algorithm that considers one sample at a time. Incremental learning increases the number of support vectors (SVs), while decremental unlearning prunes the SVs from the SV set. According to Wei et al. [16] , ID-SVM classification maps low-dimensional indivisible samples to a high-dimensional space via a mapping function to render the samples separable. The key step is obtaining the classification hyperplane . which can be expressed as follows:
where W is the weight matrix, b is the offset, and ϕ(x) is the mapping from the input space to the feature space. Then, the SVM-based classification problem can be expressed by solving the constrained optimal problem as follows:
where w is the normal vector of the hyperplane when the data are multidimensional. To solve the hyperplane, Liu et al. [15] used a dynamic neural network least-squares support vector machine with equations (12) (13) . The authors concluded that a real-time increase or decrease in the number of samples leads to corresponding changes in the Hessian matrix, and the Hessian matrix that is formed by the kernel function and the tag value of the sample is essential for obtaining the hyperplane. With this approach, the classification hyperplane solution is transformed into the solution of the Lagrange operator α i,j and the offset b. The convergence-stable value {α i,j , b} is obtained by using a neural network that satisfies the Karush-Kuhn-Tucher (KKT) condition at the equilibrium
where q ij is the Hessian matrix, and q ij = y i y j K ij , in which K ij is the kernel function. This paper uses the Gaussian radial basis function (GRBF) as the kernel function. The GRBF expression is
where γ is the penalty factor for exceeding the sample error [26] .
As expressed in equations (14) (15) , the dynamic equation that is based on the neural network SVM classification problem is discretized, and the solutions to the Lagrange operator α i,j and the offset b can be described based on the FPGA discrete algorithm proposed in this paper. The Lagrange operator α i,j , temporary variables b i,j , and offset b are obtained via an iterative application of equations (14) (15) . |α i+1,j+1 − α i,j | < ε 1 and |b i+1,j+1 − b i,j | < ε 2 are used as the training termination condition to control the output of {α i , b}, in which ε 1 = 1 2 24 , ε 2 = 1 2 23 . While α i,j > 0, the Lagrange operator α i,j can represent the support vector coefficients α n [27] , [28] . The decision-classification function for hardness classification is obtained, which is presented as equation (17).
where T is the discrete sampling period of the FPGA, sgn denotes a piecewise function, y n is the tag value, x n denotes the SVs of the training samples that correspond to the support vector coefficients α n , and x denotes the samples to be classified. Therefore, the work flow of the proposed hardness classification method that is based on ID-SVM is shown in Fig. 10 . For the training set (x i,j , y i,j ), i,j=1,2,...N, x i,j are the training samples, which consists of resistance and reactance amplitudes, and y i,j ∈ {−1, +1}, y i,j are the tag values that correspond to the training samples, where the corresponding tag value of a valve with a qualified hardness is +1 while the corresponding valve of a non-qualified valve is −1. First, specified numbers of valves with qualified hardness and unqualified valves are selected as training samples for the implementation of ID-SVM training. Second, the iterative calculated hyperplane offset value b and SV coefficients α n are obtained, whereas and the SVs are determined by α n . For each additional valve during training, the Hessian matrix operation is updated to redetermine the support vector and the hyperplane offset, and the samples that cannot represent the support vector are removed. Finally, the hardness of the valve to be measured is tested according to the classification decision function f (x). Fig. 11 shows a waveform diagram of the process of extracting the amplitudes of the impedance variable based on the cross-correlation algorithm. The waveform is measured with a TEK oscilloscope.
V. EVALUATION OF THE RESULTS

A. THE RESULTS OF THE IMPEDANCE EXTRACTION
When a hardness-calibrated valve is placed into the reference coil and no valve is placed into the testing coil, as shown in Fig. 11(a) , channel 1 shows the waveform of the impedance signal that is acquired by the AD, and channel 2 shows the waveform of the reference signal that is acquired by the FPGA. The multifrequency signals are used as eddy current excitation sources with a bandwidth of 1 MHz. To evaluate the performance of the algorithm in the extraction of the impedance characteristics, it is specified that (1) the impedance voltage amplitude signal responses of the multifrequency eddy current signals are the same and (2) the phase shifts between the reference signal and the impedance voltage amplitude signal are 90 • , which enables the determination of whether the impedance voltage amplitudes are the same under multiple frequency conditions. Fig. 11(b) presents the effect of the multiplication phase detector. After the impedance signal passes the phasesensitive detector, channel 1 shows the waveform of the in-phase branch of the impedance signal, and channel 2 shows the waveform of the quadrature branch of the impedance voltage signal. Compared to the signals in Fig. 11(a) , both the in-phase and the quadrature branch signals have halved in amplitude and doubled in frequency, and the in-phase branch is accompanied by a DC component. Fig. 11(c∼h) presents the working verification process of the low-pass filter with a cascade structure. The cascade structure is used to evaluate whether the method proposed in this paper realizes satisfactory universality at high frequencies and large bandwidths. After passing through the CIC, 4-stage cascaded HB, and FIR filters sequentially, the result of the in-phase branch is shown in channel 1, and the result of the quadrature branch is shown in channel 2.
The results demonstrate that only the voltage amplitude of the resistance variable is half of the voltage amplitude of the impedance variable, whereas the voltage amplitude of the reactance variable is almost 0; however, the voltage amplitude of the reactance variable still has a slight low-frequency jitter.
When a hardness-calibrated valve is placed into the reference coil and a valve with a different hardness value is placed into the testing coil, as shown in Fig. 11(i) , channel 1 shows the voltage signal of the impedance variable, and channel 2 shows the voltage amplitude of the impedance variable. Notably, the extracted voltage amplitude is half the real amplitude of the impedance variable permanently, while the voltage amplitude of the impedance variable in the eddy current has a different response.
It is concluded that the method used in the paper still suffers from jitter at low frequencies; however, the amplitude of the jitter is much smaller than the amplitude of the lowestfrequency amplitude signal, and its accuracy is within the acceptable range. To increase the accuracy of the result, a possible method is to set the passband bandwidth of the filter to 0.1 Hz or close to DC; however, this will increase the extraction time of the algorithm. When the voltage amplitude of the reference signal is 300 mV, the resistance amplitude values and the reactance amplitude values that are extracted by the cross-correlation algorithm are plotted in Fig. 12(a) , which are used as 2D training samples for the ID-SVM. There is a nonlinear relationship between the impedance amplitude and the hardness value.
According to Tab. 3, after the iterative processing with the preset training samples of the ID-SVM, the SV coefficients α n and the offset b are obtained; thus, the positions of the SVs FIGURE 11. Validation of the cross-correlation algorithm. This method is suitable for single-frequency eddy current testing, multifrequency eddy current testing or swept eddy current testing.
in the training samples are determined by the subscripts of the SV coefficients: the numbers 1-50 represent qualified samples, and the numbers 51-60 represent unqualified samples. Fifteen Lagrangian operators in the qualified samples are eligible for support vector coefficients, and only 7 Lagrangian operators in the unqualified samples are eligible for support vector coefficients.
In Fig. 12(b) , when the numbers of preset qualified and unqualified valves are both 50, the SVs of the training samples are represented by circles, with 15 and 7 SVs representing the qualified and unqualified samples, respectively. Moreover, there are 2 classifying hyperplanes that distinguish the qualified samples from the unqualified samples in Fig. 12(c) . It is concluded that the two hyperplanes are of equal height according to their procedure. The procedure used to obtain the classifying hyperplanes is as follows: 1) According to equations (14-15), the temporary variables b i,j and offset b can be obtained. 2) The demarcation points are obtained by the results of the expression sgn
3) Contour functions in Matlab are adopted to draw the demarcation points. These demarcation points are elements of the classifying hyperplanes.
As in Fig. 13(a) , when the number of preset sample sets is incrementally trained with a step size of 10 and the number of test samples is 24, the classification accuracy is up to 95.8%; in addition, the number of classified hyperplanes is still 2, but 1 sample adjacent to the hyperplane is misclassified. With the same step size condition, when decremental training is performed, the classification accuracy is only 91.7%, and only 1 hyperplane remains. There are 2 samples in the original hyperplane of the preset training samples that fail the classification in Fig. 13(b) . In Fig. 14(a, b) , with a step size of 1, the success rates of the valve hardness classification using the ID-SVM reach 100%, and the classification hyperplane can completely classify valves with various hardness values in the linear region and in the nonlinear region. Compared with the traditional impedance comparison method [8] , the classification accuracy has been substantially improved.
When a step size of 10 is used for the incremental training, the results demonstrate that multiple support vectors are coincident or adjacent, which may cause overlearning. The same step-size factor is used for decremental learning, and the results demonstrate that there is only 1 classification hyperplane and that the samples that are distant from most samples cannot be identified, which may cause underlearning. Another reason may be that a larger number of samples results in a larger cumulative error being generated during the discrete process. The ID-SVM can realize the best classification performance and is suitable for real-time extraction of an impedance feature, training a sample, and testing a sample when the step size of the samples is 1. This means that each time the amplitude of the extracted impedance is added to the original sample and retrained to determine whether the newly acquired feature value is a support vector, if the feature value is a support vector, the classification hyperplane is redivided; otherwise, the original classification plane is not updated and continues to wait for the new impedance amplitude.
C. COMPARISON OF THE RESULTS AND DISCUSSION
SR830 is the most widely used dual-phase DSP lock-in amplifier and is used for general scientific research in the fields of magnetism, electricity and optics. SR830 is commonly used to extract the impedance amplitude signal in an eddy current. as shown in Tab.54 and Fig. 15 , compared with the SR830 lock-in amplifier, the cross-correlation detector based on the cross-correlation algorithm achieves almost the same indicators of dynamic range, time constant, stability, linearity, and error range, and has the advantages of a larger frequency range and a smaller size (only the FPGA board volume).
As shown in Tab. 5, when the working frequency of the FPGA is 50 MHz, the waiting time is approximately 1.2 seconds for the extraction of the voltage amplitudes of the resistance and reactance via the cross-correlation algorithm. After the waiting time, every amplitude value is acquired via pipeline processing based on the FPGA; hence, this processing time is equal to the period of the original impedance signal. In addition, it took 32181 periods to train 100 preset samples and 35464 periods to incrementally and decrementally train updated samples using the ID-SVM. The total processing times of the impedance extraction and the hardness classification are less than 1.3 seconds.
The classification accuracy using the ID-SVM determines the final classification accuracy of the valve hardness. Fig. 16 shows the classification accuracy with various heat treatment conditions.. In this comparison testing, the number of training samples is 24 using the ID-SVM, and the total number of testing samples is 500, including randomly selected valves with different and identical heat treatment batches. In the testing process, the number of training samples is kept permanent at 24 by increasing or deleting 1 sample each time. The number of initial samples calibrated using the impedance comparison method is 24, and the total number of testing samples is 500. However, the valves with different and identical heat treatment batches are independent of the test. The number of training samples is 1000 using the traditional SVM, and the number of testing samples is 500. Fig. 16 shows that the average classification accuracy reaches 94.1% using the traditional impedance comparison method when the number of samples is more than 160 and the temperature is 20 • C. For randomly selected valves with different heat treatment batches, the classification accuracy is only 55.7%. However, when the number of samples exceeds 140, an average accuracy of 97.2% can be almost steadily obtained using the ID-SVM for both identical and different heat treatment batches. The same average accuracy obtained using the SVM is also obtained using the ID-SVM.
The reason why this phenomenon appears is that the testing process of the traditional SVM is almost static, the training samples cannot be added or deleted in the testing process, and the average accuracy is static; however, the accuracy using the ID-SVM is apparently related to the update of the Under the same heat treatment conditions with various furnace numbers, Fig. 17 presents the comparison results. The results lead to similar conclusions as the results of Fig. 16 . Because a previously tested sample is added to the training sample as an increment or decrement for updating and training, after the preset 24 samples are updated overall, their accuracy decreases instead. However, as new samples are updated and new classifiers are established, the accuracy gradually stabilizes. This result shows that the ID-SVM has the ability to support training while testing, which is suitable for online hardness classification. It is also proven that the ID-SVM classification results are only related to the samples. As long as the samples of various furnace numbers can be updated in time, good classification accuracy can still be achieved.
The curve between the temperature variation and the average accuracy of the 500 valves is shown in Fig. 18 . The average classification accuracy using the ID-SVM is 97.4%, but the accuracy using the SVM and the impedance comparison method decreases sharply with increasing temperature. It is concluded that the phenomenons may be caused by the temperature increase of the coil, and the traditional impedance comparison method cannot adaptively adjust the center positions of the calibration and the upper and lower limits of the qualified samples, which leads to a significant decrease in the classification accuracy. Compared with the ID-SVM, the SVM cannot update the training samples and obtain new SVs in time and does not perform well with a change in the impedance feature resulting from a temperature variation. The curve of the relationship between the temperature variation and impedance amplitude of the valves with hardnesscalibrated values is shown in Fig. 19 . This curve shows that the temperature increase of the coil will cause a large change in the impedance amplitude and proves that the traditional impedance comparison method needs to be calibrated in a short time to ensure that the amplitude drift caused by a temperature increase is removed.
VI. CONCLUSION
The FEM results demonstrate that the impedance and the initial permeability are correlated. The scatter diagram between the hardness and the impedance shows that the hardness and the initial permeability are correlated. Thus, a mathematical model of hardness classification is built using the initial permeability as the intermediate variable to realize the main objective of this study.
When a calibrated valve with a known hardness is placed into a reference coil and a testing valve with an unknown hardness is placed into a testing coil, the amplitude extracted is half the real amplitude of the voltage of the impedance signal using the cross-correlation algorithm, and the extraction time is the waiting time plus the period of the original impedance signal. Compared with the SR830 LIA, the crosscorrelation algorithm has the advantages of a simple circuit structure, a flexible processing process, and easy integration.
This study proposed a method for hardness classification of valves with impedance datasets using an ID-SVM and a discrete algorithm with an FPGA. When the interval of the qualified values is set to [38.6 ∼ 44.5] HRC, the interval of the qualified sample values is set to [45.2 ∼ 51.2] HRC, the number of training samples is 100, the number of test samples is 24, and the number of preset samples is increased or decreased by 1 step, the results demonstrate that the accuracy of the hardness classification is 100%.
The comparative test between the impedance comparison method and the ID-SVM shows that the detection area mentioned in Fig. 1 can be judged in a timely manner during the classification process using the ID-SVM, while the upper and lower limits of the qualified samples for the hardness classification no longer need to be manually adjusted. The results also show that the proposed method in this paper achieves better performance in addressing problems such as impedance amplitude changes caused by a temperature increase of the coil and various heat treatment conditions.
