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1 Introduction
Extending functions from boundary values plays an important role in various applica-
tions. In this thesis, we are interested in image inpainting. We consider discrete and
continuous formulations of the problem based on p-Laplacians, in particular for p = ∞
and tight Lipschitz extensions. The thesis gives an overview of the existing theory and
provides some novel results on the approximation of tight Lipschitz extensions for vector-
valued functions.
Our work is structured in two parts. In Section 3 and Section 4 we consider the problem
to extend Lipschitz continuous boundary values g : ∂Ω→ Rm to a function f : Ω→ Rm
with f = g on ∂Ω for an open region Ω ⊂ Rd such that f has the same Lipschitz con-
stant as g. Kirszbrauns theorem (Theorem 4.3, see [10]) says that such an extension
exists for all Lipschitz continuous boundary values g. But there are easy examples that
such an extension is in general not unique (Lemma 3.11, see [2, 14]). In Section 3 we
limit ourself to the case of scalar function, i.e. to the case m = 1. We introduce some
stronger optimality criteria to be the “best” extension of Lipschitz continuous boundary
values than preserving the Lipschitz constant. This criteria is called absolute minimality
and was introduced first by Aronsson in [2]. Following the line of [14] we characterize
absolute minimality by the so called ∞-Laplace equation. We show existence and cite
uniqueness of its solutions. We call the solutions ∞-harmonic functions. In Section 4 we
consider a canonical generalization of absolute minimality to the case m > 1. We show
some parallels to the case m = 1 and that uniqueness fails. Therefore, we define one
more stronger optimality criteria from [16], called tightness. But we can neither show
existence nor uniqueness of functions fulfilling this criteria. On the other hand we do not
know any negative examples regarding existence or uniqueness.
In the second part consisting of Section 5 and Section 6 we consider a discrete formu-
lation of tight extensions on graphs. On a connected weighted graph G = (V,E, ω) and
a subset U ⊂ V we extend a functions g : U → Rm to a function f : V → Rm such that
f = g on U . In Section 5 we show existence and uniqueness of tight extensions on graphs
based on [16]. Similar as in the continuous case we can characterize in the case m = 1
tightness by a discrete ∞-Laplace equation. This leads to an approximation algorithm
from [8] of the tight extension of g. We implemented this algorithm in [9] in collaboration
with Benedict Grevelhörster within the Fachpraktikum. In the casem > 1 we show based
on [16] that the tight extension is the limit of minimizers of some energy functionals Ip
as p → ∞. We introduce a new algorithm to minimize these energy functionals Ip to
approximate the tight extension. We implemented this minimization algorithm and in
Section 6 we apply these methods to the problem of image inpainting using the methods
from [9].
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2 Preliminaries
2.1 Notations
In the following we will write for x ∈ Rd that |x| :=‖x‖2.
Let Ω ⊂ Rd be an open and bounded domain. For a Norm ‖·‖ we use the nota-
tion Lp‖·‖(Ω,R
m) := {f : Ω → Rm : ‖f‖ ∈ Lp(Ω)}. For f ∈ Lp‖·‖(Ω,Rm) we write
‖f‖Lp‖·‖ (Ω,Rm) :=
∥∥‖f‖∥∥
Lp(Ω)
. As in the scalar case Lp‖·‖(Ω,R
m) is a reflexive Banach
space. For ‖·‖ = |·| we write Lp|·|(Ω,Rm) = Lp(Ω,Rm)
For arbitrary D ⊆ Rd we denote the set of Hölder continuous functions on D to the
exponent α ∈ [0, 1] by
C0,α(D) := {f ∈ C(D) : ∣∣f(x)− f(y)∣∣ ≤ C|x− y|α for some C ∈ R and for all x, y ∈ D}.
In particular, for α = 1 the set C0,1(D) is the set of the Lipschitz continuous functions
on D. We denote the set of the Lipschitz continuous functions with Lipschitz constant
L > 0 by
C0,1L (D) := {f ∈ C(D) :
∣∣f(x)− f(y)∣∣ ≤ L|x− y| for all x, y ∈ D} ⊂ C0,1(D).
2.2 Sobolev spaces
Since we will use Soblolev spaces later we give a short introduction. We use the intro-
duction from [1, Chapter 1.27]. For convenience we write it down again.
To define Sobolev spaces we first consider completions of metric spaces.
For a metric space (X, d) we define set of Cauchy sequences in Y by
Y := {(xj)j∈N ⊆ Y : (xj)j is a Cauchy sequence}.
We consider the equivalence relation ∼ on Y defined by
(xj)j ∼ (yj)j if and only if d(xj , yj)→ 0 as j →∞
for (xj)j , (yj)j ∈ Y . Now we define X˜ = Y/ ∼ and
d˜((xj)j , (yj)j) = lim
j→∞
d(xj , yj).
It is easy to check that d˜ is well defined on Y and that d˜((wj)j , (xj)j) = d˜((yj)j , (zj)j) if
(wj)j ∼ (yj)j and (xj)j ∼ (zj)j . Hence d˜ is well defined on X˜.
Further (X˜, d˜) is a complete metric space (see [1, Chapter 0.24]). We call (X˜, d˜) the
completion of (X, d).
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Let Ω ⊆ Rd be an open domain, m ≥ 0 and 1 ≤ p ≤ ∞. We consider the normed
vector space
X := {f ∈ C∞(Ω) :‖f‖X <∞} with ‖f‖X :=
∑
|s|≤m
‖∂sf‖Lp(Ω) .
We consider the completion X˜ of X. Since for (fj)j ∈ X˜ the sequences (∂sfj)j are
Cauchy sequences in Lp(Ω) there exist some f (s) ∈ Lp(Ω) with ∂sfj → f (s) in Lp(Ω).
Due to partial integration we have for all h ∈ C∞c (Ω) that∫
Ω
(∂sh)fjdx = (−1)|s|
∫
Ω
h∂sfjdx.
Using Hölder’s inequality this leads to∫
Ω
(∂sh)f (0)dx = (−1)|s|
∫
Ω
hf (s)dx. (1)
Now we define the Sobolev space of order m with the exponent p by
Wm,p(Ω) := {f ∈ Lp(Ω) : For |s| ≤ m there exists f (s) such that f (0) = f and (1)}.
The f (s) are called weak derivatives of f . It can be shown that these f (s) are unique. We
directly get that Wm,p(Ω) is a vector space. We equip Wm,p(Ω) with the norm
‖f‖Wm,p(Ω) :=
∑
|s|≤m
∥∥∥f (s)∥∥∥
Lp(Ω)
.
It can be shown that Wm,p(Ω) characterizes X˜ through the bijective isometry
J : X˜ →Wm,p(Ω) defined by J((fj)j) = lim
j→∞
fj ,
where the limit is the limit in Lp(Ω) (see [1, Chapter 1.27]). This shows the complete-
ness of Wm,p(Ω). Hence Wm,p(Ω) is a Banach space. Further it can be shown that for
1 < p <∞ the Banach space Wm,p(Ω) is reflexive (see [1, Example 6.11 (3)]).
We define the closed subspace of Sobolev functions vanishing at the boundaryWm,p0 (Ω) ⊂
Wm,p(Ω) by
Wm,p0 (Ω) := {f ∈Wm,p(Ω) : There exist (fj)j ⊂ C∞c (Ω)
with
∥∥fj − f∥∥Wm,p(Ω) → 0 as j →∞}.
2.3 Preliminary results
We give some definitions and cite some results, which we use later.
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Lemma 2.1 (Morrey’s inequality). Let p > d and let Ω ⊂ Rd be open, connected and
bounded. Then for v ∈W 1,p0 (Ω) it holds∣∣v(x)− v(y)∣∣ ≤ 2pd
p− d |x− y|
1− d
p ‖∇v‖Lp(Ω) .
Further v can be redefined in a set of measure zero and extended to the boundary, such
that v ∈ C1− dp (Ω) and v |∂Ω= 0.
Proof. see [14, Lemma 3].
Lemma 2.2 (Poincaré inequality). Let 1 ≤ p <∞ and let Ω ⊂ Rd be open and bounded.
Then it holds for all u ∈W 1,p0 (Ω)
‖u‖Lp(Ω) ≤ C‖∇u‖Lp(Ω)
for some 0 < C ∈ R depending on Ω and p.
Proof. see [1, U8.10].
Theorem 2.3. Let Ω ⊂ Rd open. Then C0,1(Ω) ⊂ W 1,∞(Ω) and if f ∈ C0,1L (Ω) then it
holds ‖∇f‖L∞(Ω) ≤ L.
Proof. See [6, Satz 5.23].
Lemma 2.4. Let (Ω,A, µ) be a probability space, 1 ≤ p ≤ q ≤ ∞. Then it holds
Lq(Ω) ⊂ Lp(Ω) and we have for all f ∈ Lq(Ω) that ‖f‖Lp(Ω) ≤‖f‖Lq(Ω).
Proof. Case 1: q =∞. Let f ∈ L∞(Ω). Then it holds∫
Ω
|f |p dx ≤
∫
Ω
‖f‖pL∞(Ω) dx ≤‖f‖pL∞(Ω) <∞.
Thus we get f ∈ Lp(Ω) and ‖f‖Lp(Ω) ≤‖f‖L∞(Ω).
Case 2: q <∞. Let f ∈ Lq(Ω). Then we get using Hölder’s inequality:∫
Ω
|f |p dx ≤∥∥|f |p∥∥
L
q
p
‖1‖
L
q
q−p =‖f‖
p
Lq(Ω) <∞.
Thus we get f ∈ Lp(Ω) and ‖f‖Lp(Ω) ≤‖f‖Lq(Ω).
Definition 2.5. Let f : Rd → R ∪ {+∞} be proper, convex and lower semi-continuous.
We define the subdifferential by
∂f(x0) = {p ∈ Rd : f(x)− f(x0) ≥ 〈p, x− x0〉 for all x ∈ Rd}.
We call the elements of ∂f(x0) subgradients. By Fermat’s rule we have that x ∈ Rd is a
global minimizer of f if and only if 0 ∈ ∂f(x).
For λ > 0 the proximal map is defined by
proxλf (x) = arg min
y∈Rd
{
1
2λ
‖x− y‖22 + f(y)
}
.
For more details see [5].
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Theorem 2.6 (Chain rule for subdifferentials). Let H be a Hilbert space and f : H → R
be continuous and convex. Let φ : R → R ∪ {+∞} be lower semicontinuous, convex and
increasing on the image Im(f). Suppose that ri{Im(f) + R>0} ∩ domφ 6= ∅. Let x ∈ H
such that f(x) ∈ domφ. Then it holds
∂(φ ◦ f)(x) = {αy : α ∈ ∂φ(f(x)), y ∈ ∂f(x)}
Proof. See [3, Corollary 16.7.2].
Theorem 2.7 (Moreau decomposition). Let f : Rd → R ∪ {+∞} be proper, convex and
lower semicontinuous and λ > 0. Then we have
proxλf (x) + proxλf∗(λ−1·)(x) = x
Proof. See [5].
Theorem 2.8. Let ‖·‖ be an arbitrary norm on Rd and let ‖·‖∗ be its dual norm. Then
the subdifferential of ‖·‖ is given by
∂‖·‖ (x) =
{
{p :‖p‖∗ = 1, 〈p, x〉 =‖x‖}, if x 6= 0,
B‖·‖∗(0, 1), if x = 0.
Proof. See [11].
3 The variational p-Laplacian and ∞-Laplacian
This section is based on [14].
In the sequel let Ω ⊂ Rd be open, connected and bounded, g ∈ C(Ω) ∩W 1,p(Ω) and
Up = {u ∈ C(Ω) ∩W 1,p(Ω) : u |∂Ω= g |∂Ω} = g + {u ∈ C(Ω) ∩W 1,p(Ω) : u |∂Ω= 0}
for 1 < p ≤ ∞. Obviously, Up is convex.
3.1 The variational p-Laplacian
Let 1 < p <∞. In the following we minimize the energy functional
Jp(u) =
1
p
∫
Ω
∣∣∇u(x)∣∣p dx
for u ∈ Up. The proofs of the following statements (Lemma 3.1, Theorem 3.4, Theorem
3.5) follow the lines of [14, Theorem 4], but we split the proof and add some details.
Lemma 3.1. The functional Jp is strictly convex on Up. In particular, minimizers of Jp
are unique in Up.
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Proof. From the linearity of ∇ and the convexity of ∫Ω|·|p dx we get for u, v ∈ Up and
λ ∈ (0, 1):
Jp(λu+ (1− λv)) = 1
p
∫
Ω
∣∣λ∇u(x) + (1− λ)∇v(x)∣∣p dx
≤ 1
p
∫
Ω
λ
∣∣∇u(x)∣∣p + (1− λ)∣∣∇v(x)∣∣p dx = λJp(u) + (1− λ)Jp(v) (2)
If we have ∇u 6= ∇v in a set of positive measure we get by the strict convexity of |·|p that∣∣λ∇u+ (1− λ)∇v∣∣p < λ|∇u|p + (1− λ)|∇v|p
in a set of positive measure. Hence we get a strict inequality in (2). Therefore, if we
have no strict inequality in (2), we get that u and v differ only by a constant almost
everywhere. This means u = v by the definition of Up. Thus the convexity of Jp is
strict.
We call the minimizers of Jp p-harmonic functions. Our goal is to find some criteria
for being a p-harmonic function.
Remark 3.2. For 1 < p <∞ and u ∈ Up it holds that
Jp(u) =
1
p
‖∇u‖pLp(Ω) .
Hence minimizing Jp is equivalent to minimizing ‖∇u‖p. A naive way to take the limit
of Jp as p→∞ would be minimizing the functional
J∞(u) =‖∇u‖L∞(Ω) = ess sup
x∈Ω
∇u(x).
We show in Lemma 3.11 that the minimizers of J∞ are not unique. In this section we
work out a stronger formulation of the limit of the minimizers of Jp as p→∞.
Definition 3.3. For 2 ≤ p <∞ the functional ∆p : C2(Ω)→ C(Ω) defined by
∆pu = div
(
∇u
|∇u|2−p
)
is called the variational p-Laplacian.
In particular it holds, that ∆p = ∆ for p = 2. Now we have the following theorem.
Theorem 3.4. A function u ∈ Up is a minimizer of Jp if and only if∫
Ω
〈
∇h(x), ∇u(x)∣∣∇u(x)∣∣2−p
〉
dx = 0
for all h ∈ C∞c (Ω). In particular, u ∈ Up ∩ C2(Ω) minimizes Jp if and only if ∆pu = 0
for 2 ≤ p <∞.
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Proof. Since Jp is convex u ∈ Up is a minimizer of Jp if and only if for all h ∈ C∞c (Ω)
the following holds true:
0 = DJp(u)[h] =
d
dt
Jp(u+ th) = lim
t→0
Jp(u+ th)− Jp(u)
t
=
1
p
lim
t→0
∫
Ω
∣∣∇u(x) + t∇h(x)∣∣p −∣∣∇u(x)∣∣p
t
dx.
(3)
Now the integrand for 0 < t ≤ 1 is bounded from above by∣∣∇u(x) + t∇h(x)∣∣p −∣∣∇u(x)∣∣p
t
≤
(∣∣∇u(x)∣∣+|t|∣∣∇h(x)∣∣)p −∣∣∇u(x)∣∣p
|t|
=
p∑
i=1
(
p
i
)
|t|i−1∣∣∇h(x)∣∣i∣∣∇u(x)∣∣p−i
≤
p∑
i=1
(
p
i
)∣∣∇h(x)∣∣i∣∣∇u(x)∣∣p−i
which is integrable since |∇h| ,|∇u| ∈ Lp(Ω) by the assumptions on h and u. Similarly
the integrand is bounded from below by an integrable functional. Thus we get from (3)
using Lebesgues limit theorem and the chain rule:
0 =
1
p
∫
Ω
lim
t→0
∣∣∇u(x) + t∇h(x)∣∣p −∣∣∇u(x)∣∣p
t
dx
=
1
p
∫
Ω
d
dt
∣∣∇u(x) + t∇h(x)∣∣p |t=0 dx
=
1
p
∫
Ω
d
dt
(∣∣∇u(x) + t∇h(x)∣∣2) p2 |t=0 dx
=
1
p
∫
Ω
p
2
(∣∣∇u(x)∣∣2) p2−1 · 2 〈∇h(x),∇u(x)〉 dx
=
∫
Ω
〈
∇h(x), ∇u(x)∣∣∇u(x)∣∣2−p
〉
dx.
This shows the first part of the theorem. If we have 2 ≤ p <∞ and u ∈ Up ∩ C2(Ω) we
get through integration by parts:
∫
Ω
〈
∇h(x), ∇u(x)∣∣∇u(x)∣∣2−p
〉
dx = −
∫
Ω
h(x)div
 ∇u(x)∣∣∇u(x)∣∣2−p
 dx = −∫
Ω
h(x)∆pu(x)dx.
Since this holds true for every h ∈ C∞c (Ω) we get that this is equivalent to ∆pu = 0.
Theorem 3.5. Let p > d and g ∈ C(Ω)∩W 1,p(Ω). Then there exists a minimizer of Jp
in Up.
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Proof. Define I0 = infv∈Up Jp(v). Let (vj)j∈N ⊂ Up with Jpvj ≤ I0 + 1j . Then we have
1
p
∥∥∇vj∥∥pLp(Ω) = Jpvj ≤ I0 + 1. Hence (∥∥∇vj∥∥Lp(Ω))j is bounded. Due to the Poincaré
inequality (Lemma 2.2) we get that∥∥vj∥∥Lp(Ω) ≤∥∥vj − g∥∥Lp(Ω) +‖g‖Lp(Ω)
≤ C∥∥∇(vj − g)∥∥Lp(Ω) +‖g‖Lp(Ω)
≤ C∥∥∇vj∥∥Lp(Ω) + C‖∇g‖Lp(Ω) +‖g‖Lp(Ω)
≤ C sup
j∈N
∥∥∇vj∥∥Lp(Ω) + C‖∇g‖Lp(Ω) +‖g‖Lp(Ω)
for some C > 0 for all j. Thus (
∥∥vj∥∥W 1,p(Ω))j is bounded. Since W 1,p(Ω) is reflexive
for 1 < p < ∞, we have some u ∈ W 1,p(Ω) and a subsequence (vjk)k of (vj)j with
vjk ⇀ u as k → ∞. Because W 1,p0 (Ω) is closed under weak convergence and it holds
vjk − g ∈W 1,p0 (Ω) we have that u− g ∈W 1,p0 (Ω). Since p > d we get by Lemma 2.1 that
u− g ∈ C0(Ω) and (u− g) |∂Ω= 0. Thus we have u ∈W 1,p(Ω)∩C0(Ω) and u |∂Ω= g |∂Ω.
Further we get by the weak lower semicontinuity of the norm
Jpu =
1
p
‖∇u‖pLp(Ω) ≤ lim infk→∞
1
p
∥∥∇vjk∥∥pLp(Ω) = lim infk→∞ Jpvjk = I0.
Hence u is a minimizer of Jp.
3.2 The variational ∞-Laplacian
We start with the definition of the ∞-Laplacian.
Definition 3.6. The functional ∆∞ : C2(Ω)→ C(Ω) defined by
∆∞u =
d∑
i=1
d∑
j=1
∂iu∂ju∂i∂ju
is called the variational ∞-Laplacian.
By the chain rule we get directly
∆∞u =
1
2
〈
∇
(
|∇u|2
)
,∇u
〉
.
Now we can express the p-Laplacians by the 2-Laplacian and the ∞-Laplacian. The
statement is mentioned in [14]. Since we did not found a proof, we give one below.
Lemma 3.7. For u ∈ C2(Ω) and 2 ≤ p <∞ it holds that
∆pu = |∇u|p−2 ∆u+ (p− 2)|∇u|p−4 ∆∞u.
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Proof. Using the product and chain rule we get:
∆pu =
d∑
i=1
∂i
(
∂iu|∇u|p−2
)
=
d∑
i=1
∂2i u|∇u|p−2 +
d∑
i=1
∂iu∂i
(
|∇u|2
) p−2
2
= |∇u|p−2 ∆u+
d∑
i=1
∂iu
p− 2
2
|∇u|p−4 d∑
j=1
∂i(∂ju)
2

= |∇u|p−2 ∆u+
d∑
i=1
∂iu
p− 2
2
|∇u|p−4 d∑
j=1
2∂ju∂i∂ju

= |∇u|p−2 ∆u+ (p− 2)|∇u|p−4
d∑
i=1
d∑
j=1
∂iu∂ju∂i∂ju
= |∇u|p−2 ∆u+ (p− 2)|∇u|p−4 ∆∞u.
In particular we get for x ∈ Ω with ∇u(x) 6= 0 that
∆pu = 0⇔ (|∇u|p−2 ∆u+ (p− 2)|∇u|p−4 ∆∞u) = 0⇔ ∆∞u = −|∇u|
2 ∆u
p− 2 .
Hence we get the ∞-Laplace equation ∆∞u = 0 as the limit of the p-Laplace equations
∆pu = 0 for p→∞. We formalize this by the following theorem:
Theorem 3.8. Let u ∈ C(Ω)∩C2(Ω) with pointwise limit lim
p→∞∆pu(x) = 0 for all x ∈ Ω.
Then it holds ∆∞u = 0.
Proof. Let x ∈ Ω. In the case ∇u(x) = 0 we get
∆∞u(x) =
1
2
〈
∇
(
|∇u|2
)
(x),∇u(x)
〉
=
1
2
〈
∇
(
|∇u|2
)
(x), 0
〉
= 0.
In the following, let ∇u(x) 6= 0.
Then we get
∆pu(x) =
∣∣∇u(x)∣∣p−2 ∆u(x) + (p− 2)∣∣∇u(x)∣∣p−4 ∆∞u(x)
⇔ ∆∞u(x) = ∆pu(x)
(p− 2)∣∣∇u(x)∣∣p−4 −
∣∣∇u(x)∣∣2 ∆u(x)
p− 2 → 0 as p→∞.
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It can be shown that for some fixed boundary conditions the equation ∆∞u = 0 has
no solution u ∈ C(Ω)∩C2(Ω). To give an example for such boundary values we first cite
a theorem proven by Aronsson.
Theorem 3.9. Let Ω ⊂ R2 be an open bounded domain and u ∈ C2(Ω) such that
∆∞u = 0 in Ω. Then, either ∇u(x) 6= 0 for all x ∈ Ω or u reduces to a constant.
Proof. See [14, Theorem 7].
Now we can give an example from [14] for a domain Ω and Lipschitz boundary values
g : ∂Ω → R such there exists no u ∈ C(Ω) ∩ C2(Ω) with u = g on ∂Ω and ∆∞u = 0 on
Ω.
Example 3.10. Let Ω = {(x, y) ∈ R2 : x2 + y2 < 1} be the unit disc and let g : ∂Ω→ R
be defined by g(x, y) = xy. Obviously g is Lipschitz continuous.
Assume that there exists u ∈ C(Ω) ∩ C2(Ω) with u = g on ∂Ω and ∆∞u = 0 on Ω.
We will show in Remark 3.25 that such an u is unique. Since also v ∈ C(Ω) ∩ C2(Ω)
defined by v(x, y) = u(−x,−y) fulfills u = g on ∂Ω and ∆∞u = 0 on Ω we can conclude
u = v. This yields u(x, y) = u(−x,−y). Therefore, we have ∇u(0, 0) = 0. By Theorem
3.9 we have that u is constant on Ω. This contradicts u = g on ∂Ω. Thus such a u does
not exists.
To ensure existence we are looking for some formulation of ∆pu = 0 for p → ∞ with
less assumptions in the next section.
3.3 Lipschitz extensions
As introduced in [2] there is a close connection between the∞-Laplacian and the problem
of extending Lipschitz continuous functions.
Let g : ∂Ω → R be Lipschitz continuous and let L be the smallest possible Lipschitz
constant. In the following, we extend g to Ω preserving the Lipschitz continuity. First
we show the existence of such an extension, later we will discuss the connection to the
∞-Laplacian.
Lemma 3.11. Let g ∈ C0,1L (∂Ω) and let h1(x) = maxz∈∂Ω{g(z)−L|x− z|} and h2(x) =
minz∈∂Ω{g(z) + L|x− z|}. Then hi ∈ C0,1L (Ω), i = 1, 2 are Lipschitz continuous exten-
sions of g. Further, every Lipschitz continuous extension h ∈ C0,1L (Ω) of g fulfills
h1(x) ≤ h(x) ≤ h2(x) for all x ∈ Ω (4)
The statement is mentioned in [2]. We check it by a short computation.
Proof. Since ∂Ω is compact the minimum and maximum in the definition of hi, i = 1, 2
exists. For x ∈ ∂Ω we have hi(x) = g(x). For x, y ∈ Ω with h(x) ≥ h(y) we have∣∣h1(x)− h1(y)∣∣ = h1(x)− h1(y)
= max
z∈∂Ω
{g(z)− L|x− z|} − max
w∈∂Ω
{g(w)− L|y − w|}
= max
z∈∂Ω
{g(z)− L|x− z|}+ min
w∈∂Ω
{L|y − w| − g(w)}.
(5)
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Let z0 ∈ arg maxz∈∂Ω{g(z)− L|x− z|}. Then (5) becomes
g(z0)− L|x− z0|+ min
w∈∂Ω
{L|y − w| − g(w)} ≤ g(z0)− L|x− z0|+ L|y − z0| − g(z0)
= −L|z0 − x|+ L|y − z0| ≤ L|y − z0 − z0 − x| = L|x− y| .
Hence h1 is a Lipschitz continuous extension of g. Similarly we get the result for h2.
Property (4) follows directly by the Lipschitz continuity of h.
In general we have h1 6= h2. Thus the extension of g to a Lipschitz continuous function
on Ω is not unique and we may search for a kind of the best extension. To formalize this
we introduce for f ∈ C0,1(D) the notation
µ(f,D) = sup
x 6=y∈D
∣∣f(x)− f(y)∣∣
|x− y| ∈ [0,∞).
In other words, µ(f,D) is the smallest number, such that f is Lipschitz continuous with
constant µ(f,D). For an open and bounded domain Ω ⊂ Rd and Lipschitz continuous
f : Ω→ R we get a connection between µ(f,Ω) and ‖∇f‖L∞(Ω).
Lemma 3.12. Let g ∈ C0,1L (∂Ω) and let f : Ω→ R be Lipschitz continuous with‖∇f‖L∞(Ω) ≤
L and f |∂Ω= g. Then µ(f,Ω) ≤ L i.e. L is a Lipschitz constant of f .
The statement is used in [14]. For completeness we add a proof.
Proof. Let x, y ∈ Ω. Let γ : [0, 1] → Rd with γ(t) = ty + (1 − t)x. Since γ and f are
Lipschitz continuous also f ◦ γ is Lipschitz continuous. Hence we have by [10, Theorem
3.3] that
(f ◦ γ)(x)− (f ◦ γ)(y) =
∫ y
x
(f ◦ γ)′(t)dt.
Case 1: γ((0, 1)) ⊂ Ω. We have f(y) = f(x) + ∫[0,1] 〈∇f(γ(t)), y − x〉 dt. This yields∣∣f(y)− f(x)∣∣ ≤ ∫[0,1]∣∣∣〈∇f(γ(t)), y − x〉∣∣∣ dt ≤ ∫[0,1]‖∇f‖L∞(Ω)|x− y| dt ≤ L|x− y|.
Case 2: γ((0, 1)) 6⊂ Ω. Since ∂Ω is closed we have that t1 = min{t ∈ [0, 1] : γ(t) ∈ ∂Ω}
and t2 = max{t ∈ [0, 1] : γ(t) ∈ ∂Ω} exist and t2 ≥ t1. Because f |∂Ω= g and g
is Lipschitz, we get
∣∣f(γ(t1))− f(γ(t2))∣∣ ≤ L∣∣γ(t1)− γ(t2)∣∣. Due to case 1 we have∣∣f(x)− f(γ(t1))∣∣ ≤ L∣∣x− γ(t1)∣∣ and ∣∣f(γ(t2))− f(y)∣∣ ≤ L∣∣γ(t2)− y∣∣. Thus∣∣f(x)− f(y)∣∣ ≤ ∣∣f(x)− f(γ(t1))∣∣+∣∣f(γ(t1))− f(γ(t2))∣∣+∣∣f(γ(t2))− f(y)∣∣
≤ L (∣∣x− γ(t1)∣∣+∣∣γ(t1)− γ(t2)∣∣+∣∣γ(t2)− y∣∣) = L|x− y| .
Definition 3.13. A Lipschitz continuous extension f : Ω→ R of g ∈ C0,1(∂Ω) is called
absolute minimal if we have for all open D ⊂ Rd that µ(f,D) = µ(f, ∂D) <∞.
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Informally this means that f is absolute minimal if and only if there is no subregion,
where we can improve the Lipschitz constant.
The following theorem proven by Aronsson states a one-to-one relation of absolute
minimal functions to solutions of ∆∞u = 0. We only cite the result, because as mentioned
above such an u ∈ C(Ω) ∩ C2(Ω) does not exist for all boundary values g.
Theorem 3.14. Let u ∈ C2(Ω). Then u is absolute minimal if and only if ∆∞u = 0 on
Ω.
Proof. See [2, Theorem 8].
We will show that a sequence (up)p∈N ⊂ Up of p-harmonic functions has a subsequence
converging to an absolute minimal function.
Theorem 3.15. Let g ∈ C0,1(∂Ω) with µ(g, ∂Ω) = L and let (up)p∈N a sequence of p-
harmonic up ∈ Up. Then there exists a subsequence (upj )j converging uniformly to some
u∞ ∈ U∞ such that ∇upj ⇀ ∇u∞ weakly as j →∞ in Ls(Ω) for all s > 1.
Further, we have that µ(u∞,Ω) = L.
Definition 3.16. A function u∞ ∈ U∞ constructed as in Theorem 3.15 is called a
variational solution of the ∞-Laplace equation ∆∞u = 0.
The proof of Theorem 3.15 comes from [14, Section 3]. We added some details.
Proof of Theorem 3.15. Due to Lemma 3.11 we can extend g to some Lipschitz continu-
ous function on Ω. We denote this extension again with g. By Theorem 2.3 the Lipschitz
continuity ensures g ∈ C(Ω) ∩W 1,p(Ω). First we show equicontinuity and equibounded-
ness of {up} for p > d. Since up ∈ Up we have that vp = up− g ∈W 1,p0 (Ω). Thus Lemma
2.1 yields for p > d ∣∣vp(x)− vp(y)∣∣ ≤ 2pd
p− d |x− y|
1− d
p
∥∥∇vp∥∥Lp(Ω)
Hence, ∣∣up(x)− up(y)∣∣ ≤ ∣∣g(x)− g(y)∣∣+∣∣vp(x)− vp(y)∣∣
≤ L|x− y|+ 2pd
p− d |x− y|
1− d
p
∥∥∇vp∥∥Lp(Ω)
≤ L|x− y|+ 2pd
p− d |x− y|
1− d
p (
∥∥∇up∥∥Lp(Ω) +‖∇g‖Lp(Ω))
≤ L|x− y|+ 2pd
p− d |x− y|
1− d
p (2‖∇g‖Lp(Ω))
= L|x− y|+ 4pd
p− d |x− y|
1− d
p ‖∇g‖Lp(Ω) .
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Since
(
4pd
p−d
)
p
converges to 4d for p→∞ the sequence is bounded and there exists some
constant C > 0 depending on Ω such that∣∣up(x)− up(y)∣∣ ≤ L|x− y|+ C|x− y|1− dp (6)
for all p > d. Therefore, {up : p ∈ N} ⊂ C(Ω) is equicontinuous. Because up |∂Ω= g |∂Ω
we get for x ∈ Ω some fixed x0 ∈ ∂Ω∣∣up(x)∣∣ ≤ ∣∣up(x)− up(x0)∣∣+∣∣up(x0)∣∣
≤ L|x− x0|+ C|x− x0|1−
d
p +
∣∣g(x0)∣∣
≤ Ldiam(Ω) + Cdiam(Ω)1− dp +∣∣g(x0)∣∣ .
This yields for diam(Ω) ≤ 1 that ∣∣up(x)∣∣ ≤ L+ C +∣∣g(x0)∣∣. For diam(Ω) > 1 we get∣∣up(x)∣∣ ≤ Ldiam(Ω) + Cdiam(Ω)1− dp +∣∣g(x0)∣∣ ≤ Ldiam(Ω) + Cdiam(Ω) +∣∣g(x0)∣∣ .
Thus {up : p ∈ N} ⊂ C(Ω) is equibounded. Now the theorem of Arzela-Ascoli yields
that there is a subsequence (upj )j , which converges uniformly to some u∞ ∈ C(Ω) with
u∞ |∂Ω= g |∂Ω.
Furthermore, we have∣∣u∞(x)− u∞(y)∣∣ = lim
j→∞
∣∣∣upj (x)− upj (y)∣∣∣
≤ lim
j→∞
L|x− y|+ C|x− y|1−
d
pj
= L|x− y|+ C|x− y| .
Therefore, u∞ is Lipschitz continuous. In particular, it is almost everywhere differentiable
by Theorem 2.3. Since 1λ(Ω)dx is a probability measure we get for pj > s using Lemma
2.4 (∫
Ω
∣∣∣∇upj ∣∣∣s 1λ(Ω)dx
) 1
s
≤
(∫
Ω
∣∣∣∇upj ∣∣∣pj 1λ(Ω)dx
) 1
pj
≤
(∫
Ω
|∇g|pj 1
λ(Ω)
dx
) 1
pj
≤∥∥|∇g|∥∥
L∞(Ω) = L,
where λ denotes the Lebesgue measure. Hence
∥∥∥upj∥∥∥
Ls(Ω)
and
∥∥∥∥∣∣∣∇upj ∣∣∣∥∥∥∥
Ls(Ω)
are bounded.
Thus also the Sobolev norm
∥∥∥upj∥∥∥
W 1,s(Ω)
is bounded for all j. Since the Sobolev spaces
W 1,p(Ω) for 1 < p <∞ are reflexive we know that Br(0) is weak sequentially compact for
all r > 0. Hence each subsequence of (upj )j has a subsequence (upjk )k which converges
weakly to some v ∈W 1,s(Ω). The weak convergence in W 1,s(Ω) yields weak convergence
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of (upjk )k to v and of (∇upjk )k to ∇v in Ls(Ω). Since weak limits are unique and the
uniform convergence of (upjk )k to u∞ implies weak convergence we have v = u∞ and∇upjk ⇀ ∇u∞ weakly in Ls(Ω).
Note that we have such a subsequence (upjk )k for all s > 1, which depends on s. Since
for p > s weak convergence in Lp(Ω) implies weak convergence in Ls(Ω) we can create
by diagonalization a subsequence (upjk )k of (upj )j with ∇upjk ⇀ ∇u∞ weakly in Ls(Ω)
for all 1 < s ≤ ∞. Thus we get by the lower semi-continuity of the norm with regard to
weak convergence ∫
Ω
|∇u∞|s dx ≤ lim sup
k→∞
∫
Ω
∣∣∇ujk ∣∣s dx ≤ Ls
i.e. ‖∇u∞‖Ls(Ω) ≤ L. Hence for s→∞ we get
‖∇u∞‖L∞(Ω) ≤ L.
Thus u∞ is Lipschitz continuous with constant L by Lemma 3.12 and we have
L = µ(g, ∂Ω) = µ(u∞, ∂Ω) ≤ µ(u∞,Ω) ≤ L.
Theorem 3.17. Let g ∈ C0,1(∂Ω) with µ(g, ∂Ω) = L and u∞ ∈ U∞ be a variational
solution of ∆∞u = 0. Then u∞ is absolute minimal.
Proof. See [14, Theorem 5]. Let D be an open set with D ⊂ Ω and (upj ) a subsequence of
p-harmonic functions up converging uniformly to u∞. Denote by vp the unique solutions
of ∫
D
〈
∇h(x), ∇v(x)∣∣∇v(x)∣∣2−p
〉
dx = 0 for all h ∈ C∞c (D) s.t. v |∂D= u∞ |∂D .
Now (vpj )j has by Theorem 3.15 a subsequence (vpjk )k converging uniformly to some
v∞ ∈ U∞ with µ(v∞, ∂D) = µ(v∞, D). We claim that it holds v∞ = u∞ on D i.e. that
vpjk → u∞ uniformly for k →∞.
First we show by contradiction that vp−up attains its maximum in D on ∂D: Assume
α = maxD(vp − up) > max∂D(vp − up) = β and define the open set G = {x ∈ D :
vp(x) − up(x) > α+β2 }. By assumption G is not empty and due to the continuity of
vp − up we have for all x ∈ ∂G that vp(x)− up(x) = α+β2 . Since up minimizes Jp and
Jpup =
1
p
(∫
Ω\G
∣∣∇up∣∣p dx+ ∫
G
∣∣∇up∣∣p dx)
we get that up is a solution of∫
G
〈
∇h(x), ∇u(x)∣∣∇u(x)∣∣2−p
〉
dx = 0 for all h ∈ C∞c (G) s.t. u |∂G= up |∂G
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Analogously vp is also p-harmonic on G. Since
(
up +
α+β
2
)
|∂G= vp |∂G we get by the
uniqueness of p-harmonic functions of G (Lemma 3.1) that
(
up +
α+β
2
)
|G= vp |G. By
the definition of G this yields that G is empty and contradicts the assumption. Thus we
get by uniform convergence of the up
max
D
(vpjk − upjk ) = max∂D (vpjk − upjk ) = max∂D (u∞ − upjk )→ 0
Analogously we get minD(vpjk − upjk ) → 0. Therefore, vpjk − upjk converges uniformly
to 0. This yields
v∞ − u∞ = (v∞ − vpjk ) + (vpjk − upjk ) + (upjk − u∞)
Since all summands converge uniformly to 0 we have that v∞ = u∞ and µ(u∞, ∂D) =
µ(u∞, D). Thus u∞ is absolute minimal.
In particular Theorem 3.15 ensures the existence of a variational solution of the ∞-
Laplace equation, since Theorem 3.5 yields the existence of p-harmonic functions for
p > d. Theorem 3.17 yields that this solution is absolute minimal.
Theorem 3.18. Every u ∈ C(Ω)∩C2(Ω) with ∆∞u = 0 is a variational solution of the
∞-Laplace equation.
Proof. See Remark 3.25 below.
In this setting it is hard to prove the uniqueness of the u∞. Therefore, we will introduce
the concept of viscosity solutions in the next section.
3.4 Viscosity solutions
Definition 3.19. Let d < p ≤ ∞.
(i) We call v ∈ C(Ω) a viscosity supersolution of ∆pv = 0 in Ω if for all φ ∈ C2(Ω)
with φ(x0) = v(x0) in some point x0 ∈ Ω and φ(x) < v(x) for x ∈ Ω\{x0} it holds
∆pφ(x0) ≤ 0.
(ii) Analogously we call u ∈ C(Ω) a viscosity subsolution of ∆pu = 0 in Ω if if for
all ψ ∈ C2(Ω) with ψ(x0) = u(x0) in some point x0 ∈ Ω and ψ(x) > u(x) for
x ∈ Ω\{x0} it holds ∆pψ(x0) ≥ 0.
(iii) We call h ∈ C(Ω) a viscosity solution of ∆ph = 0 in Ω, if h is a viscosity superso-
lution and a viscosity subsolution.
In the C2-case we directly get that the definitions of classical solutions and viscosity
solutions of ∆pu = 0 coincide.
Theorem 3.20. For u ∈ C2(Ω) and 4 ≤ p ≤ ∞ holds: u is a viscosity solution of
∆pu = 0 if and only if ∆pu = 0 in Ω.
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The proof comes from [14, Proposition 9]. We added the infinitesimal calculations.
Proof. “⇒”: Let u ∈ C2(Ω) with ∆pu = 0 in viscosity sense and x0 ∈ Ω arbitrary fixed.
It is easy to check that for h(x) = (x− x0)4, holds h(x) ≥ 0 with equality if and only if
x = x0 and ∆ph(x0) = 0.
Hence φ(x) = u(x) − h(x) touches u from below exactly in x0. Since u is a viscosity
solution we get ∆pu(x0) = ∆pφ(x0) ≤ 0. On the other hand we have that ψ(x) =
u(x) + h(x) touches u from above in x0. Thus we get ∆pu(x0) = ∆pψ(x0) ≥ 0 and can
conclude that ∆pu(x0) = 0.
“⇐” Let u ∈ C2(Ω) fulfill ∆pu = 0 pointwise and φ ∈ C2(Ω) with φ(x0) = u(x0) for
some x0 ∈ Ω and φ(x) < u(x) for x ∈ Ω\{x0}.
Case 1: p =∞. Since (φ−u) has a local maximum at x0 we have that ∇(φ−u)(x0) = 0
and that H(φ − u)(x0) is negative semidefinite, where H(φ − u) denotes the Hessian
matrix of φ− u. This yields
∆∞φ(x0) =
d∑
i,j=1
∂iφ(x0)∂jφ(x0)∂i∂jφ(x0)
= ∇φ(x0)Hφ(x0)∇φ(x0)
= (∇φ(x0) +∇(u− φ)(x0))H(φ− u+ u)(x0)(∇φ(x0) +∇(u− φ)(x0))
= ∇u(x0)(H(φ− u)(x0) +Hu(x0))∇u(x0)
= ∇u(x0)H(φ− u)(x0)∇u(x0) +∇u(x0)Hu(x0)∇u(x0)
= ∇u(x0)H(φ− u)(x0)∇u(x0) + ∆∞u(x0)
≤ ∆∞u(x0) = 0.
Thus u is a viscosity supersolution of ∆∞u = 0.
Case 2: p <∞. Then we have due to Lemma 3.7
∆pφ(x0) =
∣∣∇φ(x0)∣∣p−2 ∆φ(x0) + (p− 2)∣∣∇φ(x0)∣∣p−4 ∆∞φ(x0). (7)
Since (φ − u) has a local maximum at x0 we have that H(φ − u)(x0) is negative
semidefinite. In particular, H(φ − u)(x0) has non positive diagonal elements. Hence
∆(φ − u)(x0) ≤ 0. Further we have that ∇(φ − u)(x0) = 0 and therefore ∇φ(x0) =
∇u(x0). As seen above we have ∆∞φ ≤ ∆∞u Thus (7) becomes
∆pφ(x0) =
∣∣∇u(x0)∣∣p−2 (∆u(x0) + ∆(φ− u)(x0)) + (p− 2)∣∣∇u(x0)∣∣p−4 ∆∞φ(x0)
≤ ∣∣∇u(x0)∣∣p−2 ∆u(x0) + (p− 2)∣∣∇u(x0)∣∣p−4 ∆∞u(x0)
= ∆pu(x0) = 0.
Hence u is a viscosity supersolution of ∆pu = 0.
Analogously we get that u is a viscosity subsolution of ∆pu = 0. Therefore, u is a
viscosity solution.
Our goal is to show that every variational solution of ∆∞u = 0 is also a viscosity
solution.
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Lemma 3.21. Let 1 < p <∞ and v ∈ C(Ω) ∩W 1,p(Ω) with∫
Ω
〈
|∇v|p−2∇v,∇h
〉
dx ≥ 0
for all 0 ≤ h ∈ C∞c (Ω). Then v is a viscosity supersolution of ∆pv = 0 in Ω.
In particular, if v is p-harmonic, then it is a viscosity solution of ∆pv = 0.
The proof is a modified version of the proof in [14, Lemma 10].
Proof. Assume v is no viscosity supersolution of ∆pv = 0 in Ω. Then by definition there
exists x0 ∈ Ω and φ ∈ C2(Ω) with φ(x0) = v(x0) and φ(x) < v(x) for all x ∈ Ω\{x0}
such that ∆pφ(x0) > 0.
Because ∆pφ is continuous we have that ∆pφ > 0 in B2ρ(x0) for some ρ > 0. Define
ψ(x) = φ(x) +
1
2
min
∂Bρ(x0)
{v − φ}.
By definition we get ψ < v on ∂Bρ(x0) and ψ(x0) > v(x0). Consider Dρ = {ψ >
v}∩Bρ(x0). We get that ψ = v on ∂Dρ and x0 ∈ Dρ. Since ∆pψ = ∆pφ > 0 on B2ρ(x0)
we get for all 0 ≤ h ∈ C∞c (Ω) that
−
∫
Dρ
h(x)∆pψ(x)dx =
∫
Dρ
〈
|∇ψ|p−2∇ψ,∇h
〉
dx ≤ 0.
Thus we get ∫
Dρ
〈
|∇ψ|p−2∇ψ −|∇v|p−2∇v,∇h
〉
dx ≤ 0.
Because ψ > v on Dρ we get∫
Dρ
〈
|∇ψ|p−2∇ψ −|∇v|p−2∇v,∇ψ −∇v
〉
dx ≤ 0. (8)
Since the sign of the i-th component of ∇ψ(x)−∇v(x) is the same as the sign of the i-th
component of
∣∣∇ψ(x)∣∣p−2∇ψ(x) −∣∣∇v(x)∣∣p−2∇v(x) we get that the integrand of (8) is
nonnegative. Thus (8) yields that ∇ψ − ∇v = 0 almost everywhere. Because ψ and v
are continuous we get that there exists a C ∈ R such that ψ = v+C on Dρ. Since ψ = v
on ∂Dρ we have C = 0 and ψ = v on Dρ. This is a contradiction to ψ(x0) > v(x0). If v
is p-harmonic we get that v and −v are viscosity supersolutions. Hence v is a viscosity
solution of ∆pv = 0.
Lemma 3.21 ensures together with Theorem 3.5 the existence of a viscosity solution of
∆pu = 0 for given boundary values g : ∂Ω→ R.
Lemma 3.22. Let fi → f uniformly in Ω for fi, f ∈ C(Ω) and let φ : Ω → R with
φ(x) < f(x) for x 6= x0 and φ(x0) = f(x0) for some x0 ∈ Ω. Then there exist (xj)j ⊂ Ω
with xj → x0 such that
fj(xj)− φ(xj) = min
Ω
{fj − φ}
for some subsequence.
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Proof. See [14, Lemma 11]. Since f(x) > φ(x) for x ∈ Ω\{x0} and f is continuous we
have for r > 0 that infx∈Ω\{Br(x0)(f(x)− φ(x) > 0. Because fj − φ = (f − φ) + (fj − f)
and fj converges uniformly to f , we get for sufficiently large j that
inf
Ω\Br(x0)
{fj − φ} ≥ inf
Ω\Br(x0)
{f − φ}+ inf
Ω\Br(x0)
{f − fj} ≥ 1
2
inf
Ω\Br(x0)
{f − φ} > 0.
Since fj(x0) → f(x0) and f(x0) − φ(x0) = 0 there exists a jr such that it holds for all
j > jr that
inf
Ω\Br(x0)
{fj − φ} > fj(x0)− φ(x0).
Thus there exists some xj ∈ Br(x0) such that
min
Ω
{fj − φ} = fj(xj)− φ(xj) (9)
for j > jr. Now for j ∈ N choose xj ∈ Br(x0) with (9) and
r = min
{
1
k
: k ∈ N with j > j 1
k
}
.
Then we have xj → x0 as j →∞.
Theorem 3.23. Let u∞ be a variational solution of ∆∞u = 0 for Lipschitz continuous
boundary values g : ∂Ω→ R. Then it is a viscosity solution of ∆∞u = 0.
This theorem is a special case of [14, Theorem 12]. We adapted the proof to this
special case.
Proof. From Theorem 3.15 we get pj-harmonic functions with upj |∂Ω= g, where upj
converges uniformly to u∞ for (pj)j a subsequence of (1, 2, ...). Due to Lemma 3.21 we
have that upj is a viscosity solution of ∆pju = 0.
Let x0 ∈ Ω and φ ∈ C2(Ω) with φ(x) < u∞(x) for x 6= x0 and φ(x0) = u∞(x0). Due
to Lemma 3.22 we have a subsequence upjk of upj points xk → x0 with upjk (xk) −
φ(xk) = minΩ{upjk − φ}. Hence we get for φ′ = φ + upjk (xk) − φ(xk) − (x − xk)4 that
φ′(xk) = upjk (xk) and φ
′(x) < upjk (x) for x 6= xk. Because upjk is a viscosity solution of
∆pjku = 0 we get
∆pjkφ = ∆pjkφ
′ ≤ 0.
By Lemma 3.7 we can rewrite this as∣∣∇φ(xk)∣∣pjk−2 ∆φ(xk) + (pjk − 2)∣∣∇φ(xk)∣∣pjk−4 ∆∞φ(xk) ≤ 0. (10)
If
∣∣∇φ(x0)∣∣ = 0 then we have ∆∞φ = 12 〈∇(|∇φ|2) (x0),∇φ(x0)〉 = 0.
Otherwise we have by the continuity of ∇φ that∣∣∇φ(xk)∣∣→ c for some c > 0 and k →∞.
Hence we can divide out
∣∣∇φ(xk)∣∣ in (10) for large k. We get
∆φ(xk)
pjk − 2
+
∆∞φ(xk)∣∣∇φ(xk)∣∣2 ≤ 0.
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Since
∣∣∇φ(xk)∣∣→ c we get for k →∞ that ∆∞φ ≤ 0.
Thus u∞ is a viscosity supersolution of ∆∞u = 0. Analogously we get that u∞ is a
viscosity subsolution. Hence it is a viscosity solution.
Theorem 3.24. Let g : ∂Ω→ R Lipschitz continuous. Then there exists a unique u∞ ∈
C(Ω) ∩W 1,∞(Ω) such that u∞ is a viscosity solution of ∆∞u = 0 on Ω and u = g on
∂Ω.
Proof. Theorem 3.15 and Theorem 3.23 yield the existence of such an u∞. For the
uniqueness see [14, Theorem 27].
Remark 3.25. In particular, it follows from the Theorems 3.23 and 3.24 that variational
solutions of ∆pu = 0 are unique for given Lipschitz boundary values g : ∂Ω → R. This
proves Theorem 3.18. Further this proves that solutions of ∆∞u = 0 for fixed boundary
values are unique.
4 Vector-valued Lipschitz extensions
We denote by ‖A‖2 = supx∈Rd |Ax| for A ∈ Rm×d the operator norm of A.
We define for 1 ≤ p ≤ ∞ the Sobolev space
W 1,p(Ω,Rm) := {f = (f (1), ..., f (m)) : Ω→ Rm : f (i) ∈W 1,p(Ω)}
and equip this linear space with the norm
‖f‖W 1,p(Ω,Rm) :=‖f‖Lp(Ω,Rm) +‖Df‖Lp‖·‖2 (Ω,Rm×d) ,
where Df =
∇f
(1)T
...
∇f (m)T
 is the weak derivative of f . It can be shown that for 1 < p <∞
the vector space W 1,p(Ω,Rm) is a reflexive Banach space.
4.1 Vector-valued p-harmonic functions
Let 1 < p <∞ and let ‖·‖ be an arbitrary norm on Rm×d. In the following we minimize
the energy functional
Ep(u) =
1
p
∫
Ω
∥∥Du(x)∥∥p dx
for u ∈ Up, where Du(x) denotes the Jacobian of u in x.
We can show uniqueness and existence of minimizers of Ep for p > d, but since arbitrary
norms on Rm×d are not differentiable we cannot derive Euler-Lagrange equations in
general. We adapt some statements from the scalar case.
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Lemma 4.1. The functional Ep is strictly convex on Up. In particular, minimizers of
Ep are unique in Up
Proof. Analogously to Lemma 3.1.
Theorem 4.2. Let p > d and g ∈ W 1,p(Ω,Rm) ∩ C(Ω). Then there exists a minimizer
of Ep in Up.
Proof. The proof is similar to the proof of Theorem 3.5:
Define I0 = infv∈Up Epv. Let (vj)j∈N ⊂ Up with Epvj ≤ I0 + 1j . Since all norms on Rm×d
are equivalent, there exists some c > 0 such that we have
1
p
∥∥∥∣∣∂ivj∣∣∥∥∥
Lp(Ω)
≤ 1
p
∥∥∥∥∥Dvj∥∥F∥∥∥Lp(Ω) ≤ cp∥∥∥∥∥Dvj∥∥∥∥∥Lp(Ω) = cEpvj ≤ c(I0 + 1)
for all j ∈ N.
Further we have by the Poincaré inequality (Lemma 2.2) that there exists some C > 0
such that ∥∥∥∣∣vj∣∣∥∥∥
Lp(Ω)
≤
d∑
i=1
∥∥∥v(i)j ∥∥∥
Lp(Ω)
≤
d∑
i=1
∥∥∥v(i)j − g(i)∥∥∥
Lp(Ω)
+
∥∥∥g(i)∥∥∥
Lp(Ω)
≤
d∑
i=1
C
∥∥∥∇(v(i)j − g(i))∥∥∥
Lp(Ω)
+
∥∥∥g(i)∥∥∥
Lp(Ω)
≤
d∑
i=1
C
∥∥∥∇v(i)j ∥∥∥
Lp(Ω)
+
∥∥∥∇g(i)∥∥∥
Lp(Ω)
+
∥∥∥g(i)∥∥∥
Lp(Ω)
≤
d∑
i=1
C
∥∥∥∥∥Dvj∥∥F∥∥∥Lp(Ω) +∥∥∥∇g(i)∥∥∥Lp(Ω) +∥∥∥g(i)∥∥∥Lp(Ω)
≤ dCc
∥∥∥∥∥Dvj∥∥∥∥∥
Lp(Ω)
+
d∑
i=1
∥∥∥∇g(i)∥∥∥
Lp(Ω)
+
∥∥∥g(i)∥∥∥
Lp(Ω)
= dCcpEpvj +
d∑
i=1
∥∥∥∇g(i)∥∥∥
Lp(Ω)
+
∥∥∥g(i)∥∥∥
Lp(Ω)
≤ dCcp(I0 + 1) +
d∑
i=1
∥∥∥∇g(i)∥∥∥
Lp(Ω)
+
∥∥∥g(i)∥∥∥
Lp(Ω)
.
Hence
(∥∥∂ivj∥∥Lp(Ω))j and
(∥∥∥∣∣vj∣∣∥∥∥
Lp(Ω)
)
j
are bounded and therefore
(∥∥vj∥∥W 1,p(Ω,Rm))j
is bounded. Since W 1,p(Ω,Rm) is reflexive for 1 < p <∞, we get that there is some v ∈
W 1,p(Ω,Rm) and a subsequence (vjk)k with vjk ⇀ v in W 1,p(Ω,Rm). Since W
1,p
0 (Ω,Rm)
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is closed under weak convergence and vjk − g ∈W 1,p0 (Ω,Rm) we have that v |∂Ω= g |∂Ω.
Since p > d and v(i) − g(i) ∈W 1,p0 (Ω,Rm) for i = 1, ...,m we get by Lemma 2.1, that we
can redefine v(i) in a set of measure zero such that v(i) − g(i) ∈ C(Ω). After doing this
for each component we have v− g ∈ C(Ω). Since g is continuous by assumption we have
v ∈W 1,p(Ω,Rm) ∩ C(Ω).
Since D : W 1,p(Ω,Rm) → Lp‖·‖(Ω,Rm×d) is linear and continuous we have that Dvjk ⇀
Dv in Lp‖·‖(Ω,R
m×d) and because of the lower semicontinuity of the norm we get
Epv =
1
p
∥∥‖Dv‖∥∥p
Lp(Ω)
≤ lim inf
k→∞
1
p
∥∥∥∥∥Dvjk∥∥∥∥∥p
Lp(Ω)
= lim inf
k→∞
Epvjk = I0.
Therefore, v is a minimizer of Ep.
4.2 Vector-valued limiting process p→∞
Theorem 4.3 (Kirszbraun). Let A ⊂ Rd and f : A→ Rm ∈ C0,1L (A). Then there exists
F : Rd → Rm ∈ C0,1L (Rd) with F |A= f .
Proof. See [10, Theorem 3.5].
As in the one-dimensional case we use the notation
µ(f,D) = sup
x 6=y∈D
∣∣f(x)− f(y)∣∣
|x− y|
for f : D → Rm ∈ C0,1(D).
We call an Lipschitz continuous extension f : Ω→ Rm of a Lipschitz continuous func-
tion g : ∂Ω→ Rm absolute minimal if we have µ(f,D) = µ(f, ∂D) for all open D ⊂ Ω.
The following lemma shows a connection between Lipschitz continuity and the matrix
norm ‖A‖2 = supx∈Rd |Ax| for A ∈ Rm×d.
Lemma 4.4. Let f : Ω → Rm be a Lipschitz continuous extension of g : ∂Ω → Rm with
µ(g, ∂Ω) = L and
∥∥‖Df‖2∥∥L∞(Ω) ≤ L. Then we have µ(f,Ω) = L.
Proof. Assume that µ(f,Ω) > L. Then there exists x, y ∈ Ω such that |f(x)−f(y)||x−y| >
L ≥∥∥‖Df‖2∥∥L∞(Ω). With out loss of generality we can assume that f(y) = 0. Consider
the function |f |. Since |·| is Lipschitz continuous with constant 1, we have that |f | is
Lipschitz continuous and by Theorem 2.3 that ∇|·| ≤ 1. Further Theorem 2.3 implies
that |f | ∈ W 1,∞(Ω). This yields that ∇|f | = Df∇(|·|). This yields by the definition of
‖·‖2 that
∣∣∇|f |∣∣ =‖Df‖2∣∣∇(|·|)∣∣ ≤‖Df‖2. Hence we have
∥∥∇|f |∥∥
L∞(Ω) ≤
∥∥‖Df‖2∥∥L∞(Ω) ≤ L <
∣∣f(x)− f(y)∣∣
|x− y| =
∣∣∣∣∣f(x)∣∣−∣∣f(y)∣∣∣∣∣
|x− y| . (11)
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Now |f | is a Lipschitz continuous extension of |g| and since |·| ∈ C0,11 (Ω) we have that
|g| ∈ C0,1L (Ω). Hence Lemma 3.12 and (11) yield that µ(|f | ,Ω) = L. This contradicts
that
∣∣∣|f(x)|−|f(y)|∣∣∣
|x−y| > L.
We again adapt a theorem from the scalar case.
Theorem 4.5. Let g : ∂Ω→ Rd ∈ C0,1(∂Ω) with µ(g, ∂Ω) = L and let (up)p∈N a sequence
with p-harmonic up ∈ Up. Then there exists a subsequence (upj )j converging uniformly
to some u∞ ∈ U∞ such that ∂iupj ⇀ ∂iu∞ weakly as j →∞ in Ls(Ω) for all s > 1 and
i = 1, ...,m.Further, we have that µ(u∞,Ω) = L, if we use the norm ‖·‖2 on Rm×d as
defined above.
Definition 4.6. We call the u∞ constructed in Theorem 4.5 a variational ∞-harmonic
function.
Proof of Theorem 4.5. The proof is similar to the proof of Theorem 3.15.
Due to Kirszbrauns theorem (Theorem 4.3) we can extend g to some Lipschitz contin-
uous function on Ω with Lipschitz constant L. We denote this extension again by g.
Rademachers theorem (Theorem 2.3) ensures that g ∈ C0,1(Ω)∩W 1,p(Ω,Rm). We show
equicontinuity and equiboundedness of {up} for p > d. Since g is Lipschitz continuous
with constant L, we have that also the component functions g(i) are in C0,1L (Ω). Hence
we get analogously to (6) for all p > d that∣∣∣u(i)p (x)− u(i)p (y)∣∣∣ ≤ L|x− y|+ C|x− y|1− dp
for some C > 0 depending on Ω. Therefore, we have
∣∣up(x)− up(y)∣∣ ≤ m∑
i=1
∣∣∣u(i)p (x)− u(i)p (y)∣∣∣ ≤ mL|x− y|+mC|x− y|1− dp .
Thus {up}p is equicontinuous. Since up |∂Ω= g |∂Ω we get for some fixed x0 ∈ ∂Ω that
for all x ∈ Ω it holds∣∣up(x)∣∣ ≤ ∣∣up(x)− up(x0)∣∣+∣∣up(x0)∣∣
≤ mL|x− x0|+mC|x− x0|1−
d
p +
∣∣g(x0)∣∣
≤ mLdiam(Ω) +mCdiam(Ω)1− dp +∣∣g(x0)∣∣
Hence we have
∣∣up(x)∣∣ ≤ mL+mC +∣∣g(x0)∣∣ for diam(Ω) ≤ 1 . For diam(Ω) > 1 we get
thtat∣∣up(x)∣∣ ≤ mLdiam(Ω)+mCdiam(Ω)1− dp +∣∣g(x0)∣∣ ≤ mLdiam(Ω)+mCdiam(Ω)+∣∣g(x0)∣∣ .
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Therefore, {up} is equibounded and we can use the theorem of Arzela-Ascoli: There exists
a subsequence (upj )j converging uniformly to some u∞ ∈ C(Ω) with u∞ |∂Ω= g |∂Ω.
Furthermore, we have∣∣u∞(x)− u∞(y)∣∣ = lim
j→∞
∣∣∣upj (x)− upj (y)∣∣∣
≤ lim
j→∞
mL|x− y|+mC|x− y|1−
d
pj
= mL|x− y|+mC|x− y|
Thus u∞ is Lipschitz continuous and therefore almost everywhere differentiable by The-
orem 2.3. Since 1λ(Ω)dx is a probability measure we get for pj > s using Lemma 2.4 and
the equivalence of the norms on Rm×d(∫
Ω
∥∥∥∂iupj∥∥∥s
2
1
λ(Ω)
dx
) 1
s
≤
(∫
Ω
∥∥∥Dupj∥∥∥s
F
1
λ(Ω)
dx
) 1
s
≤ c
(∫
Ω
∥∥∥Dupj∥∥∥s 1λ(Ω)dx
) 1
s
≤ c
(∫
Ω
∥∥∥Dupj∥∥∥pj 1λ(Ω)dx
) 1
pj
≤ c
(∫
Ω
‖Dg‖pj 1
λ(Ω)
dx
) 1
pj
≤ c∥∥‖Dg‖∥∥
L∞(Ω) ≤ cC
∥∥‖Dg‖2∥∥L∞(Ω) ≤ cCL,
(12)
for some C, c > 0 and λ the Lebesgue measure. If‖·‖ =‖·‖2 we have C = 1 in (12). Hence∥∥∥∂iupj∥∥∥
Ls(Ω,Rm)
is bounded. Thus also the Sobolev norm
∥∥∥upj∥∥∥
W 1,s(Ω,Rm)
is bounded.
Since the Sobolev spaces W 1,p(Ω,Rm) for 1 < p <∞ are reflexive we know that Br(0) is
weak sequentially compact for all r > 0. Hence each subsequence of (upj )j has a subse-
quence (upjk )k, which converges weakly to some v ∈W 1,s(Ω,Rm). The weak convergence
in W 1,s(Ω,Rm) yields weak convergence of (upjk )k to v and of (∂iupjk )k to ∂iv in L
s(Ω).
Since weak limits are unique in W 1,s(Ω,Rm) we have that v = u∞ and ∂iupjk ⇀ ∂iu∞
weakly in Ls(Ω). Similar to the one-dimensional case we find by diagonalization a sub-
sequence (upjk )k of (upj )j such that ∂iupjk ⇀ ∂iu∞ for all s > 0.
Now let ‖·‖ = ‖·‖2. Since D : W 1,p(Ω,Rm) → Lp(Ω,Rm×d) is linear and continuous we
have that Dupjk ⇀ Du∞ in L
p(Ω,Rm×d) and by the weak semi-continuity of the norm
we have using (12) with C = 1∫
Ω
‖Du∞‖s2 dx ≤ lim sup
k→∞
∫
Ω
∥∥∥Dupjk∥∥∥s2 dx ≤ Ls.
i.e.
∥∥‖Du∞‖2∥∥Ls(Ω) ≤ L. Hence for s→∞ we get∥∥‖Du∞‖2∥∥L∞(Ω) ≤ L.
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Thus we get by Lemma 4.4
L = µ(g, ∂Ω) = µ(u∞, ∂Ω) = µ(u∞,Ω) ≤ L.
Definition 4.7. For x ∈ Ω and Lipschitz continuous u : Ω → Rm we denote the local
Lipschitz constant of u in x by
Lu(x) = inf
r>0
µ(u,Ω ∩Br(x)).
Example 4.8. This example from [16] shows, that absolute minimal Lipschitz exten-
sions are in general not unique. We identify R2 with C using the canonical isometric
isomorphism (x, y) 7→ x+ iy.
For t ∈ [0, 1] define ut : B1(0) ⊂ C→ C by
ut(z) =
tz2 + (1− t) z
2
|z| , if z 6= 0,
0, if z = 0.
Since the function z 7→ z2 is differentiable with derivative z 7→ 2z and the function z 7→ z2|z|
has Lipschitz constant 2, we get that the local Lipschitz constant of ut is bounded by
Lut(x) ≤ 2 + 2t(|x| − 1). (13)
Now let D ⊂ B1(0) be open and m = maxz∈D|z| > 0. Then the we get because of (13)
that
µ(ut, D) ≤ 2 + 2t(m− 1).
Further the function D → R defined by z 7→|z| reaches its maximum m at some z0 ∈ ∂D.
For all r > 0 there exist some xr 6= yr ∈ ∂D ∩ Br(z0) with |xr| = |yr|. Hence yr = eiϕxr
for some ϕ ∈ (−pi, pi). Now we have
µ(ut, ∂D) ≥
∣∣ut(xr)− ut(yr)∣∣
|xr − yr|
=
∣∣ut(xr)− ut(eiϕxr)∣∣∣∣xr(1− eiϕ)∣∣
=
∣∣∣tx2r(1− e2iϕ) + 1−t|xr| x2r(1− e2iϕ)∣∣∣∣∣xr(1− eiϕ)∣∣
=
∣∣(1− e2iϕ)∣∣ (1 + t(|xr| − 1))|xr|∣∣(1− eiϕ)∣∣|xr|
=
(1− e2iϕ)
(1− eiϕ) (1 + t(|xr| − 1)).
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Since φ → 0 and |xr| → |z0| = m as r → 0 and (1−e
2iϕ)
(1−eiϕ) → 2 as φ → 0 we get for r → 0
that
µ(ut, ∂D) ≥ 2 + 2t(m− 1) ≥ µ(ut, D).
Thus ut is absolute minimal for all t ∈ [0, 1]. Since we have for t1, t2 ∈ [0, 1] ut1(z) = z2 =
ut2(z) on ∂B1(0), the absolute minimal extension of the boundary values g : ∂B1(0)→ C
defined by z 7→ z2 is not unique.
4.3 Tightness
Since absolute minimal Lipschitz extensions of g : ∂Ω → Rm ∈ C0,1L to f : Ω → Rm are
in general not unique, [16] introduces another definition to characterize good Lipschitz
extensions.
Definition 4.9. Let u, v ∈ C0,1(Ω) with u |∂Ω= v |∂Ω. We say v is tighter than u if u
and v satisfy
sup{Lu(x) : x ∈ Ω and Lv(x) < Lu(x)} > sup{Lv(x) : x ∈ Ω and Lu(x) < Lv(x)}.
We say u is tight if there is no tighter v ∈ C0,1(Ω) with u |∂Ω= v |∂Ω.
We observe that tightness is stronger than absolute minimality. This statement is
mentioned several times in [16]. Since we did not found a proof, we did it ourself.
Theorem 4.10. Let u : Ω→ Rm be tight. Then u is absolute minimal on Ω.
Proof. Let u be not absolute minimal. We show that this implies that u is not tight.
Since u is not absolute minimal, there exists some open D ⊂ Ω such that µ(u, ∂D) <
µ(u,D). Due to Theorem 4.3 there exists some f : D → Rm with f |∂D= u |∂D and
µ(f,D) = µ(u, ∂D). Define v : Ω→ Rm by
v(x) =
{
f(x), if x ∈ D,
u(x), if x 6∈ D.
We show that v is tighter than u.
For x 6∈ D there exists some r > 0 such that u = v on Br(x). Therefore, we have
Lu(x) = Lv(x).
Since u = v on Ω\D we have for x ∈ ∂D that
Lv(x) ≤ max{Lu(x), µ(v,D)} = max{Lu(x), µ(u, ∂D)}.
Because µ(v,D) = µ(u, ∂D) we have for x ∈ D that Lv(x) ≤ µ(u, ∂D). We can conclude
that sup{Lv(x) : x ∈ Ω and Lu(x) < Lv(x)} ≤ µ(u, ∂D).
Since µ(u, ∂D) < µ(u,D) there exists x0, y0 ∈ D such that |u(x0)−u(y0)||x0−y0| > µ(u, ∂D).
We show that we can assume γ((0, 1)) ⊂ D. Let γ : [0, 1] → Rd defined by γ(t) =
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ty0 + (1− t)x0 and a = min{t ∈ [0, 1] : γ(t) ∈ ∂D} and b = max{t ∈ [0, 1] : γ(t) ∈ ∂D}.
If γ((0, 1)) 6⊂ D the minimum and maximum exist. Since x0, a, b, y0 are on a line we have
µ(u, ∂D) <
∣∣u(x0)− u(y0)∣∣
|x0 − y0|
≤
∣∣u(x0)− u(γ(a))∣∣+∣∣u(γ(a))− u(γ(b))∣∣+∣∣u(γ(b))− u(y0)∣∣
|x0 − y0|
=
∣∣u(x0)− u(γ(a))∣∣+∣∣u(γ(a))− u(γ(b))∣∣+∣∣u(γ(b))− u(y0)∣∣∣∣x0 − γ(a)∣∣+∣∣γ(a)− γ(b)∣∣+∣∣γ(b)− y0∣∣ .
Since γ(a), γ(b) ∈ ∂D we have that |u(γ(a))−u(γ(b))||a−b| ≤ µ(u, ∂D). This yields that
f(x0)− f(γ(a))∣∣x0 − γ(a)∣∣ > µ(u, ∂D) or f(γ(b))− f(y0)∣∣γ(b)− y0∣∣ > µ(u, ∂D).
Since (x0, γ(a)) ⊂ D and (γ(b), y0) ⊂ D we can rename the points such that we have
x0, y0 ∈ D with γ(0, 1) ⊂ D and |u(x0)−u(y0)||x0−y0| > µ(u, ∂D).
Because u and γ are continuous we have that lim
→0
|u(γ())−u(γ(1−))|
γ()−γ(1−) =
|u(x0)−u(y0)|
|x0−y0| >
µ(u, ∂D). Hence there exists some 12 >  > 0 such that
|u(γ())−u(γ(1−))|
γ()−γ(1−) > µ(u, ∂D).
Thus we can assume by renaming the points that x0, y0 ∈ D.
Now we construct recursively xn, yn ∈ D with |u(xn)−u(yn)||xn−yn| ≥
|u(x0)−u(y0)|
|x0−y0| . Let n ∈ N
and xn, yn be already constructed. Then consider z = xn+yn2 . Since∣∣u(x0)− u(y0)∣∣
|x0 − y0| ≤
∣∣u(xn)− u(yn)∣∣
|xn − yn| ≤
∣∣u(xn)− u(z)∣∣+∣∣u(z)− u(yn)∣∣
|xn − z|+|z − yn|
we have that |u(xn)−u(z)||xn−z| ≥
|u(x0)−u(y0)|
|x0−y0| or
|u(z)−u(yn)|
|z−yn| ≥
|u(x0)−u(y0)|
|x0−y0| . Therefore, either
xn+1 := xn and yn+1 := z or xn+1 := z and yn+1 := yn fulfill the conditions from above.
By construction we have that |xn − yn| = 12n |x0 − y0| and |xn+1 − xn| ≤ |xn−yn|2 . Hence
(xn)n is a Cauchy sequence and converges to some x ∈ Rd. It holds x ∈ γ([0, 1]) ⊂ D
since γ([0, 1]) is closed. Now for r > 0 there exists some N ∈ N such that for all n > N
we have that xn, yn ∈ Br(x). Thus µ(u,Ω ∩ Br(x)) ≥ |u(x0)−u(y0)||x0−y0| for all r > 0. This
yields Lu(x) ≥ |u(x0)−u(y0)||x0−y0| > µ(u, ∂D). Since x ∈ D we know that Lv(x) ≤ µ(u, ∂D).
This yields that
sup{Lu(x) : x ∈ Ω and Lv(x) < Lu(x)} > µ(u, ∂D)
≥ sup{Lv(x) : x ∈ Ω and Lu(x) < Lv(x)}
Hence v is tighter than u. This contradicts that u is tight.
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We are not able to show existence or uniqueness of tight extensions of Lipschitz bound-
ary values. But we get a similar characterization of tightness as in the real-valued case
for absolute minimal extensions stated in [16]. To formulate this characterization we first
one more definition from [16].
Definition 4.11. Let U ⊂ Rd be open. We define a principal direction field for a
function u ∈ C1(U,Rm) as a unit vector field a ∈ C(U,Rd) such that a(x) spans the
principal eigenspace of Du(x)TDu(x) (i.e. the eigenspace to the biggest eigenvalue of
Du(x)TDu(x)).
Theorem 4.12. Let U ⊂ Rd be open and bounded. Suppose that u ∈ C3(U,Rm) has a
principal direction field a ∈ C2(U,Rd). Then u is tight if and only if
−
d∑
j=1
aj
∂
∂xj
 d∑
i=1
ai
∂u
∂xi
 = 0
Proof. See [16, Theorem 1.5].
Remark 4.13. We can derive the Euler-Lagrange equations for the more general energy
functional
v 7→
∫
Ω
H(Dv(x))dx,
where H ∈ C2(Rd×m). The derived system of partial differential equations and its
connection to tight functions is considered in [12, 13]. If we chooseH =‖·‖pF a formulation
of a vector-valued ∞-Laplace operator is derived. For more details see [16, 12, 13].
In Section 5.2 we consider a discrete formulation of tightness. In this case we can show
existence and uniqueness of some boundary values.
5 Optimal Lipschitz extensions on graphs
In the following let G = (V,E, ω) be an undirected connected weighted graph with
weighting function ω : E → [0, 1], where ω(x, y) = 0 if and only if (x, y) 6∈ E. Let
∅ 6= U ⊆ V . We denote the set of functions u : V → Rm by H(V ). For x, y ∈ V we write
x ∼ y if and only if (x, y) ∈ E.
The following definitions without weighting functions are stated in [16].
Definition 5.1. The local Lipschitz constant of a function u : V → Rm at x ∈ V is
defined by
Su(x) = max
y∼x
√
ω(x, y)
∣∣u(y)− u(x)∣∣
Definition 5.2. We call a function u : V → Rm discrete ∞-harmonic if it holds
u(x) ∈ arg min
a∈Rm
{
max
y∼x
√
ω(x, y)
∣∣u(y)− a∣∣}
for all x ∈ V \U .
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5.1 Graph-∞-Laplace operator
In this subsection we deal with the case m = 1, i.e. with real-valued functions. The
graph-∞-Laplace operator is considered in connection with image processing and machine
learning tasks in [8, 7].
As in [8] we define a discrete formulation of the ∞-Laplacian to obtain these discrete
∞-harmonic functions. Let a+ := max(a, 0) and a− := −min(a, 0).
Definition 5.3. The graph ∞-Laplace operator for for u : V → H(V ) is defined by
∆ω,∞u(x) =
1
2
(
max
y∼x
(√
ω(x, y)(u(y)− u(x))+
)
−
(
max
y∼x
√
ω(x, y)(u(y)− u(x))−
))
.
The following theorem connects the two definitions.
Theorem 5.4. Let u : V → R. Then u is discrete∞-harmonic if and only if ∆ω,∞u(x) = 0
for all x ∈ V \U .
Since we are not aware of a proof in literature, we provide it in the following.
Proof. Let x ∈ V \U be arbitrary fixed. We show that
u(x) ∈ arg min
a∈R
{
max
y∼x
√
ω(x, y)
∣∣u(y)− a∣∣} (14)
if and only if ∆ω,∞u(x) = 0. Note that for a ∈ R it holds
max
y∼x
√
ω(x, y)
∣∣u(y)− a∣∣ = max{max
y∼x
√
ω(x, y)
(
u(y)− a)+ ,max
y∼x
√
ω(x, y)
(
u(y)− a)−} .
Let u(x) ∈ arg mina∈R
{
maxy∼x
√
ω(x, y)
∣∣u(y)− a∣∣}. Assume that
 := max
y∼x
√
ω(x, y)(u(y)− u(x))+ −max
y∼x
√
ω(x, y)(u(y)− u(x))− > 0.
Then we have
max
y∼x
√
ω(x, y)(u(y)− u(x))+ −max
y∼x
√
ω(x, y)(u(y)− u(x))− >
max
y∼x
√
ω(x, y)(u(y)− u(x)− 
2
)+ −max
y∼x
√
ω(x, y)(u(y)− u(x)− 
2
)− ≥ 0.
Since maxy∼x
√
ω(x, y)(u(y)− u(x))+ > 0 we get
max
y∼x
√
ω(x, y)(u(y)− u(x)− 
2
)− ≤max
y∼x
√
ω(x, y)(u(y)− u(x)− 
2
)+
<max
y∼x
√
ω(x, y)(u(y)− u(x))+.
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Thus we have
max
y∼x
√
ω(x, y)
∣∣u(y)− u(x)∣∣ > max
y∼x
√
ω(x, y)
∣∣∣∣∣u(y)−
(
u(x) +

2
)∣∣∣∣∣ .
This is a contradiction to (14). Therefore, we have ∆ω,∞u(x) ≤ 0. Analogously we get
that ∆ω,∞u(x) ≥ 0.
Now let ∆ω,∞u(x) = 0. Then we have that
max
y∼x
√
ω(x, y)(u(y)−u(x))+ = max
y∼x
√
ω(x, y)(u(y)−u(x))− = max
y∼x
√
ω(x, y)
∣∣u(y)− u(x)∣∣
Now we get for a ≥ 0 that
max
y∼x
√
ω(x, y)
∣∣u(y)− (u(x) + a)∣∣ ≥max
y∼x
√
ω(x, y)(u(y)− u(x)− a)−
≥max
y∼x
√
ω(x, y)(u(y)− u(x))−
= max
y∼x
√
ω(x, y)
∣∣u(y)− u(x)∣∣ .
Analogously we obtain for a ≤ 0 that
max
y∼x
√
ω(x, y)
∣∣u(y)− (u(x) + a)∣∣ ≥ max
y∼x
√
ω(x, y)
∣∣u(y)− u(x)∣∣ .
Hence it follows (14).
In the following we show existence and uniqueness of discrete ∞-harmonic extensions
for some g : U → R.
Lemma 5.5 (Minimum-Maximum Principle). Let g : U → R, u : V → R and 0 < τ ≤ 2.
Then u′ : V → R defined by
u′(x) :=
{
g(x), for x ∈ U,
u(x) + τ∆ω,∞u(x), for x ∈ V \U,
fulfills
min
x∈V
u(x) ≤ min
x∈V
u′(x) ≤ max
x∈V
u′(x) ≤ max
x∈V
u(x). (15)
Proof. See [8, Proposition 5.1]. For x0 ∈ U it holds
min
x∈V
u(x) ≤ u(x0) = u′(x0) ≤ max
x∈V
u(x).
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For x0 ∈ V \U , y ∈ V and z ∈ arg minx∈V u(x) it holds
u′(x0) = u(x0) +
τ
2
(
max
y∼x0
(√
ω(x0, y)(u(y)− u(x0))+
)
−
(
max
y∼x0
√
ω(x0, y)(u(y)− u(x0))−
))
≥ u(x0)− τ
2
(
max
y∼x0
√
ω(x0, y)(u(y)− u(x0))−
)
≥ u(x0)− τ
2
(u(z)− u(x0))−
= (1− τ
2
)u(x0) +
τ
2
u(z) ≥ u(z) = min
x∈V
u(x).
Analogously we get u′(x0) ≤ maxx∈V u(x). This yields (15).
Theorem 5.6. Let g : U → R. Then there exists a unique v : V → R such that{
∆ω,∞v(x) = 0 for x ∈ V \U
v(x) = g(x) for x ∈ U (16)
Proof. We use the proof from [7, Theorem 1]:
Uniqueness: Let v fulfill (16). First we show that there exists no x ∈ V \U with
v(x) ≥ v(y) for all y ∼ x and v(x) > v(y) for one y ∼ x. (17)
Assume such a x exists. Then we have
max
y∼x
(√
ω(x, y)(v(y)− v(x))+
)
= 0 < max
y∼x
(√
ω(x, y)(v(y)− v(x))−
)
.
This yields ∆ω,∞v(x) < 0. This contradicts (16).
Now let u and v fulfill (16) and u 6= v. Then we can assume without loss of generality that
M = maxx∈V \U (u(x)−v(x)) > 0. We define the sets H := {x ∈ V : (u(x)−v(x))) = M}
and F = {x ∈ H : u(x) = maxy∈H u(y)}. By construction it holds that H and F are
nonempty.
Let x0 ∈ H. Then u(x0) − v(x0) = maxx∈V u(x) − v(x). This yields for y ∼ x that
u(x0)− v(x0) ≥ u(y)− v(y). Thus we get v(y)− v(x0) ≥ u(y)− u(x0). This implies
max
y∼x0
(√
ω(x0, y)(u(y)− u(x0))−
)
≥ max
y∼x0
(√
ω(x0, y)(v(y)− v(x0))−
)
(18)
and
max
y∼x0
(√
ω(x0, y)(u(y)− u(x0))+
)
≤ max
y∼x0
(√
ω(x0, y)(v(y)− v(x0))+
)
. (19)
Since ∆ω,∞u(x0) = ∆ω,∞v(x0) we have equality in (18) and (19).
Let x ∈ F and x ∼ y ∈ V \F . Such x and y exist, because G is connected and
F ( V . Then we have either y ∈ H\F and u(y) < u(x) or y 6∈ H. Then we have
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u(y)−v(y) < u(x)−v(x). This yields u(y)−u(x) < v(y)−v(x). Assume that u(y) ≥ u(x).
Then we have
0 ≤
√
ω(x, y)(u(y)− u(x))+ =
√
ω(x, y)(u(y)− u(x)) <
√
ω(x, y)(v(y)− v(x))
Since this holds for all y ∼ x with y 6∈ H and since for z ∼ x with z ∈ H holds
u(y) ≤ u(x) we have that
max
y∼x
(√
ω(x, y)(u(y)− u(x))+
)
< max
y∼x
(√
ω(x, y)(v(y)− v(x))+
)
.
This contradicts the equality in (19). Therefore, we have for y ∈ V \F with y ∼ x that
u(y) < u(x). That contradicts that x cannot fulfill (17).
Existence: Define the compact set
A := {u : V → R : u = g on U and min
y∈U
g(y) ≤ u(x) ≤ max
y∈U
g(y)}.
Consider the mapping Φ: A→ A defined by
Φ(u)(x) =
{
g(x), for x ∈ U,
u(x) + ∆ω,∞u(x), for x ∈ V \U.
Due to Lemma 5.5 we have indeed Φ(u) ∈ A. Since ∆ω,∞ is continuous we have also
that Φ is continuous. Hence Brouwers fixed point theorem implies that there exists some
u ∈ A with Φ(u) = u. This yields (16).
Remark 5.7. In particular, Theorem 5.6 and Theorem 5.4 imply that for g : U → R
there exists a unique discrete ∞-harmonic extension, i.e. there exists a unique discrete
∞-harmonic function u : V → R with u = g on U .
To obtain the unique discrete∞-harmonic extension, we consider for u : V ×[0, T ]→ R
and g : U → R the following partial differential equation (see [8]):
∂u(x,t)
∂t = ∆ω,∞u(x) for x ∈ V \U,
u(x, 0) = u0(x) for all x ∈ V,
u(x, t) = g(x) for x ∈ U.
We discretize the derivative of u using an explicit Euler scheme.
∂u(x, t)
∂t
≈ u
r+1(x)− ur(x)
∆t
.
With ∆t = τ , this leads to the following iteration scheme:{
ur+1(x) = ur(x) + τ∆ω,∞ur(x) for x ∈ V \U
ur+1(x) = g(x) for x ∈ U
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Now we can formulate the following algorithm:
Algorithm 1 Discrete ∞-harmonic extension
Given: G = (V,E, ω), U ⊂ V , g : U → R, 2 > τ > 0 and initial values u0 : V → R
with u0 = g on U .
for r = 0, 1, ... do
ur+1(x) :=
{
g(x), for x ∈ U,
ur(x) + τ∆ω,∞ur(x), for x ∈ V \U.
end for
Theorem 5.8. Let g : U → R and u0 : V → R with g = u0 on U . Let ur be generated by
Algorithm 1. If ur converges to some u∗ : V → R, then u∗ fulfills (16) i.e.{
∆ω,∞u∗(x) = 0 for x ∈ V \U,
u∗(x) = g(x) for x ∈ U.
In particular, u∗ is the unique discrete ∞-harmonic extension of g.
Proof. See [8, Proposition 5.2]. For x ∈ U it holds
u∗(x) = lim
r→∞u
r(x) = lim
r→∞ g(x) = g(x).
Due to the continuity of ∆ω,∞ we have for x ∈ V \U that
u∗(x) = lim
r→∞u
r+1(x)
= lim
r→∞u
r(x) + τ∆ω,∞ur(x)
=u∗(x) + τ∆ω,∞ lim
r→∞u
r(x)
=u∗(x) + τ∆ω,∞u∗(x).
Thus we have ∆ω,∞u∗(x) = 0 for x ∈ V \U .
To show that Algorithm 1 converges we need some theory about averaged operators.
For more details on averaged operators see [5].
Definition 5.9. Consider an operator T : Rd → Rd. We say that T is nonexpansive, if
there exists some norm ‖·‖ on Rd such that
‖Tx− Ty‖ ≤‖x− y‖ for all x, y ∈ Rd.
We say that T is averaged with constant α ∈ (0, 1), if there exists a nonexpansive operator
R : Rd → Rd such that
T = αId + (1− α)R.
Further we call T asymptotically regular, if we have for all x ∈ Rd that
lim
r→∞T
r+1x− T rx = 0.
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It is easy to check, that every averaged operator is nonexpansive. A proof for this fact
is given in [5, Lemma 4.3]. We cite some more statements about this definition.
Theorem 5.10 (Asymptotic Regularity of Averaged Operators). Let T : Rd → Rd be
an averaged operator with constant α ∈ (0, 1). Assume that Fix(T ) 6= ∅. Then, T is
asymptotically regular.
Proof. See [5, Theorem 4.5].
Theorem 5.11 (Opial’s Convergence Theorem). Let T : Rd → Rd fulfill the following
conditions: Fix(T ) 6= ∅, T is nonexpansive with respect to |·| and asymptotically regular.
Then, for every x0 ∈ Rd the sequence of Picard iterates (xr)r generated by xr+1 = Txr
converges to an element of Fix(T ).
Proof. See [15, Theorem 1].
For general norms we get the following result:
Theorem 5.12 (Krasnoselskii-Mann Iteration). Let T : Rd → Rd and (τr)r∈N fulfill the
following conditions: Fix(T ) 6=, T is nonexpansive with respect to an arbitrary norm,∑∞
r=1 τr = ∞ and lim supr→∞ τr < 1. Then, for every x0 ∈ Rd the sequence (xr)r
generated by
xr+1 =
(
(1− τr)Id + τrT
)
xr
converges to an element of Fix(T ).
Proof. See [4, Corollaries 10,11].
Remark 5.13 (Convergence of the Picard iteration for averaged operators). Let T : Rd →
Rd be averaged, i.e. T = αId + (1 − α)R for some nonexpansive operator R : Rd → Rd.
Then for τ := 1− α, we can rewrite the Picard iteration xr+1 = Txr by
xr+1 =
(
αId + (1− α)R)xr = ((1− τ)Id + τT )xr.
Hence, the Picard iteration converges by Theorem 5.12 to an element of Fix(R) =
Fix(T ).
Now we can show convergence of Algorithm 1. Since [8] only states stability of Algo-
rithm 1, we did the proof ourself.
Theorem 5.14. Let g : U → R, f0 : V → R with f0 = g on U and 0 < τ < 1. Let
fn be generated by Algorithm 1. Then fn converges to the unique discrete ∞-harmonic
extension f∗ : V → R of g as n→∞.
Proof. For A := {f : V → R : f = g on U} we consider the operator Φ: A → A defined
by
Φ(f)(x) =
{
g(x), for x ∈ U,
f(x) + ∆ω,∞f(x), for x ∈ V \U.
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First we show, that Φ is nonexpansive. For v ∈ V we use the notation N(v) = {v}∪{u ∈
V : u ∼ v}. For x ∈ V we can rewrite ∆ω,∞f(x) by
∆ω,∞f(x) =
1
2
 max
v∈N(x)
(√
ω(x, v)(f(v)− f(x))
)
−
(
max
v∈N(x)
√
ω(x, v)(f(x)− f(v))
) .
For f1, f2 ∈ A define
yi ∈ arg max
v∈N(x)
(√
ω(x, v)(fi(v)− fi(x))
)
and
zi ∈ arg max
v∈N(x)
(√
ω(x, v)(fi(x)− fi(v))
)
.
Therefore we have
Φ(f1)(x)− Φ(f2)(x) =f1(x)− f2(x) + ∆ω,∞f1(x)−∆ω,∞f2(x)
≤f1(x)− f2(x) +
√
ω(x, y1)
2
(f1(y1)− f1(x)− f2(y1) + f2(x))−√
ω(x, z2)
2
(f1(x)− f1(z2)− f2(x) + f2(z2))
=
(
1−
√
ω(x, y1) +
√
ω(x, z2)
2
)
(f1(x)− f2(x))+√
ω(x, y1)
2
(f1(y1)− f2(y1)) +
√
ω(x, z2)
2
(f1(z2)− f2(z2))
≤
(
1−
√
ω(x, y1) +
√
ω(x, z2)
2
)
‖f1 − f2‖∞+√
ω(x, y1)
2
‖f1 − f2‖∞ +
√
ω(x, z2)
2
‖f1 − f2‖∞
=‖f1 − f2‖∞ .
Analogously we get that
Φ(f1)(x)− Φ(f2)(x) ≥ −‖f1 − f2‖∞
Hence we have that ∥∥Φ(f1)− Φ(f2)∥∥∞ ≤‖f1 − f2‖∞
and that Φ is nonexpansive. The fn generated by Algorithm 1 fulfill by definition
fn+1 = Tfn, where T = (1− τ)Id+ τΦ
The operator T is averaged for the constant 1 − τ ∈ (0, 1) and therefore nonexpansive.
Due to Theorem 5.6 we have Fix(T ) 6= ∅. Thus Remark 5.13 yields that the sequence
(fn)n converges. Due to Theorem 5.8 the limit is discrete ∞-harmonic.
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x1
x4
x5
x2
x6 x3
(a) u1 : V → R2
x1
x4
x5
x2
x6 x3
(b) u2 : V → R2
Figure 1: Two discrete ∞-harmonic extensions of g : {x1, x2, x3} → R2.
Example 5.15. For τ = 2 the ur generated by Algorithm 1 may not converge: Let
G = (V,E, ω) be given by V = {x1, ..., x5}, E = {(xi, xi+1 : i ∈ {1, ..., 4}} and ω(x, y) = 1
for (x, y) ∈ E. Further let U = {x1, x5} and let g : U → R be given by g(x) = 0 for
x ∈ U . Then the ur generated by Algorithm 1 with initial values u0 : V → R given by
u0(x3) = 1 and f0(x) = 0 for x ∈ V \{x3} fulfill ur = u0 if r is even and ur(x) = 1 for
x ∈ {x2, x4} and ur(x) = 0 for x ∈ {x1, x3, x5} if r is odd. Hence the ur diverges for
r →∞.
For 1 ≤ τ < 2 we can neither show convergence of Algorithm 1 nor we know an
counterexample for the convergence.
5.2 Tight functions on graphs
Example 5.16. In general, discrete ∞-harmonic extensions of a function g : U → Rm
are not unique for m > 1. The idea of a counterexample comes from [16, Section 2.1].
We choose V = {x1, ..., x6}, U = {x1, x2, x3} and
E = {(x1, x4), (x2, x5), (x3, x6), (x4, x5), (x5, x6), (x4, x6)}
and use the weighting function ω(x, y) = 1 for (x, y) ∈ E. Then the function g : U → R2
defined by x1 7→ (0, 0), x2 7→ (0, 1) and x3 7→
(√
3
2 ,
1
2
)
has more than one discrete ∞-
harmonic extension. For example, consider u1, u2 : V → R2 defined by ui(x) = g(x)
on U and u1(x4) =
(√
3
7 ,
2
7
)
, u1(x5) =
(√
3
14 ,
9
14
)
and u1(x6) =
(
2
√
3
7 ,
4
7
)
and u2(x4) =(
1
2+2
√
3
,
√
3
2+2
√
3
)
, u2(x5) =
(
1
2+2
√
3
, 14 +
√
3
4
)
and u2(x6) =
(
1
2 ,
1
2
)
. See Figure 1. It is
easy to verify that u1 and u2 are discrete ∞-harmonic.
Definition 5.1 yields a discrete formulation of a tight functions on graphs. This ap-
proach is considered in [16].
Definition 5.17. Let u, v : V → Rm with u |U= v |U . We say u is tighter than v if u
and v satisfy
max{Sv(x) : x ∈ V \U and Su(x) < Sv(x)} > max{Su(x) : x ∈ V \U and Sv(x) < Su(x)}
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We say u is tight if there is no tighter v : V → Rm with u |U= v |U .
Example 5.18. For the choice of the graph G = (V,E, ω), the subset U ⊂ V and
g : U → R2 as in Example 5.16 the tight extension is given by the function u2 : V → R2.
See Figure 1b. In particular, the tight extension of g is discrete ∞-harmonic. Theorem
5.31 shows this result in general.
Definition 5.19. Let u : V → Rm. We denote the values of Su in nonincreasing order
by l(u) = (li(u))
|V \U|
i=1 ∈ R|V \U|.
Lemma 5.20. Let g : U → Rm and let u, v : V → Rm be tight extensions of g such that u
is tighter than v. Then, l(u) < l(v) in lexicographically order. If l(u) is lexicographically
minimal, then u is tight.
The statement is used in [16, Theorem 1.2]. For convenience we provide a proof.
Proof. Choose x0 ∈ V \U such that
Sv(x0) = max{Sv(x) : x ∈ V \U and Su(x) < Sv(x)}
> max{Su(x) : x ∈ V \U and Sv(x) < Su(x)}
Then we have for all x ∈ V \U with Sv(x) > Sv(x0) that Sv(x) = Su(x) and Sv(x0) >
Su(x0). Further it holds that for all x ∈ V \U with Sv(x) < Sv(x0) that Su(x) < Sv(x0).
This yields by definition that l(u) < l(v) in lexicographically order.
Now let l(u) be lexicographically minimal. Assume that u is not tight. Then there
exists some w : V → Rm with w = g on U such that w is tighter than u. This yields by
the first part of the proof that l(w) < l(u) in lexicographically order. This contradicts
the fact, that l(u) is lexicographically minimal. Hence u is tight.
Example 5.21. Let u, v : V → Rm with l(u) < l(v) in lexicographically order. Then it
does not follow that u is tighter than v. We give a counterexample:
Let G = (V,E, ω) with V = {x1, x2, x3}, U = {x2} and E = {(x1, x2), (x2, x3)}. Let
ω(x, y) = 1 for (x, y) ∈ E. We define u, v : V → R by u(x1) = 0, u(x2) = 2, u(x3) = 5,
v(x1) = 5, v(x2) = 2 and v(x3) = 1. Then it holds
max{Sv(x) : x ∈ V \U and Su(x) < Sv(x)} = max{Su(x) : x ∈ V \U and Sv(x) < Su(x)}.
Hence neither u is tighter than v nor v is tighter than u, although l(u) < l(v) in lexico-
graphically order.
Theorem 5.22. Let g : U → Rm. Then there exists an unique tight extension u : V →
Rm of g.
Further u is tighter than every other extension v : V → Rm of g.
The proof of the existence comes from [16, Theorem 1.2]. We added some details.
Since we did not understand the proof of the uniqueness, we worked it out again using
similar arguments.
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Proof. Existence: We consider the set M = {l(u) : u : V → Rm with u |U= g} ⊂
[0,∞)|V \U|. M is closed due to the continuity of l. We show inductively that the sets
Mk = {u : V → Rm with u |U= g and (li(u))ki=1 lexicographically minimal}
are nonempty for k = 1, ...,
∣∣V \U ∣∣ and that {l(u) : u ∈Mk} is closed.
k = 1: SinceM is nonempty and closed we have that also {l1(u) : u : V → Rm with u |U=
g} ⊂ [0,∞) is nonempty and closed. Hence it has a minimum m1 and the set of mini-
mizersM1 is nonempty. Further {l(u) : u ∈M1} =M∩ {m1} × R|V \U|−1 is closed.
k > 1: Since the set {l(u) : u ∈ Mk−1} is nonempty and closed we have that also
{lk(u) : u ∈ Mk−1} is nonempty and closed. Hence it has a minimum mk and the set
of minimizersMk is nonempty. Further {l(u) : u ∈ Mk} = M∩ {m1} × · · · × {mk} ×
R|V \U|−k is closed.
In particular, the setM|V \U| of lexicographically minimal extensions of g is nonempty.
By Lemma 5.20 these lexicographically minimal extensions of g are tight.
Uniqueness: Let u be tight and let v : V → Rm be an arbitrary extension of g with
u 6= v. Assume u is not tighter than v. Since u is tight, we have that v is also not tighter
than u. Thus we have
K := max{Su(x) : x ∈ V \U and Su(x) 6= Sv(x)}
= max{Sv(x) : x ∈ V \U and Su(x) 6= Sv(x)}. (20)
Set K := 0 if Su(x) = Sv(x) for all x ∈ V \U . Consider w := u+v2 . For x ∼ y it holds√
ω(x, y)
∣∣w(x)− w(y)∣∣ ≤ 1
2
√
ω(x, y)
∣∣u(x)− u(y)∣∣+ 1
2
√
ω(x, y)
∣∣v(x)− v(y)∣∣ . (21)
If Su(x) ≥ K for some x ∈ V \U , then we have either Sv(x) = Su(x) > K or Sv(x) ≤
K = Su(x). Together with (21) we get
Sw(x) ≤ Su(x) + Sv(x)
2
≤ Su(x). (22)
If it holds Sw(x) < Su(x) for some x ∈ V \U with Su(x) ≥ K we that Sw(x) ≤ Su(x)
for all x ∈ V \U with strict inequality for one x. This yields that w is tighter than u
and contradicts that u is tight. Hence we have Sw(x) = Su(x) for all x ∈ V \U with
Su(x) ≥ K. If we insert this in (22) we get
Sw(x) ≤ Sw(x) + Sv(x)
2
≤ Sw(x)
and therefore we have Su(x) = Sw(x) = Sv(x) for all x ∈ V \U with Su(x) ≥ K. Hence
Su(x) 6= Sv(x) implies Su(x) < K. This yields that
max{Su : Su 6= Sv} < K,
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what contradicts the definition of K in (20) if Su 6≡ Sv. Hence Su ≡ Sv and K = 0.
This yields Sw(x) = Sv(x) = Su(x) for all x ∈ V \U . Thus also l(w) is lexicographically
minimal and w is tight.
Define the set W := {x ∈ V : u(x) = v(x)} ⊇ U . Because u 6= v, we have W ( V .
Since Su = Sv = Sw on V \U we also have that u, v and w are tight extensions of
g˜ : W → Rm defined by g˜(x) = u(x) = v(x) for all x ∈W .
We show that there exists some x ∈ V \W and y ∈W such that x ∼ y and√
ω(x, y)
∣∣w(x)− w(y)∣∣ = Sw(x).
Assume that such x and y do not exist.Then there exists for all x ∈ V \W some 0 < x < 1
such that
√
ω(x, y)
∣∣(1− x)w(x)− w(y)∣∣ < Sw(x) for all y ∈ W with y ∼ x. Set
 = minx∈V \W x. Then we have for all x ∈ V \W that∣∣(1− )w(x)− w(y)∣∣ < Sw(x) for all y ∈W with y ∼ x (23)
and  independent of x. Consider the extension w : V → Rm of g defined by
w(x) :=
{
w(x) = g˜(x) if x ∈W,
(1− )w(x) if x ∈ V \W.
Now we have by (23) for x ∈ V \W and y ∼ x with y ∈W that√
ω(x, y)
∣∣w(x)− w(y)∣∣ = √ω(x, y)∣∣(1− )w(x)− w(y)∣∣ < Sw(x).
For y ∼ x with y ∈ V \W it holds√
ω(x, y)
∣∣w(x)− w(y)∣∣ = √ω(x, y)(1− )∣∣w(x)− w(y)∣∣
<
√
ω(x, y)
∣∣w(x)− w(y)∣∣ ≤ Sw(x).
Hence Sw(x) < Sw(x) for all x ∈ V \W . Thus w is tighter than w, what contradicts
that w is tight.
Therefore, there exists some x ∈ V \W and y ∈W such that x ∼ y and∣∣w(x)− w(y)∣∣ =
Sw(x). Now it holds
Sw(x) =
√
ω(x, y)
∣∣w(x)− w(y)∣∣
≤ 1
2
√
ω(x, y)
∣∣u(x)− u(y)∣∣+ 1
2
√
ω(x, y)
∣∣v(x)− v(y)∣∣
≤ 1
2
Su(x) +
1
2
Sv(x) = Sw(x).
(24)
Thus we must have equality in (24) and get√
ω(x, y)
∣∣u(x)− u(y)∣∣ = Su(x) = Sv(x) = √ω(x, y)∣∣v(x)− v(y)∣∣ .
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Plugging in the definition of w we get with the equality of (24) that∣∣u(x)− u(y) + v(x)− v(y)∣∣ = 2∣∣w(x)− w(y)∣∣ = ∣∣u(x)− u(y)∣∣+∣∣v(x)− v(y)∣∣ .
Therefore, u(x)−u(y) and v(x)−v(y) are linearly depended and have the same modulus.
This yields u(x)− u(y) = −(v(x)− v(y)) or u(x)− u(y) = v(x)− v(y).
If it holds u(x)− u(y) = −(v(x)− v(y)), then we have by definition w(x)−w(y) = 0.
Due to (24) we get that Su(x) = Sv(x) = Sw(x) = 0 and therefore
∣∣u(x)− u(y)∣∣ =∣∣v(x)− v(y)∣∣ = 0. Thus we have u(x) − u(y) = 0 = v(x) − v(y). Since it holds y ∈ W ,
we have u(y) = v(y) and u(x) = u(y) = v(y) = v(x). This contradicts that x 6∈W .
If it holds u(x)−u(y) = v(x)−v(y), it holds u(x)−v(x) = u(y)−v(y) = g˜(y)−g˜(y) = 0.
This yields u(x) = v(x) and contradicts that x 6∈W .
This yields W = V and u = v on V .
Remark 5.23. In the proof of Theorem 5.22 is shown that there exists an extension
u : V → Rm of g : U → Rm with lexicographically minimal l(u). Further this u is tight
by Lemma 5.20. Further, the tight extension is unique by Theorem 5.22. This yields that
an extension u : V → Rm of g : U → Rm is tight if and only if l(u) is lexicographically
minimal.
The proof of Theorem 5.22 is not constructive. To approximate the unique tight
extension of v : U → Rm we consider for p ≥ 1 the energy functionals
Ip : {u : V → Rm : u = g on U} → R defined by Ip(u) =
∑
x∈V \U
(Su(x))p
for 1 < p <∞.
Remark 5.24. It is easy to show, that the functionals Ip are continuous and coercive.
Hence for 1 ≤ p <∞ there exists a minimizer up of Ip.
Remark 5.25. Let g : U → Rm. For u : V → Rm with u = g on U it holds Ip(u) =∥∥∥(Su) |V \U∥∥∥p
p
. The naive way to consider the minimizers of Ip as p → ∞ would be
minimizing the functional
I∞(u) =
∥∥∥(Su) |V \U∥∥∥∞ .
But the minimizers of I∞ are in general not unique as shown in Example 5.26 below.
But since u : V → Rm is tight if and only if l(u) is lexicographically minimal, we get that
the unique tight extension of g is one of the minimizers of I∞.
Example 5.26. Minimizers of I∞ are not unique:
Let G = (V,E, ω) be given by V = {x1, ..., x4}, E = {(x1, x2), (x2, x3), (x2, x4)} and
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(a) Graph from Example 5.26
x1 x2 x3 x4
(b) Graph from Example 5.27
Figure 2: Graphs from the Examples 5.26 and 5.27.
ω(x, y) = 1 for (x, y) ∈ E. See Figure 2a. Further, let U = {x1, x3} and let g : U → R
be given by g(x1) = 1 and g(x3) = −1. For u : V → R with u = g on U it holds
I∞(u) ≥ Su(x2) ≥ 1
2
(
∣∣u(x1)− u(x2)∣∣+∣∣u(x2)− u(x3)∣∣) ≥ 1
2
∣∣u(x1)− u(x3)∣∣ = 1.
Now define u, v : V → R by u = v = g on U and u(x2) = v(x2) = 0, u(x4) = 0
and v(x4) = 1. Then we have Su(x2) = Sv(x2) = 1, Su(x4) = 0 and Sv(x4) = 1.
This yields I∞(u) = I∞(v) = 1. Hence u and v are minimizers of I∞. But we have
Ip(u) = 1 < 2 = Ip(v) for all 1 ≤ p <∞.
Example 5.27. As the concatenation of convex functionals, Ip is also convex for 1 ≤
p < ∞. But in general, it is not strictly convex. We give a counterexample: Let
V = {x1, ..., x4}, E = {(x1, x2), (x2, x3), (x3, x4)} and ω(x, y) = 1 for (x, y) ∈ E. See
Figure 2b. Let U = {x2} and g : U → R defined by g(x2) = 0. Consider the functions
u, v : V → R defined by u(x1) = v(x1) = 1 u(x2) = v(x2) = 0, u(x3) = 1, u(x4) = 3,
v(x3) = −1 and v(x4) = 1. Then we get by a short computation that Ip(u) = Ip(v) =
Ip
(
1
2(u+ v)
)
= 2p+1 + 1. Hence Ip is not strictly convex for 1 ≤ p ≤ ∞.
The same counterexample shows that also the energy functional Ip defined by
Ip(u) =
∑
x∈V
(Su(x))p
is not strictly convex.
Theorem 5.28. Let g : U → Rm and 1 ≤ p <∞. Then, the functional Ip has a unique
minimizer.
Proof. Assume that u 6= v : V → Rm with u = v = g on U are minimizers of Ip.
Set w := 12(u + v). Obviously S · (x) is convex. If there exists some x ∈ V \U with
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Su(x) 6= Sv(x), then the strict convexity of |·|p yields
Ip(w) = Ip
(
1
2
u+
1
2
v
)
=
∑
x∈V \U
(
S
(
1
2
u+
1
2
v
)
(x)
)p
≤
∑
x∈V \U
(
1
2
Su(x) +
1
2
Sv(x)
)p
<
∑
x∈V \U
1
2
(Su(x))p +
1
2
(Sv(x))p
=
1
2
Ip(u) +
1
2
Ip(v).
This contradicts the assumption, that u and v are minimizers of Ip.
Hence we have Su(x) = Sv(x) = Sw(x) for all x ∈ V \U . Define the set W := {x ∈
V : u(x) = v(x)}. Since u 6= v, we have W ( V .
We show that either there exists some x ∈ V \W and y ∈W such that it holds√
ω(x, y)
∣∣w(x)− w(y)∣∣ = Sw(x) (25)
or there exists x ∈ V \W and y ∈W\U such that it holds√
ω(x, y)
∣∣w(x)− w(y)∣∣ = Sw(y). (26)
Assume that such x and y do not exist. Then there exists for all x ∈ V \W some 0 < x <
1 such that
√
ω(x, y)
∣∣(1− x)w(x)− w(y)∣∣ < Sw(x) for all y ∈ W with y ∼ x. Further,
there exists for all y ∈W\U some 0 < y < 1 such that
√
ω(x, y)
∣∣(1− y)w(x)− w(y)∣∣ <
Sw(y) for all x ∈ V \W with x ∼ y. Set  = min
{
minx∈V \W x,miny∈W\U y
}
.
Consider the extension w : V → Rm of g defined by
w(x) :=
{
w(x), if x ∈W,
(1− )w(x), if x ∈ V \W.
Now we have for x ∈ V \W and y ∈W with y ∼ x that√
ω(x, y)
∣∣w(x)− w(y)∣∣ = √ω(x, y)∣∣(1− )w(x)− w(y)∣∣ < Sw(x).
Further, we have for y ∈W\U and x ∈ V \W that√
ω(x, y)
∣∣w(x)− w(y)∣∣ = √ω(x, y)∣∣(1− )w(x)− w(y)∣∣ < Sw(y).
For y ∼ x with y ∈ V \W and x ∈ V \W it holds√
ω(x, y)
∣∣w(x)− w(y)∣∣ = √ω(x, y)(1− )∣∣w(x)− w(y)∣∣ ≤ (1− )Sw(x) < Sw(x).
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Hence Sw(x) < Sw(x) = Su(x) on V \W and Sw(x) ≤ Sw(x) = Su(x) onW\U . Thus
it holds Ip(w) < Ip(u). This contradicts the assumption that u minimizes Ip.
Therefore, we find x and y with (25) or (26). If x and y fulfill (25), then it holds
Sw(x) =
√
ω(x, y)
∣∣w(x)− w(y)∣∣
≤ 1
2
(√
ω(x, y)
∣∣u(x)− u(y)∣∣+√ω(x, y)∣∣v(x)− v(y)∣∣)
≤ 1
2
(Su(x) + Sv(x)).
(27)
Since Su(x) = Sv(x) = Sw(x) we have equality in (27). Since w = 12(u + v) this yields
that u(x) − u(y) and v(x) − v(y) are linearly dependent. Consequently, we have either
u(x) − v(x) = u(y) − v(y) = 0 or u(x) − u(y) = −v(x) + v(y). In the case we have
w(x)−w(y) = 0 and therefore Sw(x) = 0. This yields Su(x) = Sv(x) = 0 and therefore
u(x) − u(y) = v(x) − v(y) = 0. Thus we have u(x) = u(y) = v(y) = v(x). This contra-
dicts that x 6∈W .
With an analogous proof we can show that if x and y fulfill (26) we also have that
x ∈W . Hence we have W = V and u = v. This finishes the proof.
Theorem 5.29. Let g : U → Rm and let up be extensions of g minimizing Ip for p ∈ N.
Then (up)p converges to the unique tight extension u of g in R|V | as p→∞
The proof comes from [16, Theorem 1.3]. We added some details.
Proof. Since G is connected the sequence (up)p is bounded. Therefore, it has a convergent
subsequence (upk)k converging to some u˜ : V → Rm with u˜ = g on U . Let u : V → Rm
be the tight extension of g. Assume that u˜ 6= u. Then we have by Theorem 5.22 that u
is tighter than u˜. Define
K˜ := max{Su˜(x) : x ∈ V \U, Su(x) 6= Su˜(x)}
>max{Su(x) : x ∈ V \U, Su(x) 6= Su˜(x)} =: K
and
Z := U ∪ {x ∈ V \U : Su(x) > K}
In particular, we have Su(x) = Su˜(x) on Z\U . Further we define G |Z := (Z, {(x, y) ∈
E : x, y ∈ Z}, ω |Z×Z).
We show that u |Z is tight on G |Z . For x ∈ Z we have Su(x) > K. Thus there
exists a y ∼ x with √ω(x, y)∣∣u(x)− u(y)∣∣ > K. This yields that Su(y) > K and y ∈ Z.
Therefore, we have that S(u |Z)(x) = Su(x) for all x ∈ Z. Assume there is a tighter
extension w : Z → Rm of g on Z. Then we define w : V → Rm for  > 0 by
w(x) =
{
(1− )u(x) + w(x) if x ∈ Z,
u(x) if x 6∈ Z.
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Now we have for x ∈ Z and y ∼ x with y 6∈ Z that for a sufficient small  > 0 it holds√
ω(x, y)
∣∣w(x)− w(y)∣∣ ≤√ω(x, y) ((1− )∣∣u(x)− u(y)∣∣+ ∣∣w(x)− u(y)∣∣)
≤(1− )K + 
√
ω(x, y)
∣∣w(x)− u(y)∣∣ < Su(x). (28)
Because w is tighter than u |Z on GZ we have that Sw(x) < S(u |Z)(x) = Su(x) for
sufficient small  and there exists some x0 ∈ Z such that
max
x0∼y∈Z
√
ω(x0, y)
∣∣w(x0)− w(y)∣∣ < max
x0∼y∈Z
√
ω(x0, y)
∣∣u(x0)− u(y)∣∣ .
Using (28), this yields Sw(x0) < Su(x0) for sufficient small . Similar we get that
Sw(x) < Su(x) for sufficient small . For x 6∈ Z and y ∼ x with y ∈ Z we have for
sufficient small  that∣∣w(x)− w(y)∣∣ ≤(1− )∣∣u(x)− u(y)∣∣+ ∣∣u(x)− w(y)∣∣
≤(1− )K + ∣∣u(x)− w(y)∣∣ < Su(x0).
Altogether we get that l(w) < l(u) for sufficient small . This contradicts that u is tight.
Hence u |Z is tight on G |Z . In particular, l(u |Z) is lexicographically minimal on Z
Since Su˜ = Su on Z and because S(u˜ |Z)(x) ≤ Su˜(x) for all x ∈ Z, we have that
l(u˜ |Z) is lexicographically minimal. Hence u˜ |Z is also tight on G |Z . Due to the fact,
that tight extensions are unique, it holds that u˜ = u on Z.
Define
vk(x) :=
{
upk(x) if x ∈ Z,
u(x) if x 6∈ Z.
Since u = u˜ on Z and upk → u˜, it holds that vk → u as k →∞ for all x ∈ V .
For x ∈ Z\U there exists y ∈ V with y ∼ x such that√
ω(x, y)
∣∣upk(x)− upk(y)∣∣ = √ω(x, y)∣∣vk(x)− vk(y)∣∣→√ω(x, y)∣∣u(x)− u(y)∣∣ > K.
For y ∼ x with x ∈ Z\U and y 6∈ Z it holds√
ω(x, y)
∣∣vk(x)− vk(y)∣∣→√ω(x, y)∣∣u(x)− u(y)∣∣ ≤ K
Hence we have Svk(x) ≤ Supk(x) for all x ∈ Z\U .
Define δ = K˜ −K. Since upk → u˜ it holds for x ∈ V \U with Su˜(x) = K˜ that
Supk(x) ≥ K˜ −
δ
4
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for sufficiently large k. Due to the definition of Z, it holds for x ∈ V \Z that Su(x) ≤ K.
Since vk → u it holds for x ∈ V \Z that
Svk(x) < K +
δ
2
= K˜ − δ
2
for sufficiently large k. Using Supk(x) ≥ Svk(x) for x ∈ Z\U this yields for sufficiently
large k that
Ipk(upk)− Ipk(vk) =
∑
x∈V \Z
(
(Supk)
pk − (Svk)pk
)
+
∑
x∈Z\U
(
(Supk)
pk − (Svk)pk
)
≥
∑
x∈V \Z
(
(Supk)
pk − (Svk)pk
)
=
∑
x∈V \Z
(Supk)
pk −
∑
x∈V \Z
(Svk)
pk
≥
∑
x∈V \Z
Su(x)6=Su˜(x)=K˜
(Supk)
pk −
∑
x∈V \Z
(Svk)
pk
≥
∑
x∈V \Z
Su(x)6=Su˜(x)=K˜
(Supk)
pk −∣∣V \Z∣∣ (K˜ − δ
2
)pk
.
(29)
Due to the definition of K˜ there exists at least one x ∈ V \Z such that Su(x) 6=
Su˜(x) = K˜. Thus we have by (29) that for sufficiently large k it holds
Ipk(upk)− Ipk(vk) ≥
∑
x∈V \Z
Su(x) 6=Su˜(x)=K˜
(Supk)
pk −∣∣V \Z∣∣ (K˜ − δ
2
)pk
≥
(
K˜ − δ
4
)pk
−∣∣V \Z∣∣ (K˜ − δ
2
)pk
=
(
K˜ − δ
2
)pk (K˜ − δ4
K˜ − δ2
)pk
−∣∣V \Z∣∣

(30)
Since K˜−
δ
4
K˜− δ
2
> 1 we have
(
K˜− δ
4
K˜− δ
2
)pk
−∣∣V \Z∣∣ > 0 for sufficiently large k. Then (30) yields
Ipk(upk)− Ipk(vk) > 0 for sufficiently large k. This is a contradiction to the assumption,
that upk minimizes Ipk for all k.
Remark 5.30. With an analogous proof we can show that the unique tight extension
u : V → Rm of g : U → Rm is the limit of the minimizers up : V → Rm of the functionals
I˜p(u) =
1
p
log
 ∑
x∈V \U
epSu(x)
 = 1
p
log exp
(
p(Su(x))x∈V \U
)
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The asymptotic function (log exp)∞ of the log exp-function is given by the vecmax-
function. This yields for x ∈ R|V \U| that
lim
p→∞
1
p
log exp(px) = vecmax(x).
In particular, we get that
lim
p→∞ I˜p(u) = vecmax(Su(x))x∈V \U .
As mentioned in [16], tightness is stronger than being discrete ∞-harmonic. Since
there is no proof given, we did it ourself.
Theorem 5.31. Let g : U → Rm and let v : V → Rm be its tight extension. Then v is
discrete ∞-harmonic.
Proof. Assume v is not discrete ∞-harmonic. Then there exists some x0 ∈ V \U such
that
v(x0) 6∈ arg min
a∈Rm
{
max
y∼x0
(√
ω(x0, y)
∣∣v(y)− a∣∣)} .
We aim to construct a tighter function v′ : V → Rm. Let
a0 ∈ arg min
a∈Rm
{
max
y∼x0
(√
ω(x0, y)
∣∣v(y)− a∣∣)} .
Define v′ by
v′(x) =
{
v(x) if x 6= x0
a0 if x = x0
.
Then it holds for x ∈ V \{x0} with x 6∼ x0 that Sv(x) = Sv′(x). Further we have
Sv(x0) > Sv
′(x0) by definition. Suppose we have Sv(x) < Sv′(x) for x0 6= x ∈ V with
x ∼ x0. Since it holds
√
ω(x, y)
∣∣v(y)− v(x)∣∣ = √ω(x, y)∣∣v′(y)− v′(x)∣∣ for y ∼ x with
y 6= x0 we have
x0 ∈ arg max
y∼x
{√
ω(x, y)
∣∣v′(y)− v′(x)∣∣} .
Thus we can conclude Sv′(x) ≤ Sv′(x0).
Now we get
max
{
Sv(x) : x ∈ V and Sv(x) > Sv′(x)} ≥ Sv(x0) > Sv′(x0)
≥ max{Sv′(x) : x ∈ V and Sv′(x) > Sv(x)} .
This yields that v′ is tighter than v and contradicts that v is tight.
Remark 5.32. For m = 1 Theorem 5.4 and Theorem 5.6 ensure that discrete ∞-
harmonic extensions of a function g : U → R are unique. Theorem 5.31 implies that the
unique tight extension of g is this unique discrete ∞-harmonic extensions. Therefore,
the definitions of tight and discrete ∞-harmonic coincide for m = 1.
In particular, Algorithm 1 converges to the tight extension.
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5.3 A minimization algorithm for Is
Let 2 ≤ s < ∞ G = (V,E, ω), U ⊂ V and g : U → Rm be defined as above. Since the
minimizers of the functionals Is converge to the tight extension of g we aim to minimize
Is. This section leads to a new minimization algorithm for Is.
Definition 5.33. For 1 ≤ p <∞ and x = (x1, ..., xn) ∈ Rmn with xi ∈ Rm the 2-p-Norm
is defined by
‖x‖2,p :=
 n∑
i=1
|xi|p
 1p .
The 2-∞-Norm is defined by
‖x‖2,∞ := maxi=1,...,n|xi| .
Let V \U = {v1, ..., vN}. Then we can rewrite an extension u : V → Rm with u = g on
U by x := (u(v1), ..., u(vN ))T . Using this representation of u we rewrite the functional
Ip. To do this we define for i = 1, ..., N the neighbors {u1, ..., uk} := {v ∈ V : v ∼ vi}.
Then we define the matrix Bi ∈ Rk×N , where the j-th row is defined by{√
ω(vi, uj)(e
T
i − eTl ), if vl = uj ∈ V \U,√
ω(vi, uj)e
T
i , if uj ∈ U
Then we define Ai = Idm⊗Bi, where Idm is the m×m identity matrix and ⊗ the tensor
product. Further we define for j = 1, ..., k the vector cj ∈ Rm by{
0, if vl = uj ∈ V \U,√
ω(vi, uj)g(uj), if uj ∈ U.
Then we define bi = (c1, ..., ck)T ∈ Rkm.
Now we can rewrite Ip for x = (x1, ..., xN ) by
Is(x) =
N∑
i=1
‖Aixi + bi‖s2,∞ .
Instead of minimizing Is we minimize for v = (v1, ..., vN ) the equivalent formulation
Es(u, v) :=
N∑
i=1
‖vi‖s2,∞ subject to Aiu− bi − vi = 0, i = 1, ..., N.
We rewrite the constraints byAu−b−v = 0, whereA =
A1...
AN
 and b = (b1, ..., bN )T .Then
we can apply the alternative direction method of multipliers (ADMM) reads as the fol-
lowing:
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Algorithm 2 ADMM for Es
Given: v(0), p(0), Ai and bi for i = 1, ..., N , γ > 0.
for j = 0, 1, 2, ... do
Step 1: u(j+1) := arg minu
∣∣∣Au− v(j) − b+ p(r)∣∣∣2.
Step 2: v(j+1) := arg minv
∑N
i=1‖vi‖s2,∞ + γ2
∣∣∣Au(j+1) − v − b+ p(j)∣∣∣2.
Step 3: p(j+1) := Auj+1 − v(j+1) − b+ p(j).
end for
Remark 5.34. We consider Algorithm 2.
(i) By [5, Theorem 6.1] the (u(j), v(j))j generated by Algorithm 2 converges to a mini-
mizer of Es. Therefore, (u(j))j converges to a minimizer of Is.
(ii) Since
∣∣∣Au(j+1) − v − b+ p(j)∣∣∣2 = ∑Ni=1∣∣∣Aiu(j+1)i − vi − bi + p(j)i ∣∣∣2, we can split Step
2 and replace it by
v
(j+1)
i = arg min
vi
‖vi‖s2,∞+
γ
2
∣∣∣Aiu(j+1)i − vi − bi + p(j)i ∣∣∣2 = prox 1
γ
ψ(Aiu
(j+1)−bi+p(j)),
where ψ(x) =‖x‖s2,∞.
(iii) Step 1 and Step 3 can be computed efficiently. It remains to find an efficiently way
to compute prox 1
γ
ψ.
Computation of proxλψ
Notation. Let x = (x1, ..., xn) ∈ Rmn. We use the notations
I0(x) := {i ∈ {1, ..., n} : |xi| 6= 0}
and Imax := {i ∈ {1, ..., n} : |xi| =‖x‖2,∞}.
Lemma 5.35. For p ∈ [1,∞]he dual norm of ‖·‖2,pis given by ‖·‖2,q with 1p + 1q = 1.
Proof. The dual norm ‖·‖∗ of ‖·‖2,p is given by
‖y‖∗ = sup‖x‖2,p≤1
〈y, x〉 .
Let x = (x1, ..., xn), y = (y1, ..., yn) ∈ Rmn. Then we have by the Cauchy Schwarz
inequality and Hölders inequality that
〈y, x〉 =
n∑
i=1
〈yi, xi〉 ≤
n∑
i=1
|yi||xi| ≤‖y‖2,p‖x‖2,q . (31)
Hence we have ‖y‖∗ ≤ ‖y‖2,q. For x = y‖y‖2,q we have equality in (31). Thus we have
‖y‖∗ ≥‖y‖2,q. Since this holds for arbitrary y ∈ Rm,n we have ‖·‖∗ =‖·‖2,q.
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Lemma 5.36. Let x = (x1, ..., xn) ∈ Rmn. Then the subdifferential of the 2-1-norm at
x is given by
∂‖·‖2,1 (x) =

(
xi
|xi|
)n
i=1
, if x 6= 0,
B‖·‖2,∞(0, 1), if x = 0,
where we define
xi
|xi|
:= B|·|(0, 1) if |xi| = 0
Proof. Due to Theorem 2.8 it is sufficient to show that for x 6= 0 holds
{p :‖p‖2,∞ = 1, 〈p, x〉 =‖x‖2,1} =
(
xi
|xi|
)n
i=1
. (32)
Since x 6= 0 we have that y = (y1, ..., yn) ∈
(
xi
|xi|
)n
i=1
fulfills ‖y‖2,∞ = 1 and
〈y, x〉 =
n∑
i=1
〈yi, xi〉 =
n∑
i=1
1
|xi| 〈xi, xi〉 =
n∑
i=1
|xi| =‖x‖2,1 .
This shows the inclusion “⊇” in (32). Vice versa we have that for q = (q1, ..., qn) ∈ {p :
‖p‖2,∞ = 1, 〈p, x〉 =‖x‖2,1} it holds qi ∈ B|·|(0, 1) and
‖x‖2,1 = 〈q, x〉 =
n∑
i=1
〈qi, xi〉 ≤
n∑
i=1
|qi||xi| ≤
n∑
i=1
‖qi‖2,∞|xi| =‖x‖2,1 .
Thus we have 〈qi, xi〉 = |qi||xi|. This yields for i ∈ {1, ..., n} with xi 6= 0 that qi = αi xi|xi|
for some αi ≥ 0. Further we have that for i ∈ {1, ..., n} with xi 6= 0 that |qi| =‖q‖2,∞ = 1
and therefore αi = 1. This yields that q ∈
(
xi
|xi|
)n
i=1
and “⊆” in (32).
Lemma 5.37. Let x = (x1, ..., xN ) ∈ Rmn. Then the subdifferential of the 2-∞-norm at
x is given by
∂‖·‖2,∞ (x) =

{(
δi,Imaxαi
xi
|xi|
)n
i=1
:
∑
i∈Imax αi = 1, αi ≥ 0
}
, if x 6= 0,
B‖·‖2,1(0, 1), if x = 0,
where δi,Imax = 1 if i ∈ Imax and δi,Imax = 0 if i 6∈ Imax. Note that δi,Imax = 0 if |xi| = 0.
Proof. Due to Theorem 2.8 it is sufficient to show that for x 6= 0 holds
{p :‖p‖2,1 = 1, 〈p, x〉 =‖x‖2,∞} =

(
δi,Imaxαi
xi
|xi|
)n
i=1
:
∑
i∈Imax
αi = 1, αi ≥ 0
 . (33)
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Let y = (y1, ..., yn) ∈
{(
δi,Imaxαi
xi
|xi|
)n
i=1
:
∑
i∈Imax αi = 1, αi ≥ 0
}
. Then it holds
‖y‖2,1 =
∑
i∈Imax
αi
∣∣∣∣ xi|xi|
∣∣∣∣ = ∑
i∈Imax
αi = 1.
Further it holds
〈y, x〉 =
n∑
i=1
〈yi, xi〉 =
∑
i∈Imax
αi
〈
xi
|xi| , xi
〉
=
∑
i∈Imax
αi‖x‖2,∞ .
This yields “⊇” in (33). Vice versa we have that for q = (q1, ..., qn) ∈ {p : ‖p‖2,1 =
1, 〈p, x〉 =‖x‖2,∞} that
‖x‖2,∞ = 〈q, x〉 =
n∑
i=1
〈qi, xi〉 ≤
n∑
i=1
|qi||xi| ≤
n∑
i=1
|qi|‖x‖2,∞ =‖q‖2,1‖x‖2,∞ =‖x‖2,∞ .
Therefore, we have qi = αi xi|xi| for some αi ≥ 0. Since
∑n
i=1|qi||xi| ≤
∑n
i=1|qi|‖x‖2,∞ we
have αi = 0 for i 6∈ Imax. Hence we have q ∈
{(
δi,Imaxαi
xi
|xi|
)n
i=1
:
∑
i∈Imax αi = 1, αi ≥ 0
}
and “⊆” in (33).
Now we compute proxλψ(x). Let λ > 0. Due to Theorem 2.7 we have
proxλψ(x) = x− proxλψ∗(λ−1·)(x).
Hence it is enough to compute proxλψ∗(λ−1·). We have
ψ∗(p) = sup
x
{〈p, x〉 − ψ(x)} = − inf
x
{‖x‖s2,∞ − 〈p, x〉}. (34)
It is easy to show that x 7→‖x‖s2,∞−〈p, x〉 is continuous and coercive. Hence the infimum
in (34) is a minimum. Now x is a minimizer of ‖x‖s2,∞ − 〈p, x〉 if and only if
0 ∈ ∂‖·‖s2,∞ (x)− p.
Due to Theorem 2.6 this is equivalent to
p ∈ s‖x‖s−12,∞ ∂‖·‖2,∞ (x).
Hence Lemma 5.37 yields that there exists
∑
i∈Imax αi = 1, αi ≥ 0 such that
p = s‖x‖s−12,∞
(
δi,Imaxαi
xi
|xi|
)
. (35)
This yields
‖p‖2,1 = s‖x‖s−12,∞ ⇔ ‖x‖2,∞ =
(
‖p‖2,1
s
) 1
s−1
52
Therefore, we have for i ∈ {1, ..., n} with pi 6= 0 that (35) becomes
pi =‖p‖2,1 αi
xi
|xi| , |xi| =‖x‖2,∞ , |pi| =‖p‖2,1 αi.
Thus we get
xi =
(
‖p‖2,1
s
) 1
s−1 pi
|pi| .
Now we can compute (34):
ψ∗(p) =
∑
i∈I0(p)
〈
pi,
(
‖p‖2,1
s
) 1
s−1 pi
|pi|
〉
−
(
‖p‖2,1
s
) s
s−1
=
(
‖p‖2,1
s
) 1
s−1
‖p‖2,1 −
(
‖p‖2,1
s
) s
s−1
=
(
1
s
) 1
s−1
(
1− 1
s
)
‖p‖
s
s−1
2,1 .
Now we compute
proxλψ∗(λ−1·)(x) = arg min
y
{
1
2λ
|y − x|2 + ψ∗
(
1
λ
y
)}
= λ arg min
y
{
1
2λ
|λy − x|2 + ψ∗(y)
}
For y 6= 0 we have that it is a minimizer of 12λ |λy − x|2 + ψ∗(y) if and only if
0 ∈ 1
λ
λ (λy − x) + ∂ψ∗(y)
⇔ 0 ∈ (λy − x) +
(
1
s
) 1
s−1
‖y‖
1
s−1
2,1 ∂‖·‖2,1 (y)
⇔ x ∈ λy +
(
‖y‖2,1
s
) 1
s−1 ( yi
|yi|
)n
i=1
,
yi
|yi| = B|·|(0, 1), if i 6∈ I0(y).
(36)
We define
τ = τ(y) :=
(
‖y‖2,1
s
) 1
s−1
⇔ ‖y‖2,1 = sτ s−1. (37)
Thus (36) yields that xi = λyi + τ yi|yi| 6∈ τB|·|(0, 1), if i ∈ I0(y),xi ∈ τB|·|(0, 1), if i 6∈ I0(y).
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Therefore, we have yi|yi| =
yi
|yi| if yi 6= 0. Thus proxλψ∗(λ−1·)(x) = λy fulfills
λyi =
xi − τ xi|xi| , if |xi| > τ0, if |xi| ≤ τ = xi
(
1− τ|xi|
)
+
. (38)
Thus we get for z = (z1, ..., zn) = proxλψ(x) ∈ Rmn that
zi = xi − λyi =
τ xi|xi| , if |xi| > τxi, if |xi| ≤ τ .
To find τ we assume without loss of generality that x = (x1, ..., xn) ∈ Rmn fulfills
|x1| ≥ ... ≥|xn| .
Then there exists some K such that y1, ..., yK 6= 0and yK+1 =, ...,= yn = 0. We write
xK := (x1, ..., xK)
T .
Then we have due to (38) that
‖xK‖2,1 =‖λy‖2,1 +Kτ.
Now (37) yields
0 = sλτ s−1 +Kτ −‖xK‖2,1 .
This leads to the following algorithm to compute proxλψ(x).
Algorithm 3 Computation of proxλψ(x)
Given: x = (x1, ..., xn) ∈ Rmn, 2 ≤ s <∞ and λ > 0.
Define K = 0, τ = 0.
while
∣∣{i ∈ {1, ..., n} : |xi| > τ}∣∣ > K do
Step 1: Set K = K + 1.
Step 2: Find τ ≥ 0 such that 0 = sλτ s−1 +Kτ −‖xK‖2,1.
end while
Define z = (z1, ..., zn) ∈ Rmn by zi =
τ xi|xi| , if |xi| > τ,xi, if |xi| ≤ τ.
Return z.
Remark 5.38. We consider Algorithm 3.
(i) The function g(τ) = sλτ s−1 + Kτ −‖xK‖2,1 is strictly monotone increasing with
g(0) ≤ 0. Hence Step 2 determines a unique τ ≥ 0. For example we can use a
Newton scheme to determine τ .
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(ii) For big s we have that the τ ≥ 0 solving 0 = sλτ s−1 + Kτ −‖xK‖2,1 becomes
smaller than 1. This yields that for s→∞ the term sτ s−1λs−2 becomes close to 0
and the solution of τ becomes up to a numerical error equal to
‖xK‖2,1
K . This means
that for K = 1 we have that τ =
‖xK‖2,1
K = |x1| is an approximative solution in Step
2. Since |x1| ≥ |xi| for i = 1, ..., n the while loop stops and the algorithm returns
z = x.
Because of these precision problems Algorithm 3 is not applicable for big s, although
it is correct in theory.
Now we can combine the Algorithms 2 and 3 to obtain a algorithm to minimize Is.
Algorithm 4 Minimization algorithm for Is
Given: v(0), p(0), Ai and bi for i = 1, ..., N , γ > 0.
for j = 0, 1, 2, ... until some suitable stopping criteria is fulfilled do
Compute u(j+1) := arg minu
∣∣∣Au− v(j) − b+ p(r)∣∣∣2.
for i=1,...,N do Compute v(j+1)i = prox 1
γ
ψ(Aiu
(j+1)− bi + p(j)) using Algorithm 3.
end for
Compute p(j+1) := Auj+1 − v(j+1) − b+ p(j).
end for
Return u(j).
6 Numerical examples
We aim to use the previous methods for image inpainting. We have given a pixel grid
V = {1, ...,m} × {1, ..., n} and a damaged image g : U → Rm on a nonempty subset
U ⊂ V . Our goal is to reconstruct the damaged image by extending g to a function
f : V → Rm. To preserve the natural structure of the image we generate a graph with
vertex set V and applicate the methods from Section 5.
For more details on the implementation see [9].
Remark 6.1 (Approximation of the tight extension). In the following we will assume
that we can compute the tight extension of g with respect to some graph G = (V,E, ω).
To find such an approximation algorithm for m > 1 is still an open question. Thus we
can only compute the tight extension of g in the case of gray-valued images using Algo-
rithm 1. For m > 1 we will use two alternatives instead of computing the tight extension:
In the real-valued case we can compute the discrete ∞-harmonic extension with Algo-
rithm 1, which is tight by Remark 5.32. One intuitive approach is using this real-valued
approximation algorithm componentwise. Although we will see in Example 6.2 that this
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v1
v4
v5
v2
v6 v3
(a) Componentwise tight extension
v1
v4
v5
v2
v6 v3
(b) Tight extension
Figure 3: Tight and componentwise tight extension of g : {v1, v2, v3} → R2.
componentwise tight extension is not the tight extension, we will use it later as an ap-
proximation of the tight extension.
The second approximation of the tight extension is minimizing the energy functional
Is using Algorithm 4 for s as large as possible. Due to Remark 5.38 the algorithm fails
for too large s. Nevertheless this should give an good approximation due to Theorem
5.29. Example
Example 6.2. In general, the componentwise tight extension is not tight. For an ex-
ample we again use the graph G = (V,E, ω), the subset U ⊂ V and g : U → R2 from
Example 5.16. Recall that V = {v1, ..., v6}, U = {v1, v2, v3} and
E = {(v1, v4), (v2, v5), (v3, v6), (v4, v5), (v5, v6), (v4, v6)}
with the weighting function ω(x, y) = 1 for (x, y) ∈ E. Then the function g : U → R2
is defined by v1 7→ (0, 0), v2 7→ (0, 1) and v3 7→
(√
3
2 ,
1
2
)
. The componentwise tight
extension is given by f1 : V → R2 defined by f1 = g on U and f1(v4) =
(√
3
6 ,
1
3
)
,
f1(v5) =
(√
3
6 ,
2
3
)
and f1(v6) =
(
1√
3
, 12
)
. The tight extension is given by f2 : V → R2
defined by f2 = g on U and f2(v4) =
(
1
2+2
√
3
,
√
3
2+2
√
3
)
, f2(v5) =
(
1
2+2
√
3
, 14 +
√
3
4
)
and
f2(v6) =
(
1
2 ,
1
2
)
. See Figure 3.
Example 6.3. We use G, U and g from Example 6.2. Then the componentwise tight
extension and tight extension are given by f1 and f2 from Example 6.2.
Denote the output of Algorithm 4 for s = 10 by f3 : V → R2. Then
∣∣f3(v)− f2(v)∣∣ <
10−10 for all v ∈ V . This means that in this example Algorithm 4 already for s = 10
gives a very good approximation of the tight extension.
6.1 Graph generation
There are many methods to generate a graph on V . We consider the two methods im-
plemented in [9].
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The Grid graphs connect each pixel with its adjacent pixels by edges for local image
inpainting. We obtain the 4-adjacency grid graph and the 8-adjacency grid graph with
the weighting function w(u, v) = 1/dist(u, v), where dist(u, v) is the Euclidean distance
of the pixels u and v.
The second method to generate the graph is the k-nearest neighborhood graph with
respect to patch similarity as weighting function for non-local image inpainting. Here we
connect each vertex with its k-nearest neighbors with respect to the distance measure
of patch similarity s : V × V → R ∪ {∞}, which we will discuss below. This leads to a
directed graph. Thus we symmetrize this directed graph by adding an edge between two
vertices u and v if u is one of the k-nearest neighbors of v or vice versa.
As weighting function we use w(u, v) = exp(−s(u, v)/σ) for some σ ∈ R≥0, which scales
the similarity.
Patch similarity
Let U , V and g be defined as above and let Pk = {−k, ..., k} × {−k, ..., k}. To define
a distance measure between two pixels, we consider for all pixels u = (i, j) patches
u+Pp = {i−p, ..., i+p}×{j−p, ..., j+p}∩V which contain all pixels in a 2p+1×2p+1
window around u for some patch-size p ∈ Z>0.
Now we define for u = (i, j) and v = (k, l) ∈ V the similarity measure
s0(u, v) =
 1|A|
∑
(a,b)∈A
∥∥g(i+ a, j + b)− g(k + a, l + b)∥∥
2
,if |A| > (2p+1)24
+∞, otherwise
where A = {(a, b) ∈ Pp : (i + a, j + b), (k + a, l + b) ∈ U} i.e. s0(u, v) < +∞ if we can
compare at least one fourth of the patches.
To reduce the computing effort we define for some radius r ∈ Z
s(u, v) =
{
s0(u, v), if v ∈ u+ Pr
+∞, otherwise
instead of working with s0.
Remark 6.4. If for u ∈ V \U it holds that u+Pp ⊂ V \U then we have that s(u, v) = +∞
for all u 6= v ∈ V . Thus u is an isolated vertex in our graph and we cannot interpolate the
value of u with the methods from the previous sections. We will deal with this problem
in the next section.
6.2 An inpainting algorithm
If we use grid graphs we can directly use the previous methods and approximate the
tight extension f : V → Rm of g. Since the tight extension is smooth along the edges the
57
algorithm blurs the image into the unknown area V \U . See Figure 4. For more details
on the examples see Section 6.3.
Due to Remark 6.4 we cannot extend g directly on V by computing the tight extension
if we use the k-nearest neighborhood graph with respect to patch similarity as weighting
function. Therefore, we define
U ′ := {v ∈ V : v ∼ u for some u ∈ U}.
Then we compute the tight extension g˜ : U ′ → Rm of g. Then we generate the k-nearest
neighborhood graph with respect to g˜. This leads to the following algorithm.
Algorithm 5 Image inpainting with k-nearest neighborhood graph
Given: U ⊂ V , g : U → Rm.
Define U ′ := U and g˜ := g.
while U ′ 6= V or other stopping criteria do
Generate the k-nearest neighborhood graph G = (V,E, ω) wrt. g˜ : U ′ → Rm.
Define U := {v ∈ V : v ∼ u for some u ∈ U ′}.
Compute the tight extension g : U → Rm of g : U → Rm.
end while
Remark 6.5. We cannot show that Algorithm 5 terminates or converges. But if the
algorithm terminates and converges the result is the tight extension of g with respect to
the patch similarity graph of the reconstructed image. The results of our examples are
convincing. See Figure 5. For more details on the examples see Section 6.3.
6.3 Examples
In Figure 4 we start with the constructed image in Figure 4a with pixels V = {1, ..., 80}×
{1, ..., 80} and destroy the image at the pixels V \U = {21, ..., 60} × {21, ..., 60} to get
the damaged image in Figure 4b. We construct the 4-adjacency grid graph and use Al-
gorithm 1 with τ = 0.4 to compute the componentwise tight extension in Figure 4c. For
Figure 4d we used Algorithm 4 to minimize the energy functional Is with s = 40.
In Figure 5 we again reconstruct the damaged image in Figure 4b. Here we use Algo-
rithm 5, where we create the graph with patch size p = 7 and radius p = 15. As scaling
parameter we use σ = 0.1. In Figure 5a we use the componentwise tight extension and in
Figure 5b we use the minimizer of the energy functional Is with s = 20 as approximation
of the tight extension.
In Figure 6 we use Algorithm 5 with the same parameters as in Figure 5 but with some
other images.
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(a) original image (b) Damaged image with V \U colored white
(c) Inpainted with componentwise tight exten-
sions
(d) Inpainted with minimization of I22
Figure 4: Example for the approximation of tight extensions using grid graphs.
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(a) damaged image with V \U colored white (b) Inpainted with minimization of I20
Figure 5: Example for usage of Algorithm 5.
We use the same methods for some natural image. In Figure 7 and Figure 8 we use a
391× 520 image from [8, Figure 8]. In Figure 8 we generate the graph with the parame-
ters σ = 0.2 and use 15× 15 patches in a 31× 31 neighborhood.
In Figure 9 we use Algorithm 5 for some other natural images with minimization of the
energy functional I20 as approximation for the tight extension. We observe that inpaint-
ing of straight structures works very well, but other structures cannot be reconstructed.
This is caused by the patch similarity as similarity measure. A patch around a pixel and
the rotated patch have a small patch similarity measure although they are similar on a
natural way.
In Figure 10 we compute the tight extension of a 243× 182 pixel image, where a pixel
is known with probability 0.3. We use a 8-Neighborhood grid graph and compute the
two approximations of the tight extension, which are mentioned above.
Remark 6.6 (YUV color system). In most cases we use the RGB color system. The
components of the RGB values in natural images are in general highly correlated. There-
fore we use an orthogonal transform to the so called YUV color system. In the YUV color
system the components are in many cases more decoupled. For a vector
 RG
B
 ∈ [0, 1]3
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(a) Damaged image with V \U
colored white
(b) Inpainted with component-
wise tight extensions
(c) Inpainted with minimiza-
tion of I20
(d) Damaged image with V \U
colored white
(e) Inpainted with component-
wise tight extensions
(f) Inpainted with minimization
of I20
(g) Damaged image with V \U
colored white
(h) Inpainted with component-
wise tight extensions
(i) Inpainted with minimization
of I20
Figure 6: Example for usage of Algorithm 5.
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(a) original image (b) Damaged image with V \U colored red
(c) Inpainted with componentwise tight exten-
sions
(d) Inpainted with minimization of I20
Figure 7: Example for the approximation of tight extensions using grid graphs.
(a) Inpainted with componentwise tight exten-
sions
(b) Inpainted with minimization of I20
Figure 8: Example for usage of Algorithm 5.
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(a) Original image (b) Damaged image with V \U
colored red
(c) Inpainted with minimiza-
tion of I20
Figure 9: Some natural image examples for usage of Algorithm 5.
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(a) Original image (b) Damaged image with V \U painted white
(c) Inpainted with componentwise tight exten-
sions
(d) Inpainted with minimization of I22
Figure 10: Inpainting of a randomly damaged image using grid graphs.
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the transform from the RGB color system to the YUV color system is given by YU
V
 = A
 RG
B
 ,
where
A =
 0.299 0.587 0.114−0.14713 −0.28886 0.436
0.615 −0.51498 −0.10001

The transform from YUV to RGB is given by the inverse matrix. RG
B
 = A−1
 YU
V
 .
Since the matrix A is not orthogonal and the generation of the k-nearest neighborhood
graph depends on the scaling of the image, we additionally scale the transform by a factor
s > 0.  YU
V
 = sA
 RG
B
 ,
In Figure 11 we apply Algorithm 5 on the image from Figure 6a. We use the same
parameters as in Figure 5. We observe that in the YUV color system some edges are
more smoothed and other edges are less smoothed than in the RGB color system. This
is caused by the fact that the transformation of the RGB to the YUV color system is no
isometry. Thus two colors with high distance in the RGB color system can have a small
distance in the YUV color system and vice versa.
7 Future work
For the scalar case in Section 3, it is shown that there is a unique absolute minimal
extension of Lipschitz continuous boundary values. In the vector valued case, we have
given in Section 4 the formulation of a tight function. In order to find a formulation for
an “optimal” extension of Lipschitz continuous boundary values, it would be interesting
to investigate existence and uniqueness of tight extensions f : Rd ⊃ Ω→ Rm of Lipschitz
continuous boundary values g : ∂Ω→ Rm.
In the discrete case in Section 5, we have showed, that the formulations of tightness
and discrete ∞-harmonic functions coincide in the scalar case. We formulated an ap-
proximation algorithm to find the unique discrete ∞-harmonic extension of a function
g : V ⊃ U → R. For vector-valued functions g : U → Rm we showed existence and
uniqueness of a tight extension f : V → Rm as the limit of the minimizers some energy
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(a) Inpainted with componentwise tight exten-
sions in the RGB color system.
(b) Inpainted with componentwise tight exten-
sions in the YUV color system.
(c) Inpainted with minimization of I20 in the
RGB color system.
(d) Inpainted with minimization of I20 in the
YUV color system.
Figure 11: Comparison between the the usage of the RGB and YUV color system in
Algorithm 5.
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functionals Ip as p → ∞. We gave an approximation algorithm to minimize these func-
tionals Ip. To compute these minimizers we are stuck in numerical precision problems
for big p. Can one resolve these precision problems? Maybe we find an algorithm to
minimize the energy functionals from Remark 5.30 instead of the Ip.
Under the assumption, that we can compute the tight extensions on graphs, we formu-
lated in Section 6 an inpainting algorithm. It would be interesting to investigate, under
which conditions Algorithm 5 convergences.
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