The mapping from the belief to the probability domain is a controversial issue, whose original purpose is to make (hard) decision, but for contrariwise to erroneous widespread idea/claim, this is not the only interest for using such mappings nowadays. Actually the probabilistic transformations of belief mass assignments are very useful in modern multitarget multisensor tracking systems where one deals with soft decisions, especially when precise belief structures are not always available due to the existence of uncertainty in human being's subjective judgments. Therefore, a new probabilistic transformation of interval-valued belief structure is put forward in the generalized power space, in order to build a subjective probability measure from any basic belief assignment defined on any model of the frame of discernment. Several examples are given to show how the new transformation works and we compare it to the main existing transformations proposed in the literature so far. Results are provided to illustrate the rationality and efficiency of this new proposed method making the decision problem simpler.
Introduction1
The information fusion technology originating from the end of 1970s results from the development of information science. Especially, since ten years or so ago, with the transfer of information fusion technology from the military applications to civil ones, the control architectures or the theories of belief functions have been developed very rapidly [1] for dealing with imperfect information (incomplete, imprecise, uncertain, inconsistent). Among the theories of belief functions such as Dempster-Shafer theory (DST) [2] [3] , transferable belief model (TBM) [4] [5] [6] and Dezert-Smarandache theory (DSmT) [7] [8] [9] , the mapping from the belief to the probability offers interesting issues to combine uncertain sources of information expressed in terms of belief functions.
And, it is more often that time critical decisions must be made with incomplete information for many real time information fusion systems, which means the elements in object set cannot get accurate evaluations using Dempster rule of combination thus adding greater complexity to decision-making. The belief function (or basic probability assignment (BPA), plausibility function) should be transformed to the probability measure, when the decision is to be made based on the classical probabilistic theories and methods.
Moreover, in many decision situations, precise belief structures are not always available due to the existence of uncertainty in human being's subjective judgments.
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In this case, an interval-valued belief degree rather than a precise one may be provided.
However, most current probability transforms are based on single belief function [10] [11] [12] [13] [14] [15] [16] in DST, which will lead to incomplete use of belief functions and fragility to immature information sets. Especially, when there exist complex static or dynamic fusion problems beyond the limits of the DST framework, and when the refinement of the frame of the problem under consideration, denoted as , becomes inaccessible because of the vague, relative and imprecise nature of elements of , the generalized power space including DSmT may be considered in the information fusion.
A classical transformation is the so-called pignistic probability [4] [5] [6] , denoted as BetP, which offers a good compromise between the maximum of credibility Bel and the maximum of plausibility (PI) for decisionsupport. Unfortunately, BetP does not provide the highest probabilistic information content (PIC) [10] [11] [12] [13] [14] [15] [16] [17] . In this paper, we aim to design a new probability transformation approach which provides a low uncertainty and a high PIC for expecting better performances.
The problem of probability transformation is converted to an optimization problem with constraints in the generalized power space. The objective function is established based on the maximization of distance and the constraints are related to the given belief and plausibility functions. Numerical examples show that the probability measure generated based on our approach has less uncertainty and more stability when compared with other available probability transformation approaches of belief function.
Background Material

DST
A brief review of DST is as follows: In DST [2] [3] , the elements in the frame of discernment (FOD) are mutually exclusive. Define the function m 2 [0,1] as the BPA (also called a belief structure or a basic belief assignment), which satisfies
then m(A) is defined as the BPA of A, representing the strength of all the incomplete information set for A.
The degree of one's belief to a given proposition is represented by a two-level probabilistic portrayal of the information set: the belief level and the plausibility level (see Fig. 1 ). They are defined respectively as follows:
Bel( ) ( )
Pl( ) 1 Bel( ) ( ), 
Pignistic probability in TBM and DSmT
Pignistic probability was firstly proposed by Smets [4] [5] [6] to solve the decision problem under uncertainty. Smets analyzed the rationale more deeply and proved the decision efficiency of pignistic probability in the field of incomplete information fusion.
Suppose is the FOD. The classical pignistic probability transformation in TBM framework is given by BetP( )=0 and X 2 /{ }:
where 2 is the power set of the finite and discrete frame if Shafer's model is applied, i.e. all elements of are assumed truly exclusive. In Shafer's approach, m( )=0 and Eq. (4) can be rewritten for any singleton i as 2 , 2 , [17] . It is given by BetP( )=0 and X 2 /{ }:
where G corresponds to the hyper-power set including all the integrity constraints of the model (if any), and C M (Y) the DSm cardinal of the DSm cardinal of the set Y. Eq. (6) reduces to Eq. (4) when G reduces to classical power set 2 as Shafer's model is adopted.
Previous Works
Several pignistic probabilities of precise belief degree in DST are recalled in this section [10] [11] [12] [13] [14] [15] [16] [17] .
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Sudano's probabilities
Sudano has proposed interesting alternatives similar to BetP, which are called PrPl, PrNPl, PraPl, PrBel and PrHyb and are all defined in DST framework [10] [11] [12] [13] . PrPl and PrBel are defined for all X by 2 ,
2 ,
PrNPl, PraPl and PrHyb are, respectively, in fact a mapping proportional to the normalized plausibility function, a mapping proportional to all plausibilities and a hybrid transformation defined by
with 2 2 Bel
Cuzzolin's intersection probability
A new transformation denoted as CuzzP has been proposed in Ref. [14] by Cuzzolin in the framework of DST in 2007, which is defined on any finite and discrete frame ={ 1 , 2 , , n }, n 2 satisfying Shafer's model, by
with ( ) Pl( ) ( )
B&P1, B&P2 and B&P3 algorithms
Three new pignistic probability transformations based on multiple belief functions were proposed by Pan [15] . The B&P1 proportional transformation hypothesis assumes that the BPA is proportional to the product of Bel( i ) and Pl( i ) among each singleton element of
The B&P2 transformation hypothesis assumes that the BPA is distributed proportionally to the parameter 
For each singleton element i , these pignistic probability transforms are bound between the belief and the plausibility, and these pignistic probability transforms are all normalized to 1.
Dezert and Smarandache's probability
Another new transformation was proposed in Ref. [16] by Dezert and Smarandache in the framework of DSmT ( free DSm model, hybrid DSm model or Shafer's model), which is called DSmP formula.
Let us consider a discrete frame with a given model (free DSm model, hybrid DSm model or Shafer's model), and the DSmP mapping is defined by DSmP ( )=0 and X G /{ }:
where 0 is a tuning parameter and G corresponds to the hyper-power set including all the integrity constraints (if any) of the model M; C(X Y ) and C(Y ) denote the DSm cardinals of the sets X Y and Y respectively .
Deng proposed a modified probability transformation based on fractal theory, called FPT in Ref. [17] .
Although there exist many different expressions among the probability transforms, these transformations aim to enlarge the belief differences among all the propositions to derive a more reliable decision result.
New Probability Transformation Based on Distance Maximization
Interval evidence
The interval operations defined here about imprecision are similar to the rational interval extension through the interval arithmetics [7] . Then, the interval operations to any set operation are generalized, where real sub-unitary sets are needed and the defined set operation can be used for any kind of sets.
Let s 1 and s 2 be two (unidimensional) real standard subsets of the unit interval [0,1], and a number k [0,1], then one defines Addition of sets:
and, as a particular case, it is defined as
Let us now consider some given sources of information which are not able to provide us a specific/precise mass m j [ 
from which the following theorem can be obtained.
In other words, if all centered sub-unitary intervals converge to their corresponding mid points (the imprecision becomes zero), then the intervals converge towards precise values for scalars. In what follows, we assume that interval-valued belief structures are all normalized.
New method
Our new mapping is straight, and can make decision more quickly than DSmP. It is different from Sudano's, Pan's and Cuzzolin's mappings which are more refined but less interesting in our opinions than what we present here. The basic idea of the new method consists in an optimization with constraints. This new transformation takes into account the values of the masses and the corresponding belief structures in the optimization process.
Before putting forward the new transformation, we first recall the characteristic of probability distributions p , which must meet the usual requirements for probability distributions, i.e. 
A reasonable probability distributions should not only satisfy the less uncertainty especially when it is difficult to make decision only with the BPA, but also make a reasonable decision, that is, if the evidence shows more possibility of some elements, the element should obtain more support. Moreover, due to the interval characteristic of belief structure, the probability distribution is also an interval-value. Definition 2 Let m be an interval belief structure with interval probability masses inf(m( 
, , n and A be a subset of the generalized power space G . Its distance measure denoted by d P is also an interval belief structure defined by
where inf(d P ) and sup(d P ) are respectively the maximum of the following optimization problem:
where there exist four kinds of constraints which are written as follows: The final result after probability transformation may be
The reason is that the objective function is not convex. So, the proposed approach in this paper is of statistical significance. Thus, if we use the proposed approach whose constraint condition is given in Eq. (60), the final result is p 1 =P({ 1 })=0.01, p 2 = P({ 2 })=0.99. The difference among the two propositions can be further enlarged, which is helpful for the more consolidated and reliable decision.
Example 2 Let one BPA from a distinct source on frame ={ 1 , 2 , 3 } be
If this new method chooses the constraint condition given in Eq. (63), we can derive six different probability distributions yielding the same maximal distance, which are listed as follows: [18] . So if we use the constraint conditions given in Eq. (60), the decision result is p 1 =1/3, p 2 =1/3, p 3 =1/3, which is the same as the result by the classical pignistic probability transformation in TBM framework.
Once m({ 1 })> m({ 2 }), even in very special situations where the difference between masses of singletons is very small, the mass of belief m({ 1 2 })>0 is always fully distributed back to 1 . The following example [18] illustrates this: and so there is no solid reason to obtain a very high probability for 1 and a small probability for 2 . Therefore, the decision based on the result derived from the new method is reasonable.
From our analysis, it can be concluded that the maximization of distance without considering the essential relationship of BPA is not sufficient for evaluating the quality of a probability transformation and the maximization of distance with the essential relationship of BPA is useful to give more acceptable probability distribution from belief functions.
Therefore, these constraints make sure that the proposed approach is more reasonable, and more fit for the real world, that is, the more support one gets from its belief function, the more possibility one can obtain. Moreover, the optimization of the distance means once the probabilistic transformation satisfies these constraints, the more distance there exists, the larger possibility differences of certain hypotheses concerning the class membership of those patterns are, and thus more consolidated and reliable decision can be made.
Furthermore, this new method works for all models (free, hybrid and Shafer's). In order to apply classical BetP, CuzzP, DSmP, Pan's or Sudano's mappings, we need at first to refine the frame in order to work with Shafer's model, and then apply their formulas [16] . In the case where refinement makes sense, one can apply other subjective probabilities on the refined frame. This new method works on the refined frame as well and gives the same result as it does on the non-refined frame.
Measuring Information and Uncertainty
In probability theory a well-known concept is the Shannon entropy measure, which is most widely used in Ref. [19] .
If P is a probability distribution on = 1 , 2 , n }, then the entropy of P is expressed as 2 1 ( ) log
where i p is the probability of i .
It is well known that entropy measures the uncertainty associated with the probability distribution P. When total information is available and there is no ambiguity for decision-making, H min (P) = 0. When
So the normalized measure evaluation of probability distribution EH is 
The less EH, the less uncertainty of information, and the more accurate for decision-making. When EH(P)=0, there is only one hypothesis with a probability value of 1 and the rest has zero value, and the system can make decision unambiguously. When EH(P)= 1, it is impossible to make a correct decision.
The probabilistic information content (PIC) of a probability measure P associated with a probabilistic source over a discrete finite set ={ 1 , 2 , n } is defined as [11] :
The PIC is nothing but the dual of the normalized Shannon entropy and thus is actually unit less. PIC(P) takes its values in [ 0, 1]. PIC(P) is maximum, i.e. PIC max =1 with any deterministic probability; it is minimum, i.e. PIC min =0, with the uniform probability over the frame . 
For information fusion at decision level, the uncertainty should be reduced as much as possible. The less the uncertainty in probability measure is, the more consolidated and reliable decision can be made. The larger d P , the better/bigger PIC(P) value, the worse/ smaller H(P) value, and the worse/smaller EH(P) value. Given belief function (or the BPA, the plausibility), by the above new method, a probability distribution can be derived, which has less uncertainty measured by Shannon entropy or larger stability measured by PIC(P) and thus is more proper to be used in decision procedure.
Examples with Precise BPA
The following numerical examples and comparisons with respect to other transformations illustrate some design concepts presented in this paper. To make the results more comparable, we use the data provided in Ref. [16] directly.
Example 3 (Shafer's model)
Let us define Shafer's model and the vacuous BPA characterizing the totally ignorant source, i.e. m ( 1 2 ) = 1 . It can be verified that all mappings coincide with the uniform probability measure over singletons of , except PrBel, PrBPl and Deng's method which are mathematically not defined in that case. This result can be easily proved for any size of the frame with | |>2.
Example 4 (Shafer's model and a probabilisticsource)
Let us still apply Shafer's model and see what happens when applying all the transformations on a probabilistic source which commits a belief mass only to singletons of 2 . If we consider for example the uniform Bayesian mass defined by m( 1 ) = m( 2 ) = 1/2, all transformations coincide with the probabilistic input mass as expected, so that the idempotency property is satisfied. Only Cuzzolin's transformation fails which is mathematically not defined in that case because one gets 0/0 indetermination. The result is important only from the mathematical point of view.
Example 5 (Shafer's model and non-Bayesian mass)
Assume that Shafer's model and the non-Bayesian mass (more precisely the simple support mass) have been given in Table 1 . We summarize the results obtained with all transformations in Table 2 . We use NaN acronym here standing for Not a Number due to zero assignment to singletons. One sees that PrBel , PrBPl and Deng's method do not work correctly since they cannot have a division by zero. That is to say, they do not work when the masses of all singletons involved in an ignorance are null since they give the indetermination 0/0. In the case when at least one singleton mass involved in an ignorance is zero, that singleton does not receive any mass from the distribution even if it is involved in an ignorance, which is not fair/good. So, the new method solves their problem by doing a redistribution of the ignorance mass with an optimization process, whether all masses of singletons involved in all ignorances are different from zero or at least one singleton mass involved in ignorance is zero, which has the best PIC value and smallest EH value.
Example 6 (free DSm model)
Let us assume the free DSm model (i.e. 1 2 ) and the generalized mass given in Table 3 . Table 3 Input of precise BPA for Example 6
In the case of free-DSm (or hybrid DSm) models, almost all methods cannot be derived directly for such models, so it needs to refine the frame into r ef which satisfies Shafer's model, that is, the original 2D frame ={ 1 , 2 } with m( ) given in Table 3 is changed into a refined 3D frame r ef = { 1 = 1 / 1 2 }, 2 = 2 / 1 2 }, 3 = 1 2 }, which is considered to satisfy Shafer's model with the equivalent BPA m(·) defined in Table 4 . The results are then given in Table 5 . One sees that PIC(P) of the new method is the maximum value. And EH(P) of the new method is minimum. PrBel, PrBPl and Deng's method still do not work correctly because they cannot be directly evaluated for 1 and 2 since the underlying probabilities are mathematically undefined in such case. 
Example 7 (Shafer's model and non-Bayesian mass)
This example is selected from Ref. [13] . Table 6 . One sees that although all transformation methods can get reasonable results when the masses of all singletons involved in an ignorance are not null, the new method provides the best performance.
Example 8 (Shafer's model with non-Bayesian mass)
Let us apply Shafer's model and change a bit the non-Bayesian input mass by taking m ( Table 7 . Table 7 shows that although all transformation methods can provide the better performance than the original BPA in decision-making, the new method achieves the best performance which has the largest PIC value and smallest EH value. Table 8 .
As shown in Table 9 
Example 10 (free DSm model)
Consider the free DSm model depicted in Fig. 3 Fig . 3 Free DSm models for 3D frame for Example 10. with the input masses given in Table 11 . One sees that the new method gets This new method is complicated and indeed results in a nonlinear problem. However, those above examples reveal the rationality and usefulness of the new method. So, when the size of the frame of discernment is not too large and the high computational complexity due to the nonlinearity of the maximization problem can be ignored, we advice to apply this new method. Moreover, it can solve the probability transformation of interval-valued belief structure.
Example with Imprecise BPA
The above examples are all precise belief structures. This section gives an interval-valued belief in Table 12 , which shows an illustrative example and the results of belief and plausibility measures in an interval-valued belief environment. C p where the imprecise probability obtained by this new probability transform is compatible with its lower and upper bounds provided by imprecise Bel and Pl given in Table 13 . 
Conclusions
Decision rules play an important role in complex and real time information fusion systems. Probability transformation of belief function can be considered as a probabilistic approximation of belief assignment, which aims to gain more reliable decision results. This paper proposes a novel probability transformation of belief function based on distance maximization, and gives examples in all models including Shafer's model, free DSm model and hybrid DSm model in precise belief and interval-valued belief environments.
The experimental results based on these provided numerical examples show that the probability measure generated based on the proposed approach has less uncertainty and more stability when compared with other available probability transformation approaches of belief function. It can be concluded that the proposed approach is rational and effective. Significant differences in all the propositions can be further enlarged no matter the evidence is precise or imprecise, which is helpful for more consolidated and reli-able decision.
Also, the proposed approach in this paper is more robust. But it should be noted that, the probability distribution derived based on the proposed approach is not definitely the optimal result, which relies on the optimization algorithms chosen. Therefore, the design of more reasonable objective function and the design of more powerful global optimization algorithm are important works in future.
