The main thrust of this paper is to generalize certain aspects of equivariant Nielsen fixed point theory to coincidences, and to extend both equivariant fixed point, and coincidence point theory so as to include certain types of disconnected fixed point sets. These extensions allow us to exhibit certain important new examples, which enable us to utilize equivariant Nielsen theory in an essential way. In particular in these examples (unlike previous ones), the minimum number of coincidence points cannot be accurately estimated by other existing, or simpler, Nielsen theories. Also new is the inclusion of examples which illustrate the non-abelian side of the story. Finally, we fill a number of gaps and make corrections from earlier expositions in equivariant Nielsen theory.
Introduction
Throughout f, g : X → Y will be a pair of maps of closed oriented manifolds X and Y of the same dimension. A coincidence point of f and g is a point x ∈ X such that f (x) = g (x) , and the set of all such points in X is denoted by Φ(f, g). A coincidence of f with 1 = 1 X , the identity on X, is called a fixed point. Nielsen coincidence theory determines a homotopy theoretic lower bound N(f, g) for the minimum number M(f, g), of coincidences within the homotopy classes of f and g. It is sharp in many cases. In this work we extend, to equivariant coincidence theory, certain aspects of equivariant
The goal of any Nielsen theory is to determine the minimum number of coincidences within the "appropriate homotopy classes" of the given maps. For equivariant Nielsen theory this first and foremost entails restricting both maps and homotopies to be equivariant (i.e., to respect the W action). As in any restricted Nielsen theory (for example relative theory), the minimum number of coincidences can be bigger than in the unrestricted category. Since wx is a coincidence whenever x is, then in the context of equivariant theory, one way to estimate the minimum number of coincidence points is as the sum of the geometric lengths of essential orbits (2 orbits each of length 2 in 1.1). Two key ideas here are (a) that this number is at least as is big as the number of essential classes, but may be larger, and (b) that the geometric length of an orbit (the actual number of distinct points) depends on its location within X. In 1.1 it is 2 in X − X W , and 1 in X W (i.e., it is [W : H ] in X (H ) see Lemma 4.22) .
With this in mind equivariant fixed point theory comes (in [20] and [21] ), in two quite different varieties. One difference of course, is that [20] is local (maps are defined on open invariant subsets V ⊆ X), while [21] is global (V = X). However a more essential difference can, roughly speaking, be expressed by saying that the two papers work in different categories of allowable maps and homotopies. The first category, given in [20] for fixed points and already generalized to coincidences in [1] , excludes W homotopies which would move orbits across boundaries of fixed point sets (see the definitions of W compactly fixed homotopies in [20] and [1] ). With the definitions given in this first category, maps in the same ordinary equivariant homotopy class can have different W compactly fixed Nielsen numbers (see 4.30) . For this reason these numbers seems to us to be quite unnatural, and they also have the disadvantage that they are very difficult to compute. Our exposition, which is based on part of the first author's Ph.D. Thesis [2] , concerns the generalization to coincidences, of a second category of allowable homotopies, namely that which (when V = X) includes all W homotopies. This second category, in addition to being much more natural, also has the advantage that though calculations (as in any Nielsen theory) are still difficult, at least potentially, the usual computational tools of Nielsen theory are available for computation (i.e., Jiang spaces). The theory in this second category is of necessity more sophisticated, since it needs to discuss which classes (or more precisely orbits) can be moved across the various boundaries by equivariant homotopies. One of the basic tools used in the fixed point theory version of this work [21] , was Zhao's fixed point theory on the complement [22] . This was generalized to coincidences in [3] in preparation for the work here.
Our present work differs from [2] , and the rest of equivariant Nielsen theory, in several ways. Firstly it addresses certain deficiencies in examples in the literature. More precisely before this paper the literature contains no example where the number of points detected using equivariant Nielsen theory is not exactly the same as when done using simpler existing Nielsen theories (for a fuller explanation see 6.1). Also unique to this paper are examples where the group is not abelian! A second difference, necessary in order to accommodate the more interesting examples given here, is that we extend the theory to certain situations where as in 1.1 the X H may not be connected. We do not however attempt to give maximum generality. For one thing we are somewhat limited by the connectivity of the total spaces in our exposition of the preparatory work [3] (already in press at the time of the discovery of our new examples). In addition a full generalization to arbitrary non-connected fixed point sets is far from straight forward, and beyond the scope of this paper (see 6.2). Finally our work also differs from the rest of the literature on equivariant Nielsen theory, in that we use a modified fundamental group approach introduced initially in fixed point theory in [4] . This approach, the essence of which is to assign an index to the Reidemeister classes defined via the fundamental group, cuts down considerably on the complexity of the theory, and shortens and simplifies exposition and calculations (see, for example, 4.10 and remarks following). The fundamental group approach has one drawback, in that it requires that X W = ∅. However this is needed even in the covering space approach for calculations, and it is certainly needed for the case X W disconnected! This paper also addresses a number of gaps in previous expositions in equivariant Nielsen theory (see, for example, 4.17, and the introduction to Section 5), and makes a number of corrections (see for example 4.25 and 4.40).
The paper is organized as follows. After this introduction we give, in section two, a brief review of those aspects of ordinary and relative Nielsen coincidence theory which are necessary prerequisites to the work here. In section three we give full versions of the new examples discussed above. We follow these examples through the paper, using them to illustrate various points along the way. In section four we give the main theory, introducing the various equivariant coincidence numbers, proving equivariant homotopy invariance, lower bounds etc. In section five we give the minimality theorems, and finally in section six make our concluding remarks.
We would like to thank the referee for helpful suggestions, and Gaunce Lewis for useful discussions.
Preliminaries
We review the relevant parts of coincidence theory, relative coincidence theory, and coincidence theory on the complement which we need in this paper. [18, 3] We say that x, y ∈ Φ(f, g) are Nielsen equivalent provided that there is a path c from x to y in X such that f (c) g(c) rel end points. We denote the resulting quotient set by Φ(f, g) with elements [x] etc.
Nielsen and Reidemeister coincidence classes
Let 
is the image of the fundamental class µ ∈ H n (X) of X under the composition In what follows we shall not distinguish between a path and its path class in the fundamental groupoid π(X) (or π(Y )). Thus c can denote both a path and a path class in π(X). In addition if h : X → Y is a map, h(c) will denote either a path or class. If c : a → b is a path, then c −1 : b → a is the path defined by c −1 (t) = c(1 − t).
We choose base points x 0 ∈ X, y 0 ∈ Y , but we do not assume that either f or g is base point preserving. So we choose paths ω from y 0 to f (x 0 ) and µ from y 0 to g(x 0 ). Using these paths, we define homomorphisms f ω * and g
We use the symbol R(f ω * , g µ * ) with elements [α] etc., to denote the set of Reidemeister classes, that is the quotient of π 1 (Y, y 0 ) defined by identifying α and β in π 1 (Y, y 0 ) whenever there is a γ ∈ π 1 (X, x 0 ) with α = g µ * (γ )βf ω
), where # is cardinality. The top part of the diagram is an exact sequence of based sets
where the first function takes an element α to g 
µ * → 0 is an exact sequence of groups and homomorphisms.
, and so R(f, g) = 2 in Example 1.1. Geometric and Reidemeister classes are related via a well defined injection
. We say that [α] is non-empty, provided that it is in the ρ image of some non-empty class
where I is the index of a geometric class defined earlier. As usual a class [α] is said to be essential if i[α] = 0. Of course essential classes are always non-empty. All this is independent of the choices of x 0 , y 0 , µ and ω in the sense that for different choices, the canonically defined index preserving bijections between the Reidemeister sets commute with the ρ functions (compare the fixed point case in [4] ).
Theorem 2.2. If
We use the symbol L(f, g) to denote the Lefschetz number of f and g (see, e.g., [18] for the definition). Recall the Jiang subgroup J (f ω * ) of f (with respect to x 0 , and ω) is the subgroup of π 1 (Y, y 0 ) which consists of those α for which there exists a homotopy G: f ∼ f with α represented by ωG(x 0 )ω −1 where G(x 0 ) is the path traced out by x 0 . The space Y is said to be a Jiang space if J (f ω * ) = π 1 (Y ), and f and g are said to be pseudo Jiang [3] if g µ * is surjective, and f ω
Theorem 2.3 [9, 3] . Suppose that Y is a Jiang space, or that f and g are pseudo Jiang.
In both cases the sequence in 2.1 is an exact sequence of groups.
), which can be calculated from 2.1. [11, 8, 2] Throughout A ⊆ X, B ⊆ Y will be locally flat submanifolds with the same dimen- 
Relative coincidence theory
Example 2.5. Note that f , and g in 1.1 restrict to give maps f W , g W : X W → X W . However since there are no coincidences on X W then using 2.3 we have that [3, 13] Let f, g : (X, A) → (Y, B) be maps of pairs of compact manifolds with X and Y path connected. The aim is to find a sharp lower bound for M(f, g; X − A), the minimum number of coincidences of maps that are relatively homotopic to f and g. The main question asks how many of the ordinary Nielsen classes of f and g cannot be moved to A by relative homotopies. Let
Coincidence points on the complement
be the disjoint union of all components A k of A which are mapped by f and g into the same component (which we label) B k of B. We write f k , g k : A k → B k for the restriction of f, g to A k . We choose points x 0 ∈ X, y 0 ∈ Y , and paths ω and µ as usual, and for each component A k ∈ A we choose base points a k ∈ A k , b k ∈ B k and paths u k : x 0 → a k in X, and 
. Moreover the following diagram is commutative
Remark 2.8. If A is connected, then = 1, and we may choose
is a homomorphism of abelian groups. Please note the condition that π 1 (Y, y 1 ) is abelian, without extra conditions, is not enough to ensure thatṽ is a homomorphism [3, 3.13] .
) is is said to be a weakly common coincidence class if there is a k and a
is called an essential weakly common coincidence class. The number of essential weakly common coincidence classes of f and g is denoted by E(f, g; f A , g A ).
We also abuse notation and say that a class , and that each inequality may be strict (see [22] ). 
Example 2.15. In Example 1.1 we note that X W = ∅, so from 2.1, 2.3 and Theorem 2.14, 
The new examples
There are two criteria that examples should have that we feel are necessary in order to adequately illustrate equivariant Nielsen theory. Firstly one should not be able to get the same minimum number of points more simply from existing Nielsen theories. Secondly, because the inclusion of non-abelian groups W in the theory considerably complicates an already complicated theory, there should certainly be examples where W is non-abelian. Examples in the literature currently satisfy neither of these criteria (see 6.1). Of course for equivariant coincidence theory, we should also have g = 1.
In this section we give examples which address these criteria, but we do it in two stages. In the introduction in Example 1.1, we already gave an example that satisfies the first criterion above. We therefore give first an example that satisfies the second (but not the first). We then combine the two examples to give one that does both. We follow the latter example through the paper, using it to illustrate various points along the way. The first example here is more than a stepping stone to the second, since being simpler, is useful for illustrating other points later (see for example 4.16).
Example 3.1. Let X = S 1 × S 1 × S 1 , and let W = S 3 the permutation group on the set {1, 2, 3}. We define an action of W on X as follows: For any element s ∈ S 3 and (3) ). We use brackets and to denote the subgroup generated by the enclosed element, but omit the brackets. Thus we write (1, 2) as 1, 2 etc. The fixed point sets of the action are given by
and of course X {e} = X. Note that the middle three sets have non-empty intersection. In fact since 1, 2 , 1, 3 and 2, 3 all lie in the same conjugacy class in S 3 , these subspaces (as we shall see) are homeomorphic. Define f, g : X → X by f (e iθ , e iµ , e iφ ) = (e 2iθ , e 2iµ , e 2iφ ) and g(e iθ , e iµ , e iφ ) = (e −iθ , e −iµ , e −iφ ), then N(f, g) = 27 (see 2.3). From the geometry #(Φ(f, g)) = 27 also, and so since there are no extra coincidence points for the relative, or the equivariant theories to detect, these theories must all give the same result.
In the next example we combine the ideas in 1.1, and 3.1 to give the following hybrid of these two examples which we follow through the paper.
where S 3 again is the permutation group on the set {1, 2, 3}. We define an action of W on X determined as follows.
where for z j = (y 1 , y 2 , y 3 , y 4 , e it ) ∈ X 1 , and for j = 1, 2, 3, ιz j is defined by
Define f 1 , g 1 :
The group W has 12 subgroups with non-trivial conjugacy classes, (Z 2 × 1, 2 ) and ( 1, 2 ). There are of course 12 corresponding subspaces X H , and 12 pairs of maps f H and g H and their interaction to sort out! Our theory will determine the minimum number of coincidences on X, of W maps that are W homotopic to f and g. For us the most interesting of the subspaces X H are
and X 1,3 and X 2,3 which are defined in a similar way. We note here simply that these subspaces intersect, and have non-trivial Nielsen theory for the given W maps (for complete calculations see Examples 4.10, 4.14, 4.24 and 4.38).
Equivariant Nielsen coincidence numbers
In this section we give the definitions of our equivariant Nielsen coincidence numbers, generalizing certain aspects of equivariant fixed point theory from [21] , and extending both [20] and [2] to include examples with certain types of non-connected fixed point sets. In order to take advantage of the equivariant structure, we must consider not only coincidence orbits, but also the location of such orbits under W homotopies. We will need to do this for the subspaces determined by the fixed point sets for the actions of all isotropy subgroups of W . As we shall see, this can become a little complicated in the presence of non-trivial conjugacy classes.
Nielsen coincidence orbit numbers
The proof of the following proposition is easy.
As we saw in Section 2.1, the set Φ(f, g) of coincidence points can be partitioned into classes, with resulting quotient set Φ(f, g). It is easy to see that if x ∼ y under this equivalence relation, then wx ∼ wy for all w ∈ W . Therefore in equivariant coincidence theory the quotient Φ(f, g) can itself be partitioned into orbits by identifying a class [x] of x with [wx] for each w ∈ W . We denote the set of orbits 1 by Φ W (f, g). The next proposition allows us to designate orbits as essential or inessential. Let
We define Reidemeister orbits next, and then give the relationship between the geometric and the algebraic orbits. We remind the reader that if W acts on X, and if x 0 ∈ X W , then there is a natural induced action of W on π 1 (X, x 0 ) given as follows. Let α ∈ π 1 (X), and let a(t) : 0 t 1 denote a loop in X at x 0 that represents α. Then if w ∈ W then wα is the class of the path wa(t): 0 t 1. The next lemma is easy to prove. 
We will refer to path (classes) ω and µ in Lemma 4.6 as invariant under W . We denote the set of orbits of the 
Proof. Note that vf ω
* (γ ) = v(ωf (γ )ω −1 ) = vωf (vγ )vω −1 = ωf (vγ )ω −1 = f ω * (vγ ), for all v and γ . Similarly vg µ * (γ ) = g µ * (vγ ), so f ω * and g µ * are W homomorphisms as claimed. To see that the action is well defined, let [α] = [β] in R(f ω * , g µ * ), then there is a γ ∈ π 1 (X, x 0 ) with α = g µ * (γ )βf ω * (γ −1 ). Let v ∈ W ,
then by Lemma 4.5, and above
The referee has made an interesting suggestion for an alternative action of W on R(f ω * , g µ * ) that does not require the conditions on ω and µ in 4.6. While this action is not entirely natural (in general neither f ω * nor g µ * are W homomorphisms) it, or something like it, could well prove to be a key ingredient in answering open Question 6.2. This and other questions will be investigated elsewhere.
where # denotes cardinality. The proof of the next lemma is straightforward, but tedious. A sketch of this type of proof can be found in [4] . 
Since S 3 is simply connected and the action is the product action, in determining R W O(f ω * , g µ * ) we need only consider the induced action of S 3 on R(f ω * , g µ * ). This action simply rearranges the order of elements in any triple, and so the orbits of
As we remarked earlier and Example 4.10 illustrates, in the modified fundamental group approach we do not need to pass to Homology cokernels in order to compute Reidmeister numbers. Since such results are usual, we state one informally (as fairly typical of the type of result to which we are referring), but we will omit similar results later. The action of W on X and Y extends to an action on Coker(f * − g * ), the cokernel of the induced map
and equality occurs when π 1 (Y ) is abelian.
So far the application of equivariant theory may appear disappointing, since we have detected no more coincidence points by considering orbits than without. In fact since we do not in general have the length of orbit (as we do in the above example), we could at this point only conclude that we have four points, one in each orbit. There are many more things however that come into play. Let X be a W space, for each x ∈ X, the subgroup W x = {w ∈ W | wx = x} of W is called isotropy subgroup of x. Let H ⊆ W , the space X H is defined by
In other words X H is the subspace of X H consisting of those elements which are fixed by H , and by nothing larger than H . It is obvious that X H ⊆ X H , however in general
If H is an isotropy group, then X H is not in general W -invariant. Let NH be the normalizer of H , i.e., NH = {w ∈ W | wH w −1 = H }, and let WH denote the Weyl group NH /H of H . The proof of the following proposition is standard (i.e., [12, 1.50] 
WH coincidence orbits on the complement "X H "
We have suggested that in order to determine the number of coincidence points of a pair of W -maps (f, g) : X → Y , we need to know both the minimum number of coincidence point orbits and the minimum length of each orbit, not only for X and Y , but also for X H and Y H for each isotropy subgroup H of W . We will also need to know how these numbers interact with each other. Our task is complicated (a) by the fact that the length of an orbit may vary depending on the location of the orbit, and (b) by the possibility of non-trivial conjugacy classes of subgroups. We deal with the second complication in the next subsection. As regards to the first, we shall see that if a coincidence point x of f and g is in X H for some isotropy subgroup H , then the length of the WH orbit is |WH|, but if we deform f and g, this coincidence point may move to X K with K ⊃ H , and the length of this new orbit will be | WK | (see Proposition 4.12). Therefore in order to find the minimum number of coincidence points of our W maps we will need to know which orbits can, and which cannot be moved from X H by equivariant homotopies of f and g. We start our discussion of these ideas by observing that X H is a complement space in X H . More precisely
In this subsection then, by analogy with the work in Section 2.3, we will, under suitable conditions define a number N WH O(f H , g H ) , which is a modified number of essential coincidence orbits on the complement. There are two complications we encounter as we begin to do equivariant Nielsen theory on the complement X H . The first comes as we attempt to generalize the work in [21] and [2] to the type of disconnected fixed point sets that occur in our new examples given here, and the second concerns an ambiguity that was already present in [21] , but that seems to have gone unnoticed until now. This ambiguity has to do with the existence of two different concepts of weakly common coincidence (fixed point) classes which exists in the context of equivariant Nielsen theory. We discuss these points below, but show first that geometric orbits that start in X H continue in X H . 
Proof.
If X H is empty, there is nothing to prove, so suppose that x ∈ X H . Let w ∈ NH, if wx ∈ H ⊂K X K , then wx / ∈ X H , so there is a g ∈ W − H with gwx = wx. Thus w −1 gwx = x, and then w −1 gw ∈ H , or g ∈ wH w −1 = H a contradiction. To see that the orbit length is as shown, suppose that w 1 x = w 2 x for w 1 , w 2 ∈ NH, then w We discuss now the complication concerning the the extension of the work in [21] and [2] to situations where not all of the X K for K ⊆ W are connected. Part of our problem is that [3] (summarized in the preliminary section of this work), a substantial part of which was written as preparation for this paper, is given for only pairs of maps f, g : (X, A) → (Y, B) of pairs of spaces for which X and Y are connected. After [3] was in press, we discovered the important examples given here in which for some H , the total spaces X H (of the pairs (X H , H ⊂K X K )) are disconnected. As explained in the introduction these examples fill certain omissions in the literature. In order to give maximum generality we would need to go back and generalize [3] . Since this is neither entirely straight forward, nor is it entirely clear at this point in time just how much generality is either possible or desirable, we have chosen rather to make certain restrictions on the type of maps involved. These restrictions will of course allow for our new examples. In essence we restrict to those W maps f and g, and to those H ⊆ W for which X H (see Section 2.3 for notation), is path connected.
We use the notation H ⊂K X K (note H ⊂K not H ⊂K) to denote the intersection of those X K which are path connected and non-empty. In 4.14 1,2 ⊂K X K = X S 3 even though X W = ∅. We will also use the H ⊂K notation later with products etc. We use X H to denote the subspace X H − H ⊂K X K , and we abuse notation and use the symbol Y H to denote the path component of the image of X H in Y H . We collect the hypotheses together that are needed for later definitions in the following:
Standard Defining Hypotheses 4.13. Throughout W is a finite group with the indiscrete topology, f, g : X → Y are W maps of closed compact oriented W manifolds X and Y of the same dimension n, and H is a fixed isotropy subgroup of W with X H path connected. We assume the conjugacy classes of isotropy subgroups have been given an admissible ordering (denoted by ). We further assume that x 0 , y 0 , and ω and µ have been chosen to satisfy Lemma 4.6, and 
The corresponding subspaces are X {e} = X {e} = X which is connected;
and X Z 2 × 2,3 are defined similarly, and X Z 2 × 1,3 and X Z 2 × 2,3 are empty. Finally
So only for H ∈ {S 3 , 1, 2, 3 , 1, 2 , 1, 3 , 2, 3 , {e}} do we have that X H = ∅. In each of these cases X H is connected. Note that X S 3 = X 1,2,3 , and that for each such H , we have H ⊂K Y K = X S 3 . Since the ω and µ given in Example 4.10 satisfy Lemma 4.6, and are clearly contained in X S 3 , we are done.
The second concern (of two mentioned at the beginning of this section) has to do with a point where previous expositions are not quite careful enough. To clarify matters we make the following definition which is used implicitly in [21] and [2] without distinguishing it from 2.9 (see also Remark 4.17). Let X = Y = S 1 × S 1 × S 1 be the S 3 space given in Example 3.1, but this time let f be the product of standard maps each of degree 4, and let g = 1 X . As mentioned above both definitions involve estimating coincidence point classes on the complement X H , with corresponding subspace X H − X H . As we saw earlier, this can be regarded as a union of X K for H ⊂ K (strict inclusions). In particular, if H = {e}, then since X 1,2,3 = X S 3 ⊂ X 1,2 ∪ X 1,3 ∪ X 2,3 , we have
We take x 0 = y 0 = (1, 1, 1 
So using Definition 4.15, we see that there are 6 algebraic coincidence point classes (1-S 3 orbit) that are not (is not) {e}-equivariantly weakly common.
On the other hand, to calculate the number of complement classes according to Definition 2.9, we must write X {e} − X {e} as the disjoint union of its connected components (see the definition of A in Section 2.3). But X {e} − X {e} is connected, so we have a single k = = 1 in 2.9. In other words when estimating the number of complement classes by 2.9, we are presented with a singleṽ 1 type function induced on Reidemeister classes by the inclusion v 1 = i * : π 1 (X H − X H ) → π 1 (X). This yields 0 as the number of complement classes, sinceṽ 1 is surjective. The surjectivity ofṽ 1 , in turn follows from the surjectivity of v 1 . To see this latter assertion, note by Van Kampen's theorem, that π 1 (X H − X H ) is a free product of three copies of Z × Z with π 1 (X S 3 ) ∼ = Z amalgamated as diagonals. The surjectivity of v 1 now follows easily from the definition of free product with amalgamations, and from the definition of v 1 on π 1 (X H − X H ). Remark 4.17. Example 4.16 allows us to expose and address a gap that seems to have been obscured by the subtlety of the difference between the two definitions. The point of "complement Nielsen theory" (i.e., [22, 3] , Section 2.3), is to use the algebra to identify those geometric classes that are contained completely within the complement, and which cannot possibly be moved from there by relative homotopies. 4 Since equivariant homotopies are also relative homotopies with respect to these subspaces, the question arises, in using Definition 4.15 (and the case g = 1 in [21] ), if equivariant homotopies can move classes such as the six identified in Example 4.16 from the complement. If this were possible, the equivariant Nielsen numbers that flow from these definitions could fail to be appropriate lower bounds. In spite of the fact that earlier definitions were equivalent to 4.15 or its analogue in [21] , earlier proofs of the lower bound property relied implicitly on the location of coincidences (fixed points) that were based on Definition 2.9 or its analogue in [21] . So there is a gap, which we now fill.
To make precise what we mean by "moved", we say that x can be moved to x by homotopies F and G if there exist homotopies F : f ∼ f 1 As an example, the 6 classes identified in 4.16, though they may be moved to X {e} −X {e} by relative homotopies, may not be moved there by equivariant homotopies.
Proof. Suppose that [α] is as in the first part of the lemma, and non-empty. Let x ∈ X H be a coincidence point of f H and g H with ρ([x]) = [α]
, and suppose that x can be moved to a coincidence point x ∈ X H − X H by equivariant homotopies F : f ∼ f 1 N WH O(f H , g H ) can be thought of as the sum of two numbers both of which are invariant under W homotopies. The first number is the number of essential orbits that are not weakly common with respect to A = H ⊂K X K in the usual sense of Definition 2.9. The invariance of this number under equivariant homotopies follows from Theorem 2.13, since equivariant homotopies are also relative homotopies. The second is the number of essential orbits that are weakly common with respect to the subspace H ⊂K X K , but are not equivariantly weakly common. The equivariant homotopy invariance of this second number (and hence the sum of the two), follows easily from 4.18.
Proof. The number
For the second part, we note first that each essential orbit counted in N WH O(f H , g H ), contains at least one non-empty geometric orbit. The location of these orbits in X H is assured by 4.18, and the appropriate length of these orbit by 4.12. ✷ 
Taking conjugacy classes into consideration
In Example 4.21 we have that X = X {0} X W , where denotes disjoint union of sets. In a simple case like this we can apply Theorem 4.20 to X K for each isotropy subgroup K of W . However when there are non-trivial conjugacy classes of subgroups in the game, there may be overlap among the various fixed point sets of the action. In such cases, lower bounds for the number of coincidences cannot so easily be computed. For example in 3.2 the fixed point sets X (1, 2) , X (1, 3) and X (2, 3) of 1, 2 , 1, 3 and 2, 3 respectively neither contain each other, nor are they disjoint. Note however that these three subgroups all lie in the same conjugacy class ( 1, 2 ) of W . We will investigate the connections in this subsection.
If H and K are in the same conjugacy class (H ) of W , then the coincidence orbits in X H and X K are related. To see this note that if w ∈ W , and x ∈ X H , then (whw −1 )wx = w(hx) = wx, and so wx ∈ X wH w −1 . Note that w : X H → X wH w −1 is a homeomorphism. Let X (H ) respectively X (H ) denote the union of X K , respectively X K for each K ∈ (H ). It is convenient to relate the coincidence points and orbits in X (H ) or X (H ) to those of X H respectively X H for a single H ∈ (H ). Looking at this geometrically we have the following lemma whose proof is left to the reader. g 1(H ) ), and (H ) ), and
, and (H ) ). (H ) ) and N W (f (H ) , g (H ) ) for H = ( 1, 2 ) in Example 3.2 ( see also Example 4.14). Using 2.1 we see that
Example 4.24. We calculate N W O(f (H ) , g
is a commutative diagram of exact sequences of groups, where the i * are induced by inclusion, and the f Kω * , and the G Kµ * are induced by f K , and g K respectively. Making the computations we get
Now W 1, 2 ∼ = W S 3 ∼ = Z 2 , and the action at both π 1 and at the level of the Reidemeister sets, is trivial. So the orbit sets are identical with the Reidemeister sets. To put it another way, each Reidemeister class contains the entire geometric orbit. 5 Now it can be shown that L(f (1, 2) , g (1, 2) ) = 16, and so using the fact that we are dealing with Jiang spaces we have from Theorem 2.14, that
and also that N W (f ( 1, 2 ) , g ( 1, 2 ) 
Since the Reidemeister and orbit sets coincide in the above example we were able to use Theorem 2.14 to compute our orbit numbers. There are of course standard Jiang type theorems here in the general setting. We need some notation first, and a number of other things which we will also use in the next subsection. For H ⊆ K, we define
The example which follows illustrates that τ H ⊆K can be a multivalued map when W is not commutative, and not necessarily singlevalued as stated in [21] (however, the results in [21] are not affected-see below), so τ H ⊆K ( [α] WK ) may be a set. 1, 1, 1) , and ω and µ be constant, and let Let α and β be the loops represented by (3, 4) : (3, 4) under τ 1,2 ⊆ (1,2) , (3, 4) contains the two distinct elements [α] W 1,2 and [β] W 1,2 . Thus τ is not in general singlevalued.
In fact τ is often well defined (i.e., in 3.1, 3.2, or in general if W is abelian), but it is not really needed. Consider the left portion of the following diagram
, where j K and j H place Reidemeister classes in their orbits. 
Combined orbit numbers
We have given Nielsen type coincidence numbers for the least number of coincidence points on X H and X (H ) . We now consider what happens on X (H ) . As we shall see the number H ⊆K N W (f (K) , g (K) ) is lower bound for the number of coincidence points there. However this number may not always detect all the detectable coincidence points, as the next example (which is a modification of [21, 3.4] ) shows. 
Remark 4.30. We can use Example 4.29 to compare the equivariantly compactly fixed (equivariantly compactly coincident) Nielsen theories found in [20, 1] with the later equivariant fixed point (coincidence) theories found in [21] and this publication. As pointed out in the introduction, the essential difference is not primarily that [20] is local and [21] global. To facilitate comparison, we choose V = X in the context of [20] and [1] , and we keep g fixed at the identity, so we can discuss both fixed point and coincidence theories simultaneously. Note first that for f in 4.29 (i.e., the identity), the equivariant Nielsen number N c W (f, X) [20, Definition 3.8] is not defined, even though f itself is W compactly fixed (i.e., with V = X). The number N c W (f, X) is not defined because the restriction of f to X {e} = S 4 − S 3 is not compact. This means that the restriction of f to V = X {e} is not W compactly fixed as is required by [20, Definition 3.8] . It is true of course, that f can be deformed under W homotopies to a map f 1 for which N c W (f 1 , X) is defined. However, there may be more than one W compactly generated homotopy class, to which f is (ordinarily) W homotopic. In fact, as we now see different choices of f 1 can produce different values for the corresponding N c W (f 1 , X). Let G 1 : f ∼ = f 1 be an ordinary W homotopy, where f 1 is a small rotation about the "vertical axis" which leaves only the north and south poles as fixed points, and let G 2 : f ∼ = f 2 be an ordinary W homotopy which moves all fixed points onto X W = S 3 (thus realizing N W (f ({e}) , g ({e}) ) = 0, compare 5.7). Then f 1 and f 2 are W compactly fixed maps in the same ordinary (but not the same compactly fixed) W homotopy class of f . Now on X {e} , the single orbit of f 1 is essential, but for f 2 , it is empty, and therefore inesential. This means that N c W (f 1 , X) = N c W (f 2 , X), so that there is no uniquely defined Nielsen type number even for the identity. On the other hand the Nielsen numbers in the later work [21] and in this paper, do not have this kind of anomaly.
Example 4.29 shows the need to discuss all orbits simultaneously. To do this we need to make a more sophisticated approach than that taken so far. Let w ∈ W , for simplicity let H = wH w −1 , then as seen earlier w : X H → X H is a homeomorphism. It is easy to see that the following diagram is commutative for both f , and g (H ) and g (H ) over X (H ) .
, in Example 4.21, then G is an essential basis of f ({e}) and g ({e}) over X ({e}) , and N W O(f ({e}) , g ({e}) ) = 2.
Proposition 4.33 (W -Homotopy Invariance
Proof. Let F : f f 1 and G: g g 1 be homotopies, then according to [3, 2.3] there is an index preserving bijection
Here of course F (x 0 ), and G(x 0 ) are the paths traced out by restricting the homotopies to x 0 . In this context we have a fixed H , equivariant homotopies F and G, and we need that ωF (x 0 ) and µG(x 0 ) satisfy 4.13(i) when ω and µ do. Now equivariant homotopies F and G restrict to homotopies F H , G H : X H × I → Y H for any H , and since
Assume G is an essential basis of f (H ) and g (H ) over X (H ) . It is clear that under
). We will prove that G is an essential basis of f (H ) ) to be min{# coincidences of (ϕ, ψ) on (H ) ), and (H ) ).
For each i let K i be a subgroup of maximal order among those with x i ∈ X K i , and let 
for some i and some w ∈ W . Without loss of generality we may assume that x = wx i . Let
We deduce K ⊆ K i as follows. Suppose K ⊂ K i , let K be the subgroup generated by K and K i . Using this, it is not hard to show that x i ∈ X K , but then K is a subgroup strictly larger than K i , with x i ∈ X K , contradicting the maximality of
(2) follows from Theorem 4.23. ✷
If we let H = {e} in Theorem 4.35, then we have
is a lower bound for the number of coincidence points of f and g , for any pair of Wmaps f ∼ W f and g ∼ W g.
The relationship between the minimal number of coincidence points of f (H ) and g (H ) and N W O(f (H ) , g (H ) ) is very complicated, and the computation of N W O(f (H ) , g (H ) ) is generally more difficult than that of N W O(f (H ) , g (H ) ). However we do have: Theorem 4.37. Assume the standard defining hypotheses, then (H ) .
Suppose further that for every
K ⊇ H , either Y H is a Jiang space, or f H , g H : X H → Y H are pseudo Jiang, and H ⊆K L(f K , g K ) = 0, then N W O f (H ) , g (H ) = (H ) (K) N W O(f (K) , g (K) ).
This latter set is
We see from 4.29 that the first inequality of 4.37 may be strict.
Proof. For each isotropy type (K) (H )
, choose an isotropy subgroup K ⊃ H with the property that if (K) (K 1 ), then K ⊆ K 1 , and set G K to be the subset of essential orbits of
For the second part this will be the whole thing. In either case, it should be clear that (H ) (K) G K is a subset of every essential basis over X (H ) . The first part follows. For the second we simply note that (H ) (K) G K this time is an essential basis over X (H ) , which is minimal. ✷ Example 4.38. We compute N W O(f ({e}) , g ({e}) ) and ({e}) (K) N W (f (K) , g (K) ) for Example 3.2. From 4.14 we need only consider X ({e}) , X S 3 (= X (1, 2, 3) ), and X ( (1,2) ) . The number N W O(f ( 1, 2 ) , g ( 1, 2 ) ) was calculated to be 2 in 4.24. Now L(f S 3 , g S 3 ) = 4 for X S 3 ({e}) , g ({e}) ) = 2 + 2 + 0 = 4 from Theorem 4.37. Finally including only non-zero terms
Example 4.39. In Example 4.28
(see also 4.28).
We correct an example from [21] . [21, Example 3.9] . Let X = Y = X 1 × X 2 × X 3 , be the W space where 
Example 4.40
, while as usual X {e} = X. Let g : X → Y be the identity, and f = f 1 × f 2 × f 3 : X → Y be the W -map, where f 1 (e iθ 1 , e iθ 2 ) = (e i2θ 2 , e i2θ 1 ), f 2 (e iθ 1 , e iθ 2 , e iθ 3 ) = (e i2θ 1 , e i2θ 2 , e i2θ 3 ), and f 3 (x, y, z) = (x, −y, −z). We compute N W O(f ({e}) , g ({e}) ) and ({e}) (K) N W (f (K) , g (K) ).
Since the obvious basepoint x 0 in X W is a fixed point, we may take x 0 = y 0 , and ω and µ constant. We calculate N W O(f ( β ) , g ( β ) ) first, noting that we need only consider the [6, 6.2] with n = 1 for details of the Z 3 part). Note that only the generators in the last set are non-weakly common. These are represented by paths S 1 × 1, and 1 × S 1 in X 1 . Now α takes one to the other, so N W O(f β , g β ) = 1.
Next, we have by inspection that R(f
) are surjective, so both N W O(f ({e}) , g ({e}) ) and N W O(f ( α ) , g ( α ) ) are zero from 4.26. Finally, since the action of
, and so from Theorem 4.35 there are at least 4 coincidence points of (f , g ) for any W -maps f ∼ W f and g ∼ W g.
As indicated, there are some errors in the computation of Example 3.9 of [21] , where the spaces and maps are the same as in Example 4.40. Of course our W is denoted G there, and g is the identity on X, so N G (f β )(= N W (f β , g β ) = 2 · N W O(f β , g β )) = 2, and not 4 as stated there. This error causes a number of others, for example (using [21, 3.7] ) g β )) , and NO G (f ) and m G (f ), which are the same as N W O(f ({e}) , id ({e}) ) and the minimal number of fixed points of maps in the G-homotopy class of f respectively, should be NO G (f ) = 3 and m G (f ) = 4.
As further evidence that for the given map f , #Φ(f ) is not the minimal number of fixed points of G-maps in the G-homotopy class as claimed in [21] , we note that the points 
Minimality
The aim of this section of course, is to show that under suitable conditions the lower bounds defined earlier are sharp. In the process of writing this up from [2] , we discovered a couple of points about which we were not quite careful enough. The same points seem to us to be obscure in earlier proofs in the literature. It is also necessary to extend the proofs from [2] to include non-connected fixed point sets, but this poses no real problem. We outline the method. Many of the details not included here can be found in [2] , but possibly needing the substitution of the filtration defined below. We would like to thank G. Lewis for helpful conversations about our results in this section.
In the presence of a smooth action we may triangulate the manifold in such a way, that subsequent further subdivisions have the property that on each simplex, either the action fixes the simplex pointwise, or it moves it affinely to another simplex. This particularly nice action allows us to accommodate two types of change we need to consider. These are firstly that we must W -homotopy the maps so that the number of coincidences is finite, and secondly we must make Wecken type changes (coalescing coincidence points in the same class, and removing coincidence classes with zero index). The two types are handled slightly differently, but (and this is one of the points that previously is obscure) at times need to be handled together (see the proof of 5.8).
Intuitively both proofs are inductive climbing the same filtration of X induced by an admissible ordering on the conjugacy classes of isotropy subgroups of W . The successive subdivisions mentioned above allow us to isolate what needs to be changed. Changes are then made at the local level exactly as in the non-equivariant situation, and then extended to orbits using the action. The resulting map is then extended to X by the W homotopy extension property (5.2). This latter property holds because the successive subdivisions mentioned above, allow for equivariant halo neighborhood retracts onto W invariant subspaces.
Some earlier expositions were not careful enough in defining the filtration. The point at issue is to make sure in the inductive process, that new changes we make along the way do not disturb changes already made. 6 The filtration defined below allows us to accomplish this.
To avoid frequent repetitions we make the following:
Standard Hypotheses. We assume the Standard Defining Hypothesis 4.13, and that X is a smooth compact W -manifold. For each isotropy subgroup H for which X H = ∅, we assume X H is connected with dim X H 3 and dim X H − dim( X H − X H ) 2.
Remark 5.1. We observe two consequences of the standard hypotheses. Firstly for each H with X H = ∅ we have that X H − X H can be bypassed in X H . Secondly we can triangulate X in the manner described above (see, for example, [12] ).
We define now a correct filtration for our purposes. For a fixed isotropy type (H ), we choose an admissible ordering (
with the property that (H i ) (H j ) implies i j , so that larger subgroups appear earlier in the list. Now consider the sequence (H ) , where
Note in general X i =X (H i )
. We now formalize the W homotopy extension property mentioned earlier. With a smooth action, and the suitable triangulation mentioned above, it is easy to see that for each i, X i in the filtration above is a W invariant subcomplex of X. The next lemma then follows from standard results (i.e., [17, p. 103] The following theorem is an analogue of one due to Schirmer [14] . It is actually more general than the one given in [2, Theorem 4.6.5] (where A is empty), but using the ideas of [3] the proof is practically identical. The next lemma generalizes [20, Lemma 5.4 ]. 6 The difficulty with the filtration X j = X (H j ) given, for example, in [20] and [2] , is that for i < j we may (H ) ). 7 Added after the paper was accepted. Joel Better has recently pointed out to us, that our argument concerning the creation of coincidence points in X H − X H in Theorem 5.7 is inadequate. As it happens, his objections apply to the equivariant fixed point version in [21] (on which our proof is based), and also in fact, to the proof of Theorem 5.8 below. Better fills the gap with an equivariant version of [3, Lemma 3.21] (the coincidence version of a lemma of Zhao [22] ). This will appear elsewhere. Perhaps it was the fact that the ordinary Nielsen theory could not explain the phenonema that distracted us for a while. Consider 4.40 for example, which comes from [21] . At first sight this seems to be a perfectly adequate example, since N(f, g) = N(f ) = 3 there, and as we showed in 4.40, the minimum number of fixed points under equivariant homotopies is M W (f, g) = M W (f ) = 4. However the relative Nielsen number N(f ; X β , X W ) is 4 too, revealing this to be the minimum number of fixed points under relative homotopies. Since equivariant homotopies are also relative homotopies with respect to this type of subspace, such examples exhibit no new phenonemon which needed the complexities of equivariant theory to explain.
What we are contrasting here, are two different ways of counting. In ordinary or relative Nielsen theory (or in its generalization to triads [16] , or even in possible future generalizations to n-adds), we count fixed or coincidence points by counting classes according to the principle of inclusion and exclusion. In all such theories we are however still simply counting classes. On the other hand equivariant Nielsen theory counts points as the the sum of the geometric length of orbits. Now the geometric length of an orbit is greater than or equal to length of the corresponding Reidemeister (or Nielsen) orbit. So equivariant Nielsen theory comes into its own precisely when the inequality is strict. This is why Examples 1.1 and 3.2 are adequate, and why 3.1 is not. In both Examples 3.1 and 3.2 the ordinary Nielsen numbers are the same as the relative and "n add numbers" too (namely 27 and 8 respectively). For 3.1 this is the same as ({e}) (K) N W (f (K) , g (K) ). But for 3.2 this last number is 16 (see 4.38), and this minimum number cannot be detected by any other existing Nielsen theory.
It seems worth mentioning that our new examples show (as do similar examples in periodic point theory) that the equivariant Nielsen numbers are not bounded by ordinary or even relative Reidemeister numbers. It is here that we feel that there is most potential for fruitful applications of equivariant Nielsen theory.
