The application of a new nonlinear optimal control strategy to the station-keeping control of an underwater robotic vehicle is considered. The control approach described and demonstrated here is based upon the numerical approximation of solutions to the Hamilton-JacobiBellman equation. These solutions are computed b y a n iterative application of Galerkin's method. Preliminary simulation results demonstrating the application of this approach t o the control of a n underwater vehicle an the horizontal plane are presented.
Introduction
Underwater robotic vehicles present significant challenges to the control designer due to the nonlinearity and uncertainty of their dynamics. Since the mid-198O's, the most widely researched approach for controlling underwater vehicles has been sliding-mode control. This method was first implemented on underwater vehicles by Yoerger and Slotine [l] and later by others (e.g., see [ 2 ] ) . The most attractive feature of the sliding method pertaining to underwater vehicles is its inherent robustness to parametric uncertainty. As with other robust methods, the robustness of sliding-mode control often comes at the expense of performance.
More recently, adaptive extensions to the slidingmode technique have been implemented [3, 41. These controllers effectively reduce model uncertainty and allow robustness to be achieved with less performance degradation. In addition to the sliding-mode techniques, several other approaches to underwater vehicle control have been studied including neural networks [5] , and adaptive control [6] .
In this paper, a novel approach for synthesizing optimal controllers for nonlinear systems is presented and applied to the control of an underwater vehicle in the horizontal plane. This approach is based on the formulation of nonlinear optimal control problem which leads to the Hamilton-Jacobi-Bellman (HJB) equation [7] , is similar in concept to the approach of Georges [8] , though it differs significantly in the method of solution. The method presented here has been applied to a variety of nonlinear systems (e.g., see [9, 101) .
Control Approach
For a system modeled by the nonlinear state equations "optimal" performance can be obtained by determining the control U(.) such that a predetermined performance index of the form is minimized, where l(x) is a positive definite, zero-state observable function and R = RT > 0. The optimum value of the performance index V*(X) can be found by solving the nonlinear, partial differential equation Equations 6 and 7 can be generalized to form the basis for an iterative solution process where
The problem of determining the optimal control is simplified to solving Equation 8, which is known as the Generalized Hamilton-Jacobi-Bellman (GHJB) equation, in conjunction with the optimal control law of Equation 9 . The GHJB equation differs from the HJB equation in that it is linear and therefore more easily solved numerically than the HJB equation.
The solution of Equations 8 and 9 is carried out by first starting with a known stabilizing control, U ( ' ) , and then iterating to find successive values for V ( i ) and U ( " ) , which for sufficiently large i, have been shown to converge monotonically to the optimal values V' and
The solution of the GHJB equation is carried out using a computational Galerkin method [12] . Using this approach, it is first assumed that the cost function
V ( i ) can be approximated using an infinite series of known basis functions q5j (x) that are continuous and defined everywhere on the domain of the state space of interest (0):
j=1
From an implementation standpoint, using an infinite number of terms in the approximation is not practical.
Therefore, the approximation for V ( i ) is carried one step further by considering only the first N terms of the infinite series: projected onto the basis functions by taking the inner product of the two on R and setting that to zero, where the inner product of two functions is defined as
The result is N linear equations in the N unknown coefas ficients c1 (4 , c2 (4 , . . . , c t ) which are expressed compactly
Equation 11 Calculation of the basis function coefficients as outlined above can be quite intense from a computational standpoint. It should be noted that these computations are carried out prior to implementation. The calculations carried out during operation are straightforward and easily done in real time.
The vehicle model chosen to demonstrate the control technique presented here is that of the NEROV vehicle [13] . Figure 1 shows a schematic representation of the vehicle and the inertial and body-fixed reference frames used to represent its motion. and T 4 are the forces applied by the thrusters whose configuration is shown in Figure 1 .
As implemented here, the control law calculates the control forces and torque in the inertial frame: For a given body-frame control are calculated using the thruster forces
Considering both transformations together,
Equations 14 through 20 are of the general form of Equation 1, and from them the functions f(z) and g(z) required for the synthesis of the control can be determined.
Control Synthesis
With the model described above, the optimal feedback control can be calculated using the control synthesis algorithm. With f(x) and g ( x ) coming directly from the equations of motion and 1(x) and R being determined by the control designer, the domain of the states 0, the basis functions {q$(x)}?, and the initial control law u(O) remain to be determined.
The domain of possible values for the states is determined both by the physical capabilities of the system and the likely deviation of the states from their nominal value of zero. For the results presented here, R was defined to be Proper selection of the basis functions {q$(x)}? is critical to the design of the optimal controller. The basis functions must be able to capture the nonlinear dynamics behavior of the system in order to approximate the cost function V ( i ) with sufficient accuracy. By doing so, a control law can be synthesized that will compensate for the nonlinear dynamics of the system. Two practical issues affect the selection of basis functions. First, the terms that show up in the control are determined by g and 2 (see Equation 13 ). To regulate the states of a system, some care must be taken in the selection of basis functions to ensure that their partials with respect to the states produce functions of the states that will ultimately show up in the control law. This is especially true when g has a significant number of zero terms. Second, basis functions must be chosen so that the matrix ( A I + A t ) ) of Equation 12 is invertible. When basis functions are chosen arbitrarily without considering the dynamics of the system, the rank of the coefficient matrix to be inverted can become an issue. For this problem, the following basis functions were used: (usin1C,+vcos++y)', (r++)', uvr}.
The initial stabilizing control was chosen to be PD control on each degree of freedom with respect to the inertial reference frame:
-Kp,y-K~y(usin$+vcos$)
Results
Using the synthesis algorithm outlined above with the inputs as described, three different optimal controllers were designed and implemented. Table 1 shows the weighting functions for each of the three controllers, as well as the value of the cost function for the initial PD control and the cost function value for the SGA controller designs. As expected, the cost function value is significantly reduced for the SGA optimal designs. 
Initial Design
Hiah-Performance Desian Control effort can be easily moderated by increasing the cost of the control. For the final set of results, the weighting function 1(x) was left unchanged from the second case, while the weighting on the control R was increased. Figure 4 shows the response of the system with the final set of weights and the control effort used. With the increased weight on the control usage, Fy and T, drop significantly. Corresponding to this moderation of control usage, the regulation response of the system is more sluggish.
The results demonstrate the ability to develop and tune optimal controllers for multi-input multi-output nonlinear systems. Through the proper selection of basis functions and appropriate tuning of 1(z) and R, the behavior of the controlled system can be altered to meet the demands of a specific application. This can be done 
Conclusions
A nonlinear optimal control approach based on the numerical solution of the Hamilton-Jacobi-Bellman equation has been applied to the station-keeping control of an underwater robotic vehicle. Using this approach, nonlinear controllers were designed taking into account the full nonlinear dynamics of the system. Preliminary simulation results demonstrate the potential of the approach for application to a real underwater vehicle system.
