Discovering task-oriented usage pattern for web recommendation by Xu, G et al.
Discovering Task-Oriented Usage Pattern for Web Recommendation 
Guandong Xu1, Yanchun Zhang1, Xiaofang Zhou2 
1School of Computer Science and Mathematics 
Victoria University, PO Box 14428, VIC 8001, Australia 
2 School of Information Technology & Electrical Engineering 





Web transaction data usually convey user task-oriented 
behaviour pattern. Web usage mining technique is able to 
capture such informative knowledge about user task 
pattern from usage data. With the discovered usage 
pattern information, it is possible to recommend Web user 
more preferred content or customized presentation 
according to the derived task preference. In this paper, we 
propose a Web recommendation framework based on 
discovering task-oriented usage pattern with Probabilistic 
Latent Semantic Analysis (PLSA) model. The user 
intended tasks are characterized by the latent factors 
through probabilistic inference, to represent the user 
navigational interests. Moreover, the active user’s 
intuitive task-oriented preference is quantized by the 
probabilities, by which pages visited in current user 
session are associated with various tasks as well. 
Combining the identified task preference of current user 
with the discovered usage-based Web page categories, we 
can present user more potentially interested or preferred 
Web content. The preliminary experiments performed on 
real world data sets demonstrate the usability and 
effectiveness of the proposed approach. 
Keywords:  Task-Oriented Usage Pattern, Web Usage 
mining, Web Recommendation. 
1 Introduction 
With the rapid development of a variety of Internet 
applications, Web has recently become not only a 
powerful platform and tool for retrieving information, but 
also a large repository for discovering knowledge. 
However, how to find needed and related information 
from the Web is a big challenge that Web information 
search domain is facing. Among much work addressed to 
such so-called information overload problem, Web 
recommendation is one of the instrumental means to help 
users locate more preferred information. Basically, Web 
recommendation is considered as the process of 
identifying user’s preference and adapting service to 
satisfy user’s need based on referring the historical 
behaviour of current user or others who share similar 
interest to this user. 
To-date, there are two kinds of approaches and 
techniques commonly used in Web recommendation, 
namely content-based filtering agents and collaborative 
filtering systems (Dunja 1996; Herlocker, Konstan et al. 
2004). Content-based filtering systems, such as 
WebWatcher (Joachims, Freitag et al. 1997) and client-
side agent Letizia (Lieberman 1995), generally generate 
recommendation based on the pre-constructed user 
profiles by measuring the similarity of Web content to 
these profiles. In contrast, Collaborative filtering systems 
make recommendation by utilizing the rating of current 
user for objects via referring other users’ preference that 
is closely similar to current one. Since collaborative 
filtering technique refers common interest of user group 
instead of individual’s and is capable of presenting more 
preferable content to users, it has recently been widely 
adopted in Web recommendation applications and have 
achieved great success as well (Shardanand and Maes 
1995; Konstan, Miller et al. 1997; Herlocker, KONSTAN 
et al. 1999). In addition, Web usage mining (WUM) has 
been proposed as an alternative method for not only 
revealing user access pattern, but also making Web 
recommendation in recent year (Mobasher, Dai et al. 
2002). WUM is an application of data mining to discover 
usage pattern from Web log files and identify the 
underlying user functional interests that lead to common 
navigational activity, and has become an active topic of 
research and commercialization. Existing WUM 
techniques, which are well studied and developed in data 
mining domain, include collaborative filtering based on 
the k-Nearest Neighbor algorithm (kNN) (Shardanand and 
Maes 1995; Konstan, Miller et al. 1997; Herlocker, 
KONSTAN et al. 1999), Web clustering (Han, Karypis et 
al. 1998; Perkowitz and Etzioni 1998; Mobasher, Dai et 
al. 2002), association rule mining (Agrawal and Srikant 
1994; Agarwal, Aggarwal et al. 1999) and sequential 
pattern mining technique (Agrawal and Srikant 1995). 
Amongst these methods, Web clustering is an important 
topic that engages in clustering not only Web users but 
also pages - discovering clusters of users that exhibit 
similar access pattern and categories of pages that share 
close functionality to users. By making use of the 
discovered knowledge from user clusters or page 
categories, Web designer may understand the users better, 
capture the unobservable relationships among pages from 
user’s view ponit deeply, thus, can improve Web 
structure design and provide more preferable and 
customized service to the users.  
In our previous work (Xu, Zhang et al. 2004; Xu, Zhang 
et al. 2005), Web user clustering and page grouping 
Copyright (c) 2006, Australian Computer Society, Inc. 
This paper appeared at the Seventeenth Australasian 
Database Conference (ADC2006), Hobart, Australia. 
Conferences in Research and Practice in Information 
Technology (CRPIT), Vol. 49. Gillian Dobbie and James 
Bailey, Eds. Reproduction for academic, not-for profit 
purposes permitted provided this text is included. 
techniques are well investigated to reveal such 
informative knowledge with regard to user behaviour and 
page functionality based on mining usage data. 
Especially, a so-called Probabilistic Latent Semantic 
Analysis (PLSA) model is proposed to address the topic 
of Web clustering. Different from other existing Latent 
Semantic Analysis (LSA) method, PLSA is to capture not 
only the underlying relationships among Web users as 
well as pages, but also reveal the hidden task-oriented 
pattern derived form WUM with probability inference 
approach. The main idea of this paper is to extend the 
above work to Web recommendation by identifying user 
task-oriented access pattern and integrating usage-based 
Web page category into Web recommendation process to 
improve the efficiency of recommendation. Moreover, 
approaches based on PLSA has been successfully applied 
in collaborative filtering (Hofmann 2004) Web usage 
mining (Jin, Zhou et al. 2004; Xu, Zhang et al. 2004; Xu, 
Zhang et al. 2005), text learning and mining (Cohn and 
Chang 2000; Hofmann 2001), co-citation analysis (Cohn 
and Hofmann 2001; Hofmann 2001) and related topics.  
In this paper, we propose a Web recommendation 
framework based on discovering task-oriented usage 
pattern with PLSA model. The Web recommendation 
process exploits the usage pattern derived from Web 
usage mining to predict user preferred content or 
customized presentation. At data preparation stage, we 
collect Web transaction data from Web server log files, 
and construct user session collection and Web page 
corpus respectively. Conceptually, each user session can 
be expressed as a weighted Web page vector, in which 
the element reflects the relative significance contributed 
by the corresponding Web page in same user session. 
After integrating all user sessions, the Web access 
observation (i.e. usage data), on which the mining task is 
performed, is ultimately constructed in the form of page-
based weight matrix. By employing PLSA model, we can 
not only characterize the underlying relationships among 
Web access observation but also identify the latent 
semantic factors that are considered to represent the 
navigational tasks of users during their browsing period. 
Such relationships are determined by the estimated 
probabilities, and then are utilized to discover the task-
oriented usage patterns in the form of a dominant task 
sequence. Furthermore, we make use of this discovered 
knowledge of usage pattern for Web recommendation by 
combining the task-oriented usage pattern and Web page 
category into Web recommendation to predict the more 
potentially interested or preferred content to user. 
The main contributions we have done in this work are 
described as follows: firstly, we present a Web usage 
mining and Web recommendation integrated framework 
based on PLSA model.  Secondly, we investigate the 
discovery of user access pattern and latent factor related 
to these patterns via employing probability inference 
process, in turn, make use of the discovered usage 
knowledge for Web recommendation. Particularly, we 
develop an algorithm for identifying task-oriented usage 
pattern and predicting user potentially visited pages based 
on Bayesian updating approach and incorporating Web 
page category into Web recommendation. Finally, we 
demonstrate the usability and effectiveness of the 
proposed model by conducting experiments on two real 
world datasets. 
The rest of the paper is organized as follows. In section 2, 
we introduce Web usage mining technique with PLSA 
model, especially we discuss how to identify user access 
session and achieve probability estimations via 
Expectation-Maximization (EM) algorithm. We present 
the algorithms for discovering Web page categories and 
identifying task-oriented access pattern in section 3. In 
section 4, we concentrate on how to develop Web 
recommendation framework upon the discovered usage 
knowledge. To validate the proposed approach, we 
conduct preliminary experiments on two real world 
datasets, present evaluation results in section 5, and 
conclude the paper and outline future work in section 6. 
2 Web Usage Mining with PLSA 
Web usage mining usually consists of three steps, i.e. data 
collection and pre-processing, pattern mining as well as 
knowledge application. As a result, Web recommendation 
is actually the ultimate stage of the Web usage mining, 
i.e. application stage. The overview of Web usage mining 
and Web recommendation is depicted in Figure 1.  
2.1 Usage Data Model 
Prior to introducing Web usage mining technique, we 
briefly discuss the issue with respect to construction of 
usage data. In general, the exhibited user access interests 
may be reflected by the varying degrees of visits on 
different Web pages during one session. Thus, we can 
represent a user session as a weighted page vector visited 
by the user during a period. In this paper, we use the 
following notations to model the co-occurrence activities 
of Web users and pages: 
• { }1 2, , mS s s s=  : a set of m user sessions. 
• { }1 2, , nP p p p=  : a set of n Web pages. 
• For each user, the navigational session is 
represented as a sequence of visited pages with 
corresponding weights: { }
,1 ,2 ,, ,i i i i ns a a a=  , 
where aij denotes the weight for page jp visited in 
is user session. The corresponding weight is 
usually determined by the number of hit or the 
amount time spent on the specific page. Here, we 
use both of them to construct usage data from two 
real world data sets. 
• { }
,m n i jSP a× = : the ultimate usage data in the 
form of weight matrix with dimensionality of 
m n× . 
Generally, the element in the session-page matrix, ija , is 
the normalized weight associated with the page jp  in the 
user session si, which is usually determined by the 
number of hit or the amount time spent on the specific 
page. The session normalization is able to capture the 
relative significance of a page within one user session 
with respect to others pages accessed by same user. For 
example, Figure 2 depicts an usage snapshot from log file 
(Shahabi, Zarkesh et al. 1997; Xiao, Zhang et al. 2001). 
The element in the normalized session-page matrix is 
determined by the ratio of the visiting time on 
corresponding page to total visiting time, e.g. 
11 15 (15 43 52 31 44)*100 9.7a = + + + + = … and so on. 
 
 
Fig. 1. The overview of Web Mining and Web 
Recommendation system 
 
Fig. 2. A usage snapshot and its normalized session-
page matrix expression 
2.2 PLSA Model 
The PLSA model is based on a statistic model called 
aspect model, which can be utilized to identify the hidden 
semantic relationships among general co-occurrence 
activities (Hofmann 1999). Similarly, we can 
conceptually view the user sessions over Web pages 
space as co-occurrence activities in the context of Web 
usage mining to discover the latent usage pattern. For the 
given aspect model, suppose that there is a latent factor 
space { }1 2, , kZ z z z=   and each co-occurrence 
observation data ( , )i js p  is associated with the factor 
kz Z∈  by varying degree to kz .  In this manner, each 
usage data ( , )i js p  can convey the user navigational 
interest by mapping the observation data into the k-
dimensional latent factor space. The degrees to which 
such relationships are “explained” by each factor are 
represented by the factor-conditional probabilities. Below 
is some background of PLSA. We use  
following probability definitions to model usage data:  
• ( )iP s  denotes the probability that a particular user 
session is will be observed in the occurrences data,  
• ( | )k iP z s  denotes a user session-specific 
probability distribution on the unobserved class 
factor kz explained above,  
• ( | )j kP p z  denotes the class-conditional 
probability distribution of pages over the latent 
variable kz . 
Based on these definitions, we calculate probability of an 
observed pair ( , )i js p  by adopting the latent factor 
variable kz  as: 
)|()(),( ijiji spPsPpsP •=                         (1) 
( | ) ( | ) ( | )j i j i
z Z
P p s P P z P z s
∈
= •∑                          (2) 
By applying Bayesian formula, we obtain the probability 
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Following the likelihood principle, the total likelihood Li 
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where ( , )i jm s p  is the element of the session-page 
matrix corresponding to session is  and page jp . 
From knowledge of statistics, Expectation Maximization 
(EM) algorithm is an effective way to perform maximum 
likelihood estimation in latent variable model (Dempster, 
Laird et al. 1977). Usually, two steps namely Expectation 
(E) and Maximization (M) step are iterating in this 
algorithm, i.e. E step leads to calculate the posterior 
probabilities for the latent factors based on the current 
estimates of conditional probability; whereas M step 
results in updating the estimated conditional probabilities 
and maximizing the likelihood based on the posterior 
probabilities computed in the previous E-step, i.e. 
(1) In the E-step, we can simply apply Bayesian formula 
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)|(                (6) 
1) Main Movies: 20sec Movies News: 15sec NewsBox: 43sec 
Box-Office Evita: 52sec News Argentina:31 sec Evita: 44sec 
2) Music Box: llsec Box-Office Crucible: 12sec Crucible 
Book: 13sec Books: 19sec 
3) Main Movies: 33sec Movies Box: 21sec Boxoffice Evita: 
44sec News Box: 53sec Box-office Evita: 61 sec Evita : 31sec 
4) Main Movies: 19sec Movies News: 21sec News box: 38sec 
Box-Office Evita:61 sec News Evita:24sec Evita News: 31 
sec News Argentina: 19sec Evita: 39sec 
5) Movies Box: 32sec Box-Office News: 17sec News Jordan: 
64sec Box-Office Evita: 19sec Evita: 50sec 
6) Main Box: 17sec Box-Office Evita: 33sec News Box: 41 



































































),(                                           (9) 
Substituting equation (6)-(8) into (3) and (4) will result in 
the monotonically increasing of total likelihood Li  of the 
observation data. The executing of E-step and M-step is 
repeating until Li  is converging to a local optimal limit, 
which means the estimated results can represent the final 
probabilities of observation data. 
It is easily found that the computational complexity of 
this algorithm is ( )O mnk , where m is the number of user 
session, n is the number of page, and k is the number of 
factors. 
3 Identifying Web Page Category and Task-
Oriented Access Pattern 
As we discussed in section 2, note that each latent factor 
kz  do really represent specific aspect associated with co-
occurrence in nature. For each factor, the degree related 
to the co-occurrence is expressed by the factor-based 
probability estimate. From this viewing point, we, thus, 
can utilize the class-conditional probability estimates 
generated by the PLSA model and clustering algorithm to 
partition Web pages into various usage-based groups. 
Meanwhile, we can infer the latent factors by interpreting 
the meaning of “dominant” Web pages whose 
probabilities are exceeding the predefined threshold.  
3.1 Discovering Web Page Category 
Note that the set of ( | )k jP z p  is conceptually representing 
the probability distribution over the latent factor space for 
a specific Web page jp , we, thus, construct the page-
factor matrix based on the calculated probability 
estimates, to reflect the relationship between Web pages 
and latent factors, which is expressed as follows: 
,1 ,2 ,( , ,..., )j j j j kvp c c c=                                  (10) 
Where 
,j sc  is the occurrence probability of page jp  on 
factor sz . In this way, the distance between two page 
vectors may reflect the functionality similarity exhibited 
by them. We, therefore, define their similarity by 
applying well-known cosine similarity as: 
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With the page similarity measurement (11), we propose a 
modified k-means clustering algorithm to partition Web 
pages into corresponding categories. The detail of the 
clustering algorithm is described as follows: 
Algorithm 1 Clustering Web Page 
Input: the set of ( | )k jP z p , predefined threshold µ 
Output: A set of Web page categories and centroids 
1  { , ,  }PPCL PCL PCL=   
1. Select the first page 1p  as the initial cluster 1PCL  and 
the centroid of this cluster: 1 1{ }PCL p=  and 1 1Cid p= . 
2. For each page jp , measure the similarity between jp  
and the centroid of each existing cluster ( , )j isim p Cid  
3. If ( ), max( ( , ))j t j iisim p Cid sim p Cid µ= > , then insert 
jp  into the cluster tPCL  and update the centroid of 







= • ∑                        (12) 
where tPCL  is the number of sessions in the cluster 
Otherwise, jp  will create a new cluster itself and is 
the centroid of the new cluster. 
4. If there are still sessions to be classified into one of 
existing clusters or a session that itself is a cluster, go 
back to step 2 iteratively until it converges (i.e. all 
clusters’  centroid are no longer changed) 
5. Output { }pPCL PCL=   
In addition, note that ( | )j kP p z  represents the conditional 
occurrence probability over the page space corresponding 
to a specific factor, whereas ( | )k jP z p  represents the 
conditional probability distribution over the factor space 
corresponding to a specific page, which is expressed in 
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In such expression, we may consider that the pages whose 
conditional probabilities ( | )j kP p z  and ( | )k jP z p  are 
both greater than a predefined threshold µ can be viewed 
to contribute to one particular functionality related to the 
latent factor. Furthermore, we choose all pages satisfying 
aforementioned condition to form “ dominant”  page sets 
to characterize the latent factor. 
3.2 Identifying Task-Oriented Access Pattern 
Suppose that the conditional probability estimates are 
derived from the PLSA model as described above, we, in 
turn, utilize them to identify the user’ s underlying access 
task and to predict the potentially interested Web content 
to user in recommendation process. 
Since the user session is represented as a sequence of 
visited pages, we can capture the task sequence derived 
from clicked pages within the session accordingly. This 
aim is accomplished by computing the posterior 
probability of each task based on Bayesian updating 
approach, given that pages are independent on tasks. 
These posterior probabilities associated with the various 
tasks indicate the likelihood of user’ s underlying 
intention. The usage pattern, therefore, is characterized as 
a sequence of tasks with corresponding probabilities. By 
presetting an appropriate threshold, we choose all tasks 
whose posterior probabilities are greater than the preset 
value as a dominant task collection to reflect the user’ s 
initial intention. In section 5, we present two examples of 
task-oriented access pattern to illustrate how such task 
sequences are represented in terms of probability weights. 
4 Web Recommendation Based on Task-
Oriented access pattern 
The discovered task-oriented access pattern can actually 
reveal the user’ s intrinsic access intend associated with 
latent task factors. As a result, incorporating the identified 
sequence of dominant tasks with the task-based page 
categories derived from previous section will lead to 
discover the potential pages more likely to be visited or 
interested by the user in following period. The detailed 
algorithm of Web recommendation is described as 
follows: 
Algorithm 2 Web Recommendation 
Input: the active user session 
1 2, , , ,
i i i i
i t js p p p p P=< > ∈ , 
a set of estimated conditional probabilities ( | )j kP p z  and 
threshold. 
Output: the dominant task sequence corresponding to the 
user session 1{ , , }i itTL z z=  and the top-N 
recommendation pages { }rjRS p= . 
1. For each task 
kz Z∈ , which is independent on the 
pages, calculate the posterior probability of sz  given 
all pages in is  by employing Bayesian updating 
method (Russell and Norvig 1995): 




k i k j k
p S
P z s P z P p zα
∈
= ∏  
where α is a constant. 
2. Choose all tasks whose conditional probabilities are 
greater than a preset threshold as the dominant task 
sequence corresponding to the user session. 
{ | , ( | ) }k k k iTL z z Z P z s µ= ∈ >  
3. For each kz  in TL, incorporate it with the 
corresponding task-based page category, then compute 
the recommendation score for each page jp  as 
,
( ) ( | ) ( | ), ,
k j
j k i j k j k
z p
rs p P z s P p z p P z TL= ⋅ ∈ ∈∑
Note that the recommendation score will be 0 if the 
page is already visited in the current session 
4. Sort the computed recommendation scores from step 3 
in a descending order, i.e. 1( ( ), , ( ))r rnrs rs p rs p=  , 
and choose the N pages with the highest scores to 
construct the top-N recommendation set. 
1{ | ( ) ( ), 1, 2, , 1}r r rj j JRS p rs p rs p j N+= > = −  
5 Experiments and Evaluations 
In order to evaluate the effectiveness of the proposed 
method based on PLSA model and explore the discovered 
latent semantic factor, we have conducted preliminary 
experiments on two real world data sets. 
5.1 Data Sets 
The first data set we used is downloaded from KDDCUP 
(www.ecn.purdue.edu/KDDCUP/). After data 
preparation, we have setup an evaluation data set 
including 9308 user sessions and 69 pages, where every 
session consists of 11.88 pages in average. We refer this 
data set to “ KDDCUP data” . In this data set, the numbers 
of Web page hits by the given user determines the 
elements in session-page matrix associated with the 
specific page in the given session. 
The second data set is from a academic Website log files 
(Mobasher 2004). The data is based on a 2-week Web log 
file during April of 2002. After data pre-processing stage, 
the filtered data contains 13745 sessions and 683 pages. 
The entries in the table correspond to the amount of time 
(in seconds) spent on pages during a given session. For 
convenience, we refer this data as “ CTI data” .   
Discovery of latent task factor with PLSA model has 
been  investigated in our previous work (Xu, Zhang et al. 
2004). In this part, we just present the experimental 
results in terms of Web page category, task-oriented 
access pattern as well as the evaluation of 
recommendation. 
5.2 Examples of Web Page Categories 
At this stage, we utilize aforementioned clustering 
algorithm to partition the Web pages into various clusters. 
By analysing the discovered clusters, we may conclude 
that many of groups do really reflect the single user 
access task; whereas others may cover two or more tasks, 
which may be relevant in nature. As indicated above, the 
former can be considered to correspond to the intuitive 
latent factors, and the latter may reveal the “ overlapping”  
relationships in content among Web pages. 
In Table 1, we list three Web page groups out of total 
generated groups from KDDCUP data set, which is 
expressed by top ranked page information such as page 
numbers and their relative URLs as well. It shows that 
each of these three page groups reflects sole usage task, 
which is consistent with the corresponding factor 
depicted in Table 1 of (Xu, Zhang et al. 2005). Table 2 
illustrates two Web page groups from CTI data set 
correspondingly. In this table, the upper row lists the top 
ranked pages and their corresponding content from one of 
the generated page clusters, which reflect the task 
regarding searching postgraduate program information, 
and it is easily to conclude that these pages are all 
contributed to factor #13 displayed in Table 2 of (Xu, 
Zhang et al. 2005). On the other hand, the listed 
significative pages in lower row in the table involve in the 
“ overlapping”  of two dominant tasks, which are 
corresponding to factor #3 and #15 depicted in Table 2 of 
(Xu, Zhang et al. 2005). 
Table 1. Examples of Web page groups from 
KDDCUP 



































































Table 2. Examples of Web page groups from CTI 



































Note that with these generated Web page categories, we 
may make use of these intrinsic relationships among Web 
pages to reinforce the improvement of Web organization 
or functionality design. For example, the instrumental and 
suggestive task list based on the discovered page groups 
can be added into the original Web page as the means of 
Adaptive Web Site Design, to provide better service to 
users. 
5.3 Examples of Task-Oriented Usage Patterns 
As described in section 4, we exploit the posterior 
probability derived from PLSA model to identify the 
task-oriented usage pattern and predict the user’ s 
potentially visited Web pages by combining the task-
oriented page categories into recommendation process. In 
the following table, we demonstrate two examples of 
derived task-based usage patterns through employing 
algorithm 2 on two real user sessions from KDDCUP and 
CTI dataset respectively. We list the active user sessions 
as well as tasks model derived from their sessions. 
From the table, it is easily found that the two users have 
visited 10 and 11 pages respectively during their 
browsing period. The task-based usage patterns as well as 
their corresponding probabilities are depicted in the third 
and fourth column of the table. The upper part of the table 
shows that the user’ s activity actually involves in multiple 
purposes. However, the user’ s main intention is to 
perform online shopping as the probability of task #6 is 
significantly greater than the occurrence probabilities of 
other tasks. Therefore, we conclude that the dominant 
theme of first user’ s behaviour is actually locating on task 
#4. 
Table 3. Examples of Task-Oriented Usage Pattern 












Online shopping (#6) 
Product Legcare (#2) 
Boutique (#9) 
Department search (#1) 



















Postgrad Program (#13) 
0.63 
0.37 
For another user, we can find that the user was mainly 
conducting two tasks, i.e. task #4 and task #13. 
Incorporating the derived task model in table 1, we can 
further identify that task #4 represents prospective 
students searching for admission information, such as 
requirement, orientation etc., whereas task #13 reflects 
the activity of those students who are particularly 
interested the postgraduate programs in IT discipline. 
Unlike the first user, the second user clearly exhibits the 
cross-interest as the difference of the two corresponding 
probabilities is not quite significant.  
Once the task model of user is identified, it is further 
utilized to recommend user preferred content accurately 
5.4 Evaluation Metric for Web Recommendation 
From the view of the user, the effectiveness of the 
proposed approach is evaluated by the precision of 
recommendation. Here, we exploit a metric called hit 
precision (Mobasher, Dai et al. 2002) to measure the 
effectiveness in the context of top-N recommendation. 
Given a user session in the test set, we extract the first j 
pages as an active session to generate a top-N 
recommendation set via the procedure described in 
section 4. Since the recommendation set is in descending 
order, we then obtain the rank of 1j +  page in the sorted 
recommendation list. Furthermore, for each rank 0r > , 
we sum the number of test data that exactly rank the rth  
as ( )Nb r . Let
1
( ) ( )r
i
S r Nb i
=
=∑ , and ( ) /hitp S N T= , 
where T  represents the number of testing data in the 
whole test set. Thus, hitp stands for the hit precision of 
Web recommendation process. 
Table 4 gives the effectiveness of recommendation in 
terms of hit precision. From the table, it is shown that 
bigger the N number is, higher the hitp value is.  In most 
case, the hit precision parameters are larger than 30%.  
Table 4. The Results of Recommendation Hit 
Precision  
N 5 6 7 8 9 10 11 12 
hitp 0.17 0.19 0.20 0.22 0.27 0.30 0.32 0.33 
N 13 14 15 16 17 18 19 20 
hitp 0.34 0.35 0.36 0.36 0.37 0.37 0.37 0.38 
6 Conclusion and Future Work 
Web transaction data between Web visitors and Web 
functionalities usually convey user task-oriented behavior 
pattern. As a result, there is an increasing demand to 
develop techniques that can not only discover user task-
oriented usage patterns, but also provide more benefits 
for recommend user more interested or preferred content  
In this paper, we have developed a Web recommendation 
technique by exploiting the knowledge of usage pattern 
from Web usage mining process based on PLSA model. 
With the proposed probabilistic method, we can measure 
the co-occurrence activities (i.e. user session) in terms of 
probability estimations to capture the underlying 
relationships among users and pages. Analysis of the 
estimated probabilities leads to build up task-oriented 
usage patterns and Web page categories, identify the 
hidden factors conceptually representing user interests or 
tasks. The discovered usage patterns can result in 
improvement of Web recommendation. We demonstrate 
the usability and effectiveness of our technique through 
experiments performed on the real world datasets. 
Our future work will focus on the following issues: we 
intend to conduct experimental work on more datasets to 
validate the scalability of our approach. Meanwhile we 
plan to develop other machine learning algorithms to 
improve the accuracy of Web recommendation. 
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