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In thermal equilibrium, the fluctuation-dissipation theorem relates the linear response and corre-
lation functions in a model and observable independent fashion. Out of equilibrium, these relations
still hold if the equilibrium temperature is replaced by an observable and frequency-dependent pa-
rameter (effective temperature). When the system achieves a long time thermal state all of these
effective temperatures should be equal and constant. Following this approach we examine the long
times regime after a quantum quench in a system with bipartite entanglement in which the asymp-
totic values of the observable are compatible with the ones obtained in a Gibbs ensemble. We observe
that when the initial entanglement is large, and for a large range of (intermediate) frequencies, the
effective temperatures corresponding to the analyzed local and non-local operators approach an
approximate constant value equal to the temperature that governs the decay of correlations. Still,
the residual frequency dependence in the effective temperature, and the differences observed among
observables discards strict thermalization.
I. INTRODUCTION
A series of experiments with ultra cold atoms carried
out in the last decade1–7 exhibited absence of dissipation
in the many-particle system and therefore essentially uni-
tary time evolution on long time scales. This motivated
a great deal of activity involving the study of the dynam-
ics of interacting quantum systems that are driven out of
equilibrium by preparing them in an initial state that is
not in the eigenbasis of the Hamiltonian. Several inter-
esting problems arise in these systems such as the ther-
malization mechanisms in integrable and non-integrable
models (see Refs. 8–10 and references therein) and more
generally the emergence of thermodynamics in isolated
systems.
Much of the theoretical effort has been devised to in-
vestigate exactly solvable models and integrable systems,
which are special since the large number of integrals of
motion that constrain the nonequilibrium dynamics are
believed to preclude the relaxation to thermal equilib-
rium. Instead, in many cases the long-times steady state
is captured by a statistical description based on a gen-
eralized Gibbs ensemble (GGE)11 which results from the
maximization of the entropy subjected to the constraints
imposed by the conserved quantities. In such a descrip-
tion a different temperature is associated with each con-
served quantity.
Interestingly, it was shown in Refs. 12 and 13 that cer-
tain kinds of initial states can lead to asymptotic values
of the observables whose GGE description is essentially
indistinguishable from the one computed with a stan-
dard thermal Gibbs ensemble. This effect turns out to
be generic for integrable models that can be mapped onto
quadratic, bosonic or fermionic models and initial states
for which two sets of modes are strongly entangled14.
However, the GGE cannot reproduce the behavior of all
observables15, and in particular it fails to capture energy
fluctuations. Therefore, the effective temperature that
emerges from the standard Gibbs distribution descrip-
tion characterizes the asymptotic thermal correlations
and constitute a measure of the entanglement between
the eigenmodes in the initial state, but does not have the
usual thermodynamic meaning.
One important relation in equilibrium statistical me-
chanics both quantum and classical is the Fluctuation-
Dissipation theorem (FDT), that relates linear response
and correlation functions in a model and observable-
independent fashion. Even though the FDT is strictly
valid for systems in thermodynamic equilibrium, in many
out-of-equilibrium situations, the FDT turns out to be
more relevant for the analysis of thermalization issues
than the functional decay of observables16. It was shown
to hold out of equilibrium after relaxation, in both non-
integrable17,18 and integrable17 systems. However, in the
latter case only a basic form of it holds, implying that
the way in which deviations from equilibrium states origi-
nated in external perturbations and random fluctuations
dissipate in time are related, but a detailed balancing
relation between the probabilities of energy absorption
and release involving only the temperature of the system
breaks down. Still, it is possible to define an effective
temperature from the FDT19 in the context of quantum
quenches as was done for example in integrable models
such as the Luttinger model20,21 and the transverse field
Ising chain22,23. The effective temperatures defined in
this way depend on the momentum and frequency being
considered and more important, change according to the
observable under study.
In this work we analyze how these ideas apply in the
context of a quantum quench for which two sets of modes
are strongly entangled in the initial state and that as a
consequence exhibits signs of thermalization in the de-
cay of their correlations. We compute dynamic correla-
tion functions of local and non-local operators in a model
that is describable in terms of free fermions, from which
we extract effective temperatures by forcing the FDT.
We show that all the effective temperatures obtained for
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2local operators have a well defined limit (at least in a
certain range of frequencies) when the initial entangle-
ment is strong, that is given by the effective temperature
of the system after relaxation. On the other hand, effec-
tive temperatures extracted from correlatons of non-local
operators exhibit a similar behavior, but its frequency de-
pendence at large values of the initial entanglement show
small deviations from that limit.
The rest of this article is organized as follows: In sec-
tion II we present the model (a 1D hard-core boson in
presence of a superlattice potential) and the known re-
sults in the generalized Gibbs ensemble. In section III
we study the dynamic two-time correlation functions of
Fermi, density and non-local operators. In section IV we
introduce the concept of fluctuation-dissipation relations
(FDRs) and compute effective temperatures for the op-
erators analyzed in the previous section. In section V we
present our conclusions and discuss some implications of
our work.
II. THE MODEL
Let us consider a model that describes a system of
hard-core bosons in one dimension that initially move in
the presence of a superlattice potential. After performing
a Jordan-Wigner transformation, this model maps onto
the following Hamiltonian
H0 = −
L∑
j
f†j fj+1 + h.c.+ ∆
L∑
j
(−1)jf†j fj , (1)
written in terms of noninteracting spinless fermions cre-
ation fj and destruction f
†
j operators at site j (j =
1, . . . , L, for a lattice of L sites). Periodic boundary
conditions (b.c.) in the bosonic model translate into ei-
ther periodic or antiperiodic b.c. in the corresponding
fermionic model depending on whether the number of
bosons (fermions) in the system N is odd or even, while
open b.c map into open boundary conditions. The system
is driven out of equilibrium by preparing it in an initial
state in contact with a thermal reservoir at a temperature
T , i.e., it is described by a density matrix ρ0 = Z
−1eH0/T
(such that Tr ρ0 = 1). For t > 0, the superlattice poten-
tial is switched off and the system evolves unitarily with
a Hamiltonian H obtained from H0 by setting ∆ = 0.
Let us first recall the results of Ref. 14 and show that
correlation functions acquire a thermal form for long
times. After Fourier transforming, H0 and H become
H0 = H + ∆
∑
k
(
f†k+pifk + f
†
kfk+pi
)
(2)
and
H =
∑
k
ωk
(
f†kfk − f†k+pifk+pi
)
, (3)
where ωk = −2 cos k and −pi/2 6 k 6 pi/2. The exis-
tence of the coupling ∆ in H0 implies that in the initial
state there are correlations (i.e. bi-partite entanglement)
between the eigenmodes at k and k+pi, i.e. 〈f†k+pifk〉 6= 0.
A Bogoliubov rotation finally renders H0 diagonal with
dispersion Ek =
√
ω2k + ∆
2.
Dephasing makes static correlations at long times to
be described by a GGE density matrix that is obtained
using the maximum entropy principle taking into account
that the system dynamics is constrained by the existence
of the set of integrals of motion given by Ik = f
†
kfk (and
Ik+pi = f
†
k+pifk+pi (with k restricted to the first Brioulin
zone). The GGE density matrix thus obtained reads:
ρGGE =
1
ZGGE
exp
{
−
∑
k
λk
(
f†kfk − f†k+pifk+pi
)}
,
(4)
where, at T = 0 for simplicity,
λk = log
Ek + ωk
Ek − ωk . (5)
For ∆ ωk, Ek can be approximated by ∆ and therefore
λk = 2ωk/∆. Thus, the GGE density matrix, equation
(4), reduces to a standard Gibbs ensemble with temper-
ature TGeff = ∆/2 and the system exhibits thermal corre-
lations.
III. DYNAMIC CORRELATIONS
In this section we present our results for the dynamic
correlations of several quantities relevant for our model.
We study (anti)symmetrized two-time correlations of two
operators A and B in the Heisenberg representation,
AH(t) = e
iHtAe−iHt,
CAB± (t, t0) = 〈[A(t+ t0), B(t0)]±〉, (6)
where [X,Y ]± = (XY ± Y X)/2 and 〈· · · 〉 represents the
trace over the initial state ρ0. Without loss of generality
we consider operators with zero mean value, i.e. O(t) =
O(t)−〈O(t)〉. We focus on the (anti)symmetric correlator
C+(C−) and the retarded (or linear response) function,
which can be constructed by using C±
RAB± (t, t0) = 2iθ(t)C
AB
± (t, t0). (7)
RAB± vanishes for t < 0 respecting causality. In thermal
equilibrium it is related to the correlation function CAB±
by means of the fluctuation-dissipation theorem (FDT)
explained in section IV. While the usual (bosonic) FDT
involves R− and C+, a fermionic version can be con-
structed by using R+ and C−. We examine these func-
tions in time domain in section III A, and in the frequency
domain in section III B. The latter is in turn used to com-
pute the effective temperature for each pair of operators.
A. Time dependence
Before starting with the specific two-time correlators
calculation, we remark some aspects of the procedure
3followed and state general results. We are concerned with
the computation of the two-time correlation functions
CA±,(n,m)(t, t0) = 〈[An(t+ t0), Am(t0)]±〉, (8)
where the subindices n,m represent the position in the
lattice and An are generic operators. The mean value
〈· · · 〉 is taken over the ground state of the system be-
fore the quantum quench, i.e. the ground state of H0:
ρ0 = |ψ0〉 〈ψ0|. We work in the thermodynamic limit
L → ∞ which we impose by taking the analytic limit
or considering a system of L = 1000 lattice sites in the
case of numerical results. In the limit t0 → ∞, cor-
relation functions reach a stationary regime, in which,
as in equilibrium, they only depend on the time differ-
ence t: CA±(t, t0 → ∞) = CA±(t). This regime is rele-
vant for extracting effective temperatures and is imposed
analytically, by using the Riemann-Lebesgue lemma, or
numerically, by taking t0 = 100. Within the thermo-
dynamic limit and the stationary regime the linear re-
sponse function R± and correlator C± of all the oper-
ators studied in this paper, show an independence on
specific site n and m for periodic boundary conditions;
they only depend on the site difference l = n − m,
CA±,(n,m)(t, t0 → ∞) = CA±,l(t). In the case of open b.c,
this rule does not apply, but is nearly fulfilled by taking
n and m near the center of the lattice.
We shall study the time dependence of C± and R±
for several operators in the limits mentioned above, ana-
lyzing their dependence with site difference l, the initial
superlattice potential strength ∆ and initial temperature
T .
1. Local Operators
Let us start by studying the quasiparticle Fermi op-
erator fn correlation functions. Following the definition
(6), we shall consider
Cf±,(n,m)(t, t0) = 〈
[
fn(t+ t0), f
†
m(t0)
]
±〉, (9)
where we shall employ C+ to build the linear response
(retarded) function R+. As we mentioned before, in the
thermodynamic (L → ∞) and stationary (t0 → ∞) lim-
its, these functions have only dependence on t0 and the
lattice site difference l = n − m. In these regimes, the
linear response function R+ results
Rf+,l(t) =
{
−tθ(t)1F˜2
(
1; 3−l2 ,
3+l
2 ;−t2
)
l odd
iθ(t)1F˜2
(
1; 2−l2 ,
2+l
2 ;−t2
)
l even
(10)
where 1F˜2 represents a generalized (regularized) hyperge-
ometric function. Interestingly, Rfl is independent of ∆
which may lead to the conclusion that in the stationary
regime the initial state correlations have been lost. Nev-
ertheless, some information remains as Rf is different for
even and odd site difference, which is a consequence of
the different translational symmetries of H and H0. On
the other hand, the antisymmetric correlator Cf− in the
stationary regime,
Cf−,l(t) =
pi/2∫
−pi/2
dk
4pi
cos(kl)
ωk
(
e−iωkt − eipileiωkt)√
ω2k + ∆
2
(11)
does depend on the supperlatice potential. In Fig. 1
we plot the real and imaginary parts of the response R+
and antisymmetric correlator C− for different values of
site difference l. We observe that both functions are real
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FIG. 1. Correlation functions for the Fermi operators varying
the site difference l with ∆ = 1. In the panels (a) and (c) we
show the real and imaginary part of Cf , respectively, while in
the right panels (b) and (d) the same information is displayed
for the response function Rf .
or pure imaginary for odd l or even l, respectively. Also,
we notice the presence of the so-called light-cone effect24,
in which the functions are expected to be constant up
to a time te = l/ve (l/2 in this case) where ve is the
quasiparticle (excitation) velocity. On the other hand,
the change in ∆ reduces the amplitude of Cf−. Moreover,
for large ∆,
Cf−,l(t) ≈
−
√
pi2F˜3(1, 32 ;
1
2 ,
3−l
2 ,
3+l
2 ;−t2)
2∆ l odd
− it1F˜2(1;
2−l
2 ,
2+l
2 ;−t2)
∆ l even,
(12)
while the long time behavior is well represented by
Cf−,l(t) ≈
α√
t
Il cos (2t+ φl) , (13)
where α = α(∆), φl a phase that depends on the site
difference and Il = i for even l and Il = 1 in other case.
The decay rate is universal (t−1/2), clearly independent
4from l or ∆. Both R and C in the stationary regime,
show the same decay rate as the density and one time
〈f†−l(t)fl(t)〉 correlation functions. As we shall see, the
rather simple structure of the Fermi operator correlation
functions will allow us to extract a simple expression for
the effective temperature, which coincides with the one
expected in the GGE.
At this point one wonders whether the properties ob-
served above are unique of the quasiparticle correlations
or manifest in other type of correlation functions. For in-
stance, we shall consider the case of the density-density
correlator,
Cn+,l(t, t0) = 〈[nn(t+ t0), nm(t0)]±〉. (14)
As ni(t) is a bosonic operator, we study the usual cor-
relation functions R− and C+. Fig. 2 shows the ∆ and
lattice site difference l dependence of these functions in
the stationary regime. Both functions show a t−1 univer-
sal decay,
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FIG. 2. Density-density two-time correlation functions. Figs.
(a) and (b) show the site difference dependence for ∆ = 1
(Cn+ in (a), R
n
− in (b)). The change in ∆ for C
n
+ (c) and
Rn− (d) with l = 0. In the double logarithmic scale plot (d)
the dashed lines represent a t−1 decay, compatible with both
correlators.
Cn+,l(t) ≈
αc
t
(β + sin 4t) (15)
Rn−,l(t) ≈
αr
t
cos 4t (16)
for the t  1 regime, which is also shown by the out
of equilibrium one time density correlation 〈nl(t)nj(t)〉.
The light-cone effect is also present. As in the previous
correlators an increase in the initial superlattice potential
intensity decreases the correlation functions amplitude.
In the large ∆ limit, both functions can be written as
the product of hypergeometric functions:
Cn+,l(t) ≈(−1)l(P 2l (t) + Z2l (t)) (17)
Rn−,l(t) ≈− 4i(−1)lθ(t)Pl(t)Zl(t) (18)
where Pl represents 1F˜2
(
1; 1− l2 , 1 + l2 ;−t2
)
/2 for even
l and −1F˜2
(
1; 3−l2 ,
3+l
2 ;−t2
)
it/2 for odd l whereas Zl
is −1F˜2
(
2; 2− l2 , 2 + l2 ;−t2
)
it/∆ when l is even and
−2F˜3
(
1, 32 ;
1
2 ,
3−l
2 ,
3+l
2 ;−t2
)√
pi/2∆ in the other case.
2. Non-local operators
The last set of operators we shall consider are the hard-
core bosons creation and annihilation non-local operators
bn and b
†
m written in terms of the local operators as
bn =
m−1∏
j=1
(1−2f†j fj)fm, b†m = f†m
m−1∏
j=1
(1−2f†j fj). (19)
Non-local two-time correlations have been already stud-
ied in Refs. 22, 23, and 25 for the quantum Ising model in
a transverse magnetic field. In these papers the computa-
tion 〈σxn(t+ t0)σxm(t0)〉 involves calculating the four-spin
correlation function done by means of a 2L× 2L To¨plitz
determinant. The two-spin correlator is then recovered
by taking the thermodynamic limit and making use of the
cluster property. For our model, the fermionic Hamilto-
nian (equation (1)) does not contain anomalous terms
and therefore we can make use of a simpler straight-
forward approach. We start by defining the hermitian
combination Bi = bi + b
†
i and considering the two-point
correlation functions CB± ,
CB± (t, t0) = 〈[Bn(t+ t0), Bm(t0)]±〉 (20)
from which we can calculate the response function. We
observe that only one of the two terms in equation (20)
is needed, as CB+ = Re〈BnBm〉 and CB− = i Im〈BnBm〉.
Using the definition, we obtain
〈Bn(t)Bm(t′)〉 = 〈bn(t)b†m(t′)〉+ 〈b†n(t)bm(t′)〉 (21)
since the remaining terms vanish. The first term in equa-
tion (21) can be computed by extending the approach
presented in Ref. 26 for different times. We can write
〈Ψ| bn(t)b†m(t′) |Ψ〉 = 〈Ψ(t)| bne−iHteiHt
′
b†m |Ψ(t′)〉
(22)
where b†m(bn) can be mapped to fermions by the equation
(19) and Ψ(t) is the time evolved ground state:
|Ψ(t′)〉 =
N∏
ν=1
e−iHt
′
c†ν |0〉 =
N∏
ν=1
e−iHt
′
c†νe
iHt′e−iHt
′ |0〉
=
N∏
ν=1
L∑
j=1
f†jϕν(j, t
′) |0〉 (23)
5where c†ν are the operators that render H0 diagonal and
ϕν(j, t
′) the time dependent eigenfunctions of H0. Then
b†m |Ψ(t′)〉 = f†m
m−1∏
j=1
(1− 2f†j fj)
N∏
ν=1
L∑
j=1
f†jϕν(j, t
′) |0〉 .
Then we define a L × N matrix P (t′) with elements
ϕν(j, t
′). Then the action of b†m on |Ψ(t′)〉 amounts to
change the signs of elements Pjν with j ≤ m − 1 and
the further creation of a particle at site m implies the
addition of a column to P with elements Pi,N+1 = δim.
Thus, we can write
eiHt
′
b†m |Ψ(t′)〉 =
N+1∏
ν=1
L∑
j=1
f†j (t
′)P ′jν(t
′) |0〉 (24)
=
N+1∏
ν=1
L∑
i=1
f†i Qiν(t
′) |0〉 (25)
where P ′ is obtained by changing the required signs and
adding the new column, and Q(t′) = eiht
′
P ′(t) is again
a L×N matrix, where h is the matrix representation of
the Hamiltonian H. Hence, we can rewrite equation (22)
as
〈Ψ| bn(t)b†m(t′) |Ψ〉 = detQ†(t)Q(t′) (26)
= detP ′†n (t)e
−ih(t−t′)P ′m(t
′). (27)
The second term in the correlator (21) is more involved
since we can no longer create a new column in P as
the fermionic creation and destruction operators are per-
muted with respect to the ground state operators,
〈b†n(t)bm(t′)〉 =
N∏
µ,ν=1
L∑
j,l=1
ϕ∗µ(l, t)ϕν(j, t
′)×
〈0| fl · · · f†ne−iH(t−t
′)fm · · · f†j |0〉 (28)
We circumvent this issue by employing the following
property: Calling τ = t− t′:
f†ne
−iHτfm =e−iHτf†n(τ)fm = e
−iHτ
N∑
j=1
f†j (e
ihτ )jnfm
= −e−iHτfmeiHτf†ne−iHτ + e−iHτ (eihτ )mn (29)
Then 〈b†n(t)bm(t′)〉 can be written as
〈b†n(t)bm(t′)〉 = detP †n(t)e−ih(t−t
′)Pm(t
′)
− detOm†n (t, t′)Onm(t′, t) (30)
where Pm is P
′
m with no additional column and O
n
m is a
L×N + 1 matrix defined by
Onm(t
′, t) =
{
(eiht
′
Pm(t′))jν for ν = 1, . . . , N
(eiht)jn for ν = N + 1
(31)
for j = 1, . . . , L. We can recover 〈Bn(t + t0)Bm(t0)〉 by
adding expressions (27) and (29) and taking t′ → t0 and
t→ t+t0. Thus, for our model, this approach reduces the
computation of non-local correlations to the evaluation
of (N + 1) × (N + 1) matrix determinants, instead of
determinants of 2L × 2L To¨plitz matrices. We compute
the non-local correlation function using a system with
1000 lattice sites with open-boundary conditions, half-
filled (N = L/2) and taking t0 = 100 as the stationary
limit. In Fig. 3 we show the results obtained for C+
(3a) and linear response function (3b). These functions
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FIG. 3. Non-local two-time correlation functions. Figs. (a)
and (b) show the site difference dependence for CB+ and the
∆ dependence in RB−, respectively. In the insets the same
information in semi logarithmic axis along with exponential
decays. The insets also present the exponential decay con-
stants γc(∆) and γr(∆) respectively.
present an exponential decay whose rate depends on the
initial superlattice potential ∆, and is independent of the
lattice difference (shown in the insets of Figs. 3a and 3b).
The long time behavior is well fitted by
CB+,l(t) =αce
−γct
(
βc +
sin(2t+ φ)√
t
)
(32)
RB−,l(t) =αre
−γrt
(
βr +
sin(2t+ φ)√
t
)
(33)
i.e, damped oscillations modulated by an exponential de-
cay dictated by γi = γi(∆).
3. Initial state at finite temperature
We extend our analysis to the case in which the initial
state is a thermal state with temperature T , described
by ρ0 = exp(−H0/T )/Z, which involves working in the
6grand canonical ensemble (GCE). This raises a new prob-
lem as the border terms f†LfL+1 are treated by imposing
(anti-)periodic boundary conditions which depend on the
number of particles N in the system, and N is not fixed
in the GCE. One possible workaround could be to cal-
culate the correlations using open boundary conditions,
but this approach complicates the analytical results. We
address this issue by keeping the simplicity of analyti-
cally calculated periodic boundary conditions correlators
and checking the relevance of the border terms comparing
these results with the ones obtained by solving the prob-
lem numerically with open-boundary conditions (shown
as dots in Fig. 4). We checked the independence of the
boundary conditions for the correlators in the zero tem-
perature case far from the lattice borders.
Following the zero temperature analysis done before,
we start by studying the Fermi operator correlators. We
compute Cf±,l(t, t0) = 〈
[
fn(t+ t0), f
†
m(t0)
]
±〉 where 〈· · · 〉
now represents Tr[ρ0 · · · ]. In the thermodynamic limit
and stationary regime the R+ correlator is the same as
in the zero temperature case (equation (10)), i.e. it has
neither ∆ nor initial temperature dependence. The dif-
ferences between this result and the one obtained numer-
ically with open boundary conditions are negligible. The
temperature T and superlattice potential ∆ dependences
are only contained in the linear response function
Cf−,l(t, T ) =
pi/2∫
−pi/2
dk I tanh(
√
ω2k + ∆
2/2T ), (34)
where I represents the integrand in equation (11). In
Figs. 4a and 4b we show this function (solid lines) and
the numerical calculations (dots) varying the reservoir
temperature T . The agreement of both calculations, peri-
odic and open boundary, shows that the border terms are
not significant. We notice that the limit T → 0 is well de-
fined as we recover the zero temperature result. Varying
the initial temperature has a similar behavior in C− as
changing the supperlattice potential strength ∆. More-
over, the large T limit as in the Fermi case is identical to
∆ 1 regime (equation (12)) taking ∆ = 2T , while the
strong insulator limit is the same as in the T = 0 case.
Furthermore, for large time difference (t 1) it has the
same behavior as in zero temperature, shown in equation
(13), with α = α(∆, T ).
The analysis of density-density correlators with an ini-
tial thermal state, shown in Figs. 4c and 4d, shows sim-
ilar features than the Fermi correlators. The effect of
rising T is similar to the one produced by increasing ∆
and the high temperatures limits is well described by
equations (17) and (18) taking ∆ = 2T . As in the Fermi
case, open (dots) and periodic boundary (lines) condi-
tions correlators coincide, showing that the border terms
do not play an important role in the studied correlations.
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FIG. 4. Initial temperature dependence of the two-time cor-
relators. Figs. (a) and (b) show the C− correlator for Fermi
operators with different site difference, while (c) and (d) are
C+ and R− for density operators. In both cases ∆ = 1 and
l = 0. The solid lines represent periodic boundary conditions
while the dots are open boundary conditions correlators.
B. Frequency dependence
In this section we analyze the frequency dependence of
the correlation calculated in section III A. More specif-
ically, we study the Fourier transform of the linear re-
sponse function imaginary part and the (anti-)symmetric
correlator in the stationary and thermodynamic lim-
its, both of the functions related by the fluctuation-
dissipation theorem. Following the order established in
section III A, we start by analyzing the simpler Fermi cor-
relations, whose linear response function imaginary part
in the frequency space is
ImRf+,l(ω) = θ
(
1− ω2/4) eipilTl(ω/2)√
1− ω2/4 , (35)
where Tn(x) are the Chebyshev polynomials of the first
kind and degree n. The higher contribution to R+ comes
from frequencies from the bands’ edge (ω ≈ ±2), while
the Tn polynomials mostly modify the center of the band
as the site difference l increases. Furthermore, the anti-
symmetric correlator is
Cf−,l(ω) = ImR
f
+,l(ω)
ω√
ω2 + ∆2
, (36)
which shows the same bandwidth and functional depen-
dence in l. The main effect of increasing the supperlatice
potential strength is to reduce the contribution of the fre-
quencies in the center of the band to C−. Since ImR+ can
be factorized from C−, the effective temperature can be
easily extracted (see equation (48)). On the other hand,
7when the system is in contact with a thermal reservoir
the temperature dependence appears in Cf− through a
multiplicative factor,
Cf−,l(ω, T ) = C
f
−,l(ω) tanh
√
ω2 + ∆2
2T
. (37)
Even though it clearly modifies the response function, the
main consequence of rising the temperature of the initial
reservoir is similar to the one produced by increasing ∆:
decreasing the contribution of the low frequency modes
in the correlation function as T →∞. As expected from
the results shown in section III A 3, the linear response
function is independent of T , coinciding with equation
(35).
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FIG. 5. Density and non-local correlators in frequency space.
Panel (a) and (b) show the density symmetric correlator and
linear response imaginary part for different ∆ values. Panels
(c) and (d) present the same functions for non-local operators.
In all the cases l = 0.
Next, we study the frequency dependence of the den-
sity and non-local correlations in the thermodynamic
limit and stationary regime, by performing a discrete
Fourier transform over the time-dependent correlators in
t ∈ [0, 100] with a time interval τ = 0.25. In Fig. 5 we
plot these functions, only showing the positive frequency
sector as both functions have definite parity (C+ is even
and ImR− is odd). Both density correlators (Figs. 5a
and 5b) present a contribution from frequencies between
−4 ≤ ω ≤ 4. For small values of ∆ the contribution of
higher frequencies to Cn+ is important, but as the initial
potential increases the lower frequency modes become
more relevant. In the case of ImRn−, the amplitude seems
to be inversely proportional to ∆, decreasing the contri-
bution of all frequency modes for higher potential val-
ues. Finally, the non-local correlators present a different
panorama, as both functions amplitude decrease as the
frequency increases. Analyzing the variation with ∆, we
notice that the symmetric correlator remains almost un-
changed, only becomes smoother with this change. The
linear response imaginary part presents a peak around
ω ∼ 1.3, which reduces its amplitude and shifts to higher
frequencies as the initial superlattice potential rises. The
frequency-dependent correlators obtained in this section
shall be employed in the calculation of effective temper-
ature, depicted in section IV A.
IV. EFFECTIVE TEMPERATURES FROM
FDRS
In this section we compute the effective temperatures
from the correlators studied in section III, analyzing
both zero and finite temperature initial states. Let us
start by stating some generalities of the fluctuation-
dissipation theorem (FDT). For typical observables hav-
ing bosonic properties, the correlation function C− is
used to construct the retarded function RAB− (t, t0) =
2iθ(t)CAB− (t, t0), while, in the case of Fermi opera-
tors which do not commute, the retarded function
is defined employing the commutator, RAB+ (t, t0) =
2iθ(t)CAB+ (t, t0). The FDT relates the functions R
AB
±
and CAB∓ in equilibrium at inverse temperature β. In the
frequency domain, where
RAB± (ω) =
∫ ∞
−∞
dteiωtRAB± (t), (38)
it takes the form
ImRAB± (ω) =
[
tanh
ωβ
2
]∓1
CAB∓ (ω). (39)
Before obtaining specific results for effective tempera-
tures from FDT for this model, let us state a general re-
sult valid for quasi-free systems whose static correlations
relax to the GGE. In this case dynamic correlations of
local operators are also asymptotically described by the
GGE17. By using a spectral decomposition in terms of
eigenstates of the Hamiltonian one can show that a ba-
sic form of the FDT holds out of equilibrium for long
times17:
− 1
pi
ImχAB (ω) = SAB(ω)− SBA(−ω). (40)
However, differently from the usual FDT for systems in
thermodynamic equilibrium, the negative SAB(ω) and
positive SBA(−ω) parts of the spectral function in gen-
eral are not simply related by SBA(−ω) = e−βωSAB(ω),
where β is the inverse temperature. We will show that
after relaxation from a quantum quench it is possible to
establish an analogous relation for correlations of quasi-
particle creation and destruction operators.
Consider a general bilinear Hamiltonian Hb =∑
i,j f
†
i hijfj where f
†
i and f
†
j are destruction and cre-
ation fermionic operators and h a symmetric matrix.
8Hb is diagonalized by a canonical transformation fj =∑
ν Uj,νfν , Hb =
∑
ν ενf
†
νfν where εν is the dispersion
relation. Consider the correlation function for the Fermi
field
Cij(t, t0) =〈fi(t+ t0)f†j (t0)〉 (41)
=
∑
µν
U∗iµUjνe−iεν(t+t0)eiεµt0〈fµf†ν 〉 (42)
where 〈. . .〉 is the initial state. Even though the correla-
tor 〈fµf†ν 〉 is not diagonal for initial states that are not
translation invariant, for rather standard conditions the
non diagonal contributions decay rapidly and vanish in
the thermodynamic limit27,28 which constitutes the way
by which dephasing takes place. In the specific model we
are analyzing, the eigenmode correlator is not diagonal
in momentum space, but the only contribution outside
the diagonal is the correlation between modes at k and
k + pi, 〈fkf†k+pi〉 = ∆/Ek. In the thermodynamic limit
these terms yield a smooth function of k and therefore
by application of the Riemann-Lebesgue theorem do not
contribute to Eq. (42):
lim
t0→+∞
Cij(t, t0) =
∑
µ
U∗iµUjµe−iεµt [1−N0(εµ)] (43)
where N0(εν) = 1/[e
λ(εν) + 1] are the mode occupations
in the initial state. From this correlator we can construct
the response and the correlation function, which in fre-
quency space read
ImR+(ω) =pi
∑
µ
U∗iµUjµδ(ω − εµ) (44)
C−(ω) =pi
∑
µ
U∗iµUjµδ(ω − εµ)[1− 2N0(εµ)] (45)
Therefore, both functions are related as
ImR+(ω) =
[
tanh
λ(ω)
2
]−1
C−(ω), (46)
and therefore we have a frequency-dependent effective
temperature 1/Teff(ω) = λ(ω)/ω. We notice that this
result is generic for initial states and quenches to quasi-
free models for which the long-times regime is captured
by the GGE.
A. Effective temperatures for local and non-local
operators
After obtaining this general result, we wish to explore
the effective temperatures extracted from the correlators
calculated for our model shown in section III. In general,
these can be written as
TABeff (ω) =
ω
2
arctanh−1
[(
ImRAB± (ω)
CAB∓ (ω)
)∓1]
. (47)
For out of equilibrium systems these temperatures usu-
ally depend on frequency and the operators studied.
However, if the system achieves a thermal state after long
times, all of the Teff should be equal and frequency inde-
pendent, at least for a value of t0 large enough.
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FIG. 6. Effective temperatures for the different autocorrela-
tion functions: density operators (Tneff(ω)) in Fig. (a), non-
local operators (TBeff(ω)) in Fig. (b) and density operators
(Tneff(ω, T )) for an initial thermal state in Fig. (c).
Let us start with the Fermi operators correlations,
whose effective temperature T feff can be calculated an-
alytically, being
T feff(ω) =
ω
2
arctanh−1
[
ω√
ω2 + ∆2
]
. (48)
Thus, we obtain a frequency dependent effective temper-
ature that is is independent of the site difference, even
though the correlation functions depend on this differ-
ence. Nevertheless, one can check the fidelity of T feff :
by reducing the size of the quench by taking ∆ → 0,
T feff → 0 and equilibrium is recovered. As we expected
from the general result above, T feff coincides with the tem-
perature calculated in the GGE (TGGEeff ) and therefore is
T feff ≈ ∆/2 in the ∆ 1 regime.
At this point the relevant question is whether these
characteristics are shared by the effective temperatures
9that correspond to other observables. In Figs. 6a and 6b
we show the temperatures obtained for the autocorrela-
tion functions (l = 0) of density and non-local operators,
respectively. As one could expect, they do not share the
same frequency dependence and are different from T feff .
However, as ∆ increases, the effective temperature from
density correlations smooths out and reduce its ampli-
tude approaching the value ∆/2 predicted by the GGE
temperature, as is shown in the inset of Fig. 6a. Al-
though in this regime the system seems to approach a
standard Gibbs ensemble with temperature T = ∆/2,
the remaining frequency dependence, as in the case of
T feff , discards thermalization. In the non local case (Fig.
(b)) the effective temperature seems to approach ∆/2 for
large values of ∆. However its deviations from this value
at intermediate frequencies are larger than in the local
case, and do not vanish in the limit ∆→∞.
When the system is connected with a thermal reservoir
before the quench, the properties of the effective tem-
peratures are quite similar to the ones above. For the
Fermi operators, the additional temperature dependence
in T feff(ω, T ) is given by an extra factor in the argument
of the hyperbolic arctangent,
T feff(ω, T ) =
ω
2
arctanh−1
ω tanh
(√
ω2+∆2
2T
)
√
ω2 + ∆2
 . (49)
As T feff(ω), it shows an independence on the site dif-
ference l. It also presents a well defined “equilibrium”
limit approaching T as ∆ → 0, while in the ∆  1
regime follows the GGE temperature. As expected by
the results in section III, the high temperature regime is
T feff(ω, T ) ≈ T , but as a residual frequency dependence
remains, a thermal state is not reached in this regime.
The density-density autocorrelation function, shown in
Fig. 6c, presents a similar panorama. Its frequency de-
pendence is different from the correlators above, although
as ∆ or T rises its value approaches ∆/2 or T , respec-
tively. Comparing Figs. 6a and 6c, it seems that one can
reach a state similar to a standard Gibbs state faster by
increasing the reservoir temperature than by rising ∆, as
the inset in Fig. 6c shows a smaller dispersion than the
inset in Fig. 6a. This can be explained by the initial
thermal reservoir, which favors an incoherent evolution
of the system. Nevertheless, the persistent frequency de-
pendence hints a non thermal state. We stress that the
system does not reach a Gibbsian unique temperature
state even after long times, as if it did, all the calculated
effective temperatures should be equal and constant.
V. SUMMARY
To conclude, we analyzed various dynamic correlation
functions, for local and non-local operators after a quan-
tum quench in an exactly solvable model in which the sta-
tistical description in terms of the GGE essentially leads
to the emergence of thermal correlations. This is due to
the existence of bi-partite eigenmode entanglement and a
gap in the spectrum of the Hamiltonian that describes the
initial state. For these correlations, the imposition of the
FDT in the non-equilibrium context leads to the appear-
ance of an effective temperature depending on frequency
(and eventually momentum or position) that is different
for each operator considered. Nevertheless, in the limit of
strong initial entanglement, in agreement with the emer-
gence of thermal behavior from the GGE, the local opera-
tors effective temperatures approach a well defined value
(in a certain frequency region). However, the remaining
frequency dependence of these temperatures and the fact
that the non-local temperature does not follow this limit,
discards thermalization to a standard Gibbs state in a
strict sense. Finally, it is of particular interest the case of
the frequency-dependent effective temperature obtained
from the application of the FDT to the quasiparticle cor-
relation function, evaluated at the dispersion relation of
the Hamiltonian that performs the evolution. This effec-
tive temperature is directly related to the GGE Lagrange
multipliers.
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