ABSTRACT: Many uncertain factors affect the operation of wastewater treatment plants. These include the physical and chemical properties of wastewater streams as well as the degradation mechanisms exhibited by biological processes. Because of the rising concerns about environmental and economic impacts, improved process control algorithms, using artificial intelligence technologies, have received wide attention. Recent advances in control engineering suggest that hybrid control strategies, integrating some ideas and paradigms existing in different soft computing techniques, such as fuzzy logic, genetic algorithms, and neural networks, may provide improved control of effluent quality. The methodology proposed in this study employs a three-stage analysis that integrates three soft computing approaches for generating a representative state function, searching a set of multiobjective control strategies, and autotuning the fuzzy control rule base used for controlling a treatment plant. The case study, using an industrial wastewater treatment plant in Taiwan as an example, demonstrates the applicability of the approach. The findings from this research suggest that a genetic-algorithmbased hybrid fuzzy-neural controller can produce better plant performance than does a simple fuzzy logic controller, in terms of both environmental and economic objectives. This methodology can be extended to control many other types of wastewater treatment processes, as well, by making only minor modifications.
INTRODUCTION
Real-time control for achieving better effluent quality and treatment efficiency in wastewater treatment systems under dynamic loading conditions is a challenging task. Because the operation of a wastewater treatment process is intimately linked with wastewater sources, chemical composition, flow rate, biological process conditions, and recycle rate of the settled sludge, process control could be a valuable tool to minimize both environmental and economic impacts. Previous experience in designing conventional controller architectures for wastewater treatment processes was mainly a trial-and-error process that employed a minimal amount of human expertise. As a result, intervention by an operator's judgment and experience sometimes was required when coping with unexpected on-line upset conditions. Without continuous corrective control inputs, however, the wastewater treatment processes will diverge from steady state and the compliance with effluent quality standards would become problematic.
Dynamic modeling and control of activated sludge processes have been widely studied using biochemical oxygen demand as the primary parameter (Busby and Andrews 1975; Cashion et al. 1975; Lech et al. 1978; Stenstrom and Andrews 1979; Hughey et al. 1982; Ossenbruggen et al. 1987; Hiraoka and Tsumura 1989a,b; Kabouris et al. 1990; Novotny 1992) . Advanced analysis concerning nitrification/denitrification effects in activated sludge processes has been reported (Naci et al. 1994 ). In addition, engineering applications of artificial intelligence associated with conventional knowledge-based control technologies have been popular for handling various types of industrial waste treatment processes (Chang and Chen 1999; Chang et al. 2000) . Soft computing techniques, mainly consisting of fuzzy logic controls (FLCs), gray modeling, genetic 1 MS, Dept. of Envir. Engrg., Nat. Cheng-Kung Univ., Tainan, Taiwan, Republic of China.
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Note. Associate Editor: Lewis Rossman. Discussion open until April 1, 2002. To extend the closing date one month, a written request must be filed with the ASCE Manager of Journals. The manuscript for this paper was submitted for review and possible publication on August 18, 2000; revised May 22, 2001 . This paper is part of the Journal of Environmental Engineering, Vol. 127, No. 11, November, 2001 . ᭧ASCE, ISSN 0733-9372/01/0011-1048-1059/$8.00 ϩ $.50 per page. Paper No. 22422. algorithms (GAs), rough sets, neural networks (NNs), and any type of hybrid control systems, which represent the progress in different paradigms of artificial intelligence, are found useful for handling those highly nonlinear systems (Spall and Cristion 1997; Chang and Chen 1999; Lee and Park 1999; Chang et al., 2000) . These technologies are capable of including the operator's experience into the computer models. Hybrid fuzzy control technologies have successfully been applied to both aerobic biological treatment (Tong et al. 1984; Czogala and Rawilk 1989; Yi et al. 1990; Watanabe et al. 1993; Tsai et al. 1994 Tsai et al. , 1996 Poch 1995, 1998) and anaerobic biological treatment (Boscolo et al. 1993) .
FLCs have demonstrated their utility in various industrial applications to assist in stabilizing on-line upset conditions. The role of fuzzy systems in control may vary depending on the level of assistance required in the process. Designing FLCs requires a series of prerequisites, including the determination of the input and output variables, parameters of membership functions, and fuzzy control rules. The proper acquisition of an operator's experience to help identify a suitable set of quantitative control rules is often quite difficult and challenging. A recent trend in engineering applications focuses on the integration of merits of each soft computing technique to meet different control needs. For example, Lin and Lee (1991) proposed the idea of coordination between fuzzy control and NN models. Enbutsu et al. (1993) elucidated the possible use of NN models for fuzzy rule extraction in the way to control the wastewater treatment systems. The integration of NNs and GAs for various control needs is advancing at a rapid pace, as reported in Maclennan (1994) , Sandhu (1995) , Culevski (1996) , and Williams (1996) . This paper presents an advanced hybrid fuzzy control approach using a three-stage analysis that integrates NN and GA models with fuzzy logic in the following way:
• Stage 1 generates a state function that predicts process output from process inputs with the aid of GA and NN models simultaneously.
• Stage 2 uses GA to search for a multiobjective control strategy based on the derived state function of Stage 1.
• Stage 3 determines a set of fuzzy control rules and their associated parameters, as well as provides a tuning of these parameters using an NN model
The proposed methodology is applied to a case study involv-
FIG. 1. System Configuration of Hybrid Fuzzy Controller
ing an industrial wastewater treatment plant that contains both anaerobic and aerobic treatment units in its process train. Fig. 1 illustrates the fundmental architecture of a hybrid fuzzy control system. In general, the fuzzy logic controller consists of four principal components: fuzzification interface, fuzzy rule base, fuzzy inference engine, and defuzzification interface. The fuzzification interface converts real world data into an acceptable form for the fuzzy controller, using fuzzy membership as a tool. The fuzzy rule base contains a set of ''if-then'' rules relating measured variables to control variables. The antecedent part of each rule classifies the behavior of measured variables by fuzzy membership functions, whereas the consequence part expresses the essential action in terms of a set of control variables. Available domain experts must be invited to build the rule base in most cases. The purpose of the inference engine is to derive a reasonable action with respect to a specific situation based on the given rule base. It can be viewed as a procedure by which a possibly imprecise conclusion is deduced from a collection of imprecise premises. Finally, the defuzzification interface converts the fuzzy control action to the nonfuzzy action that can be accepted by the real world system.
ESSENCE OF HYBRID FUZZY CONTROL ALGORITHMS
In this paper, three soft computing approaches are employed to produce a more robust FLC for wastewater treatment process control. As shown in Fig. 1 , this hybrid FLC uses both GA and NN techniques in its design for improving the control performance. It first identifies a state function, using an integrated GA-NN algorithm that provides greater flexibility in representing the complexity of various process features. Then, a GA optimization methodology finds a multiobjective control strategy using the previously identified state function as a surrogate of overall system behavior. Finally, recorded process data were used for tuning the hybrid FLC using an NN model to determine the parameters of the membership functions used in the fuzzy control rules. It uses available knowledge about the wastewater treatment process to construct a rule base in advance for subsequent autotuning when designing the hybrid FLC.
STAGE 1 ANALYSIS: IDENTIFYING STATE FUNCTION OF WASTEWATER TREATMENT SYSTEM
One of the difficulties associated with the development of a better fuzzy control system is tied to the complexity of the system dynamics. In a highly nonlinear system such as a biological wastewater treatment process, the state variables are so highly coupled that it is relatively difficult to decouple the system adequately and to implement control strategies easily. To improve the situation, Narendra and Parthasarathy (1990) suggested using NN models for identification and control of dynamic systems. This analysis integrates the advantages of using both an NN and a GA together to derive a representative state function for use in system control and simulation analysis. The NN is used to describe the features and behaviors of the state function, whereas GA is designed to optimize the structure of the NN model. To illustrate this idea, consider that a conventional nonlinear dynamic system can be expressed
where x(t) = n ϫ 1 state vector of the system; u(t) = p ϫ 1 vector of actuated signal; y(t) = q ϫ 1 output vector of the system; f = nonlinear transfer function for dx(t)/dt; and g = nonlinear transfer function for y(t). The index t in the context stands for time. The above nonlinear dynamic system can be further discretized
where f Ј = nonlinear transfer function for x(t ϩ 1); and gЈ = nonlinear transfer function for y(t). Hence, when using the NN model to identify the discrete state function, the nonlinear dynamic system would become
The x(t), x(t Ϫ 1), . . . , x(t Ϫ k) and u(t) represent those nodes in the input layer; and y(t) stands for the nodes in the output layer. Both environmental and economic variables, such as the chemical oxygen demand (COD), suspended solid (SS), and corresponding operational cost, can be arranged as the inputs in the NN models. It is known that a typical NN model consists of three types of layers: input, hidden, and output. Each independent layer comprises several processing neurons. While input and output layers perform as a boundary between NN and the environment, the hidden layers and input/output layers may interconnect with each other through the information flow channels between the neurons. Each processing neuron is assumed to have a small amount of local memory and may convert inputs to the neuron outputs by means of a selected transfer function. The most widely used NN is based on the back-propagation NN (BPN) approach.
The BPN model learns the input-output relationship by making changes in its weights through the back-propagation approach. Assuming that there are r input-output pairs (x, y) available for training the networks, the criterion used is to minimize the mean squared error E (squared residual), which is defined rely on the capability of global search in GA. Fig. 2 shows how GA can be used for deriving a representative NN model of the state function (i.e., the well-trained state function). It is designed for a continuous evolutionary process by means of reproduction, crossover, and mutation, in which the full BPN procedure is implemented for each newly modified member of the GA population to search for the optimal number of hidden layers and associated count of the node in each layer. Thus, an appropriate coding structure of the GA, as shown in Fig.  3 , is required. However, the effect of initial population prior to the evolutionary process will affect the final results of GA. The fitness calculation of an individual is based on the training of certain NN architecture so that technical setting of the initial weights of certain NN architecture for later use could also be sensitive. Hence, both the initial population in a GA procedure and the initial weights in an NN model could be influential in the way to derive the state function. In this analysis, the number of chromosomes in the initial pool is 70. Using the mutation rate of 0.1 and the reproduction rate of 0.7 would make the evolutionary process converge within 100 generations. It is found that the number of the initial population is not so sensitive to alterations in the major pattern in the optimization process. An initial run without including GA functionality is applied for the determination of the initial weight of an NN model with only two hidden layers, using the values of learning time of 10,000, learning speed of 0.3875, and momentum factor of 0.2 as the basic settings.
STAGE 2 ANALYSIS: SEARCHING FOR MULTIOBJECTIVE CONTROL STRATEGIES
The primary control objectives for a complex nonlinear process is to maintain its state trajectories in accordance with some desired target profile. Based on the observed database, this analysis employs a screening procedure in search of the multiobjective control strategies based on the well-trained state function that is generated by an NN model in Stage 1. It particularly uses GA as an effective tool for ensuring a global search. Two objectives were considered in this analysis. One is to provide a desired level of control performance in achieving the effluent quality standards. The other is to minimize the operational cost of treatment. The optimization issues required for analysis in this stage are to determine what the optimal levels of all related control variables are when achieving those designated control goals in the controlled system. It can be explored by using a GA-based global search procedure to identify those control strategies. Overall, the optimal design of a hybrid fuzzy controller in accordance with a set of multiobjective control strategies identified in this stage can be anticipated by using a fuzzy-neural control system, as described in greater detail in the next section.
STAGE 3 ANALYSIS: TUNING FUZZY CONTROL RULE BASE
The major difficulty arising from the real world application of fuzzy control systems is how to acquire an experts' knowledge to build the fuzzy control rules and how to tune the parameters of the membership functions in the control rules in the most effective and efficient way. Although it is desirable to design FLCs with a small number of rules, attention must be directed to selecting appropriate screening algorithms and to preserving important features and behavior of the system and relationships between state variables. A careful balance between the number of control rules and accurate representation of the coupling state variables in the system is required for achieving the design work of a modern hybrid fuzzy controller. The integrated fuzzy-NN is therefore proposed in this analysis as one of the autotuning methods, in which the tuning algorithm is concerned with the formation and adjustment of the fuzzy rules that are extracted from human expertise.
Considering the autotuning architecture, a hybrid fuzzy controller design may be divided hierarchically into levels, some of which are established by fuzzy systems and the others by NNs. Or it can be configured in a parallel fashion based on a competitive or cooperative relationship depending on the actual needs in the control problem. There exist a variety of possibilities for integrating fuzzy systems with NNs while designing a cost-effective hybrid fuzzy controller. This paper focuses on a new and unique combination of two paradigms. It is capable of using the extracted rule base and modifying the tolerance interval of membership functions (i.e., the base of membership functions) in the antecedent part and the parameters of the linear equations in the consequence part by the NN model. Such a fuzzy control system can be basically employed as a supervisor, implementing knowledge representation as well as reasoning based on a set of well-tuned control rules. The following subsections illustrate the principles, algorithms, and formulations of such ideas.
Fundamental Algorithms of Parameter Identification in Rule Base
As presented by Takagi and Sugeno (1985) and Takagi and Kang (1986) , a fuzzy control model consists of a series of implications that are defined in the following format in which the antecedent part is characterized by the ''and'' connective and the consequence part is represented by a linear equation:
in which x k = antecedent variables in any control rule; = i A k antecedent parameter that represents the membership value in the justification of each antecedent variable x k in the nth control rule; = consequence parameter associated with x k in the i p k nth control rule; and y i = final justification of the consequent part in the jth control action. The algorithm of the parameter identification of those fuzzy control rules can be divided into three steps consisting of choice of antecedent variables, antecedent parameters identification; and consequence parameters identification through the least-squares regression analysis (Takagi and Sugeno 1985) . The choice of explanatory variables (x 1 , x 2 , . . . , x n ) in the consequence part could be established by traditional stepwise linear regression strategies (Takagi and Sugeno 1985; Sugeno and Kang 1986) . The output of y for the input (x 1 , . . . , x n ) can be obtained based on conventional fuzzy control analysis (Takagi and Sugeno 1985; Sugeno and Kang 1986) 
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Then the parameter vector P is calculated by
in which B = matrix used to represent all ␤ ij ; Y = matrix used to represent all y i ; and P = matrix used to represent all i p .
k Although this method uses the typical fuzzy reasoning logic, the number of control rules limits the illustration potential of the system behavior. Obviously, the more control rules used, the higher is the accuracy gained in the forecasting process with regard to controller design and the larger is the computational loading encountered in the fuzzy reasoning procedure. An improved algorithm will be introduced in the next section.
NN-Based Algorithms of Parameter Identification
The learning-based fuzzy controller incorporates human linguistic descriptions about the unknown learning parameters within the NN algorithm. Back-propagation is a specific technique applied in this analysis that implements gradient descent in weight space for a multilayer feedforward NN. In addition, it tries to emulate a human's learning ability for constructing the reasonable rule base, to enable the fuzzy model to be tuned for use by the optimal and minimal structures in controlling the real world systems. Suppose that there is a multilayer feedforward NN and it contains n input variables associated with n source nodes in an input layer, whose computation nodes are connected with one hidden layer that projects onto an output layer with a single neuron corresponding to only one output variable. Only is the sigmoid function used as the activation function in this NN model. Given a set of fuzzy control rules as below
in which R j = j th control rule in the rule base; and f j = linear or nonlinear function used in the consequence part of the fuzzy control rule base. The reasoning capacity in the consequence part may be defined by a series of linear equations as below (Takagi and Sugeno 1985; Takagi and Kang 1986) The ''truth value'' of a proposition in the antecedent part is expressed by
An appropriate architecture is selected for the NN corresponding to the following two matrices W 1 and W 2 : 
I b. Calculate residual matrix ␦ h for the hidden layer 
b. Update weight matrix for the hidden layer
1 1 in which X = matrix of input variables; ␦ I = residual matrix in relation to the hidden layers; ␦ h = residual matrix in relation to the output layer; T = target matrix used to represent the recorded data in the process; H = matrix used to represent the multiplication of W 1 and X; K = matrix used to represent the multiplication of W 2 and H; = new weight matri-WЈ and WЈ 1 2 ces for hidden layers and output layer, respectively, in the NN model; W 1 and W 2 = revised weight matrices for hidden layers and output layer, respectively, in the NN model; ⌬W 1 and ⌬W 2 = weight correction matrices in relation to the hidden layer and output layer, respectively, and 1 and 2 = learningrate parameter used for calculating ⌬W 1 and ⌬W 2 , respectively. Repeating Steps 2-6 above would provide a sequence of outputs that may be used as baseline information for making judgments if the iterative procedure should be stopped. On the other hand, the tuning of the fuzzy model is carried out with respect to the membership functions in the antecedent part and the regression coefficients in the consequence part while searching for the final rule base.
CASE STUDY Process Description
An industrial wastewater treatment plant, responsible for handling the effluent from a petrochemical production process in southern Taiwan, was selected as a typical example for the purpose of illustration. Three types of wastewater inflows were characterized in the initial design of this wastewater treatment system. Domestic wastewater collected from the dormitory within the plant, laboratory discharges, wastewater from the production line, and terephthalic acid residuals constitute the first stream of wastewater. The effluents from the areas of coal and liquid storage sites are denoted as the second stream of wastewater. The third stream of wastewater mainly consists of the blow-down from boiler and cooling tower operation. These three wastewater streams, generated in either a batch or a continuous mode, are analyzed separately using both qualitative and quantitative parameters, as listed in Table 1 . Fig. 4 shows the schematic of the wastewater treatment system, which is a biologically hybrid system using both anaerobic and aerobic processes simultaneously. The anaerobic reactors are responsible for achieving acidogenesis and methanogenesis processes, and the sequencing batch reactors (SBRs) are designed for handling the effluent from the anaerobic reactors and removing the organic compounds with lower molecular weight. Two equalization basins used prior to the SBR operation to adjust levels of required nutrients, such as phosphorus and nitrogen compounds, are used in the aerobic biological process. The buffer basin, where pH adjustment is made, receives and stores the inflows from the three different wastewater streams. A weir at the end of the equalization basin controls the overflow rate of the entire anaerobic and aerobic treatment process. Yet bypass can be made from the equalization basin to the SBR directly if required. The SBR also treats part of the original wastewater if the anaerobic reactors are out of order and the effluents are diluted in the equalization basin. The measurement devices for monitoring and control are denoted by a series of square boxes marked closely to each unit operation in Fig. 4 . These devices are linked to the treatment processes by means of a distributed control system. The operational data collected from this wastewater treatment plant at a petrochemical production facility in southern Taiwan is used to illustrate the design of a hybrid fuzzy controller in this paper.
Unfortunately, there are no observations regarding the aeration condition, such as from a dissolved oxygen (DO) meter or an oxidation-reduction potential probe in the SBR process, or the air flow rate supplied by a blower for the aerobic biological reaction, which makes further control actions intractable. To ease the situation, an alternative method using the electricity consumption rate as a surrogate of DO level in the SBR process is considered for control practice in this analysis. However, the information of cost data in relation to COD removal is available so that the economic factor can be included as one of the control goals in the long run. Overall, although the COD and SS were selected as two indices in response to the effluent quality, electricity consumed in the treatment process was selected as a surrogate index of operational cost, which was the only economic factor considered in this analysis. Table 2 summarizes the information of state and control variables included in this analysis. Both state variables [acetic acid (HAC), benzoic acid (BA), paratoluic acid (Ptol), terephthalic acid (TA), and total organic carbon (TOC), all at the equalization basin (mg/L)] and control variables {pH, flow rate of treatment effluent (TFR) (m 3 /day), total phosphorus in SBR (TP) (mg/L), total nitrogen in the effluent (TN) (mg/L), and amount of electricity consumption (EL) [(kW и h)/day]} are identified as the essential variables for the subsequent simulation analysis. The control goals consist of the environmental concerns of COD and SS removal and the economic consideration with respect to operational cost incurred for such wastewater treatment. Fig. 5 illustrates the hybrid fuzzy control architecture in which the state function is derived based on a recurrent multilayer NN model. To account for the timelag effect, the NN model differs from a feedforward NN by having at least one feedback loop. Table 3 lists the given con- ditions in which Case 1 is a set of typical measurements at the location of the equalization tank in 1997 and the other cases are designed artificially for the impact analysis when the manufacturing process appears abnormal and instable discharge occurs. Because TOC correlates to HAC, BA, Ptol, and TA, variations designed in these cases should be reasonable.
Control Framework

RESULTS AND DISCUSSIONS
The data sets listed in Table 3 include several average and extreme conditions that are all helpful for modeling the system's behavior. The inflows at the equalization tank are generally consistent with the design flow rates, as indicated in Table 1 , in most cases. Some measurements in Table 3 might be unusual as compared to the values described in Table 1 , but they are of significance in system identification. In fact, the overflow rate from the weir installed at the end of the equalization tank dominates the magnitude of flow rate destined for subsequent anaerobic and aerobic treatment processes. Fig. 6 pinpoints the application potential using GA as a tool for deriving the most representative state function. The numbers in parentheses listed above the time-series data points represent the mean square errors associated with different NN models. Using a GA as a screening tool in search of the optimal structure of the NN model helps generate minimum mean square error. The finding in this research also suggests that the behavior of the biological wastewater treatment process can be fully identified by the NN model with a structure including eight hidden layers, whereby each layer comprises nine nodes.
In addition, the integrated GA-NN algorithm further helps generate a set of multiobjective control strategies in terms of seven selected control variables. At this moment, GA may perform a quick search in the decision domain using the derived or well-trained state function (i.e., the GA-based NN model) as a black box for the prediction of optimal system response. To comply with the required effluent standards, Table 4 addresses the essential multiobjective control strategies for those selected control variables in accordance with the 11 cases in practice. It unambiguously implies that the anticipated levels of COD and SS along with the associated costs for COD removal can be foreseen once the suggested control level for the seven selected control variables can be maintained for handling the given condition of inflow quality as recorded in Table FIG . 7. Use of Multiobjective Control Strategies for Handling Case 1 Analysis 3. In particular, based on the given condition of Case 1, Fig.  7 describes the control performance over a period of time based on the derived multiobjective control strategies. It behaves as would be expected in terms of satisfying the goals of minimization of COD and SS concentrations in the effluents as well as the associated costs for COD removal simultaneously. In this case, the anticipated COD and SS concentrations in the effluents could be maintained at a level of 40 and 7 mg/ L, respectively, if the wastewater treatment process can be properly controlled. Under such circumstances, the operational cost for removing COD could be NT $1,500/ton on average (i.e., NT $30 = U.S. $1 in 1997). The dosage used to adjust the TP and TN concentrations in the process as required by the control scheme can be supplied by manual operation. In most situations, the cost of dosage is trivial. But the operational cost defined in this study only accounts for the expenditures of electricity consumption that are sensitive to process changes.
In response to the critical situations in Cases 2 and 10, where the inflows have higher concentrations of TOC and HAC, respectively, the use of hybrid fuzzy control technologies can provide powerful control capability, yet still quickly converges upon a stable condition after a couple of hours, as evidenced by this simulation analysis in Cases 1 and 2. For assessing and comparing the control performance with respect to the conventional fuzzy control logic derived by Takagi and Sugeno (1985) and the hybrid fuzzy control approach proposed in this analysis simultaneously, Figs. 8 and 9 illustrate the outputs in accordance with the inflow condition of Case 2. In these figures, ''SFLC'' and ''NnFLC'' are referred to as the outputs with regard to these two approaches, respectively, as mentioned in the preceding description. They are all designed to achieve no more than 40 mg/L COD and 7 mg L SS in the effluents so as to minimize the operational cost. It clearly indicates that NnFLC not only stabilizes the spontaneous impacts from the inflows easily and maintains higher quality of effluents (i.e., smaller response time) but also presents better control stability (i.e., smaller variations over the time period of simulation analysis).
FINAL REMARKS
Because DO in the SBR is not measured in this study, the control of the aeration rate may rely on direct manual operation of the control valve of the blower in the plant. The larger the valve opening, the higher is the power consumption. Yet the control of aeration rate performs better with respect to the DO concentration in the SBR because air supply rate does not have a linear correlation with power consumption. Unfortunately, the DO meter in the SBR was broken during this study. In the future, the DO level in the SBR should be included as one of the control variables to replace the power consumption in the control scheme. If this becomes possible, the future control scheme may be intelligent enough to learn the nonlinear relationship between the DO level and the airflow rate by means of the recorded data and the performance gained in this study can be warranted. Furthermore, chemical consumption and sludge disposal also play significant parts in the operational cost; therefore, they should be included in future study. These considerations may reflect the actual situation with higher accuracy than this study.
CONCLUSIONS
Traditional control theory, such as programmable logic control, is essentially based on mathematical models of the controlled system. The original fuzzy control methodology tries to establish the controller from domain knowledge, directly relying on extracting the experience of expertise through a normal working procedure. Yet the knowledge provided by experts or operators in a specific domain is usually qualitative and knowledge acquisition inevitably contains different sources of uncertainties. A GA-based fuzzy-neural control system, integrating many types of artificial intelligence techniques, departs significantly from traditional fuzzy control mechanisms. The hybrid fuzzy-neural controller designed in this analysis employs an NN structure for multiple uses, including deriving the state function, optimizing the structure of the control rules in the fuzzy model, and autotuning the rule base to reduce the systematic uncertainties. The global search capability of GAs is used to aid in NNs searching for the most representative state function in the first stage, determining the optimal control strategies in the second stage, and helping save the rule-matching time of the inference engine in the traditional fuzzy control scheme in the third stage. In the case study, based on a series of computer simulations, results are provided demonstrating the control performance of the hybrid fuzzy-neural controller in terms of both environmental and economic objectives.
Overall, this hybrid fuzzy-neural control approach effectively achieves required real-time control objectives and may become an efficient and cost-effective tool to accommodate the quality control in terms of control stability and response time in the wastewater treatment process. With the aid of the powerful search capability of GAs, this advanced hybrid fuzzy-neural control system may provide immediate guidance and control with respect to multiobjective requirements for a distributed control system using on-line process data. It is believed that the proposed control architecture is flexible enough for applying to many other types of wastewater treatment processes with minor modifications. And it may function well within a limited time period for various types of physical, chemical, and biological unit operations when coping with online upset conditions. WЈ, WЈ 1 2 = new weight matrix for hidden layers and output layer, respectively, in neural network model; W 1 = matrix used to represent all and revised weight m p n matrix for hidden layers in NN model; W 2 = matrix used to represent all w i and revised weight matrix for output layer in NN model; w i = ''truth value'' of ith proposition in antecedent part; X = matrix of input variable; x(t) = n ϫ 1 state vector of system; x k = antecedent variables in any control rule; Y = matrix used to represent all y i ; Y k = recorded value of kth output variable in NN model; y(t) = q ϫ 1 output vector of system; y i = functional value of linear function defined in antecedent parameter; ␤ ij = intermediate variable to calculate integrated value of all memberhsip values in estimation of consequence parameter; ⌬W 1 , ⌬W 2 = weight correction matrix in relation to hidden layers or output layer; ␦ h = residual matrix in relation to output layer; ␦ I = residual matrix in relation to hidden layers; and 1 , 2 = learning-rate parameter used for calculating ⌬W 1 or ⌬W 1 , respectively.
