Abstract -There is a tremendous wealth of code authorship information available in source code. Motivated with the presence of this information, in a number of open source projects, an approach to recommend expert developers to assist with a software change request (e.g., a bug fixes or feature) is presented. It employs a combination of an information retrieval technique and processing of the source code authorship information. The relevant source code files to the textual description of a change request are first located. The authors listed in the header comments in these files are then analyzed to arrive at a ranked list of the most suitable developers. The approach fundamentally differs from its previously reported counterparts, as it does not require software repository mining. Neither does it require training from past bugs/issues, which is often done with sophisticated techniques such as machine learning, nor mining of source code repositories, i.e., commits.
INTRODUCTION
Software change requests, such as bug fixes and new features, are an integral part of software evolution and maintenance. Effectively supporting software changes is essential to provide a sustainable high-quality evolution of large-scale software systems.
One of the change management issues that has gained a wide attention in the last few years is the automatic support for recommending expert developers to address change requests [1, 3, 18-20, 24-26, 28, 29, 34, 37] . Change requests are typically specified in a free-form textual description using natural language (e.g., a bug reported to the Bugzilla system of a software project). It is not uncommon in such projects to receive tens of change requests daily that need to be resolved in an effective manner (e.g., within time, priority, and quality factors). Therefore, assigning change requests to the developers with the right implementation expertise is challenging, but certainly a much needed activity.
A number of approaches have been proposed to help identify developers with the software maintenance task at hand [1, 3, 18-20, 24-26, 28, 29, 34, 37] . At the change request, there are broadly two types of approaches to recommend developers to handle incoming change requests: 1) building a model that trains from the past bug reports using their descriptions and developers who were assigned to them [1, 2] , and 2) using a combination of a concept location technique to locate relevant source code to a bug request and then mine the source code (commit) repository to recommend developers [19, 21] . Both these approaches require extensive mining of software repositories.
We present a novel approach to developer recommendation that does not require mining of either a bug or commit repository. Central to our approach is the use of the author information present in the source code files. Authors are typically found in the header comments of the source code entities (e.g., file, class, method). Figure 1 shows the author mvw is found in first line of the header comment of the file OperationNotationUml.java. Authors mvw@tigris.org and jaap.branderhorst@xs4all.nl are found in the header comments of the class OperationNotation Uml.java and its method toString(), see the highlighted red boxes. The premise of our technique is that the authors of source code entities are best equipped to tackle any changes needed in them. This authorship information can be leveraged once relevant source code, to a change request, is located. Therefore, we first employ an Information Retrieval (IR) based concept location technique [12] to find relevant code entities to a given change request. The authorship information in these source code entities is then used to recommend a ranked list of developers.
To evaluate the accuracy of our technique, we conducted an empirical study on three open source systems: ArgoUML, jEdit, and MuCommander. Precision and recall values of the developer recommendations on a number of bug reports sampled from these systems are presented. That is, how effective our approach is at recommending the actual developer who ended up fixing these bugs. Additionally, our authorship-based approach is empirically compared with two other approaches that require mining of software repositories. The results show that our new approach performs as well as, or better than, the two other competitive approaches in terms of recommendation accuracy.
Our paper makes the following noteworthy contributions:
• A novel developer recommendation approach for incoming change request that is centered on the code authorship information. Our approach is lightweight, as it does not require software repository mining. To the best of our knowledge, there is no other such approach in the literature.
• A comparative study of our approach with two other approaches that are based on mining of software repositories. The results show that our lightweight approach can perform equally well, or better than, the heavy weight mining approaches.
II. CODE AUTHORSHIP BASED APPROACH TO DEVELOPER RECOMMENDATION
Our approach to triaging incoming change requests consists of the following two steps:
1. Given a change request description, we use Latent Semantic Indexing (LSI) [10] to locate a ranked list of relevant units of source code (e.g., files, classes, and methods) that match the given description in a version of the software system. This version is typically the one in which an issue is reported or a snapshot of source code before the change request is implemented (e.g., bug is fixed). 2. The authors of the units of source code from the above step are then analyzed to recommend a ranked list of developers to deal with those units (e.g., classes). Here, authors are the developers listed in the source code files, typically in the header comments of entities (files, classes, and/or methods).
A. Locating Relevant Files with Information Retrieval
In our approach, in order to locate textually relevant files, we rely on an IR-based concept location technique [31] . This technique can be summarized in the following steps:
1. Creating a corpus from software: The source code is parsed using a developer-defined granularity level (i.e., files) and documents are extracted from the source code. A corpus is created so that each file will have a corresponding document in the resulting corpus. Only identifiers and comments are extracted from the source code. 2. Indexing a corpus: The corpus is indexed using LSI and its real-valued vector subspace representation is created. Dimensionality reduction is performed in this step, capturing the important semantic information about identifiers and comments and their latent relationships. In the resulting subspace, each document has a corresponding vector. The steps 1 and 2 are performed offline once, while 3 and 4 are repeated for a number of open change requests. 3. Using change requests: A set of words that describes the concept of interest constitutes the initial query. We used long descriptions of change requests, i.e., the long description of a bug or a feature given by the developer or reporter in the bug tracking system.
We did not use the follow-up comments. This query is used as an input in the step 4 to rank the documents. 4. Rank documents: Similarities between the user query (i.e., change request) and documents in the corpus are computed. The similarity between a query reflecting a concept and a set of data about the source code indexed via LSI allows for the generation of a ranked list of documents relevant to that concept. All the documents are ranked by the similarity measure in descending order (i.e., the most relevant at the top and the least relevant at the bottom).
B. Using Authorship to Recommend Expert Developers
The basic premise of this approach is that the developers who are listed as authors in the source code files are likely to best assist with their current or future changes. It is not uncommon to have such authorship information available in the open source development paradigms. Figure 1 shows an example of a source code file and the author information therein from the ArgoUML project.
The specifics of our approach are as the following: 1. Obtaining source code files: The source code of the top relevant files that are retrieved by the concept location component of our technique is first obtained. These files are derived from the same release used by the concept location component of our technique. 2. Converting files to srcML representation: The source code files in the above step are converted to the srcMLbased representation. srcML is a lightweight XML representation for C/C++/Java source code with selective Abstract Syntax Tree information embedded [9] . This conversion is done for the ease of extraction of comments from the source code. We use srcML here; however, this element of our approach can be easily replaced by any lightweight source code analysis method, including regular expressions.
Extracting header comments:
All the header comments are extracted from all the srcML files via a straightforward XML processing. The header comments are generally the first comment in a source code file, source code classes, and/or methods. The header comments typically contain the copyright, licensing, and authorship information. Additionally, it may also contain information about the (last version) change, automatically inserted with a keyword expansion mechanism from version-control systems. Figure 1 shows that the author mvw is found in first line of the header comment of the file OperationNotationUml.java. 2 in the source code text. The lexical positions in a way correspond to the fileclassmethod hierarchy. At the same level, e.g., file, they are picked in the order they appear in the text. The entire authorship-processing step on ArgoUML, jEdit, and MuCommander datasets (see Table ) took approximately a minute and a half on a commodity desktop running Ubuntu.
C. An Example from ArgoUML
Here, we demonstrate the workings of the approach using an example from ArgoUML. The change request of interest here is the bug# 4078. The reporter described it as follows:
"Operation box in CallAction proppanel is too small".
We consider the above textual description to be a concept of interest. We collected the source code of ArgoUML 0.22 (the bug was not fixed as of this date). We parsed the source code of ArgoUML using the class-level granularity (i.e., each document is a class). After indexing with LSI, we obtained a corpus consisting of 1,449 documents and containing 5,488 unique words. We formulated a search query using the bug's textual description, which was used as an input to LSI-based concept location tool. The results of the search (i.e., a ranked list of relevant files) are summarized in Table I .
The contents of the ten files in Table I were processed with our authorship analysis component. Table II shows the authors extracted from each of the ten files listed in Table I . For example, the file OperationNotationUml.java is collectively authored by developers mvw and jaap, and the file OperationNotation.java is authored by mvw. The developers in the same file are listed in the lexical order in which they appear in the source code file. For example, the developer mvw first appeared ahead of the developer jaap in the file OperationNotationUml.java. The results obtained in Table II are input to our frequency-based ranking mechanism to arrive at a ranked list of developers to handle the bug# 4078. Table III shows the ranked list of developers produced after the application of the ranking mechanism. The developer mvw ends up at the top because it appears in five files (see Table II for the specific files). The developers linus and euluis are tied because both appear in one file. The first occurrence of both of these developers in terms of the file location is also tied. Both of them occur first in the file ModelerImpl.java. The developer linus is given a higher rank than the developer euluis because of their lexical orders in the file ModelerImpl.java.
The bug# 4078 was fixed by the developer mvw, verified with revision# 10060 in the subversion system of ArgoUML. As it can be clearly seen, this developer was ranked first by our approach (see Table III ). The same bug report, when operated with two other mining-software-repositories approaches by Anvik et al. [1] and Kagdi et al. [19] , did not yield this correct developer in the top results.
III. CASE STUDY
The purpose of this empirical study was to investigate how well our authorship-based approach recommends expert developers to assist with incoming change requests. We also compared our authorship-based approach (denoted here as Authorship) with two previously published approaches. The first approach is based on the mining of a bug report history by Anvik et al. [1] ), which we implmented (denoted here as machine learning -ML). The second is based on mining of source control repositories, i.e., commit logs, by Kagdi et al. [19] (denoted here as xFinder). Therefore, we addressed the following research questions (RQ) in our case study:
How does the accuracy of the Authorship approach compare to its two competitors that are based on software repository mining, namely ML and xFinder? RQ 2 : Is there any impact on the results of Authorship when filtering of IR-based results with dynamic-analysis information is included, i.e., an additional analysis cost is incurred?
The rationale behind RQ 1 is two-fold: 1) To assess whether our Authorship can identify correct developers to handle change requests in open source systems, and 2) how well the accuracy of the authorship approach compares to the ML and xFinder approaches.
We used LSI, an IR technique, to locate relevant files to a given change request. Previous studies have shown that such a technique is prone to false positives; for example, it may recommend a file to be relevant when it is not [33] . The purpose of RQ 2 is to assess if incorporating an additional software analysis technique to the first step of the Authorship approach improves its accuracy results. We used a dynamic analysis technique beacause it was found to improve the accuracy of IR-based feature location and impact analysis approaches [16, 30] . That is, we want to study if using the dynamic filtering of IR results within our approach outperforms the accuracy of the ML, xFinder, and Authorship without the dynamic filtering.
Next, we provide background information on the two competitive approaches used in our evaluation.
A. ML on Past Bug Reports for Assigning Developers
To recommend developers, Anvik et al. [1] used a history of previous bug reports from Eclipse, Firefox, and gcc that had been resolved or assigned between September 1, 2004 and May 31, 2005 -training instances. The list of developers assigned to, or resolved, each report was considered the label (output field) for the textual documents (input fields). The one-line summary and the full text description of each bug report were considered a document, and their words were considered the attributes that represent the documents. Stops-words and non-alphabetic tokens were removed and the vector representation was built computing the tf-idf measure on the remaining words.
Neither stemming nor attributes selection methods were applied [1] .
In order to compare our authorship approach to this previously published technique, we reproduced the MLbased approach of Anvik et al. [1] . We used the same preprocessing steps (stops-words removal, no stemming, tfidf as a term weighting method, and no attribute selection method). We did not find precise details on the parameters and settings of the algorithms in [1] , therefore, we only ran experiments with two implementations of SVM provided by Weka 1 (SMO and LibSVM) using a linear kernel. We decided to use SVM because it was found to be a superior classifier in several domains, such as text categorization [22] , software categorization [27, 39] , and developers recommendation [1, 3] .
Recommending more than one developer requires ML classifiers that provide more than one label for a testing instance. It means that they should be able to deal with multi-label classification problems. Anvik et al. [1] provide results from recommendations with one, two, and three developers. We used the ranking of the SVM classifiers on the labels to build the developer recommendations from top one to ten developers. Therefore, we ran the SVM implementations using a one-against-all strategy to deal with multiple developer recommendations. In this strategy, a classifier is built for each of the developers in the dataset. For example, for a dataset with ten developers, there should be ten SVMs, each SVM is trained to recommend only one developer, and the overall recommendation is built using the recommendations of the ten classifiers. Overall, the ranking of developers is based on the ranking provided by each SVM. Thus, for a top-k recommendation we made the list with the k developers with the top-k rankings.
B. xFinder Approach for Recommending Developers
xFinder approach to recommending experts to assist with a given change request consists of the following two steps:
1. The first step is identical to the first step of the presented authorship approach (see Section II.B). 2. The version histories of units of source code from the above step are then analyzed to recommend a ranked list of developers that are the most experienced and/or have substantial contributions in dealing with those units (e.g., classes/files). We used the xFinder approach to recommend expert developers by mining version archives of a software system [20] . The basic premise of this approach is that the developers who contributed substantial changes to a specific part of source code in the past are likely to best assist in its current or future changes. This approach uses the commits in repositories that record source code changes submitted by developers to the version-control systems (e.g., Subversion 2 and CVS). xFinder considers the following factors in deciding the expertise of the developer d for the file f:
• The number of commits, i.e., commit contributions that include the file f and are committed by the developer d.
• The number of workdays, i.e., calendar days, of the developer d with commits that include the file f.
• Most recent workday in the activity of the developer d with a commit that includes the file f. We used the source code commits of the three systems from the history period before the releases that were chosen for the LSI indexing to train xFinder.
C. Subject Software Systems
The context of our study is characterized by three open source Java systems, namely jEdit v4.3, a popular text editor, ArgoUML v0.22, a well-known UML editor, and muCommander v0.8.5, a cross-platform file manager. The sizes of these considered systems range from 75K to 150K LOC and contain between 4K and 11K methods. The stats of these systems are detailed inTable IV.
D. Building the benchmarks
For each of the subject systems, we created a benchmark to evaluate our Authorship approach and compare it with ML and xFinder. The benchmark consists of a set of change requests that has the following information for each request: a natural language query (request summary) and a gold set of developers that addressed each change request.
The benchmark was established by a manual inspection of the change requests (done by one of the authors), source code, and their historical changes recorded in versioncontrol repositories. Subversion (SVN) repository commit logs were used to aid this process. For example, keywords such as Bug Id in the commit messages/logs were used as starting points to examine if the commits were in fact associated with the change request in the issue tracking system that was indicated with these keywords. The author and commit messages in those commits, which can be readily obtained from SVN, were processed to identify the developers that contributed changes to the change requests, i.e., goldset, which forms our actual developer set for evaluation.
The details on the change requests are summarized in Table V . Also, the minimum, mean, maximum number of developers for the consdiered change requests are presented. As it can be seen, a vast majority of change requests are handled by a single developer (i.e., commit contributors). In some cases, we found the commiter was different from the acutal developer who contributed changes. The actual developer was mentioned in the commit comments, we included that developer in our goldset. Our technique operates at the change request level, so we also need input queries to test. These queries were constructed by concatenating the title and the description of the change requests referenced from the SVN logs.
E. Collecting and Using Execution Information
The idea of integrating IR with dynamic analysis was previously defined in the context of feature location [23] ; however, it was not used to improve the bug triaging before. A single feature or bug-specific execution trace is first collected. IR then ranks all the methods in the trace instead of all the methods in a software release. Therefore, the runtime information is a filter that eliminates files based on methods that were not executed and are less likely to be relevant to the change request. The dynamic information, if and when available, can be used to eliminate some of the false positives produced by IR [16, 30] . We denote a version of our approach that uses execution information as Authorship F . Similarly, the version of xFinder that uses execution information is denoted as xFinder F . We also included the dynamic filtering in xFinder to enable a fair comparison. Further details on how we collected execution information can be found elsewhere [16] . .
F. Metrics and Statistical Analyses
We evaluated the accuracy of each one of the approaches, for all the reports in our testing set, using the same precision and recall metrics of Anvik et al. [1] . The formulae for these metrics are listed below: Precision = |Rec_devs ∩ Actual_devs| / |Rec_devs| Recall = |Rec_devs ∩ Actual_devs| / |Actual_devs| These metrics were computed for recommendation lists of developers with different sizes (ranging from the top one developer to ten developers). To analyze the differences between the values reported by each approach, we computed the average values on each dataset and compared them using a precision-recall chart. Moreover, we applied the MannWhitney test to validate whether there was a statistically significant difference with α=0.05 between the results. We used this non-parametric test because we did not assume normality in the distributions of precision and recall results. This test assesses whether all the observations in two samples are independent of each other [17] . The other purpose of the test is to assess whether the distribution of one of the two samples is stochastically greater than the other. Therefore, we defined the following null hypotheses for our study (we do not list alternative hypotheses, but they should be easy to derive from these null hypotheses respectively): The hypotheses from H 0-1 up to H 0-6 were used to answer RQ 1 , and H 0-7 was used to answer RQ 2 . Figure 2 depicts the average precision and recalls for the three systems 3 . For top-1 recommendations, we found that Authorship provided the highest values of precision and recall for ArgoUML, and xFinder F provided the highest values of precision and recall for JEdit and MuCommander. However, the behavior for recommendations with more developers is different. For example, ML had the best accuracy from top-2 to top-10 in the ArgoUML dataset; xFinder and xFinder F had the best accuracy from top-1 to top-10 developers in JEdit; Authorship had the best accuracy for MuCommander from top-2 to top-10.
G. Case Study Results
For top-1 recommendations in ArgoUML (Figure 2 .a), the Authorship provided the highest accuracy. However, we did not found statistical significant difference between the accuracies of the Authorship and the other techniques. One possible explanation is that the acceptable precision values for top-1 recommendations are either zero or one, and the Authorship had a precision of one in 46 times, while ML had a precision of one in 29 cases. Although the difference between the precision of the Authorship and ML is 19%, the distribution of zeros and ones in both approaches is very similar.
For ArgoUML, from top-2 to top-10, the other approaches outperformed the precision and recall reported by the Authorship technique with a significant difference from top-3 to top-10 (except for top-3 recall, top-8 recall, and top-10 precision). The difference in precision from top-2 to top-10 for xFinder vs. Authorship ranged from 0.8% to 4% with mean 2.5%, and for ML vs. Authorship ranged from 0.3% to 6% with mean 3.4%; the difference in recall from top-2 to top-10 for xFinder vs. Authorship ranged from 4.9% to 21.4% with mean 15.8%, and for ML vs. Authorship ranged from 4.4% to 24.7% with mean 19.1%. The reason behind this sharp decline in the Authorship performance is due to the fact that the top-1 precision is almost twice compared to the other techniques. Also, only a single developer handles each of the change requests in the benchmark. Increasing the recommendations from top-1 to top-2 added the second recommendation as a false positive. Therefore, adding an extra recommendation did not help improve the precision.
For JEdit (Figure 2 .b), xFinder had a higher accuracy than ML and Authorship from top-1 to top-10 recommendations with a significant difference (except for top-5 and top-6 precision). Authorship exhibited higher accuracy than ML from top-2 to top-10 recommendations with a difference from top-3 to top-10; the difference in precision from top-2 to top-10 for Authorship vs. ML ranged from 5.9% to 7.5% with mean 6.8%, and the difference in recall ranged from 11.9% to 30.8% with mean 23.5%.
For MuCommander (Figure 2 .c), the Authorship showed higher precision values than ML and xFinder from top-2 up to top-10 recommendations with a statistical significant difference (except for top-2). We found that the difference in precision from top-2 to top-10 for Authorship vs. ML ranged from 3.8% to 23.8% with mean 15.8%.
The Authorship outperformed precision and recall of ML in JEdit and MuCommander.
We found significant differences between the precisions of the two approaches in recommendations from the top-3 to top-10 developers, on JEdit and MuCommander (Table VI) . Therefore, for RQ 1 we concluded that the precision of the Authorship outperformed ML on JEdit and MuCommander datasets. Authorship also outperformed precision of xFinder in MuCommander. We found significant differences between the precisions of the two approaches in recommendations from the top-3 to top-10 developers. Therefore, for RQ 1 , we concluded that the precision of the Authorship outperformed xFinder on MuCommander.
For RQ 2 , we did not find a conclusive support for a significant difference in the accuracies of Authorship and Authorship F . We could not reject H 0-7 in any of the systems. Therefore, we concluded that Authorship performs as well as Authorship F in terms of accuracy. These results suggest that the additional overhead of dynamic analysis in the Authorship and xFinder was not justified, as there was no statistically significant accuracy gain. Now, we provide representative bugs from the three systems detailing where Authorship outperformed the other approaches. For example, Authorship achieved a precision of 100% for the bug report# 2129419 in JEdit using the first recommendation (top-1), while the highest precision for xFinder (50%) was achieved with top-7, and the ML could not predict the correct developer (kpuer) with any of the recommendations. Other example where Authorship provided a better accuracy without recommending a large number of developers, compared to the other approaches, is the bug report# 4031 in ArgoUML fixed by the developer "mvw" (Michiel van der Wulp). For that report, Authorship achieved a 100% precision in the very first recommendation (top-1), while xFinder got a precision of 50% with five recommendations, and ML was able to achieve only 33% precision within top-3. Authorship and ML obtained 100% These results are for four approaches (ML -SMO, xFinder, xFinderF, Authorship, and AuthorshipF). Each curve has a point for each recommendation from top-1 to10 .   TABLE VI. HEAT-MAP SUMMARIZING RESULTS FOR TESTING  HYPOTHESES ACROSS ALL THE SYSTEMS. THE COLOR IN EACH CELL  REPRESENTS THE NUMBER OF TIMES THE MAN-WHITNEY TEST   SUGGESTED STATISTICALLY SIGNIFICANT DIFFERENCE: BLACK CELLS  MEAN THAT THE TEST FOUND SIGNIFICANT DIFFERENCE ACROSS ALL   THE THREE DATASETS; DARK-GRAY -TWO OUT OF THREE SYSTEMS; LIGHT-GRAY -ONE SYSTEM; WHITE -NO SIGNIFICANT DIFFERENCE IN ALL THE THREE SYSTEMS. H 1 2 3 4 5 6 7 8 9 10 H0-1 P H0-1 R H0-2 P H0-2 R H0-3 P H0-3 R H0-4 P H0-4 R H0-5 P H0-5 R H0-6 P H0-6 R H0-7 P H0-7 R precision with top-1 recommendation for the bug report# 277 in MuCommander, however, the xFinder F achieved its highest value of precision of 50% using a recommendation with five developers.
IV. THREATS TO VALIDITY
We identify threats to validity that could influence the results of our empirical study and our conclusions.
A. Construct Validity
We discuss threats to construct validity that concern the means that are used in our method and its accuracy assessment as a depiction of reality. In other words, do the accuracy measures and their operational computation represent correctness of developer recommendations?
Concept location may not find source code exactly relevant to a bug or a feature: The IR-based concept location tool did not exactly return the classes (files) that were found in the commits related to the bug fixes or feature implementations in all the cases. However, it is interesting to note from the accuracy results that the classes that were recommended were either relevant (but not involved in the change that resolved the issue) or conceptually related (i.e., developers were also knowledgeable in these parts).
Accuracy measures may not precisely measure the correctness of developer recommendations: A valid concern could be a single measure of accuracy that was used in our method does not provide a comprehensive picture, i.e., an incomplete and monolithic view of accuracy from the considered dataset. We used two widely used metrics precision and recall in our study. We considered a gold-set of developers who contributed source code changes to address change requests (i.e., fixes). It is possible that there are other developers who are equally capable of resolving these change requests; however, such a gold-set is difficult to ascertain (without involving the project stakeholders, for example). Nonetheless, our undertaken benchmark provides a careful accuracy values (perhaps conservative bounds).
B. Internal Validity
We discuss threats to internal validity that concern factors that could have influenced our results.
Factors other than expertise are responsible for the developers ending up resolving the change requests: In our case study, we showed that there is a positive relationship between the developers recommended with our approach to work on change requests and the developers who fixed them in the software repositories (i.e., considered baseline). It is possible that other factors, such as schedule, work habits, technology fade or expertise, and project policy/roles are equally effective or better.
A definitive answer in this regard would require another set of studies.
C. External Validity
We discuss threats to external validity that concern factors that are associated with generalizing the validity of our results to datasets other than considered in our study.
Assessed systems are not representative: The accuracy was assessed on three open source systems, which we believe are good representatives of large-scale, collaboratively developed software systems. However, we cannot claim that the results presented here would equally hold on other systems (e.g., closed source). If the authorship information is not present in the source code files, our approach may not applicable.
Sampled sets of change requests are not sufficient: The size of the evaluation sample and the number of systems remains a difficult issue, as there is no accepted "gold standard" for developer recommendation problem. The approach of "more, the better" may not necessarily yield a rigorous evaluation, as there are known issues of bug duplication [35, 40] and other noisy information in bug/issue databases [4, 5] . Not accounting for such issues may lead to biased results positively or negatively or both.
The considered sample sizes in our evaluation, however, is not uncommon, for example, Anvik et al. [1] also considered 22 bug reports from Firefox in their evaluation. Nonetheless, this topic remains an important part of our future work.
Accuracy offered by our method may not be practical: We compared the accuracy results of our approach with two other approaches. Our approach is competitive with these approaches or better. We plan to pursue avenues such as a case study on the use of our approach in the actual triage process of the considered open source projects and the actual developers' feedback (on arguably non-trivial tasks).
Our approach may not be universally applicable: We do not claim that our approach is universal. It might be possible that there are some commercial or legacy projects that lack the author information; however, we cannot categorically assert it. Our work shows that there are many open source projects with this information. An equivalent threat for such projects with the history-history based approaches is that the source code and/or bug history may not be available.
D. Reliability
Dataset not available: One of the main difficulties in conducting empirical studies is the access (or lack of it) to the dataset of interest. In our study, we used open source datasets that are publicly available. Also, we detailed the specifics of change requests that we used. The details of the bug and accuracy data for ArgoUML, jEdit, and MuComamnder are available at our online appendix (http://www.cs.wm.edu/semeru/data/icsm2012-authorship/).
Evaluation protocol not available: A concern could be that the lack of sufficient information on the evaluation procedure and protocol may limit the reproducibility of the study. We believe that our accuracy measures along with the evaluation procedure are sufficiently documented to enable replication on the same or even different datasets.
V. RELATED WORK
McDonald and Ackerman [26] designed a tool coined as Expertise Recommender (ER) to locate developers with the desired expertise. The tool uses a heuristic that considers the most recent modification date when developers modified a specific module. In the case that multiple modules are considered, the developers that modified all the modules are considered. ER uses vector based similarity to identify technical support.
Three query vectors (symptoms, customers, and modules) are constructed for each request. Subsequently, the vectors are compared to developer profiles. This approach has been designed for specific organizations and not tested on open source projects.
Minto and Murphy [28] developed a tool called Emergent Expertise Locator (EEL), which is based on the framework to compute coordination requirements between documents that was presented by Cataldo et al. [8] . EEL mines the history to determine how files were changed together and who committed those changes. Using this data, EEL suggests developers who can assist with a given problem. Another tool to identify developers with the desired expertise is Expertise Browser (ExB) [29] .
The fundamental unit of experience is the Experience Atom (EA). The number of these EAs in a specific domain measures the developer experience. A code change that has been made on a specific file is the smallest EA.
Anvik and Murphy [2] conducted an empirical evaluation of two techniques for identifying expert developers. Developers acquire expertise as they work on specific parts of a system. They term this expertise as implementation expertise. Both techniques considered in the empirical evaluation are based on mining code and bug repositories. The first technique analyzes the check-in logs for modules that contain fixed source files. Developers who recently performed a change are selected and filtered. In the second technique, the bug reports from bug repositories are analyzed. The developers are identified from the CC lists, comments, and who fixed the bug. Their study concludes that both techniques have relative strengths in different ways. In the first technique, the most recent activity date is used to select developers.
Tamrawi et al. [38] used fuzzy-sets to the model bugfixing expertise of developers based on the hypothesis that developers who recently fixed bugs are likely to fix them in the near future. Hence, only recent reports were considered to build the fuzzy-sets representing the membership of developers to technical terms in the reports. For incoming reports, developers are recommend by comparing their membership to the terms included in the new report.
A text based approach uses machine learning technique to automatically assign a bug report to a developer [1] . The resulting classifier analyzes the textual contents of a given report and recommends a list of developers with relevant expertise. ExpertiseNet also uses a text-based approach to build a graph model for expertise modeling [36] . Another recent approach to facilitate bug triaging uses graph based model based on Markov chains, which capture bug reassignment history [18] . Matter et al. [25] used the similarity of textual terms between a given bug report of interest and source code changes (i.e., word frequencies of the diff given changes from source code repositories). A collection of past bug reports is not required by their approach. Likewise, our approach does not require the indexing of past bug reports.
There are a number of works on using MSR techniques to study and analyze developer contributions. Rahman and Devanbu [32] study the impact of authorship on code quality. They conclude that authors with specialized experience for a file is more important than general expertise. Bird et al. [7] perform a study on large commercial software systems to examine the relationship between code ownership and software quality. Their findings indicate that high levels of ownership are associated with less defects. A description of characteristics of the development team of PostgreSQL appears in a report by German [15] . His findings indicated that in the last years of PostgreSQL only two persons were responsible for most of the source code. Working time of open source software developers, based on email sent time, was analyzed by Tsunoda et al. [39] .
Bird et al. [6] analyzed the communication and co-ordination activities of the participants by mining email archives. Del Rosso [11] built a social network of knowledge-intensive software developers based on collaborations and interaction. Ma et al. [24] proposed a technique that uses implementation expertise (i.e., developers usage of API methods) to identify developers. Weissgerber et al. [41] depicts the relationship between the lifetime of the project and the number of files and the number of files each author updates by analyzing and visualizing the check-in information for open source projects. German [14] provided a visualization to show which developers tend to modify certain files by studying the modification records (MRs) of CVS logs. Fischer et al. [13] analyzed and related bug report data for tracking features in software.
VI. CONCLUSIONS
To the best of our knowledge, our approach is the only one to use a combination of a concept location technique and the source code authorship for assigning expert developers to change requests. It does not need to mine past change requests (e.g., history of similar bug reports to resolve the bug request in question) or source code change repositories (e.g., commits to relevant source code to a change request). A single-version source code analysis of a system is only required. It expands the realm of available techniques to developer recommendation to include non-mining domains.
Our approach is perhaps simple and lightweight. Nonetheless, our empirical evaluation shows that it can be quite effective and competitive with the other approaches. For example, it is about 20% more accurate than an approach that uses machine learning on past bug reports in one system. Our empirical study did not show one technique outperforming the others across the board (not even the two previous techniques did so when compared with each other); however, we believe that our work could open up an interesting set of topics for future investigation. For example, triaging incoming change requests: bug or commit history, or code authorship, or all. When to use which approach and why? Further investigation would enable us to determine the exclusive and mutual benefits of these approaches.
