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SCHWARTZ HOMOLOGIES OF REPRESENTATIONS OF
ALMOST LINEAR NASH GROUPS
YANGYANG CHEN AND BINYONG SUN
Abstract. Let G be an almost linear Nash group, namely, a Nash group which
admits a Nash homomorphism with finite kernel to some GLk(R). A homology
theory (the Schwartz homology) is established for the category of smooth Fre´chet
representations of G of moderate growth. Frobenius reciprocity and Shapiro’s
lemma are proved in this category. As an application, we give a criterion for
automatic extensions of Schwartz homologies of Schwartz sections of a tempered
G-vector bundle.
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1. Introduction
1.1. Smooth representations. Let us first recall the usual notions of represen-
tations and smooth representations of Lie groups. Let G be a Lie group. By a
representation of G, we mean a quasi-complete Hausdorff locally convex topologi-
cal vector space V over C, together with a continuous linear action
(1) G× V → V, (g, v) 7→ g.v.
The representation V is said to be smooth if the map (1) is smooth as a map of
infinite dimensional manifolds. The notion of smooth maps in infinite dimensional
setting may be found in [17], for example. Note that the continuous linear action
(1) is smooth if and only if the map
(2) V → V, v 7→ Y.v := lim
t→0
exp(tY ).v − v
t
is defined and continuous for every Y ∈ Lie(G). When this is the case, it is routine
to check that (2) defines a g-module structure on V , which is called the differential
of the representation. Here g := Lie(G)⊗RC denotes the complexified Lie algebra
of G. Hence every smooth representation of G is naturally a U(g)-module. Here
and as usual, U indicates the universal enveloping algebra.
Example 1.1. Let M be a (finite dimensional, paracompact, Hausdorff) smooth
manifold and let E be a quasi-complete Hausdorff locally convex topological vector
space over C. Then the space C∞(M,E) of E-valued smooth functions on M is
a quasi-complete Hausdorff locally convex topological vector space over C, under
the usual smooth topology. The space
C∞c (M,E) = lim−→
Ω is a compact subset of M
C∞Ω (M,E)
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of the compactly supported smooth functions is also a quasi-complete Hausdorff
locally convex topological vector space over C, under the usual inductive topology.
Here
C∞Ω (M,E) := {f ∈ C
∞(M,E) : the support of f is contained in Ω}.
Suppose that M carries a smooth action of G from left. Then for every smooth
representation E of G, both C∞(M,E) and C∞c (M,E) are smooth representations
of G under the action
(3) (g.f)(x) := g.(f(g−1.x)), g ∈ G, f ∈ C∞(M,E) or C∞c (M,E), x ∈M.
Specifically, if E is merely a quasi-complete Hausdorff locally convex topological
vector space over C, by viewing it as a smooth representation of G with the trivial
action, both C∞(M,E) and C∞c (M,E) are smooth representations of G.
Likewise, if M carries a smooth action of G from right, then for every smooth
representation E of G, both C∞(M,E) and C∞c (M,E) are smooth representations
of G under the action
(4) (g.f)(x) := g.(f(x.g)), g ∈ G, f ∈ C∞(M,E) or C∞c (M,E), x ∈M.
1.2. Smooth cohomologies and smooth homologies. We now review the ba-
sic theory of smooth cohomologies and smooth homologies, as respectively intro-
duced in [21] and [6].
Denote by DmodG the category of smooth representations of G. The morphisms
in this category are the G-intertwining continuous linear maps. By using relatively
injective resolutions in the categoryDmodG, Hochschild and Mostow defined in [21]
a topological vector space Hi(G;V ) (i ∈ Z) for every smooth representation V of
G, which was called the smooth cohomology of V . They showed that the smooth
cohomology agrees with the usual continuous group cohomology [21, Theorem
5.1]. If G has only finitely many connected components, they also showed that
the smooth cohomology agrees with the relative Lie algebra cohomology, namely,
there is a topological identification (see [21, Theorem 6.1])
(5) Hi(G;V ) = Hi(g, K;V ),
where K denotes a maximal compact subgroup of G. The reader is referred to [23,
(2.126)] and [23, (2.127)] for the explicit complexes which respectively compute
the relative Lie algebra homology spaces and the relative Lie algebra cohomology
spaces.
By using strong projective resolutions in the categoryDmodG, Blanc andWigner
also defined in [6] a topological vector space Hi(G;V ), which was called the smooth
homology of V . The following Theorem plays a key role in the study of smooth
homologies.
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Theorem 1.2. Let G be a Lie group. Let E be a quasi-complete Hausdorff locally
convex topological vector space over C. Then{
f ∈ C∞c (G,E) :
∫
G
f(g)drg = 0
}
=
∑
g∈G
(g − 1).C∞c (G,E),
where G acts on C∞c (G,E) by the right translations. If G is connected, then{
f ∈ C∞c (G,E) :
∫
G
f(g)drg = 0
}
= g.C∞c (G,E).
Here and henceforth, drg denotes a right invariant Haar measure on G. The Lie
algebra g is identified with the space of left invariant complex vector fields on G so
that the action of g on C∞c (G,E) agrees with the differential of the G-action. The
first assertion of Theorem 1.2 is [6, Theorem 1], and the second assertion follows
from the argument of [6, Pages 264–266].
Remark. Many results in this article depend on the existence of integrals of vector-
valued functions. More precisely, we will use freely the following result in [7,
Section 1, No.2, Corollary of Proposition 5]: Let X be a locally compact Haus-
dorff topological space with a Borel measure µ on it. Let E be a quasi-complete
Hausdorff locally convex topological vector space over C. Then for every com-
pactly supported continuous function f : X → E, there is a unique element∫
X
f(x) dµ(x) ∈ E such that
λ
(∫
X
f(x) dµ(x)
)
=
∫
X
(λ ◦ f)(x) dµ(x)
for every continuous linear functional λ : E → C.
For example, in [6], Blanc and Wigner proved Theorem 1.2 with the assumption
that E is complete. Using the aforementioned result of the existence of the integrals
of vector-valued functions, their proof obviously extends to the case of quasi-
complete spaces.
Write
(6) δG : G→ C
×, g 7→ (the absolute value of the determinant of Adg : g→ g)
for the modular character of G. Here Ad indicates the adjoint representation of G
on g.
If G has only finitely many connected components, with a maximal compact
subgroup K, Blanc and Wigner showed the following Poincare´ duality theorem for
smooth homologies and smooth cohomologies (see [6, Theorem 3]):
(7) Hi(G;V ) = H
n−i(G;V ⊗ ∧n(g/k)),
where n := dimG/K and k is the complexified Lie algebra of K. Here the 1-
dimensional space ∧n(g/k) carries a representation of G such that its restriction
to K is the adjoint representation, and its restriction to the identity connected
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component G◦ of G corresponds to the modular character δG◦ . By (7), the study
of smooth cohomologies is equivalent to the study of smooth homologies. Recall
that the relative Lie algebra homology and relative Lie algebra cohomology are
related by the following Poincare´ duality (see [23, Corollary 3.6]):
(8) Hi(g, K;V ) = H
n−i(g, K;V ⊗ ∧n(g/k)).
Thus, by (5), the Poincare´ duality (7) is equivalent to
(9) Hi(G;V ) = Hi(g, K;V ).
1.3. Smooth Fre´chet representations of moderate growth. For applica-
tions to the theory of automorphic forms, we are mostly interested in smooth
Fre´chet representations with certain growth conditions. In order to formulate the
growth conditions precisely, it is convenient to work in the setting of Nash man-
ifolds and Nash groups. The reader is referred to [26] for the notions of Nash
manifolds, Nash maps, Nash submanifolds, affine Nash manifolds, and the related
notion of semialgebraic sets. Recall that a Nash group is a Nash manifold which
is simultaneously a group such that the group multiplication map and the inver-
sion map are both Nash maps. Nash groups are discussed in [27, 28, 16, 9], for
examples. A group homomorphism between two Nash groups is called a Nash
homomorphism if it is also a Nash map.
Now suppose that G is an almost linear Nash group, namely, a Nash group
which admits a Nash homomorphism G → GLk(R) with finite kernel, for some
k ≥ 0. Structures of almost linear Nash groups were studied in detail in [28]. A
representation V of G is said to be of moderate growth, if for every continuous
seminorm | · |µ on V , there is a positive Nash function f on G and a continuous
seminorm | · |ν on V such that
|g.v|µ ≤ f(g)|v|ν, for all g ∈ G, v ∈ V.
It is said to be Fre´chet, if V is Fre´chet as a topological vector space. Denote by
SmodG the category of smooth Fre´chet representations of G of moderate growth.
This is a full subcategory of DmodG, and is the category of representations which
we are mostly concerned with in this article. This category of representations was
introduced and studied in [14] by F. du Cloux.
Example 1.3. Let M be a Nash manifold and let E be a complex Fre´chet space.
Then the space ofE-valued Schwartz functions onM , which is denoted by S(M,E),
is naturally a complex Fre´chet space. Moreover,
S(M,E) = S(M)⊗̂E (the completed projective tensor product),
where S(M) := S(M,C). See Section 2.1 for details. IfM carries a left Nash action
of G and E is a representation in SmodG, then S(M,E) is a representation in
SmodG, under the action given as in (3). Likewise, ifM carries a right Nash action
of G and E is a representation in SmodG, then S(M,E) is also a representation
in SmodG, under the action given as in (4).
6 Y. CHEN AND B. SUN
Similar to Theorem 1.2, the following theorem plays a key role in this article.
Theorem 1.4. Suppose that G is an almost linear Nash group and E is a Fre´chet
space. Then {
f ∈ S(G,E) :
∫
G
f(g)drg = 0
}
=
∑
g∈G
(g − 1).S(G,E),
where G acts on S(G,E) by the right translations. If G is connected, then{
f ∈ S(G,E) :
∫
G
f(g)drg = 0
}
= g.S(G,E).
Here and as in Theorem 1.2, g is identified with the space of left invariant
complex vector fields on G.
1.4. Schwartz homologies. Recall that a homomorphism α : V1 → V2 of repre-
sentations of G is said to be strong if there is a continuous linear map β : V2 → V1
such that α ◦ β ◦ α = α (see [20] and [21, Section 2]).
Definition 1.5. A representation P in SmodG is said to be relatively projective if
for every surjective strong homomorphism α : V1 → V2 and every homomorphism
β : P → V2 in SmodG, there exists a homomorphism β˜ : P → V1 in SmodG which
lifts β, namely, α ◦ β˜ = β.
Example 1.6. Let the notations and assumptions be as in Example 1.3. Suppose
that M is a principal left G-Nash bundle, namely, M carries a free Nash action of
G from left with the following property: there is a Nash manifold G\M and a sub-
mersive Nash map M → G\M whose fibers are the G-orbits in M . Then S(M,E)
is a relatively projective representation in SmodG. Likewise, if M is a principal
right G-Nash bundle, then S(M,E) is also a relatively projective representation
in SmodG. See Proposition 5.2.
Write
(10) Dς(G) := S(G) drg
for the space of Schwartz densities on G. It is an associative algebra under convo-
lutions. Put
Iς(G) :=
{
µ ∈ Dς(G) :
∫
G
1 dµ(g) = 0
}
.
This is a closed ideal of Dς(G) of codimension 1. Every representation V in SmodG
is a Dς(G)-module under the action
(11) µ.v :=
∫
G
g.v dµ(g), µ ∈ Dς(G), v ∈ V.
Recall that K is a maximal compact subgroup of G. Theorem 1.4 has the
following consequence.
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Theorem 1.7. Suppose that G is an almost linear Nash group and let V be a
representation in SmodG. Then
Iς(G).V =
∑
g∈G
(g − 1).V = g.V +
∑
g∈K
(g − 1).V.
If V is relatively projective in SmodG, then the above space is closed in V .
In the notation of Theorem 1.7, we write
VG := V/(I
ς(G).V ) = V/
(∑
g∈G
(g − 1).V
)
= V/
(
g.V +
∑
g∈K
(g − 1).V
)
.
By Theorem 1.7, this is a Fre´chet space when V is relatively projective in SmodG.
For a general representation V in SmodG, we take a strong projective resolution
(12) · · · → P2 → P1 → P0 → V → 0
of V , namely, all Pi’s are relatively projective in SmodG, all the arrows are strong
homomorphisms, and the above sequence is exact. Define the ith (i ∈ Z) Schwartz
homology HSi (G;V ) of V to be the ith homology of the complex
· · · → (P2)G → (P1)G → (P0)G → 0→ 0→ · · · .
Then HSi (G;V ) is a locally convex topological vector space which may or may not
be Hausdorff. It is independent of the choice of the resolution (12). See Section 5
for details. For i = 0, there is a topological linear identification (see Proposition
5.15)
HS0 (G;V ) = VG.
In fact, Schwartz homologies agree with smooth homologies, as in the following
theorem.
Theorem 1.8. Let G be an almost linear Nash group, and let V be a representation
in SmodG. Then there is an identification
HSi (G;V ) = Hi(G;V )
of topological vector spaces, for all i ∈ Z.
Remark. In view of the identification (9), Theorem 1.8 is equivalent to say that
HSi (G;V ) = Hi(g, K;V ).
In particular, if G is exponential in the sense that G has no nontrivial compact
subgroup, then HSi (G;V ) = Hi(g;V ) (the Lie algebra homology).
For applications to representation theory, it is important to show that HSi (G;V )
is Hausdorff, at least in some cases we are interested in. This is true when the
homology space is finite dimensional, as claimed in the following proposition (see
[11, Proposition 6] and [8, Lemma 3.4]).
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Proposition 1.9. Let G be an almost linear Nash group, and let V be a represen-
tation in SmodG. If H
S
i (G;V ) is finite dimensional (i ∈ Z), then it is Hausdorff.
Let H be a Nash subgroup of G, and let V0 be a representation in SmodH . Let
H act on Dς(G) by right translations. Then Dς(G)⊗̂V0 with the diagonal H-action
is a relatively projective representation in SmodH (see Proposition 5.2). Define
the Schwartz produced representation
(13) proGHV0 := (D
ς(G)⊗̂V0)H ,
which is a representation in SmodG. Here G acts on pro
G
HV0 through the left
translations on Dς(G). The Schwartz produced representation (13) is isomorphic
to a certain Schwartz indued representation as defined by du Cloux in [14]. See
Proposition 6.10.
In many situations in representation theory of Lie groups, one is interested
in Schwartz functions and Schwartz inductions instead of compactly supported
smooth functions and compactly supported smooth inductions. For smooth ho-
mologies of compactly supported smooth inductions, Frobenius reciprocity and
Shapiro’s lemma were established in [5, Theorem 11]. However, in order to prove
Frobenius reciprocity and Shapiro’s lemma for Schwartz produced representations,
it is more natural to work in the setting of Schwartz homologies. This is the reason
why we introduce Schwartz homologies, although they agree with smooth homolo-
gies by Theorem 1.8.
Precisely, for Schwartz produced representations, we have the following version
of Frobenius reciprocity.
Theorem 1.10. Let H be a Nash subgroup of an almost linear Nash group G, and
let V0 be a representation in SmodH . Then the continuous linear map
(14) Dς(G)⊗̂V0 → V0, µ⊗ v 7→
∫
G
1 dµ(g) · v
induces an identification
(proGHV0)G = (V0)H
of topological vector spaces.
As a corollary of Theorem 1.10, we get the following version of Shapiro’s lemma.
Theorem 1.11. Let H be a Nash subgroup of an almost linear Nash group G, and
let V0 be a representation in SmodH . Then there is an identification
HSi (G; pro
G
HV0) = H
S
i (H ;V0)
of topological vector spaces, for all i ∈ Z.
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1.5. Automatic extensions of Schwartz homologies. Our original motiva-
tion to introduce Schwartz homologies was the applications to the calculations
of invariant distributions. Precisely, let M be a Nash manifold, and let E be a
tempered vector bundle over M , as defined in Section 6.1. For example, all Nash
vector bundles, as studied in [1, Section 3.4], are tempered vector bundles. The
Fre´chet space Γς(M,E) of the Schwartz sections is defined in Section 6.2.
Now suppose that M is a left G-Nash manifold, namely, it carries a left Nash
action G × M → M . Also suppose that E is a tempered left G-vector bundle,
namely, it carries a tempered bundle action G×E → E. Then Γς(M,E) is naturally
a representation of G in SmodG. See Section 6 for details.
For every z ∈ M , let Gz denote its stabilizer in G, and let Ez denote the fibre
of E at z, which is a representation in SmodGz . Write
Nz :=
Tz(M)
Tz(G.z)
⊗R C (Tz stands for the tangent space)
for the complexified normal space, and write
N∗z := the dual space of Nz,
which is the complexified conormal space. They are both representation in SmodGz .
Write
δG/Gz := (δG)|Gz · δ
−1
Gz
: Gz → C
×.
It is a positive Nash homomorphism.
Let χ : G → C× be a character which has moderate growth in the sense that
|χ| is bounded above by a positive Nash function on G. When no confusion is
possible, we do not distinguish a 1-dimensional representation of a Lie group with
its corresponding character. In particular, χ is also viewed as a 1-dimensional
representation in SmodG.
Theorem 1.12. Let the notation be as above. Let U be a G-stable open Nash
submanifold of M such that M \ U has only finitely many G-orbits. Assume that
HSi (Gz;Ez ⊗ Sym
k(N∗z)⊗ δG/Gz ⊗ χ) = 0
for all z ∈ M \ U , i ∈ Z and k ≥ 0, where Symk indicates the kth symmetric
power. Then the extension by zero homomorphism
Γς(U,E|U) →֒ Γ
ς(M,E)
induces a topological linear isomorphism
(15) HSi (G; Γ
ς(U,E|U)⊗ χ)→ H
S
i (G; Γ
ς(M,E)⊗ χ), (i ∈ Z).
Remark. Applying the isomorphism (15) for i = 0, we get an automatic extension
result of invariant distributions, namely, a linear isomorphism
HomG(Γ
ς(M,E), χ−1) ∼= HomG(Γ
ς(U,E|U), χ
−1).
Theorem 1.12 has the following consequence for finite rank vector bundles.
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Theorem 1.13. Let the notation be as above. Let U be a G-stable open Nash
submanifold of M such that M \ U has only finitely many G-orbits. Assume that
all the fibres of E are finite dimensional, and for all z ∈ M \ U and k ≥ 0, the
trivial representation of Gz does not occur as a subquotient of
Ez ⊗ Sym
k(N∗z)⊗ δG/Gz ⊗ χ.
Then the extension by zero homomorphism
Γς(U,E|U) →֒ Γ
ς(M,E)
induces a topological linear isomorphism
(16) HSi (G; Γ
ς(U,E|U)⊗ χ)→ H
S
i (G; Γ
ς(M,E)⊗ χ), (i ∈ Z).
In the p-adic case, a result similar to Theorem 1.13 was established in [22,
Theorem 1.4]. We give two examples to illustrate the usefulness of Theorem 1.13.
The first one comes from Tate’s thesis.
Example 1.14. The Fre´chet space S(R) is a representation in SmodR× with the
action
(t.f)(x) = f(xt), t ∈ R×, f ∈ S(R), x ∈ R.
Suppose χ is a character of R× which does not have the form
(17) t 7→ t−k, k ≥ 0.
Then by applying Theorem 1.13 to the trivial bundle R×C over R, we know that
the obvious embedding
S(R×) →֒ S(R)
induces a topological linear isomorphism
HSi (R
×;S(R×)⊗ χ)→ HSi (R
×;S(R)⊗ χ), (i ∈ Z).
Using Theorem 1.11, we get a topological linear isomorphism
(18) HSi (R
×;S(R)⊗ χ) ∼=
{
C, if i = 0;
{0}, if i 6= 0.
Remark. If fact, (18) holds even when χ has the form (17). We leave the proof to
the interested reader.
The second example is about Whittaker models.
Example 1.15. Suppose thatG is the real points of a quasi-split connected reductive
linear algebraic group defined over R. Let B be a Borel subgroup of G whose
unipotent radical is denoted by N . Let ψ : N → C× be a unitary character which
is non-degenerate in the sense that
ψ|N∩B′ 6= 1 for every Borel subgroup B
′ of G which is not opposite to B.
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Let J be a smooth principal series representation of G. We claim that there is a
topological linear isomorphism
(19) HSi (N ; J ⊗ ψ)
∼=
{
C, if i = 0;
{0}, if i 6= 0.
This particularly implies the uniqueness of the Whittaker models. See also [10,
Theorems 6.2 and 9.1].
In fact, suppose that M is the set of Borel subgroups of G, which is naturally
a left G-Nash manifold. Then J = Γς(M,E), for a certain tempered left G-vector
bundle E of rank one over M . Suppose that U is the open N -orbit in M . Fix a
base point of U and an N -equivariant trivialization of E|U . Then
Γς(U,E) = S(N).
Now (19) follows from Theorems 1.13 and 1.11. This example shows that, at least
for the study of Whittaker models, it is more natural to use Schwartz inductions
and Schwartz homologies instead of compactly supported smooth inductions and
smooth homologies.
1.6. Structure of this article. We will introduce some preliminaries on several
function spaces in Section 2. These include Schwartz functions on Nash manifolds
with values in Fre´chet spaces, linear families of moderate growth and tempered
linear families. In Section 3, we show that the action map of every representation
in the category SmodG gives a tempered linear family. Then we will prove the
first main result of this article in Section 4. In Section 5, we introduce the notions
of relatively projective representations, strong projective resolutions and Schwartz
homologies of representations of an almost linear Nash group. Along the way, we
will give a proof of Theorem 1.7 in Section 5.2.
In Section 6, we define tempered vector bundles over Nash manifolds and Schwartz
sections of tempered vector bundles. We will also recall the Schwartz induced rep-
resentations introduced by du Cloux and show that it is isomorphic to Schwartz
produced representations as defined in (13). In Section 6.4, we prove the Frobe-
nius reciprocity law, namely, Theorem 1.10. In Section 7, we establish properties
of the Schwartz induction functor and then prove Shapiro’s lemma, namely, The-
orem 1.11. Moreover, we show that the Schwartz homologies coincide with the
relative Lie algebra homologies (Theorem 7.7). As an application of these results,
we prove the automatic extensions of Schwartz homologies, namely, Theorems 1.12
and 1.13, in the last section.
Acknowledgement. B. Sun was supported in part by National Natural Science
Foundation of China grants 11525105, 11688101, 11621061, and 11531008.
2. Preliminaries on some function spaces
2.1. Schwartz functions. Let M be a Nash manifold. Recall that a differential
operator D on M is said to be Nash if D(f) is a Nash function on U , for every
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(complex valued) Nash function f on every open Nash submanifold U of M . See
[1, Section 3.5] for more details.
Recall that a Nash manifold is said to be affine if it is Nash isomorphic to some
closed Nash submanifolds of Rk for some k ≥ 0. It is known that every open
Nash submanifold of every affine Nash manifold is also affine. See [26, Proposition
III.1.7] and [27, Section 2.22] for details.
Let E be a complex Fre´chet space. If M is affine, set
S(M,E) := {f ∈ C∞(M,E) : sup
x∈M
|(Df)(x)|ν <∞ for all Nash differential
operators D on M and all continuous seminorms | · |ν on E } .
Then S(M,E) is a complex Fre´chet space with the obvious topology. In general,
take a finite covering {Mi}
k
i=1 (k ≥ 0) of M by affine open Nash submanifolds.
Then by extension by zero, we get a continuous linear map
k⊕
i=1
S(Mi, E)→ C
∞(M,E).
We define S(M,E) to be the image of this map, equipped with the quotient topol-
ogy of the domain. Then S(M,E) is a Fre´chet space which is independent of the
covering {Mi}
k
i=1 (see [1, Proposition 5.1.2]). This is called the space of E-valued
Schwartz functions on M .
For simplicity, we write S(M) := S(M,C). This is a nuclear Fre´chet space. An
easy argument of functional analysis shows that (see [14, Proposition 1.2.6])
S(M,E) = S(M)⊗̂E (the completed projective tensor product).
We refer the reader to [29, Section 3] for more details about topological tensor
products.
2.2. Linear families of moderate growth. When M is affine, a function f :
M → C is said to be of moderate growth if |f | is bounded above by a positive
Nash function on M . Here f may or may not be continuous.
Lemma 2.1. Suppose that the Nash manifold M is affine. Let {Mi}
k
i=1 (k ≥ 0)
be a finite covering of M by open Nash submanifolds. Then a function f : M → C
is of moderate growth if and only if f |Mi is so for every 1 ≤ i ≤ k.
Proof. See [1, Theorems 4.5.1 and 4.5.2]. 
Let E1 and E2 be two Fre´chet spaces. A map φ : M × E1 → E2 is called a
liner family if the map φ(x, · ) : E1 → E2 is linear for all x ∈M . Generalizing the
previous notion of moderate growth, we introduce the following definition.
Definition 2.2. Suppose that the Nash manifold M is affine. A linear family
φ : M×E1 → E2 is said to be of moderate growth if for every continuous seminorm
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| · |2 on E2, there is a positive Nash function f on M and a continuous seminorm
| · |1 on E1 such that
|φ(x, u)|2 ≤ f(x)|u|1 for all x ∈M,u ∈ E1.
Lemma 2.3. Suppose that the Nash manifold M is affine. Let {Mi}
k
i=1 (k ≥ 0)
be a finite covering of M by open Nash submanifolds. Then a linear family φ :
M×E1 → E2 is of moderate growth if and only if φ|Mi×E1 is so for every 1 ≤ i ≤ k.
Proof. The only if part of the lemma is obvious. To prove the if part, assume
that φ|Mi×E1 is of moderate growth for every 1 ≤ i ≤ k. Let | · |2 be a continuous
seminorm on E2. Then there is a positive Nash function fi onMi and a continuous
seminorm | · |1,i on E1 such that
|φ(x, u)|2 ≤ fi(x)|u|1,i for all x ∈Mi, u ∈ E1.
For each x ∈M , define
f(x) := min
1≤j≤k,x∈Mj
fj(x).
Then Lemma 2.1 implies that the function f on M is of moderate growth. Define
a continuous seminorm | · |1 on E1 by
|u|1 :=
k∑
i=1
|u|1,i, u ∈ E1.
Then
|φ(x, u)|2 ≤ f(x)|u|1 for all x ∈M,u ∈ E1.
This proves the lemma. 
In general when M may or may not be affine, we make the following definition.
Definition 2.4. A linear family φ : M×E1 → E2 is said to be of moderate growth
if there is a finite covering {Mi}
k
i=1 (k ≥ 0) of M by affine open Nash submanifolds
such that φ|Mi×E1 is of moderate growth for all 1 ≤ i ≤ k.
By Lemma 2.3, Definition 2.4 agrees with Definition 2.2 whenM is affine. More-
over, Lemma 2.3 remains true if we allow M to be affine or not.
Let E3 be another Fre´chet space. The following lemma is easy to check.
Lemma 2.5. Let φ1 : M × E1 → E2 and φ2 : M × E2 → E3 be linear families of
moderate growth. Then the linear family
φ3 : M × E1 → E3, (x, u) 7→ φ2(x, φ1(x, u))
is of moderate growth.
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2.3. Tempered linear families. We introduce the following definition.
Definition 2.6. Suppose that M is affine. A linear family φ : M × E1 → E2 is
said to be tempered if
• it is smooth as a map of infinite dimensional manifolds; and
• for every Nash differential operator D on M , the linear family
Dφ : M ×E1 → E2
is of moderate growth.
The following lemma is an analogue of Lemma 2.3.
Lemma 2.7. Suppose the Nash manifold M is affine. Let {Mi}
k
i=1 (k ≥ 0) be
a finite covering of M by open Nash submanifolds. Then a linear family φ :
M ×E1 → E2 is tempered if and only if φ|Mi×E1 is so for every 1 ≤ i ≤ k.
Proof. The if part of the lemma follows directly from Lemma 2.3. The only if part
is proved as in the proof of [1, Theorem 4.5.1]. 
Similar to Definition 2.4, we make the following definition when M may or may
not be affine.
Definition 2.8. A linear family φ : M × E1 → E2 is said to be tempered if there
is a finite covering {Mi}
k
i=1 (k ≥ 0) of M by affine open Nash submanifolds such
that φ|Mi×E1 is tempered for all 1 ≤ i ≤ k.
By Lemma 2.7, Definition 2.8 agrees with Definition 2.6 whenM is affine. More-
over, Lemma 2.7 remains true if we allow M to be affine or not.
Similar to Lemma 2.5, we have the following lemma.
Lemma 2.9. Let φ1 : M × E1 → E2 and φ2 : M × E2 → E3 be tempered linear
families. Then the linear family
φ3 : M × E1 → E3, (x, u) 7→ φ2(x, φ1(x, u))
is also tempered.
Proof. In view of Lemma 2.7, we assume without loss of generality that M is an
open Nash submanifold of Rn (n ≥ 0). Let D be a Nash differential operator on
M . Then by Leibniz rule, there are Nash differential operators D1, D2, · · · , Dk
and D′1, D
′
2, · · · , D
′
k (k ≥ 0) such that
(Dφ3)(x, u) =
k∑
i=1
(D′iφ2)(x, (Diφ1)(x, u)), for all x ∈M, u ∈ E1.
Hence the lemma follows from Lemma 2.5. 
The following lemma generalizes the fact that the pullback of a tempered func-
tion through a Nash map is also tempered.
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Lemma 2.10. Let φ1 : M1×E1 → E2 be a tempered linear family, where M1 is a
Nash manifold. Then for every Nash map f : M → M1, the linear family
φ : M ×E1 → E2, (x, u) 7→ φ1(f(x), u)
is also tempered.
Proof. In view of Lemma 2.7, we assume without loss of generality that M is an
open Nash submanifold of Rn (n ≥ 0), and M1 is an open Nash submanifold of
Rm (m ≥ 0).
Write
f(x) = (f1(x), f2(x), · · · , fm(x)), x ∈M.
For each I = (i1, i2, · · · , in) ∈ N
n (N denotes the set of nonnegative integers), write
∂I = ∂
i1
1 ∂
i2
2 · · ·∂
in
n , to be viewed as a differential operator onM . By the chain rule,
for each 1 ≤ i ≤ n,
(20) (∂iφ)(x, u) =
m∑
k=1
(∂ifk)(x) · (∂kφ1)(f(x), u), x ∈M, u ∈ E1.
By using the Leibniz rule and (20) inductively, we know that the function (∂Iφ)(x, u)
is a finite sum of functions of the form
(∂I1fk1)(x) · (∂I2fk2)(x) · . . . · (∂Irfkr)(x) · (∂Jφ1)(f(x), u),
where r ≥ 0, I1, I2, · · · , Ir, J ∈ N
n, 1 ≤ k1, k2, · · · , kr ≤ m. Thus the linear family
∂Iφ : M ×E1 → E2 is of moderate growth, and the Lemma follows. 
Definition 2.11. Let M1, M2 be Nash manifolds. A map M1 ×E1 →M2 ×E2 is
called a tempered bundle map if it has the form
(x, u) 7→ (f(x), φ(x, u)),
where f : M1 → M2 is a Nash map, and φ : M1 × E1 → E2 is a tempered linear
family.
Lemma 2.12. Let ψ1 : M1 × E1 → M2 × E2 and ψ2 : M2 × E2 → M3 × E3 be
tempered bundle maps, where M1, M2, M3 are Nash manifolds, and E1, E2, E3
are Fre´chet spaces. Then
ψ2 ◦ ψ1 : M1 ×E1 →M3 × E3
is also a tempered bundle map.
Proof. Write ψ1 = (f1, φ1) and ψ2 = (f2, φ2), with notations as in Definition 2.11.
Define a linear family
φ′2 : M1 ×E2 → E3, (x, v) 7→ φ2(f1(x), v).
By Lemma 2.10, this linear family is tempered. Note that
(ψ2 ◦ ψ1)(x, u) = ((f2 ◦ f1)(x), φ
′
2(x, φ1(x, u))).
Hence the lemma follows by Lemma 2.9. 
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3. Preliminaries on representations
3.1. The action of compactly supported distributions. Let G be a Lie
group. Recall from the Introduction that g denotes the complexified Lie alge-
bra of G. Let Mc(G) denote the space of compactly supported Borel measures on
G. It is an associative algebra under convolutions. Every representation V of G is
naturally an Mc(G)-module:
(21) µ.v :=
∫
G
g.v dµ(g), µ ∈ Mc(G), v ∈ V.
Let D−∞c (G) denote the space of compactly supported distributions on G. It is
an associative algebra under convolutions, and contains both Mc(G) and U(g) as
subalgebras. Moreover, by the structure theory of compactly supported distribu-
tions, we have that
(22) D−∞c (G) = Mc(G) · U(g) = U(g) ·Mc(G).
Every smooth representation V of G is naturally a D−∞c (G)-module by requiring
that
(23) λ(η.v) = 〈η, φλ,v〉, η ∈ D
−∞
c (G), v ∈ V,
for all continuous linear functionals λ on V . Here φλ,v ∈ C
∞(G) denotes the matrix
coefficient g 7→ λ(g.v). This action of D−∞c (G) extends the existing actions of G,
Mc(G) and U(g) on V .
Remark. The existence of η.v ∈ V satisfying (23) follows from (22), and the pre-
viously defined actions of Mc(G) and U(g) on V .
3.2. The category SmodG. In the rest of this article, suppose that G is an almost
linear Nash group as in the Introduction.
Lemma 3.1. Let
(24) G× E → E, (g, u) 7→ g.u
be a linear action of G on a Fre´chet space E. If the map (24) is smooth, and has
moderate growth as a linear family, then it is tempered as a linear family.
Proof. This is known to experts. The proof follows by using the identity
(X.φ)(g, u) = φ(g,X.u), for all X ∈ U(g), g ∈ G, u ∈ E,
where φ denotes the map (24). 
As in the Introduction, let SmodG denote the category of smooth Fre´chet
representations of G of moderate growth. By Lemma 3.1, the action map of every
representation in SmodG is a tempered linear family.
The following lemma is easily checked.
Lemma 3.2. Let V be a representation in SmodG. Then all subrepresentations
and quotient representations of V are representations in SmodG.
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4. A proof of Theorem 1.4
Recall that G and g act on S(G) by right translations.
Lemma 4.1. Assume that G is connected. Then
dimH0(g;S(G)) = 1.
Proof. By Poincare´ duality for Lie algebra cohomologies, we have that
(25) H0(g;S(G)) ∼= H
dim g(g;S(G)⊗ ∧dim gg).
Note that
S(G)⊗ ∧dim gg ∼= S(G)
as representations of G, and hence they are isomorphic to each other as g-modules.
Thus
(26) Hdim g(g;S(G)⊗ ∧dim gg) ∼= Hdim g(g;S(G)).
By [25, Theorem 4.3], one has that
(27) HiDR,S(G)
∼= HiDR,c(G), (i ∈ Z),
where HiDR,S(G) denotes the ith de Rham cohomology of the Nash manifold G
with Schwartz coefficients and HiDR,c(G) denotes the ith de Rham cohomology of
the smooth manifold G with compactly supported smooth coefficients. Poincare´
duality for de Rham cohomologies implies that
(28) dimHdim gDR,c(G) = 1.
By comparing the complexes computing the cohomologies, one has that
(29) HiDR,S(G)
∼= Hi(g;S(G)).
Combining (25), (26), (27), (28) and (29), the lemma follows. 
Recall that E is a Fre´chet space, and G acts on S(G,E) by right translations.
Proposition 4.2. Assume that G is connected. Then
g.S(G,E) =
{
f ∈ S(G,E) :
∫
G
f(g)drg = 0
}
.
Proof. Obviously, one has that
g.S(G,E) ⊂
{
f ∈ S(G,E) :
∫
G
f(g)drg = 0
}
.
Thus the integration map
S(G,E)→ E, f 7→
∫
G
f(g)drg,
which is surjective, descends to a surjective linear map
(30) JE : H0(g;S(G,E))→ E.
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It suffices to show that the above map is a linear isomorphism.
When E = C, the linear map (30) becomes a surjective linear map
(31) JC : H0(g;S(G))→ C.
Then Lemma 4.1 implies that (31) is a linear isomorphism.
In general, we have an obvious commutative diagram
H0(g;S(G))⊗̂E
JC⊗1E−−−−→ C⊗ Ey y=
H0(g;S(G,E))
JE−−−→ E,
where 1E denotes the identity map of E. It follows from [18, II, §2, n
◦1] that the
left vertical arrow of the above diagram is a linear isomorphism. Since the top
horizontal arrow is also a linear isomorphism, the proposition follows.

Similar to (10), let D∞c (G) denote the space of compactly supported smooth
densities on G, equivalently,
D∞c (G) = C
∞
c (G) · drg.
It is a subalgebra of D−∞c (G). Dixmier–Malliavin’s Theorem [12, Theorem 3.3]
asserts that
V = D∞c (G).V,
for every smooth Fre´chet representation V of G.
Lemma 4.3. Assume that G is connected. Then{
f ∈ S(G,E) :
∫
G
f(g)drg = 0
}
=
∑
g∈G
(g − 1).S(G,E).
Proof. One has that{
f ∈ S(G,E) :
∫
G
f(g)drg = 0
}
= g.S(G,E) by Proposition 4.2
= g.(D∞c (G).S(G,E)) by Dixmier–Malliavin’s Theorem
= (g · D∞c (G)).S(G,E))
=
∑
g∈G
((g − 1) · D∞c (G)).S(G,E) by Theorem 1.2
=
∑
g∈G
(g − 1).(D∞c (G).S(G,E))
=
∑
g∈G
(g − 1).S(G,E) by Dixmier–Malliavin’s Theorem.
SCHWARTZ HOMOLOGIES 19

Lemma 4.3 holds without the assumption that G is connected, as in the following
proposition.
Proposition 4.4. For every almost linear Nash group G and every Fre´chet space
E,
(32)
{
f ∈ S(G,E) :
∫
G
f(g)drg = 0
}
=
∑
g∈G
(g − 1).S(G,E).
Proof. Let G◦ denote the identity connected component of G. Write
G = G◦ ⊔ G◦g1 ⊔ · · · ⊔G
◦gk, (k ≥ 0),
where g1, · · · , gk ∈ G. It is easy to see that the space of the left hand side of (32)
equals {
f ∈ S(G◦, E) :
∫
G
f(g)drg = 0
}
⊕
k⊕
i=1
(gi − 1).S(G
◦, E).
Here S(G◦, E) is viewed as a subspace of S(G,E), by extension by zero. Thus the
proposition follows from Lemma 4.3. 
Theorem 1.4 is now proved by combining Propositions 4.4 and 4.2. It has the
following interesting consequence.
Corollary 4.5. Let G be an almost linear Nash group. Then every right invariant
linear functional on S(G) is automatically continuous.
Proof. Every right invariant linear functional φ on S(G) factors through the coin-
variant space S(G)G, which is a 1-dimensional Hausdorff topological vector space
by Theorem 1.4. Thus φ must be continuous. 
5. Schwartz homologies
5.1. Relatively projective representations. Recall from Definition 1.5 the no-
tion of relatively projective representations in SmodG and also the notion of prin-
cipal left (or right) G-Nash bundles from Example 1.6. Let dlg denote a fixed left
invariant Haar measure on G.
Lemma 5.1. For every principal right G-Nash bundle M and every Fre´chet space
E, there exists a smooth function χ on M with the following properties:
• the linear map
S(M,E)→ S(G×M,E), f 7→ ((g, x) 7→ χ(xg)f(x))
is well-defined and continuous;
•
∫
G
χ(xg)dlg = 1 for all x ∈M .
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Proof. We prove the trivial bundle case by assuming that M = Y ×G, where Y is
a Nash manifold and G acts onM by right translations on the second factor. Note
that the general case follows from a local trivialization technique (see, for example
the proof of [5, Proposition 7]) . Take a function f ∈ S(G) with
∫
G
f(g)dlg = 1.
Define χ(y, g) := f(g). It is easy to check that χ has the two properties of the
lemma. 
Proposition 5.2. Let M be a principal right G-Nash bundle and let E be a rep-
resentation in SmodG. Then S(M,E) is a relatively projective representation in
SmodG, with the action given by
(33) (g.f)(x) := g.f(xg), g ∈ G, x ∈M and f ∈ S(M,E).
Proof. It follows from [14, Propositions 1.4.4 and 1.4.5] that S(M,E) is in SmodG.
The proof that S(M,E) is relatively projective is similar to that of [5, Theorem
6]. We just sketch it here. Let χ ∈ C∞(M) be as in Lemma 5.1. For each
f ∈ S(M,E), define
fχ ∈ S(G×M,E) = S(G,S(M,E))
by
fχ(g, x) := χ(xg)f(x), g ∈ G, x ∈M.
Let α : V1 → V2 be a surjective strong homomorphism in SmodG, and let
β : S(M,E) → V2 be a homomorphism in SmodG. Take a continuous linear
section τ : V2 → V1 of α (which may or may not be G-equivariant). Define a map
β˜ : S(M,E)→ V1, f 7→
∫
G
g.τ(g−1.β(fχ(g)))dlg.
It is easy to check that β˜ is a homomorphism in SmodG which lifts β. This proves
the proposition. 
Remark. If M is a principal left G-Nash bundle and E is a representation in
SmodG, then S(M,E) is also a relatively projective representation in SmodG,
with the action as in (3).
For every Fre´chet space E, write S(G,E)l for the Fre´chet space S(G,E) car-
rying the representation of G by the left translations; and write S(G,E)r for the
same space carrying the representation of G by the right translations. More gen-
erally, given a representation E in SmodG, there are four natural actions of G on
the Fre´chet space S(G,E):
(g.f)(x) := f(g−1x), g.(f(g−1x)), f(xg), or g.(f(xg)),
for all g, x ∈ G, f ∈ S(G,E). We respectively write S(G,E)l1, S(G,E)l2,
S(G,E)r1 and S(G,E)r2 for the resulting representations of G. When the ac-
tion of G on E is trivial, we have that
S(G,E)l1 = S(G,E)l2 = S(G,E)l
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and
S(G,E)r1 = S(G,E)r2 = S(G,E)r,
as representations of G.
Lemma 5.3. Let E be a representation in SmodG. Then
S(G,E)l1 ∼= S(G,E)l2 ∼= S(G,E)r1 ∼= S(G,E)r2
as representations of G, and they are relatively projective in SmodG.
Proof. It is clear that
S(G,E)l1 → S(G,E)r1, f 7→ (g 7→ f(g
−1))
is an isomorphism of representations of G. Likewise,
S(G,E)l1 → S(G,E)l2, f 7→ (g 7→ g.f(g)),
and
S(G,E)r1 → S(G,E)r2, f 7→ (g 7→ g
−1.f(g)),
are also isomorphisms of representations of G. This proves the first assertion of
the lemma. The second assertion follows from Proposition 5.2. 
Lemma 5.3 and the following proposition imply that the category SmodG has
enough relatively projective objects.
Proposition 5.4. For every representation E in SmodG,
(34) S(G,E)r2 → E, f 7→
∫
G
f(g)drg
is a surjective strong homomorphism in the category SmodG.
Proof. Clearly the map (34) is a surjective homorphism in SmodG. Pick φ ∈ S(G)
such that ∫
G
φ(g)drg = 1.
Then the surjective linear map (34) has a continuous linear section given by
v 7→ (g 7→ φ(g)v).

Proposition 5.5. For every relatively projective representation P and every repre-
sentation E in SmodG, the completed projective tensor product P ⊗̂E is a relatively
projective representation with the diagonal G-action.
Proof. By Proposition 5.4, every relatively projective representation P is a direct
summand of S(G,P )r2. Since a direct summand of a relatively projective represen-
tation is relatively projective, it is enough to show that S(G,P )r2⊗̂E is relatively
projective for every representation E in SmodG. But this is obvious since
S(G,P )r2⊗̂E ∼= S(G,P ⊗̂E)r2
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as representations of G. 
Proposition 5.6. A representation in SmodG is relatively projective if and only
if it is isomorphic to a direct summand of a representation of the form S(G,E)r,
where E is a Fre´chet space.
Proof. Since a direct summand of a relatively projective representation is relatively
projective, the if part of the proposition follows from Lemma 5.3. The only if part
follows from Lemma 5.3 and Proposition 5.4. 
The following result will be useful later.
Proposition 5.7. When G is compact, every representation in SmodG is relatively
projective.
Proof. This is well known. For a proof, see [11, Lemma 7] for example. 
5.2. The coinvariants of relatively projective representations. Before go-
ing to the definition of Schwartz homology of representations in SmodG, we prove
a remarkable property of relatively projective representations.
Proposition 5.8. With the notation as in Proposition 5.2,∑
g∈G
(g − 1).S(M,E) =
{
f ∈ S(M,E) :
∫
G
g.(f(xg))drg = 0, for all x ∈M
}
.
Proof. When M = G and the G-action on E is trivial, this is Theorem 1.4. For
the general case, the proof is analogous to that of [5, Proposition 7]. We sketch the
proof of the trivial bundle case for the convenience of the reader. So we assume
that M = Y × G, where Y is a Nash manifold and G acts on M by the right
translations on the second factor.
We have the topological linear isomorphisms
(35) S(M,E) ∼= S(M,E) ∼= S(G,S(Y,E)).
Here the first isomorphism is f 7→ f˜ , where
f˜(y, g) = g.f(y, g) for all (y, g) ∈ M = Y ×G,
The second isomorphism is f 7→ f¯ , where
f¯(g)(y) := f(y, g) for all (y, g) ∈ Y ×G.
Let G act on the first S(M,E) as in (33), act on the second S(M,E) by the
right translations on M , and act on S(G,S(Y,E)) by the right translations on
G. It is easy to check that the isomorphisms in (35) are G-equivariant. For every
f ∈ S(M,E), it is clear that∫
G
g.f(xg)drg = 0, for all x ∈M
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if and only if ∫
G
¯˜
f(g)drg = 0.
Thus the proposition (in the trivial bundle case) follows from Theorem 1.4. 
Remark. Proposition 5.8 will be crucial in our characterization of “Schwartz in-
duced representations”, see Proposition 6.9.
Theorem 5.9. For every relatively projective representation V in SmodG, the
coinvariant space VG is a Fre´chet space.
Proof. By Proposition 5.6, V is isomorphic to a direct summand of a representation
of the form S(G,E)r, where E is a Fre´chet space. Theorem 1.4 implies that the
coinvariant space
(S(G,E)r)G ∼= E
is Hausdorff. This implies that VG is also Hausdorff. 
In the rest of this subsection, we will give a proof of Theorem 1.7.
Lemma 5.10. Let A ⊂ G and denote by 〈A〉 the subgroup of G generated by A.
For every representation V of G, one has that∑
a∈A
(a− 1).V =
∑
a∈〈A〉
(a− 1).V.
Proof. Every (non-necessarily continuous) linear functional on V fixed by the sub-
set A ⊂ G is fixed by the subgroup 〈A〉. This implies the lemma. 
Lemma 5.11. If G is connected, then
g.V =
∑
g∈G
(g − 1).V
for every representation V in SmodG.
Proof. By Theorem 1.4,
g.S(G, V )r1 =
∑
g∈G
(g − 1).S(G, V )r1.
Lemma 5.3 and Proposition 5.4 imply that V can be realized as a quotient of
S(G, V )r1. The lemma then follows. 
Recall from (10) that Dς(G) := S(G)drg is the space of Schwartz densities on
G. For every Fre´chet space E, as in (11), the induced action of Dς(G) on S(G,E)r
is given by
(36) (µ.f)(x) :=
∫
G
f(xg)dµ(g), µ ∈ Dς(G), f ∈ S(G,E)r, x ∈ G.
Recall that Iς(G) := {µ ∈ Dς(G) :
∫
G
1 dµ(g) = 0}.
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Proposition 5.12. With the notation as above, one has that
Iς(G).S(G,E)r =
∑
g∈G
(g − 1).S(G,E)r = g.S(G,E)r +
∑
g∈K
(g − 1).S(G,E)r.
Proof. As before G◦ denotes the identity connected component of the group G.
By Lemmas 5.11 and 5.10, one has that
g.S(G,E)r +
∑
g∈K
(g − 1).S(G,E)r =
∑
g∈G◦∪K
(g − 1).S(G,E)r
=
∑
g∈G
(g − 1).S(G,E)r.
On the other hand, Theorem 1.4 implies that
Iς(G) =
∑
g∈G
Dς(G) · (g − 1).
By applying the push-forward map of measures through the map G→ G, x 7→ x−1,
the above equality implies that
Iς(G) =
∑
g∈G
(g − 1) · Dς(G).
Thus by Dixmier–Malliavin’s Theorem [12, Theorem 3.3], one has that
Iς(G).S(G,E)r =
∑
g∈G
((g − 1) · Dς(G)).S(G,E)r
=
∑
g∈G
(g − 1).S(G,E)r.

As in the proof of Lemma 5.11, Lemma 5.3 and Proposition 5.4 imply that every
representation V in SmodG can be realized as a quotient of S(G, V )r1. Then the
first assertion of Theorem 1.7 follows from Proposition 5.12. The second assertion
has already been established in Theorem 5.9.
5.3. Schwartz homologies. In this subsection, we present a Schwartz homology
theory for representations in the category SmodG.
Definition 5.13. For every representation V in the category SmodG, a strong
projective resolution of V is an exact sequence
· · · → P2 → P1 → P0 → V → 0
in SmodG, where Pi’s are all relatively projective, and all the arrows are strong
homomorphisms.
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The existence of strong projective resolutions of every representation in the
category SmodG follows directly from Proposition 5.4.
Definition 5.14. For every representation V in SmodG and every i ∈ Z, the ith
Schwartz homology HSi (G;V ) of V is defined to be the ith homology of the chain
complex (P•)G, where P• → V → 0 is a strong projective resolution of V .
We equip the Schwartz homology HSi (G;V ) with the subquotient topology from
the complex (P•)G. As a locally convex topological vector spaces, it does not
depend on the choice of the strong projective resolution P• → V → 0 of V . This
follows from the comparison theorem as in [21, Section 2] or [5, Section 4]. For
a homomorphism α : V1 → V2 in SmodG, the induced continuous linear map
α˜ : HSi (G;V1) → H
S
i (G;V2) is canonically defined as done in classical homological
algebra, see for example [21, Section 2].
Proposition 5.15. For every representation V in SmodG, H
S
0 (G;V ) = VG as
topological vector spaces.
Proof. Let
· · · → P1 → P0
α
→ V → 0
be a strong projective resolution of V in SmodG. Since taking coinvariants is right
exact, we have the exact sequence
(P1)G → (P0)G
α˜
→ VG → 0.
By the open mapping theorem [30, Theorem 17.1], the map α is open, then so
is α˜. Now it follows easily that α˜ induces a topological linear isomorphism from
HS0 (G;V ) to VG. 
6. Tempered vector bundles and Schwartz inductions
6.1. Tempered vector bundles. Let M be a Nash manifold and let E be a
Fre´chet bundle over M , namely, a topological vector bundle over M such that all
the fibres are Fre´chet spaces. A local chart of E is defined to be a triple (U,E, φ),
where U is an open Nash submanifold of M , E is a fibre of E, and
φ : U × E → E|U
is a topological isomorphism of vector bundles over U , where E|U denotes the
restriction of E to U , which is a topological vector bundle over U .
Definition 6.1. A tempered structure on E is a subset TE of the set of all local
charts of E with the following properties:
• every two elements (U1, E1, φ1), (U2, E2, φ2) in TE are compatible in the
sense that the map
φ−12 ◦ φ1 : (U1 ∩ U2)×E1 → (U1 ∩ U2)× E2
and its inverse are both tempered bundle maps;
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• for every local chart of E, if it is compatible with all elements of TE, then
it belongs to TE;
• there exists a finite family {(Ui, Ei, φi)}
k
i=1 (k ≥ 0) of elements of TE such
that {Ui}
k
i=1 is a covering of M .
Remark. Recall that the notion of tempered bundle maps between trivial Fre´chet
bundles over Nash manifolds has been defined in Definition 2.11. Suppose that
there is a finite family {(Ui, Ei, φi)}
k
i=1 (k ≥ 0) of pairwise compatible local charts
of E such that {Ui}
k
i=1 is a covering of M . Then by Lemmas 2.7 and 2.12, all
the local charts of E which are compatible with all (Ui, Ei, φi)’s form a tempered
structure on E.
Definition 6.2. A tempered vector bundle is a triple (M,E, TE), where M is a
Nash manifold, E is a Fre´chet bundle over M and TE is a tempered structure on
E.
When TE is understood, we call E a tempered vector bundle over M . Obviously
every trivial Fre´chet bundle over a Nash manifold is canonically a tempered vector
bundle. For every tempered vector bundle (M,E, TE) and every Nash submanifold
Z of M , E|Z is obviously a tempered vector bundle over Z.
Generalizing the notion of tempered bundle maps between trivial Fre´chet bundles
as given in Definition 2.11, we make the following definition.
Definition 6.3. Let (M1,E1, TE1) and (M2,E2, TE2) be two tempered vector bundles.
A map f : E1 → E2 is called a tempered bundle map if there is a Nash map
f0 : M1 → M2 such that the diagram
E1
f
−−−→ E2y y
M1
f0
−−−→ M2
commutes, and for every (U1, E1, φ1) ∈ TE1 and (U2, E2, φ2) ∈ TE2 with f0(U1) ⊂
U2, the map
φ−12 ◦ f ◦ φ1 : U1 ×E1 → U2 ×E2
is a tempered bundle map in the sense of Definition 2.11.
By Lemmas 2.7 and 2.12, Definition 6.3 agrees with Definition 2.11 for trivial
Fre´chet bundles.
Proposition 6.4. The composition of two tempered bundle maps between tempered
vector bundles is also a tempered bundle map.
Proof. This follows easily from Lemma 2.12. 
Now we suppose thatM is a left G-Nash manifold, namely, it carries a left Nash
action G ×M → M . By a tempered left G-vector bundle over M , we mean a
SCHWARTZ HOMOLOGIES 27
tempered vector bundle E over M , together with an action G × E → E which is
a tempered bundle map. Here G × E is obviously viewed as a tempered vector
bundle over G×M .
Given a Nash subgroup H of G, and a representation V0 of H in the category
SmodH , in what follows we define a canonical tempered structure TG×HV0 on the
topological vector bundle G ×H V0 over the Nash manifold G/H . Here and as
usual, G×H V0 denotes the orbit space of the action
H × (G× V0)→ G× V0, (h, (g, v)) 7→ (gh
−1, h.v).
Write π : G → G/H for the quotient map. It is a surjective submersive Nash
map. By [3, Theorem 2.4.3], there exists a finite open cover
G/H = ∪ki=1Ui (k ≥ 0)
by open Nash submanifolds of G/H such that π has a Nash section si on each Ui.
It is easy to check that the map
ψi : Ui × V0 → (G×
H V0)|Ui
(x, v) 7→ (si(x), v)
is a topological isomorphism of vector bundles over Ui. For all 1 ≤ i, j ≤ k, the
transition map
(37) ψ−1j ◦ ψi : (Ui ∩ Uj)× V0 → (Ui ∩ Uj)× V0,
is given by
(x, v) 7→ (x, (sj(x)
−1si(x)).v).
By Lemmas 3.1 and 2.10, (37) is a tempered bundle map. Thus the local charts
{(Ui, V0, ψi)}i are pairwise compatible and all the local charts of G×
H V0 which are
compatible with all (Ui, V0, ψi)’s form a tempered structure on G×
H V0. It is easy
to see that this tempered structure is independent of the finite family {(Ui, si)}
k
i=1.
Thus G×H V0 is canonically a tempered vector bundle over G/H . Moreover, it is
easily checked that G×H V0 is in fact a tempered left G-vector bundle over G/H ,
under the obvious action of G.
6.2. Schwartz sections. In this subsection, we define Schwartz sections of a tem-
pered vector bundle. This generalizes the definition of Schwartz sections of Nash
vector bundles, see [1, Section 5].
Let (M,E, TE) be a tempered vector bundle. Suppose that {(Ui, Ei, φi)}
k
i=1 (k ≥
0) are elements of TE such that {Ui}
k
i=1 is a covering of M . Write Γ
ς(Ui, Ui × Ei)
for the space of the sections which correspond to Schwartz functions in S(Ui, Ei).
This is obviously a Fre´chet space. Define
Γς(Ui,E|Ui) := {φi ◦ s : s ∈ Γ
ς(Ui, Ui × Ei)},
which is also obviously a Fre´chet space.
28 Y. CHEN AND B. SUN
Denote by Γ(M,E) the space of continuous sections of the bundle E over M .
Then extension by zero gives a continuous linear map
(38)
k⊕
i=1
Γς(Ui,E|Ui)→ Γ(M,E).
Definition 6.5. With the notation as above, the Schwartz sections Γς(M,E) of
the tempered vector bundle E over the Nash manifold M is defined to be the image
of the map (38), equipped with the quotient topology of the domain.
Proposition 6.6. The definition of Γς(M,E) (as a topological vector space) does
not depend on the choice of the local charts {(Ui, Ei, φi)}
k
i=1.
Proof. The proof is similar to that of [1, Proposition 5.1.2]. 
Proposition 6.7. Suppose that the Nash manifoldM carries a left Nash G-action.
Let E be a tempered left G-vector bundle over M . Then for every g ∈ G and
φ ∈ Γς(M,E),
(39)
g.φ : M → E,
x 7→ g.(φ(g−1.x))
is a section in Γς(M,E). Moreover, the Fre´chet space Γς(M,E) is a representation
in SmodG under the action
(g, φ) 7→ g.φ.
Proof. We have an obvious tempered vector bundle G× E over G×M . Moreover,
Γς(G×M,G× E) = S(G)⊗̂Γς(M,E).
Write Γς1(G×M,G× E) := Γ
ς(G×M,G× E), to be viewed as a representation of
G under the left translations of G on S(G). This is a representation in SmodG.
Note that the map
G× E→ G× E, (g, v) 7→ (g, g.v)
is an isomorphism of tempered vector bundles over the Nash isomorphism
G×M → G×M, (g, x) 7→ (g, g.x).
Thus it induces a topological linear automorphism
η : Γς(G×M,G× E) → Γς(G×M,G× E),
φ 7→ ((g, x) 7→ (g, g.(φ(g, g−1.x)))).
Write Γς2(G×M,G× E) := Γ
ς(G×M,G× E), to be viewed as a representation of
G such that
η : Γς1(G×M,G× E)→ Γ
ς
2(G×M,G× E)
is an isomorphism of representations of G. Then Γς2(G × M,G × E) is also a
representation in SmodG.
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Define an action of G on Γ(M,E) as in (39). Now define a linear map
J : Γς2(G×M,G× E) → Γ(M,E),
φ 7→
(
x 7→
∫
G
φ(g, x) dlg
)
,
where dlg is a fixed left invariant Haar measure on G. It is clear that the map
J is G-equivariant, and its image equals Γς(M,E). Thus Γς(M,E) is G-stable in
Γ(M,E). This proves the first assertion of the proposition.
Finally, J induces a G-equivariant linear map
J : Γς2(G×M,G× E)→ Γ
ς(M,E).
This map is surjective and continuous, and hence open by the open mapping
Theorem. Therefore, Γς(M,E) is a quotient representation of Γς2(G ×M,G × E),
and it is a representation in SmodG by Lemma 3.2. 
Let E be a tempered vector bundle over the Nash manifold M , then for every
open Nash submanifold U of M , E|U is a tempered vector bundle over U . The
extension by zero yields a continuous linear map
(40) ExMU : Γ
ς(U,E|U)→ Γ
ς(M,E).
The image of the map (40) may be characterized as in [1, Theorem 5.4.1]. Roughly
speaking, the image consists of all the sections which vanish with all its derivatives
outside U . In particular, the map (40) is a closed embedding.
Proposition 6.8. Let {Ui}
k
i=1 (k ≥ 0) be a finite cover of M by its open Nash
submanifolds. Then the sequence⊕
1≤i,j≤k
Γς(Ui ∩ Uj,E|Ui∩Uj)→
⊕
1≤i≤k
Γς(Ui,E|Ui)→ Γ
ς(M,E)→ 0
is exact. Here the first arrow is the linear map specified by requiring that
φ 7→ ExUiUi∩Uj(φ)− Ex
Uj
Ui∩Uj
(φ)
for every φ ∈ Γς(Ui ∩ Uj ,E|Ui∩Uj).
Proof. The proof is similar to that of [1, Proposition 5.1.3]. 
6.3. Schwartz inductions. In this subsection, we recall the notion of Schwartz
inductions in the sense of du Cloux, see [14, Section 2]. Then we show that
they are isomorphic to Schwartz produced representations (13) as defined in the
Introduction.
Let H be a Nash subgroup of G and let V0 be a smooth representation of H .
As in Example 1.1, viewing V0 as a representation of G with the trivial action,
C∞(G, V0) is a smooth representation of G under the left translations. Write
IndGHV0 := {ϕ ∈ C
∞(G, V0) |ϕ(gh) = h
−1.ϕ(g), for all h ∈ H , g ∈ G}
for the unnormalized smooth induction. It is a subrepresentation of C∞(G, V0).
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Suppose that V0 is in SmodH . Define a G-equivariant continuous linear map
(41)
Φ : S(G, V0)l → Ind
G
HV0,
ϕ 7→
(
g 7→
∫
H
h.ϕ(gh)dlh
)
,
where dlh is a left invariant Haar measure on H . Denote by ind
G
HV0 the image of
the map (41), equipped with the quotient topology of the domain. Then indGHV0
is a representation in SmodG, and we call it the Schwartz induced representation
of V0.
Remarks. (See [14, Remark 2.1.4].)
(a) If G/H is compact, then indGHV0 = Ind
G
HV0.
(b) indGHC = S(G/H) as representations of G.
Every homomorphism ρ : V1 → V2 in the category SmodH induces a homomor-
phism
indGHρ : ind
G
HV1 → ind
G
HV2
in SmodG. It is clear that ind
G
H is a functor from the category SmodH to the
category SmodG.
As in (6), let δH denote the modular character of H . Using Proposition 5.8, we
have another characterization of Schwartz inductions as in the following proposi-
tion.
Proposition 6.9. For every representation V0 in SmodH , there is an isomorphism
(S(G, V0)l ⊗ δ
−1
H )H
∼= indGHV0
of representations of G. Here H acts on S(G, V0) as in (4).
Proof. Consider the composition of
S(G, V0)l ⊗ δ
−1
H
ϕ⊗17→ϕ
−−−−→ S(G, V0)l
the map (41)
−−−−−−−→ IndGHV0.
It follows from Proposition 5.8 that the kernel of this composition map equals∑
h∈H
(h− 1).(S(G, V0)⊗ δ
−1
H ).
Hence the proposition holds. 
Recall from the Introduction the Schwartz produced representation
proGHV0 = (D
ς(G)⊗̂V0)H .
The following result follows directly from Proposition 6.9.
Proposition 6.10. For every representation V0 in SmodH ,
proGHV0
∼= (indGH(V0 ⊗ δH))⊗ δ
−1
G
as representations of G.
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Recall from Section 6.1 that G×H V0 is a tempered G-vector bundle over G/H ,
and by Proposition 6.7, Γς(G/H,G×H V0) is a representation in SmodG.
Proposition 6.11. For every representation V0 in SmodH ,
Γς(G/H,G×H V0) ∼= ind
G
HV0
as representations of G.
Proof. As in Section 6.1, choose a finite family {(Ui, si)}
k
i=1 (k ≥ 0) such that
{Ui}
k
i=1 is a covering of G/H by its open Nash submanifolds, and si is a Nash
section of the quotient map G → G/H over Ui. Write Gi for the preimage of Ui
under the quotient map G→ G/H . Then
Gi = si(Ui)×H,
and
S(G, V0) =
k∑
i=1
S(Gi, V0).
As usual, identify IndGHV0 with the space Γ
∞(G/H,G ×H V0) of the smooth
sections of the bundle G ×H V0. It is clear that the image of S(Gi, V0) under the
map (41) equals
Γς(Ui, (G×
H V0)|Ui) ⊂ Γ
ς(G/H,G×H V0) ⊂ Γ
∞(G/H,G×H V0).
Thus the image of the map (41) equals Γς(G/H,G×H V0), since
Γς(G/H,G×H V0) =
k∑
i=1
Γς(Ui, (G×
H V0)|Ui).
In view of the open mapping theorem, this proves the proposition. 
6.4. Frobenious reciprocity. Let H be a Nash subgroup of G as before. Now
we prove the following version of Frobenious reciprocity, which is Theorem 1.10 of
the Introduction.
Theorem 6.12. Let V0 be a representation in SmodH . Then the continuous linear
map
(42) Dς(G)⊗̂V0 → V0, µ⊗ v 7→
∫
G
1 dµ(g) · v
induces an identification
(proGHV0)G = (V0)H
of topological vector spaces.
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Proof. Theorem 1.4 implies that the map (42) descends to an identification
(Dς(G)⊗̂V0)G = V0,
where G acts on Dς(G)⊗̂V0 by the left translations on D
ς(G). Thus we have
identifications
(proGHV0)G
= ((Dς(G)⊗̂V0)H)G
= ((Dς(G)⊗̂V0)G)H
= (V0)H .

Remark. Denote δG/H := (δG)|H · δ
−1
H . Theorem 6.12 and Proposition 6.10 imply
that
(indGHV0)G
∼= (V0 ⊗ δG/H)H .
7. More on Schwartz homologies
In this section, we go back to the Schwartz homologies of representations of
an almost linear Nash group as defined in Section 5. The main result here is
Shapiro’s lemma, an important tool for computing the Schwartz homologies of
Schwartz produced (induced) representations. We will also prove Theorem 1.8
and discuss the Schwartz homologies of finite dimensional representations.
7.1. Schwartz induction and relatively projectiveness. Recall that G is an
almost linear Nash group. Let H be a Nash subgroup of G, the Schwartz induction
functor indGH : SmodH → SmodG was defined in Section 6.3.
The following proposition was proved in [14, Proposition 2.2.7].
Proposition 7.1. The Schwartz induction functor indGH : SmodH → SmodG is
exact, and maps strong homomorphisms to strong homomorphisms.
The following proposition was proved in [14, Lemma 2.1.6].
Proposition 7.2. For every Nash subgroup H ′ of H, and every representation V ′0
in SmodH′, there is a natural isomorphism
indGH(ind
H
H′V
′
0)
∼= indGH′V
′
0
of representations of G.
The following proposition says that the Schwartz induction functor preserves
relatively projective representations.
Proposition 7.3. For every relatively projective representation P in SmodH ,
indGHP is relatively projective in SmodG.
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Proof. This follows from Propositions 5.6 and 7.2. 
Remark. The analogous result as in Proposition 7.3 holds in the p-adic case, see
[22, Lemma 4.3] for example.
We shall also need the following result of Schwartz inductions.
Proposition 7.4. Let V0 and V be smooth moderate growth Fre´chet representations
of H and G, respectively. If V or V0 is nuclear, then there is an isomorphism
indGH(V0⊗̂V |H)
∼= (indGHV0)⊗̂V
of representations of G.
Proof. If V is nuclear, this is [24, Lemma 3.2]. If V0 is nuclear, this follows from
the arguments of the proof of [24, Lemma 3.2], together with the following fact:
Let E1 → E2 be an injective continuous linear map of nuclear Fre´chet spaces,
and let E3 be a Fre´chet space, then the induced map E1⊗̂E3 → E2⊗̂E3 is also
injective. This fact is implied by [30, Equation (50.17)] and the fact that nuclear
Fre´chet spaces are reflexive. 
7.2. Shapiro’s lemma. In this subsection, we will prove Theorem 1.11. We re-
state it here for the convenience of the reader.
Theorem 7.5 (Shapiro’s Lemma). Let H be a Nash subgroup of an almost lin-
ear Nash group G, and let V0 be a representation in SmodH . Then there is an
identification
HSi (G; pro
G
HV0) = H
S
i (H ;V0)
of topological vector spaces, for every i ∈ Z.
Proof. Let P• → V0 → 0 be a strong projective resolution of V0 in the category
SmodH . By Propositions 6.10, 7.1 and 7.3 we conclude that
proGHP• → pro
G
HV0 → 0
is a strong projective resolution of the representation proGHV0 in the category
SmodG. Now it follows from the Frobenious reciprocity ( Theorem 1.10) that
(proGHP•)G = (P•)H
as chain complexes, and thus the theorem follows. 
Remark. The smooth homology theory of smooth representations of real Lie groups
was established in [5] by P. Blanc. One of the main results there is a form of
Shapiro’s lemma, concerning the compactly supported smooth induced represen-
tation, see [5, Theorem 11].
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7.3. A resolution of the trivial representation. Fix a maximal compact sub-
group K of G. As before, denote by g and k the complexified Lie algebras of G
and K, respectively.
Let X := G/K, and write T∗X for its cotangent bundle. Put
ΩkX := ∧
k(T∗X ⊗R C), (k ∈ Z).
Denote n := dimX . Write OrX for the orientation line bundle of X , with complex
coefficients. Its fibre at 1K ∈ X equals
∧n(g/k)⊗ |∧n(g/k)∗|, ( a superscript ∗ indicates the dual space).
Here and as usual, for every one dimensional complex vector space F , |F | denotes a
one dimensional complex vector space equipped with a nonzero map | · | : F → |F |
such that
|a.v| = |a|.|v| for all a ∈ C, v ∈ F.
Both T∗X and OrX are obviously tempered left G-vector bundles over X , and
hence so is ΩkX ⊗OrX . We have the extended de Rham complex
(43) 0→ Γς(X,Ω0X ⊗ OrX)→ · · · → Γ
ς(X,ΩnX ⊗ OrX)
integration
−−−−−−→C→ 0.
Note that all the arrows in (43) are homomorphisms of representations of G, and
(44) Γς(X,ΩkX ⊗ OrX) = ind
G
K(∧
k(g/k)∗ ⊗ ∧n(g/k)⊗ |∧n(g/k)∗|).
By Propositions 5.7 and 7.3, the representations in (44) are relatively projective
in SmodG. The following proposition says that the sequence (43) gives a strong
projective resolution of the trivial representation C in SmodG.
Proposition 7.6. The sequence (43) is exact, and all the homomorphisms in the
sequence are strong homomorphisms in SmodG.
Proof. Consider the following de Rham complex with compactly supported smooth
coefficients:
(45) 0→ Γ∞c (X,Ω
0
X ⊗ OrX)→ · · · → Γ
∞
c (X,Ω
n
X ⊗OrX)
integration
−−−−−−→C→ 0.
Since X (as a smooth manifold) is diffeomorphic to Rn, de Rham had constructed
an explicit contracting homotopy for the complex (45), see [13, Section 5]. Note
that X is actually Nash diffeomorphic to Rn, and de Rham’s construction also ap-
plies to the de Rham complex (43) with Schwartz coefficients. Hence the sequence
(43) is exact, and all the homomorphisms in the sequence are strong homomor-
phisms. 
7.4. Schwartz homologies and (g, K)-homologies. In this subsection, we will
show that for representations in SmodG, the Schwartz homologies as defined in
Section 5.3 coincide with the relative Lie algebra homologies.
The following Theorem is Theorem 1.8 of the Introduction.
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Theorem 7.7. For every representation V in the category SmodG, there is an
identification
HSi (G;V ) = Hi(g, K;V ), (i ∈ Z)
of topological vector spaces.
Proof. The argument is similar to that of [21, Theorem 6.1]. We sketch the proof
for the convenience of the reader. By [29, Theorem 5.24], (43) induces an exact
sequence
(46) 0→ Γς(X,Ω0X ⊗ OrX)⊗̂V → · · · → Γ
ς(X,ΩnX ⊗OrX)⊗̂V
integration
−−−−−−→V → 0
in SmodG. By Proposition 7.6, we conclude that every homomorphism in the
sequence (46) is strong. By Proposition 5.5, we know that each representation
Γς(X,ΩkX ⊗OrX)⊗̂V is relatively projective in SmodG. Thus the sequence (46) is
a strong projective resolution of the representation V in SmodG. Now according
to (44), Proposition 7.4 and Theorem 6.12, we have that
(47) (Γς(X,ΩkX ⊗ OrX)⊗̂V )G
∼= (∧n−k(g/k)⊗ V )K .
With the isomorphisms in (47), one verifies that the chain complex
{Γς(X,Ωn−iX ⊗ OrX)⊗̂V }i∈Z
coincides with the chain complex computing the relative Lie algebra homology of
V . This proves the theorem. 
Remark. This kind of result is known as van Est theorem, see [31, Theorem 2].
Theorem 7.7 will be useful in showing vanishing of the Schwartz homologies. We
will give an application of this result in the next section.
Corollary 7.8. Every short exact sequence 0 → V1 → V2 → V3 → 0 in the
category SmodG yields a long exact sequence
· · · → HSi+1(G;V3)→ H
S
i (G;V1)→ H
S
i (G;V2)→ H
S
i (G;V3)→ · · ·
of (non-necessary Hausdorff) locally convex topological vector spaces.
Proof. This follows from Theorem 7.7 and the corresponding result for relative Lie
algebra homologies. 
7.5. Schwartz homology of finite dimensional representations. In this sub-
section, we will discuss finite dimensional representations. Firstly, we recall some
structure theory of almost linear Nash groups.
Recall that a finite dimensional real representation of a Nash group is said to
be a Nash representation if the action map is a Nash map. A Nash group is called
reductive if it has a completely reducible Nash representation with finite kernel.
A Nash group is called unipotent if it has a faithful Nash representation such that
all the group elements act as unipotent linear operators. A maximal reductive
Nash subgroup of the almost linear Nash group G is called a Levi component of
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G. It is unique up to conjugation. The unipotent radical N of G is defined to
be the largest normal unipotent Nash subgroup of G. Then we have the Levi
decomposition G = L ⋉ N , where L denotes a Levi component of G. For these
facts, see [28, Theorems 1.16 and 1.17].
Lemma 7.9. Every finite dimensional representation of a reductive Nash group is
of moderate growth.
Proof. This follows from a more general result: every continuous Banach repre-
sentation of a reductive group is of moderate growth. See for example [32, Section
2.2]. 
Proposition 7.10. A finite dimensional representation F of G is of moderate
growth if and only if every irreducible subquotient of F |N is unitarizable, where N
denotes the unipotent radical of G.
Proof. Firstly, from the Levi decomposition G = LN and Lemma 7.9, it is enough
to prove the proposition when G is unipotent. Thus we assume that G is unipotent.
Recall from [15, Corollary 6.7] that the moderate growth property is preserved
by extensions of representations and by taking subquotients. Thus, without loss
of generality, we further assume that F is irreducible. Now the proposition follows
from [15, Theorem 5.1]. 
Remark. As a Lie group, every unipotent Nash group is connected, simply con-
nected and nilpotent (see [28, Theorem 1.8]). Thus we can apply the results of du
Cloux [15]. By the above proposition, a character of a unipotent Nash group is of
moderate growth if and only if it is unitary.
Proposition 7.11. Let F be a nontrivial irreducible finite dimensional represen-
tation of G of moderate growth. Then HSi (G;F ) = 0 for all i ∈ Z.
Proof. For a connected and reductive group G, this follows immediately from The-
orem 7.7 and the corresponding result in relative Lie algebra homology theory, see
for example [8, Chapter 1, Theorem 5.3]. The general case can be reduced to this
special case by a spectral sequence argument. We leave details to the interested
reader. 
8. Automatic extensions
In this section, we will prove the automatic extensions of Schwartz homologies,
namely, Theorems 1.12 and 1.13. The main tools are Shapiro’s lemma (Theorem
7.5), and Borel’s lemma of the following subsection.
8.1. Borel’s lemma. We begin with the following definition.
Definition 8.1. Let M a smooth manifold, and let E a quasi-complete Hausdorff
locally convex topological vector space over C. A E-valued smooth function f on
M is said to be k-vanishing (k ≥ 1) at a point x ∈ M if for every differential
operator D on M of order ≤ k − 1, (Df)(x) = 0.
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Now suppose thatM is a Nash manifold and E is a tempered vector bundle over
M . For every φ ∈ Γς(M,E) and every x ∈ M , the notion that φ is k-vanishing at
x is obviously defined by using Definition 8.1 and a local chart (U,E, ψ) of E with
x ∈ U . Moreover, this notion is independent of the choice of the local chart.
For each x ∈M , define
Γς(M,E)x,k := {φ ∈ Γ
ς(M,E) : φ is k-vanishing at x}.
This is a closed subspace of Γς(M,E). For convenience, write
Γς(M,E)x,0 := Γ
ς(M,E).
Now suppose that U is an open Nash submanifold of M . Write Z :=M \U . As
in (40), extension by zero yields a closed linear embedding
(48) Γς(U,E|U) →֒ Γ
ς(M,E),
and we identify Γς(U,E|U) with its image in Γ
ς(M,E). Define
ΓςZ(M,E) := Γ
ς(M,E)/Γς(U,E|U).
For every k ≥ 0, put
ΓςZ(M,E)k :=
(⋂
x∈Z
Γς(M,E)x,k
)
/Γς(U,E|U) ⊂ Γ
ς
Z(M,E).
This is a closed subspace of ΓςZ(M,E).
Proposition 8.2. The natural map
ΓςZ(M,E)→ lim←−
k
ΓςZ(M,E)/Γ
ς
Z(M,E)k
is a topological linear isomorphism.
Proof. This is a form of Borel’s lemma. See [2, Lemma A.2.8] for a proof when
E is a Nash bundle and Z is a closed Nash submanifold. When Z is a closed
Nash submanifold, the same proof works in our general setting of tempered vector
bundles. The general case is easily reduced to this case by considering a filtration
Z = Z0 ⊃ Z1 ⊃ · · · ⊃ Zr ⊃ Zr+1 = ∅, (r ≥ 0)
such that for all 0 ≤ i ≤ r, Zi is a closed semialgebraic subset of M , and Zi \Zi+1
is a Nash submanifold of M .

For each k ≥ 0 and x ∈M , in what follows we define a bilinear map
(49) Dx : (⊗
kTx(M))× Γ
ς(M,E)x,k → Ex,
where Ex is the fibre of E at x, and Tx(M) is the tangent space of M at x. Let
v1, v2, . . . , vk ∈ Tx(M), and φ ∈ Γ
ς(M,E)x,k. Take a local chart (U,Ex, ψ) of E
such that x ∈ U and
Ex
v 7→(x,v)
−−−−→ U × Ex
ψ
−→ E
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induces an identity map of Ex. By using this local chart, we identify φ|U with a
smooth function φU : U → Ex. For each 1 ≤ j ≤ k, take a vector field Yj on U
which extends vj. Now we define
Dx(v1 ⊗ v2 ⊗ · · · ⊗ vk, φ) = ((Y1Y2 · . . . · Yk)φU)(x).
This is independent of the local chart (U,Ex, ψ) and the vector fields Yj’s.
Remark. Obviously, the map (49) may be defined in a more general setting of
smooth manifolds, smooth vector bundles, and smooth sections.
If Z is a closed Nash submanifold of M , write
NZ(M) :=
⊔
x∈Z
Tx(M)
Tx(Z)
⊗R C
for the complexified normal bundle of Z in M . Write N∗Z(M) for its dual bundle,
which is called the complexified conormal bundle.
Proposition 8.3. Suppose that Z is a closed Nash submanifold of M . Then the
maps (49) for all x ∈ Z induces a topological linear isomorphism
ΓςZ(M,E)k/Γ
ς
Z(M,E)k+1
∼= Γς(Z, Symk(N∗Z(M))⊗ E|Z), (k ≥ 0).
Proof. This is also a part of Borel’s lemma. See [2, Lemmas A.2.7] for a proof when
E is a Nash bundle. The same proof works in our general setting of tempered vector
bundles. 
Let G be an almost linear Nash group as before. Now suppose that M is a left
G-Nash manifold, E is a tempered left G-vector bundle over M , and U is a G-
stable open Nash submanifold of M . Then Γς(M,E) is naturally a representation
in SmodG, and Γ
ς(U,E|U) is a subrepresentation of it. Recall that Z := M \ U .
For each k ≥ 0, ΓςZ(M,E)k is also a subrepresentation of Γ
ς
Z(M,E).
As in the Introduction, let χ : G → C× be a character which has moderate
growth. The following lemma is similar to [4, Corollary 2.3.3].
Lemma 8.4. Suppose that Z is a closed Nash submanifold of M . Let i ∈ Z and
assume that HSi+1(G; (Γ
ς
Z(M,E)/Γ
ς
Z(M,E)k)⊗χ) is finite dimensional for all k ≥ 0.
Then the canonical map
HSi (G; Γ
ς
Z(M,E)⊗ χ)→ lim←−
k
HSi (G; (Γ
ς
Z(M,E)/Γ
ς
Z(M,E)k)⊗ χ)
is a linear isomorphism.
Proof. Recall that a sequence
· · · → Vj+1 → Vj → · · · → V1 → V0
of complex vector spaces is called a Mittag-Leffler sequence if for each j0 ≥ 0, the
image of the composition of
Vj → Vj−1 → · · · → Vj0+1 → Vj0
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is independent of j whenever j is sufficiently large.
For simplicity, write
Γk := Γ
ς
Z(M,E)/Γ
ς
Z(M,E)k, k ≥ 0.
Consider the sequence
· · · → (∧•(g/k)⊗ Γ2)K → (∧
•(g/k)⊗ Γ1)K → (∧
•(g/k)⊗ Γ0)K
of chain complexes. Obviously, at each degree, the corresponding sequence is a
Mittag-Leffler sequence (since the corresponding linear maps are all surjective).
The induced sequence of the homologies at the (i + 1)th degree is also Mittag-
Leffler by the finite dimension assumption. Thus it follows from [19, Chapter 0,
Proposition 13.2.3] that
Hi(g, K; Γ
ς
Z(M,E)⊗ χ) = Hi((∧
•(g/k)⊗ lim
←−
k
(Γk ⊗ χ))K)
= lim
←−
k
Hi((∧
•(g/k)⊗ Γk ⊗ χ)K)
= lim
←−
k
Hi(g, K; Γk ⊗ χ).
The lemma then follows by using Theorem 7.7.

8.2. A proof of Theorem 1.12. We continue with the notation of the last sub-
section. Recall from the Introduction the complexified normal space
Nz :=
Tz(M)
Tz(G.z)
⊗R C
and its dual space N∗z.
Lemma 8.5. Assume that Z has only finitely many G-orbits. If
(50) HSi (Gz;Ez ⊗ Sym
k(N∗z)⊗ δG/Gz ⊗ χ) = 0
for all z ∈ Z, i ∈ Z and k ≥ 0. Then
(51) HSi (G; Γ
ς
Z(M,E)⊗ χ) = 0.
Proof. First assume that Z is a single G-orbit. In view of Proposition 6.10, Propo-
sition 6.11, Shapiro’s Lemma (Theorem 7.5) and Proposition 8.3, (50) implies that
HSi (G; (Γ
ς
Z(M,E)k/Γ
ς
Z(M,E)k+1)⊗ χ) = 0.
Then Lemma 8.4 implies that
HSi (G; Γ
ς
Z(M,E)⊗ χ) = 0.
In general, take a filtration
Z = Z0 ⊃ Z1 ⊃ · · · ⊃ Zr ⊃ Zr+1 = ∅, (r ≥ 0)
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such that for all 0 ≤ j ≤ r, Zj is a closed semialgebraic subset of M , and Zj \Zj+1
is a G-orbit. Such a filtration always exists, see for example [28, Proposition 3.6].
We have an obvious exact sequence
0→ ΓςZ\Zr(M \ Zr,E|M\Zr)→ Γ
ς
Z(M,E)→ Γ
ς
Zr
(M,E)→ 0.
By induction on the number of G-orbits in Z, the lemma follows by using the
induced long exact sequence. 
To prove Theorem 1.12, we also need the following result.
Lemma 8.6. Let φ : C• → C
′
• be a morphism of chain complexes of Fre´chet spaces.
Let i ∈ Z. If the induced morphism
(52) φ : Hi(C•)→ Hi(C
′
•)
is surjective, then it must be an open map.
Proof. Write C• = {(Ci, ∂i)}i∈Z. Put
Imi := ∂i+1(Ci+1) and Keri := the kernel of ∂i.
Then
Imi ⊂ Keri ⊂ Ci.
Similarly we have spaces
Im′i ⊂ Ker
′
i ⊂ C
′
i.
The commutative diagram
(53) Keri
φ
//
⊂

Ker′i
Keri ⊕ Im
′
i
(u,v)7→φ(u)+v
99
s
s
s
s
s
s
s
s
s
s
descends to a commutative diagram
(54) Keri
Imi
//
∼=

Ker′i
Im′i
Keri⊕Im
′
i
Imi⊕Im
′
i
.
<<
①
①
①
①
①
①
①
①
①
The surjectivity of (52) implies the surjectivity of the diagonal arrow of (53).
Thus by the open mapping theorem, this diagonal arrow must be an open map.
Therefore, the diagonal arrow of (54) is also an open map. Since the vertical arrow
of (54) is a topological linear isomorphism, the horizontal arrow of (54) is also an
open map. This proves the lemma.

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Now we are ready to prove Theorem 1.12. We have an obvious exact sequence
0→ Γς(U,E|U)⊗ χ→ Γ
ς(M,E)⊗ χ→ ΓςZ(M,E)⊗ χ→ 0.
Using the induced long exact sequence of the Schwartz homologies, Lemma 8.5
implies that the natural map
HSi (G; Γ
ς(U,E|U)⊗ χ)→ H
S
i (G; Γ
ς(M,E)⊗ χ), (i ∈ Z)
is a linear isomorphism. Then by Lemma 8.6, this is in fact a topological linear
isomorphism. This proves Theorem 1.12.
Theorem 1.13 follows directly from Theorem 1.12 and Proposition 7.11.
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