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Abstract
In the first part of this paper we give a solution for the one-dimensional reflected backward
stochastic differential equation (BSDE for short) when the noise is driven by a Brownian motion
and an independent Poisson random measure. The reflecting process is right continuous with left
limits (RCLL for short) whose jumps are arbitrary. We first prove existence and uniqueness of the
solution for a specific coefficient in using a method based on a combination of penalization and the
Snell envelope theory. To show the general result we use a fixed point argument in an appropriate
space. The second part of the paper is related to BSDEs with two reflecting barriers. Once more we
prove existence and uniqueness of the solution of the BSDE.
Key Words: Backward SDEs ; Penalization ; Poisson point process ; Snell envelope ; Mokobodski’s
hypothesis.
AMS Classification (1991): 60H10, 60H20, 60H99.
1 Introduction
Non-linear backward stochastic differential equations (BSDEs in short) were introduced by Pardoux
& Peng [15] when the noise is driven by a Brownian motion. The objective is to give a probabilistic
interpretation of a solution of a second order quasi-linear partial differential equation. Since then, these
equations have gradually became an important mathematical tool which is encountered in many fields
of mathematics such as finance, stochastic optimal control and games, partial differential equations and
so on (see e.g. [1, 3, 6, 7, 8, 16, 17, 19] and the references therein).
Later Tang & Li [19], considered standard BSDEs when the noise is driven not only by a Brownian
motion but also by an independent Poisson random measure. They showed existence and uniqueness of
the solution. Barles et al. [1] studied the link of those BSDEs with viscosity solutions of integral-partial
differential equations.
One barrier reflected BSDEs have been introduced by El-Karoui et al. in [6]. In their setting,
one of the components of the solution is forced to stay above a given barrier which is a continuous
adapted stochastic process. The main motivation in [6] is the pricing of American options especially
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in constrained markets (see also [7]). The generalization to the case of two reflecting barriers has been
carried out by Cvitanic & Karatzas in [3].
Later, on the one hand, Hamade`ne & Oukine ([11]) have studied one reflecting barrier BSDEs when
the noise is driven by a Brownian motion and an independent Poisson measure. They showed existence
and uniqueness of the solution when the reflecting barrier has only inaccessible jumps, i.e., jumps which
stem only from the Poisson part. On the other hand, S.Hamade`ne [8] has introduced BSDEs with one
right continuous with left limits reflecting barrier in the case of Brownian noise. Since then there have
been several works on BSDEs with discontinuous barriers when the noise comes only from a Brownian
motion ([13, 14]).
Therefore the main objective of this paper is to deal with reflected BSDEs when the noise comes
from a Brownian motion and an independent Poisson process and the reflecting processes are just
RCLL. No more conditions are imposed on their jumps as it was e.g. in [11]. They can be predictable
or inaccessible. In our study we consider the case of one reflecting barrier as well as the case of two
reflecting barriers. For both cases we show existence and uniqueness of the solution when the coefficients
of the BSDEs are Lipschitz.
This work completes the known results on the same subject since the jumps of the reflecting processes
are arbitrary and the sources of noise are twice, Brownian and Poisson. A second motivation of our
work is that the two barrier reflected BSDEs we consider here are much involved in finance, especially
when we deal with convertible bonds in defautable markets (see e.g. [2]). Finally, this work opens a
window towards viscosity solutions of variational inequalities with discontinuous obstacles.
This paper is organized as follows.
Section 2 contains hypotheses and the setting of the problem. In Section 3, we show uniqueness of
the solution of the BSDE with one reflecting RCLL barrier (St)t≤1, a Lipschitz coefficient f(t, ω, y, z, v)
and square integrable terminal value ξ. In Section 4, we address the question of existence of the solution
for the BSDE. Since there is a lack of comparison of solutions of standard BSDEs whose noise contains
a Poisson part, especially when the coefficients depend on v (see [1] for a counterexample), we first
assume that f does not depend on this latter variable. Then we show the existence and uniqueness
of the solution of the BSDE. The method we used combines penalization with the general theory of
Snell envelope of processes. Later, in order to obtain the result for general coefficients f(t, ω, y, z, v) we
have introduced a contraction in an appropriate Banach space of processes which then has a fixed point
which provides the unique solution of the BSDE. At the end of this section we focus on some properties
of the reflecting process K of the solution. Finally in the last section, we address the problem with two
reflecting barriers. Once more, under the well-known Mokobodski’s hypothesis, we show existence and
uniqueness of the solution.
2 Setting of the problem and hypotheses
First a simplicity reason, we fix the horizon T of the problem equal to 1 and of course our results still
valid if T 6= 1. Let (Ω,F , (Ft)t≤1) be a stochastic basis such that F0 contains all P -null sets of F
and Ft+ =
⋂
ǫ>0Ft+ǫ = Ft, ∀t < 1. We assume that the filtration is generated by the two following
mutually independent processes:
- a d-dimensional Brownian motion (Bt)t≤1,
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- a random Poisson measure µ on IR+×U , where U := IRl \{0} is equipped with its Borel σ-algebra
U , with compensator ν(dt, de) = dtλ(de), such that {µ˜([0, t]×A) = (µ−ν)([0, t]×A)}t≤1 is a martingale
for every A ∈ U satisfying λ(A) <∞. The measure λ is assumed to be σ-finite on (U,U) and integrates
the function e ∈ U 7→ 1 ∧ |e|2.
Let us now introduce the followings:
- L2(U, dλ) is the space of deterministic Borel functions (̟(e))e∈U from U to R which are dλ-square
integrable;
- S2 the set of Ft-adapted RCLL processes (Yt)t≤1 with values in IR and IE[supt≤1 |Yt|
2] <∞. We
denote by S2i the subset of S
2 which contains non-decreasing processes K := (Kt)t≤1 with K0 = 0;
- P the σ-algebra of Ft-progressively measurable sets on Ω× [0, 1] and H
2,k the set of P-measurable
processes Z := (Zt)t≤1 with values in IR
k and dP ⊗ dt-square integrable;
- Pd the σ-algebra of Ft-predictable sets on Ω× [0, 1] and L
2 the set of mappings V : Ω× [0, 1]×U →
IR, Pd ⊗ U -measurable and dP ⊗ dt⊗ dλ-square integrable;
- T the set of Ft-stopping times with values in [0, 1];
- the class [D] is the set of Ft-adapted RCLL processes ζ = (ζt)t≤1 such that the set of random
variables {ζτ , τ ∈ T } is uniformly integrable;
- for a given RCLL process (wt)t≤1, for any t ≤ 1, wt− = limsրtws (w0− = w0), ∆tw = wt − wt−
and w− := (wt−)t≤1.
We are now given three objects:
- a terminal value ξ ∈ L2(Ω, F1, P )
- a map f : Ω× [0, 1] × IR1+d × L2(U, dλ) −→ IR which with (t, ω, y, z, v) associates f(t, ω, y, z, v) and
which is P ⊗ B(IR1+d)⊗B( L2(U, dλ))-measurable. In addition we assume that:
(i) the process (f(t, 0, 0, 0))t≤1 belongs to H
2,1
(ii) f is uniformly Lipschitz with respect to (y, z, v), i.e., there exists a constant Cf ≥ 0 such that
for any (y, z), (y′, z′) ∈ IR× IRd and v, v′ ∈ L2λ(U) we have:
P − a.s., |f(ω, t, y, z, v) − f(ω, t, y′, z′, v′)| ≤ Cf (|y − y
′|+ |z − z′|+ ‖v − v′‖).
- an ”obstacle” process S := (St)t≤1 which belongs to S
2.
Let us now introduce the reflected BSDE with general jumps associated with (f, ξ, S). A solution is
a quadruple (Y,Z,K, V ) := (Yt, Zt,Kt, Vt)t≤1 of processes with values in IR
1+d× IR+× L2(U, dλ) such
that:

(i) Y ∈ S2, Z ∈ H2,d, V ∈ L2 and K ∈ S2i
(ii) Yt = ξ +
∫ 1
t
f(s, Ys, Zs, Vs)ds +K1 −Kt −
∫ 1
t
ZsdBs −
∫ 1
t
∫
U
Vs(e)µ˜(ds, de) ,∀t ≤ 1
(iii) Y ≥ S
(iv) if Kc (resp. Kd) is the continuous (resp. purely discontinuous) part of K, then
Kd is Pd-measurable,
∫ 1
0 (Yt − St)dK
c
t = 0 and ∀t ≤ 1,∆K
d
t = (St− − Yt)
+1[Yt−=St−].
(1)
The main reason for the second part of (iv) is that the process Y has two types of jumps. The
inaccessible ones which stem from the Poisson martingale part (
∫ t
0
∫
U Vs(e)µ˜(ds, de))t≤1 and the pre-
dictable ones which come from the predictable negative jumps of S. Those latter are the source of
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the predictable jumps of Y and then also of K, which of course are the same. Thus the condition
∆Kdt = (St− − Yt)
+1[Yt−=St−] is just a characterization of the predictable jumps of Y .
Remark 2.1 : The second part of condition (iv) implies in particular that
∫ 1
0 (Yt− − St−)dKt = 0. (2)
Actually ∫ 1
0 (Yt− − St−)dKt =
∫ 1
0 (Yt− − St−)dK
c
t +
∫ 1
0 (Yt− − St−)dK
d
t
=
∫ 1
0 (Yt − St)dK
c
t +
∑
t≤1(Yt− − St−)∆K
d
t
= 0.
The last term of the second equality is null since Kd jumps only when Yt− = St−. ✷
To begin with, we are going to focus on the uniqueness of the solution of the BSDE (1).
3 Uniqueness of the solution
Proposition 3.1 : Under the above assumptions on f , ξ and (St)t≤1, the reflected BSDE (1) associated
with (f, ξ, S) has at most one solution.
Proof : Let us consider two solutions (Y,Z,K, V ) and (Y ′, Z ′,K ′, V ′) of (1). First let us assume that
for any t ≤ 1 we have
(
Yt− − Y
′
t−
)
(dKt − dK
′
t) ≤ 0. Next for t ≤ 1 let us set:
∆t := |Yt − Y
′
t |
2 +
∫ 1
t |Zs − Z
′
s|
2ds+
∫ 1
t
∫
U (Vs(e)− V
′
s (e))
2λ(de)ds.
Then applying Itoˆ’s formula with (Y − Y ′)2 and taking expectation yield:
IE[∆t] ≤ 2
∫ 1
t IE[(Ys − Y
′
s) (f(s, Ys, Zs, Vs)− f(s, Y
′
s , Z
′
s, V
′
s ))]ds, ∀t ≤ 1.
Therefore because of the inequality 2|ab| ≤ 2a2+ b
2
2 for any a, b ∈ IR and since f is uniformly Lipschitz
we obtain: ∀ t ≤ 1,
IE[|Yt − Y
′
t |
2 + 12
∫ 1
t |Zs − Z
′
s|
2ds+ 12
∫ 1
t
∫
U (Vs (e)− V
′
s (e))
2
λ (de) ds]
≤ (2Cf + 4C
2
f )IE[
∫ 1
t (Ys − Y
′
s)
2
ds].
(3)
Then from Gronwall’s lemma and the right continuity of Y − Y ′ we get Y = Y ′. It follows from (3)
that (Z, V ) = (Z ′, V ′) and finally K = K ′. Whence the uniqueness of the solution of (1).
To complete the proof it remains to show that
∫
]t,1]
(Ys− − Y
′
s−)(dKs − dK
′
s) ≤ 0,∀t ≤ 1. (4)
Actually for any t ≤ 1 we have,∫
]t,1]
(Ys− − Y
′
s−)(dKs − dK
′
s) =
∫
]t,1]
(Ys− − Y
′
s−)(dK
c
s − dK
′c
s ) +
∫
]t,1]
(Ys− − Y
′
s−)(dK
d
s − dK
′d
s ).
(5)
4
But as Y and Y ′ belong to S2 and their jumps δ(ω) := {t ∈ [0, 1],∆tY (ω) 6= 0} and δ
′(ω) := {t ∈
[0, 1],∆tY
′(ω) 6= 0} are at most countable then:∫
]t,1](Ys− − Y
′
s−)(dK
c
s − dK
′c
s ) =
∫
]t,1](Ys − Y
′
s )(dK
c
s − dK
′c
s ) =
∫
]t,1](Ys − Ss)(dK
c
s − dK
′c
s )
+
∫
]t,1](Ss − Y
′
s)(dK
c
s − dK
′c
s ) = −
∫
]t,1](Ys − Ss)dK
′c
s +
∫
]t,1](Ss − Y
′
s )dK
c
s ≤ 0. (6)
Additionally we have:∫
]t,1]
(Ys− − Y
′
s−)(dK
d
s − dK
′d
s ) =
∫
]t,1]
(Ys− − Y
′
s−)dK
d
s −
∫
]t,1]
(Ys− − Y
′
s−)dK
′d
s . (7)
However ∫
]t,1]
(Ys− − Y
′
s−)dK
′d
s =
∫
]t,1]
(Ys− − Ss−)dK
′d
s ≥ 0 (8)
since the jumps of K ′d occur only when Y ′− = S−. In the same way we have
∫
]t,1](Ys− − Y
′
s−)dK
d
s ≤ 0
and then
∫
]t,1](Ys− − Y
′
s−)(dK
d
s − dK
′d
s ) ≤ 0. This inequality and (6) lead to (4). Thus the proof of
uniqueness of the solution of the BSDE (1) is complete. ✷
4 Existence of the solution
We are now going to prove that equation (1) has a solution. Our method combines penalization and
the Snell envelope method. Penalization as it has been used e.g. in [6] cannot be applied because
of lack of comparison of the solutions of the penalization scheme. To get this comparison we are led
to assume, in a first step, that the function f(t, ω, y, z, v) does not depend on v and for the sake of
simplicity we will suppose moreover that f does not depend also on (y, z), i.e., f(t, ω, y, z, v) = g(t, ω).
Later to obtain the result in the general setting we will use a fixed point argument with an appropriate
mapping. Finally note that as a by-product of the penalization method is the approximation of the
solution of the reflected equation by solutions of standard BSDEs, i.e. without reflection. This point
could be important when we deal with the issue of either numerical schemes or the solution of BSDE
(1) or viscosity solutions of the related PDIEs.
To begin with let us assume that the function f does not depend on (y, z, v), i.e., P-a.s.,
f(t, ω, y, z, v) ≡ g(t, ω), for any t, y, z and v. In the following result, we establish the existence of the
solution of the BSDE associated with (g, ξ, S) in using the penalization method.
Theorem 4.1 : The one barrier reflected BSDE (1) associated with (g, ξ, S) has a unique solution
(Yt, Zt,Kt, Vt)t≤1.
Proof : For n ≥ 0, let (Y nt , Z
n
t , V
n
t )t≤1 be the Ft-adapted process with values in IR
1+d × L2(U, dλ),
unique solution of the BSDE associated with (g(t, ω) + n(y − St)
−, ξ) (x− := max(0,−x), ∀x ∈ R),
which exists according to the results either by Tang & Li [19] or Barles et al. [1], i.e.,{
Y n ∈ S2, Zn ∈ H2,d and V n ∈ L2
Y nt = ξ +
∫ 1
t g(s)ds +
∫ 1
t n (Y
n
s − Ss)
− ds−
∫ 1
t Z
n
s dBs −
∫ 1
t
∫
U V
n
s (e) µ˜ (ds, de) ,∀t ≤ 1.
(9)
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From now on the proof will be divided into four steps.
Step 1: For any n ≥ 0, Y n ≤ Y n+1.
For any t ≤ 1, we have:
Y nt − Y
n+1
t =
∫ 1
t (Z
n
s − Z
n+1
s )dBs +
∫ 1
t
∫
U (V
n
s (e)− V
n+1
s (e))µ˜(ds, de)
+
∫ 1
t {n(Y
n
s − Ss)
− − (n + 1)(Y n+1s − Ss)
−}ds.
But n(Y ns − Ss)
−− (n+1)(Y n+1s −Ss)
− = bns + a
n
s (Y
n
s − Y
n+1
s ) where b
n
s ≤ 0 and |a
n
s | ≤ n+1, ∀s ≤ 1.
So let us set Θnt = e
∫ t
0
ans ds, t ≤ 1 ; then using Itoˆ’s formula we obtain:
d(Θnt (Y
n
t − Y
n+1
t )) = Θ
n
t b
n
t dt+ dM
n
t , t ≤ 1
where (Mnt )t≤T is a martingale. Taking now the conditional expectation w.r.t. Ft we obtain Y
n ≤ Y n+1
since Y n+11 − Y
n
1 = 0, Θ
n ≥ 0 and bn ≤ 0. ✷
Step 2: For any n ≥ 0, the process Y n satisfies:
∀t ≤ 1, Y nt = esssupτ≥tIE[
∫ τ
t
g(s)ds + (Y nτ ∧ Sτ )1[τ<1] + ξ1[τ=1]|Ft].
Actually for any n ≥ 0 and t ≤ 1 we have:
Y nt = ξ +
∫ 1
t
g(s)ds −
∫ 1
t
Zns dBs +
∫ 1
t
n (Y ns − Ss)
− ds−
∫ 1
t
∫
U
V ns (e) µ˜ (ds, de) . (10)
Therefore for any stopping time τ ≥ t we have:
Y nt = IE[Y
n
τ +
∫ τ
t g(s)ds +
∫ τ
t n (Y
n
s − Ss)
− ds|Ft]
≥ IE[(Sτ ∧ Y
n
τ )1[τ<1] + ξ1[τ=1] +
∫ τ
t g(s)ds|Ft]
(11)
since Y nτ ≥ (Sτ ∧ Y
n
τ )1[τ<1]+ ξ1[τ=1]. On the other hand let τ
∗
t be the stopping time defined as follows:
τ∗t = inf{s ≥ t,K
n
s −K
n
t > 0} ∧ 1
where Knt =
∫ t
0 n (Y
n
s − Ss)
− ds. Let us show that 1[τ∗t <1]Y
n
τ∗t
= 1[τ∗t <1]Y
n
τ∗t
∧ Snτ∗t
.
Let ω be fixed such that τ∗t (ω) < 1. Then there exists a sequence (tk)k≥0 of real numbers which
decreases to τ∗t (ω) such that Y
n
tk
(ω) ≤ Stk(ω). As Y
n and S are RCLL processes then taking the limit
as k →∞ we obtain Y nτ∗t
≤ Sτ∗t which implies 1[τ∗t <1]Y
n
τ∗t
= 1[τ∗t <1]Y
n
τ∗t
∧ Snτ∗t
.
Now from (10) we deduce that:
Y nt = Y
n
τ∗t
+
∫ τ∗t
t g(s)ds −
∫ τ∗t
t Z
n
s dBs −
∫ τ∗t
t
∫
U V
n
s (e)µ˜(ds, de)
= 1[τ∗t <1]Y
n
τ∗t
∧ Sτ∗t + ξ1[τ∗t =1] +
∫ τ∗t
t g(s)ds −
∫ τ∗t
t Z
n
s dBs −
∫ τ∗t
t
∫
U V
n
s (e)µ˜(ds, de).
Taking the conditional expectation and using inequality (11) we obtain: ∀n ≥ 0 and t ≤ 1,
Y nt = esssupτ≥tIE[
∫ τ
t
g(s)ds + (Sτ ∧ Y
n
τ )1[τ<1] + ξ1[τ=1]|Ft].✷ (12)
Step 3: There exists a RCLL process (Yt)t≤1 of S
2 such that: P-a.s.,
(i) Y = H2,1 − limn→∞Y
n, S ≤ Y and finally for any t ≤ 1, Y nt ր Yt.
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(ii) for any t ≤ 1,
Yt = esssupτ≥tIE[
∫ τ
t
g(s)ds + Sτ1[τ<1] + ξ1[τ=1]|Ft] (Y1 = ξ). (13)
Actually for t ≤ 1 let us set
Y˜t = esssupτ≥tIE[
∫ τ
t
g(s)ds + Sτ1[τ<1] + ξ1[τ=1]|Ft].
The process Y˜ belongs to S2 since S is so, g ∈ H2,1 and ξ is square integrable. On the other hand for
any n ≥ 0 and t ≤ 1 we have Y nt ≤ Y˜t. Thus there exits a P-measurable process Y such that P-a.s. for
any t ≤ 1, Y nt ր Yt ≤ Y˜t and then Y = H
2,1 − limn→∞Y
n. Besides the process (Y nt +
∫ t
0 gsds)t≤1 is a
RCLL supermartingale as a Snell envelope of (
∫ t
0 gsds + (St ∧ Y
n
t )1[t<1] + ξ1[t=1])t≤1 and it converges
increasingly to (Yt +
∫ t
0 gsds)t≤1. It follows that this latter process is also an RCLL supermartingale
(see e.g. [4], pp.86). Henceforth the process Y is also RCLL and belongs to S2 since it is dominated
by Y˜ which is an element of S2.
Next let us prove that Y ≥ S. Through (9) we have:
IE[Y n0 ] = IE[ξ +
∫ 1
0
g(s)ds] + IE[
∫ 1
0
n (Y ns − Ss)
− ds].
Dividing the two hand-sides by n and taking the limit as n→∞ to obtain E[
∫ 1
0 (Ys − Ss)
−ds] = 0. As
the processes Y and S are RCLL then P -a.s., Yt ≥ St for t < 1. But Y1 = ξ ≥ S1, therefore Y ≥ S.
Finally let us show that Y satisfies (13). But this a direct consequence of the continuity of the Snell
envelope through sequences of increasing RCLL processes (see Appendix [A1]). Actually on the one
hand, the sequence of increasing RCLL processes (St ∧ Y
n
t )1[t<1] + ξ1[t=1])t≤1 converges increasingly to
the RCLL (St1[t<1]+ ξ1[t=1])t≤1 since Y ≥ S. Therefore because of (12) the sequence (
∫ t
0 gsds+Y
n
t )t≤1
converges to esssupτ≥tIE[
∫ τ
0 g(s)ds+Sτ1[τ<1]+ ξ1[τ=1]|Ft] which then is equal to (
∫ t
0 gsds+Yt)t≤1 and
which implies that Y satisfies (13). ✷
Step 4: There exist three processes Z ∈ H2,d, V ∈ L2 and K ∈ S2i such that (Y,Z, V,K) is a the
solution of the BSDE associated with (g, ξ, S).
We know from (13), that the process (
∫ t
0 gsds+ Yt)t≤1 is a Snell envelope. Then through Appendix
[A2], there exit a process K ∈ S2i (K0 = 0) and an Ft-martingale (Mt)t≤1 which belongs to S
2 such
that:
∀t ≤ 1,
∫ t
0
gsds+ Yt =Mt −Kt.
Additionally K = Kc + Kd where Kc is continuous non-decreasing and Kd non-decreasing purely
discontinuous predictable and such that for any t ≤ 1, ∆tK
d = (St− − Yt)
+1[Yt−=St−].
Now the martingale M belongs to S2 then the representation property (see e.g. [12]) implies the
existence of two processes Z and V which belong respectively to H2,d and L2 such that:
P − a.s., ∀t ≤ 1, Mt =M0 +
∫ t
0
{ZsdBs +
∫
U
Vs(e)µ˜(ds, de)}.
Let us now show that
∫ 1
0 (Ys−Ss)dK
c
s = 0. First let us remark that the Snell envelope of (
∫ t
0 gsds+
St1[t<1] + ξ1[t=1] +K
d
t )t≤1 is nothing else but (
∫ t
0 gsds+ Yt +K
d
t )t≤1.
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Actually for any t ≤ 1 we have
∫ t
0 gsds+ Yt =Mt −K
c
t −K
d
t , therefore the process (
∫ t
0 gsds+ Yt +
Kdt )t≤1 is also a RCLL supermartingale which dominates the process (
∫ t
0 gsds+St1[t<1]+ξ1[t=1]+K
d
t )t≤1.
Besides if (Nt)t≤T is a supermartingale of class [D] which dominates this latter process then (Nt−K
d
t )t≤T
still a supermartingale of class [D] which is greater than (
∫ t
0 gsds+St1[t<1]+ξ1[t=1])t≤1. Therefore P−a.s.
for any t ≤ 1 we have Nt − K
d
t ≥
∫ t
0 gsds + Yt which implies that ∀t ≤ 1, Nt ≥
∫ t
0 gsds + Yt + K
d
t .
It means that the process (
∫ t
0 gsds + Yt + K
d
t )t≤T is the smallest supermartingale of class [D] which
dominates (
∫ t
0 gsds + St1[t<1] + ξ1[t=1] +K
d
t )t≤1 and then it is its Snell envelope.
Next the Snell envelope (
∫ t
0 gsds+Yt+K
d
t =Mt−K
c
t )t≤1 of the process (
∫ t
0 gsds+St1[t<1]+ξ1[t=1]+
Kdt )t≤1 is regular (see Appendix A3) then for any t ≤ 1, the stopping time τt = inf{s ≥ t,Ks > Kt}∧ 1
is optimal (see [A3]) therefore we have
∫ τt
t (Ys + K
d
s − Ss − K
d
s )dK
c
s =
∫ τt
t (Ys − Ss)dK
c
s = 0. As t is
arbitrary then we have
∫ 1
0 (Ys − Ss)dK
c
s = 0.
Collecting now all those properties yields that the quadruple (Y,Z, V,K) is a solution for the BSDE
associated with (g, ξ, S), i.e.,

Y ∈ S2, Z ∈ H2,d, V ∈ L2 and K ∈ S2i
Yt = ξ +
∫ 1
t
g(s)ds +K1 −Kt −
∫ 1
t
ZsdBs −
∫ 1
t
∫
U
Vs(e)µ˜(ds, de) ,∀t ≤ 1
Y ≥ S and if Kc (resp. Kd) is the continuous (resp. purely discontinuous) part of K,
then Kd is Pd-measurable,
∫ 1
0 (Yt − St)dK
c
t = 0 and ∀t ≤ 1,∆K
d
t = (St− − Yt)
+1[Yt−=St−].✷
(14)
Remark 4.1 : (i) In using the generalization of the monotonic limit theorem of S.Peng ([18]), one
can show that the sequence (Zn)n≥0 (resp. (V
n)n≥0) converge weakly in H
2,d (resp. L2(dt⊗ dP ⊗ dλ))
and strongly in Lp(dt⊗dP ) (resp. L2(dt⊗dP ⊗dλ)) for any p < 2. On the other hand for any stopping
time τ the sequence (Knτ )n≥0 converges in L
p(dP ) to Kτ .
(ii) It can be easily seen that we would have been able to construct the solution of the BSDE (14)
directly from (13) in defining the process Y , and then Z, V, K as in Step 4 above. This procedure is the
well known Snell envelope method. However we think that proving the convergence of the penalization
scheme (9) could be helpful especially when dealing with, either numerical schemes for BSDEs of type
(14) or viscosity solutions of PDIEs with discontinuous obstacles. ✷
We are now ready to give the main result of this section.
Theorem 4.2 : The reflected BSDE with generalized jumps (1) associated with (f, ξ, S) has a unique
solution (Y,Z,K, V ).
Proof : It remains to show existence which will be obtained via a fixed point argument. Actually let
D := H2,1 ×H2,d × L2 endowed with the norm
‖(Y,Z, V )‖α = {IE[
∫ 1
0
eαs(|Ys|
2 + |Zs|
2 +
∫
U
|Vs(e)|
2λ(de))ds]}1/2 ; α > 0.
On the other hand let Φ be the map from D into itself which with (Y,Z, V ) associates
Φ(Y,Z, V ) = (Y˜ , Z˜, V˜ ) where (Y˜ , Z˜, K˜, V˜ ) is the solution of the reflected BSDE associated with
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(f(t, Yt, Zt, Vt), ξ, S). Let (Y
′, Z ′, V ′) be another triple of D and Φ(Y ′, Z ′, V ′) = (Y˜ ′, Z˜ ′, V˜ ′). Using
Itoˆ’s formula we obtain: ∀t ≤ 1,
eαt(Y˜t − Y˜
′
t )
2 + α
∫ 1
t
eαs(Y˜s − Y˜
′
s)
2ds+
∫ 1
t
eαs|Z˜s − Z˜
′
s|
2ds+
∑
t<s≤1 e
αs(∆sY˜ −∆sY˜
′)2 = (M1 −Mt) + 2
∫ 1
t
eαs(Y˜s− − Y˜
′
s−)(dK˜s − dK˜
′
s)
+2
∫ 1
t
eαs(Y˜s − Y˜
′
s)(f(s, Ys, Zs, Vs)− f(s, Y
′
s , Z
′
s, V
′
s ))ds
where (Mt)t≤1 is a martingale. But for any t ≤ 1,
∫ 1
t
eαs(Y˜s− − Y˜
′
s−)(dK˜s − dK˜
′
s) ≤ 0. This can be
shown as in the proof of uniqueness in Proposition 3.1. Therefore taking expectation in both hand-sides
yields
αIE[
∫ 1
t
eαs(Y˜s − Y˜
′
s)
2ds] + IE[
∫ 1
t
eαs|Z˜s − Z˜
′
s|
2ds] + IE[
∫ 1
t
eαsds
∫
U
(V˜s(e)− V˜
′
s (e))
2λ(de)]
≤ 2IE[
∫ 1
t
eαs(Y˜s − Y˜
′
s)(f(s, Ys, Zs, Vs)− f(s, Y
′
s , Z
′
s, V
′
s ))ds]
≤ Cf ǫIE[
∫ 1
t
eαs(Y˜s − Y˜
′
s)
2ds] +
Cf
ǫ
IE[
∫ 1
t
eαs{|Ys − Y
′
s |
2 + |Zs − Z
′
s|
2+∫
U
|Vs(e)− V
′
s (e)|
2λ(de)}ds].
It implies that
(α− ǫCf )IE[
∫ 1
t
eαs(Y˜s − Y˜
′
s)
2ds] + IE[
∫ 1
t
eαs|Z˜s − Z˜
′
s|
2ds] + IE[
∫ 1
t
eαsds
∫
U
(V˜s(e)− V˜
′
s (e))
2λ(de)]
≤
Cf
ǫ IE[
∫ 1
t
eαs{|Ys − Y
′
s |
2 + |Zs − Z
′
s|
2 +
∫
U
|Vs(e)− V
′
s (e)|
2λ(de)}ds].
Now let α be great enough and ǫ such that Cf < ǫ <
α−1
Cf
, then Φ is a contraction on D. Therefore there
exists a triple (Y,Z, V ) such that Φ(Y,Z, V ) = (Y,Z, V ) and then with K the quadruple (Y,Z, V,K) is
the unique solution of the reflected BSDE associated with (f, ξ, S) since Y ∈ S2. ✷
4.1 On the regularity of the process K
We now focus on the regularity of the process K of the solution of the BSDE (1).
Proposition 4.1 Let (Y,Z,K, V ) be the unique solution of the reflected BSDE (14) associated with
(g(t), ξ, S) and let us consider the following assertions:
(i) K is continuous (Kd = 0)
(ii) the sequence of processes (Y n)n≥0 of (9) converges uniformly to Y
(iii) IE[
∫ 1
0 |Z
n
s − Zs|
2 ds+
∫ 1
0
∫
U |V
n
s (e)− Vs (e)|
2 λ (de) ds]→ 0.
Then it holds true that (i) and (ii) are equivalent and the statement (ii) implies (iii).
Proof : (i) ⇒ (ii): Let us assume that (i) is fulfilled. Therefore the jumps of Y are the same as the
ones of its Poisson martingale part. It follows that for any t ≤ 1, pYt = Yt− where
pY is the predictable
projection of Y . Because in that case Y has only inaccessible jumps. But Y n ր Y , thus pY n ր pY ,
9
then for any t ≤ 1 we have Y nt− ր Yt−. It follows from a generalized Dini theorem (see [4], pp.203) that
P-a.s. the sequence (Y n)n≥0 converges uniformly to Y .
(ii) ⇒ (i): If (Y n)n≥0 converges uniformly to Y then Y
n
− ր Y− and
pY n ր pY . But Y n is RCLL and
has only inaccessible jumps, then pY n = Y n− . It follows that
pY = Y−. Therefore the Snell envelope
(
∫ t
0 f(s, Ys, Zs, Vs)ds + Yt)t≤1 is regular, thus K
d = 0 (see Appendix [A3]) which yields the desired
result.
(ii) ⇒ (iii): If the sequence (Y n)n≥0 converges uniformly to Y then through dominated convergence
theorem we have also IE[supt≤1(Y − Y
n)2] ց 0. So to obtain the result, it is enough to apply Itoˆ’s
formula with (Y −Y n)2 after having remarked that IE[supt≤1((St−Y
n)+)2]→ 0 since Y ≥ S. Therefore
we have:
IE[
∫ 1
0
|Zns − Zs|
2ds+
∫ 1
0
∫
U
|V ns (e)− Vs(e)|
2λ(de)ds]→ 0.✷
Remark 4.2 : let us point out that the implication (iii) ⇒ (i) is not true in general. Actually let
us consider the following deterministic counter-example. Assume ξ = 12 , f ≡ 0 and St = 1[t< 1
2
].
Therefore the solution of the BSDE associated with (f, ξ, S) is Z ≡ 0, V ≡ 0, Yt = 1[t< 1
2
] +
1
21[t≥ 1
2
]
and Kt = K
d
t =
1
21[ 1
2
≤t≤1]. Indeed it is easily seen that for any t ≤ 1, we have Yt =
1
2 +K
d
1 −K
d
t . So
obviously the statement (iii) holds true since Zn = Z = 0, V n = V = 0 but K is not continuous. ✷
5 BSDEs with two discontinuous reflecting barriers
We now consider the problem of reflection with respect to two barriers, an upper and a lower ones.
So let us give two processes L := (Lt)t≤T and U := (Ut)t≤ which stand for the barriers where ”the
solution” is reflected and which satisfy:
(i) L and U belong to S2 and P − a.s., ∀t ≤ 1, Lt ≤ Ut and L1 ≤ ξ ≤ U1
(ii) there exist two non-negative supermartingales (ht)t≤1 and (h
′
t)t≤1 of S
2 such that:
∀t ≤ 1, Lt ≤ ht − h
′
t ≤ Ut.
This assumption is the so-called Mokobodski’s hypothesis
(iii) ∀t < 1, Lt− < Ut− and Lt < Ut. ✷
Let us now introduce the BSDE associated with (f, ξ, L, U). A solution is a quintuple of processes
(Yt, Zt,K
+
t ,K
−
t , Vt)t≤1 which satisfies:

(i)Y ∈ S2,K± ∈ S2i , Z ∈ H
2,d and V ∈ L2
(ii) − dYt = f(t, Yt, Zt, Vt)dt+ dK
+
t − dK
−
t − ZtdBt −
∫
U
Vt(e)µ˜(dt, de), t ≤ 1; Y1 = ξ
(iii)∀t ≤ 1, Lt ≤ Yt ≤ Ut and if K
±c is the continuous part of K± then (Yt − Lt)dK
+c
t = 0
and (Ut − Yt)dK
−c
t = 0
(iv) if K±d denotes the purely discontinuous part of K± then K±d is Pd-measurable
and ∀t ≤ 1,∆K+dt = (Lt− − Yt)
+1[Yt−=Lt−] and ∆K
−d
t = (Yt − Ut−)
+1[Yt−=Ut−].
(15)
Note that the BSDE (15) may have not a solution. Actually if for example L is not a semimartingale,
and L, U coincide then obviously the equation cannot have a solution since Y is a semimartingale. ✷
First we are going to focus on the issue of uniqueness of the solution of (15).
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Proposition 5.1 : Uniqueness
The BSDE with two reflecting barriers associated with (f, ξ, L, U) (15) has at most one solution.
Proof : Assume that (Y,Z,K±, V ) and (Y ′, Z ′,K ′±, V ′) are two solutions of (15). First let us show
that for any t ≤ 1,
∫ 1
t (Ys− − Y
′
s−)(dKs − dK
′
s) ≤ 0 where K = K
+ −K− and K ′ = K ′+ −K ′−.
For any t ≤ 1 we have,∫
]t,1]
(Ys− − Y
′
s−)(dKs − dK
′
s) =
∫
]t,1]
(Ys− − Y
′
s−)(dK
c
s − dK
′c
s ) +
∫
]t,1]
(Ys− − Y
′
s−)(dK
d
s − dK
′d
s ).
The processes Y and Y ′ belong to S2 and their jumps δ(ω) := {t ∈ [0, 1],∆tY (ω) 6= 0} and δ
′(ω) :=
{t ∈ [0, 1],∆tY
′(ω) 6= 0} are at most countable. Therefore∫
]t,1]
(Ys− − Y
′
s−)(dK
c
s − dK
′c
s ) =
∫
]t,1]
(Ys − Y
′
s)(dK
+c
s − dK
′+c
s )−
∫
]t,1]
(Ys − Y
′
s )(dK
−c
s − dK
′−c
s ).
But since for any t ≤ 1, (Yt − Lt)dK
+c
t = 0 then∫
]t,1]
(Ys − Y
′
s )(dK
+c
s − dK
′+c
s ) = −
∫
]t,1]
(Ys − Ls)dK
′+c
s +
∫
]t,1]
(Ls − Y
′
s)dK
+c
s ≤ 0.
In the same way, we can also show that
∫
]t,1](Ys − Y
′
s )(dK
−c
s − dK
′−c
s ) ≥ 0. Therefore we obtain:
∀t ≤ 1,
∫
]t,1](Ys− − Y
′
s−)(dK
c
s − dK
′c
s ) ≤ 0. (16)
Let us now focus on the discontinuous parts of K −K ′. For any t ≤ 1,∫
]t,1]
(Ys− − Y
′
s−)(dK
d
s − dK
′d
s ) =
∫
]t,1]
(Ys− − Y
′
s−)(dK
+d
s − dK
′+d
s )−∫
]t,1]
(Ys− − Y
′
s−)(dK
−d
s − dK
′−d
s ).
(17)
But ∫
]t,1]
(Ys− − Y
′
s−)(dK
+d
s − dK
′+d
s ) =
∫
]t,1]
(Ls− − Y
′
s−)dK
+d
s −
∫
]t,1]
(Ys− − Ls−)dK
′+d
s ≤ 0
since Y ≥ L (resp. Y ′ ≥ L) and the jumps of K+d (resp. K ′+d) occur only when Y− = L− (resp.
Y ′− = L−). In the same way we have
∫
]t,1](Ys− − Y
′
s−)(dK
−d
s − dK
′−d
s ) ≥ 0. It follows from (17) that∫
]t,1](Ys− − Y
′
s−)(dK
d
s − dK
′d
s ) ≤ 0. Combining now this inequality with (16) we deduce that for any
t ≤ 1, we have
∫
]t,1](Ys− − Y
′
s−)(dKs − dK
′
s) ≤ 0.
Now using Itoˆ’s formula with (Y − Y ′)2 and following the same steps as in the proof of uniqueness
of BSDEs with one reflecting barrier (see Proposition 3.1) to obtain that Y = Y ′, Z = Z ′, V = V ′ and
finally K = K ′. Thus, due to their expressions, we have also K+d = K ′+d and K−d = K ′−d and then
K+c −K−c = K ′+c −K ′−c. It remains to show that K+c = K ′+c and K−c = K ′−c.
Indeed for any t ≤ 1 we have:∫ t
0 (Ys − Ls)d(K
+c
s −K
−c
s ) = −
∫ t
0 (Us − Ls)dK
−c
s =
∫ t
0 (Y
′
s − Ls)d(K
′+c
s −K
′−c
s )
= −
∫ t
0 (Us − Ls)dK
′−c
s .
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Therefore K−c = K ′−c since for any t < T , Lt < Ut and then K
+c = K ′+c. Thus we have uniqueness
of the solution. ✷
Once again to show that equation (15) has a solution we are going first to suppose that f does not
depend on (y, z, v), i.e, f(t, ω, y, z, v) = f(t). Then we have the following:
Theorem 5.1 : There exists a unique 5-uple of processes (Yt, Zt,K
+
t ,K
−
t , Vt)t≤T solution of the back-
ward stochastic differential equation with two reflecting barriers associated with (f(t), ξ, L, U).
Proof : Even if the barriers have predictable jumps, the proof of this theorem, in its main steps, is
classical (see e.g. [3], [10]).
Let us consider the following processes defined by: ∀t ≤ 1,
Ht = (ht + IE[ξ
−|Ft])1[t<1] + IE[
∫ 1
t f(s)
−ds|Ft],
Θt = (h
′
t + IE[ξ
+|Ft])1[t<1] + IE[
∫ 1
t f(s)
+ds|Ft],
L˜t = Lt1[t<1] + ξ1[t=1] − IE[ξ +
∫ 1
t f(s)ds|Ft]
and U˜t = Ut1[t<1] + ξ1[t=1] − IE[ξ +
∫ 1
t f(s)ds|Ft],
where f(t)− = max{−f(t), 0} and f(t)+ = max{f(t), 0}. Since h and h′ are non-negative supermartin-
gales then H and Θ are also non-negative supermartingales which moreover belong to S2 and verify
H1 = Θ1 = 0. On the other hand, through Mokobodski’s hypothesis, we can easily verify that for any
t ≤ 1 we have:
L˜ ≤ H −Θ ≤ U˜ . (18)
Next let us consider the sequences (N±n )n≥0 of processes defined recursively as follows:
N±0 = 0 and for n ≥ 0, N
+,n+1 = R(N−,n + L˜) and N−,n+1 = R(N+,n − U˜)
where R is the Snell envelope operator (see Appendix). Now by induction and using (18) we can easily
verify that:
∀n ≥ 0, 0 ≤ N+,n ≤ N+,n+1 ≤ H and 0 ≤ N−,n ≤ N−,n+1 ≤ Θ.
It follows that the sequence (N+n )n≥0 (resp. (N
−
n )n≥0) converges pointwisely to a supermartingale N
+
(resp. N−) (see e.g. [4], pp.86). In addition N+ and N− belong to S2 and verify (see [A1]) :
N+ = R(N− + L˜) and N− = R(N+ − U˜).
Next the Doob-Meyer decompositions of N± yield :
∀t ≤ 1, N±t =M
±
t −K
±
t
where M± are RCLL martingales and K± non-decreasing processes such that K±0 = 0. Moreover
since N± ∈ S2 then E[(K±T )
2] < ∞ (see [A2]). Therefore M± belong also to S2 and then there exist
processes Z± ∈ H2,d and V ± ∈ L2 such that (see [12]):
∀t ≤ 1,M±t =M
±
0 +
∫ t
0
{Z±s dBs +
∫
U
V ±s (e)µ˜(ds, de)}.
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Next let us denote by K±d (resp. K±c) the purely discontinuous (resp. continuous) part of K±. In the
same way as shown for BSDEs with one reflecting barrier (see Section 4, Step 4) we have:∫ 1
0
(N+ −N− − L˜)dK+cs =
∫ 1
0
(N− −N+ + L˜)dK−cs = 0. (19)
On the other hand the processes K±d are predictable and if τ is a predictable stopping time (see [A2])
then
{∆K+dτ > 0} ⊂ {N
+
τ− = N
−
τ− + L˜τ−} and {∆K
−d
τ > 0} ⊂ {N
−
τ− = N
+
τ− − U˜τ−}.
But L− < U− and τ is predictable then we have L˜τ− < U˜τ− since, the jumps of martingales with respect
to (F)t≤1 are inaccessible because they come only from the Poisson part. Therefore the predictable
processes K+d and K−d cannot jump in the same time otherwise we would have L˜τ− = U˜τ− which is
impossible. Henceforth
{∆K+dτ > 0} ⊂ {N
+
τ− = N
−
τ + L˜τ−} and {∆K
−d
τ > 0} ⊂ {N
−
τ− = N
+
τ − U˜τ−}.
It follows that for any t ≤ 1 we have
∆K+dt = (N
+
t− −N
+
t )
+1{N+t−=N
−
t−+L˜t−}
= (N−t + L˜t− −N
+
t )
+1{N+t−=N
−
t−+L˜t−}
.
In the same way we obtain:
∀t ≤ 1, ∆K−dt = (N
−
t− −N
−
t )
+1{N−t−=N
+
t−−U˜t−}
= (N+t − U˜t− −N
−
t )
+1{N−t−=N
+
t−−U˜t−}
.
Finally for t ≤ 1, let us set:
Yt = N
+
t −N
−
t + IE[ξ +
∫ 1
t
f(s)ds|Ft], Zt = Z
+
t − Z
−
t + ηt, Vt = V
+
t − V
−
t + ρt
where the processes η and ρ are such that
∀t ≤ 1, IE[ξ +
∫ 1
0
f(s)ds|Ft] = IE[ξ +
∫ 1
0
f(s)ds] +
∫ t
0
{ηsdBs +
∫
U
ρs(e)µ˜(ds, de)}.
Therefore the quintuple (Y,Z, V,K+,K−) is the solution of the BSDE with two reflecting barriers
associated with (f(t), ξ, L, U), i.e.,

Y ∈ S2,K± ∈ S2i , Z ∈ H
2,d and V ∈ L2;
−dYt = f(t, Yt, Zt, Vt)dt+ dK
+
t − dK
−
t − ZtdBt −
∫
U
Vt(e)µ˜(dt, de), t ≤ 1; Y1 = ξ;
∀t ≤ 1, Lt ≤ Yt ≤ Ut and if K
±c is the continuous part of K± then (Yt − Lt)dK
+c
t = 0
and (Ut − Yt)dK
−c
t = 0;
if K±d denotes the purely discontinuous part of K± then K±d is Pd-measurable
and ∀t ≤ 1,∆K+dt = (Lt− − Yt)
+1[Yt−=Lt−] and ∆K
−d
t = (Yt − Ut−)
+1[Yt−=Ut−].
We are now ready to give the main result of this section.
Theorem 5.2 : The reflected BSDE (15) associated with (f(t, y, z, v), ξ, L, U) has a unique solution
(Y,Z, V,K+,K−).
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Proof : We give a brief proof since once more it is somehow classical. Let H := H2,1 ×H2,d × L2 and
Φ be the following application:
Φ : H −→ H
(y, z, v) : 7→ Φ(y, z, v) = (Y¯ , Z¯, V¯ )
where (Y¯ , Z¯, V¯ ) is the triple for which there exists two other processes K¯± which belong to S2
such that (Y¯ , Z¯, V¯ , K¯+, K¯−) is a solution for the BSDE with two reflecting barriers associated with
(f(t, yt, zt, vt), ξ, L, U). Now let α > 0, (y
′, v′, z′) ∈ H and (Y¯ ′, Z¯ ′, V¯ ′) = Φ(y′, z′, v′). Using Itoˆ’s for-
mula and taking into account that eαs(Y¯s − Y¯
′
s )d(K¯
+
s − K¯
−
s − K¯
′+
s + K¯
′−
s ) ≤ 0 we show the existence
of a constant C¯ < 1, by an appropriate choice of α (see e.g. [10, 11]), such that:
IE[
∫ T
0
eαs{(Y¯s − Y¯
′
s )
2 + |Z¯s − Z¯
′
s|
2 +
∫
E
|V¯s(e)− V¯
′
s (e)|
2λ(de)}ds]
≤ C¯IE[
∫ T
0
eαs{|ys − y
′
s|
2 + |zs − z
′
s|
2 + ‖vs − v
′
s‖
2}ds].
Then the mapping Φ is a contraction which then has a unique fixed point (Y,Z, V ) which actually
belongs to S2 × H2,d × L2. Moreover there exists K± ∈ S2 (K±0 = 0) such that (Y,Z, V,K
+,K−) is
solution for the reflected BSDE associated with (f, ξ, L, U). ✷
5.1 Appendix
Throughout this appendix (Ω,F , (Ft)t≤1, P ) is the same as in Section 2.
Let η := (ηt)t≤1 be a RCLL, P-measurable process with values in R and of a class [D]. The Snell
envelope of the process η, which we denote R(η) := (R(η)t)t≤1 is the lowest RCLL Ft-supermartingale
of class [D] which dominates η, i.e., P − a.s., ∀t ≤ 1, R(η)t ≥ ηt. It has the following expression (see
e.g. [5]):
P − a.s., ∀t ≤ 1, R(η)t = esssupτ≥tE[ητ |Ft] (R(η)1 = η1).
We now give some properties of the Snell envelope of processes.
[A1]: Let (Un)n≥0 be a non-decreasing sequence of P-measurable, RCLL, R-valued processes of class
[D] which converges pointwisely to U another RCLL, R-valued, P-measurable process of class [D], then
P − a.s., for any t ≤ 1, R(Un)t ր R(U)t.
Proof : Actually for any n ≥ 0, P -a.s. ∀ t ≤ 1, R(Un)t ≤ R(U)t. Therefore P − a.s., for any t ≤ 1,
limn→∞R(U
n)t ≤ R(U)t. Note that the process (limn→∞R(U
n)t)t≤1 is an RCLL supermartingale of
class [D] since it is a limit of a non-decreasing sequence of supermartingales (see e.g. [4], pp.86). But
Un ≤ R(Un) implies that P − a.s., ∀t ≤ 1, Ut ≤ limn→∞R(U
n)t and then R(U)t ≤ limn→∞R(U
n)t
since the Snell envelope of U is the lowest supermartingale which dominates U . It follows that P −a.s.,
for any t ≤ 1, limn→∞R(U
n)t = R(U)t, whence the desired result. ✷
[A2]: Doob-Meyer decomposition of Snell envelopes
Let η := (ηt)t≤1 be a RCLL, P-measurable process with values in R and of a class [D], and R(η) :=
(R(η)t)t≤1 its Snell envelope. Then there exist an RCLL Ft-martingale (Mt)t≤1 and a non-decreasing
RCLL Ft-predictable process (Kt)t≤1 (K0 = 0) such that:
P − a.s., ∀t ≤ 1, R(η)t =Mt −Kt.
14
Moreover we have:
(i) if R(η) belongs also to S2 then E[K2T ] <∞
(ii) if Kc (resp. Kd) denotes the continuous (resp. purely discontinuous) part of K then Kd is
Ft-predictable and {∆K
d > 0} ⊂ {R(η)− = η−} and ∆tK
d = (ηt− −R(η)t)
+1{R(η)t−=ηt−}.
Proof : The existence of M and K is just the Doob-Meyer decomposition of supermartingales of class
[D] (see [4], pp.221). Besides if R(η) belongs to S2 then the process K is so. This a direct consequence
of the dual predictable projection of K (see [4], pp. 221). The proof of
{∆Kd > 0} ⊂ {R(η)− = η−} is given in ([5], pp.131). Finally since the filtration is generated by
a Brownian motion and an independent Poisson measure the jumps of M occur only at inaccessible
stopping times. Therefore when Kd jumps, which is a predictable process, the process R(η) has the
same jump. It follows that ∆tK
d = (R(η)t− −R(η)t)
+1{R(η)t−=ηt−} = (ηt− −R(η)t)
+1{R(η)t−=ηt−}. ✷
Let X := (Xt)t≤1 be a process of class [D]. The predictable projection of X, which we denote by
Xp, is an Ft-predictable process which satisfies E[Xτ |Fτ−] = X
p
τ for any predictable stopping time.
The process X is called regular if it satisfies Xpt = Xt−, for any t ≤ 1.
The following result is related to the existence of an optimal stopping time when the Snell envelope
is regular.
[A3] Let η be a process of S2 and R(η) its Snell envelope whose decomposition is M −K. For t ≤ 1,
let τt be the stopping time defined as follows:
τt = inf{s ≥ t,Ks −Kt > 0} ∧ 1.
If R(η) is regular then Kd ≡ 0 and τt is optimal after t, i.e., it satisfies:
(i) E[ητt ] = supτ≥tE[ητ ]
(ii) R(η)τt = ητt and (R(η)s∧τt)s≥t is an Fs-martingale.
A word about the proofs of those facts. The continuity of K when R(η) is regular is stated in ([4],
pp.214). As for the optimality of τt, one can see e.g ([5], pp. 140). ✷
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