Fundamental noisy multiparameter quantum bounds by Roy, Shibdas
ar
X
iv
:1
80
5.
07
90
2v
21
  [
qu
an
t-p
h]
  1
7 D
ec
 20
18
Fundamental noisy multiparameter quantum bounds
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Quantum multiparameter estimation involves estimating multiple parameters simultaneously and
can be more precise than estimating them individually. Our interest here is to determine funda-
mental quantum limits to the achievable multiparameter estimation precision in the presence of
noise. We present a lower bound to the estimation error covariance for a noisy initial probe state
evolving via a noiseless quantum channel. We then present a lower bound to the estimation error
covariance in the most general form for a noisy initial probe state evolving via a noisy quantum
channel. We show conditions and accordingly measurements to attain these estimation precision
limits for noisy systems. We see that the Heisenberg precision scaling of 1/N can be achieved with
a probe comprising N particles even in the presence of noise. In fact, some noise in the initial probe
state or the quantum channel can serve as a feature rather than a bug, since the estimation precision
scaling achievable in the presence of noise in the initial state or the channel in some situations is
impossible in the absence of noise in the initial state or the channel. However, a lot of noise harms
the quantum advantage achievable with N parallel resources, and allows for a best precision scaling
of 1/
√
N . Moreover, the Heisenberg precision limit can be beaten with noise in the channel, and
we present a super-Heisenberg precision limit with scaling of 1/N2 for optimal amount of noise in
the channel, characterized by one-particle evolution operators. Further, using γ-particle evolution
operators for the noisy channel, where γ > 1, the best precision scaling attainable is 1/N2γ , which
is otherwise known to be only possible using 2γ-particle evolution operators for a noiseless channel.
I. INTRODUCTION
Studying quantum multiparameter estimation has re-
cently been of significant interest [1–14]. While quantum
resources allow for surpassing measurement limits set by
classical physics [15–17], it is important to consider fun-
damental measurement limits set by quantum mechan-
ics. Although quantum estimation of a single parameter
captures many scenarios [18], the practically more rele-
vant problem of estimating multiple parameters simul-
taneously has started drawing more attention, mainly
because unlike in quantum single-parameter estimation
case, quantum measurements required to attain multipa-
rameter bounds do not necessarily commute [5, 19–21].
Multiparameter estimation using a pure (i.e. noiseless)
probe state under unitary (i.e. noiseless) evolution has
been studied, e.g. in Ref. [5]. This work, like most in
the literature, used symmetric logarithmic derivatives
(SLDs), as used by Helstrom [19], to define the quan-
tum Fisher information matrix (QFIM) [22]. Then, the
estimation error covariance (that is the multiparameter
counterpart to the mean-squared estimation error in sin-
gle parameter estimation) is lower-bounded by the in-
verse of the QFIM and the bound is called a quantum
Crame´r-Rao bound (QCRB) [23]. Such a QFIM for a
probe with multiple particles under unitary evolution via
one particle Hamiltonians [5, 23, 24] was shown to depend
only on the one- and two-particle reduced density oper-
ators [24] of the probe state. However, when the initial
probe state is mixed (i.e. noisy) but the quantum channel
is unitary, even for single parameter estimation, only an
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upper bound to such an SLD-based QFIM (and therefore,
a lower bound to the corresponding QCRB) can be ex-
plicitly established in general [25, 26]. Although noiseless
quantum parameter estimation has been studied exten-
sively and is well understood, it is important to study
and better understand fundamental quantum estimation
limits in more practical noisy situations [2, 22, 26–50].
In this article, we present a multiparameter QCRB
for a noisy initial state evolving unitarily, based on anti-
symmetric logarithmic derivatives (ALDs) [51, 52], that
lend a convenient way to study noisy quantum metrol-
ogy. Moreover, we use a similar ALD-approach to present
an upper bound to the QFIM (like in Refs. [22, 26]) for
the case of impure initial states under arbitrary evolu-
tion. That is, we consider a noisy quantum channel and
a mixed intial probe state and define a quantum lower
bound for the estimation error covariance in this general-
most case. Such bounds for an N -particle probe state
depend on the one- and two-particle reduced density op-
erators only, similar to the case of pure state evolving uni-
tarily in Ref. [5]. We also provide conditions and accord-
ingly measurements that allow to attain these bounds.
Our results here are fundamentally profound because
of several reasons. Firstly, the tight bounds presented
here are explicitly computable (e.g. in terms of the Kraus
operators of a noisy channel), without any knowledge
of the eigenvalues and the eigenvectors of the evolved
probe state [20, 27] and are not known to be possible
for these most general noisy cases using the conventional
SLD-approach. A similar bound with SLDs was obtained
for single parameter estimation earlier [26, 31, 53], but
it was not considered tight being an upper bound to the
SLD QFI, and accordingly a tighter bound, linear in the
number N of resources was considered. Secondly, our
2bounds are such that the quantum enhancement to the
estimation precision is provided by the two-particle re-
duced density matrices of the probe state and the attain-
ability of the quantum enhancement is determined solely
by the one-particle reduced density matrices of the probe
state, when the channel is characterized by one-particle
evolution operators, even in the presence of noise, sim-
ilar to the noiseless case from Ref. [5]. Thirdly, the re-
sults here suggest that the Heisenberg scaling of 1/N in
the estimation precision, with N number of resources, is
achievable even in the presence of noise. Moreover, some
noise in the quantum channel or the initial probe state
can act as a feature rather than a bug, since we see that
there are situations when it is not possible to attain the
Heisenberg limit in the absence of noise in the channel
or the initial state, but it is possible in the presence of
noise in the channel or the initial state. However, too
much noise in the initial state or the channel harms the
quantum advantage achievable with N parallel resources.
Furthermore, we show that the Heisenberg precision
limit can be beaten with noise in the quantum channel.
The best achievable precision limit for non-unitary chan-
nel is then determined by two-particle reduced density
operators of the evolved probe state being maximally en-
tangled and one-particle reduced density operators being
maximally mixed, and corresponds to a precision scaling
of 1/N2, attained with one-particle evolution operators
for the channel. Further, using γ-particle (instead of one-
particle) evolution operators for a noisy channel, where
γ > 1, the best precision scaling achievable is 1/N2γ ,
that is otherwise known as achievable with 2γ-particle
evolution operators of a noiseless channel.
Before we proceed, it is important to explicitly point
out why the non-standard ALD-approach instead of the
standard SLD-approach is adopted in this paper. The
way we choose the ALDs in this article, it turns out that
the ALD-based QFIM is an upper bound to the stan-
dard SLD-based QFIM for the noiseless channel case. As
already pointed out, such an upper bound to the SLD
QFIM for single parameter estimation has been obtained
earlier, but it was not considered a tight bound, since
beating the SLD QFIM would mean that the Heisenberg
limit can be beaten. However, we show here that such
an upper bound to the SLD QFIM can be tight too, but
the use of ALD-approach indicates that the Heisenberg
limit is not beaten for the noiseless channel case. Thus,
the QFIM obtained here for the noiseless channel case
cannot be obtained using the SLD-approach and the cor-
responding equivalent bound obtained using SLDs would
seem to beat the Heisenberg limit. Moreover, for the
multiparameter noisy channel case considered here, the
upper bound to the ALD QFIM we obtained cannot be
obtained using the SLD-approach, since it would be an
upper bound to the aforementioned upper bound to the
SLD QFIM. We show that such an upper bound to the
ALD QFIM can also be tight, implying that the Heisen-
berg limit can be beaten. It is unlikely that there exists
some other logarithmic derivative for which the QFIM
would be the upper bound to the ALD QFIM, suggest-
ing that the Heisenberg limit is still not beaten.
II. MULTIPARAMETER QUANTUM
CRAME´R-RAO BOUND
An experiment for estimation of some unknown param-
eters corresponding to a quantum process involves three
stages. First, a probe state is prepared in an initial state,
comprising N number of resources, and evolves under the
action of the quantum process. The second stage involves
choosing a suitable measurement, applied to the evolved
probe state. The final step involves associating, through
an estimator, each experimental result with an estima-
tion of the parameters [26]. The Heisenberg limit to the
estimation precision is then the precision scaling of 1/N .
Consider that a probe state ρˆ acquires q number of
parameters θ =
[
θ1 θ2 . . . θq
]T
via a unitary trans-
formation Uˆ(θ), and we seek the best quantum strategy
to estimate the parameters from the evolved probe state,
ρˆ(θ) = Uˆ(θ)ρˆUˆ †(θ). Let a measurement performed on
the evolved state ρˆ(θ) be given by some positive operator
valued measure (POVM) {Pˆm}. The conditional proba-
bility to obtain the outcomem given the parameters have
the value θ is p(m|θ) = Tr
(
Pˆmρˆ(θ)
)
. The estimates
θ˜(m) =
[
θ˜1(m) θ˜2(m) . . . θ˜q(m)
]T
are unbiased if∑
m
p(m|θ)θ˜j(m) = θj ∀j. (1)
Then, the estimation error covariance is
V
[
θ˜(m)
]
=
∑
m
p(m|θ)
(
θ˜(m)− θ
)(
θ˜(m)− θ
)T
. (2)
Then, for unbiased estimators, the above covariance sat-
isfies the Crame´r-Rao inequality:
νV
[
θ˜(m)
]
≥ [JC(θ)]−1 , (3)
where where ν is the number of times the overall ex-
periment is repeated and JC(θ) is the classical Fisher
Information Matrix (FIM), given by
JjkC =
∑
m
1
p(m|θ)
∂
∂θj
p(m|θ) ∂
∂θk
p(m|θ). (4)
Further, the maximisation of the FIM over all possible
POVMs yields the quantum Fisher Information Matrix
(QFIM), JQ(θ), which is determined from [51, 52]:
1
2
(
Lˆkρˆ(θ) + ρˆ(θ)Lˆ
†
k
)
=
∂
∂θk
ρˆ(θ). (5)
where Lˆk is an operator. The QFIM JQ(θ) is then [51]:
JjkQ =
1
2
Tr
[(
Lˆ†jLˆk + Lˆ
†
kLˆj
)
ρˆ(θ)
]
, (6)
Then, we have
νV
[
θ˜(m)
]
≥ [JC(θ)]−1 ≥ [JQ(θ)]−1 , (7)
where, Lˆk was taken to be Hermitian by Helstrom [19],
in which case it is called the symmetric logarithmic
3derivative (SLD). In general, Lˆk need not be Hermi-
tian. We assume that Lˆk is anti-Hermitian, such that
Lˆ†k = −Lˆk [51, 52], in which case it is called the anti-
symmetric logarithmic derivative (ALD). Thus, (6) de-
fines a certain family of logarithmic derivatives, satis-
fying Tr
[
ρˆ(θ)Lˆk
]
= 0, such that a Hermitian Lˆk is an
SLD and an anti-Hermitian Lˆk is an ALD [52]. Although
Ref. [51] considered a different (Bayesian waveform-) es-
timation problem, (7) can be similarly proven here. See
Appendix A.
Although the classical Crame´r-Rao bound (i.e. the first
inequality in (7)) can always be saturated, e.g. by a maxi-
mum likelihood estimator [54], the QCRB (i.e. the second
inequality in (7)) for SLDs are not known to be attain-
able in general. We claim that an ALD-based QCRB of
the form (7) can be saturated (i.e. attained), when the
QFIM is not rank deficient and the expectation of the
commutator of every pair of the ALDs vanishes, similar
to the case of SLD-based QCRB [5, 55, 56]:
Tr
[(
Lˆ†jLˆk − Lˆ†kLˆj
)
ρˆ(θ)
]
= Tr
([
Lˆj , Lˆk
]
ρˆ(θ)
)
= 0. (8)
See Appendix B. The above condition is trivially true for
single parameter estimation. Then, the set of POVMs of
cardinality q+2, comprising the following q+1 elements,
Pˆ0 = ρˆ(θ) = Uˆ(θ)ρˆUˆ
†(θ),
Pˆm =
∂ρˆ(θ)
∂θm
=
∂Uˆ(θ)
∂θm
ρˆUˆ†(θ) + Uˆ(θ)ρˆ
∂Uˆ†(θ)
∂θm
∀m = 1, . . . , q,
(9)
along with one normalising element, saturates the QCRB
(see Appendix F). For pure states |ψ〉, the q+1 projectors
Pˆ0 = ρˆ(θ) = Uˆ(θ)|ψ〉〈ψ|Uˆ†(θ),
Pˆm =
∂Uˆ(θ)
∂θm
|ψ〉〈ψ|∂Uˆ
†(θ)
∂θm
∀m = 1, . . . , q,
(10)
along with one normalising element, saturates the
QCRB. This follows from Refs. [4, 5] (see Appendix E).
III. THE QFIM FOR ONE-PARTICLE
HAMILTONIANS
Let us now consider that the unitary evolution is
Uˆ(θ) = e−iHˆ(θ) and that the probe state ρˆ comprises
N particles evolving under the one-particle Hamiltonian
hˆ[n] =
∑q
k=1 θkhˆ
[n]
k for n = 1, . . . , N , such that [5]:
Hˆ(θ) =
N∑
n=1
hˆ[n] =
q∑
k=1
θk
N∑
n=1
hˆ
[n]
k ≡
q∑
k=1
θkHˆk. (11)
The generators Hˆk are assumed to not depend on θ and
do not generally commute with each other. Then, as
employed by Ref. [5], we have [57]:
∂Uˆ(θ)
∂θk
= −i
∫ 1
0
dαe−i(1−α)Hˆ(θ)
∂Hˆ(θ)
∂θk
e−iαHˆ(θ). (12)
Then, we have
∂
∂θk
ρˆ(θ) =
∂
∂θk
(
Uˆ(θ)ρˆUˆ†(θ)
)
= −i
[
Mˆk(θ), ρˆ(θ)
]
, (13)
where
Mˆk(θ) = i
∂Uˆ(θ)
∂θk
Uˆ†(θ) = Uˆ(θ)Aˆk(θ)Uˆ
†(θ), (14)
with Aˆk(θ) =
∫ 1
0
dαeiαHˆ(θ)Hˆke
−iαHˆ(θ). We choose the
operator Lˆk as the anti-Hermitian, Lˆk = −2i∆Mˆk, where
∆Mˆk ≡ Mˆk(θ)− Tr
(
Mˆk(θ)ρˆ(θ)
)
. (15)
The QFIM from (6) then takes the form:
JjkQ = 2Tr
[(
∆Aˆj∆Aˆk +∆Aˆk∆Aˆj
)
ρˆ
]
, (16)
where
∆Aˆk = Aˆk(θ)− Tr
(
Aˆk(θ)ρˆ
)
=
∑
n
(
bˆ
[n]
k −Tr
(
bˆ
[n]
k ρˆ
[n]
))
≡
∑
n
cˆ
[n]
k ,
(17)
with bˆ
[n]
k =
∫ 1
0 dαe
iαhˆ[n] hˆ
[n]
k e
−iαhˆ[n] . Thus, (16) becomes:
JjkQ = 2
∑
n
Tr
[(
cˆ
[n]
j cˆ
[n]
k + cˆ
[n]
k cˆ
[n]
j
)
ρˆ[n]
]
+ 2
∑
n6=m
Tr
[(
cˆ
[n]
j ⊗ cˆ[m]k + cˆ[n]k ⊗ cˆ[m]j
)
ρˆ[n,m]
]
= 4
∑
n
Re
[
Tr
[
ρˆ[n]bˆ
[n]
j bˆ
[n]
k
]
− Tr
[
ρˆ[n]bˆ
[n]
j
]
Tr
[
ρˆ[n]bˆ
[n]
k
]]
+ 4
∑
n6=m
Re
[
Tr
[
ρˆ[n,m]
(
bˆ
[n]
j ⊗ bˆ[m]k
)]
−Tr
[
ρˆ[n]bˆ
[n]
j
]
Tr
[
ρˆ[m]bˆ
[m]
k
]]
=
∑
n
J
jk,[1]
Q
(
ρˆ[n]
)
+
∑
n6=m
J
jk,[2]
Q
(
ρˆ[n,m]
)
,
where J
jk,[1]
Q depends only on one-particle reduced den-
sity matrix on subsystem n and J
jk,[2]
Q depends on two-
particle reduced density matrix on subsystems n, m.
We now restrict to permutationally invariant states [5],
i.e. states that are invariant under any permutation of its
constituents: ρˆ = Oˆpi ρˆOˆ
†
pi for all possible π, where Oˆpi is
the unitary operator for the permutation π. Then,
JjkQ = NJ
jk,[1]
Q
(
ρˆ[1]
)
+N(N − 1)Jjk,[2]Q
(
ρˆ[1], ρˆ[2]
)
, (18)
where
J
jk,[1]
Q = 4Re
[
Tr
[
ρˆ[1]bˆj bˆk
]
− Tr
[
ρˆ[1]bˆj
]
Tr
[
ρˆ[1]bˆk
]]
only depends on the first order reduced density matrix,
J
jk,[2]
Q = 4Re
[
Tr
[
ρˆ[2]
(
bˆj ⊗ bˆk
)]
− Tr
[
ρˆ[1]bˆj
]
Tr
[
ρˆ[1]bˆk
]]
also depends on the second order reduced density matrix.
Then, similar observations can be made as were made
in Ref. [5] for pure state. For example, if the probe state
4is a product state, i.e. ρˆ =
⊗N
n=1 ρˆ
[n], and permutation-
ally invariant, then ρˆ[2] = ρˆ[1]⊗ ρˆ[1], such that Jjk,[2]Q = 0,
and so JjkQ = NJ
jk,[1]
Q . This implies that quantum corre-
lations are necessary for achieving the Heisenberg scaling
1/N , which is evidently attainable even when the initial
probe state is mixed. However, if both ρˆ[1] and ρˆ[2] are
maximally mixed, the Heisenberg scaling is lost, i.e. too
much quantum correlations harm the quantum advantage
with N parallel resources [5, 58]. Thus, any quantum en-
hancement to the estimation precision is provided by the
two-particle reduced density matrices of the probe state.
Moreover, from (9), the set of POVMs, comprising
Pˆ0 = ρˆ(θ) = Uˆ(θ)ρˆUˆ
†(θ),
Pˆm =
∂ρˆ(θ)
∂θm
= −i
[
Mˆm(θ), ρˆ(θ)
]
∀m = 1, . . . , q,
(19)
along with one element accounting for normalisation, sat-
urates the QCRB for (16), provided we have (8), i.e. here
2Tr
[(
∆Aˆj∆Aˆk −∆Aˆk∆Aˆj
)
ρˆ
]
= 0 ∀j, k
⇒4
∑
n
ImTr
[
ρˆ[n]bˆ
[n]
j bˆ
[n]
k
]
+4
∑
n6=m
ImTr
[
ρˆ[n,m]
(
bˆ
[n]
j ⊗ bˆ[m]k
)]
= 0
⇒4
∑
n
ImTr
[
ρˆ[n]bˆ
[n]
j bˆ
[n]
k
]
= 0,
(20)
since Tr
[
ρˆ[n,m]
(
bˆ
[n]
j ⊗ bˆ[m]k
)]
∈ R. Hence, the attainabil-
ity of the quantum enhancement to the estimation pre-
cision is determined solely by the one-particle reduced
density matrices of the probe state.
IV. ESTIMATING A MAGNETIC FIELD IN
THREE DIMENSIONS
Now consider the task of estimating the components
of a magnetic field in three dimensions simultaneously
using two-level systems. The Hamilton operator for
this system is given by hˆ = µˆ · B = ∑3k=1 µˆkBk =∑3
k=1(µ/2)Bkσˆk :=
∑3
k=1 θkσˆk, where the magnetic mo-
ment µˆk = µσˆk/2 is proportional to the spin, {σˆk} are
the unnormalized Pauli operators, and θk = µBk/2 [5].
Start with a Greenberger-Horne-Zeilinger (GHZ) type
pure state |Φk〉 =
(|φ+k 〉⊗N + |φ−k 〉⊗N ) /√2, where |φ±k 〉
is the eigenvector of the Pauli operator σˆk corresponding
to the eigenvalue ±1 (k = 1, 2, 3 corresponding to the
X , Y , and Z directions). These states are permutation-
ally invariant with first and second order reduced den-
sity matrices ρˆ
[1]
k = 12/2 and ρˆ
[2]
k = (|φ+k , φ+k 〉〈φ+k , φ+k | +
|φ−k , φ−k 〉〈φ−k , φ−k |)/2 = (12 ⊗ 12 + σˆk ⊗ σˆk)/4, respec-
tively [5]. Now, Ref. [5] used the pure state |ψ〉 =
N (eiδ1 |Φ1〉+ eiδ2 |Φ2〉+ eiδ3 |Φ3〉), where N is the nor-
malization constant and {δk} are adjustable local phases.
We here intend to estimate the three components of the
magnetic field using a mixed state ρˆN , obtained from
the above pure state in the presence of local dephasing,
described using two single-particle Kraus operators [24],
Eˆ0 =
[
1 0
0 e−λ
]
, Eˆ1 =
[
0 0
0
√
1− e−2λ
]
, (21)
where λ is some constant causing the phase damping,
such that the off-diagonal elements of the density matrix
decay exponentially to zero with time. Considering that
all particles dephase uniformly, the N -particle density
matrix of the desired mixed state is then [59]:
ρˆN =
N∑
g=0
∑
piNg
piNg
[
Eˆ⊗g1 ⊗ Eˆ⊗N−g0
]
|ψ〉〈ψ|piNg
[
Eˆ†⊗g1 ⊗ Eˆ†⊗N−g0
]
,
where πNg represents different permutations of g and
N − g copies of the Eˆ1 and Eˆ0 operators, respectively.
Note that the operators Eˆ0 and Eˆ1 are Hermitian, so
the †s can be dropped. Clearly, these states ρˆN are
permutationally invariant as well, with now first and
second order reduced density matrices ρˆ[1] = 12/2 and
ρˆ
[2]
k = [12 ⊗ 12 + (
∑1
r=0 EˆrσˆkEˆr) ⊗ (
∑1
s=0 EˆsσˆkEˆs)]/4,
respectively. This is shown in Appendix C.
For N = 8n, n ∈ N (and δk = 0 for all k), the two-
body reduced density matrix of ρˆN is an equal mixture
of those in all directions (as in the pure state case in
Ref. [5]), given by ρˆ[2] = 13
∑3
k=1 ρˆ
[2]
k =
1
412 ⊗ 12 +
1
12
∑3
k=1
[(∑1
r=0 EˆrσˆkEˆr
)
⊗
(∑1
s=0 EˆsσˆkEˆs
)]
. For any
other N , the difference from the form of ρˆ[2] is exponen-
tially small in N . This directly follows from the way it
was shown in Ref. [5] for the pure state case. Hence, we
consider the probe state to have marginals ρˆ[1] = 12/2
and ρˆ[2] as above and calculate the QFIM. We get
J
jk,[1]
Q = 2Tr
[
bˆj bˆk
]
, (22)
and
J
jk,[2]
Q =
1
3
3∑
t=1
Tr
[(
1∑
r=0
EˆrσˆtEˆr ⊗
1∑
s=0
EˆsσˆtEˆs
)(
bˆj ⊗ bˆk
)]
=
1
3
3∑
t=1
Tr
[
1∑
r=0
EˆrσˆtEˆr bˆj
]
Tr
[
1∑
s=0
EˆsσˆtEˆsbˆk
]
=
1
3
3∑
t=1
Tr
[
σˆt
1∑
r=0
Eˆr bˆjEˆr
]
Tr
[
σˆt
1∑
s=0
EˆsbˆkEˆs
]
=
2
3
Tr
[
3∑
t=1
Tr
[
σˆt
(
1∑
r=0
Eˆr bˆjEˆr
)]
σˆt
(
1∑
s=0
EˆsbˆkEˆs
)]
=
2
3
Tr
[(
1∑
r=0
Eˆr bˆjEˆr
)(
1∑
s=0
EˆsbˆkEˆs
)]
.
(23)
Define fˆj =
∑1
r=0 Eˆr bˆjEˆr and fˆk =
∑1
s=0 EˆsbˆkEˆs.
Also, let ξ =
√
θ21 + θ
2
2 + θ
2
3 , ηk =
θk√
θ21+θ
2
2+θ
2
3
for all k =
1, 2, 3 (corresponding to the X , Y and Z directions).
Here, (22) is found to be (following Ref. [5]):
J
jk,[1]
Q = 4
[(
1− sinc2[ξ]) ηjηk + δjksinc2[ξ]] , (24)
5where sinc[ξ] = sin[ξ]/ξ. From (18), (24), (23), we get:
JjkQ = 4N
[(
1− sinc2[ξ]) ηjηk + δjksinc2[ξ]]
+
2N(N − 1)
3
Tr
[
fˆj fˆk
]
,
(25)
where the terms Tr
[
fˆj fˆk
]
can be explicitly calculated.
Since some or all of the terms Tr
[
bˆj bˆk
]
are non-zero,
we can have the terms Tr
[
fˆj fˆk
]
as non-zero, such that
the scaling 1/N can be achieved, as the parallel scheme
bound without ancillas from Ref. [31] can be tight even
for β 6= 0. Even when Tr
[
bˆj bˆk
]
= 0, the terms Tr
[
fˆj fˆk
]
in general (i.e. when Eˆ0 and Eˆ1 need not be local de-
phasing operators), can be non-zero. This implies that
it is possible to achieve the Heisenberg scaling with the
presence of noise in the initial probe state, even when
such a scaling cannot be achieved in the absence of noise
in the initial state. This is because mixed separable
states can be as nonclassical as entangled pure states [60].
Thus, noise in the initial probe state can act as a feature
rather than a bug in attaining the Heisenberg limit. Note
though that it is unlikely for all the terms Tr
[
bˆj bˆk
]
to
be zero, since that would mean that the QFIM JQ is
zero for the pure state case from Ref. [5]. However, even
when some or all of the terms Tr
[
bˆj bˆk
]
are non-zero, it
may be possible for the terms Tr
[
fˆj fˆk
]
to be such that
the QFIM JQ for the mixed state case considered here
is larger than that for the pure state case from Ref. [5].
This is because mixed entangled states can be more non-
classical than pure entangled states [60]. Thus, noise in
the initial probe state can allow for better estimation
precision than the case of no noise in the initial state.
Although noise is known to reduce quantum correla-
tions in a system in most cases [24, 61], noise can also
introduce or increase quantum correlations in a system
[62–65]. For example, local dephasing considered in this
section is a local unital noise [64], that mostly decreases
quantum correlations. Instead, if local non-unital noise,
such as local dissipation [65] as represented by the follow-
ing single-particle Kraus operators [24], is used to obtain
the initial mixed probe state from a classically correlated
separable state, the mixed state so obtained can have
quantum correlations, that may be activated into entan-
glement, allowing for better estimation precision [66–69]:
Eˆ0 =
[
1 0
0
√
1− e−2κ
]
, Eˆ1 =
[
0 e−κ
0 0
]
, (26)
where κ is a constant causing amplitude damping. This
is why ancilla-assisted schemes of Ref. [31] yielded scaling
better than that without ancillas for amplitude damping.
Nonetheless, if ρˆ[2] = ρˆ[1] ⊗ ρˆ[1] = 14/4, i.e. both ρˆ[1]
and ρˆ[2] are maximally mixed, then Tr
[
fˆj fˆk
]
= 0, since∑3
t=1
(∑1
r=0 EˆrσˆtEˆr ⊗
∑1
s=0 EˆsσˆtEˆs
)
would be zero in
(23), such that the best scaling achievable is 1/
√
N .
Thus, unlike the conventional wisdom that any amount
of noise is harmful, we see that some amount of noise in
the initial probe state can be useful and provides a quan-
tum advantage through its quantum correlations, but a
lot of noise is harmful because of too much quantum cor-
relations in the state.
V. NOISY QUANTUM CHANNEL
We consider a general noisy quantum channel that al-
lows the state ρˆ to evolve not necessarily unitarily. Let
Πˆl(θ) be the Kraus operators that describe the dynami-
cal evolution of the system. The state of the system after
the evolution is [22, 26]
ρˆ(θ) =
∑
l
Πˆl(θ)ρˆΠˆ
†
l (θ), (27)
where
∑
l Πˆ
†
l (θ)Πˆl(θ) = 1. Even when the transforma-
tion (27) is non-unitary, it may be described by a unitary
evolution UˆSB(θ) in a bigger space, comprising the sys-
tem S and some vacuum state ancillary bath B. The
evolved state in S +B space is given by
ρˆSB(θ) = UˆSB(θ) (ρˆ⊗ |0〉〈0|) Uˆ†SB(θ)
=
∑
l,v
Πˆl(θ)ρˆΠˆ
†
v(θ)⊗ |l〉〈v|
Then, following from (13), (14), (15) for the noiseless
S +B space, we get
∂
∂θk
ρˆSB(θ) = −i
[
Mˆk(θ), ρˆSB(θ)
]
=
1
2
(
Lˆk ρˆSB(θ) + ρˆSB(θ)Lˆ
†
k
)
,
where Mˆk(θ) ≡ i∂UˆSB(θ)∂θk Uˆ
†
SB(θ), and Lˆk = −2i∆Mˆk
is anti-Hermitian, ∆Mˆk ≡ Mˆk(θ) − Tr
(
Mˆk(θ)ρˆSB(θ)
)
.
Then, the QFIM from (6) for ρˆSB(θ) takes the form:
JjkQ = 4Re
[
Tr
(
Hˆjk1 (θ) (ρˆ⊗ |0〉〈0|)
)
−Tr
(
Hˆj2(θ) (ρˆ⊗ |0〉〈0|)
)
Tr
(
Hˆk2 (θ) (ρˆ⊗ |0〉〈0|)
)]
,
(28)
where
Hˆjk1 (θ) =
∂Uˆ†SB(θ)
∂θj
∂UˆSB(θ)
∂θk
, Hˆk2 (θ) = i
∂Uˆ†SB(θ)
∂θk
UˆSB(θ).
However, when only the system S is monitored but the
bath B is not monitored, we recover (27) by taking a
partial trace with respect to B: TrB (ρˆSB(θ)) = ρˆ(θ).
Then, if we trace out the bath B before having the traces
in (28), we obtain an upper bound (like those obtained
in Refs. [22, 26]) to the QFIM in (6) for ρˆ(θ):
CjkQ = 4Re
[
Tr
(
Kˆjk1 (θ)ρˆ
)
−Tr
(
Kˆj2(θ)ρˆ
)
Tr
(
Kˆk2 (θ)ρˆ
)]
,
(29)
6where
Kˆjk1 (θ) =
∑
l
∂Πˆ†l (θ)
∂θj
∂Πˆl(θ)
∂θk
, Kˆk2 (θ) = i
∑
p
∂Πˆ†p(θ)
∂θk
Πˆp(θ),
such that
Kˆjk1 (θ)ρˆ = TrB
[
Hˆjk1 (θ) (ρˆ⊗ |0〉〈0|)
]
,
Kˆk2 (θ)ρˆ = TrB
[
Hˆk2 (θ) (ρˆ⊗ |0〉〈0|)
]
.
(30)
We prove in Appendix D that CQ from (29) is an upper
bound to the QFIM JQ from (6) for ρˆ(θ).
One may compare these results with those in Ref. [22],
where initially pure states in different modes were as-
sumed to evolve independently. We made no such as-
sumption and our initial state is mixed, and so our re-
sults are more general. Also, we consider estimation of
multiple parameters, as opposed to single parameter es-
timation studied in Ref. [26]. Our upper bound to the
QFIM is relevant, since there are an infinitude of Kraus
representations Πˆl(θ) of the channel that make the bound
to equal the QFIM [26].
Now, we claim that (29) is saturated, when the follow-
ing condition is satisfied:
Im
[∑
l
Tr
{(
∂Πˆ†l (θ)
∂θj
∂Πˆl(θ)
∂θk
)
ρˆ
}]
= 0 ∀j, k, (31)
which is obtained from (8) for S+B space, by tracing out
B (see Appendix G). That is, the bound (29) is saturated,
when the expectation, with respect to the initial probe
state, of the commutator of every pair of the derivatives
of the channel Kraus operator and its adjoint vanishes.
Clearly, when the above condition is satisfied, it is possi-
ble to attain the elusive Heisenberg limit even in the most
general noisy estimation scenario. The above condition
is trivially true for single parameter estimation.
Then, the set of POVMs of cardinality q+2, comprising
the following q + 1 elements,
Pˆ0 = ρˆ(θ) =
∑
l
Πˆl(θ)ρˆΠˆ
†
l (θ),
Pˆm =
∂ρˆ(θ)
∂θm
=
∑
l
[
∂Πˆl(θ)
∂θm
ρˆΠˆ†l (θ)
+Πˆl(θ)ρˆ
∂Πˆ†l (θ)
∂θm
]
∀m = 1, . . . , q,
(32)
along with one element accounting for normalisation, sat-
urates (29) (See Appendices H and I).
VI. UPPER BOUND TO THE QFIM FOR N
PARTICLES EVOLVING VIA NOISY CHANNEL
Consider that the probe comprisingN particles evolves
not necessarily unitarily. Then, the QFIM (16) is for uni-
tary evolution of a probe comprising more than N par-
ticles in S + B space. The evolution of the probe com-
prising N particles in S space alone is described here by
some unital Kraus operators Πˆl(θ) =
1√
L
e−iGˆl(θ), where
l = 1, . . . , L,
∑
l Πˆ
†
l (θ)Πˆl(θ) =
∑
l Πˆl(θ)Πˆ
†
l (θ) = 1, and
Gˆl(θ) =
N∑
n=1
πˆ
[n]
ln
=
q∑
k=1
θk
N∑
n=1
πˆ
[n]
lnk
≡
q∑
k=1
θkGˆlk. (33)
The generators Gˆlk do not depend on θ and do not gen-
erally commute with each other. Then, as in Section III,
∂Πˆl(θ)
∂θk
=
−i
L
√
L
∫ 1
0
dαe−i(1−α)Gˆl(θ)
∂Gˆl(θ)
∂θk
e−iαGˆl(θ). (34)
So, TrB
[
Mˆk(θ)
]
= i
∑
l
∂Πˆl(θ)
∂θk
Πˆ†l (θ) =
∑
l Πˆl(θ)Bˆlk(θ)Πˆ
†
l (θ),
where Mˆk(θ) is from (14) for S +B space,
∑
l Bˆlk(θ) =
TrB
[
Aˆk(θ)
]
= 1L
∑
l
∫ 1
0
dαeiαGˆl(θ)Gˆlke
−iαGˆl(θ), since
we have ∂Gˆl(θ)∂θk = Gˆlk. Then, we have in S +B space
∂Uˆ†SB(θ)
∂θj
∂UˆSB(θ)
∂θk
= Aˆj(θ)Uˆ
†
SB(θ)UˆSB(θ)Aˆk(θ). (35)
Tracing out the bath B, we get (see Appendix J to un-
derstand why an extra 1/L does not arise below):
∑
l
∂Πˆ†l (θ)
∂θj
∂Πˆl(θ)
∂θk
=
∑
l
Bˆlj(θ)Πˆ
†
l (θ)Πˆl(θ)Bˆlk(θ)
⇒ Tr
[∑
l
∂Πˆ†l (θ)
∂θj
∂Πˆl(θ)
∂θk
]
= Tr
[∑
l
∂Πˆ†l (θ)
∂θj
Πˆl(θ)Πˆ
†
l (θ)
∂Πˆl(θ)
∂θk
]
= Tr
[∑
l
Bˆlj(θ)Πˆ
†
l (θ)Πˆl(θ)Πˆ
†
l (θ)Πˆl(θ)Bˆlk(θ)
]
,
(36)
since
∑
l Πˆl(θ)Πˆ
†
l (θ) = 1. Also, we have in S +B space
i
∂Uˆ †SB(θ)
∂θk
UˆSB(θ) = −Aˆk(θ)Uˆ †SB(θ)UˆSB(θ). (37)
Again, tracing out the bath B, we get:
i
∑
l
∂Πˆ†l (θ)
∂θk
Πˆl(θ) = −
∑
l
Bˆlk(θ)Πˆ
†
l (θ)Πˆl(θ). (38)
7Then, we get the desired upper bound CQ to the QFIM
from (16) as follows:
CjkQ = 4Re
[
Tr
(∑
l
Bˆlj(θ)Bˆlk(θ)ρˆ
)
−Tr
(∑
p
Bˆpj(θ)ρˆ
)
Tr
(∑
r
Bˆrk(θ)ρˆ
)]
,
(39)
since
∑
l Πˆ
†
l (θ)Πˆl(θ) = 1. Also, here we have
∑
l
Bˆlk(θ) =
∑
n
∑
ln
dˆ
[n]
lnk
=
1
L
∑
n
∑
ln
∫ 1
0
dαe
iαpˆi
[n]
ln pˆi
[n]
lnk
e
−iαpˆi
[n]
ln .
Thus, (39) becomes:
CjkQ = 4
∑
n
Re
[
Tr
[∑
ln
ρˆ[n]dˆ
[n]
lnj
dˆ
[n]
lnk
]
−Tr

∑
ln1
ρˆ[n]dˆ
[n]
ln1 j

Tr

∑
ln2
ρˆ[n]dˆ
[n]
ln2k




+ 4
∑
n6=m
∑
ln,lm
Re
[
Tr
[
ρˆ[n,m]
(
dˆ
[n]
lnj
⊗ dˆ[m]lmk
)]
−Tr
[
ρˆ[n]dˆ
[n]
lnj
]
Tr
[
ρˆ[m]dˆ
[m]
lmk
]]
=
∑
n
C
jk,[1]
Q
(
ρˆ[n]
)
+
∑
n6=m
C
jk,[2]
Q
(
ρˆ[n,m]
)
,
where C
jk,[1]
Q depends only on one-particle reduced den-
sity matrix on subsystem n and C
jk,[2]
Q depends on two-
particle reduced density matrix on subsystems n, m.
Further, if we restrict ourselves to only permutation-
ally invariant states, the upper bound to the QFIM from
(18) is as follows:
CjkQ = NC
jk,[1]
Q
(
ρˆ[1]
)
+N(N − 1)Cjk,[2]Q
(
ρˆ[1], ρˆ[2]
)
, (40)
where
C
jk,[1]
Q = 4
∑
p,r
Re
[
Tr
[
ρˆ[1]dˆpj dˆpk
]
− Tr
[
ρˆ[1]dˆpj
]
Tr
[
ρˆ[1]dˆrk
]]
only depends on the first order reduced density matrix,
C
jk,[2]
Q = 4
∑
p,r
Re
[
Tr
[
ρˆ[2]
(
dˆpj ⊗ dˆrk
)]
−Tr
[
ρˆ[1]dˆpj
]
Tr
[
ρˆ[1]dˆrk
]]
also depends on the second order reduced density matrix.
Clearly, when the two-particle reduced density ma-
trix of the initial probe state is a product state, we get
C
jk,[2]
Q = 0. When both the one- and two-particle reduced
density matrices of the initial probe state are maximally
mixed, we again get C
jk,[2]
Q = 0. Thus, a precision scal-
ing of 1/N cannot be achieved, when there are no cor-
relations or too much quantum correlations in the initial
state, like in unitary channel case. Thus, any quantum
enhancement to the estimation precision is provided by
the two-particle reduced density matrices of the probe
state.
Now, from (32), the set of POVMs comprising
Pˆ0 = ρˆ(θ) =
∑
l
Πˆl(θ)ρˆΠˆ
†
l (θ),
Pˆm =
∂ρˆ(θ)
∂θm
=
∑
l
[
Πˆl(θ)Bˆlm(θ)ρˆΠˆ
†
l (θ)
+Πˆl(θ)ρˆBˆlm(θ)Πˆ
†
l (θ)
]
∀m = 1, . . . , q,
(41)
along with one element accounting for normalisation, sat-
urates the upper bound (39) to the QFIM, provided we
have (31), i.e. here
4
∑
l
Im
[
Tr
(
Bˆlj(θ)Bˆlk(θ)ρˆ
)]
= 0 ∀j, k
⇒4
∑
n
ImTr
[∑
ln
ρˆ[n]dˆ
[n]
lnj
dˆ
[n]
lnk
]
+4
∑
n6=m
∑
ln,lm
ImTr
[
ρˆ[n,m]
(
dˆ
[n]
lnj
⊗ dˆ[m]lmk
)]
= 0
⇒4
∑
n
ImTr
[∑
ln
ρˆ[n]dˆ
[n]
lnj
dˆ
[n]
lnk
]
= 0,
(42)
since
∑
ln,lm
Tr
[
ρˆ[n,m]
(
dˆ
[n]
lnj
⊗ dˆ[m]lmk
)]
∈ R. Hence, the
attainability of the quantum enhancement to the esti-
mation precision is determined solely by the one-particle
reduced density matrices of the probe state.
Consider the magnetic field example again here in the
context of noisy channel. The same permutationally in-
variant mixed input probe state is used. Thus, the first
and second order marginals are the same. Moreover, for
the purposes of this example here, each Pauli operator σˆk
for k = 1, 2, 3 (corresponding to X , Y and Z directions)
can be split into a sum of two single particle Kraus op-
erators as σˆk =
∑2
l=1 πˆlk, so that πˆl =
∑3
k=1 θkπˆlk, e.g.
σˆ1 =
[
0 1
1 0
]
=
[
0 1
0 0
]
+
[
0 0
1 0
]
,
σˆ2 =
[
0 −i
i 0
]
=
[
0 −i
0 0
]
+
[
0 0
i 0
]
,
σˆ3 =
[
1 0
0 −1
]
=
[
1 0
0 0
]
+
[
0 0
0 −1
]
.
(43)
One can verify that such a decomposition for each Pauli
operator σˆk satisfies
∑
l πˆ
†
lkπˆlk =
∑
l πˆlkπˆ
†
lk = 12. Then,
dˆlk =
1
2
∫ 1
0
dαeiαpˆil πˆlke
−iαpˆil . (44)
Then, we get:
C
jk,[1]
Q =
∑
l,p
Re
[
2Tr
[
dˆlj dˆlk
]
−Tr
[
dˆlj
]
Tr
[
dˆpk
]]
, (45)
8and
C
jk,[2]
Q =
1
3
∑
l,p
3∑
t=1
Re
[
Tr
[(
1∑
r=0
EˆrσˆtEˆr ⊗
1∑
s=0
EˆsσˆtEˆs
)
×
(
dˆlj ⊗ dˆpk
)]]
=
2
3
∑
l,p
Re
[
Tr
[(
1∑
r=0
EˆrdˆljEˆr
)
×
(
1∑
s=0
EˆsdˆpkEˆs
)]]
.
(46)
Define gˆlj =
∑1
r=0 EˆrdˆljEˆr and gˆpk =
∑1
s=0 EˆsdˆpkEˆs.
Thus, from (40), (45) and (46), we get:
CjkQ = N
∑
l,p
Re
[
2Tr
[
dˆlj dˆlk
]
− Tr
[
dˆlj
]
Tr
[
dˆpk
]]
+
2N(N − 1)
3
∑
l,p
Re [Tr [gˆlj gˆpk]] ,
where all the quantities may be explicitly calculated.
Again, note that when the terms Tr
[
dˆlj dˆpk
]
are all
zero, the terms Tr [gˆlj gˆpk] in general (i.e. when Eˆ0 and Eˆ1
need not be local dephasing operators) can be non-zero,
such that it is possible to achieve the Heisenberg limit
with the presence of noise in the initial probe state, even
when it cannot be achieved in the absence of noise in the
initial probe state. Moreover, when the terms Tr
[
dˆlj dˆpk
]
are not all zero, the terms Tr [gˆlj gˆpk] can be such that CQ
with noise in the initial probe state, such as by means
of Eˆ0 and Eˆ1 for local dissipation, is larger than that
without noise in the initial probe state, so that the esti-
mation precision can be better with noise in the initial
probe state than that without noise in the initial state.
We next consider the more general situation, where the
noisy channel need not be necessarily unital, and illus-
trate that the presence of noise in the channel can actu-
ally serve as a feature rather than a bug, since even when
the Heisenberg precision scaling cannot be achieved with
a unitary channel, it is possible to attain the Heisenberg
scaling, and in fact, even beat it with a noisy channel.
VII. NOISE IN CHANNEL AS A FEATURE
RATHER THAN A BUG
We now look at the utility of the presence of noise
in a general channel in achieving or even beating the
Heisenberg precision limit.
Consider first the case of a mixed probe state, com-
prising N particles, evolving through a unitary channel,
and that the N particles of the probe undergo N inde-
pendent θ-dependent unitary evolutions, i.e. the unitary
operator of the channel is a product of N independent
unitary operators Uˆ(θ) =
⊗N
n=1 Uˆ(n)(θ).
Then, the QFIM takes the form as in (28) as follows:
JjkQ = 4Re
∑
n
[
Tr
(
∂Uˆ†(n)(θ)
∂θj
∂Uˆ(n)(θ)
∂θk
ρˆ[n]
)
− Tr
(
i
∂Uˆ†(n)(θ)
∂θj
Uˆ(n)(θ)ρˆ
[n]
)
Tr
(
i
∂Uˆ†(n)(θ)
∂θk
Uˆ(n)(θ)ρˆ
[n]
)]
+ 4Re
∑
n6=m
[
Tr
{(
∂Uˆ†(n)(θ)
∂θj
Uˆ(n)(θ)⊗ Uˆ†(m)(θ)
∂Uˆ(m)(θ)
∂θk
)
ρˆ[n,m]
}
− Tr
(
i
∂Uˆ†(n)(θ)
∂θj
Uˆ(n)(θ)ρˆ
[n]
)
Tr
(
i
∂Uˆ†(m)(θ)
∂θk
Uˆ(m)(θ)ρˆ
[m]
)]
= J
jk,[n]
Q + J
jk,[n,m]
Q .
Now, note that the first term J
jk,[n]
Q is of O(N) and the
second term J
jk,[n,m]
Q is of O(N
2), as they involve N and
N(N−1)/2 terms, respectively. Then, the term Jjk,[n,m]Q
should be non-zero, implying that quantum correlations
amongst the particles play a role in attaining the Heisen-
berg scaling of 1/N . As observed earlier, if the probe
state is a product state, i.e. ρˆ =
⊗N
n=1 ρˆ
[n], then we have
ρˆ[n,m] = ρˆ[n]⊗ ρˆ[m], and consequently Jjk,[n,m]Q = 0, such
that the Heisenberg scaling is lost and the covariance
scales as 1/
√
N at best. Also, if both ρˆ[n] and ρˆ[n,m]
are maximally mixed, the Heisenberg scaling is lost again
and the best scaling for the covariance is 1/
√
N , implying
that too much quantum correlations harms the quantum
advantage with N parallel resources. Classical correla-
tions in the initial probe state cannot be converted into
quantum correlations by a unitary channel and cannot
allow for an advantage over the scaling 1/
√
N . Thus,
any quantum enhancement to the estimation precision is
provided by the two-particle reduced density matrices of
the probe state. Notice that the saturability condition
(8) here yields:
4Im
∑
n
Tr
(
∂Uˆ†(n)(θ)
∂θj
∂Uˆ(n)(θ)
∂θk
ρˆ[n]
)
+ 4Im
∑
n6=m
Tr
{(
∂Uˆ†(n)(θ)
∂θj
Uˆ(n)(θ)⊗ Uˆ†(m)(θ)
∂Uˆ(m)(θ)
∂θk
)
ρˆ[n,m]
}
= 0
⇒4Im
∑
n
Tr
(
∂Uˆ†(n)(θ)
∂θj
∂Uˆ(n)(θ)
∂θk
ρˆ[n]
)
= 0,
(47)
9since Uˆ †(n/m)(θ)Uˆ(n/m)(θ) = 12 ∀n,m. Clearly, the at-
tainability of the quantum enhancement to the estima-
tion precision is determined solely by the one-particle re-
duced density matrices of the initial mixed probe state.
Next, consider the case of a mixed initial probe state,
comprising N particles, evolving through a noisy quan-
tum channel, and that the N particles of the initial probe
state undergo N independent θ-dependent evolutions,
i.e. the Kraus operator of the noisy quantum channel
is a product of N independent Kraus operators Πˆl(θ) =⊗N
n=1 Πˆ
(n)
ln
(θ), where we have l = (l1, l2, . . . , lN).
Then, (29) takes the form:
CjkQ = 4Re
∑
n

Tr
(∑
ln
∂Πˆ
(n)†
ln
(θ)
∂θj
∂Πˆ
(n)
ln
(θ)
∂θk
ρˆ[n]
)
−Tr

i∑
ln1
∂Πˆ
(n)†
ln1
(θ)
∂θj
Πˆln1 (θ)ρˆ
[n]

Tr

i∑
ln2
∂Πˆ
(n)†
ln2
(θ)
∂θk
Πˆ
(n)
ln2
(θ)ρˆ[n]




+ 4Re
∑
n6=m
∑
ln,lm
[
Tr
{(
∂Πˆ
(n)†
ln
(θ)
∂θj
Πˆ
(n)
ln
(θ)⊗ Πˆ(m)†lm (θ)
∂Πˆ
(m)
lm
(θ)
∂θk
)
ρˆ[n,m]
}
−Tr
(
i
∂Πˆ
(n)†
ln
(θ)
∂θj
Πˆ
(n)
ln
(θ)ρˆ[n]
)
Tr
(
i
∂Πˆ
(m)†
lm
(θ)
∂θk
Πˆ
(m)
lm
(θ)ρˆ[m]
)]
= C
jk,[n]
Q + C
jk,[n,m]
Q .
Again, note that the first term C
jk,[n]
Q is of O(N) and
the second term C
jk,[n,m]
Q is of O(N
2), as they involve
N and N(N − 1)/2 terms, respectively. Then, the term
C
jk,[n,m]
Q should be non-zero, implying that quantum cor-
relations amongst the particles play a role in attaining
the Heisenberg scaling of 1/N or better. Now, if the
initial probe state is separable but not a product state,
then that leads to C
jk,[n,m]
Q 6= 0. This is because, as
noted earlier, although noise is widely known to reduce
quantum correlations in a system in most cases [24, 61],
noise can also introduce or increase quantum correla-
tions in a system [62–65], that may then be activated
into entanglement [60, 69]. Even without quantum cor-
relations between the particles of the initial probe state,
an estimation precision scaling of 1/N or better can be
achieved, when the initial probe state has classical cor-
relations, that can be converted into quantum correla-
tions by non-unital noise in the channel, unlike in cases
of mixed state evolving unitarily or unitally considered
earlier. Thus, noise in the quantum channel can act as a
feature rather than a bug, since we see that the estima-
tion precision that can be achieved with a noisy channel
in some situations is impossible with a noiseless channel.
However, if both ρˆ[n] and ρˆ[n,m] are maximally mixed,
we get C
jk,[n,m]
Q = 0, so a best precision scaling of 1/
√
N
can be achieved.
Moreover, if there exists some Kraus representation
Πˆl(θ) of the quantum channel which renders C
jk,[n,m]
Q =
0, then the covariance scales as 1/
√
N at best, even when
the particles of the initial probe state are entangled. Ex-
tending the argument from Ref. [26] to the multiparam-
eter case, the covariance also scales as 1/
√
N at most,
even in the presence of feedback control. Thus, any quan-
tum enhancement to the estimation precision is provided
by the two-particle reduced density matrices of the ini-
tial probe state. The saturability condition (31) here
becomes:
4Im
∑
n
Tr
(∑
ln
∂Πˆ
(n)†
ln
(θ)
∂θj
∂Πˆ
(n)
ln
(θ)
∂θk
ρˆ[n]
)
+ 4Im
∑
n6=m
∑
ln,lm
Tr
{(
∂Πˆ
(n)†
ln
(θ)
∂θj
Πˆ
(n)
ln
(θ)⊗ Πˆ(m)†lm (θ)
∂Πˆ
(m)
lm
(θ)
∂θk
)
ρˆ[n,m]
}
= 0
⇒4Im
∑
n
Tr
(∑
ln
∂Πˆ
(n)†
ln
(θ)
∂θj
∂Πˆ
(n)
ln
(θ)
∂θk
ρˆ[n]
)
= 0,
(48)
since
∑
ln/lm
Πˆ
(n/m)†
ln/lm
(θ)Πˆ
(n/m)
ln/lm
(θ) = 12 ∀n,m. Clearly,
the attainability of the quantum enhancement to the esti-
mation precision is determined solely by the one-particle
reduced density matrices of the probe state.
Now, in terms of the evolved probe state ρˆ(θ), (29)
takes the following form. We get the below CQ from JQ
defined in the S + B space by tracing out the bath B,
and this is equivalent to CQ in terms of the initial state.
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CjkQ = 4Re
[
Tr
(∑
l
Πˆl(θ)
∂Πˆ†l (θ)
∂θj
∂Πˆl(θ)
∂θk
Πˆ†l (θ)ρˆ(θ)
)
− Tr
(
i
∑
p
Πˆp(θ)
∂Πˆ†p(θ)
∂θj
ρˆ(θ)
)
Tr
(
i
∑
r
Πˆr(θ)
∂Πˆ†r(θ)
∂θk
ρˆ(θ)
)]
= 4Re
∑
n
[
Tr
(∑
ln
Πˆ
(n)
ln
(θ)
∂Πˆ
(n)†
ln
(θ)
∂θj
∂Πˆ
(n)
ln
(θ)
∂θk
Πˆ
(n)†
ln
(θ)ρˆ[n](θ)
)
−Tr

i∑
ln1
Πˆ
(n)
ln1
(θ)
∂Πˆ
(n)†
ln1
(θ)
∂θj
ρˆ[n](θ)

Tr

i∑
ln2
Πˆ
(n)
ln2
(θ)
∂Πˆ
(n)†
ln2
(θ)
∂θk
ρˆ[n](θ)




+ 4Re
∑
n6=m
∑
ln,lm
[
Tr
{(
Πˆ
(n)
ln
(θ)
∂Πˆ
(n)†
ln
(θ)
∂θj
⊗ ∂Πˆ
(m)
lm
(θ)
∂θk
Πˆ
(m)†
lm
(θ)
)
ρˆ[n,m](θ)
}
−Tr
(
iΠˆ
(n)
ln
(θ)
∂Πˆ
(n)†
ln
(θ)
∂θj
ρˆ[n](θ)
)
Tr
(
iΠˆ
(m)
lm
(θ)
∂Πˆ
(m)†
lm
(θ)
∂θk
ρˆ[m](θ)
)]
= C
jk,[n]
Q + C
jk,[n,m]
Q .
Clearly, if the final probe state is a product state, we
get C
jk,[n,m]
Q = 0, such that a scaling of 1/
√
N can be
attained at best. This implies that noise in the chan-
nel should introduce quantum correlations between the
particles of the probe state, in order to provide quantum
advantage in achieving an estimation precision scaling of
1/N or better. Also, if both ρˆ[n](θ) and ρˆ[n,m](θ) are
maximally mixed, we get C
jk,[n,m]
Q = 0. This implies
that a lot of noise in the channel can introduce too much
quantum correlations between the particles of the probe
state, such that a best precision scaling of 1/
√
N can be
achieved.
Thus, some amount of noise in the quantum channel
can act as a feature rather than a bug by introducing
quantum correlations into the system, but excessive noise
destroys the achievable quantum advantage with N par-
allel resources.
VIII. BEATING THE HEISENBERG LIMIT
We show in Appendix J that unless the following con-
dition is also satisfied by the channel Kraus operators:
∑
l
∂Πˆl(θ)
∂θk
ρˆΠˆ†l (θ) =
∑
l
∂Πˆl(θ)
∂θk
ρˆ⇒
∑
l
Tr
[
∂Πˆ†l (θ)
∂θj
Πˆl(θ)Πˆ
†
l (θ)
∂Πˆl(θ)
∂θk
ρˆ
]
=
∑
l
Tr
[
∂Πˆ†l (θ)
∂θj
∂Πˆl(θ)
∂θk
ρˆ
]
⇒
∑
l
Πˆl(θ)Πˆ
†
l (θ) = 1,
(49)
i.e. unless the channel is unital, any noise in the channel
may beat the Heisenberg limit, when (31) is satisfied.
However, since the Heisenberg limit is not ultimate,
e.g. see Refs. [70–83], although this has sparked some
controversy [84–90], now the question is what is the fun-
damental ultimate quantum limit to the achievable es-
timation precision in the presence of optimal amount
of noise in a non-unitary quantum channel. In other
words, what should the quantity CQ look like when the
precision achievable is maximum in a non-unitary chan-
nel. It is fairly easy to see that for optimal quantity
of noise in the channel, the two-particle reduced den-
sity operators of the evolved probe state should be a
maximally entangled mixed state (MEMS) and the one-
particle reduced density operators of the evolved probe
state should be a maximally mixed state [91–93]. There-
fore, we must have the reduced density operators of
the evolved probe state as follows: ρˆ[n](θ) = 12/2 and
ρˆ
[n,m]
MEMS(θ) 6= ρˆ[n](θ)⊗ ρˆ[m](θ).
Then, the fundamental quantum limit to the achiev-
able estimation precision in a noisy channel is given by
the following:
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JjkSH = Re
∑
n
[
2Tr
(∑
ln
Πˆ
(n)
ln
(θ)
∂Πˆ
(n)†
ln
(θ)
∂θj
∂Πˆ
(n)
ln
(θ)
∂θk
Πˆ
(n)†
ln
(θ)
)
−Tr

i∑
ln1
Πˆ
(n)
ln1
(θ)
∂Πˆ
(n)†
ln1
(θ)
∂θj

Tr

i∑
ln2
Πˆ
(n)
ln2
(θ)
∂Πˆ
(n)†
ln2
(θ)
∂θk




+Re
∑
n6=m
∑
ln,lm
[
4Tr
{(
Πˆ
(n)
ln
(θ)
∂Πˆ
(n)†
ln
(θ)
∂θj
⊗ ∂Πˆ
(m)
lm
(θ)
∂θk
Πˆ
(m)†
lm
(θ)
)
ρˆ
[n,m]
MEMS(θ)
}
−Tr
(
iΠˆ
(n)
ln
(θ)
∂Πˆ
(n)†
ln
(θ)
∂θj
)
Tr
(
iΠˆ
(m)
lm
(θ)
∂Πˆ
(m)†
lm
(θ)
∂θk
)]
= J
jk,[n]
SH + J
jk,[n,m]
SH ,
where we have used the subscript “SH” to denote ‘super-
Heisenberg’ [80] fundamental quantum estimation preci-
sion limit. The set of POVMs from (32) then saturates
this ultimate limit. Note that a maximally discordant
mixed state (MDMS) need not be maximally entangled
[94]. In fact, it can be not entangled at all, but then it
can be at best as nonclassical as (and not more nonclas-
sical than) a maximally entangled pure state [60], and
therefore, cannot allow to beat the Heisenberg limit.
Note, however, that in order for entanglement to be
activated from the quantum correlations in the probe
state, multi-particle unitary maps (such as CNOT gates)
are required [60, 69], if there was no entanglement in the
initial probe state already or any entanglement in the ini-
tial probe state vanishes even if leaving the probe state
maximally discordant. The Kraus representation of the
channel is non-unique and is invariant under arbitrary
unitary maps and so the above equations are invariant
under addition of such unitary maps. But unless the
quantum correlations are activated into entanglement,
the above best estimation precision cannot be achieved.
Thus, the active ancilla-assisted scheme from Ref. [31]
can be strictly better than the passive ancilla-assisted
scheme, since mixed entangled states can be more non-
classical than mixed separable states [60]. Note that a
unitary operator is also a Kraus operator, and an iden-
tity operator is trivially unitary.
Now, without the additional unitary maps, that can
activate entanglement from quantum correlations in the
probe state, the best estimation precision limit is deter-
mined by the two-particle reduced density matrices of the
evolved probe state being separable and maximally dis-
cordant (MDMS) [94], i.e. the two-particle reduced den-
sity matrices having maximal dissonance [95]. Therefore,
we must have ρˆ
[n,m]
MDMS(θ) 6= ρˆ[n](θ) ⊗ ρˆ[m](θ), and then
the fundamental limit is given by:
JjkQ = 4Re
∑
n
[
Tr
(∑
ln
Πˆ
(n)
ln
(θ)
∂Πˆ
(n)†
ln
(θ)
∂θj
∂Πˆ
(n)
ln
(θ)
∂θk
Πˆ
(n)†
ln
(θ)ρˆ[n](θ)
)
−Tr

i∑
ln1
Πˆ
(n)
ln1
(θ)
∂Πˆ
(n)†
ln1
(θ)
∂θj
ρˆ[n](θ)

Tr

i∑
ln2
Πˆ
(n)
ln2
(θ)
∂Πˆ
(n)†
ln2
(θ)
∂θk
ρˆ[n](θ)




+ 4Re
∑
n6=m
∑
ln,lm
[
Tr
{(
Πˆ
(n)
ln
(θ)
∂Πˆ
(n)†
ln
(θ)
∂θj
⊗ ∂Πˆ
(m)
lm
(θ)
∂θk
Πˆ
(m)†
lm
(θ)
)
ρˆ
[n,m]
MDMS(θ)
}
−Tr
(
iΠˆ
(n)
ln
(θ)
∂Πˆ
(n)†
ln
(θ)
∂θj
ρˆ[n](θ)
)
Tr
(
iΠˆ
(m)
lm
(θ)
∂Πˆ
(m)†
lm
(θ)
∂θk
ρˆ[m](θ)
)]
= J
jk,[n]
Q + J
jk,[n,m]
Q ,
which corresponds to a precision scaling of 1/N for max-
imal pairwise quantum correlations, without entangle-
ment, amongst the final probe particles [69], since mixed
separable states can be as nonclassical as entangled pure
states [60]. Since the best estimation precision achievable
with quantum correlations without entanglement coin-
cides with and does not beat the Heisenberg limit, we
used the subscript “Q” above.
Next, with the additional unitary maps and entan-
glement activated from the quantum correlations in the
probe state, since the super-Heisenberg limit is obtained
for the two-particle reduced density operators of the
evolved probe state being maximally entangled and the
one-particle reduced density operators being maximally
mixed, the super-Heisenberg limit corresponds to a pre-
cision scaling of 1/N2 for maximal pairwise quantum cor-
relations including entanglement amongst the final probe
particles [74]. This is because mixed entangled bipartite
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states can be twice as nonclassical as maximally entan-
gled bipartite pure states [60].
Note that the precision scaling that could be achieved,
e.g. in Ref. [74], using two-particle Hamiltonians for a
unitary channel, is achieved using one-particle Kraus op-
erators for a noisy channel here, i.e. local noise inducing
quantum correlations including entanglement amongst
the two particles [64, 65]. Notice that we did not get
precision scaling better than 1/N when we studied the
unitary channel case in this paper, since we considered
only one-particle Hamiltonians. If we further considered
γ-particle (instead of one-particle) Kraus operators for
the noisy channel case here, with γ > 1, each set of Kraus
operators can generate quantum correlations including
entanglement induced by a common bath amongst the γ
particles [62, 63]. Then, the best super-Heisenberg preci-
sion scaling of 1/N2γ may be attained, that is known to
be only attainable using 2γ-particle Hamiltonians for a
unitary channel. For example, using three-particle Kraus
operators for a noisy channel, the best precision scaling of
1/N6 can be achieved, that is otherwise known to be pos-
sible with six-particle Hamiltonians for a unitary chan-
nel. This is again because mixed entangled states can be
twice as nonclassical as pure entangled states [60].
Considering again one-particle Kraus operators for the
noisy channel, although the quantum Crame´r-Rao bound
(QCRB) can be beaten in the system space, the QCRB
for the enlarged system plus bath space, for which the
evolution is unitary, is not beaten. This also holds for
multi-particle Kraus operators for the channel, where en-
tanglement is induced by common baths. This implies
that the estimation in the system space alone is not un-
biased, when the QCRB, and therefore, the Heisenberg
limit are beaten [23, 85]. However, when the estimation
involving measurements beats the QCRB, and therefore,
the Heisenberg limit, it does not violate Robertson’s gen-
eralized formulation of Heisenberg’s uncertainty relation
[23, 24, 96], that does not include the measurement pro-
cess. Note that the QCRB can be derived from the gen-
eral Heisenberg’s uncertainty relation, upon considering
that the estimator is unbiased [23]. Thus, beating the
QCRB implies that the estimator bias is no longer zero
(also see Appendix A), but does not violate the general
Heisenberg’s uncertainty principle. Nonetheless, without
including measurements, it is noteworthy that entangle-
ment amongst the particles of a state allows for lower
bounds for the dispersions of non-commuting observables
than that furnished by the traditional Heisenberg’s un-
certainty relation, originally derived for one particle [97].
Finally, note that the super-Heisenberg limit will not
necessarily be strictly less than the Heisenberg limit, such
as when there are quantum correlations without entan-
glement in the evolved probe state. Moreover, if the two-
particle reduced density matrices of the initial probe state
are already maximally entangled, the super-Heisenberg
limit will equal the Heisenberg limit. This is because it
is only entanglement generated in the channel, i.e. in the
evolution stage, that can contribute to a precision scaling
better than the Heisenberg limit, and entanglement in the
preparation and measurement stages are inessential [72].
Furthermore, the Heisenberg limit is not beaten, when
the Kraus operators of the channel satisfy the condition
(49). When the QCRB and the Heisenberg limit are not
beaten, the estimator in the S space alone will be unbi-
ased. Otherwise, when they are beaten, the estimator in
the S space alone will be biased and may be of limited
interest in practice.
The upper bound (29) to the QFIM reduces to the
following actual QFIM, when (49) is satisfied:
JjkQ = 4Re
∑
n

Tr
(∑
ln
∂Πˆ
(n)†
ln
(θ)
∂θj
∂Πˆ
(n)
ln
(θ)
∂θk
ρˆ[n]
)
− Tr

∑
ln1
∂Πˆ
(n)†
ln1
(θ)
∂θj
Πˆ
(n)
ln1
(θ)ρˆ[n]

Tr

∑
ln2
Πˆ
(n)†
ln2
(θ)
∂Πˆ
(n)
ln2
(θ)
∂θk
ρˆ[n]




+ 4Re
∑
n6=m
∑
ln,lm
[
Tr
{(
∂Πˆ
(n)†
ln
(θ)
∂θj
Πˆ
(n)
ln
(θ)⊗ Πˆ(m)†lm (θ)
∂Πˆ
(m)
lm
(θ)
∂θk
)
ρˆ[n,m]
}
−Tr
(
∂Πˆ
(n)†
ln
(θ)
∂θj
Πˆ
(n)
ln
(θ)ρˆ[n]
)
Tr
(
Πˆ
(m)†
lm
(θ)
∂Πˆ
(m)
lm
(θ)
∂θk
ρˆ[m]
)]
= J
jk,[n]
Q + J
jk,[n,m]
Q .
This was the case for unital channel of the form in
Section VI. Notice that if the initial probe state is max-
imally mixed, i.e. ρˆ = 12N /2
N , we get ρˆ(θ) = 12N/2
N
too in that section. This is why quantum correlations are
reduced, and cannot be created from any classical corre-
lation in the probe state by the noise in a unital chan-
nel [64], and so the QCRB and the Heisenberg limit are
not beaten and the estimator remains unbiased. When
there are no correlations or too much quantum correla-
tions in the two-particle reduced density matrix of the
initial probe state, the best achievable precision scaling
is 1/
√
N with a unital channel, like the unitary channel
case. Thus, as long as (49) is satisfied, a noisy channel
can at best attain the Heisenberg limit but not beat it,
so that the estimator remains unbiased. However, (49)
will not be satisfied by non-unital channels, such as local
dissipation of the form in Section IV, so that quantum
correlations can be created from classical correlations in
the probe state by noise in the channel. Notice that in
this case, if the initial probe state is maximally mixed,
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the evolved state will not be maximally mixed. Thus, it
may be possible to beat the Heisenberg limit with non-
unital channels, and the estimator would be biased when
the Heisenberg limit is beaten.
Moreover, the fact that dissonance is more robust to
decoherence than entanglement [98] suggests that it is
more probable to attain the Heisenberg limit with a
mixed state input than a pure entangled state input to a
unital channel. In fact, it may not be possible at all to
attain the Heisenberg limit with an input pure entangled
state because of entanglement sudden death [99, 100].
Furthermore, since dissonance can grow and give rise to
entanglement in the presence of dissipation, it is more
probable to attain or surpass the Heisenberg limit with a
mixed state input than a pure entangled state input to a
non-unital channel. In fact, it is never possible to attain
or surpass the Heisenberg limit with an input pure entan-
gled state because of no initial classical correlations and
entanglement sudden death. On the other hand, the fact
that entanglement is the intrinsic and minimal discord
capturing nonlocal quantum correlations, as opposed to
dissonance, which is the extrinsic discord capturing local
quantum correlations that cannot be shared [101, 102],
is the reason why the Heisenberg limit can be surpassed
only when entanglement and not just dissonance is gen-
erated in a non-unital channel fed with a mixed state.
In summary, it may appear that noisy quantum states
or channels may require the same or less resources to
achieve as much as noiseless quantum states or channels,
by exploiting additional resources from the environment.
That is why, the overall resources required by the noisy
cases in the enlarged noiseless system plus bath space are
the same as those known to be required by the noiseless
cases in the system space alone. However, any chan-
nel can be expressed by Kraus operators, which has the
same effect as performing a measurement and discarding
the result. To have a measurement on a pure state that
is the same as the measurement of the pure state after
noise, one would just need to have a POVM that com-
bines the POVM elements used for the mixed state with
the Kraus operators of the channel, without requiring
any extra resource. Thus, a precision scaling of 1/N2γ
can, in principle, be achieved with a pure initial probe
state evolving through a unitary channel, described by
γ-particle Hamiltonians, by using a POVM, that com-
bines the POVM elements used here with the γ-particle
Kraus operators of the noisy channel and the Kraus oper-
ators used to prepare the initial mixed probe state consid-
ered here. Thus, entangling measurements [11] may also
contribute to a precision scaling surpassing the Heisen-
berg limit, unlike as noted earlier. Similarly, a precision
scaling of 1/N2γ can, in principle, be also achieved with
a mixed initial probe state evolving through a unitary
channel, described by γ-particle Hamiltonians, by using
a POVM, that combines the POVM elements used here
with the γ-particle Kraus operators of the noisy chan-
nel considered here. But using entangling measurements
with our noisy channel, it is possible to obtain even better
precision scaling, so the noisy case is still superior.
Nonetheless, although it may likewise seem that it
should be possible too to achieve a precision scaling of
1/N2γ with a pure initial probe state evolving through
the noisy channel, described by γ-particle Kraus oper-
ators, by using a POVM, obtained by combining the
POVM elements used here with the Kraus operators used
to prepare the initial mixed probe state from the pure
state, that is not true even if the initial pure probe state is
maximally entangled and/or if the channel is non-unital.
This is because of no initial classical or local quantum
correlations in the probe state and sudden death of any
entanglement in the probe state caused by the noise in
the channel, as discussed earlier. This is the distinct im-
portant advantage, unique to mixed state metrology [69].
IX. CONCLUSION
We studied fundamental quantum limits in noisy quan-
tum multiparameter estimation using a quantum Fisher
information matrix (QFIM) defined in terms of anti-
symmetric logarithmic derivatives (ALDs), that lend a
convenient way to study noisy metrology. We presented
a QFIM for multiparameter estimation using a mixed
probe state evolving unitarily. We then considered a
mixed state evolving via a noisy channel, and presented
an upper bound to the QFIM for this general-most case.
We found that the bounds are such that the quan-
tum enhancement in the estimation precision is provided
by the two-particle reduced density matrices and the at-
tainability of the quantum enhancement is solely deter-
mined by the one-particle reduced density matrices of
the initial probe state, when the channel is described by
one-particle evolution operators. We showed conditions
and accordingly measurements to saturate these explic-
itly computable bounds (e.g. in terms of the Kraus op-
erators of the channel), not known to exist with conven-
tional symmetric logarithmic derivatives (SLDs) for these
general-most cases. We saw that the Heisenberg limit can
be achieved even in these most general noisy cases.
Moreover, for the most part of the past century since
the inception of quantum physics, weird quantum phe-
nomena, such as superposition and entanglement, were
perceived as bugs, until the 80s when the scientists
started to exploit them as features [103]. Today, the
biggest hurdle to quantum technologies, e.g. in building
a scalable quantum computer, is noise. The results here
suggest that some noise in the initial probe state or the
quantum channel can actually serve as a feature rather
than a bug, because we saw that the achievable estima-
tion precision scaling in the presence of noise is not possi-
ble in the absence of any noise in the initial probe state or
the quantum channel. Noise in the initial probe state or
the channel provides with a quantum advantage by intro-
ducing quantum correlations into the system. However,
too much noise in the initial probe state or the channel is
detrimental, since it introduces too much quantum corre-
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lations into the system, and, in turn, harms the quantum
advantage achievable with N parallel resources.
Furthermore, we found that it is possible to beat the
Heisenberg limit by exploiting the noise in the quan-
tum channel. The fundamental super-Heisenberg pre-
cision limit for non-unitary channel is then determined
by two-particle reduced density operators of the evolved
probe state being maximally entangled and one-particle
reduced density operators being maximally mixed, and
corresponds to a precision scaling of 1/N2, achieved
with one-particle Kraus operators. Further, using γ-
particle (instead of one-particle) Kraus operators for a
noisy channel, where γ > 1, the best scaling of 1/N2γ
can be attained, that is known to be only possible with
2γ-particle Hamiltonians for a noiseless channel. Such
a precision scaling can be achieved with an initial pure
or mixed probe state evolving through a unitary channel
without requiring additional resources, but not with an
initial pure probe state evolving through a noisy channel.
These results may be experimentally demonstrated, as
part of future work, with more practically implementable
measurements that may exist than those presented here.
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Appendix A: Proof for νV
[
θ˜(m)
]
≥ [JC(θ)]−1 ≥ [JQ(θ)]−1
Here, we prove the following quantum Crame´r-Rao inequality, as claimed in Section II:
νV
[
θ˜(m)
]
≥ [JC(θ)]−1 ≥ [JQ(θ)]−1 , (A1)
where ν is the number of times the experiment is repeated,
V
[
θ˜(m)
]
=
∑
m
p(m|θ)
(
θ˜(m)− θ
)(
θ˜(m)− θ
)T
=: Σ (A2)
is the estimation error covariance,
JjkC =
∑
m
1
p(m|θ)
∂
∂θj
p(m|θ) ∂
∂θk
p(m|θ) (A3)
is the classical Fisher information matrix (FIM), and
JjkQ =
1
2
Tr
[(
Lˆ†jLˆk + Lˆ
†
kLˆj
)
ρˆ(θ)
]
(A4)
is the quantum Fisher information matrix (QFIM), with the operators Lˆk satisfying
1
2
(
Lˆkρˆ(θ) + ρˆ(θ)Lˆ
†
k
)
=
∂
∂θk
ρˆ(θ). (A5)
The proof is adapted from Ref. [51] for frequentist multiparameter estimation problem here.
The estimates θ˜(m) =
[
θ˜1(m) θ˜2(m) . . . θ˜q(m)
]T
of the parameters θ =
[
θ1 θ2 . . . θq
]T
are unbiased, if∑
m
p(m|θ)θ˜j(m) = θj ∀j, (A6)
where p(m|θ) = Tr
(
Pˆmρˆ(θ)
)
is the conditional probability to obtain the outcome m from a measurement performed
on the evolved probe state ρˆ(θ) via a positive operator valued measure (POVM) {Pˆm}, given that the parameters
have the value θ. Differentiating (A6) with respect to θk, we get
δjk =
∑
m
(
θ˜j(m)− θj
) ∂p(m|θ)
∂θk
= Re
∑
m
(
θ˜j(m)− θj
)
Tr
[
PˆmLˆkρˆ(θ)
]
. (A7)
Then, following Ref. [51], since ν ≥ 1, we get:
vTu =
∑
j
ujvj ≤ ATB, wTu =
∑
k
ukwk ≤ Re
[
Tr
(
C†D
)]
, (A8)
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where u, v, w are arbitrary real column vectors, and
AT =
∑
k
vk
∂p(m|θ)
∂θk
1√
p(m|θ) , B =
∑
j
uj
(
θ˜j(m)− θj
)√
ν
√
p(m|θ),
C† =
∑
l
wl
√
PˆmLˆl
√
ρˆ(θ), D =
∑
j
uj
(
θ˜j(m)− θj
)√
ν
√
ρˆ(θ)
√
Pˆm.
(A9)
We assume that vTu and wTu are positive, which are valid assumptions given how we set these later. Then,
(
vTu
)2 ≤ (ATB)2 ≤ (ATA) (BTB) ,(
wTu
)2 ≤ ∣∣Tr (C†D)∣∣2 ≤ Tr (C†C)Tr (D†D) , (A10)
where the second inequalities in both lines are Schwarz inequalities.
Now, note that ATA = vTJCv, where JC is a real, symmetric and positive semidefinite classical Fisher information
matrix (FIM) as defined in (A3), Tr
(
C†C
)
= wTJQw, where JQ is a real, symmetric and positive semidefinite
quantum Fisher information matrix (QFIM) as defined in (A4), and BTB = Tr
(
D†D
)
= uT νΣu, where νΣ is the
estimation error covariance matrix as defined in (A2). Substituting these in (A10), we find that
(
vTJCv
) (
uT νΣu
) ≥ (vTu) (uTv) , (wTJQw) (uT νΣu) ≥ (wTu) (uTw) . (A11)
Setting v = J−1C u implies that
uT
(
νΣ− J−1C
)
u ≥ 0, (A12)
for arbitrary real vectors u. Since νΣ−J−1C is real and symmetric, this implies that νΣ−J−1C is positive semidefinite.
Also, setting w = J−1Q u implies that
uT
(
νΣ− J−1Q
)
u ≥ 0. (A13)
Since νΣ− J−1Q is real and symmetric, this implies that νΣ− J−1Q is positive semidefinite.
We now take v = w. Then, we have
vTu ≤ ATB = Re [Tr (C†D)]⇒ (vTu) (uTv) ≤ ∣∣Tr (C†D)∣∣2 ≤ Tr (C†C)Tr (D†D) = (vTJQv) (uT νΣu) . (A14)
Then, again setting v = J−1C u imply that
(
uT J−1C u
) (
uTJ−1C u
) ≤ (uTJ−1C JQJ−1C u) (uT νΣu) . (A15)
Now, since uT
(
νΣ− J−1C
)
u ≥ 0, we get from above
uT J−1C u ≤ uTJ−1C JQJ−1C u⇒ J−1C ≤ J−1C JQJ−1C ⇒ J−1C ≥ J−1Q . (A16)
Thus, we have (A1).
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Appendix B: Saturability of ALD-based QCRB
Here, we prove that an ALD-based QCRB can be saturated when the expectation of the commutator of the ALDs
vanishes, as claimed in Section II:
Tr
[(
Lˆ†jLˆk − Lˆ†kLˆj
)
ρˆ(θ)
]
= Tr
([
Lˆj, Lˆk
]
ρˆ(θ)
)
= 0, (B1)
where the operators Lˆk are anti-Hermitian. The proof presented here is directly adapted from Ref. [56] for ALDs,
and relies on the fact that it is enough to show that the QFIM bound is equivalent to the Holevo bound when (B1)
is satisfied, because the Holevo bound is a tighter bound, known to be asymptotically saturable.
Given that the operators Lˆk are anti-Hermitian and satisfy
1
2
(
Lˆkρˆ(θ)− ρˆ(θ)Lˆk
)
=
∂
∂θk
ρˆ(θ), (B2)
and the QFIM JQ is given by (A4), then (A1) implies that for a given cost matrix G, the estimation cost is bounded
by
tr
(
GνV
[
θ˜(m)
])
≥ tr
(
GJ−1Q
)
, (B3)
where tr denotes the trace of a matrix in distinction from Tr for an operator. Then, the achievable estimation
uncertainty is lower-bounded by the Holevo Crame´r-Rao bound [56, 104]:
tr
(
GνV
[
θ˜(m)
])
≥ min
{Xˆj}
{tr (GReW ) + ||GImW ||1} , (B4)
where || · ||1 is the operator trace norm, the elements of the matrix W are [104]
Wjk = Tr
(
Xˆ†j Xˆkρˆ(θ)
)
, (B5)
and the minimization is performed over the operators Xˆj satisfying
1
2
Tr
[(
Xˆ†j Lˆk + Lˆ
†
kXˆj
)
ρˆ(θ)
]
= δjk. (B6)
In our case, the operators Xˆj are also anti-Hermitian. The bound (B4) is stronger than the bound (B3), the right
hand side of which can be rewritten in the form [56]:
tr
(
GJ−1Q
)
= min
{Xˆj}
tr (GReW ) . (B7)
Then, the solution to the minimization problem in (B7) is [56]
Xˆj =
∑
k
(
G−1Λ
)
jk
Lˆk =
∑
k
(
J−1Q
)
jk
Lˆk, (B8)
where Λ is a matrix of Lagrange multipliers, chosen so that G−1ΛJQ = 1.
Now, the cost matrix G and the QFIM JQ are assumed to be strictly positive. Firstly, we assume that (B1)
holds for all j, k. We saw that the optimal Xˆj =
∑
k
(
J−1Q
)
jk
Lˆk are linear combinations of Lˆj. This implies that
Tr
([
Xˆj , Xˆk
]
ρˆ(θ)
)
= 0 for all j, k. Hence, the same set of Xˆj minimizes the Holevo bound, since it makes the second
term in (B4) to equal zero. Thus, (B1) is a sufficient condition for saturating the ALD-based QCRB corresponding
to the QFIM (A4).
Secondly, we assume that the Holevo bound coincides with the QFIM bound, and so for the Xˆj that minimize
both (B3) and (B4), the second term in (B4) must equal zero. Since G is strictly positive, the matrix ImW must be
zero and hence Tr
([
Xˆj , Xˆk
]
ρˆ(θ)
)
= 0 for all j, k. However, the Xˆj that minimizes (B3) is Xˆj =
∑
k
(
J−1Q
)
jk
Lˆk.
Inverting this formula, we get Lˆj =
∑
k
(
JˆQ
)
jk
Xˆk. Hence, (B1) holds for all j, k and is also a necessary condition
for saturating the ALD-based QCRB corresponding to the QFIM (A4).
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Appendix C: The states ρˆN are permutationally invariant
Here, we show that the first order and second order reduced density matrices are as claimed in Section IV for the
magnetic field example.
First, considering the N = 2 case:
ρˆN=2k =
1
2
[
Eˆ⊗20 |φ+k , φ+k 〉〈φ+k , φ+k |Eˆ⊗20 + (Eˆ0 ⊗ Eˆ1)|φ+k , φ+k 〉〈φ+k , φ+k |(Eˆ0 ⊗ Eˆ1)
+(Eˆ1 ⊗ Eˆ0)|φ+k , φ+k 〉〈φ+k , φ+k |(Eˆ1 ⊗ Eˆ0) + Eˆ⊗21 |φ+k , φ+k 〉〈φ+k , φ+k |Eˆ⊗21
+Eˆ⊗20 |φ+k , φ+k 〉〈φ−k , φ−k |Eˆ⊗20 + (Eˆ0 ⊗ Eˆ1)|φ+k , φ+k 〉〈φ−k , φ−k |(Eˆ0 ⊗ Eˆ1)
+(Eˆ1 ⊗ Eˆ0)|φ+k , φ+k 〉〈φ−k , φ−k |(Eˆ1 ⊗ Eˆ0) + Eˆ⊗21 |φ+k , φ+k 〉〈φ−k , φ−k |Eˆ⊗21
+Eˆ⊗20 |φ−k , φ−k 〉〈φ+k , φ+k |Eˆ⊗20 + (Eˆ0 ⊗ Eˆ1)|φ−k , φ−k 〉〈φ+k , φ+k |(Eˆ0 ⊗ Eˆ1)
+(Eˆ1 ⊗ Eˆ0)|φ−k , φ−k 〉〈φ+k , φ+k |(Eˆ1 ⊗ Eˆ0) + Eˆ⊗21 |φ−k , φ−k 〉〈φ+k , φ+k |Eˆ⊗21
+Eˆ⊗20 |φ−k , φ−k 〉〈φ−k , φ−k |Eˆ⊗20 + (Eˆ0 ⊗ Eˆ1)|φ−k , φ−k 〉〈φ−k , φ−k |(Eˆ0 ⊗ Eˆ1)
+(Eˆ1 ⊗ Eˆ0)|φ−k , φ−k 〉〈φ−k , φ−k |(Eˆ1 ⊗ Eˆ0) + Eˆ⊗21 |φ−k , φ−k 〉〈φ−k , φ−k |Eˆ⊗21
]
.
(C1)
Then, tracing out the second qubit, we get:
Tr2
[
ρN=2k
]
=
1
2
[
Eˆ0|φ+k 〉〈φ+k |Eˆ0〈φ+k |Eˆ20 |φ+k 〉+ Eˆ0|φ+k 〉〈φ+k |Eˆ0〈φ+k |Eˆ21 |φ+k 〉
+Eˆ1|φ+k 〉〈φ+k |Eˆ1〈φ+k |Eˆ20 |φ+k 〉+ Eˆ1|φ+k 〉〈φ+k |Eˆ1〈φ+k |Eˆ21 |φ+k 〉
+Eˆ0|φ+k 〉〈φ−k |Eˆ0〈φ+k |Eˆ20 |φ−k 〉+ Eˆ0|φ+k 〉〈φ−k |Eˆ0〈φ+k |Eˆ21 |φ−k 〉
+Eˆ1|φ+k 〉〈φ−k |Eˆ1〈φ+k |Eˆ20 |φ−k 〉+ Eˆ1|φ+k 〉〈φ−k |Eˆ1〈φ+k |Eˆ21 |φ−k 〉
+Eˆ0|φ−k 〉〈φ+k |Eˆ0〈φ−k |Eˆ20 |φ+k 〉+ Eˆ0|φ−k 〉〈φ+k |Eˆ0〈φ−k |Eˆ21 |φ+k 〉
+Eˆ1|φ−k 〉〈φ+k |Eˆ1〈φ−k |Eˆ20 |φ+k 〉+ Eˆ1|φ−k 〉〈φ+k |Eˆ1〈φ−k |Eˆ21 |φ+k 〉
+Eˆ0|φ−k 〉〈φ−k |Eˆ0〈φ−k |Eˆ20 |φ−k 〉+ Eˆ0|φ−k 〉〈φ−k |Eˆ0〈φ−k |Eˆ21 |φ−k 〉
+Eˆ1|φ−k 〉〈φ−k |Eˆ1〈φ−k |Eˆ20 |φ−k 〉+ Eˆ1|φ−k 〉〈φ−k |Eˆ1〈φ−k |Eˆ21 |φ−k 〉
]
=
1
2
[
Eˆ0|φ+k 〉〈φ+k |Eˆ0〈φ+k |Eˆ20 + Eˆ21 |φ+k 〉+ Eˆ1|φ+k 〉〈φ+k |Eˆ1〈φ+k |Eˆ20 + Eˆ21 |φ+k 〉
+Eˆ0|φ+k 〉〈φ−k |Eˆ0〈φ+k |Eˆ20 + Eˆ21 |φ−k 〉+ Eˆ1|φ+k 〉〈φ−k |Eˆ1〈φ+k |Eˆ20 + Eˆ21 |φ−k 〉
+Eˆ0|φ−k 〉〈φ+k |Eˆ0〈φ−k |Eˆ20 + Eˆ21 |φ+k 〉+ Eˆ1|φ−k 〉〈φ+k |Eˆ1〈φ−k |Eˆ20 + Eˆ21 |φ+k 〉
+Eˆ0|φ−k 〉〈φ−k |Eˆ0〈φ−k |Eˆ20 + Eˆ21 |φ−k 〉+ Eˆ1|φ−k 〉〈φ−k |Eˆ1〈φ−k |Eˆ20 + Eˆ21 |φ−k 〉
]
=
1
2
[
Eˆ0|φ+k 〉〈φ+k |Eˆ0〈φ+k |φ+k 〉+ Eˆ1|φ+k 〉〈φ+k |Eˆ1〈φ+k |φ+k 〉
+Eˆ0|φ+k 〉〈φ−k |Eˆ0〈φ+k |φ−k 〉+ Eˆ1|φ+k 〉〈φ−k |Eˆ1〈φ+k |φ−k 〉
+Eˆ0|φ−k 〉〈φ+k |Eˆ0〈φ−k |φ+k 〉+ Eˆ1|φ−k 〉〈φ+k |Eˆ1〈φ−k |φ+k 〉
+Eˆ0|φ−k 〉〈φ−k |Eˆ0〈φ−k |φ−k 〉+ Eˆ1|φ−k 〉〈φ−k |Eˆ1〈φ−k |φ−k 〉
]
=
1
2
[
Eˆ0|φ+k 〉〈φ+k |Eˆ0 + Eˆ1|φ+k 〉〈φ+k |Eˆ1 + Eˆ0|φ−k 〉〈φ−k |Eˆ0 + Eˆ1|φ−k 〉〈φ−k |Eˆ1
]
=
1
2
[
1∑
r=0
Eˆr
(|φ+k 〉〈φ+k |+ |φ−k 〉〈φ−k |) Eˆr
]
=
12
2
.
(C2)
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Similarly, considering the N = 3 case, and then tracing out the third qubit, we get:
Tr3
[
ρˆN=3k
]
=
1
2
[
Eˆ⊗20 |φ+k , φ+k 〉〈φ+k , φ+k |Eˆ⊗20 + (Eˆ0 ⊗ Eˆ1)|φ+k , φ+k 〉〈φ+k , φ+k |(Eˆ0 ⊗ Eˆ1)
+(Eˆ1 ⊗ Eˆ0)|φ+k , φ+k 〉〈φ+k , φ+k |(Eˆ1 ⊗ Eˆ0) + Eˆ⊗21 |φ+k , φ+k 〉〈φ+k , φ+k |Eˆ⊗21
+Eˆ⊗20 |φ−k , φ−k 〉〈φ−k , φ−k |Eˆ⊗20 + (Eˆ0 ⊗ Eˆ1)|φ−k , φ−k 〉〈φ−k , φ−k |(Eˆ0 ⊗ Eˆ1)
+(Eˆ1 ⊗ Eˆ0)|φ−k , φ−k 〉〈φ−k , φ−k |(Eˆ1 ⊗ Eˆ0) + Eˆ⊗21 |φ−k , φ−k 〉〈φ−k , φ−k |Eˆ⊗21
]
=
1
2
[
Eˆ⊗20
(|φ+k , φ+k 〉〈φ+k , φ+k |+ |φ−k , φ−k 〉〈φ−k , φ−k |) Eˆ⊗20
+(Eˆ0 ⊗ Eˆ1)
(|φ+k , φ+k 〉〈φ+k , φ+k |+ |φ−k , φ−k 〉〈φ−k , φ−k |) (Eˆ0 ⊗ Eˆ1)
+(Eˆ1 ⊗ Eˆ0)
(|φ+k , φ+k 〉〈φ+k , φ+k |+ |φ−k , φ−k 〉〈φ−k , φ−k |) (Eˆ1 ⊗ Eˆ0)
+Eˆ⊗21
(|φ+k , φ+k 〉〈φ+k , φ+k |+ |φ−k , φ−k 〉〈φ−k , φ−k |) Eˆ⊗21 ]
=
1
4
[
12 ⊗ 12 + Eˆ⊗20 (σˆk ⊗ σˆk) Eˆ⊗20 + (Eˆ0 ⊗ Eˆ1) (σˆk ⊗ σˆk) (Eˆ0 ⊗ Eˆ1)
+(Eˆ1 ⊗ Eˆ0) (σˆk ⊗ σˆk) (Eˆ1 ⊗ Eˆ0) + Eˆ⊗21 (σˆk ⊗ σˆk) Eˆ⊗21
]
=
1
4
[
12 ⊗ 12 +
(
1∑
r=0
EˆrσˆkEˆr
)
⊗
(
1∑
s=0
EˆsσˆkEˆs
)]
,
(C3)
and so on.
Appendix D: Proof for CQ(θ) ≥ JQ(θ)
Here, we prove that the quantity CQ(θ) is indeed an upper bound to the quantity JQ(θ) for the evolved probe
state ρˆ(θ), as claimed in Section V. Consider the following relationship of the Bures fidelity with the quantum Fisher
information matrix (QFIM), where the QFIM is real, symmetric and positive semidefinite but more general and not
necessarily composed of symmetric logarithmic derivatives (SLDs):
F (ρˆ(θ), ρˆ(θ + ǫ)) = 1− 1
4
∑
j,k
ǫjǫkTr
[
Lˆ†jLˆk + Lˆ
†
kLˆj
2
ρˆ(θ)
]
, (D1)
where θ is assumed to be the actual value of the vector of unknown parameters, ǫ is an infinitesimal increment in θ, and
0 ≤ F (ρˆ1, ρˆ2) = Tr
(√√
ρˆ1ρˆ2
√
ρˆ1
)
≤ 1 is the Bures fidelity between two given states ρˆ1 and ρˆ2 [20, 22, 24, 105–107].
Here, (D1) holds, when the operators Lˆk are not necessarily Hermitian and satisfy:
1
2
(
Lˆkρˆ(θ) + ρˆ(θ)Lˆ
†
k
)
=
∂ρˆ(θ)
∂θk
. (D2)
This can be seen as follows. When the operators Lˆk are Hermitian, such that Lˆ
†
k = Lˆk, as is the convention, the Bures
metric dB and Bures distance DB are defined and related to the fidelity F for infinitesimal ǫ as follows [28, 105]:
d2B (ρˆ(θ), ρˆ(θ + ǫ)) = D
2
B (ρˆ(θ), ρˆ(θ + ǫ)) = 2 [1− F (ρˆ(θ), ρˆ(θ + ǫ))] =
1
2
∑
j,k
ǫjǫkTr
[
LˆjLˆk + LˆkLˆj
2
ρˆ(θ)
]
, (D3)
where Lˆk are the SLDs satisfying:
1
2
(
Lˆkρˆ(θ) + ρˆ(θ)Lˆk
)
=
∂ρˆ(θ)
∂θk
. (D4)
However, if the operators Lˆk are not necessarily Hermitian and rather satisfy (D2), then (D3) becomes:
d2B (ρˆ(θ), ρˆ(θ + ǫ)) = D
2
B (ρˆ(θ), ρˆ(θ + ǫ)) = 2 [1− F (ρˆ(θ), ρˆ(θ + ǫ))] =
1
2
∑
j,k
ǫjǫkTr
[
Lˆ†jLˆk + Lˆ
†
kLˆj
2
ρˆ(θ)
]
. (D5)
22
Then, clearly (D1) is obtained from the above.
We must comment here that there is a lot of inconsistency in the literature about the relationship between dB, DB
and F . We here used the relationship originally presented in Ref. [105].
Now, for our case in this paper, the operators Lˆk are anti-symmetric logarithmic derivatives (ALDs), such that
Lˆ†k = −Lˆk. We have from (D1):
F (ρˆ(θ), ρˆ(θ + ǫ)) = 1− 1
4
∑
j,k
ǫjǫkJ
jk
Q (θ). (D6)
Now, since fidelity is non-decreasing with respect to partial trace (See Refs. [24, 106, 108, 109], for example), we have:
F (ρˆ(θ), ρˆ(θ + ǫ)) = F (TrB [ρˆSB(θ)] ,TrB [ρˆSB(θ + ǫ)]) ≥ F (ρˆSB(θ), ρˆSB(θ + ǫ)) = 1− 1
4
∑
j,k
ǫjǫkC
jk
Q (θ). (D7)
Clearly, from (D6) and (D7), we have (like in Ref. [22]):
CQ(θ) ≥ JQ(θ). (D8)
An alternative argument for (D8) to hold is that the quantum Fisher information (for both single and multiparamter
cases) is an operator monotone function, non-increasing with respect to partial trace [31, 110], noting that the partial
trace is a completely positive and trace-preserving map from S +B space to S space.
Note that, even though we did not explicitly invoke Uhlmann’s theorem here, the inequality in (D7) is the mono-
tonicity property of fidelity and is a consequence of Uhlmann’s theorem. Thus, extending the argument from Ref. [26]
to the multiparameter case, the equality in (D8) is achieved by minimizing CQ(θ) over all Kraus representations of the
quantum channel. Hence, there are an infinitude of Kraus representations of the channel that lead to CQ(θ) = JQ(θ).
Appendix E: POVM to attain QCRB for Pure State Input via Unitary Channel
Here, we prove that, as claimed in Section II, the set of POVMs {Pˆm1} of cardinality q+2, comprising the following
q + 1 elements,
Pˆ0 = ρˆ(θ) = Uˆ(θ)|ψ〉〈ψ|Uˆ †(θ), Pˆm = ∂Uˆ(θ)
∂θm
|ψ〉〈ψ|∂Uˆ
†(θ)
∂θm
∀m = 1, . . . , q, (E1)
together with one element Pˆn = Pˆq+1 := |φn〉〈φn| that accounts for the normalisation, saturates the ALD-based
QCRB, provided (B1) is satisfied for every pair of ALDs.
The proof is adapted from Ref. [4], noting that for pure state and unitary channel our ALD-based QCRB coincides
with the SLD-based QCRB, and it is enough to demonstrate that using the set of POVMs {Pˆm1} the quantum Fisher
information matrix (QFIM) equals the classical Fisher information matrix (FIM), when (B1) is satisfied. The set of
POVMs must be complete, i.e.
∑
m1 Pˆm1 = 1.
Consider that the initial probe state is ρˆ = |ψ〉〈ψ|. Then, we use the short notations
|ψθ〉 = Uˆ(θ)|ψ〉, |∂θkψθ〉 =
∂
∂θk
|ψθ〉 = ∂Uˆ(θ)
∂θk
|ψ〉. (E2)
The elements of the quantum Fisher information matrix (QFIM) are given by [4, 5]
JjkQ = 4Re
[〈∂θjψθ|∂θkψθ〉 − 〈∂θjψθ|ψθ〉〈ψθ |∂θkψθ〉] . (E3)
The elements of the corresponding classical Fisher information matrix (FIM) JC are given by [4]
JjkC =
q+1∑
m=0
∂θjp(m|θ)∂θkp(m|θ)
p(m|θ) =
∑
m
4Re
[
〈∂θjψθ|Pˆm|ψθ〉
]
Re
[
〈ψθ|Pˆm|∂θkψθ〉
]
〈ψθ|Pˆm|ψθ〉
. (E4)
The component of the FIM corresponding to the POVM element Pˆ0 = |ψθ〉〈ψθ | is
4Re
[〈∂θjψθ|ψθ〉]Re [〈ψθ|∂θkψθ〉] = 0. (E5)
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The above quantity vanishes because Re
[〈∂θjψθ|ψθ〉] = 0 for any parameter θk [4, 25].
Next, the component of the FIM corresponding to the POVM element Pˆn = Pˆq+1 = |φn〉〈φn| is
4Re
[
〈∂θjψθ|Pˆn|ψθ〉
]
Re
[
〈ψθ |Pˆn|∂θkψθ〉
]
〈ψθ|Pˆn|ψθ〉
= 4Re
[〈∂θjψθ|φn〉〈φn|∂θkψθ〉] , (E6)
since 〈ψθ |Pˆn|ψθ〉 is, by definition, real.
The remaining components Pˆk for k = 1, . . . , q may be similarly computed, and we get
JjkC = 4
q∑
m=1
Re
[〈∂θjψθ|∂θmψθ〉〈∂θmψθ|∂θkψθ〉]+ 4Re [〈∂θjψθ|φn〉〈φn|∂θkψθ〉] . (E7)
Now, note that, for the completeness of the set of POVMs, we require
q∑
m=1
|∂θmψθ〉〈∂θmψθ|+ |φn〉〈φn| = 1− |ψθ〉〈ψθ|. (E8)
Substituting (E8) in (E7), we get
JjkC = 4Re
[〈∂θjψθ|∂θkψθ〉 − 〈∂θjψθ|ψθ〉〈ψθ |∂θkψθ〉] = JjkQ . (E9)
Appendix F: POVM to attain QCRB for Mixed State Input via Unitary Channel
Here, we prove that, as claimed in Section II, the set of POVMs {Pˆm2} of cardinality q+2, comprising the following
q + 1 elements,
Pˆ0 = ρˆ(θ) = Uˆ(θ)ρˆUˆ
†(θ), Pˆm =
∂ρˆ(θ)
∂θm
=
[
∂Uˆ(θ)
∂θm
ρˆUˆ †(θ) + Uˆ(θ)ρˆ
∂Uˆ †(θ)
∂θm
]
∀m = 1, . . . , q, (F1)
together with one element Pˆn = Pˆq+1 that accounts for the normalisation, saturates the ALD-based QCRB, provided
(B1) is satisfied for every pair of ALDs.
The elements of the QFIM with ρˆθ := ρˆ(θ) and Uˆθ := Uˆ(θ) are:
JjkQ =
1
2
Tr
[(
Lˆ†jLˆk + Lˆ
†
kLˆj
)
ρˆθ
]
= 4Re
[
Tr
(
Uˆθ∂θj Uˆ
†
θ
∂θk UˆθUˆ
†
θ
ρˆθ
)
+Tr
(
Uˆθ∂θj Uˆ
†
θ
ρˆθ
)
Tr
(
Uˆθ∂θk Uˆ
†
θ
ρˆθ
)]
, (F2)
where we used Lˆk = 2
[
∂θk UˆθUˆ
†
θ
− Tr
(
∂θk UˆθUˆ
†
θ
ρˆθ
)]
(as taken in Sections III and V), that satisfy:
2∂θk ρˆθ = Lˆkρˆθ + ρˆθLˆ
†
k, Lˆ
†
k = −Lˆk, (F3)
noting that Uˆθ∂θk Uˆ
†
θ
= −∂θkUˆθUˆ †θ, arising from UˆθUˆ †θ = 1 upon differentiating both sides with respect to θk.
Also, the elements of the FIM JC , as defined in (A3), are:
JjkC =
∑
m
1
p(m|θ)
∂
∂θj
p(m|θ) ∂
∂θk
p(m|θ) =
∑
m
1
Tr
(
Pˆmρˆθ
) ∂
∂θj
Tr
(
Pˆmρˆθ
) ∂
∂θk
Tr
(
Pˆmρˆθ
)
. (F4)
Consider that we are interested in saturating the bound at a specific point θs in the space of θ, as in Ref. [4]. Then,
(E5) here becomes:
Tr
(
∂θj ρˆθsρˆθs
)
Tr (∂θk ρˆθsρˆθs)
Tr (ρˆ2
θs)
= 0, (F5)
where Tr
(
∂θj ρˆθsρˆθs
)
= 0 for any parameter θk, as an extension of Refs. [4, 25]. This can be seen as follows. Given
that ρˆθs is not necessarily pure, we must have Tr
(
∂θj ρˆθsρˆθs
) ≤ 0, arising upon differentiation with respect to θj from
Tr
(
ρˆ2
θs
) ≤ 1, for which Tr (ρˆ2
θs
)
is clearly non-decreasing. However, since ∂θj ρˆθs is a POVM element, we must have
Tr
(
∂θj ρˆθsρˆθs
)
= 〈∂θj ρˆθs〉 = p(j|θs), which being a probability cannot be negative. Here, 〈·〉 denotes expectation
24
with respect to ρˆθs. Hence, we must have Tr
(
∂θj ρˆθsρˆθs
)
= 0. For example, when the state ρˆθs is maximally
mixed, i.e. ρˆθs = 1d/d, where d is the dimension of the Hilbert space upon which the state ρˆθs is defined, we have
Tr
(
ρˆ2
θs
)
= 1/d, and consequently, Tr
(
∂θj ρˆθsρˆθs
)
= 0. On the other hand, if ρˆθs is pure, we must have Tr
(
ρˆ2
θs
)
= 1,
and consequently, Tr
(
∂θj ρˆθsρˆθs
)
= 0 again.
Next, proceeding in a manner similar to Ref. [4] for the terms of the FIM for m = 1, . . . , q, we take ρˆθ = ρˆθs +
δθr∂θr ρˆθs. Clearly, Tr
(
∂θj ρˆθs∂θm ρˆθs
)
= 0 (even for j = m), arising from Tr
(
∂θj ρˆθsρˆθs
)
= 0 upon differentiating
both sides with respect to θm, and noting that Tr
(
∂θj∂θm ρˆθsρˆθs
)
= 〈∂θj∂θm ρˆθs〉 = 0, since 〈∂θj ρˆθs〉 = 0. In general,
we must have Tr
(
∂θj ρˆθsPˆm
)
= 0, ∀m = 0, 1, . . . , q + 1. Thus, we have Tr (∂θj ρˆθs∂θm ρˆθ) = δθrTr (∂θj ρˆθs∂θm∂θr ρˆθs),
Tr (∂θm ρˆθ∂θk ρˆθs) = δθrTr (∂θm∂θr ρˆθs∂θk ρˆθs), and Tr (∂θm ρˆθ ρˆθ) = δθ
2
rTr (∂θm∂θr ρˆθs∂θr ρˆθs). Then, we get
q∑
m=1
δθ2rTr
(
∂θj ρˆθs∂θm∂θr ρˆθs
)
Tr (∂θm∂θr ρˆθs∂θk ρˆθs)
δθ2rTr (∂θm∂θr ρˆθs∂θr ρˆθs)
=
q∑
m=1
Tr
(
∂θj ρˆθs∂θm∂θk ρˆθs
)
Tr (∂θm∂θk ρˆθs∂θk ρˆθs)
Tr (∂θm∂θk ρˆθs∂θk ρˆθs)
=
q∑
m=1
Tr
(
∂θj ρˆθs∂θk∂θm ρˆθs
)
,
(F6)
since the limiting expression for the elements of the FIM at the point θs should be independent of the direction in
which the state is expanded to calculate the above [4], such that we can choose r = j or r = k for our convenience.
Also, we get
Tr
(
∂θj ρˆθsPˆq+1
)
Tr
(
Pˆq+1∂θk ρˆθs
)
Tr
[
Pˆq+1 (ρˆθs + δθr∂θr ρˆθs)
] = Tr
(
∂θj ρˆθsPˆq+1
)
Tr
(
Pˆq+1∂θk ρˆθs
)
Tr
(
ρˆθsPˆq+1
)
+ δθrTr
(
∂θr ρˆθsPˆq+1
) = 0, (F7)
since Tr
(
∂θj ρˆθsPˆq+1
)
= 0 for the normalising element Pˆq+1.
Thus, (E7) here becomes:
JjkC =
q∑
m=1
Tr
(
∂θj ρˆθs∂θk Pˆm
)
= −Tr
(
∂θj∂θk ρˆθsPˆm
)
= −
q∑
m=1
Tr
(
∂θj∂θk ρˆθs∂θm ρˆθs
)
, (F8)
where the second equality arises from Tr
(
∂θj ρˆθsPˆm
)
= 0 upon differentiating both sides with respect to θk.
Furthermore, (E8) here becomes:
q∑
m=1
∂θm ρˆθs = 1− ρˆθs − Pˆq+1. (F9)
Then, (E9) here becomes
JjkC = −Tr
(
∂θj∂θk ρˆθs
)− Tr (∂θj ρˆθs∂θk ρˆθs)+Tr(∂θj∂θk ρˆθsPˆq+1)
= −Tr (∂θj∂θk ρˆθs)− Tr (∂θj ρˆθs)Tr (∂θk ρˆθs)
= −4Re
[
Tr
(
∂θk Uˆ
†
θ
∂θj Uˆθρˆ
)
+Tr
(
∂θj Uˆ
†
θ
Uˆθρˆ
)
Tr
(
Uˆ †
θ
∂θk Uˆθρˆ
)]
= 4Re
[
Tr
(
∂θj Uˆ
†
θ
∂θk Uˆθ ρˆ
)
+Tr
(
∂θj Uˆ
†
θ
Uˆθρˆ
)
Tr
(
∂θk Uˆ
†
θ
Uˆθ ρˆ
)]
= 4Re
[
Tr
(
Uˆθ∂θj Uˆ
†
θ
∂θk UˆθUˆ
†
θ
ρˆθ
)
+Tr
(
Uˆθ∂θj Uˆ
†
θ
ρˆθ
)
Tr
(
Uˆθ∂θk Uˆ
†
θ
ρˆθ
)]
= CjkQ .
(F10)
Here, we used the fact that ∂θk Uˆ
†
θ
Uˆθ = −Uˆ †θ∂θk Uˆθ, arising from Uˆ †θUˆθ = 1 upon differentiating both sides with respect
to θk, and that Tr
(
∂θk UˆθρˆUˆ
†
θ
)
= −Tr
(
Uˆθρˆ∂θk Uˆ
†
θ
)
, arising from Tr (ρˆθs) = Tr
(
Uˆθ ρˆUˆ
†
θ
)
= 1 upon differentiating
both sides with respect to θk, and that 2Re
[
∂θj Uˆ
†
θ
∂θk Uˆθ
]
= −2Re
[
∂θk Uˆ
†
θ
∂θj Uˆθ
]
, arising from Uˆ †
θ
Uˆθ = 1 upon
differentiating both sides with respect to θk and then θj. Also, Tr
(
∂θj∂θk ρˆθsPˆq+1
)
= 0, since Tr
(
∂θj ρˆθsPˆq+1
)
= 0.
Note that Tr
(
ρˆθsPˆm
)
= 0, ∀m = 1, . . . , q, but Tr
(
ρˆθsPˆq+1
)
≥ 0, such that
q∑
m=1
Tr
[
ρˆθsPˆm
]
= 0⇒ Tr
[
ρˆθs
(
1− ρˆθs − Pˆq+1
)]
= 0⇒ Tr (ρˆ2
θs
)
= 1− Tr
(
ρˆθsPˆq+1
)
≤ 1, (F11)
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where the equality holds, when Tr
(
ρˆθsPˆq+1
)
= 0, and consequently, ρˆθs is pure. However, we have from above that
Tr
(
ρˆθsPˆq+1
)
= p (q + 1|θs) = 1 − Tr
(
ρˆ2
θs
)
, which upon differentiation with respect to θj yields Tr
(
∂θj ρˆθsPˆq+1
)
+
Tr
[
ρˆθs∂θj Pˆq+1
]
= −2Tr (∂θj ρˆθsρˆθs) = 0. Clearly, from (F9), upon differentiating both sides with respect to θj ,
multiplying both sides by ρˆθs, which is positive definite, and then taking trace of both sides, we get Tr
[
∂θj Pˆq+1ρˆθs
]
=
−Tr (∂θj ρˆθsρˆθs)−∑qm=1Tr (∂θj∂θm ρˆθsρˆθs) = 0. Thus, we indeed have Tr(∂θj ρˆθsPˆq+1) = 0, as used earlier.
Appendix G: Condition to saturate Upper Bound to QFIM
Here, we prove that, as claimed in Section V, the following is a necessary and sufficient condition
Im
[∑
l
Tr
{(
∂Πˆ†l (θ)
∂θj
∂Πˆl(θ)
∂θk
)
ρˆ
}]
= 0 ∀j, k (G1)
for the following upper bound to the ALD-based QFIM to be saturated:
CjkQ = 4Re
[
Tr
(∑
l
∂Πˆ†l (θ)
∂θj
∂Πˆl(θ)
∂θk
ρˆ
)
+Tr
(∑
p
∂Πˆ†p(θ)
∂θj
Πˆp(θ)ρˆ
)
Tr
(∑
r
∂Πˆ†r(θ)
∂θk
Πˆr(θ)ρˆ
)]
. (G2)
Consider that our initial probe state is pure, i.e. ρˆ = |ψ〉〈ψ|. Then, the unitary evolution UˆSB(θ) in the S+B space
can be considered equivalent to the output impure state
∑
l Πˆl(θ)|ψ〉〈ψ|Πˆ†l (θ) of the noisy channel in the system S
space, subsequently purified by extending the S space, introducing ancillas B. For the sake of clarity, we use the
notation Uˆ
(S+B)
θ
:= UˆS+B(θ) here, in distinction from UˆSB(θ). The overall output is then a pure state denoted as
ρˆS+B
θ
= |ψS+B
θ
〉〈ψS+B
θ
|. Then, the QCRB (A1) in the S +B space can be saturated, when (B1) leading here to
Im
[
Tr
{(
∂θj Uˆ
(S+B)†
θ
∂θk Uˆ
(S+B)
θ
)
(|ψ〉〈ψ| ⊗ |0B〉〈0B|)
}]
= 0 (G3)
is satisfied, where |0B〉 is a vacuum state ancillary bath. Tracing out B in (G3), we get (G1) as a necessary condition
for the set of POVMs {Pˆn2} to result in (H6) (See Appendix H), since the operators ∂Πˆl(θ)∂θk do not act on B.
Now, consider that the initial probe state ρˆ is not pure. It can be purified by extending the system S space,
introducing ancillas S′. Then, (G1) can be applied to the pure state |ψS+S′〉 in the initial enlarged S + S′ space.
Since the operators ∂Πˆl(θ)∂θk do not act on S
′, we get (G1) again as a necessary condition for the set of POVMs {Pˆn3}
to result in (I3) (See Appendix I).
Next, we assume that the condition (G1) saturates the upper bound (G2) to the QFIM. We consider that the initial
probe state is pure. Then, the output impure state of the noisy channel in the S space can be purified by extending
the final system S space by introducing ancillas B. Since both the input and output states are pure, the channel in
the S +B space is unitary Uˆ
(S+B)
θ
. Then, since the operators ∂Πˆl(θ)∂θk do not act on B, (G1) saturating (G2) in the S
space implies that (G3) saturates the QCRB (A1) in the S +B space. Thus, (G1) is a sufficient condition for the set
of POVMs {Pˆn2} to result in (H6).
Now, considering that the initial probe state is not pure, it can be purified by extending the initial system S space
by introducing ancillas S′. Then, since the operators ∂Πˆl(θ)∂θk do not act on S
′, (G1) saturating (G2) in the S space
implies that (G3) saturates the QCRB (A1) in the S + B + S′ space, with Uˆ (S+B)
θ
replaced by Uˆ
(S+B+S′)
θ
and |ψ〉
replaced by |ψS+S′〉. Thus, we again get (G1) as a sufficient condition for the set of POVMs {Pˆn3} to result in (I3).
Appendix H: POVM to attain QFIM Upper Bound for Pure State Input via Noisy Channel
Here, we prove that, as claimed in Section V, the set of POVMs {Pˆn2} of cardinality q+2, comprising the following
q + 1 elements,
Pˆ0 = ρˆ(θ) =
∑
l
Πˆl(θ)|ψ〉〈ψ|Πˆ†l (θ), Pˆm =
∂ρˆ(θ)
∂θm
=
∑
l
[
∂Πˆl(θ)
∂θm
|ψ〉〈ψ|Πˆ†l (θ) + Πˆl(θ)|ψ〉〈ψ|
∂Πˆ†l (θ)
∂θm
]
∀m = 1, . . . , q, (H1)
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together with one element accounting for normalisation, saturates (G2), provided (G1) is satisfied.
We again consider initial pure state ρˆ = |ψ〉〈ψ|, and the unitary evolution in the S + B space, Uˆ (S+B)
θ
here, in
distinction from UˆSB(θ) used in Section V.
Then, the elements of the QFIM, as in (F2), in terms of the initial pure state |ψ〉 here are
Jjk,S+BQ = 4Re
[
Tr
(
∂θj Uˆ
(S+B)†
θ
∂θk Uˆ
(S+B)
θ
(|ψ〉〈ψ| ⊗ |0B〉〈0B|)
)
+Tr
(
∂θj Uˆ
(S+B)†
θ
Uˆ
(S+B)
θ
(|ψ〉〈ψ| ⊗ |0B〉〈0B|)
)
Tr
(
∂θk Uˆ
(S+B)†
θ
Uˆ
(S+B)
θ
(|ψ〉〈ψ| ⊗ |0B〉〈0B|)
)]
,
(H2)
where |0B〉 is a vacuum state ancillary bath.
Tracing out B from above, we get the upper bound (G2) to the QFIM in terms of the initial pure state |ψ〉 in the
S space:
CjkQ = 4Re
[
Tr
(∑
l
∂θj Πˆ
†
θl∂θkΠˆθl|ψ〉〈ψ|
)
+Tr
(∑
p
∂θj Πˆ
†
θpΠˆθp|ψ〉〈ψ|
)
Tr
(∑
r
∂θkΠˆ
†
θrΠˆθr|ψ〉〈ψ|
)]
, (H3)
where we used the short notations Πˆθl = Πˆl(θ) and ∂θkΠˆθl =
∂Πˆl(θ)
∂θk
.
Now, since the operators, Πˆθl and ∂θkΠˆθl, do not act on B, when (G1) is satisfied, the bound CQ is the actual
QFIM JQ in the S space, with the set of POVMs {Pˆn2} saturating the corresponding QCRB for unital channel (see
Appendix J).
Also, the elements of the FIM JC , as defined in (A3), are again as in (F4). Consider again that we are interested
in saturating the bound at a specific point θs in the space of θ, as in Ref. [4]. Then, (F5) and (F6) remain the same.
But, (F7) becomes
Tr
(
∂θj ρˆθs|Φn〉〈Φn|
)
Tr (|Φn〉〈Φn|∂θk ρˆθs)
Tr [|Φn〉〈Φn| (ρˆθs + δθr∂θr ρˆθs)]
=
〈Φn|∂θj ρˆθs|Φn〉〈Φn|∂θk ρˆθs|Φn〉
〈Φn|ρˆθs|Φn〉+ δθr〈Φn|∂θr ρˆθs|Φn〉
= 0, (H4)
since 〈Φn|∂θj ρˆθs|Φn〉 = 0. Here, we used the normalising element |Φn〉〈Φn|, in distinction from |φn〉〈φn| used in (E6).
Then, (F8) remains the same. But, (F9) here becomes:
q∑
m=1
∂θm ρˆθs = 1− ρˆθs − |Φn〉〈Φn|. (H5)
Then, (F10) here becomes
JjkC = −Tr
(
∂θj∂θk ρˆθs
)− Tr (∂θj ρˆθs∂θk ρˆθs)+Tr (∂θj∂θk ρˆθs|Φn〉〈Φn|)
= −Tr (∂θj∂θk ρˆθs)− Tr (∂θj ρˆθs)Tr (∂θk ρˆθs)
= −4Re
[
Tr
(∑
l
∂θkΠˆ
†
θl∂θj Πˆθl|ψ〉〈ψ|
)]
− 4Tr
(∑
p
∂θj Πˆ
†
θpΠˆθp|ψ〉〈ψ|
)
Tr
(∑
r
Πˆ†
θr∂θkΠˆθr|ψ〉〈ψ|
)
= 4Re
[
Tr
(∑
l
∂θj Πˆ
†
θl∂θk Πˆθl|ψ〉〈ψ|
)
+Tr
(∑
p
∂θj Πˆ
†
θpΠˆθp|ψ〉〈ψ|
)
Tr
(∑
r
∂θk Πˆ
†
θrΠˆθr|ψ〉〈ψ|
)]
= CjkQ ,
(H6)
noting that 〈ψ|Oˆ|ψ〉 is, by definition, real for some operator Oˆ. Here, we used the fact that ∑l ∂θkΠˆ†θlΠˆθl =
−∑l Πˆ†θl∂θkΠˆθl, arising from ∑l Πˆ†θlΠˆθl = 1 upon differentiating both sides with respect to θk, and that∑
l Tr
(
∂θkΠˆθl|ψ〉〈ψ|Πˆ†θl
)
= −∑l Tr(Πˆθl|ψ〉〈ψ|∂θk Πˆ†θl), arising from Tr (ρˆθs) = ∑l Tr(Πˆθl|ψ〉〈ψ|Πˆ†θl) = 1 upon
differentiating both sides with respect to θk, and that 2Re
[∑
l ∂θj Πˆ
†
θl∂θkΠˆθl
]
= −2Re
[∑
l ∂θkΠˆ
†
θl∂θj Πˆθl
]
, arising
from
∑
l Πˆ
†
θlΠˆθl = 1 upon differentiating both sides with respect to θk and then θj . Also, Tr
(
∂θj∂θk ρˆθs|Φn〉〈Φn|
)
=
〈Φn|∂θj∂θk ρˆθs|Φn〉 = 0, since 〈Φn|∂θj ρˆθs|Φn〉 = 0.
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Appendix I: POVM to attain QFIM Upper Bound for Mixed State Input via Noisy Channel
Here, we prove that, as claimed in Section V, the set of POVMs {Pˆn3} of cardinality q+2, comprising the following
q + 1 elements,
Pˆ0 = ρˆ(θ) =
∑
l
Πˆl(θ)ρˆΠˆ
†
l (θ), Pˆm =
∂ρˆ(θ)
∂θm
=
∑
l
[
∂Πˆl(θ)
∂θm
ρˆΠˆ†l (θ) + Πˆl(θ)ρˆ
∂Πˆ†l (θ)
∂θm
]
∀m = 1, . . . , q, (I1)
together with one element accounting for normalisation, saturates (G2), provided (G1) is satisfied.
Consider that the initial probe state ρˆ is impure. It can be purified by extending the system S space, introducing
ancillas S′. Then, proceeding in a similar manner as in the previous section for the pure state |ψS+S′〉 in the initial
enlarged S + S′ space, the upper bound (G2) to the QFIM in terms of the initial state ρˆ in the S space is given by
CjkQ = 4Re
[
Tr
(∑
l
∂θj Πˆ
†
θl∂θkΠˆθlρˆ
)
+Tr
(∑
p
∂θj Πˆ
†
θpΠˆθpρˆ
)
Tr
(∑
r
∂θkΠˆ
†
θrΠˆθrρˆ
)]
, (I2)
since the operators, Πˆθl and ∂θkΠˆθl do not act on S
′. Moreover, when (G1) is satisfied, the bound CQ is the actual
QFIM JQ in the S space, with the set of POVMs {Pˆn3} saturating the corresponding QCRB for unital channel (see
Appendix J).
Also, again the elements of the FIM JC , as defined in (A3), are as in (F4). Consider again that we are interested in
saturating the bound at a specific point θs in the space of θ, as in Ref. [4]. Then, (F5), (F6), (F7), (F8), (F9) remain
the same, with the normalising element again being Pˆq+1. But, (F10), which was (H6) in the last section, becomes:
JjkC = 4Re
[
Tr
(∑
l
∂θj Πˆ
†
θl∂θk Πˆθlρˆ
)
+Tr
(∑
p
∂θj Πˆ
†
θpΠˆθpρˆ
)
Tr
(∑
r
∂θkΠˆ
†
θrΠˆθrρˆ
)]
= CjkQ , (I3)
which is as in (I2).
Appendix J: Noise in Channel can allow to beat the Heisenberg Limit
Here, we prove that noise in the quantum channel can allow to beat the Heisenberg precision limit, as claimed in
Section VIII, when the following condition is satisfied by the Kraus operators Πˆθl = Πˆl(θ) of the quantum channel:
Im
[∑
l
Tr
{(
∂θj Πˆ
†
θl∂θkΠˆθl
)
ρˆ
}]
= 0, ∀ j, k. (J1)
We have
ρˆθ =
∑
l
ΠˆθlρˆΠˆ
†
θl ⇒ ∂θk ρˆθ =
∑
l
[
∂θkΠˆθlρˆΠˆ
†
θl + Πˆθlρˆ∂θkΠˆ
†
θl
]
. (J2)
Next, (J1) saturates an ALD-based QCRB, corresponding to:
∂θk ρˆθ =
1
2
[
Oˆkρˆ+ ρˆOˆ
†
k
]
=
∑
l
[
∂θkΠˆθlρˆ+ ρˆ∂θk Πˆ
†
θl
]
, (J3)
where the ALDs are chosen to be:
Oˆk = 2
∑
l
∂θkΠˆθl. (J4)
Note that the choice of ALD need not be unique. Our purpose here is that it is enough to find one instance where
the Heisenberg limit can be beaten. Also, strictly speaking, the above is not a valid ALD, since it is not a function
of the probe state, hence our choice of the ALDs in the main text. Moreover, (J3) is expressed in terms of the initial
probe state and not the evolved probe state. However, for the purposes of our proof here, it suffices to consider the
above for simplicity without loss of generality.
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We start with assuming that when (J1) is satisfied, the upper bound (G2) to the QFIM equals the actual QFIM. In
other words, the corresponding lower bound to the Heisenberg limit equals the Heisenberg limit, when (J1) is satisfied,
which is possible, when we have:∑
l
[
∂θkΠˆθlρˆΠˆ
†
θl + Πˆθlρˆ∂θkΠˆ
†
θl
]
=
∑
l
[
∂θkΠˆθlρˆ+ ρˆ∂θkΠˆ
†
θl
]
, (J5)
following from (J2) and (J3). Now, the above is possible only when the following condition is satisfied:∑
l
∂θkΠˆθlρˆΠˆ
†
θl =
∑
l
∂θkΠˆθlρˆ
⇒ Tr
(∑
l
∂θkΠˆθlρˆΠˆ
†
θl
)
= Tr
(∑
l
∂θkΠˆθlρˆ
)
⇒ Tr
(∑
l
Πˆ†
θl∂θkΠˆθlρˆ
)
= Tr
(∑
l
∂θkΠˆθlρˆ
)
⇒ Tr
(∑
l
∂θkΠˆ
†
θlΠˆθlρˆ
)
= Tr
(∑
l
∂θkΠˆ
†
θlρˆ
)
⇒
∑
l
Tr
[(
∂θj Πˆ
†
θlΠˆθlΠˆ
†
θl∂θkΠˆθl
)
ρˆ
]
=
∑
l
Tr
[(
∂θj Πˆ
†
θl∂θkΠˆθl
)
ρˆ
]
,
(J6)
which is possible when we have
∑
l ΠˆθlΠˆ
†
θl = 1, i.e. when the channel is unital. Thus, for unital channels the upper
bound (G2) to the QFIM equals the actual QFIM. Hence, if the channel is non-unital, then the upper bound (G2) to
the QFIM can be strictly larger than the actual QFIM, so that the Heisenberg limit may be beaten. Note that (J6)
modifies (J1) to:
Im
[∑
l
Tr
{(
∂θj Πˆ
†
θlΠˆθlΠˆ
†
θl∂θkΠˆθl
)
ρˆ
}]
= 0, ∀ j, k. (J7)
The fact that the channel indeed needs to be unital for the last line in (J6) to hold may not be evident without an
extra summation index. Let us, therefore, reconfirm this.
First, note that (J7) saturates an ALD-based QCRB, corresponding to:
∂θk ρˆθ =
1
2
[
Lˆkρˆ+ ρˆLˆ
†
k
]
=
∑
l
[
Πˆ†
θl∂θkΠˆθlρˆ+ ρˆ∂θkΠˆ
†
θlΠˆθl
]
, (J8)
where the ALDs are chosen to be:
Lˆk = 2
∑
l
Πˆ†
θl∂θkΠˆθl. (J9)
Now, in terms of the evolved probe state ρˆθ = ρˆ(θ), the condition (J1) becomes:
Im
[∑
l
Tr
{(
Πˆθl∂θj Πˆ
†
θl∂θkΠˆθlΠˆ
†
θl
)
ρˆθ
}]
= 0, ∀ j, k. (J10)
This is obtained from the saturability condition corresponding to ρˆ
(S+B)
θ
in the S +B space, by tracing out the bath
B. And this is equivalent to the saturability condition (J1).
Next, (J10) saturates an ALD-based QCRB, corresponding to:
∂θk ρˆθ =
1
2
[
Qˆkρˆθ + ρˆθQˆ
†
k
]
=
∑
l
[
∂θkΠˆθlΠˆ
†
θlρˆθ + ρˆθΠˆθl∂θkΠˆ
†
θl
]
, (J11)
where the ALDs are chosen to be:
Qˆk = 2
∑
l
∂θkΠˆθlΠˆ
†
θl. (J12)
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Then, (J5) holds, when the following holds:
∑
l
[
Πˆ†
θl∂θkΠˆθlρˆ+ ρˆ∂θk Πˆ
†
θlΠˆθl
]
=
∑
l
[
∂θkΠˆθlΠˆ
†
θlρˆθ + ρˆθΠˆθl∂θkΠˆ
†
θl
]
, (J13)
that follows from (J8) and (J11).
Now, let us consider both ρˆ and ρˆθ to be maximally mixed. Then, (J13) becomes:∑
l
[
Πˆ†
θl∂θkΠˆθl + ∂θkΠˆ
†
θlΠˆθl
]
=
∑
l
[
∂θkΠˆθlΠˆ
†
θl + Πˆθl∂θkΠˆ
†
θl
]
⇒
∑
l
∂θk
[
Πˆ†
θlΠˆθl
]
=
∑
l
∂θk
[
ΠˆθlΠˆ
†
θl
]
⇒ 1 =
∑
l
ΠˆθlΠˆ
†
θl ∵
∑
l
Πˆ†
θlΠˆθl = 1,
(J14)
where the last line follows from the previous line without an additional constant, since we must also have:
ρˆθ =
∑
l
ΠˆθlρˆΠˆ
†
θl ⇒ 1 =
∑
l
ΠˆθlΠˆ
†
θl, (J15)
when both ρˆ and ρˆθ are maximally mixed. Indeed, both the initial and evolved probe states can be maximally mixed,
only if the noisy channel is unital. Thus, the channel indeed needs to be unital for (J13), and therefore, (J6) to hold.
