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摘要
偏微分方程的并行求解, 关键问题之一是网格划分, 它不仅要求每个进程拥有相等的计算负载, 同时要求有良好
的划分质量, 以减少进程间通信. 在自适应有限元计算过程中, 网格/基函数不断调整, 会导致负载不平衡, 必
须动态地调整网格分布, 从而实现动态负载平衡. 本文研究了不同的负载平衡方法, 并在并行自适应有限元平
台PHG中实现. 数值实验表明我们的动态负载平衡算法具有很高的划分质量, 运行速度快, 可有效划分网格并
减少运行时间.
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For the parallel computation of partial dierential equations, one key is the grid partitioning. It requires that
each process owns the same amount of computations, and also, the partitioning quality should be proper
to reduce the communications among processes. When calculating the partial dierential equations using
adaptive nite element methods, the grid and the basis functions adjust in each iteration, which introduce
load balancing issues. The grid should be redistributed dynamically. This paper studies dynamic load
balancing algorithms and the implementation on the adaptive nite element platform PHG. The numerical
experiments show that algorithms studied in this paper have good partitioning quality, and they are ecient.
Keywords: adaptive nite element methods, parallel computing, dynamic load balancing, space-lling
curve method, renement tree method.
1 引言
偏微分方程的并行数值求解的关键因素之一是处理好进程间的数据分布. 数据分布指根据进程数对数据进行划
分, 将数据分布存储在各进程中. 计算过程中数据分布保持不变的程序, 如传统有限元程序, 在整个计算过程中
仅需在开始做一次静态划分. 然而对自适应有限元程序, 每个进程的负载是在不断地变化的, 并且这个变化是不
可以或很难预测的. 这种情况下, 就需要动态地调整数据分布以保持负载平衡. 好的数据划分方法既要使得每个
进程拥有相同的计算负载, 又要减少进程间的通信.
并行自适应有限元计算中最常用的数据划分方法是划分计算网格, 每个进程负责一个子网格上的计算, 为
保证可扩展性, 每个进程仅存储该子网格及定义在其上的数据, 不在本地的数据在需要时通过进程间通信获得.
这种计算模型包含三个模块: 数据划分、维护本地数据结构以方便计算和进程间通信、在需要的时候进行通
信. 在自适应有限元程序中, 工作负载是与网格的单元、面、边及顶点相关的. 数据划分问题就是将这些对象
划分到不同的进程中. 并行计算中的数据划分方法可以分为两类: 基于几何性质的划分方法和基于图的划分方
法 [6, 7, 9, 10]. 基于几何性质的划分方法是利用对象 (粒子、单元等) 的几何信息划分数据, 如坐标, 常用的
方法有递归坐标二分方法 RCB (Recursive Coordinate Bisection) [22, 23] 、递归惯量二分方法 RIB (Recursive
Inertial Bisection) [24]、空间填充曲线划分方法 SFC (Space-Filling Curve) [33, 12, 26]等. 基于图的划分方法是
利用对象的拓扑信息, 如网格中单元的邻居关系, 常用方法有递归图二分方法 (Recursive Graph Bisection)、贪
婪算法、递归谱二分方法 RSB (Recursive Spectral Bisection) [24, 25]、K-L算法 (Keinighnan-Lin Algorithm)、
多水平方法 (multilevel methods) [18, 19, 14, 15, 17] 和扩散方法 (diusive methods) [20, 21] 等. 图方法和几何
方法各有优缺点. 图方法运行时间长, 由于显式地控制通信量, 划分质量高. 几何方法在空间局部性很重要或者
拓扑结构不存在的情况下是非常有效的, 几何方法没有显式控制通信量, 它只是根据空间位置信息划分, 可能会
导致通信量很大, 但几何划分方法简单, 它们容易实现并且速度快. 同时, 像递归坐标二分方法、空间填充曲线
划分方法等, 它们是隐式增量的 [6], 数据迁移的代价比较小. 在并行自适应有限元计算中, 最终目标是极小化总
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体计算时间, 包括划分时间、数据迁移时间及有限元求解时间. 它们是相关的: 质量高的划分会减少有限元计算
时间, 但可能会需要更多的划分时间; 质量差的划分需要时间少, 但可能增加有限元计算时间. 在实际应用中, 需
要根据实际情况综合考虑这些因素. 本文在PHG [1, 2, 34, 37] 中实现了加密树划分算法, 空间填充曲线算法和一
维划分算法. 在数值实验中, 这些方法与ParMETIS 以及Zoltan进行了比较, 结果表明我们的算法速度快, 划分
质量高, 可减少程序运行时间. 动态负载平衡对并行程序的开发是很关键的[1, 4], 基于拓扑的划分算法对线性方
程组的开发也很重要, METIS 和ParMETIS 被广泛应用在解法器开发中[39, 5, 8, 11, 13, 16, 27, 30, 28]. 本文的
方法已经应用在PHG, 同时也有一些开源软件提供本文提到的方法例如Zoltan 和ParMETIS [17].
本文的安排如下. 在第二节对划分方法进行了细致地讨论, 给出了加密树划分算法的细节以及空间填充曲线
算法的细节, 并讨论了一维划分算法和子网格-进程映射算法. 接下来给出了数值实验, 最后给出了结论.
2 网格划分方法
PHG 提供了与软件包 ParMETIS[35] 和 Zoltan[38, 38] 的接口, 前者提供了多水平图划分方法, 后者提供了超图
划分方法以及常用的几何划分方法, 如递归坐标二分方法、递归惯量二分方法、希尔伯特空间填充曲线划分方
法. 除此之外, 我们在PHG中实现两种网格划分方法: 加密树划分方法和空间填充曲线划分方法 [33, 6, 7, 9]. 本
节下面部分对这两个方法及实现进行介绍.
2.1 加密树划分方法
PHG 存储自适应过程中生成的加密树, 利用加密树划分方法实施网格划分是一个很自然的想法. 加密树划分方
法 (renement-tree partition method) 由William Mitchell 提出, 该方法基于加密/放粗过程中产生的二叉树, 它
调用深度优先遍历算法访问二叉树, 按照访问顺序对网格单元排序. 二叉树的遍历需要满足条件: 先访问左孩子,
然后是右孩子. 由于要求当前叶子结点与下一个被访问的叶子结点有一个共享面, 加密树划分方法有良好的划分
质量.
在加密树中按下面方法给每一个结点赋予一个权重 w: 叶子结点的权重由用户给定, 非叶子结点的权重为以
该结点为根的子树的所有叶子结点的权重和. Mitchell 的算法由两步组成, 第一步先计算每一个结点的权重, 第
二步将加密树二分, 使得每个集合(set) 中的叶子数目相等, 递归调用二分算法来完成网格划分. 按照 Mitchell 的
分析, 算法的计算复杂度为 O(N log p+ p logN), 其中 N 为叶子结点数目.
算法需要计算每一个结点的权重, 由于父单元在多个进程中同时存在, 在计算父单元的权重时, 通信比较复
杂. 我们重新设计了算法, 为每一个叶子结点定义前缀和 (prex sum). 按照叶子结点的访问顺序, 叶子结点的前
缀和定义为: 在到达该叶子结点之前访问的所有叶子结点的权重之和. 下面给出形式化定义, 按照叶子结点的访
问顺序, 为每一个叶子结点赋予一个位置编号, 从 0 开始, 则第 i 个叶子结点的前缀和为
Si =
i 1X
j=0
wj (1)
其中 wj 为叶子结点 j 的权重, 式 (1)可以改写为
Si =
i 1X
j=0
wj = Sq +
i 1X
j=q
wj ; (q < i): (2)
假设所有叶子结点的权重之和为 W , 进程数为 p, 那么所有前缀和属于区间 [W i/p, W (i+1)/p) 的叶子单元分
配给子网格 i (0  i < p). 通过分析可以看出, 只要计算出叶子结点的前缀和, 就可以通过计算叶子结点所属区
间来完成划分.
当网格位于一个进程中时, 仅需遍历一次加密树即可完成划分, 算法复杂度为 O(N). 当网格分布在不同进
程中时, 假设进程数为 p, 每个进程含有的叶子结点数目分别为 ni (0  i < p), 进程 i 上叶子结点权重之和
为 Wi (0  i < p). 定义叶子单元在本进程中的局部位置编号, 即叶子结点按照在本进程中访问顺序从 0 开始的
编号. 定义 Si;j 为进程 i 上局部编号为 j 的叶子单元的前缀和, 那么由式 (2) 可以推导出
Si;j =
i 1X
k=0
Wk +
j 1X
k=0
wj = Si;j 1 + wj 1; (3)
上式表明, 只要知道了 Wi (0  i < p) 就可以在每一个进程中计算出所有叶子结点的前缀和. 在每个进程上, 遍
历一次加密树就可以知道本进程所有叶子结点的权重和 Wi (0  i < p), 然后通过第二次遍历就可以同时完成计
算前缀和及网格划分. 算法如下所示.
本文设计的算法简洁, 仅需遍历两次加密树以及一次 MPI_Scan 通信, 算法的计算复杂度为 O(N). 对加密树
划分算法, 由于初始网格会包含许多单元, 因而也会有多个加密树, 加密树的访问顺序是按照根结点的顺序, 只需
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Algorithm 1 PHG 实现的加密树划分算法
Step 1. 每个进程访问本地的子树, 计算所有本地叶子结点的权重和 Wi.
Step 2. 调用 MPI_Scan 操作, 为每个进程收集其需要的 Wi (0  i < p).
Step 3. 访问本地子树, 根据式 (3) 计算每一个叶子结点的前缀和, 并同时完成划分.
对初始网格 (根结点) 排序, 并在整个自适应过程中维护这个序, 以保证在整个自适应过程中访问子树的顺序是
相同的.
2.2 空间填充曲线划分方法
网格划分中利用空间填充曲线将高维空间映射成一维空间, 完成单元的排序, 从而将高维划分问题转化为一维划
分问题. Morton 空间填充曲线和希尔伯特空间填充曲线均具有较好的空间局部性, 划分质量比较好, 是最常用的
两种空间填充曲线 [33, 12, 26].
空间填充曲线划分方法分为三个步骤. 第一个步骤是计算空间填充曲线, 首先将计算区域映射到立方
体 (0; 1)3, 然后调用空间填充曲线生成算法将立方体映射到区间 (0, 1); 第二个步骤是划分区间 (0, 1), 使得属于
每个区间单元的权重和相等; 第三个步骤是调用子网格{进程映射算法, 对子网格重新编号以减少数据迁移.
对计算区域 
, 存在一个长方体 (三维, 在二维情况下为长方形) 包围盒 (bounding box) 包含这个区域, 假设
包围盒在 x; y; z 三个方向的长度分别为 lenx; leny; lenz, 将区域映射到 (0; 1)3 的通常的做法是
x1 = (x  x0) = lenx; y1 = (y   y0) = leny; z1 = (z   z0) = lenz;
其中 (x0; y0; z0) 是包围盒坐标最小的顶点, (x1; y1; z1) 为坐标 (x; y; z) 经过变换后在立方体 (0; 1)3 中的坐
标. 上述变换改变了区域的长宽比, 使得变换后的长宽比为 1 : 1 : 1, 破坏了区域的空间局部性. PHG 中
取 len = max(lenx; leny; lenz), 采用变换
x1 = (x  x0) = len; y1 = (y   y0) = len; z1 = (z   z0) = len;
该变换保持区域的空间局部性, 改善了划分质量, 这一点将在后面用数值算例加以验证.
对空间填充曲线划分算法, 我们提供了两种空间填充曲线生成程序: Morton 空间填充曲线和希尔伯特空间填
充曲线. 前者的算法简单, 但曲线本身有较大的跳跃, 使得空间局部性略差. 希尔伯特空间填充曲线的空间局部
性要好很多, 但生成算法复杂.
首先利用空间填充曲线对单元排序, 然后调用 2.3 中介绍的一维划分算法及 2.4中介绍的子网格{进程映射算
法, 便可完成网格划分.
2.3 一维划分算法
上节的空间填充曲线划分方法及其他一些网格划分方法最终均将问题转化为一维划分问题, 因此实现一个高效
健壮的一维划分程序是必要的.
假设当前进程数为 p以及给定区间 [a, b), 这里的一维划分问题为: 如何将 [a, b) 划分成 p 个子区间 [a; a1),
[a1; a2),    , [ap 2; ap 1), [ap 1; b), 使得每个区间上包含的对象的权重和相等.
从问题的描述可以看出, 一维划分需要计算 p  1 个分割点 a1, a2,    , ap 2, ap 1. 我们在 PHG中实现了一
个一维划分算法求解该问题, 其基本算法来源于 Zoltan[38], 它是二分搜索算法的推广. 在二分搜索算法中, 只需
求解一个点 a1, 将区间分成两个子区间. 如果将区间 k (k  2) 分而不是二分, 那么 a1 将位于某个子区间中, 接
着将这个子区间 k 分, 重新得到 [a, b) 的一个划分, a1 将位于上述 k 个更小的子区间中的一个. 重复这个过程,
可以在给定的精度下搜索到 a1. 将这个算法推广, 将区间 [a, b) 划分成 N (N  p) 个子区间, ai (0 < i < p) 将
位于某个子区间, 然后将子区间细分, 最终在给定的精度下可以搜索到 a1, a2,    , ap 2, ap 1.
具体实现时, 我们取子区间数为 N = (p   1)  k + 1, 程序为每一个划分点 ai (0 < i < p) 维护一个包围
盒 (bounding box). 在每一次划分之前先更新这些包围盒, 缩小 ai (0 < i < p) 的取值范围, 重新划分区间 [0, 1)
的时候, 直接划分 ai所在的包围盒, 而不是 ai (0 < i < p) 所在的某个子区间, 这样会加速求解 ai (0 < i < p) 的
过程.
2.4 子网格―进程映射
网格划分完成后, 需要将子网格映射到进程上, 该映射尽量使得从老划分到新划分的数据迁移量最小. Oliker
和 Biswas 设计了一个启发式算法处理这个问题, 他们的算法可以得到次优解 [29]. 我们在 PHG中实现了该算
法.
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Oliker 和 Biswas 的算法先对数据迁移建模. 用相似矩阵 S (similarity matrix) 表示数据在所有进程中的分布
情况. S 在 PHG 中是一个 pold  p 的矩阵, pold 是当前子网格数, p 为新子网格数 (在通信器不变的情况下, pold
与 p 是相等的), 相似矩阵 S 的元素 Si;j 表示编号为 i 的子网格中需要迁移到编号为 j的子网格中的数据量. 实
际计算中, 每个进程并发地计算相似矩阵的一行, 然后通过一个主进程收集这些信息创建一个相似矩阵, 根据这
个相似矩阵计算子网格{进程映射关系, 最后通过一个广播操作将映射关系发送给所有进程.
优化子网格{进程映射时, 需要针对不同的体系结构上需要建立不同的代价方程 (cost function) 以优化数据
迁移开销. 常用的两种度量是: TotalV 和 MaxV. TotalV 极小化所有进程数据迁移量之和; MaxV 极小化单个进
程的最大数据迁移量. Oliker 和 Biswas 的算法中使用的度量是 TotalV. 给定一个相似矩阵 S, 其数据总和是确
定的, 极小化数据迁移与极大化保持数据不动是等价的, 目标是寻找一个映射i! pi (i = 0;    ; p  1) 极大化如
下代价方程
F =
X
pj=i
0j<p
Si;j ;
其中(p0, p1,    , pp 1) 是 (0, 1,    , p-1) 的一个置换.
3 数值算例
本节给出数值算例, 比较不同划分方法的性能、划分质量以及对有限元计算性能影响. 数值算例使用自适应有限
元方法求解偏微分方程, 比较不同划分方法对程序性能的影响. 网格划分算法只负责划分, 数据迁移在PHG 中是
一个独立的模块, 用来完成网格, 自由度数据等的重建.
本节使用了网格 
1 是一个圆柱体, 如图 3.1 所示, 直径小但长度较长, 有较大的长宽比, 网格的单元数目
为 2,522,624. 网格由 Netgen[32] 生成.
图 3.1: 测试网格
1 (圆柱体)
3.1 划分质量对自适应有限元计算性能的影响
本节将 ParMETIS, Zoltan/HSFC, PHG/HSFC, PHG/RTK (PHG的加密树划分方法), MSFC (PHG中的 Mor-
ton 空间填充曲线划分方法), RCB (Zoltan的递归坐标二分方法) 六种划分方法应用到自适应有限元计算中, 以
研究不同划分方法对并行程序总体性能的影响.
测试的硬件平台为科学与工程计算国家重点实验室的浪潮 TS10000 高性能集群 (LSSC-III), 计算结点
为浪潮 NX7140N 刀片, 每个刀片包含两颗 Intel X5550四核处理器和 24GB 内存, 其单核双精度浮点峰值
性能为 10.68Gops, 282 个计算结点的总浮点峰值性能为 24Tops. 所有结点同时通过千兆以太网和 DDR
Inniband 网络互联.
算例3.1. 本例求解如下 Dirichlet 边界条件 Helmholtz 方程,(
 u+ u = f (x; y; z) 2 

u(x; y; z) = g on @
:
计算区域为圆柱体区域 
1, 取解析解如下:
u = cos(2x) cos(2y) cos(2z);
该算例中解是光滑的, 因此网格加密基本上是均匀的.
测试中使用了 32 个计算结点, 128 个进程. 计算区域如图 3.1所示, 初始网格 T1 由 Netgen [32] 生成, 含
有 4,927 个四面体单元. 使用三阶协调拉格朗日元对方程进行离散, 调用数值代数软件包 Hypre 的 BoomerAMG
解法器求解有限元离散产生的线性系统.
图 3.2 给出划分时间, 从中可以看出 RTK 方法的划分速度最快, 其次是 MSFC, PHG/HSFC, Zoltan/HSFC.
PHG实现的 HSFC 及 MSFC 均比 Zoltan/HSFC 速度要快. ParMETIS 和 RCB 最慢. 从图上可以看出网格分
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图 3.2: 网格划分时间 (例 3.1)
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图 3.3: 动态负载平衡时间 (例 3.1)
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图 3.4: 求解时间, 横坐标为自由度数 (例 3.1)
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图 3.5: 每一个自适应步时间 (例 3.1)
布对 ParMETIS 的划分时间有较大影响, 随着网格调整, 其划分时间出现剧烈震荡. 总体来讲, 几何划分方法对
网格分布不敏感, RCB, MSFC, PHG/HSFC, Zoltan/HSFC 的划分时间随着网格规模的增大以较稳定的速率增
加.
图 3.3 给出动态负载平衡时间, 其中包含了网格划分和数据迁移时间, 其中数据迁移时间占的比重较大.
一个好的划分方法应该是增量的, 即网格的微小变化仅导致划分的微小变化, 这样会使得数据迁移量比较小.
从图上可以看出 RTK 的时间最短, 表明其数据迁移量较少, RTK 的时间增长也很稳定. 其次是 ParMETIS,
ParMETIS同样表现出震荡. 接着是 MSFC, PHG/HSFC, RCB, 用时最长的是 Zoltan/HSFC. 它们的时间增长
趋势均比较稳定, 说明这些方法均有较好的可扩展性和比较低的计算复杂度.
一般情况下线性方程组的求解时间在自适应有限元计算中占统治地位, 图 3.4 和 3.5 分别给出线性方程组求
解时间和每一个自适应步的时间. 从图中可以看出, RCB, ParMETIS, RTK 运行时间最短. 对 RCB 而言, 其划
分质量一般要比 ParMETIS 及 RTK差一些, 这个算例是特例, 因为计算区域是一个长圆柱体, 非常适合 RCB.
其次是 MSFC, PHG/HSFC, 用时最长的是 Zoltan/HSFC. Zoltan/HSFC 与 PHG/HSFC 是同一类型的划分
方法, 由于 PHG在映射时采取了保持区域长宽比的方式, 维持了区域的空间局部性, PHG/HSFC 的划分质量
比 Zoltan/HSFC 高, 求解时间也较少.
Table 1: 总体运行时间及划分次数 (例 3.1)
Method total running time(s) # of repartitionings
RCB 3049.60 60
ParMETIS 3360.73 189
RTK 3465.63 59
MSFC 4088.01 58
PHG/HSFC 4493.43 59
Zoltan/HSFC 8954.21 50
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表 1 给出该算例采用不同划分方法时的运行时间及划分次数, 算例包含 190 个自适应步. RCB 运行时间最
短, 说明对计算区域比较规则的问题, 简单的几何划分方法是非常有效的. Zoltan/HSFC 的运行时间最长, 是别
的方法的两倍以上, 表现最差. ParMETIS 的划分次数最多, 是别的方法的三倍. 划分次数过多会导致数据迁移
频繁, 当网络带宽较低时, 就需要考虑数据迁移问题, 但由于其划分质量好, 线性方程组的求解时间较短.
算例3.2. 本例求解的方程为线性抛物型方程(
ut  u = f in 
 (0; T )
u = g on   [0; T ]: (4)
取解析解为
u = exp((25((x  1
2
  2
5
sin(8t))2 + (y   1
2
  2
5
cos(8t))2 + (z   1)2) + 0:9) 1   2:5):
计算区域为 
3 = (0; 1)3, 时间区间为 [0; 1]. 解的极大值在 z = 1 平面上运动, 网格在极值附近最密. 由于这是一
个依赖于时间的问题, 网格自适应同时包含加密和放粗.
Table 2: 程序运行时间 (例 3.2, 128 进程)
Method Time TAL(s) Time DLB(s) Time SOL (s) Time STP(s)
PHG/HSFC 6525 0.0734 0.1886 0.9192
Zoltan/HSFC 6744 0.0917 0.1928 0.9501
MSFC 6902 0.0730 0.1966 0.9724
RTK 7015 0.0738 0.2050 0.9884
RCB 7131 0.1126 0.1938 1.0046
ParMETIS 7151 0.1421 0.2114 1.0075
Table 3: 程序运行时间 (例 3.2, 192 进程)
Method Time TAL(s) Time DLB(s) Time SOL(s) Time STP(s)
PHG/HSFC 6597 0.0932 0.1808 0.9294
MSFC 6601 0.0936 0.1863 0.9299
Zoltan/HSFC 6646 0.1046 0.1862 0.9362
RCB 7197 0.1176 0.1862 1.0139
RTK 7185 0.0799 0.2124 1.0123
ParMETIS 7218 0.1982 0.1942 1.0169
这里给出两组测试结果. 第一组测试使用 32 个计算结点、128 个进程, 共运行了 7098 个时间步, 每个时间步
的平均单元数量为 663,151,平均自由度数为 919,036. 结果见表 2,其中第一项时间为总运行时间 (TAL),第二项
为单次动态负载平衡的平均时间 (DLB),第三项为单次线性方程组的平均求解时间 (SOL), 第四项为单个时间步
的平均计算时间 (STP).从表 2中可以看出,几何划分方法的效果优于图划分方法, PHG/HSFC, Zoltan/HSFC,
及 MSFC 均优于 RTK 及 ParMETIS, RCB 除外. 其中 PHG/HSFC 运行时间最短, ParMETIS 运行时间最长.
可以看出, 当网格变化较剧烈时, 几何划分方法也有优势. 一般来说, 在静态划分中, 图划分方法划分质量最好,
最有优势; 在动态划分中, 情况则不一定.
第二组测试数据如表 3 所示, 其中使用了 32 结点、192 进程. 结果与第一组测试类似, 几何划分方法用时较
少, 仍优于图划分方法. 在本算例的两个表格中, PHG/HSFC 均比 Zoltan/HSFC 用时略少, 说明 PHG实现的版
本的划分质量略高, 但没有前面两个算例的差别那么大, 因为在这个算例中, 计算区域为 (0; 1)3, Zoltan/HSFC
的映射结果和 PHG/HSFC 是类似的. 两个版本的差别在区域的长宽比较大时体现得更为明显.
4 本文小结
本文介绍了网格划分方法, 并通过数值实验比较了各种网格划分方法在并行自适应有限元计算中的优劣. 通常来
讲, 几何划分方法的速度快、实现简单, 但划分质量不高; 图划分方法的速度慢、算法复杂, 但划分质量非常高.
对静态问题或者网格变化较小的问题, 图划分方法是最好的选择; 对网格频繁调整的问题, 几何划分方法是很有
竞争力的. 在实际应用中, 应综合考虑网格划分、数据迁移、问题求解等多个因素确定合适的划分方法.
6
参考文献
[1] L. Zhang, A Parallel Algorithm for Adaptive Local Renement of Tetrahedral Meshes Using Bisection,
Numer. Math.: Theory, Methods and Applications, 2009(2): 65{89
[2] H. Liu, L. Zhang, Parallel implementation of commonly used marking strategies in the adaptive nite
element toolbox PHG, Journal on Numerical Methods and Computer Applications, 2009, 30(4): 315{312
[3] H. Liu, Dynamic load balancing on adaptive unstructured meshes, High Performance Computing and
Communications, 10th IEEE International Conference on 2008(0): 870{875
[4] H. Liu, K. Wang and Z. Chen, Development of Parallel Reservoir Simulators for Improving Heavy-Oil
Recovery, SPE-171053-MS, SPE Heavy and Extra Heavy Oil Conference - Latin America held in Medellin,
Colombia, 24-26 September 2014
[5] H. Liu, S. Yu, Z. Chen, B. Hsieh and L. Shao, Parallel Preconditioners for Reservoir Simulation on GPU,
SPE-152811, SPE Latin America and Caribbean Petroleum Engineering Conference, 2012.
[6] Bruce Hendrickson and Karen Devine, Dynamic load balancing in computational mechanics, Computer
Methods in Applied Mechanics and Engineering, 2000(184): 485{500
[7] P. K. Jimack, An overview of dynamic load-balancing for parallel adaptive computational mechanics codes,
Parallel and Distributed Processing for Computational Mechanics, Saxe-Coburg Publications, 1997
[8] H. Liu, S. Yu, Z. Chen, B. Hsieh and L. Shao, Sparse Matrix-Vector Multiplication on NVIDIA GPU,
International Journal of Numerical Analysis & Modeling, Series B, 2012, Volume 3, No. 2: 185{191.
[9] Y. F. Hu and R. J. Blake, Load balancing for unstructured mesh applications, Progress in computer
research, 2001: 117{148
[10] K. D. Devine, E. G. Boman, R. T. Heaphy, B. A. Hendrickson, J. D. Teresco, J. Faik, J. E. Flaherty and
L. G. Gervasio, New challenges in dynamic load balancing, Appl. Numer. Math, 2004(52): 133{152
[11] S. Yu, H. Liu, Z. Chen, B. Hsieh, and L. Shao, GPU-based Parallel Reservoir Simulation for Large-scale
Simulation Problems, SPE Europec/EAGE Annual Conference, Copenhagen, Denmark, 2012.
[12] Umit Catalyurek and Cevdet Aykanat, Decomposing Irregularly Sparse Matrices for Parallel Matrix-Vector
Multiplication, Proceedings of the Third International Workshop on Parallel Algorithms for Irregularly
Structured Problems, 1996: 75{86
[13] Z. Chen, H. Liu, S. Yu, B. Hsieh, L. Shao, Reservoir Simulation on NVIDIA Tesla GPUs, The Eighth
International Conference on Scientic Computing and Applications, University of Nevada, Las Vegas,
April, 2012.
[14] T. Bui and C. Jones, A heuristic for reducing Fill in sparse matrix factorization, in Proc. 6th SIAM Conf.
Parallel Processing for Scientic Computing, SIAM, 1993: 445{452
[15] B. Hendrickson and R. Leland, A multilevel algorithm for partitioning graphs, in Proc. Supercomputing'95,
ACM, Dec. 1995
[16] Z. Chen, H. Liu, S. Yu, B. Hsieh and L. Shao, GPU-based parallel reservoir simulators, 21st International
Conference on Domain Decomposition Methods, 2012, France.
[17] G. Karypis and V. Kumar, A fast and high quality multilevel scheme for partitioning irregular graphs,
Tech. Rep. CORR 95-035, University of Minnesota, Dept. Computer Science, Minneapolis, MN, June 1995
[18] C. Chang, T. Kurc, A. Sussman, U. Catalyurek and J. Saltz, A hypergraph-based workload partitioning
strategy for parallel data aggregation, In: Proc. of 11th SIAM Conf. Parallel Processing for Scientic
Computing, SIAM, Philadelphia, PA.
[19] G. Cybenko, Dynamic load balancing for distributed memory multiprocessors, Journal of Parallel and
Distributed Computing, 1989(7[2]): 279{301
7
[20] Karen D. Devine and Joseph E. Flaherty, Parallel adaptive hp-renement techniques for conservation laws,
Applied Numerical Mathematics, 1996(20[4]): 367{386
[21] Karen Devine and Bruce Hendrickson, Tinkertoy parallel programming: a case study with Zoltan, Inter-
national Journal of Computational Science and Engineering, 2005(1[2-4]): 64{72
[22] M. J. Berger and S. H. Bokhari, A partitioning strategy for nonuniform problems on multiprocessors, IEEE
Trans. Computers, 1987(C-36): 570{580
[23] M. T. Jones and P. E. Plassmann, Computational results for parallel unstructured mesh computations,
Computing Systems in Engineering, 1994(5): 297{309
[24] H. D. Simon, Partitioning of unstructured problems for parallel processing, in Proc. Conference on Parallel
Methods on Large Scale Structural Analysis and Physics Applications, Pergammon Press, 1991
[25] A. Pothen, H. Simon and K. Liou, Partitioning sparse matrices with eigenvectors of graphs, SIAM J. Matrix
Anal., 1990(11): 430{452
[26] A. Patra and J. T. Oden, Problem decomposition for adaptive hp nite element methods, J. Computing
Systems in Engg., 1995(6[2]): 97{109
[27] H. Liu, Z. Chen and B. Yang, Accelerating preconditioned iterative linear solver on GPU, International
Journal of Numerical Analysis and Modelling: Series B, 5(1-2), 2014, 136{146.
[28] Z. Chen, H. Liu, and B. Yang, Accelerating iterative linear solvers using multiple graphical processing
units, International Journal of Computer Mathematics, to appear.
[29] Leonid Oliker and Rupak Biswas, Ecient Load Balancing and Data Remapping for Adaptive Grid Cal-
culations, 9th ACM Symposium on Parallel Algorithms and Architectures, 1997: 33{42
[30] H. Liu, Z. Chen, S. Yu, B. Hsieh and L. Shao, Development of a Restricted Additive Schwarz preconditioner
for Sparse Linear Systems on NVIDIA GPU, International Journal of Numerical Analysis and Modelling:
Series B 5(1-2), 2014, 13{20.
[31] James D. Teresco and Lida P. Ungar, A Comparison of Zoltan Dynamic Load Balancers for Adaptive
Computation, Department of Computer Science, Williams College, Technical Report CS-03-02, 2003
[32] J. Schoberl, NETGEN: An advancing front 2D/3D-mesh generator based on abstract rules, Computing
and Visualization in Science, 1997(1[1]): 41{52
[33] P. M. Campbell, K. D. Devine, J. E. Flaherty, L. G. Gervasio and J. D. Teresco, Dynamic octree load
balancing using space-lling curves, Technical Report, CS-03-01, 2003
[34] H. Liu and L. Zhang, Existence and construction of Hamiltonian paths and cycles on conforming tetrahedral
meshes, Int. J. Comput. Math. 88(6), 2011: 1137-1143.
[35] Kirk Schloegel, George Karypis and Vipin Kumar，A Unied Algorithm for Load-balancing Adaptive
Scientic Simulations，Supercomputing, 2000
[36] George Karypis, Kirk Schloegel and Vipin Kumar, ParMETIS: Parallel Graph Partitioning and Sparse
Matrix Ordering Library version 3.1, 2003
[37] H. Liu, Z. Chen, L. Zhang: Parallel construction of Hamiltonian paths for conforming tetrahedral meshes.
Int. J. Comput. Math. 90(7), 2013: 1366-1372.
[38] E. Boman, K. Devine, R. Heaphy, B. Hendrickson, V. Leung, L.A. Riesen, C. Vaughan, U. Catalyurek, D.
Bozdag and W. Mitchell, Zoltan v3: Parallel Partitioning, Load Balancing and Data-Management Services,
Developer's Guide, Sandia National Laboratories Tech. Rep. SAND2007-4749W, 2007
[39] Robert D. Falgout, and Ulrike Meier Yang. hypre: A library of high performance preconditioners., Lecture
Notes in Computer Science, Springer Berlin Heidelberg, 2002. 632-641.
8
