This paper presents a method for automatic determination of dense and smooth mapping between two images without a priori knowledge of either the camera pose or the objects in the images. We designed an algorithm to find the mapping between a pair of arbitrary images, and accomplish automatic image morphing. In order to extract image features which look natural to human, we use a set of linear filters similar to those that are used in early vision. Then the derived vector fields consisting of filter responses are matched with each other through a minimization of the cost function which expresses the similarity of transformed images and mapping smoothness, in a multiresolutional hierarchy. Since the cost function in general is highly nonlinear, we avoid excessive distortion in the estimated mapping by providing a local convexity of mapping in nonlinear optimization. In this paper, a variety of experimental results are discussed for various data sets, including images of rotating objects, static objects, human faces and texture patterns, to demonstrate the performance of the proposed method.
Introduction
Image matching is a generic process of finding correspondence between two or more different images. This is a fundamental task in virtually any image analysis in which the final information is obtained from the combination of different imaging sensors' output. When we want to integrate or compare the images of different objects, taken at different times, from different viewpoints, and/or through different sensors, it is essential that the images are geometrically aligned.
If a scene is common among given images, or at least the objects in the images have semantic correspondence, then we can define physically correct matching between the images. The estimation of this type of matching is referred to as image registration. 5, 30 A broad range of techniques of image registration have been developed for various type of data in many application areas, such as, remote sensing, multimodal medical imaging, cartography, virtual world heritage and computer vision. The techniques of image registration have achieved considerable success and are regarded as essential in these fields.
With rapid progress in image processing technologies and computational environment, certain demands for a broader scope of image matching techniques have recently been increased among entertainment communities. A typical application of this type of technique is image morphing 3 which is a technique typically used as an animation tool for smoothly and gradually blending one image with another. Smooth image interpolation also brings great benefits to image-based rendering techniques from a sparse image set.
In this paper, we propose a method of image matching that can find correspondences without a priori knowledge of either different factors affecting imaging process or objects included in the scene. Our method can determine image correspondence that looks natural to human even if the objects in the captured images are different. Since it is difficult, if not impossible, to define correct correspondence between the images, we determine an optimal correspondence with respect to image features to which human visual system is sensitive. We refer to this technique as plausible image matching.
Our proposed method can determine dense correspondence between two images through optimization. When no information on what appears in given images is available, the difficulties in solving the correspondence problem are mainly the following two. First is the selection of the features by which the desirable correspondence between images is defined. Since the corresponding points may differ in their image intensities, it is essential to define the similarities between the images in a plausible manner. Second is on how to prevent the optimization process from being trapped into a local minimum when the images come with numerous features and distant correspondences.
The rest of this paper is organized as follows. After summarizing related work in Sec. 2, the problems to be solved are formulated as the minimization of a certain cost function in Sec. 3.1. The concrete objective function is defined in Sec. 3, and then the method of minimizing the function, preventing the mapping from being distorted is proposed in Sec. 3.4. Details of the algorithm are presented in Sec. 4 , and the results obtained by applying our proposed method to various data sets are shown in Sec. 5. Finally the conclusion is drawn in Sec. 6. 
Related Work
As mentioned in Sec. 1, a broad range of image registration techniques have been developed for various types of data and conditions. According to comprehensive surveys published in 1992 by Brown 5 and in 2003 by Zitová, 30 most methods of determining a match between two images consist of the following three steps: feature extraction, feature matching and transform model estimation. In this section we present brief explanations of these processes and introduce related work.
Feature extraction
Algorithms for image matching extract the information from within the images that will be used for matching. The image intensity values can be used directly as a clue for solving the correspondence problem, especially in area-based image matching as described in the next section. When the objects in a given image have distinct local structure, matching algorithms can use the image features to achieve robust and effective estimation. The features should be distinct, spread all over the image and efficiently detectable in all given images.
Conventional image features are broadly classified into three types: salient points, lines or regions in the images. Point features can be extracted by detecting line intersections, 23 the most distinctive points with respect to a specified measure 13 and corners. 27 In computer vision applications, corners are commonly used as features in given images. A comprehensive survey of corner detectors was presented by Zheng et al. 29 Line features can be the representations of general line segments in given images and object contours. Standard edge detection methods, like the Canny detector 6 or a detector based on the Laplacian of a Gaussian, 17 are employed for line feature detection. Region features can be used to detect the projection of high contrast closed-boundary regions and patterns. A basic approach to region detection is image segmentation. 19 On the other hand, Alhichri and Kamel 1 proposed the idea of virtual circles, which can select region features that are invariant with respect to change of scale.
Recently, some researchers presented more intuitive techniques that apply nonlinear operations over image pixels. Smith and Brady 22 proposed the SUSAN feature detector based on counting the number of interesting pixels within a close neighborhood. Shinagawa and Kunii proposed the critical point filters (CPF) 21 that extract local maximum and minimum of pixel intensities, repeatedly in a multiresolutional hierarchy.
In many applications, such as remote sensing and computer vision, the images usually contain enough distinctive and easily detectable features mentioned above. However, it is difficult to justify the choice of the features used for matching images when the objects in the images are unknown. In this paper, we propose a technique for tackling this difficulty, taking into account the process of image recognition in the human visual system.
Feature matching
The extracted image features are matched so that the similarity between corresponding features is maximized. When the features are not so descriptive that the mapping cannot be determined uniquely using only the features, additional constraints, such as the regularization of a mapping function, are also taken into account.
When the local structural information in given images is more significant than the information carried by the image intensities, feature-based matching methods are applied. A comprehensive survey is presented by Zitová. 30 These methods allow the alignment of images of a completely different nature, and can handle complex inter-image distortions. It is, however, often the case that the respective features are hard to detect and therefore unreliable. It is also difficult to have discriminative and robust feature descriptors that are invariant to all assumed differences between the images.
On the other hand, area-based matching techniques can be used to deal with the images without attempting to detect distinctive features. Windows of predefined size or even entire images are used for correspondence estimation that is based on correlation maximization, 20 phase correlation maximization, 4 template matching 7 or mutual information maximization. 25 Area-based matching methods can be accelerated by pyramidal image representations 24 to find the maximum of a similarity measure.
Our matching algorithm does not impose any assumption on objects in given images, and is based on area-based methods. However, the similarity between corresponding pixels can be calculated without an explicit window operation, since information on pixel intensity distribution around a pixel is represented as a feature vector before the images are matched. In addition, the estimation of image matching is carried out in a multiresolutional hierarchy.
Matching estimation
Once a strategy of image matching is decided, image matching algorithms try to find the mapping function that transforms one of the images to overlay it over the other one through the maximization of a certain similarity metric. The task to be solved consists of choosing the type of mapping function and its parameter estimation.
When the transformation between given images can be represented by a global polynomial mapping of low degree, the mapping is unambiguously determined from a small set of corresponding points, through least square fitting. Goshtasby et al. 8 proposed the weighted least square method, and improved matching accuracy for images which have local geometric distortion. Locally varying geometric distortion can be handled by radial basis functions, such as, multiquadric functions, 16 Wendland's function 18 or thin-place splines. 26 These methods are suitable for estimating parameters of such simple transformations as similarity transformation, affine transformation and projective transformation. A more general, complex matching has to be modeled using nonrigid transformation. Elastic matching 2 regards the images as pieces of a rubber sheet, and models the estimation of geometric deformation as the search for the best parameter of the sheets. Certain external forces stretching the image and internal forces defined by stiffness or smoothness constraints are applied on the sheets to bring them into alignment with the minimal amount of bending and stretching. Another approach to the registration of images with considerable complex distortions is the optical flow method 11 which can estimate relative motion between images using only image intensity as a constraint. Shinagawa and Kunii proposed a more intuitive method for automatic determination of image correspondence. 21 They formulated the correspondence problem as an estimation of grid deformation, and solved the problem by local exhaustive search in a multiresolutional hierarchy. Habuka and Shinagawa
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improved the algorithm taking into account the consistency between forward and backward mappings.
We propose an algorithm for matching estimation based on the framework proposed by Shinagawa and Kunii. Our algorithm is improved for the following two points. First, ours adopts an iterative optimization approach aiming for better matching estimation. Second, we avoid excessive distortion in the estimated mapping by providing a local convexity of mapping in the nonlinear optimization.
Plausible Image Matching
In this section, the method of determining dense correspondence between only two images is proposed. As mentioned in Sec. 1, the keys to solving this problem are: how to select features by which the desirable correspondence between images is defined and how to prevent the mapping from being converged into a local minimum without defects such as strong distortion when the images come with numerous features and distant correspondences.
Problem formulation
Let I : D → V be an image color distribution, where D is a set of pixel coordinates and V is the space of pixel values. The problem to be solved is then formulated as the estimate of optimal mapping m : D → D from images I src to I dst in the sense that an appropriate measure ε 2 D which expresses the difference between I src (m(·)) and I dst (·) is minimized. We allow the images to be upsampled, that is, the resolution of D may be higher than that of pixel grids. When the resolutions of image pixels and mapping between them do not match, we interpolate pixel values by bilinear interpolation. In addition, mapping is restricted to a bijection, that is, m −1 is uniquely defined at any point in D.
Hereafter, mainly the method of matching two-dimensional gray images is discussed for simplicity.
Feature extraction
In order to solve correspondence problems, the algorithm attempts to match features in one image with corresponding features in the other. The intensity of pixels in an image should not be used directly since the corresponding pixel may have different intensities in the concerned problem. Unlike solving other correspondence problems in computer vision like stereo photogrammetry, we may have to find the correspondence between points on two unrelated objects. Nevertheless, matching is expected to appear natural to humans. This observation implies that it is helpful to apply the feature detector actually used in human vision.
Similar to the related work in the field of pattern recognition, 15 we use partial derivative of a Gaussian which well approximates visual receptive fields in early vision. 28 When the two-dimensional images are matched, we use a set of rotated Gaussian derivative filters K σ,n,θ defined as
where
σ is the nth derivative of a Gaussian with standard deviation σ. If some of the filters in a filter bank have linear dependency, filter response may be redundant. By applying singular value decomposition to the matrix consisting of the vectors of filter kernels, the number of bases required for nth Gaussian derivative will be n + 1.
12 Based on this, we used 24 filters consisting of one Gaussian, two first derivatives and three second derivatives of Gaussian with four different spatial scales, as shown in Fig. 1 .
At the beginning of the image matching, a filter bank F = {F i }(i = 1, . . . , N f ) composed of K σ,n,θ with N f different parameter settings is applied to each of the given images, and then the filter responses are stored in the form of vector fields with the same size as the original images. We call these vector fields feature vector field. The correspondences between images are determined only by the fields.
Feature matching
Optimal mapping m from I src to I dst is estimated by maximizing the similarities between I src (m(·)) and I dst (·) under an appropriate constraint on the regularity of the mapping. This problem can be formulated by the objective function concerning the similarity of transformed images and mapping smoothness.
The first criterion refers to the matching quality of the entire region of the images. That is, the objective function ε 2 D for the similarity is defined as where the operator * denotes the convolution and ρ D is the M-estimator 10 which is robust for the perturbations of feature vectors. In our implementation, Lorentzian function
is used as the M-estimator. ρ D is defined by the sum of Eq. (3) with the scale σ = σ D for all elements of F i * I. The second criterion is based on the regularity of the mapping. Although the feature vectors defined in Sec. 3.2 may have sufficient information for determining the correspondence uniquely, regularization is essential since it is impossible to determine the mapping where the image intensity is constant. The objective function ε 2 S reflecting the smoothness of the mapping m = (m 1 , . . . , m dimD ) can be defined as
where ρ S is the robust M-estimator that returns the sum of Lorentzian with scale σ S for all elements of ∇m d in our implementation. By combining Eqs. (2) and (4) with the weighting parameter α 2 , the objective function ε 2 to be minimized is defined as follows.
The parameter α 2 is used to regularize mapping in the region where the color is nearly constant; hence, α 2 can be small. The parameter σ S should be sufficiently
large since the difference of the features is the only cue to determining the correspondence in our problem. The parameter σ D is heuristically selected in our experiments, for instance, 5% of image width.
Matching estimation
In general, it is difficult to find the optimal parameter α 2 since the difference between images can be so large that global matching may cause local distortions such as twists and flips in the mapping which violate our assumption on bijectivity. We prevent the mapping from being distorted by imposing restrictions for the mapping to preserve its local convexity.
When the four vertices of a small square in I src are mapped into I dst by m, the possible configurations of these four vertices are as shown in Fig. 2 since different points are mapped to different points due to the bijectivity of the mapping. In the determination of mapping m, we ignore patterns (c) and (d) because bijectivity is broken either inside or near the quadrilateral. Note that, even if we ignore the mapping in patterns (c) and (d), it is still feasible to produce the mapping between the images containing occlusions by accounting for the mapping that shrinks or enlarges the squares. We also prohibit the mapping in patterns (b), because once these mappings are generated, the mapping around the point indicated by 2 is strongly restricted, thereby leading to a local minimum in the optimization. Consequently, we allow only the mapping consisting of the local transformation in pattern (a). This condition is called the convexity condition.
In order to determine mapping which satisfies the convexity condition as a whole, each correspondence in the mapping is determined so that the local convexities are preserved. This can be achieved by restricting the area where the correspondence is sought as follows. When a point p x,y in I src , illustrated by a white point on the left in Fig. 3 , is mapped into I dst by a mapping m, the convexity of m is maintained as long as m(p x,y ) is mapped into the quadrilateral formed by m(p x+∆x,y ), m(p x,y+∆y ), m(p x−∆x,y ) and m(p x,y−∆y ) as illustrated on the right in Fig. 3 . Since m(p x,y ) affects the convexity of only adjacent quadrilaterals, whole convexity of m is guaranteed by beginning with a convex mapping as an initial estimation and then modifying it so that the local convexity is maintained. 
Implementation
The algorithm of the plausible image matching can be summarized as follows.
Algorithm 1. (Plausible Image Matching) Input: Image
The geometrical constraint introduced by the convexity condition makes it difficult to determine all correspondences simultaneously. Instead, we have adopted a sequential method similar to that used in the CPF method. 21 For each point p in I src , we calculate the cost functions for all possible correspondences which satisfy the convexity condition, and then choose one of the correspondences whose cost is the minimum. The point p to be modified is chosen in a random order to avoid the bias in obtained mapping.
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The minimization of the objective function ε 2 is carried out in multiresolutional hierarchy to reduce the risk of the mapping's falling into local minima. Before determining the mapping between images, the feature vector fields generated using the filter bank are repeatedly down-sampled into half the size of the original; that generates pyramids of feature vector fields in different resolutions. We start with the lowest resolution and propagate the calculation toward the highest resolution in turn, using an optimized mapping in a resolution as an initial estimation in the next.
In each resolution in the pyramid, the mapping is refined iteratively until the minimization converges. This iteration is essential in our algorithm to correct erroneous correspondences in lower resolution.
Given image colors as inputs, we apply the filter bank defined in Sec. 3.2 to each color channel in the images separately, and then concatenate obtained feature vector fields into a single field. For instance, if the images are RGB color, we generate the feature vector field composed of 72-dimensional vectors, while gray images yield 24-dimensional vectors.
In our current implementation, the integral in ε 2 is discretized and replaced by a summation for all pixels in source image I src . On the other hand, the domain and range of mapping m is discretized into subpixels. In general, the smaller size of subpixel yields the better mapping, but leads to the larger computational cost. We set the size of subpixels to be 0.1 to 0.5.
Experimental Results
In this section, extensive results of the proposed method for plausible image matching are presented. The proposed algorithms are implemented on a standard PC with Pentium3 1 GHz and 768 MB main memory. Figure 4 shows the results of matching between two images of an object which is slightly rotated. The resolution of the image is 128 2 . Figures 4(a) and 4(b) show the input images. Figure 4(c) is the needle diagram for the pixel correspondence determined by the proposed method. Although no geometric information such as camera poses is used in the estimation, the rotation of the object is correctly extracted.
Results of image matching
We compared our proposed method with others in terms of quality of mapping generated from the images used in Fig. 4 . A comparison of the smoothness of mapping with CPF method 21 is presented in Fig. 5 . The CPF method also imposes a certain geometrical constraint, which the authors refer to as bijectivity condition, on the shape of pixel grids. The essential difference between the bijectivity condition and our convexity constraints is that the former allows the mapping consisting of the local transformation in pattern (b) in Fig. 2 . As mentioned in Sec. quadrilaterals in this type of pattern are generated, the mapping around the point is strongly restricted, thereby leading to a strongly distorted mapping. In Fig. 5 , some flips and twists of pixels can be observed in the mapping calculated by CPF matching, while our mapping maintains local smoothness. Figure 6 is a typical example showing the convergence of proposed iterative optimization in multiresolutional hierarchy. The X-axis and Y -axis show the number of iteration and the sum of the squared differences of intensities
Each curve in the graph represents the change of ε I at each level in multiresolutional optimization. ε I in the graph is properly scaled according to the size of pixel grids in given images. This graph shows that only a few iterations can drastically improve the quality of image matching. Table 1 contains a comparison of the matching speed (measured in seconds) and matching quality (measured by sum of the squared differences of intensities) with the CPF method. 21 The result shows that the quality of mapping has improved, while the speed of calculation has increased by about five times, which depends on data owing to iterative minimization. Figure 7 shows the result of view-interpolation between two images presented in Figs. 4(a) and 4(b) . Although the determined mapping may not be the same as an exact rigid transformation, the in-between views are synthesized without conspicuous visual errors. image is the real view-image taken at the position in the middle of the reference viewpoints. Most parts of the synthesized image look quite similar to those of the real image, but small rubber-band effects are observed between green and red toys in the synthesized image. This is caused by interpolating the points which are visible in one of the reference views and invisible in the other due to occlusion. The bottom row presents the sequence of view-interpolation between the given reference view-images. Figure 9 shows the result of view-interpolation for another scene. This scene has many objects occluding one another; hence, is difficult to estimate accurate mapping. Using the top two images as reference views, the intermediate view-image is synthesized as shown on the left in the middle row. The mapping used to interpolate the views is in the resolution of 256 2 . A view-image taken at the same viewpoint is presented on the right in the middle row for comparison. Owing to the large occlusions and the narrow objects, some parts of the scene correspond to incorrect parts, as shown in the close-up of the synthesized image. The black cable on the orange lamp is doubly observed in the synthetic view as a result of incorrect image correspondences. This effect may be reducible by increasing the resolution of mapping at the cost of computation time.
Applications of view-interpolation
Image interpolation between the views of a translucent and specular object is presented in Fig. 10 . Since the view images are rectangular, they were transformed into squares before determining the correspondences. The mappings between the original images were generated by converting the estimated mapping to that of the original size. It is extremely difficult to reconstruct the accurate geometry of the object, because the change of specular reflection causes misestimation of the correct geometric correspondences between the images. Although the translucency and absence of texture also disturb the estimation, interpolation of the reference view-images enables the system to yield natural synthetic views without any explicit geometric reconstruction.
Note that neither camera poses nor camera intrinsic parameters were estimated in these experiments.
Applications of image morphing
The proposed method of image matching is applicable to the morphing between images of different objects. In Fig. 11 , the results of automatic morphing of three different persons are shown. The resolution of the images is 256
2 . The mappings between (a), (c) and (c), (e) are calculated separately. Although the middle person wears the glasses, the robust M-estimator successfully ignores the image features which do not correspond to any part in the counterparts.
Our algorithm was applied to texture metamorphosis as shown in Fig. 12 . The size of the texture images is 256 2 . The result is similar in quality to those generated by the semi-automatic method proposed by Liu et al., 14 while our results are automatically generated. 
Conclusion
We proposed a method of automatically determining dense and smooth mapping between two images without a priori information of either the camera pose or objects. In order to determine plausible correspondences even between different images, features of images are extracted by linear filters similar to those used in early vision. We applied our method to various data sets and showed that our method works better than existing methods when intensity changes or difference between images is large. Our method tries to find plausible correspondence between given images. However, it is a matter of human perception whether determined correspondence looks natural and plausible. The algorithm will likely fail when given images are considerably different. The physical correctness of correspondence estimated by our proposed method is not guaranteed. The proposed technique is suitable for imagebased rendering without explicit geometric reconstruction of the scene which we want to render. An effective algorithm for tuning α 2 and user interface (UI) for user-guided semantic matching remain as future work.
