Abstract. Any Borel probability measure supported on a Cantor set of zero Lebesgue measure on the real line possesses a discrete inverse measure. We study the validity of the multifractal formalism for the inverse measures of random weak Gibbs measures supported on the attractor associated with some C 1 random dynamics encoded by a random subshift of finite type, and expanding in the mean. The study requires, in particular, to develop in this context of random dynamics a suitable extension of the results known for heterogeneous ubiquity associated with deterministic Gibbs measures.
Introduction
This paper investigates the validity of the multifractal formalism for discrete measures naturally arising in some random dynamical systems, namely the inverse measures of random weak Gibbs measures supported on random dynamical attractors in the line, to be defined below.
Let us recall the basic framework of multifractal formalism. Given a positive, finite, and compactly supported Borel measure µ on R, whose topological support is denote by supp(µ), one defines its L q -spectrum τ µ : R → R ∪ {−∞} by (1) τ µ (q) = lim inf r→0 log sup{ i (µ(B i )) q } log(r) , where the supremum is taken over all families of disjoint closed balls B i of radius r with centers in supp(µ). One also defines for any x ∈ supp(µ) the lower local dimension and the upper local dimension of µ at x by dim loc (µ, x) = lim inf r→0 + log µ(B(x, r)) log r and dim loc (µ, x) = lim sup r→0 + log µ(B(x, r)) log r , and the local dimension of µ at x by dim loc (µ, x) = dim loc (µ, x) = dim loc (µ, x) if the last equality holds. Then, one considers the level sets associated with these quantities, i.e., for d ∈ R, the sets
The study of the validity of the multifractal formalism for discrete measures started in [16] , and was developed further in [21] . In these papers, the authors study the relations between the multifractal behavior of a Borel probability measure supported on [0, 1] and its inverse measure defined as follows: Definition 1.2. Let µ be a Borel probability measure supported on [0, 1], and let F µ be its distribution function, i.e. F µ (t) = µ([0, t]). The inverse measure ν of µ is the unique Borel probability measure on [0, 1] such that for all x ∈ [0, 1], F ν (x) = sup{t ∈ [0, 1]; F µ (t) ≤ x}.
The authors of [21] use lim I→{x} log(µ(I)) log(|I|) as a definition of the local dimension, where I is a non trivial interval containing x. With this definition, they observe that for a Gibbs measure on a cookie-cutter set, while it is well known that the strong multifractal formalism holds, they can establish its failure on a non trivial interval for the discrete inverse measure of such a measure (they obtained the same type of failure for discrete in-homogeneous self-similar measures, see also [20] ). Later, the validity of the multifractal formalism as defined above was obtained in [7] , where the authors used the so-called heterogeneous, or conditioned, ubiquity theory, which combines ergodic theory and metric approximation theory, and was developed in [4] . This tool makes it possible to study a broad class of multifractal discrete measures [2, 6] .
It is worth mentioning that the multifractal analysis of discrete measures via the Hausdorff dimensions of the level sets E(µ, d), and with no consideration of multifractal formalism, started with homogeneous sums of Dirac masses [1, 11, 12, 9] , in particular the derivative of Lévy subordinators [12] , and that originally heterogeneous ubiquity was elaborate with the multifractal analysis of Lévy processes in multifractal time as a target [5] .
In [22] , we consider, on a base probability space (Ω, F, P, σ), random weak Gibbs measures {µ ω } ω∈Ω on some class of attractors {X ω } ω∈Ω included in [0, 1] and associated with C 1 random dynamics conjugate (up to countably many points), or semi-conjugate to a random subshift of finite type. We provide a study of the multifractal nature of these measures, including the validity of the strong multifractal formalism, the calculation of Hausdorff and packing dimensions of the so-called level sets of divergent points, and a 0-∞ law for the Hausdorff and packing measures of the level sets of the local dimension.
In the present work, we study the multifractal nature of the discrete measures obtained as the inverse measures of the random weak Gibbs measures {µ ω } ω∈Ω , when the attractors have zero Lebesgue measure. The precise definitions of these objects and our main result, theorem 2.1, are exposed in the next section. Let us just mention that the randomness and the fact that we work on a subshift rather than a fullshift are two sources of serious complications with respect to the study achieved for inverse measures of deterministic Gibbs measures in [7] . In particular, the fundamental geometric tool provided by [4] must be revisited.
Setting and main result
We first need to expose basic facts from random dynamical systems and thermodynamic formalism.
2.1. Random subshift and random weak Gibbs measures. Random subshift. Denote by Σ the symbolic space (Z + ) N , and endow it with the standard ultrametric distance: for any u = u 0 u 1 · · · and v = v 0 v 1 · · · in Σ, d(u, v) = e − inf{n∈N: un =vn} , with the convention inf(∅) = +∞. Let (Ω, F, P) be a complete probability space and σ a P-preserving ergodic map. The product space Ω × Σ is endowed with the σ-field F ⊗ B(Σ), where B(Σ) stands for the Borel σ-field of Σ.
Let l be a Z + valued random variable such that log(l) dP < ∞ and P({ω ∈ Ω : l(ω) ≥ 2}) > 0. Let A = {A(ω) = (A r,s (ω)) : ω ∈ Ω} be a random transition matrix such that A(ω) is a l(ω) × l(σω)-matrix with entries 0 or 1. We suppose that the map ω → A r,s (ω) is measurable for all (r, s) ∈ Z + × Z + and each A(ω) has at least one non-zero entry in each row and each column. Let Σ ω = {v = v 0 v 1 · · · ; 1 ≤ v k ≤ l(σ k (ω)) and A v k ,v k+1 (σ k (ω)) = 1 for all k ∈ N}, and F ω : Σ ω → Σ σω be the left shift (F ω v) i = v i+1 for any v = v 0 v 1 · · · ∈ Σ ω . Define Σ Ω = {(ω, v) : ω ∈ Ω, v ∈ Σ ω } which is endowed with the σ-field obtained as the trace of F ⊗ B(Σ). Define the map F : Σ Ω → Σ Ω as F ((ω, v)) = (σω, F ω v). The corresponding familyF = {F ω : ω ∈ Ω} is called a random subshift. We assume that this random subshift is topologically mixing, i.e. there exists a Z + -valued r.v. M on (Ω, F, P) such that for P-almost every (a.e.) ω, A(ω)A(σω) · · · A(σ M (ω)−1 ω) is positive.
For each n ≥ 1, define Σ ω,n as the set of words
n , we write |v| for the length n of v, and we define the cylinder
For any s ∈ Σ ω,1 , p ≥ M (ω) and s ∈ Σ σ p+1 ω,1 , there is at least one word v(s, s ) ∈ Σ σω,p−1 such that sv(s, s )s ∈ Σ ω,p+1 . We fix such a v(s, s ) and denote the word sv(s, s )s by s * s . Similarly, for any w = w 0 w 1 · · · w n−1 ∈ Σ ω,n and w = w 0 w 1 · · · w m−1 ∈ Σ σ n+p ω,m with n, p, m ∈ N and p ≥ M (σ n−1 ω), we fix v(w n−1 , w 0 ) ∈ Σ σ n ω,p (a word depending on w n−1 and w 0 only) so that w * w := w 0 w 1 · · · w n−1 v(w n−1 , w 0 )w 0 w 1 · · · w m−1 ∈ Σ ω,n+m+p−1 .
Random weak Gibbs measures. We say that a measurable function
where Φ(ω) ∞ =: sup v∈Σω |Φ(ω, v)|, (2) for P-a. e. ω, var n Φ(ω) → 0 as n → ∞, where
(Ω, C(Σ)), due to Kingsman's subadditive ergodic theorem,
exists for P-a.e. ω and does not depend on ω, where
Also, with Φ is associated the Ruelle-Perron-Frobenius operator
Proposition 1. [13, 18] Removing from Ω a set of P-probability 0 if necessary, for all ω ∈ Ω there exists λ(ω) = λ Φ (ω) > 0 and a probability measure
We call the family { µ Φ ω : ω ∈ Ω} a random weak Gibbs measure on {Σ ω : ω ∈ Ω} associated with Φ.
2.2.
A model of random dynamical attractor. We present the model of random dynamical attractor in the real line defined and illustrated in [22] . It is more general than examples considered until now in the literature dedicated to multifractal analysis of random Gibbs measures on R [14, 18, 10] .
For any ω ∈ Ω, let
] · · · be closed non trivial intervals with disjoint interiors and b ω,s ≤ a ω,s+1 . We assume that for each
bω,s−aω,s and consider a measurable mapping ω → T s ω from (Ω, F) to the space of C 1 diffeomorphisms of [0, 1] endowed with its Borel σ-field. We consider the measurable
We denote the inverse of T s ω by g s ω . We also define
and for all ω ∈ Ω, s ≥ 1 and
We say that a measurable function ψ defined on We will make the following assumption:
) and ψ satisfies the contraction property in the mean
Under this assumption, there is P-almost surely a natural projection π ω :
. This mapping may not be injective, but any x ∈ X ω has at most two preimages in Σ ω . Let
(Ω, C(Σ)). Using a standard approach, it can be easily proven that for P-a.e. ω ∈ Ω, the Bowen-Ruelle formula holds, i.e. dim H X ω = t 0 where t 0 is the unique root of the equation P (tΨ) = 0.
) and consider the function
We have Φ ∈ L 1
Σ Ω
(Ω, C(Σ)). Let µ be the random weak Gibbs measure on {X ω : ω ∈ Ω} obtained as µ ω = π ω * µ ω := µ ω • π −1 ω , where µ is obtained from proposition 1 with respect to Φ. Without changing the random measures µ ω and µ ω , we can assume P (Φ) = 0. Then, due to equation (4) , for any q ∈ R, there exists a unique T (q) ∈ R such that P (qΦ − T (q)Ψ) = 0, and the mapping T is concave and increasing. In [22] , we showed that with P-probability 1, the strong multifractal formalism holds for µ ω with τ µω = T . Now we assume
and (6) P({ω ∈ Ω : The Lebesgue measure of X ω is equal to 0}) = 1. The first property ensures that for any q ∈ R, there exists a unique T (q) ∈ R such that P (qΨ − T (q)Φ) = 0; moreover, the mapping T is concave and increasing. The second property is equivalent to requiring that the inverse measure of µ ω is discrete. We notice that while it is not hard to construct examples with dim H X ω < 1 (which implies (6)), no example with dim H X ω = 1 and Leb(X ω ) = 0 is known. Theorem 2.1. For P-a.e. ω ∈ Ω, let ν ω be the inverse measure of µ ω . We have the following properties:
(1) The multifractal formalism holds for ν ω , with τ νω = min(T , 0).
In particular, the strong multifractal formalism holds on the maximal set R \ {d ∈ R :
(1) The flavor of theorem 2.1(i) is similar to that of the result obtained in [7] for the inverse of Gibbs measures on cookie-cutter sets: for the level sets of the lower local dimension, the Hausdorff spectrum is composed of two parts: a linear part with slope dim H X ω , which is established thanks to conditioned ubiquity theory, and a concave part which mainly reflects the multifractal structure of weak Gibbs measures or, equivalently, ratios of Birkhoff averages. The properties stated in Theorem 2.1 are not considered in [7] . Also, in [7] the level set E(ν ω , T (−∞)), corresponding to the maximal lower local dimension, is not treated when T * (T (−∞)) = 0.
(2) Although the main lines of the proof of theorem 2.1(i) are similar to those used to treat the case of deterministic Gibbs measures [7] , the study of ν ω requires the tools developed in [22] to study the multifractal nature of random weak Gibbs measures. Also, it is made structurally more complex because the weak Gibbs measures are constructed on a random subshift; this is reflected in the expression of ν ω as a weighted sum of Dirac masses (see propositions 4 and 5). Moreover, we need to establish a version of the heterogeneous ubiquity theorem of [4] adapted to our more general context. Indeed, until now the sufficient conditions required to directly apply the main result of [4] have been checked to hold in connection with a random Gibbs measure only in the random fullshift case and when P is a product measure [3] , and our investigations lead us to conclude that such conditions can be verified in our more general setting only if the dynamical system (Ω, σ, P) possesses rapid decay of correlations.
(3) It is easy to see that there is a strong relationship between T and T : a short calculation yields
The rest of the paper is organized as follows. Section 3 provides an explicit writing of the measure ν ω and some useful estimate of the mass of its atoms. In section 4, we start the multifractal analysis of ν ω by examining the possible scenarios which lead to a given lower local dimension. This yields a first, not everywhere sharp, but very useful for the sequel, upper bound for the lower Hausdorff spectrum. Indeed, it is already related to conditioned ubiquity properties associated with the sets of atoms, and thus it provides a beginning of concrete explanation of the origin of the linear part in the lower Hausdorff spectrum. In section 5, we derive the sharp upper bound for the L q -spectrum of ν ω , in which ubiquity properties remain hidden. Section 6 introduces basic properties related to the approximation of (Φ, Ψ) by Hölder continuous random potentials, and used in next sections. Sections 7 to 9 obtain the sharp lower bound for the lower Hausdorff spectrum. This, combined with the result of section 5 gives the equality dim H E(µ, d) = τ * νω (d) for all d ∈ R, hence the validity of the multifractal formalism, as well as the equality τ νω = min(T , 0) by the duality property of Legendre transforms of concave functions. Specifically, section 7 derives the sharp lower bound for the lower Hausdorff spectrum in its non linear part, section 8 provides the conditioned ubiquity theorem used in section 9 to get the sharp lower bound for the lower Hausdorff spectrum in the linear part. Finally, section 10 deals with the Hausdorff dimension of the level sets E(ν ω , d) and E(ν ω , d).
3.
Writing of ν ω as a sum of Dirac masses and estimates for the point masses
We begin with a useful proposition established in [22] , which provides estimates of the µ ω mass and the diameter of any set of the form X v ω : Proposition 3 ( [22] , Proposition 3). For P-a.e. ω ∈ Ω, there are non increasing sequences ( (ψ, ω, n)) n≥0 and ( (φ, ω, n)) n≥0 , that we also denote as ( (Ψ, ω, n)) n≥0 and ( (Φ, ω, n)) n≥0 , converging to 0 as n → +∞, such that for all n ∈ N, for all v = v 0 v 1 . . . v n ∈ Σ ω,n , we have (the diameter of a set E is denoted by |E|):
(Ω, C(Σ)), for any v ∈ Σ ω,n with n ∈ N, we have
(ii) and assumption (5) imply that µ ω is atomless P-almost surely. Without loss of generality, we assume that this is the case for all ω ∈ Ω and the sequences (n (Ψ, ω, n)) n≥0 and (n (Φ, ω, n)) n≥0 are increasing as n increasing to ∞. Furthermore, we can also ask
Next we introduce a few notations required to explicitly write ν ω as a sum of weighted Dirac measures.
For ω ∈ Ω, n ≥ 1, v ∈ Σ ω,n and k ≥ 1 we define
the set of words in Σ σ n ω,k which can be a suffix of v. Next we consider the set of words w in S(ω, v, k) such that U vw has a right neighboring interval U vw , withw ∈ S(ω, v, k) :
Remark 2. Notice that S (ω, v, k) may be empty, while this is not possible in the deterministic case, i. e. when the attractor is a cookie cutter set.
For any w ∈ S (ω, v, k), we denote by ‹ w the element of S(ω, v, k) such that U v w ω is the closest right neighboring interval of U vw ω . For every v ∈ Σ ω, * , k ≥ 1 and w ∈ S(ω, v, k), define
For any v ∈ Σ ω, * and s ∈ S (ω, v, 1), we define
Notice that by construction we have
We can now give the following explicit form for the inverse of the random weak Gibbs measures {µ ω : ω ∈ Ω}.
Proposition 4 (The inverse measure ν ω of µ ω ). The inverse measure ν ω of the random weak Gibbs measure µ ω is the discrete probability measure on [0, 1] given by the following weighted sum of Dirac measures:
This proposition can be easily proved if we notice the following two facts. On the one hand, from the definition we can get that at each point x vs ω , the point mass is at least m v s ω − M vs ω . On the other hand, we know the total mass of ν ω is 1 and m min
Remark 3. Notice that even if S (ω, v, 1) = ∅, the weight m v s ω − M vs ω may vanish if there is no gap between X vs ω and X v s ω . For instance, it is not difficult to see that in the full shift case this situation occurs with probability 1, infinitely many times, if and only if with probability 1 we have
We end this section with a non trivial lower bound estimate for some point masses associated with ν ω (Proposition 5). For every k ≥ 1 define
Lemma 3.1. We have
Consequently, setting Gap(k, γ) = {ω ∈ Ω : gap(ω, k) > γ}, there exist some k ψ > 0 and
Remark 4. We notice that property (6) is not necessary to get lemma 3.1. We only need that X ω differs from [0, 1] for P-a.e. ω ∈ Ω.
Proof. Suppose, by contradiction, that the result does not hold. Then for P-a.e. ω, there exists v ∈ Σ ω,1 such that
This implies that X v ω has no gap. Then X v ω is either a point or an interval. Since X ω has a Lebesgue measure 0, we get that it is a point. Now, defining
we have P(B) > 0 for M large enough. For any ω ∈ Ω, define b k (ω) the k-th return time of ω to the set B by the map σ. From ergodic theorem we have lim k→∞
}. For any ω ∈ Ω , we know that there are at least four words in Σ ω,b M +2 with the prefix v ∈ Σ ω,1 , and we denote them by w 1 , w 2 , w 3 and w 4 . We can assume that these intervals appear from the left to the right as
are not empty since by definition the random transition matrix A has at least one non-zero entry in each row and each column. Choose
are intervals, we have that x 4 − x 1 > 0, which contradicts the fact that X v ω is a singleton. Proposition 5. For P-a.e. ω ∈ Ω, for all n ∈ N, for all v ∈ Σ ω,n , there exists k v and
Here o(n) is independent of v, and we have k v = o(n) independently on v as well.
Choose N large enough so that P(Ω N ) > 0. For P-a.e. ω ∈ Ω, for n large enough, denote by H 1 (n) the smallest integer such that σ n+H 1 (n) ω ∈ Ω N , and H 2 (n) the smallest integer such that
, recalling the operation * defined in section 2.1, there exists a word s such that v * s ∈ Σ ω,n+H 1 (n)+H 2 (n)+1 , and by construction U v * sv ω and U v * s v ω are contiguous intervals. We simply denote the left one by U vw ω and the right by U v w ω . We have
]. Now using Lagrange's finite-increment theorem we can get m a o(n) . Then the result holds since γ ψ is a constant.
Remark 5. Proposition 5 implies that for P-a.e. ω ∈ Ω, for all n ∈ N, for any v ∈ Σ ω,n , there exist some point x of the form
, we fix such a point and denote it by z v ω . These points will play a crucial role in proving the sharp lower bound for the lower Hausdorff spectrum of ν ω .
Arguments similar to those leading to proposition 5 lead to the following remark.
Remark 6. For P-a.e. ω ∈ Ω, for all n ∈ N and v ∈ Σ ω,n , for any
where the o(n) does not depend on the choice of v. Consequently, we have
Next section provides first information on the lower local dimension of ν ω and the lower Hausdorff spectrum.
4. Pointwise behavior of ν ω and an upper bound for the lower Hausdorff spectrum without using the multifractal formalism
The following definitions will be essential in making explicit the connection between the lower local dimension of ν ω and the conditioned ubiquity which partly governs the multifractal structure of ν ω .
(we define ‹ Φ similarly). We notice that due to proposition 3(2) we have
where o(1) tends uniformly in v to 0 as |v| tends to ∞. For x ∈ [0, 1) and n ≥ 1, let v(ω, n, x) be the unique element v in Σ ω,n such that
If there is no confusion we will denote v(ω, n, x) by v(n, x) or x| n for short.
Define
(
with the convention that if ξ x ω = +∞ then 
Now for any ε > 0, by definition of ξ x ω , for r small enough we have
Moreover, again for r small enough, we have
by definition of α ω (x). These estimates yield
, and by letting r tend to zero, since n x,r ω ≤
For the second inequality, let {p i } i≥1 be an increasing sequence of integers such that
2 ) for p i large enough and is arbitrarily small. Consequently,
Remark 7. Arguments similar to those used to get proposition 6 show that
Definition 4.2. Let α > 0, ξ ≥ 1 and ε > 0. A real number x ∈ [0, 1] is said to satisfy the property P(ω, α, ξ, ε) if there exists an increasing sequence of positive integers (n k ) k≥1 such that for every k ≥ 1, there exists v ∈ Σ ω,n k and s ∈ S (ω, v, 1), such that
. We now introduce new sets.
and x satisfies the property P(ω, α, ξ, ε)´.
Now, the following proposition explores the relationship between the level sets E(ν ω , d) and the sets F (ω, d).
, there exists a sequence (r k ) k≥1 of positive numbers decreasing to zero such that for all k ≥ 1 we have
Since n x,r ω is maximal, there exist v = v(x, r) and s ∈ S (ω, v(x, r), 1) such that
where in the last inequality we used proposition 3. Consequently, due to the definition of α v ω and proposition 3 again, we have
, and ξ k ≥ 1.
and an increasing sequence of integers (k s ) s≥1 such that |α v(x,r ks ) ω − α| ≤ ε, |ξ ks − ξ| ≤ ε, and α/ξ ≤ d + 2ε.
This means x ∈ G(ω, α, ε, ξ), (α, ξ) ∈ Q + × (Q ∩ [1, +∞)) and α/ξ ≤ h + 2ε.
If lim sup k→∞ ξ k = ∞, there exists α ∈ Q + and an increasing sequence of integer number (k s ) s≥1 such that |α v(x,r ks ) ω − α| ≤ ε and ξ ks → ∞.
Since α v(x,r ks ) ω is bounded (for P-a.e. ω), there exists some ξ ∈ Q∩[1, +∞) with α/ξ ≤ d+2ε such that x satisfies P(α, ε, ξ) (because if ξ 1 ≤ ξ 2 then P(α, ε, ξ 2 ) implies P(α, ε, ξ 1 )).
Finally,
Definition 4.4. For every α, ε > 0 and ξ ≥ 1, let
It is easily seen that
G(ω, α, ε, ξ).
Lemma 4.5. There exists C > 0 such that for P-a.e. ω, for ε > 0 small enough, for all rationals α > 0 and ξ ≥ 1,
Proof. It is enough to prove the result for fixed > 0 and rational numbers α > 0 and
where we naturally extend the definition of H s δ to negative s. Here, to avoid confusions, we recall that l(ω) is the number of types in the subshift, and v ω is the length of the interval I v ω .
Since α ≤ T (0−) − ε, that is α + ε ≤ T (0−), there exists q ≥ 0 such that
Case 2: α ≥ T (0+) + ε. It is almost the same as before except that one needs to use
Here we used the fact that by definition we have P (−T (0)Φ) = 0.
since we can choose η arbitrarily close to 0. Since T * is concave, for ε small enough there exists some C > 0 such that
ξ . As a consequence of proposition 7 and lemma 4.5, the following corollary will provide us with a first upper bound for dim H E(ν ω , d) which will turn out to be sharp on [0, T (t 0 −)], recalling that t 0 is the unique root of the equation P (tΨ) = 0 and dim H X ω = t 0 for P− a.e. ω ∈ Ω.
Proof. For any ε > 0, we saw that
Thus, from lemma 4.5 one has
Letting ε tends to 0 yields
To getting the last equality, at first we notice that since T (t 0 ) = 0, we have sup α>0 (10) . Since the set of atoms of ν ω is countable, we get the desired conclusion for dim H E(ν ω , d).
5.
Lower bound for the L q -spectrum and upper bound for the lower Hausdorff spectrum Proposition 8. For P-a.e. ω ∈ Ω, for every q ∈ R, we have τ νω (q) ≥ min(T (q), 0) := ‹ T (q).
Due to (2), Proposition 8 gives the sharp upper bound for the lower Hausdorff spectrum. Since the functions τ νω and ‹ T are both continuous, we just need to prove that the inequality of proposition 8 holds on a dense and countable subset of R, which amounts to prove it for any fixed q ∈ R, almost surely. Case 1: q ≤ 0. Set B i =: B(x i , r). There exists a unique v(x i , r) ∈ Σ ω,n such that
Here the notation means that we delete the last character of the word. Then
for r small enough. On the other hand, since
(recall that c φ = c Φ was defined in (5). Consequently,
|. Since q < 0, we get (using proposition 3 applied to qΨ − T (q)Φ and its associated random weak Gibbs measure µ qΨ−T (q)Φ ω ). Noticing T (q) for q ≤ 0 and lim n→∞ Φ(σ n−1 ω)) ∞ /n = 0, i.e. Φ(σ n−1 ω)) ∞ = o(n), we get
.
, and letting r → 0 yields τ νω (q) ≥ T (q).
Case 2: q ∈ (0, t 0 ) ⊂ (0, 1). Recall that t 0 = dim H X ω is the unique real number such that P (tΨ) = 0. Define V (ω, n, r) = {v ∈ Σ ω,n : |I v ω | ≥ 2r, ∃s such that vs ∈ Σ ω,n+1 , |I vs ω | < 2r}, V (ω, n, r) = {v ∈ V (ω, n, r) : there is no k ∈ N such that v| k ∈ V (ω, k, r) with k < n}, as well as V (ω, r) = n≥1 V (ω, n, r), n r = max{|v| : v ∈ V (ω, r)}, and n r = min{|v| : v ∈ V (ω, r)}.
We have n r = O(− log r) = O(n r ) and for any v ∈ V (ω, r) we have
v ω meets at most exp(o(− log r)) intervals B i of the packing B, and for every B i there are at most two intervals I v ω and I v ω such that B i ⊂ I v ω ∪ I v ω and v, v ∈ V (ω, r). Using the sub-additivity of the function s ≥ 0 → s q , we get
Recalling the definition of the inverse measure ν ω and proposition 4 we know that (11) and |v| = O(− log r)). 
It follows that
and on the other hand, for any n ≤ n r , with a similar way, we have that
Consequently, nr n=0 v∈Σω,n s∈S (ω,v,1)
≤ r T (q) exp(o(− log r))(noticing the fact that log n + log l(σ n ω) = o(− log r)).
Now we obtain
and letting r → 0, we get τ νω (q) ≥ T (q).
Case 3: q ≥ t 0 = dim H X ω . Since ν ω is discrete, we can easily get τ νω (q) = 0 for every q ≥ 1. For q = t 0 , one has τ νω (q) ≥ T (q) = 0. Since the function τ νω is concave, we get τ νω (q) = 0 for every q ≥ t 0 .
Next we collect information associated with the approximation of (Φ, Ψ) by pairs of Hölder continuous potentials.
Basic properties related to the approximation of (Φ, Ψ) by Hölder continuous random potentials
The material of this section, which can be skipped in a first reading, is borrowed from [22] (here we just permute the roles of Φ and Ψ; this is natural since we work with the inverse measures of random weak Gibbs measures). Some facts will be collected in order to construct suitable measures supported on the level sets of the lower local dimension of ν ω .
We fix two sequences {Ψ i } i≥1 and {Φ i } i≥1 of random Hölder potentials as in [22, section 3] , which converge to Φ and Ψ respectively. Since we assumed that c φ = c Φ > 0, for each i ∈ N there exists a function T i such that for any q ∈ R one has P (qΨ i − T i (q)Φ i ) = 0, and we have: Lemma 6.1.
(1) T i converges poitwise to T as i → ∞. (2) T * i converges pointwise to T * over the interior of the domain of T * as i → ∞. Let D be a dense and countable subset of (T (+∞), T (−∞)), so that for
Let {D i } i∈N be a sequence of sets such that
Let us fix a positive sequence {ε i } i∈N decreasing to 0. For each i, there exists j i large enough such that for any d i ∈ D i , there exists q i ∈ R such that
With Λ i,q is associated a random Gibbs measure { µ
ω } ω∈Ω and {µ
ω } ω∈Ω (see for instance [22] for the definition). For any n ∈ N, for any v ∈ Σ ω,n , define (12) ζ 
such that the following hold:
• the measureμ
is well defined, and thus so is ζ
• for Υ ∈ {Φ, Ψ}, for p ≥ n i
and ∀v ∈ Σ ω , we have
and for v ∈ {v, v+, v−} and
Fact 2. We can change Ω(i) to Ω i ⊂ Ω(i) a bit smaller such that P(Ω i ) ≥ 1/2 and there exist two integers κ i and W (i) such that for any ω
, and the properties listed in fact 1 still hold.
Then, we denote by θ(i, ω, s) the s-th return time of the point ω to the set Ω i , that is
Since N is countable, there exists Ω ⊂ Ω of full P-probability such that for all ω ∈ Ω ,
By construction, for any w ∈ Σ ω,n such that σ n ω ∈ Ω i , for any d i ∈ D i , we have considered q i ∈ Q i such that T j i (q i ) = d i . Remember the operation * (see section 2), which for w ∈ Σ ω,n and v ∈ Σ σ n+p ω,m with p ≥ M (σ n ω) + 1, defines the word w * v. Due to (12) , we can define a new measure ζ ω,w,q i on I w ω , by setting, for v ∈ Σ σ n+M i ω, * :
For any y ∈ I v
Then E(ω, i, w, q i ) ⊂ I w ω and ζ ω,w,q i (E(ω, i, w, q i )) > 1/2. We will also use the following additional basic fact about the decay of |I v ω |, which follows from proposition 3(ii): for all ω ∈ Ω , for p large enough (depending on ω only), for any v ∈ Σ ω,p , one has
with C ≥ 2C Φ > 0 (recall that C Φ and c Φ = c φ are defined in (3) and (5) respectively).
A first lower bound for the lower Hausdorff spectrum
In this section we establish the following lower bound for the lower Hausdorff spectrum.
This bound will prove to be sharp for
Proof. The approach used in [22] also yields the validity of the multifractal formalism for µ ω if one considers the sets of the form {x ∈ X ω : lim x |I|→0 log(µω(I)) log(|I|) = 1/d}, like in [21] . Then using the general theory of [21, theorem 21] , one gets
Remark 8. It is possible to give a self-contained proof of the proposition based only on the basic properties of random weak Gibbs measures listed in the previous section. However, this is rather long and tedious, so we omit it.
Conditioned ubiquity
In this section we extend to our context the conditioned ubiquity result obtained in [4] . The statement takes the same form, but as explained in remark 1(2), the proof must be revisited in order to cover the more general situation we face. The result will be applied to get the sharp lower bound for the lower Hausdorff spectrum on [0, T (t 0 −)] (proposition 10 in next section).
Recall remark 5. We are interested in the ubiquity of the family of points {z v ω } v∈Σω, * relatively to the radii { ω } v∈Σω, * , and conditionally on the behavior of
there exists a sequence (ω) = { i (ω)} i∈N decreasing to 0 as i → ∞, as well as a set
ξ . Remark 9. In fact we can choose independent of ω. 
since by remark 5 log νω({z
is asymptotically not bigger than the Birkhoff average
Proof of theorem 8.2. Again, we will use the properties collected in section 6. We can assume without loss of generality that for all i ≥ 1, for all d i ∈ D i , we have
take (ε i ) i≥1 which goes quickly to 0, while min{T
Recall that θ(i, ω, k) is the k-th return time of ω to the set Ω i under the mapping σ.
We start by constructing a generalized Cantor set K(ξ, d) for each ξ > 1 and each
Step 1: Let ω ∈ Ω , choose n = θ(1, ω, s) large enough such that:
• log 4Γ 1 n ≤ 1, where Γ 1 is the constant in Besicovich's covering theorem on R.
• for any p ≥ n, for any v ∈ Σ ω,p , one has (Φ, ω, p) ≤ (ε 1 ) 4 and (20).
From fact 1 and fact 2, we know that properties (BP) hold for σ n ω ∈ Ω 1 . In this step, κ 1 , n 1 k are defined with respect to σ n ω, and also ζ ω,w,q 1 and E(ω, 1, w, q 1 )) are well defined.
For k ≥ κ 1 and x ∈ E(ω, 1, w, q 1 ), let v(ω, 1, q 1 , n 1 k , x) be the unique word such that 1, w, q 1 ) . By Besicovitch's covering theorem [17, theorem 2.7] , there are Γ 1 families of balls
B and for any B, B ∈ F s 1 (q 1 , n + n 1 k ), if B = B one has B ∩ B = ∅ (where Γ 1 is a constant depending on the dimension 1 of the Euclidean space R).
Since ζ ω,w,q 1 (E(ω, 1, w, q 1 )) > 1/2, there exists s such that
Among the intervals of F s 1 (k) we can choose a finite subset
Choose κ 1 > κ 1 large enough such that:
• for any s such that the return time θ(2, ω, s) satisfies θ(2, ω, s) ≥ n+M 1 +n 1
For any k ≥ κ 1 , we can get (this will be justified in the next step, see (25)):
Let s 2 = s 2 (ω, w) be the smallest s such that there exists v ∈ Σ ω,θ(2,ω,s 2 ) such that
belongs to the closure of the interval I v ω ,
Then (this will be justified in the next step in (30))
Define J l to be I v , the closure of the interval I v ω , and denote B l = J l and B l = " J l . We get:
Now using lemma 8.4 of the next step, we can get that for k large enough so
If J 1 and J 2 are two distinct elements of
, which is larger than max j∈{1,2} | J j |/3 for k large enough (since ξ > 1). Now we can define m
For any J ∈ G w (1, d 1 , k), by inequality (22) and (23), we can get
Then, the inequality
Choose k 1 > N 1 large enough with n 1
3ξ (this will follow from a general estimate in the next step).
and
Step 2: Suppose that
is well defined and for
is well defined on the set G (d 1 , . . . , d i ) .
For any w such that J, the closure of I w ω , belongs to
From fact 1 and fact 2, we know that (BP) hold for σ n ω ∈ Ω i+1 . Also ζ ω,w,q i+1 and E(ω, i + 1, w, q i+1 )) are well defined. For any k ≥ κ i+1 , let
From the Besicovitch's covering theorem, Γ 1 families of disjoint balls, namely
Since ζ ω,w,q i+1 (E(ω, i + 1, w, q i+1 )) ≥ 1/2, there exists s such that
Again, we extract from
We can get the following lemma Lemma 8.3. For any y ∈ E(ω, i + 1, w, q i+1 ), for r ≤ |I w ω | exp(−n(ε i+1 ) 2 ), we have
Proof of the lemma. The idea of the proof is the following. Noticing y ∈ E(ω, i + 1, w, q i+1 ), If r small enough, we will know that v(n + M i+1 + n i+1 k , y) is a comment prefix v(n + M i+1 + n i+1 k+1 , y) and its left and right. This will implies B(x, r) ⊂ v(n + M i+1 + n i+1 k+1 , y) and r is comparable with |v(n + M i+1 + n i+1 k+1 , y)|. The result follows since we have a good control of the measure v(n + M i+1 + n i+1 k , y). First, for any y ∈ E(ω, i + 1, w, q i+1 ), for any k ≥ κ i+1 such that y ∈ I w * v 
. We have, applying the shorthand
Also, since y ∈ E(ω, i + 1, w, q i+1 ), for v ∈ Σ σ n+M i+1 ω,n 
. From the last inequality we can get
(due to proposition 3 and (24) )
(see (14) to control M i+1 and (17) for
Thus, noticing that ε i+1 < 1/2, we get
Consequently,
where we have used (28). Then,
Choose κ i+1 > κ i+1 large enough so that:
• for any j ≥ n + n i+1 κ i+1
, one has (Φ, ω, j) ≤ (ε i+2 ) 4 ;
);
• for any s such that the return time θ(i + 2, ω, s) satisfies
, one also has
For any k ≥ κ i+1 , from (25) we can get:
Let s i+2 = s i+2 (ω, w) be the smallest s such that there exists v ∈ Σ ω,θ(i+2,ω,s i+2 ) such that
• z w * v(k,l) ω belongs to the closure of the interval I v ω ,
) ξ ) Define J l to be I v ω , the closure of the interval I v ω , and denote B l = J l and B l = " J l . From the construction, we can claim:
Since s i+2 is the smallest one, so for v = v| θ(i+2,ω,s i+2 −1) ∈ Σ ω,θ(i+2,ω,s i+2 −1) , we
(by construction we have k ≥ κ i+1 ). Due to (17), we have
Using a similar method as in the proof of (17), we can get
where the second inequality in the last line comes from (20) and we had chosen n large enough in the first step. Consequently,
The definition of m
can be extended to the algebra generated by
and for any
Step 3:
(J). This yields a probability measure m d ξ on the algebra generated by
, let J be the ball associated with J. We have the following properties:
, w, q i ) = ∅, where q i ∈ Q i is such that T j i (q i ) = d i and E(ω, i, w, q i ) is the set used in step 2. 
Proof. First, for any Υ ∈ {Φ, Ψ},
4 ( see (15) and
Next, applying again the shorthand ‹ F n = F n+M i+1 ,
where we have used (18) and (15) . Thus, 
Conclusion on the lower bound for the lower Hausdorff spectrum
Next proposition is both a complement to proposition 9, and an improvement over the interval [T (+∞), T (t 0 −)). • m T (t 0 −) ξ (E) = 0 as soon as dim H E < d t 0 .
• For any x ∈ K T (t 0 −) (ξ), we have that dim loc (ν ω , x) ≤ d.
It follows from lemma 7 that
Also, corollary 1 tells dim H F (h) ≤ ht 0 < dt 0 for all 0 ≤ h < d, so m
(F (h)) = 0 for all 0 ≤ h < d. Moreover, the family of sets (F (h)) 0<h<d is nondecreasing. Thus, we have
Finally, dim H E(ν ω , d) ≥ dt 0 since Ξ ω is a countable set.
If d = 0 or t 0 = 0, we have ∅ = Ξ ω ⊂ E(ν ω , 0),
Next proposition collects all the information required to conclude regarding the lower bound for the lower Hausdorff spectrum. Its claim (iii) is the desired sharp lower bound.
Proposition 11. For P-a.e. ω:
Proof. (i) and (ii) come from proposition 10 and proposition 9.
To prove (iii), since ‹ T (q) = min{T (q), 0},T (t 0 ) = 0 and T is increasing, 
