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This paper deals with accuracy improvement of handwritten character recognition
by the GLVQ (generalized learning vector quantization). In literature 3, the way
of combining the FDA (Fisher discriminant analysis) and the GLVQ was investi-
gated and evaluated to be effective for handwritten Chinese character recognition
employing the minimum Euclidian distance classifier. In this paper, the projection
distance and the modified projection distance are employed besides the Euclidi-
an distance, and handwritten numerals as well as Chinese characters are used for
the evaluation test. The result of experiment shows that the learning of refer-
ence vectors by GLVQ improves the recognition accuracy of not only the Euclidian
distance classifier but also the projection distance classifier and the modified pro-
jection distance classifier. The highest accuracy (98.41%) for the Chinese character
recognition was obtained when the FDA, GLVQ and the modified projection dis-
tance were employed. The highest accuracy (99.36%) for the numeral recognition
was obtained when the GLVQ and the modified projection distance were employed.
1 Introduction
This paper deals with accuracy improvement of handwritten character recogni-
tion by the GLVQ (generalized learning vector quantization). The GLVQ is a
generalization of the LVQ [8] and is formalized as a minimization problem of an
evaluation function, which guarantees the convergence of the reference vectors
[1]. A linear transformation of feature vector by the FDA (Fisher discriminant
analysis) [6] efficiently improves the recognition accuracy of Chinese character
set, which has a large number of character classes [2]. In literature [3], the way
of combining the FDA and the GLVQ was investigated and evaluated to be ef-
fective for handwritten Chinese character recognition employing the minimum
Euclidian distance classifier. In this paper, the projection distance and the
modified projection distance are employed besides the Euclidian distance, and









, where dm is some distance between X and the reference vector R
m of the class
to which X belongs, and dj is the distance between X and the nearest reference
vector Rj of the class to which X does not belongs. The proximity µ takes the
value in [-1, 1] for any X, and leads to correct (incorrect) classification when
it is negative (positive).
The purpose of the learning is to reduce the incorrect classification by
reducing the value of µ for as many X as possible. The GLVQ is formalized





, where N is the total number of the input vectors, and f(µ) is a monotonically
increasing function of µ. The evaluation function S can be minimized by
iterative modification of the reference vectors
Rmk,t+1 = R
m




















, which are derived by the steepest descent method. In the experiment, the
first derivative of the function f is defined by
∂f
∂µ
= F (µ, t)(1− F (µ, t)) (5)
, where k is the dimensionality, t is the number of iteration, and F (µ, t) is the
sigmoid function defined by




As the initial reference vectors, the mean vector of each class are used.
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3 Distance Function for Classification
3.1 Euclidian Distance
The Euclidian distance between the input pattern and the mean vector is
defined by
g2l (X) = ‖X − Ml‖
2 (7)
, where X is the input feature vector, Ml is the mean vector of class l. The
input vector is classified to such class l∗ that minimizes the Euclidian distance.
Hereafter the subscript l denoting the class is omitted for simplicity’s sake.
3.2 Projection Distance
The projection distance [4] is defined by





and gives the distance from the input pattern X to the minimum square er-
ror hyperplane which approximates the distribution of the samples, where Φi
denotes the ith eigenvector of the covariance matrix, and k is the dimension-
ality of the hyperplane. Fig.1 shows an example of decision boundary in two







Figure 1: Decision boundary of projection distance (2-dimensional)
proximates the distribution with minimum square error, and the distance from
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an input pattern X to the axis determines the class. In this figure the decision
boundary consists of a pair of lines (asymptotic lines of a hyperbola) which is
degenerated special case of a quadratic curve. In general the decision boundary
consists of quadratic hypersurfaces.
3.3 Modified Projection Distance
The increase of the classification error in and near the intersecting point of
the hyperplanes (shared subspace) has been pointed out as a drawback of the
projection distance method (subspace method) [5]. If Ex. (8) is modified as




(1 − α)λi + ασ2
{Φi(X −M)}
2 (9)
the classification error due to the subspace intersection can be suppressed,
where α is a parameter [-1, 1], σ2 is the average of the all eigen values of
all classes. The modified projection distance with α = 0 is equivalent to the
projection distance, and the one with α = 1 is to the Euclidian distance.
The hyperbola in Fig.2 is an example of the decision boundary of the modi-
fied projection distance. While the projection distance method yields incorrect
classification from class 2 to 1 around the intersection of the hyperplanes (lines
in this example) because the distance between the input pattern and the mean







     of modified
projection distance
Φ1Ψ1
Figure 2: Decision boundary of modified projection distance (2-dimensional)
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distance takes the distance along the hyperplane into account, to some extent,
and does not yields those misclassifications.
When the dimensionality of feature vector is large, and the dimensional-
ity of the hyperplane is relatively small, the probability of intersection and
hence the misclassification due to the subspace intersection decreases. In the
practical application of the projection distance and the subspace method, such
conditions are usually satisfied.
4 Fisher Discriminant Analysis
A linear transformation of feature vector by the FDA (Fisher discriminant
analysis) [6] efficiently improves the recognition accuracy of Chinese characters,
which have a large number of character classes [2].
The discriminant analysis selects an n′ dimensional feature vector from
an n dimensional feature vector as follows (n′ < n)[6]. The eigenvalues and
eigenvectors satisfying
SbΦ = SwΦΛ (10)
is calculated, where matrices Λ and Φ are eigenvalue matrix having eigenvalues
λi (λ1 ≥ λ2 ≥ ... ≥ λn) as its diagonal elements, and eigenvectors Φi as
its column vectors, respectively. The between-class covariance matrix Sb and











, where L is the number of classes, P (wl) and Ml are the a priori probability






When the rank of Sb is r, maximum of r nonzero eigen values are obtained.
The rank r is less than or equal to min(L − 1, n).
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By the linear combination for the feature vector X
yi = Φ
T
i X (i = 1, 2, ..., n
′) (14)
n′ Fisher discriminants with n′ largest variance ratio (eigenvalue λi) are se-
lected as new features. When n′ = n, the new feature vector is given by
Y = ΦT X (15)
5 Recognition Experiment
5.1 Handwritten Chinese Character Recognition
In this experiment, 3036 classes of handwritten Chinese characters in ETL9B
collected by the Electrotechnical Laboratory were used. A feature vector of
size 196 was extracted from each character image by the weighted direction
code histogram method [2]. The sample size is 200 per class and was divided
into learning sample and test sample of size 100 per class respectively. The
performance evaluation of the three classifiers with the reference vectors ob-
tained by the GLVQ as well as the original mean vectors was performed for
comparison. The result is shown in Table.1. This table implies that
1. the feature transformation by the FDA improves the recognition accura-
cy,
2. the modification of the reference vectors by the GLVQ improves the
recognition accuracy,
3. the direct cascading of the FDA and the GLVQ further improves the
recognition accuracy,
4. the accuracies of the classifiers employing the Euclidian distance, the
projection distance, and the modified projection distance are increasing
in this order.
The number of iteration of the GLVQ is about 40 for the Euclidian distance
classifier, and is about 20 for the other two classifies. When the FDA is applied,
the size (dimensionality) of the transformed feature vector was 144.
While the Euclidian distance classifier is suitable for classification of spher-
ically distributed patterns, the performance is deteriorated when the distri-
bution is elliptical or asymmetric. While the performance of the projection
distance classifier and the modified projection distance classifier is not dete-
riorated by the elliptical distribution, it is deteriorated by the asymmetric
distribution. The accuracy improvement by the GLVQ is attributed to the
elimination of these defects of classifiers by the optimization of the reference
vectors. In the Chinese character recognition by the projection distance, the
misclassification due to the subspace intersection is also reduced by the GLVQ.
6
Table 1: Result of handwritten Chinese character recognition
Distance Transformation and Learning Recognition accuracy(%)
- 94.61
Euclidian distance FLD 96.73
GLVQ 97.22
FLD + GLVQ 97.51
- 97.26
Projection distance FLD 98.05
GLVQ 97.83
FLD + GLVQ 98.30
- 98.02
Modified projection distance FLD 98.32
GLVQ 98.32
FLD + GLVQ 98.41
5.2 Handwritten Numeral Recognition
In this experiment, handwritten ZIP code numerals in IPTP CDROM1 col-
lected by the Institute for Posts and Telecommunications Policy were used.
A feature vector of size 400 was extracted from each numeral image by the
gradient analysis method [2], [7]. The total sample was divided into learning
sample and test sample of size 29,883 and 14,979 respectively. The performance
evaluation of the three classifiers with the reference vectors obtained by the
GLVQ as well as the original mean vectors was performed for comparison. In
the numeral recognition (with ten classes), the FDA was not applied because
of the rank deficiency of the between-class covariance matrix. Instead, the
dimension reduction by the principal component analysis was applied to study
the relationship between the recognition accuracy and the dimensionality.
The result is shown in Table.2 and Fig.3. These results imply that
1. the modification of the reference vectors by the GLVQ improves the
recognition accuracy,
2. the accuracies of the classifiers employing the projection distance, and
the modified projection distance are higher than the Euclidian distance
classifier,
3. the feature size is reduced to 100 by the principal component analysis
without sacrificing the recognition accuracy.
Fig.4 shows the relationship between the recognition accuracy and the
number of the iteration of the GLVQ.
In the numeral recognition, the performance of the projection distance
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classifier and the modified projection distance classifier is almost the same.
The performance of the projection distance is not deteriorated by the subspace
intersection because the number of classes are small (ten).
Table 2: Result of handwritten numeral recognition
test sample learning sample
Dimensionality Distance Original GLVQ Original GLVQ
Euclidian distance 94.18 98.74 93.20 99.39
64 Projection distance 99.12 99.14 99.06 99.15
Modified projection distance 99.12 99.22 99.07 99.63
Euclidian distance 94.19 98.74 93.23 99.32
100 Projection distance 99.17 99.22 99.20 99.40
Modified projection distance 99.19 99.35 99.27 99.70
Euclidian distance 94.22 98.79 93.24 99.37
196 Projection distance 99.22 99.32 99.32 99.48
Modified projection distance 99.22 99.36 99.39 99.68
Euclidian distance 94.21 98.84 93.24 99.49
400 Projection distance 99.23 99.34 99.34 99.58





























































































Figure 4: Recognition accuracy (for test data) v.s. number of iteration of GLVQ
6 Conclusion
The result of experiment showed that the learning of reference vectors by GLVQ
improves the recognition accuracy of not only the Euclidian distance classifier
but also the projection distance classifier and the modified projection distance
classifier. The highest accuracy (98.41%) for the Chinese character recognition
was obtained when the FDA, GLVQ and the modified projection distance were
employed. The highest accuracy (99.36%) for the numeral recognition was
obtained when the GLVQ and the modified projection distance were employed.
Studies on the accuracy improvement by learning multiple reference vec-
tors per class, and learning of the feature transformation matrix, are remaining
as interesting future research topics.
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