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Résumé :
Nous montrons comment en raisonnement sur les
actions la fameuse solution de Reiter du problème
du décor peut être modélisée en logique épisté-
mique dynamique, et nous proposons une méthode
de régression optimale. Notre méthode étend la so-
lution de Reiter en intégrant des actions d’observa-
tion et des opérateurs modaux de connaissance, et
traduit le formalisme de Reiter (le Calcul des situa-
tions) dans une logique des actions et des connais-
sances comprenant des opérateurs d’annonce et
d’affectation. En étendant la méthode de réduction
de Lutz de la logique des annonces publiques aux
affectation, nous établissons des résultats de com-
plexité pour la régression. Nous montrons que ces
résultats sont optimaux : le problème de décider la
satisfiabilité d’une formule est NP-complet pour un
agent, PSPACE-complet pour plusieurs agents et
EXPTIME-complet dans la présence de l’opérateur
de connaissance commune.
Mots-clés : raisonnement sur les actions et change-
ment ; logiques épistémique dynamique ; systèmes
multi-agents ; régression.
Abstract:
We show how in the propositional case Reiter’s
well-known solution to the frame problem can be
modelled in dynamic epistemic logic, and pro-
vide an optimal regression algorithm. Our me-
thod is as follows : we extend Reiter’s solution by
integrating observation actions and modal opera-
tors of knowledge, and encode the resulting for-
malism in a dynamic epistemic logic with an-
nouncement and assignment operators. By exten-
ding Lutz’ recent satisfiability-preserving reduc-
tion for public announcement logic to assignments,
we establish optimal complexity results for re-
gression : satisfiability is NP-complete for one
agent, PSPACE-complete for multiple agents and
EXPTIME-complete when common knowledge is
involved.
Keywords: reasoning about actions and change ;
epistemic dynamic logics ; multiagent systems ; ré-
gression.
1 Introduction
Dans [14] Thielscher distingue deux ver-
sions du problème du décor. La version re-
présentationelle est le problème de conce-
voir un langage logique et une sémantique
telle que les domaines peuvent être décrits
sans expliciter l’interaction entre toutes les
actions et les fluents : quand il y a n actions
et m fluents, la description du domaine
doit être beaucoup plus petite que 2× n×
m. La version inférentielle du problème du
décor est plus exigeante : étant donnée une
solution pour la version représentationelle,
il s’agit du problème de concevoir une pro-
cédure de décision ‘efficace’, c’est-à-dire,
dont la complexité n’est pas trop élevée.
Reiter [10] a résolu la version représen-
tationelle du problème du décor en utili-
sant ce qu’il appelle des axiomes de l’état
suivant ("successor state axioms", SSAs).
Dans le cas propositionnel, les fluents ont
seulement des situations comme argument,
et les SSAs prennent la forme :
∀x∀s(p(do(x, s))↔ (¬Poss(x, s)∨
(x = a1 ∧ γ+(a1, p, s)) ∨ . . .
∨ (x = an ∧ γ+(an, p, s))∨
(p(s) ∧ ¬(x = a′1 ∧ γ−(a′1, p, s)) ∧ . . .
∧ ¬(x = a′m ∧ γ−(a′m, p, s)))))
où a1, . . . , an sont les actions pouvant (po-
tentiellement) rendre p vrai, et a′1, . . . , a
′
m
sont les actions pouvant (potentiellement)
rendre p faux. Pour une action donnée
ai, soit Eff +(ai) l’ensemble des fluents
qui peuvent devenir vrais par l’exécution
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de ai, et Eff −(ai) l’ensemble des fluents
qui peuvent devenir fausse par l’exécu-
tion de ai (dans [10] ces ensembles sot
laissé implicites). Donc, pour tout fluent
p ∈ Eff +(ai), la formule γ+(ai, p, s) ca-
ractérise les conditions dans lesquelles ai
rend p vrai, et γ−(ai, p, s) caractérise les
conditions dans lesquelles ai rend p faux.
γ+(ai, p, s) et γ−(ai, p, s) doivent être uni-
formes en s, ce qui signifie en particulier
qu’ils ne peuvent pas contenir la fonction
do.1
L’idée centrale de Reiter est que, grâce
au principe de l’inertie, les ensembles
Eff +(ai) et Eff −(ai) sont des ‘petits’
sous-ensembles de l’ensemble des fluents
du langage. Pour cette raison la taille de
l’ensemble de tous les SSAs peut être de
même ordre que le nombre d’actions et
donc, beaucoup plus petite que le pro-
duit du nombre d’actions par le nombre de
fluents. Cela signifie que les SSAs à la Rei-
ter comptent comme une solution du pro-
blème du décor. Cette solution a été étendu
par [12] aux actions épistémiques.
Quand les SSAs sont disponibles pour
touts les fluents p, on peut réduire (‘régres-
ser’) toute formule ϕ à une formule équi-
valente red(ϕ) qui ne contient pas d’opéra-
teur d’action. Ceci fournit alors une procé-
dure de décision dans le cas proposition-
nel. Cette procédure a été implanté dans
le langage GOLOG. Cependant, la for-
mule réduite peut être exponentiellement
plus longue que celle d’origine ; en consé-
quence la version inférentielle du pro-
blème du décor n’a pas été résolu ni par
Reiter ni par Scherl & Levesque.
Dans cet article, nous étendons la solu-
tion de Reiter et résolvons la version infé-
rentielle du problème du décor. Pour l’ex-
tension à la connaissance, parmi les ac-
tions épistémiques nous considérons uni-
quement les observations : tous les agents
1Plus tard, Reiter et col. généralisent SSAs à des équiva-
lences ∀x∀s(p(do(x, s))↔ ψ(a, s). Nous ne considérons pas
cette extension ici.
observent que une proposition donnée est
vraie dans le monde, et mettent à jour
leurs état de connaissance en fonction.2
Nous proposons une transformation po-
lynomiale qui préserve la satisfiabilité de
formules et élimine les opérateurs d’ac-
tion. Ceci nous permet de définir une mé-
thode optimale pour raisonner sur les ac-
tions dans ce scénario : dans le cas de
base sans l’opérateur de connaissance ainsi
que dans le cas d’un seul agent, la pro-
cédure est dans NP ; dans le cas multi-
agents, elle est dans PSPACE ; et dans le
cas avec connaissance commune, elle est
dans EXPTIME. Ces résultats sont opti-
males puisqu’ils coïncident avec la com-
plexité de la logique épistémique de base.
Techniquement, notre approche est basé
sur les avances récentes en logiques épis-
témiques dynamiques. Dans cette famille
de logiques, les situations sont laissées im-
plicites, et il n’y a pas de quantification
sur les actions. Donc, l’outil central de
la solution de Reiter n’est pas disponible.
Cependant nous montrons que nous pou-
vons transposer cette solution sans sa pré-
sence et reconstruire cette solution en lo-
gique épistémique dynamique DELCN , pro-
posé par [16, 6]. Les annonces peuvent
être utilisées pour modéliser les obser-
vations, tandis que les affectations per-
mettent de modéliser les actions de chan-
gement du monde (dites actions ontiques).
DELCN étant une extension de la logique
des annonces publiques de Plaza, nous
étendrons la procédure de décision op-
timale de Lutz pour la dernière ([7]) à
DELCN , et nous montrerons que nous pou-
vons préserver l’optimalité de la procé-
dure : la vérification de satisfiabilité de for-
mules dans DELCN est démontré avoir la
même complexité que la vérification de sa-
tisfiabilité dans la logique épistémique de
base.
2Notons que les observations sont différentes des actions de
perception (sensing) introduites dans [12]. En exécutant ces der-
nières, les agents observent si une proposition donnée est vraie
ou non.
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2 Base : logique épistémique
ELCN
Soit P un ensemble infinie et dénombrable
de lettres propositionnelles, et soit N un
ensemble finie d’agents. Par commodité,
nous abusons de la notation et identifions
N avec l’ensemble d’entier {1, . . . , |N |}.
Le langage LELCN de la logique épisté-
mique avec connaissance commune est dé-
finie par la BNF :
ϕ ::= p | ¬ϕ | ϕ ∧ ϕ | Kiϕ | CGϕ
où p est un élément de P , i est un élément
de N , et G est un élément de ℘(N). La
formule Kiϕ signifie : ‘l’agent i sait que
ϕ’, et CGϕ signifie : ‘il est connaissance
commune parmi les agents du groupe G
que ϕ’. Nous utilisons les abréviation ha-
bituelles pour ‘∨’, ‘→’, ‘↔’, et Eiϕ, pour
sous-ensembles G de N . Nous rappelons
que le dernier est définie par : EGϕ =∧
i∈GKiϕ. Le langage LELN est obtenu du
langage LELCN par exclusion de l’opérateur
de connaissance commune du dernier.
Un ELCN -modèle est une tuple M =〈W,K, V 〉 où :
– W est un ensemble non-vide des
mondes possibles ;
– K : N → ℘(W ×W ) associe une rela-
tion d’équivalence Ki à chaque i ∈ N .
– V : P → ℘(W ) associe une interpréta-
tion V (p) ⊆ W à chaque p ∈ P .
Par commodité, nous définissons Ki(w) ={w′ | (w,w′) ∈ Ki}. La relation Ki modé-
lise la connaissance de l’agent i : Ki(w)
est l’ensemble des mondes que l’agent i
considère possible en w.
La relation de satisfaction ‘°’ est définie
de façon habituelle :
M,w ° p ssi w ∈ V (p)
M,w ° ¬ϕ ssi not M,w ° ϕ
M,w ° ϕ ∧ ψ ssi M,w ° ϕ and
M,w ° ψ
M,w ° Kiϕ ssi Ki(w) ⊆ JϕKM




où JϕKM = {w ∈ W | M,w ° ϕ} est
l’extension de ϕ dans le modèleM et le ‘∗’
dans la dernière clause signifie la clôture
reflexive et transitive.
Comme d’habitude nous disons que ϕ est
valide dans M (notation : M ° ϕ) ssiJϕKM = W ; ϕ est ELCN -valide (notation :
|=ELCN ϕ) ssi M ° ϕ pour tout EL
C
N -
modèle M ; ϕ est satisfiable dans ELCN ssi6|=ELCN ¬ϕ. Des notions similaires sont dé-
finie pour la variante ELN sans connais-
sance commune.
Nous rappelons que le problème de déci-
der la ELN -satisfiabilité d’une formule est
NP-complet si N = 1, PSPACE-complet
si N ≥ 2, et que la ELCN -satisfiabilité est
EXPTIME-complet [4].
3 Théories d’actions à la Reiter
Nous étendons [3], où les théories d’ac-
tions à la Reiter sont formulées en logique
dynamique propositionnelle (PDL).
3.1 Descriptions d’action
Dans [10] et [12] plusieurs hypothèses de
simplification sont faites. Les plus impor-
tantes sont :
H1 : Toute les lois d’actions sont connu par
tous les agents.
H2 : Toute occurrence d’action est pu-
blique.
H3 : Toute action est déterministe.
H4 : Chaque action est ou bien ontique
ou bien épistémique, mais jamais les
deux à la fois.
H5 : Une action ne peut pas changer la va-
leur de vérité d’un nombre infinie de
fluents.
H6 : L’ensemble de fluents affectés par une
action est beaucoup plus petit que
l’ensemble P de tous les fluents du
langage.
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Les deux premières hypothèses garan-
tissent que la connaissance des agents sur
les types d’actions (H1) et ses instances
(H2) sont correctes. H4 est basé sur la dis-
tinction entre actions ontiques et actions
épistémiques : les actions du premier type
modifient les faits, tandis que les actions
du second type provoquent la mise à jour
des états de connaissance des agents. Cette
hypothèse est aussi basée sur le fait que
chaque action peut être divisée en une ac-
tion ontique et une action épistémique. Ce
constat est du ‘folklore’ dans la literature
du raisonnement sur les actions (voir, par
exemple, [13]). Les deux dernières hypo-
thèses garantissent que le formalisme de
Reiter résout la version représentationelle
du problème du décor. Elles sont justi-
fiées par l’hypothèse de base de l’iner-
tie : les actions (ontiques) ne changent
qu’une petite partie du monde. Notons que
Reiter n’énonce pas explicitement l’hypo-
thèse H5 ; cependant elle est indispensable
quand les fluents sont propositionnels.
En plus, Scherl & Levesque supposent
qu’il n’y a qu’un seul agent. Nous ne fai-
sons pas cette restriction dans le présent
article, et considérons aussi le cas multi-
agent.
Soit A un ensemble infini dénombrable
de lettre d’actions (actions atomiques abs-
traites), et supposons A = Ao ∪ Ae, où
Ao et Ae sont des ensembles disjoints de
lettres d’actions ontiques et épistémiques
respectivement. Nous supposons que Ae
ne contient que des observations.
Définition 1 Nous définissons une des-
cription d’actions comme étant une tuple
D = 〈Poss ,Eff +,Eff −, γ+, γ−,Obs〉
tel que :
– Poss : A → LELCN attribue une formule
à chaque action qui décrit sa précondi-
tion d’exécutabilité ;
– Eff + : A → ℘(P ) attribue un en-
semble finie d’effets positives possibles
à chaque action ;
– Eff − : A → ℘(P ) attribue un en-
semble finie d’effets négatives possibles
à chaque action ;
– γ+ est une famille de fonctions γ+(a) :
Eff +(a)→ LELCN . Elle attribue une for-
mule à chaque pair (a, p) qui décrit la
précondition pour que l’action a rende p
vraie ;
– γ− est une famille de fonctions γ−(a) :
Eff −(a)→ LELCN . Elle attribue une for-
mule à chaque pair (a, p) qui décrit la
précondition pour que l’action a rende p
fausse ; et
– Obs : A → LELCN attribue une formule
à chaque action dont la valeur de vérité
est connue après l’exécution de l’action.
Nous convenons aussi que : si a est on-
tique (i.e., a ∈ Ao), alors Obs(a) = > ;
si a est épistémique (i.e., a ∈ Ae), alors
Eff +(a) = Eff −(a) = ∅ ; et si p 6∈
Eff +(a), alors γ+(a, p) = ⊥, ainsi comme
pour γ−(a, p).
H1 et H2 garantissent que les fonctions
dans D ne dépendent pas des agents. À
cause de H3, pour toute action a, ses ef-
fets peuvent être caractérisés par γ+(a)
et γ−(a). H4 justifie la partition de l’en-
semble des actions en Ao et Ae. La finitude
de Eff + et Eff − est due à H5. Finalement,
H6 permet d’affirmer que la version repré-
sentationelle du problème du décor est ré-
solu par ce type de description d’action.
En plus, Reiter (et nous) supposons :
H7 : Les formules γ+(a, p) ∧ γ−(a, p) sont
inconsistantes dans ELCN .
L’exécution d’une action épistémique a
apprend à l’agent que Obs(a) est vraie.
Nous supposons que les observations sont
fiables :
H8 : Les formules Poss(a)∧¬Obs(a) sont
inconsistantes dans ELCN .
Notons que [12] restreint le codomaine de
Poss , γ+, γ− et Obs aux formules pro-
positionnelles. Nous avons étendu ce co-
domaine aux formules dans ∧ELCN . Ceci
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permet la formalisation des actions comme
‘faire un appel téléphonique’, dont la pré-
condition d’exécution est de connaître le
numéro de téléphone de l’interlocuteur.
Pour illustrer ce nouveau type de des-
cription d’action, nous introduisons un
exemple simple avec une action ontique et
deux actions épistémiques.
Exemple 2 Un robot ne sait pas si la lu-
mière est allumé ou non. L’action ontique
disponible est d’appuyer sur le bouton de
la lumière (“toggle”) avec Poss(toggle) =
>, Eff +(toggle) = Eff −(toggle) =
{light}, γ+(toggle, light) = ¬light , et
γ−(toggle, light) = light . Les obser-
vations sont oDark et oBright , avec
Poss(oDark) = Obs(oDark) = ¬light ,
et Poss(oBright) = Obs(oBright) =
light .
3.2 Modèles pour les descriptions
d’actions
Soit D une description d’actions pour les
actions dans A = Ao ∪ Ae. Les modèles
pour D sont obtenus en rajoutant des re-
lations de transition aux modèles de la lo-
gique épistémique.
Soit a un élément de Ao ∪ Ae, et soient o
et e respectivement des éléments de Ao et
Ae.
Définition 3 Nous définissons un D-
modèle comme étant une 4-uplet
M = 〈W,K, T, V 〉, où 〈W,K, V 〉 est
un ELCN -modèle et
– T : A → ℘(W ×W ) associe une rela-
tion Ta à chaque a ∈ A.
La relation Ta modélise la relation de tran-
sition associée à l’action abstraite a : si
nous posons Ta(w) = {w′ | (w,w′) ∈
Ta}, alors Ta(w) est l’ensemble des résul-
tats possibles de l’exécution de l’action a
dans w.
Les D-modèles doivent satisfaire les res-
trictions suivantes :
1. “No-Forgetting” : (Ta ◦ Ki)(w) ⊆
(Ki ◦ Ta)(w).
2. “No-Learning” : si Ta(w) 6= ∅, alors
(Ki ◦ Ta)(w) ⊆ (Ta ◦Ki)(w).
3. Déterminisme : si v1, v2 ∈ Ta(w),
alors v1 = v2.
4. Éxécutabilité : Ta(w) 6= ∅ ssi〈W,K, V 〉, w ° Poss(a).
5. Préservation (épistémique) : si v ∈
Te(w), alors
v ∈ V (p) ssi w ∈ V (p) for all p ∈ P
6. Pos-condition (ontique) : si v ∈
To(w), alors
– p 6∈ Eff +(o) et w 6∈ V (p) implique
v 6∈ V (p) ;
– p 6∈ Eff −(o) et w ∈ V (p) implique
v ∈ V (p) ;
– p ∈ Eff +(o) et 〈W,K, V 〉, w °
γ+(o, p) implique v ∈ V (p) ;
– p ∈ Eff −(o) et 〈W,K, V 〉, w °
γ−(o, p) implique v 6∈ V (p) ;
– p ∈ Eff +(o) et 〈W,K, V 〉, w 6°
γ+(o, p) et w 6∈ V (p) implique v 6∈
V (p) ;
– p ∈ Eff −(o) et 〈W,K, V 〉, w 6°
γ−(o, p) et w ∈ V (p) implique v ∈
V (p).
La restriction 1 implante H1 et H2. Elle
garantie que tous les mondes dans (Ta ◦
Ki)(w) ont un antécédent. Cette restric-
tion est appelée “perfect recall” dans [4].
Cet-à-dire, il n’y a pas d’action capable
de faire les agents oublier des faits. La
restriction 2 est motivée par H1–H3 pour
les actions ontiques. Pour les actions épis-
témiques, le fait d’apprendre l’occurrence
d’une observation suffit pour faire évoluer
l´état épistémique de chaque agent : l’exé-
cution d’une action d’observation e éli-
mine les mondes possibles où Obse) est
fausse. 1 et 2 ensemble correspondent aux
SSAs de Scherl & Levesque pour les ac-
tions ontiques. La restriction 3 est motivée
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par l’hypothèse H3. La restriction 4 définit
la condition pour qu’une action soit exécu-
table. La restriction 5 nous donne un SSA
pour les actions épistémiques. La restric-
tion 6 correspond au SSA de Reiter pour
les faits (en opposition à la connaissance).
Notons que sa consistance est garantie par
H7 : sinon il pourrait y avoir un monde
w où les deux γ+(a, p) et γ−(a, p) sont
vraies, dans ce cas nous devrions avoir et
v ∈ V (p), et v 6∈ V (p) pour tout v ∈
Ta(w).
La sémantique des actions atomiques étant
en termes d’une fonction totale Ta, il n’y
a pas de concurrence. Néanmoins, les ac-
tions concurrentes pourraient être modéli-
sée par entrelacement (“interleaving”), ce
qui ne laisse pas de doutes pour leur inter-
prétation.
3.3 Axiomes de réduction
Maintenant nous introduisons une combi-
naison de la logique épistémique et PDL
dans laquelle on peut parler des validi-
tés pour D-modèles. Le langage LD étendLELCN avec des opérateurs dynamiques, et
est définie par la BNF :
ϕ ::= p | ¬ϕ | ϕ ∧ ϕ | Kiϕ | CGϕ | [a]ϕ
où p est un élément de P , i est un élément
de N et a est un élément de A = Ao ∪ Ae.
La formule [a]ϕ signifie ‘ϕ est vraie après
toute exécution possible de a’. Nous uti-
lisons l’abbreviation habituelle 〈a〉ϕ =
¬[a]¬ϕ. Donc 〈a〉> exprime que a est exé-
cutable, et [a]⊥ exprime que a n’est pas
exécutable.
Nous définissons la relation de satisfaction
‘°’ comme pour ELCN , plus :
M,w ° [a]ϕ ssi Ta(w) ⊆ JϕKM
La formule ϕ ∈ LD est valide dans un D-
modèle M (notation : M ° ϕ) ssi JϕKM =
W . Une formule ϕ ∈ LD estD-valide (no-
tation : |=D ϕ) ssi M ° ϕ pour tout D-
modèle M .
1. [e]p↔ (Poss(e)→ p)
2. [e]¬ϕ↔ (Poss(e)→ ¬[e]ϕ)
3. [e](ϕ1 ∧ ϕ2)↔ ([e]ϕ1 ∧ [e]ϕ2)
4. [e]Kiϕ↔ (Poss(e)→ Ki[e]ϕ)
5. [o]p↔ (Poss(o)→ p)
if p 6∈ Eff +(o) ∪ Eff −(o)
6. [o]p↔ (Poss(o)→ (γ+(o, p) ∨ p))
if p ∈ Eff +(o) and p 6∈ Eff −(o)
7. [o]p↔ (Poss(o)→ (¬γ−(o, p) ∧ p))
if p 6∈ Eff +(o) and p ∈ Eff −(o)
8. [o]p↔ (Poss(o)→ (γ+(o, p)
∨(¬γ−(o, p) ∧ p)))
if p ∈ Eff +(o) ∩ Eff −(o)
9. [o]¬ϕ↔ (Poss(o)→ ¬[o]ϕ)
10. [o](ϕ1 ∧ ϕ2)↔ ([o]ϕ1 ∧ [o]ϕ2)
11. [o]Kiϕ↔ (Poss(o)→ Ki[o]ϕ)
TAB. 1 – D-validités pertinentes.
Pour notre exemple nous avons
6|=D [toggle]Kilight
|=D [oDark ][toggle]Kilight
|=D ¬Ki¬light → [toggle]¬Kilight
Notons aussi que [e]Obs(e) n’est pas D-
valide. En effet, considérons une action e
telle que Obs(e) est la ‘phrase de Moore’
p∧¬Kip : après avoir appris que p∧¬Kip
l’agent sait que p, donc ¬Kip n’est plus
vraie.
Soit D une descriptions d’actions. Le Ta-
bleau 1 montre plusieurs équivalences D-
valides.3 Dans chaque validité la com-
plexité de la formule dans le champ
de l’opérateur dynamique [ ] décroît de
gauche à droite. Pour les formules sans
opérateur de connaissance commune, ceci
nous permet de définir une procédure
3Notons que |=D Poss(a) implique Obs(a) par H8.
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regD, appelée régression par [11], qui ap-
plique récursivement ces validités jusqu’à
ce que la formule résultante ne contienne
plus d’opérateurs dynamiques. Donc, pour
toute description D et formule ϕ sans
l’opérateur CG nous avons :
|=D ϕ ssi |=ELCN regD(ϕ)
Par exemple, [toggle]Kilight est tout
d’abord réduit à Poss(toggle) →
Ki[toggle]light (par l’axiome 11) et
après à Ki¬light (par l’axiome 8) ; et
[oDark ]Ki¬light est d’abord réduit
à Poss(oDark) → Ki[oDark ]¬light
(par l’axiome 4) et ensuite à ¬light →
Ki(¬light → ¬light) (par l’axiome 1).
Comme le dernier est ELN -valide, alors|=D [oDark ][toggle]Kilight .
Notons que regD est sous-optimal, puisque
il y a des formules tel que regD(ϕ) est ex-
ponentiellement plus long que ϕ [11, Sec-
tion 4.6].
4 Logique épistémique dyna-
mique DELCN
Une tradition différente dans la modélisa-
tion de connaissance et changement a été
suivi par, par exemple, [9, 2, 15]. La lo-
gique de [16, 6] se situe dans cette tradi-
tion. Elle est basée sur les annonces pu-
bliques et les affectations publiques.
4.1 Syntaxe
Le langage de la logique épistémique
dynamique avec connaissance commune
LDELCN est définie par la BNF :
ϕ ::= p | ¬ϕ | ϕ ∧ ϕ | Kiϕ | [!ϕ]ϕ | [σ]ϕ
σ ::= p :=ϕ | p :=ϕ, σ
où p est un élément de P et i est un élément
de N .
De nouveau , la formule [α]ϕ signifie ‘ϕ
est vraie après toute exécution possible
de α’. L’action !ϕ est l’annonce publique
de ϕ.4 L’action p :=ϕ est l’affectation pu-
blique de la valeur de vérité de ϕ à l’atome
p. Par exemple, p :=⊥ est une affectation
publique, etKi[p :=⊥]¬p est une formule.
Quand des affectations sont faites en pa-
rallel, le même atome ne peut apparaître
qu’une seule fois à la gauche de l’opéra-
teur ‘:=’. Par commodité, nous identifions
(p1 :=ϕ1, . . . , pn :=ϕn) avec l’ensemble{p1 :=ϕ1, . . . , pn :=ϕn}. Nous utilisons




Le fragment deDELCN sans affectations est
la logique des annonces publiques de Plaza
(PALCN ) [9], dont nous notons le fragment
sans connaissance commune PALN .
Les annonces modélisent les actions épis-
témiques, tandis que les affectations mo-
délisent les actions ontiques. Par exemple,
l’action épistémique oDark de l’Exemple
2 est modélisée par !¬light , et l’action
ontique toggle par l’affectation σtoggle =
(light :=¬light). Cet-à-dire, la valeur de
vérité de light est inversé.
4.2 Sémantique
Un DELCN -modèle est un tuple M =
〈W,K, V 〉 défini comme pour ELCN . La re-
lation de satisfaction ‘°’ est comme avant,
plus :
M,w ° [!ϕ]ψ ssi M,w ° ϕ implique
M !ϕ, w ° ψ
M,w ° [σ]ϕ ssi Mσ, w ° ϕ
4Notons que l’opérateur d’annonce est différent de l’opéra-
teur de test de PDL (habituellement noté ϕ?) : le premier a des
effets épistémiques, mais le second n’en a pas.
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[!ϕ]p↔ (ϕ→ p)
[!ϕ]¬ψ ↔ (ϕ→ ¬[!ϕ]ψ)
[!ϕ](ψ1 ∧ ψ2)↔ ([!ϕ]ψ1 ∧ [!ϕ]ψ2)
[!ϕ]Kiψ ↔ (ϕ→ Ki[!ϕ]ψ)
[σ]p↔ σ(p)
[σ]¬ϕ↔ ¬[σ]ϕ
[σ](ϕ ∧ ψ)↔ ([σ]ϕ ∧ [σ]ψ)
[σ]Kiϕ↔ Ki[σ]ϕ
TAB. 2 – DELCN -validitées pertinentes.
où M !ϕ et Mσ sont des modifications du
modèle M définies par :
M !ϕ = 〈W !ϕ, K !ϕ, V !ϕ〉
W !ϕ = W ∩ JϕKM
K !ϕi = Ki ∩ (JϕKM × JϕKM)
V !ϕ(p) = V (p) ∩ JϕKM
et
Mσ = 〈W,K, V σ〉
V σ(p) = Jσ(p)KM
et où σ(p) est une formule affecté à p dans
σ. S’il n’y a pas d’occurrence de p :=ϕ
dans σ, alors σ(p) = p.
Comme d’habitude, ϕ est valide dans M
(notation : M ° ϕ) ssi JϕKM = W , et
ϕ est DELCN -valide (notation : |=DELCN ϕ)
ssi M ° ϕ pour tout modèle épistémique
M . Par exemple, Kip → [q := p]Kiq est
DELCN -valide.
Plusieurs DELCN -validités pertinentes sont
listées dans le Tableau 2.
Quand il n’y a pas d’occurrence de l’opé-
rateur de connaissance commune, les équi-
valences du Tableau 2 permettent la dé-
finition d’une procédure de régression
regDELN , qui élimine les opérateurs dyna-
miques de l’expression en question [16] :
|=DELCN ϕ ssi |=ELCN regDELN (ϕ)
Pourtant, la DELN -régression a le
même problème que la D-régression :
la formule résultante regDELN (ϕ)
peut être exponentiellement plus
longue que ϕ (un exemple est
〈〈〈. . . 〈>〉 . . .〉¬Ki¬>〉¬Kj¬>〉¬Ki¬>).
De plus, il n’existe pas d’équivalence de
cet type pour l’opérateur de connaissance
commune [2].
Dans les sections suivantes, nous propo-
sons une solution alternative qui évite l’ex-
plosion exponentielle. Le premier pas est
la formalisation de la liaison entre la des-
cription d’action à la Reiter D d’un coté,
et DELCN de l’autre.
5 Traduction des théories à la
Reiter dans DELCN
Les D-validités présentées dans le Tableau
1 sont similaires à celles du tableau 2.
Nous observons aussi que (1) les precondi-
tions d’exécutabilité Poss dans D peuvent
être modélisées dans DELN comme la par-
tie ‘if’ d’une action conditionnelle, comme
dans α if Poss(a) ; (2) les actions d’obser-
vation e peuvent être vues comme des an-
nonces publiques ; et (3) les actions on-
tiques o peuvent être vues comme des af-
fectations publiques.
La traduction δD de LD dans LDELCN est
donc évidente.
Définition 4 Soit une D description d’ac-
tion, soit o ∈ Ao une action ontique, et soit
e ∈ Ae une observation. Alors nous défi-
nissons
δD(e) = !Obs(e) if Poss(e)
δD(o) = σo if Poss(o)
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où σo est l’affectation complexe :
{p := γ+(o, p) ∨ p |
p ∈ Eff +(o) and p 6∈ Eff −(o)}∪
{p :=¬γ−(o, p) ∧ p |
p 6∈ Eff +(o) and p ∈ Eff −(o)}∪
{p := γ+(o, p) ∨ (¬γ−(o, p) ∧ p) |
p ∈ Eff +(o) ∩ Eff −(o)}
Notons que δD(o) est bien définie puisque
Eff +(o) et Eff −(o) sont finis par H5. Par
exemple, δD(oDark) = !¬light if ¬light ,
et δD(toggle) = light :=¬light∨(¬light∧
light), ce qui peuvent être simplifié en
δD(toggle) = light :=¬light .




δD(ϕ ∧ ψ) = δD(ϕ) ∧ δD(ψ)
δD(Kiϕ) = Ki(δD(ϕ))
δD([a]ϕ) = [δD(a)]δD(ϕ)
Soit | · | une fonction qui donne la longueur
d’une expression (y compris les paren-
thèses, virgules, etc). Nous avons la corres-
pondance suivante entre les formules dans
∧D et dans ∧DELCN (cf. Tableaux 1 et 2).
Théorème 5 Soit D une description finie
d’action à la Reiter, et soit ϕ ∈ LD. Alors
ϕ est D-satisfiable si et seulement si δD(ϕ)
est DELCN -satisfiable, et |δD(ϕ)| ≤ |ϕ| ×|D|).
La preuve est par induction sur la structure
de ϕ. Observons que D est une tuple de 5
éléments, et donc |D| ≥ 9.
Donc δD est polynomial, et le problème
de décider si pour une D et ϕ, ϕ est D-
satisfiable peut être transformé de façon
5Notons que les formules dans ∧D n’ont pas d’occurrence
de l’opérateur de connaissance commune. Il n’y a donc pas de
clause pour cet opérateur.
polynomiale dans un problème de DELCN -
satisfiabilité.
6 Une régression optimale pour
DELCN
Maintenant nous montrons une réduction
polynomiale de DELCN dans EL
C
N . L’idée
est d’éliminer d’abord les affectations, et
ensuite d’appliquer la réduction de Lutz
pour éliminer les annonces [7].
6.1 Élimination des affectations
Nous appliquons une technique qui est
standard en démonstration automatique
[8].
Proposition 6 Soit
[p1 :=ϕ1, . . . , pn :=ϕn]ψ une sous-
formule d’une formule χ dans LDELCN .
Soit ψ′ une formule obtenue de ψ par
substitution de toute occurrence de pk
par xpk où xpk est un nouveau atome
qui n’apparaît pas dans χ. Soit χ′
obtenue de χ par remplacement de














est DELN -satisfiable, où le degré mo-
dal md(ψ) est le plus grand nombre
d’opérateurs modaux enchâssés dans
ψ, et EnGϕ abrège ‘EG . . .EGϕ, n ≥ 0
fois’.
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Preuve. Pour simplifier supposons que la
sous-formule de χ est [p :=ϕ]ψ.
⇒ : Supposons que M = 〈W,K, V 〉
est un ELCN -modèle tel que M,w ° χ.
Nous construisons un ELCN -modèle Mxp =
〈W,K, Vxp〉, où Vxp(p) = V (p) for all p 6=
xp, et Vxp(xp) = JϕKM . Nous démontrons
que Mxp ° [p :=ϕ]ψ ↔ ψ′, d’où les trois
cas suivent.
⇐ : Nous supposons que M est généré par
w, et observons que Ki est une ‘modalité
maître’ (master modality) pour ELN avec
un seul agent, ainsi que CG pour ELCN ,
et ainsi que la conjunction des opérateurs
EG jusqu’au degré modal de ψ pour ELN
multi-agents. Par exemple, quand M,w °
CGχ, alors M ° CGχ.
Le renommage évite l’explosion exponen-
tielle. Ceci nous permet la définition des
opérateurs de reduction redDEL1 , redDELN
et redDELCN qui éliminent itérativement
tous les affectations.
Par exemple, considérons la
formule EDELN suivante :¬[!¬light ][light :=¬light ]Kilight . Sa
réduction est ¬[!¬light ]Kixlight ∧
Ki(xlight ↔ ¬light).
Proposition 7 redDEL1 , redDELN et
redDELCN sont des transformations poly-
nomiales, et ils préservent la satisfiabilité
dans les logiques respectives.
Preuve. La préservation de la satisfiabilité
est impliqué par la Proposition 6.
Pour les cas d’un seul agent et de connais-
sance commune nous montrons que la lon-
gueur de la reduction de χ est bornée par
|χ|×(|χ|+6), et pour le cas deDELN nous
montrons que la longueur de la réduction
de χ est bornée par |χ2×(|χ|+6). En plus,
dans la Proposition 6 la longueur de χ′ est
bornée par |χ|, la longueur de chaque équi-
valence dans B est bornée par |χ|+4, et le
nombre des équivalences est borné par le
nombre d’affectations (atomiques) dans χ,
ce qui ne dépasse pas |χ|. Dans le cas de
l’opérateur E, le nombre d’équivalences
doit être multiplié par le degré modal de
χ, qui est borné par |χ|.
6.2 Élimination des annonces
Une fois les affectations sont éliminées,
nous pouvons éliminer les annonces en uti-
lisant la procédure de Lutz. Nous n’avons
pas la place pour montrer les details, alors
nous mettons ici seulement le théorème le
plus relevant.6
Proposition 8 ([7]) Le problème de la
PALN -satisfiabilité est NP-complet si
N = 1, et PSPACE-complet si N ≥ 2.
Le problème de la PALCN -satisfiabilité est
EXPTIME-complet.
Via le Théorème 5 nous obtenons :
Corollaire 9 Le problème de la D-
satisfiabilité sans l’opérateur CG est
NP-complet si N = 1, et PSPACE-
complet si N ≥ 2. Le problème de la
D-satisfiabilité avec l’opérateur CG est
EXPTIME-complet.
7 Conclusions
Nous avons modelisé le problème du décor
dans la logique épistémico-dynamique par
6Pour une exposition extensive, le lecteur peut se rendre à
[7].
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la proposition d’une traduction des opéra-
teurs d’actions ontiques et d’actions d’ob-
servation du calcul de situations, et nous
avons également identifié la complexité du
problème de satisfiabilité des formules tra-
duite par cette méthode.
L’extension de la solution de Reiter pro-
posée par Scherl & Levesque ne permet
non seulement la formalisation des obser-
vations, mais aussi la formalisation des ac-
tions de perception (sensing ?ϕ, qui testent
si une proposition ϕ est vraie. Un tel type
d’action peut être vu comme une composi-
tion non-déterministe, c’est-à-dire, une ab-
breviation : ?ϕ = !ϕ∪!¬ϕ. L’expansion de
l’opérateur de choix non-déterministe ‘∪’
provoque une explosion exponentielle de
la formule qui ne permet pas l’integration
de cet type d’action comme primitive dans
notre approche. Il n’est pas clair pour nous
comment le SSA associé
[?ϕ]Kiψ
↔ ((ϕ→ Ki(ϕ→ [?ϕ]ψ))∧
(¬ϕ→ Ki(¬ϕ→ [?ϕ]ψ)))
pourrait être intégré dans la transformation
polynomial de Lutz. Une autre indice que
la présence des actions de perception (sen-
sing) augmente la complexité est donnée
par le résultat de [5], qui affirme que la vé-
rification de plan est Πp2-complet dans ce
cas. Nous avons l’intention de généraliser
nos résultats aux actions non-publiques,
comme dans [2, 1].
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