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In this paper, we discuss the following eigenvalue problem
−D(|Du|p−2Du)= λ|u|p−2u, in RN ,
where 1 < p < N , λ ∈R is an eigenvalue and u ≡ 0 is an eigenfunction. The main purpose
of this paper is to prove that the weak form of the eigenvalue problem∫
RN
|Du|p−2DuDϕ dx = λ
∫
RN
|u|p−2uϕ dx, ∀ϕ ∈ W 1,p(RN),
has only the trivial solution for any p.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
In this paper we will be concerned with the eigenvalue problem of the following p-Laplacian equation in RN
−D(|Du|p−2Du)= λ|u|p−2u, x ∈RN , (1.1)
where 1 < p < N , λ ∈R is an eigenvalue and u ≡ 0 is an eigenfunction. We are looking for u ∈ W 1,p(RN ) which solves the
weak form of (1.1)∫
RN
|Du|p−2DuDϕ dx = λ
∫
RN
|u|p−2uϕ dx, ∀ϕ ∈ W 1,p(RN). (1.2)
If p = 2, this is the eigenvalue problem of the Laplacian operator
−u = λu, x ∈RN . (1.3)
The weak form of (1.3) is as follows:∫
RN
DuDϕ dx = λ
∫
RN
uϕ dx, ∀ϕ ∈ H1(RN). (1.4)
Problem (1.3) (or (1.4)) has only the trivial solution u ≡ 0, which has been proved using the Fourier transformation in [1].
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the following problem∫
RN
|Du|p−2DuDϕ dx =
∫
RN
(
λup−1+ − μup−1−
)
ϕ dx, ∀ϕ ∈ W 1,p(RN), (1.5)
where u± = max{±u,0}, (λ,μ) ∈R2. Two important examples are as follows:
Example 1.1. λ = μ, (1.5) is the eigenvalue problem (1.2) of the p-Laplacian operator.
Example 1.2. p = 2, (1.5) is the Fucˇik spectrum problem of the Laplacian operator. A point (λ,μ) ∈ R2 is called a Fucˇik
eigenvalue if (1.5) has a nontrivial solution u ∈ H1(RN ). The corresponding solution u is called a Fucˇik eigenfunction. The
collection of all Fucˇik eigenvalues is called the Fucˇik spectrum.
Here is the main result.
Theorem 1.1. For 1 < p < N, (1.5) has only the trivial solution u ≡ 0.
This non-existence result plays an important role on the existence of solutions of the nonlinear eigenvalue problems
which are related to (1.2) (or (1.5)). The corresponding nonlinear equations will be considered in a later section of this
paper.
For p = 2, it is well known that (−, H10(Ω)) has a sequence of eigenvalues {ξk} with 0 < ξ1 < ξ2  · · ·  ξk  · · ·
and ξk → ∞ as k → ∞, where Ω ⊂ RN is a bounded smooth domain, see [2]. When the domain is unbounded, say the
whole space RN , weights are usually introduced, which then allow to obtain eigenvalues. The eigenvalue problems of the
Schrödinger operator with potential V (i.e., (− + V , H1(RN ))) have been completely discussed, see for example [3–5]
and the references therein. For p > 2, the eigenvalue problems for the p-Laplacian subject to zero Dirichlet boundary
conditions on a bounded domain (i.e., (−p,W 1,p0 (Ω))) have been studied extensively during the past two decades and
many interesting results have been obtained, see, for example, [6,7]. Eigenvalue problems of the p-Laplacian in RN with
weights have also been studied in [8,9]. The authors of all the mentioned papers have proved that there exists a sequence
of eigenvalues converging to inﬁnity. To the best of our knowledge, the non-existence result of the eigenvalue problem for
Laplacian operator has been considered using the Fourier transformation in [1], and the p-Laplacian operator in the whole
space RN has not been considered.
We will prove the non-existence result for p-Laplacian operator. The main ingredient in the proof is the Pohožaev type
identity. In a bounded domain, the Pohožaev identity and the non-existence result for Dirichlet problems with Laplacian
are obtained in [10], and the corresponding results are also generalized to the case of p-Laplacian in [11,12]. The Pohožaev
identity and some non-existence results for Dirichlet problems with p(x)-Laplacian are obtained in [13]. However, the results
of [10] and [11] concern the classical solutions u ∈ C2, and the weak solutions are considered in the space W 2,p in [12,13].
Here we consider the W 1,p weak solutions.
The paper is organized as follows. In Section 2 we consider the eigenvalue problem for the p-Laplacian in RN . As an
application, in Section 3, we discuss the existence of solutions for nonlinearity problems.
Throughout this paper, → and ⇀ denote the strong convergence and the weak convergence, respectively. BR denotes
the ball in RN centered at zero with radius R . | · |q denotes the standard norm in Lq(RN ) for 1  q  +∞ and ‖ · ‖ the
standard norm in W 1,p(RN ). We use 〈·,·〉 as the duality pairing between (W 1,p(RN ))′ and W 1,p(RN ), and (·,·) as the inner
product in RN . c denotes (possibly different) positive constant.
2. Proof of the main result
In the following we will prove Theorem 1.1. The main ingredient in the proof is the Pohožaev type identity.
Proof of Theorem 1.1. Let f (t) = λt p−1+ − μt p−1− , and F (t) =
∫ t
0 f (s)ds, then F (t) = t f (t)/p. Take ϕ = u in (1.5), we have∫
RN
|Du|p dx =
∫
RN
f (u)u dx = p
∫
RN
F (u)dx. (2.1)
Theorem 1.1 follows from (2.1) and the following Pohožaev type identity
N − p
p
∫
RN
|Du|p dx = N
∫
RN
F (u)dx,
which has its own interest. In fact, it follows from (2.1) and the Pohožaev type identity that
∫
RN
|Du|p dx = 0, hence
u ≡ 0. 
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( f1) | f (t)| c(|t|p−1 + |t|q−1), for t ∈R, where p < q p∗ = NpN−p .
Then every solution u of the following problem∫
RN
|Du|p−2DuDϕ dx =
∫
RN
f (u)ϕ dx, ∀ϕ ∈ W 1,p(RN) (2.2)
satisﬁes the identity
N − p
p
∫
RN
|Du|p dx = N
∫
RN
F (u)dx.
Proof. (1) We ﬁrstly prove the proposition under a more restrictive condition, namely
( f1)′ | f (t)| c|t|p−1, for t ∈R.
Denote Diu = ∂u/∂xi , iu(x) = (u(x + hei) − u(x))/h, where ei is the unit vector along coordinate xi . We take a cut-off
function ψ ∈ C∞0 (RN ), ψ(x) = 1 for |x| R , ψ(x) = 0 for |x| 2R , and |∇ψ | 2/R for all x ∈ RN . Let ϕ = ψ
∑N
j=1 x j ju,
then we have ϕ ∈ W 1,p(RN ). Take such a ϕ as the test function in (2.2),∫
RN
|Du|p−2DuD
(
N∑
j=1
ψx j ju
)
dx =
∫
RN
f (u)
N∑
j=1
ψx j ju dx. (2.3)
A straightforward computation gives us∫
RN
|Du|p−2DuD
(
N∑
j=1
ψx j ju
)
dx =
N∑
i, j=1
∫
RN
|Du|p−2DiuDi(ψx j ju)dx
=
N∑
i, j=1
∫
RN
|Du|p−2DiuDiψx j ju dx+
N∑
i, j=1
∫
RN
|Du|p−2Diuψδi j ju dx
+
N∑
i, j=1
∫
RN
|Du|p−2Diuψx j Di ju dx
= I + II + III,
where δi j is the Kronecker symbol, that is, δi j = 1 when i = j and 0 otherwise. Now we estimate the three terms on the
right. Let h → 0, we obtain
I =
N∑
i, j=1
∫
RN
|Du|p−2DiuDiψx j ju dx →
N∑
i, j=1
∫
RN
|Du|p−2DiuDiψx j D ju dx =
∫
RN
|Du|p−2(Du, Dψ)(Du, x)dx,
and as h → 0,
II →
N∑
i, j=1
∫
RN
|Du|p−2Diuψδi j D ju dx =
∫
RN
|Du|pψ dx.
Additionally,
III =
N∑
j=1
∫
RN
|Du|p−2(Du, j Du)ψx j dx
= 1
p
N∑
j=1
∫
RN
 j|Du|pψx j dx− 1
p
N∑
j=1
∫
RN
(
 j|Du|p − p|Du|p−2
(
Du, j(Du)
))
ψx j dx
= III1 − III2.
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|y|p − |x|p  p|x|p−2(x, y − x), ∀x, y ∈RN . (2.4)
Since u satisﬁes (2.2), we obtain by (2.4),
|III2| c
N∑
j=1
∫
RN
(
 j|Du|p − p|Du|p−2(Du, j Du)
)
dx
= c
N∑
j=1
∫
RN
(
 j
(
f (u)u
)− pf (u) ju)dx
= cp
N∑
j=1
∫
RN
(
 j F (u) − f (u) ju
)
dx
= cp
N∑
j=1
∫
RN
(
f (uˆ) − f (u)) ju dx,
where c = c(R), uˆ is between u and u(· + he j). By the Hölder inequality,
|III2| c
N∑
j=1
∣∣ f (uˆ) − f (u)∣∣p′ | ju|p  c
N∑
j=1
∣∣ f (uˆ) − f (u)∣∣p′ |D ju|p,
where 1/p + 1/p′ = 1. By u(· + he j) → u in Lp(RN ), we obtain that uˆ → u in Lp(RN ), and also by ( f1)′ , then we have∣∣ f (uˆ) − f (u)∣∣p′ → 0 as h → 0.
Note that |D ju|p  |Du|p < ∞, and hence |III2| → 0 as h → 0. For III1, we have
|III1| = 1
p
N∑
j=1
∫
RN
 j
(|Du|pψx j)dx− 1
p
N∑
j=1
∫
RN
|Du|p(x+ he j) j(ψx j)dx
= − 1
p
N∑
j=1
∫
RN
|Du|p(x+ he j) j(ψx j)dx
→ − 1
p
N∑
j=1
∫
RN
|Du|p(x)D j(ψx j)dx (as h → 0)
= −N
p
∫
RN
|Du|pψ dx− 1
p
∫
RN
|Du|p(Dψ, x)dx.
We now turn to estimate the right of (2.3).
∫
RN
f (u)
N∑
j=1
ψx j ju dx →
∫
RN
f (u)ψ(Du, x)dx (as h → 0)
=
∫
RN
ψ
(
DF (u), x
)
dx
=
∫
RN
D
(
F (u)ψx
)
dx−
∫
RN
F (u)(Dψ, x)dx− N
∫
RN
F (u)ψ dx
= −
∫
RN
F (u)(Dψ, x)dx− N
∫
RN
F (u)ψ dx.
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RN
|Du|p−2(Du, Dψ)(Du, x)dx+
∫
RN
|Du|pψ dx− N
p
∫
RN
|Du|pψ dx− 1
p
∫
RN
|Du|p(Dψ, x)dx
= −
∫
RN
F (u)(Dψ, x)dx− N
∫
RN
F (u)ψ dx.
Thus
N − p
p
∫
RN
|Du|pψ dx+ 1
p
∫
RN
|Du|p(Dψ, x)dx =
∫
RN
|Du|p−2(Du, Dψ)(Du, x)dx
+ N
∫
RN
F (u)ψ dx+
∫
RN
F (u)(Dψ, x)dx. (2.5)
Let R → ∞, and notice that |Dψ | 2/R , supp(Dψ) ⊂⊂ {x ∈RN | R  |x| 2R}, then∣∣∣∣
∫
RN
|Du|p(Dψ, x)dx
∣∣∣∣ 4
∫
R|x|2R
|Du|p dx → 0, as R → ∞.
Also, as R → ∞,∫
RN
|Du|p−2(Du, Dψ)(Du, x)dx → 0,
∫
RN
F (u)(Dψ, x)dx → 0.
On the other hand, as R → ∞,∫
RN
|Du|pψ dx →
∫
RN
|Du|p dx,
∫
RN
F (u)ψ dx →
∫
RN
F (u)dx.
Hence let R → ∞ in (2.5), we obtain the Pohožaev type identity,
N − p
p
∫
RN
|Du|p dx = N
∫
RN
F (u)dx. (2.6)
(2) Now we suppose that f satisﬁes the condition ( f1), that is | f (t)|  c(|t|p−1 + |t|q−1), q  p∗ = Np/(N − p). Using
Moser’s iteration, we can show that the weak solutions are in L∞(RN ). Thus there exists a constant c, dependent on |u|∞ ,
such that | f (t)| c|t|p−1. By the argument of (1), we have the Pohožaev type identity (2.6).
In summary, we know that Proposition 2.1 is true for the right-hand side f satisfying the growth condition ( f1). 
Moreover, if f = t p∗−1 for t > 0, we have the following p-Laplacian equation with critical growth:
−pu = |u|p∗−2u, in RN .
We know that there exists a family of solutions of this equation:
Uε = CN,pε
N−p
p2
(ε + |x|p′) N−pp
(ε > 0),
where p′ = p/(p − 1), the constant CN,p = [N( N−pp−1 )p−1](N−p)/p
2
(see [14]). So we have the following generalization of
Theorem 1.1:
Theorem 2.1. Suppose that f satisﬁes ( f1) and ( f2)
( f2)
Np
N−p t f (t) F (t), for t ∈R.
Then Eq. (2.2) has a nontrivial solution u, if and only if Np t f (t) = F (t), for all t in the range of u, that is f = λt p∗−1+ − μt p
∗−1
− .N−p
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RN
(
Np
N − p u f (u) − F (u)
)
dx = 0.
Hence, the conclusion is true. 
Corollary 2.1. The p-Laplacian operator in RN has no eigenvalues, that is, the following equation∫
RN
|Du|p−2DuDϕ dx = λ
∫
RN
|u|p−2uϕ dx, ∀ϕ ∈ W 1,p(RN)
has only the trivial solution.
Corollary 2.2. The Laplacian operator in RN has no Fucˇik spectrum, that is, the following equation∫
RN
DuDϕ dx =
∫
RN
(λu+ − μu−)ϕ dx, ∀ϕ ∈ H1
(
R
N)
has only the trivial solution.
3. Application of Theorem 1.1
As an application of Theorem 1.1, we discuss the existence of solutions for the following nonlinear equation:
−D(|Du|p−2Du)+ λV (x)|u|p−2u = g(u), in RN , (3.1)
where λ > 0 is a parameter, the function V satisﬁes the conditions
(V1) 0 V (x) 1 = lim|x|→∞ V (x), V ≡ 0.
(V2) There exist c,m, R > 0 such that V (x) 1− c|x|m for |x| R .
We shall make the following assumptions on g .
(g1) g(t) ∈ C(R), g(t)t > 0 for all t ∈R, t = 0.
(g2) lim|t|→0 g(t)|t|p−2t = 0.
(g3) There exists α ∈ (0,∞) such that lim|t|→∞ g(t)|t|p−2t = α.
(g4) g(t)/t is nondecreasing in t  0, and nonincreasing in t  0.
The functional I : W 1,p(RN ) →R corresponding to the problem (3.1) is deﬁned by
I(u) = 1
p
∫
RN
|Du|p dx+ 1
p
λ
∫
RN
V (x)|u|p dx−
∫
RN
G(u)dx (3.2)
where G(t) = ∫ t0 g(s)ds. It is easy to see that I is a C1 functional, and that u is a solution of (3.1) if and only if u is a critical
point of the functional I . It is known that when we prove the existence of the weak solutions for variational equations by
means of the critical point theory, it is very important to verify that the functional I satisﬁes compactness conditions. In
general, if the nonlinear term g is asymptotically linear at inﬁnity, we need to verify that I satisﬁes the (Cerami)c condition,
i.e., any sequences {un} ⊂ W 1,p(RN ) with I(un) → c, (1+ ‖un‖)‖I ′(un)‖ → 0 possesses a convergent subsequence. For this,
we should ﬁrst show that any (Cerami)c sequences {un} of I are bounded in W 1,p(RN ). In this aspect, we have the following
proposition.
Proposition 3.1. Assume that
(g5) α is not an eigenvalue of the Schrödinger operator
u → Lλu = −D
(|Du|p−2u)+ λV (x)|u|p−2u,
or equivalently, that the following equation
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RN
|Du|p−2DuDϕ dx+ λ
∫
RN
V (x)|u|p−2uϕ dx = α
∫
RN
|u|p−2uϕ dx, ∀ϕ ∈ W 1,p(RN)
has only the trivial solution. And assume that (V1) and the conditions (g1)–(g4) hold, then any (Cerami)c sequences {un} of I are
bounded in W 1,p(RN ).
Proof. Let {un} be a sequence in W 1,p(RN ) such that I(un) → c, (1 + ‖un‖)‖I ′(un)‖ → 0 as n → ∞, then we have
〈I ′(un),ϕ〉/‖un‖ = o(1), that is,∫
RN
|Dun|p−2DunDϕ dx+ λ
∫
RN
V (x)|un|p−2unϕ dx−
∫
RN
g(un)ϕ dx = o(1)‖ϕ‖, ∀ϕ ∈ W 1,p
(
R
N). (3.3)
If {|un|p} is bounded, then take ϕ = un in (3.3), and by the conditions (g1)–(g3) we obtain {un} is bounded in W 1,p(RN ).
Now suppose that |un|p → ∞ as n → ∞. Let vn = un/|un|p , then |vn|p = 1, and by (3.3),∫
RN
|Dvn|p−2DvnDϕ dx+ λ
∫
RN
V (x)|vn|p−2vnϕ dx−
∫
RN
g(|un|p vn)
|un|p−1p
ϕ dx = o(1)‖ϕ‖, ∀ϕ ∈ W 1,p(RN). (3.4)
Take ϕ = vn in (3.4), by the conditions (g1)–(g3) and |vn|p = 1, then we know that {‖vn‖} is bounded. We apply a variant
of the Concentration–Compactness principle [15] which was essentially based on [16]. There exists a subsequence (still
denoted by {vn}) such that one of the following cases occurs:
(a) (Non-vanishing) There exist ν, R > 0 and {yn} ⊂RN such that limn→∞
∫
BR (yn)
|vn|p dx = ν > 0.
(a.1) {yn} is unbounded, we may suppose |yn| → ∞ as n → ∞.
(a.2) {yn} is bounded, we may suppose yn = 0, ∀n.
(b) (Vanishing) limn→∞ supy∈RN
∫
BR (y)
|vn|p dx = 0, ∀R > 0.
Next we prove that the above three cases will lead to a contradiction.
Claim 1. Non-vanishing cannot occur if {yn} is unbounded.
If {yn} is unbounded, passing to a subsequence we may assume that |yn| → ∞(n → ∞). Let v˜n(x) = vn(x − yn), then
‖v˜n‖ is bounded. Passing to a subsequence, we assume that v˜n ⇀ v in W 1,p(RN ), v˜n → v in Lqloc(RN ), p  q < p∗ =
Np/(N − p), and v˜n(x) → v(x) for a.e. x ∈RN . Since∫
BR (0)
|v|p dx = lim
n→∞
∫
BR (0)
|v˜n|p dx = lim
n→∞
∫
BR (yn)
|vn|p dx = ν > 0,
we have v ≡ 0. We will show that v˜n → v in W 1,ploc (RN ). v˜n satisﬁes∫
RN
|Dv˜n|p−2D v˜nDϕ dx+ λ
∫
RN
V (x)|v˜n|p−2 v˜nϕ dx−
∫
RN
g(|un|p v˜n)
|un|p−1p
ϕ dx = o(1)‖ϕ‖, ∀ϕ ∈ W 1,p(RN). (3.5)
Let ϕ ∈ C∞0 (RN ), then∫
RN
(|Dv˜n|p−2Dv˜n − |Dv˜m|p−2Dv˜m, D(v˜n − v˜m)ϕ)dx
= λ
∫
RN
V (x+ yn)
(|v˜n|p−2 v˜n − |v˜n|p−2 v˜n)(v˜n − v˜m)ϕ dx
+
∫
RN
(
g(|un|p v˜n)
|un|p−1p
− g(|un|p v˜m)
|un|p−1p
)
(v˜n − v˜m)ϕ dx+ o(1)
∥∥(v˜n − v˜m)ϕ∥∥
 c
∫
RN
(|v˜n|p−1 + |v˜m|p−1)|(v˜n − v˜m)ϕ|dx+ o(1)
 c
∣∣(v˜n − v˜m)ϕ∣∣ + o(1) → 0, asm,n → ∞. (3.6)p
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where d1, d2 are some constants. For p  2, it follows from (3.6) and (3.7) that∫
RN
|Dv˜n − Dv˜m|pϕ dx  c
∫
RN
(|Dv˜n|p−2Dv˜n − |Dv˜m|p−2Dv˜m, D(v˜n − v˜m))ϕ dx
 c
∫
RN
(|Dv˜n|p−2Dv˜n − |Dv˜m|p−2Dv˜m, D(v˜n − v˜m)ϕ)dx
+ c
∫
RN
(|Dv˜n|p−1 + |Dv˜m|p−1)|v˜n − v˜m||Dϕ|dx
→ 0, asm,n → ∞.
For 1 < p  2, it follows from (3.6) and (3.8) that(∫
RN
|Dv˜n − Dv˜m|pϕ dx
)2/p

∫
RN
|Dv˜n − Dv˜m|2
(|Dv˜n| + |Dv˜m|)2−p ϕ dx
(∫
RN
(|Dv˜n| + |Dv˜m|)pϕ dx
)(2−p)/p
 c
∫
RN
(|Dv˜n|p−2Dv˜n − |Dv˜m|p−2Dv˜m, Dv˜n − Dv˜m)ϕ dx → 0, as n, m → ∞.
So in any cases, {v˜n} strongly converges to v in W 1,ploc (RN ). Take ϕ ∈ C∞0 (RN ) in (3.5), and note that lim|y|→∞ V (y) = 1.
Since also g(|un|p v˜n)/|un|p−1p → α|v|p−2v a.e. x ∈ RN as n → ∞, it follows by Lebesgue’s dominated convergence theorem
that ∫
RN
|Dv|p−2DvDϕ dx+ λ
∫
RN
|v|p−2vϕ dx = α
∫
RN
|v|p−2vϕ dx, ∀ϕ ∈ C∞0
(
R
N).
Here, we can change ϕ ∈ C∞0 (RN ) to any ϕ ∈ W 1,p(RN ). And so α − λ is an eigenvalue of the p-Laplacian operator, which
contradicts Theorem 1.1.
Claim 2. Non-vanishing cannot occur if {yn} is bounded.
If {yn} is bounded, we suppose that yn = 0, ∀n. Similar to the proof of Claim 1, passing to a subsequence of {vn}, there
exists v ≡ 0 such that vn ⇀ v in W 1,p(RN ), vn → v in Lqloc(RN ), p  q < p∗ = NpN−p , vn ⇀ v in W 1,ploc (RN ), and v˜n(x) → v(x)
for a.e. x ∈RN . Since vn satisﬁes (3.4), and by the condition (g3), we obtain∫
RN
|Dv|p−2DvDϕ dx+ λ
∫
RN
V (x)|v|p−2vϕ dx = α
∫
RN
|v|p−2vϕ dx, ∀ϕ ∈ W 1,p(RN).
This is impossible since α is not an eigenvalue of the Schrödinger operator Lλ .
Claim 3. Vanishing cannot occur.
The proof of this claim is similar to Lemma 3.2 in [18] (see also [19, Proposition 2.1]). The condition (g4) is used here.
Combining Claims 1, 2 and 3, we see that {un} is bounded in W 1,p(RN ). 
About the nonlinear equation (3.1), we state the following theorem and do not give the proof. Let us give some deﬁni-
tions. Deﬁne
Σ =
{
u ∈ W 1,p(RN): ∫
RN
|u|p dx = 1
}
,
Σ2 =
{
A ⊂ Σ: −A = A, γ (A) 2},
α2 = inf
A∈Σ2
sup
u∈A
Φ(u),
where Φ(u) = ∫ N (|∇u|p + λV (x)|u|p)dx, γ (A) is the genus of a symmetric set A.R
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result.
Theorem 3.1. Assume that (V1), (V2) and (g1)–(g5) hold. If α > α2 , then the problem (3.1) has a sign-changing solution (besides the
positive one and the negative one).
Sketch of the proof. The proof mainly consists of three steps.
(1) Verify that I satisﬁes the (Cerami)c condition. The key point is to prove the boundedness of a (Cerami)c sequence,
where just our proposition plays a role, see Proposition 3.1.
(2) By the Mountain Pass Lemma, we can ﬁnd a (Cerami)c sequence which converges to a positive solution (a negative
solution) of I .
(3) By the method of invariant sets (see [20,21]), we can ﬁnd a (Cerami)c sequence of sign-changing functions which
converges to a sign-changing solution of I .
In (2) and (3), to analyse the (Cerami)c sequence we may apply the Concentration–Compactness principle (see [16]). 
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