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Abstract
For α > 0, we study the singular integral operators TΩ,α and the Marcinkiewicz integral operator μΩ,α .
The kernels of these operators behave like |y|−n−α near y = 0, and contain a distribution Ω on the unit
sphere Sn−1. We prove that if Ω ∈ Hr(Sn−1) (r = (n − 1)/(n − 1 + α)) satisfying certain cancellation
condition, then both TΩ,α and μΩ,α can be extend to be the bounded operators from the Sobolev space
L
p
α(R
n) to the Lebesgue space Lp(Rn). The result improves and extends some known results.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Let Sn−1 be the unit sphere in Rn (n 2) with normalized Lebesgue measure dσ = dσ(y′).
For α > 0 and r = (n − 1)/(n − 1 + α), let Ω be a distribution on the Hardy space Hr(Sn−1)
satisfying 〈Ω,Ym〉 = 0 for all spherical harmonic polynomials Ym whose degrees  [α], the
greatest integer part of α, where 〈 , 〉 denotes the paring on Sn−1.
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(a, b), and let
Lε(t) = h(t)χ(ε,∞)(t)t−1−α.
For f ∈ S(Rn) and y = 0, write f (x − y) = f (x − ty′) = fx,t (y′) with y′ = |y|. The singular
integral operator TΩ,α is defined on the test function space S(Rn) as
TΩ,αf (x) = lim
ε→0
∞∫
0
Lε(t)〈Ω,fx,t 〉dt. (1.1)
In the case α = 0, TΩ,α is the classical singular integral operator which was studied by many
authors. The reader can see [2–4,6,13–17,19–21], among numerous references. In the case α > 0,
the authors in [5] established the following theorem:
Theorem A. Let 1 < p < ∞ and p˜ = max{p,p′}. Suppose that Ω ∈ Hr(Sn−1) with r = (n−1)/
(n − 1 + α) and satisfies
〈Ω,Ym〉 = 0 (1.2)
for all spherical harmonic polynomials Ym whose degrees mN , where N is an integer larger
than αp˜/2 − 1. Then
‖TΩ,αf ‖Lp(Rn)  ‖Ω‖Hr(Sn−1)‖f ‖Lpα(Rn) (1.3)
for all f ∈ S(Rn), where Lpα(Rn) denotes the homogeneous Sobolev space.
It is known (see [11], for example) that the singular integral operator TΩ,α is related closely
to the Marcinkiewicz integral operator. Therefore, the following question is very natural:
Question 1. Is there an analogy of Theorem A on the Marcinkiewicz integral operator?
In this paper, we will give a positive answer for the above question. The purpose of this
paper is two-fold. First we will give a unified proof on the result for both singular integral and
Marcinkiewicz integral. Second, using a method different from [5], we show that the cancellation
of Ω in Theorem A can be relaxed.
Let fx,s be defined as in (1.1) and b(s, t) be a bounded function on R+ × R. Suppose that
Ω ∈ Hr(Sn−1) satisfies (1.2) for all m [α]. Denote, for t ∈ R and x ∈ Rn,
FΩ,t (f )(x) = 2−t
2t∫
0
b
(
s,2t
)〈Ωx,fx,s〉ds.
The Marcinkiewicz integral operator μΩ,α and the singular integral operator TΩ,α are defined on
the test function space S(Rn), respectively, by
μΩ,α(f )(x) =
(∫
R
2−2tα
∣∣FΩ,t (f )(x)∣∣2 dt)1/2, (1.4)
TΩ,α(f )(x) =
∫
2−tαFΩ,t (f )(x) dt. (1.4′)
R
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check that if let b(s,2t ) = h(s)χ(1/2,1)(s2−t ), then , up to a constant, TΩ,α(f )(x) is the same as
the operator TΩ,α(f )(x) defined in (1.1). The following theorem is the main result in this paper.
Theorem 1. Let 1 < p < ∞. For α  0, suppose that Ω ∈ Hr(Sn−1) with r = (n−1)/(n−1+α)
and satisfies
〈Ω,Ym〉 = 0 (1.5)
for all {Ym(y′)} with degree m [α]. Then
‖μΩ,αf ‖Lp(Rn)  C‖Ω‖Hr(Sn−1)‖f ‖Lpα(Rn), (1.6)
‖TΩ,αf ‖Lp(Rn)  ‖Ω‖Hr(Sn−1)‖f ‖Lpα(Rn) (1.6′)
for all f ∈ S(Rn), where Lpα(Rn) denotes the homogeneous Sobolev space, and C is a constant
independent of f and Ω .
Clearly, (1.6′) is an improvement of Theorem A. Recently, (1.6′) was independently obtained
in [7], by a refinement of the proof in [5].
Throughout this paper, the letter C will denote a positive constant which may vary at each
occurrence, but is independent of the essential variable. We also denote f (x) ∼= g(x) if there are
positive constants A and B independent of x such that Af (x) g(x) Bf (x).
2. Definitions and lemmas
The Poisson kernel on Sn−1 is defined by
Prx′(y
′) = 1 − r
2
|rx′ − y′|n ,
where 0 r < 1 and x′, y′ ∈ Sn−1. For any f ∈ S ′(Sn−1), we define the radial maximum func-
tion P+f (x′) by
P+f (x′) = sup
0r<1
∣∣〈f,Prx′ 〉∣∣,
where S ′(Sn−1) is the space of Schwartz distributions on Sn−1. The Hardy space Hr(Sn−1),
0 < r  1, is the linear space of distributions f ∈ S ′(Sn−1) with the finite norm
‖f ‖Hr(Sn−1) =
∥∥P+f ∥∥
Lr
(
Sn−1) < ∞.
The space Hr(Sn−1) was studied in [8,9] (see also [10]). We remark that S1 and S2 are compact
Lie groups, and for Hr on a compact group, the reader can see [1].
An important property of Hr(Sn−1) is the atomic decomposition, which will be reviewed
below. An exceptional atom E(x) is an L∞(Sn−1) function bounded by one. A regular Hr atom
is an L∞(Sn−1) function a(x′) which satisfies
(2.1) supp(a) ⊂ {x′ ∈ Sn−1: |x′ − x′0| < ρ} for some x′0 ∈ Sn−1 and 2 ρ > 0;
(2.2) ∫
Sn−1 a(x
′)Ym(x′) dσ (x′) = 0, for all spherical harmonic polynomials Ym with degrees
mN , where N is the greatest integer part of [(n − 1)(1/r − 1)];
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(2.3′) ‖a‖L∞(Sn−1)  ρ−(n−1)/α , if r = (n − 1)/(n − 1 + α).
From [8,9] or [10], we find that any Ω ∈ Hr(Sn−1) has an atomic decomposition
Ω =
∞∑
j=1
λjaj +
∞∑
i=1
νiEi,
where each aj is an Hr atom; each Ei is an exceptional atom, and
∞∑
j=1
|λj |r +
∞∑
i=1
|νi |r  C‖Ω‖Hr(Sn−1).
In [5], we observed that if Ω ∈ Hr(Sn−1) satisfies the cancellation condition (1.5), then all the
atoms in the atomic decomposition of Ω can be chosen to be Hr atoms. Also, as it was discussed
in [5], to prove the theorem, without loss of generality, we can assume that Ω is an Hr atom with
support in B(1, ρ) ∩ Sn−1, where 1 = (1, . . . ,0) is the north pole on the sphere, and prove that
the constant C in (1.6) and (1.6′) is independent of the atoms.
Let {τt : t ∈ R} be a family of linear operators acting on the test function space S(Rn). Define
the operator
Δτ (f )(x) =
(∫
R
∣∣τt (f )(x)∣∣2 dt)1/2,
and
Tτ (f )(x) =
∫
R
τt (f )(x) dt.
The following result is Theorem 1 in [11]:
Theorem B. (See [11].) Let m,n ∈ N and A : Rn → Rm be a linear transformation. Suppose
that there are constants Cq and C such that for any family {ft , t ∈ R} ⊂ S(Rn), one has
(i) ‖supt∈R |τt (ft )|‖Lq(Rn)  Cq‖supt∈R |ft |‖Lq(Rn) for all q > p0, with some p0 ∈ (1,∞);
(ii) there are constants a, b > 0, such that |τ̂t (ft )(ξ)|  C min{|2tA(ξ)|a, |2tA(ξ)|−b}|fˆt (ξ)|
for all ξ ∈ Rn;
(iii) ‖‖τt (ft )‖L1(R)‖L1(Rn)  Cq‖‖ft‖L1(R)‖L1(Rn).
Then for every p,2p0(p0 + 1)−1 < p < 2p0(p0 − 1)−1, there exists Cp > 0 such that∥∥Δτ (f )∥∥Lp(Rn) Cq‖f ‖Lp(Rn), (2.4)
and ∥∥Tτ (f )∥∥Lp(Rn)  Cq‖f ‖Lp(Rn) (2.4′)
for all f ∈ S(Rn).
Theorem B is the main criterion that will be used to prove Theorem 1.
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The case α = 0 was proved in [11], so we only need to show the theorem for α > 0. We will
prove Theorem 1 in three different cases: 0 < α < 1, α ∈ N, and α is a non-integer that is larger
than 1.
Case 1. 0 < α < 1. By [18] or [23], we can view that the Sobolev space Lpα(Rn) is the Triebel–
Lizorkin space F˙ α,2p . By the definition of F˙ α,2p , for any test function f ∈ Lpα(Rn), we may write
f = Gα ∗ fα , where ‖fα‖Lp(Rn) ∼= ‖f ‖Lpα(Rn),G(x) = |x|−n+α and Ĝα(ξ) ∼= |ξ |−α.
Let Ω be an Hr atom with support in B(1, ρ) ∩ Sn−1. We now write
2−tαFΩ,t (f )(x) = τt ∗ fα(x),
where
τt (z) = 2−t−tα
2t∫
0
b(s, t)
∫
Sn−1
Ω(y′)
[
Gα(z − sy′) − Gα(z − s1)
]
dσ(y′) ds.
Since ‖fα‖Lp(Rn) ∼= ‖f ‖Lpα(Rn), by Theorem B, to prove Theorem 1 it suffices to check that the
family of measures {τt : t ∈ R} satisfies (i), (ii) and (iii) in Theorem B. By Fubini’s theorem,∥∥∥∥τt (ft )∥∥L1(R)∥∥L1(Rn) = ∥∥∥∥τt (ft )∥∥L1(Rn)∥∥L1(R)  C∥∥(‖ft‖L1(Rn)‖τt‖)∥∥L1(R),
where
‖τt‖ C2−t (1+α)
2t∫
0
∫
Sn−1
∣∣Ω(y′)∣∣ ∫
Rn
∣∣Gα(z − sy′) − Gα(z − s1)∣∣dzdσ(y′) ds.
Thus, to check {τt } to satisfy (iii), it suffices to show ‖τt‖ C uniformly for t ∈ R. We write∫
Rn
∣∣Gα(z − sy′) − Gα(z − s1)∣∣dz
=
∫
|z−s1|2sρ
∣∣Gα(z − sy′) − Gα(z − s1)∣∣dz + ∫
|z−s1|<2sρ
∣∣Gα(z − sy′) − Gα(z − s1)∣∣dz
:= I1 + I2.
In the integral I1, we change variables z − s1 → y (and again write y by z) so that
I1 =
∫
|z|2sρ
∣∣Gα(z + s(1 − y′))− Gα(z)∣∣dz.
Note that |s(1 − y′)| Csρ < C|z|/2. By the mean value theorem,
I1 C
∫
|z|2sρ
sρ|z|α−1−n dz Csρ(sρ)α−1 = C(sρ)α.
The integral I2 is dominated by J1 + J2, where
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∫
|z−s1|<2sρ
∣∣Gα(z − sy′)∣∣dz, J2 = ∫
|z|<2sρ
∣∣Gα(z)∣∣dz.
Let y = z − sy′. In J1 we have |y| |z − s1| + |s1 − sy′| 3sρ. This gives
J1 C
∫
|y|<3sρ
|y|α−n dy = C(sρ)α.
Similarly, we can have J2  C(sρ)α. Therefore, we have
‖τt‖ C2−t (1+α)
2t∫
0
sα
∫
Sn−1
∣∣Ω(y′)∣∣ρα dσ(y′) ds C.
To prove (i), we write f ∗ = supt∈R |ft |. Thus
sup
t∈R
∣∣τt (ft )∣∣
 C sup
t∈R
2−t−tα
2t∫
0
∫
Sn−1
∣∣Ω(y′)∣∣ ∫
Rn
f ∗(x − z)∣∣Gα(z − sy′) − Gα(z − s1)∣∣dzdσ(y′) ds.
In the above integral, we write∫
Rn
f ∗(x − z)∣∣Gα(z − sy′) − Gα(z − s1)∣∣dz
=
∫
|z−s1|2sρ
f ∗(x − z)∣∣Gα(z − sy′) − Gα(z − s1)∣∣dz
+
∫
|z−s1|<2sρ
f ∗(x − z)∣∣Gα(z − sy′) − Gα(z − s1)∣∣dz
:= I1(f )(x) + I2(f )(x)
where y′ ∈ B(1, ρ) ∩ Sn−1.
In the integral I1(f ), we change variables z − s1 → y and write y by z. Then
I1(f ) = C
∫
|z|2sρ
f ∗(x − z − s1)∣∣Gα(z + s(1 − y′))− Gα(z)∣∣dz.
Note that |s(1 − y′)| Csρ < C|z|/2. By the mean value theorem,
I1(f ) C
∫
|z|2sρ
sρf ∗(x − z − s1)|z|α−1−n dz
∼=
∫
Sn−1
∞∫
2sρ
sρuα−2f ∗(x − uz′ − s1) dudσ(z′).
Using integration by part, it is easy to see that
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∫
Sn−1
(sρ)α(sρ)−1
2sρ∫
0
f ∗(x − vz′ − s1) dv dσ(z′)
+ C
∫
Sn−1
∞∫
2sρ
sρuα−3
u∫
0
f ∗(x − vz′ − s1) dv dudσ(z′).
Let Mz′f (x) be the maximal function
Mz′f (x) = sup
t∈R
1
t
t∫
0
∣∣f (x − uz′)∣∣du.
It is well known in [22, p. 477] that there is a constant C independent of z′ such that
‖Mz′f ‖Lp(Rn) C‖f ‖Lp(Rn).
Thus we have
I1(f )(x) C(sρ)α
∫
Sn−1
Mz′f
∗(x − s1) dσ (z′).
For the second integral I2(f )(x), we have I2(f )(x) J1(f )(x) + J2(f )(x), where
J1(f )(x) =
∫
|z−s|<2sρ
f ∗(x − z)∣∣Gα(z − sy′)∣∣dz,
J2(f )(x) =
∫
|z|<2sρ
f ∗(x − z − s1)∣∣Gα(z)∣∣dz.
Let w = z− sy′. Then, in J1(f ) we have |w| |z− s1|+ |s1− sy′| 3sρ. This gives that (again
write z instead of w)
J1(f )(x) C
∫
|z|<3sρ
|z|α−nf ∗(x − z − sy′) dz
= C
∫
Sn−1
3sρ∫
0
vα−1f ∗(x − vz′ − sy′) dv dσ(z′).
Using integration by part, we obtain that
J1(f )(x) C
∫
Sn−1
(sρ)αMz′
(
f ∗
)
(x − sy′) dσ (z′).
Similarly, we can have an estimate on J2(f )(x) so that
J2(f )(x) C
∫
Sn−1
(sρ)αMz′
(
f ∗
)
(x − s1) dσ (z′).
Thus
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f ∗(x − z)∣∣Gα(z − sy′) − Gα(z − s1)∣∣dz
 C(sρ)α
∫
Sn−1
Mz′
(
f ∗
)
(x − sy′) dσ (z′) + C(sρ)α
∫
Sn−1
Mz′
(
f ∗
)
(x − s1) dσ (z′).
Therefore, we have∥∥∥ sup
t∈R
∣∣τt (ft )∣∣∥∥∥
Lq(Rn)
 C
∫ ∫
Sn−1×Sn−1
∣∣Ω(y′)∣∣ρα{∥∥My′(Mz′f ∗)∥∥Lq(Rn) + ∥∥M1(Mz′f ∗)∥∥Lq(Rn)}dσ(z′) dσ (y′).
Since Ω is an (r,∞) atom supported in B(1, ρ) ∩ Sn−1 with r = (n − 1)/(n − 1 + α), it is easy
to see that∫
Sn−1
∣∣Ω(y′)∣∣ρα dσ(y′)C
uniformly for Ω and ρ. Thus∥∥∥ sup
t∈R
∣∣τt (ft )∣∣∥∥∥
Lq(Rn)
C
∥∥f ∗∥∥
Lq(Rn)
.
To check (ii), by taking the Fourier transform, it is easy to see that∣∣τ̂t (ft )(ξ)∣∣ ∣∣Ŝt (ξ)∣∣∣∣fˆt (ξ)∣∣.
Here and below, the Fourier transform of a function g is defined by
gˆ(ξ) =
∫
Rn
g(x)e−2πi〈x,ξ〉 dx.
Thus, up to a constant C, Ŝt (ξ) is equal to
2−t−tα
2t∫
0
b(s, t)
∫
Sn−1
Ω(y′)
[
e−2πis〈y′,ξ〉 − e−2πis〈1,ξ〉]dσ(y′) ds Ĝα(ξ),
where 〈 , 〉 denotes the inner product on Rn. Recall that |Ĝα(ξ)| ∼= |ξ |−α . Thus∣∣∣∣∣2−t−tα
2t∫
0
b(s, t)
∫
Sn−1
Ω(y′)
[
e−2πis〈y′,ξ〉 − e−2πis〈1,ξ〉]dσ(y′) ds Ĝα(ξ)
∣∣∣∣∣
 2−t−tα
2t∫
0
s
∫
Sn−1
∣∣Ω(y′)∣∣ρ|ξ |1−α dσ(y′) ds
 C
∣∣2t ρξ ∣∣1−α.
On the other hand,
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2t∫
0
b(s, t)
∫
Sn−1
Ω(y′)
[
e−2πis〈y′,ξ〉 − e−2πis〈1,ξ〉]dσ(y′) ds Ĝα(ξ)
∣∣∣∣∣
 C2−t−tα
2t∫
0
∫
Sn−1
∣∣Ω(y′)∣∣|ξ |−α dσ(y′) ds
 C
∣∣2t ρξ ∣∣−α.
We proved the theorem for 0 < α < 1.
Case 2. α ∈ N. Let k = (k1, k2, . . . , kn) ∈ Zn be a multi-index of nonnegative integrals and |k| =
k1 + k2 + · · · + kn. By Taylor’s theorem and cancellation condition on Ω , for y′ ∈ supp(Ω), we
have that∣∣∣∣
∫
Sn−1
Ω(y′)f (x − sy′) dσ (y′)
∣∣∣∣
=
∑
|k|=α
Cks
α
1∫
0
(1 − u)α−1
∫
Sn−1
Ω(y′)(1 − y′)k(Dkf )(x − s1 + su(1 − y′))dσ(y′) du,
where Ck’s are some coefficients. Write ω(y′) = Ω(y′)(1 − y′)k. it is easy to see that ω(y′) is
an H 1 atom with support in B(1, ρ) ∩ Sn−1. Since∑
|k|=α
∥∥Dkf ∥∥
Lp
∼= ‖f ‖Lpα ,
it suffices to show that the family of linear operators {τt } satisfies (i)–(iii) in Theorem B with
τt (f ) = 2−t−α
2t∫
0
b(s, t)sα
1∫
0
(1 − u)α−1
∫
Sn−1
ω(y′)f
(
x − s1 + su(1 − y′))dσ(y′) duds.
By the Fubini theorem, it is easy to see that
∥∥τt (ft )∥∥L1(Rn)  C‖ft‖L1(Rn)
1∫
0
(1 − u)α−12−t
2t∫
0
∫
Sn−1
∣∣ω(y′)∣∣dσ(y′) ds du
 C‖ft‖L1(Rn).
By the Fubini theorem again, we prove that {τt } satisfies (iii) in Theorem B. Let
MPf (x) = sup
k
2k+1∫
2k
∣∣f (x −P(t))∣∣dt
t
,
where P(t) is a polynomial mapping from R to Rn. From [22, p. 477], we know that there is
a constant C, independent of the coefficients of P , such that
‖MPf ‖Lp(Rn)  C‖f ‖Lp(Rn). (3.1)
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Theorem B.
Taking Fourier transform, we have
∣∣τ̂t (ft )(ξ)∣∣ ∣∣fˆt (ξ)∣∣
1∫
0
(1 − u)α−12−t
2t∫
0
∣∣∣∣
∫
Sn−1
ω(y′)e−2πius〈y′,ξ〉 dσ(y′)
∣∣∣∣ds du
∼= C∣∣fˆt (ξ)∣∣
1∫
0
(1 − u)α−1(2t u)−1
2t u∫
0
∣∣∣∣
∫
Sn−1
ω(y′)e−2πis〈y′,ξ〉 dσ(y′)
∣∣∣∣ds du.
Recall that ω(y′) is an H 1 atom with support in B(1, ρ) ∩ Sn−1. Let Aρ be the n × n linear
transformation whose matrix is diam[ρ2, ρ, . . . , ρ]. From [12], we know that there are positive
numbers a and b in the interval (0,1) such that
1∫
0
(1 − u)α−1(2t u)−1
2t u∫
0
∣∣∣∣
∫
Sn−1
ω(y′)e−2πis〈y′,ξ〉 dσ(y′)
∣∣∣∣ds du
C
1∫
0
(1 − u)α−1 min{∣∣2t uAρ(ξ)∣∣a, ∣∣2t uAρ(ξ)∣∣−b}du.
Thus (ii) of Theorem B is verified.
Case 3. α > 1 and α is not integer. We write α = m+ γ with 0 < γ < 1 and m ∈ N. By Taylor’s
theorem and cancellation condition on Ω , for y′ ∈ supp(Ω). We have that
∣∣∣∣
∫
Sn−1
Ω(y′)f (x − sy′) dσ (y′)
∣∣∣∣
=
∑
|k|=m
Cks
m
1∫
0
(1 − u)m−1
∫
Sn−1
Ω(y′)(1 − y′)k
× [(Dkf )(x − s1 + su(1 − y′))− (Dkf )(x − s1)]dσ(y′) du
=
∑
|k|=m
Cks
m
1∫
0
(1 − u)m−1
∫
Sn−1
Ω(y′)(1 − y′)k
× [Gγ ∗ (Dkf )γ (x − s1 + su(1 − y′))− Gγ ∗ (Dkf )γ (x − s1)]dσ(y′) du,
where Ck’s are some coefficients. Write ω(y′) = Ω(y′)(1−y′)k. Then ω(y′) is an Hq atom with
support in B(1, ρ) ∩ Sn−1, where q = (n − 1)/(n − 1 + γ ). We now define a family of linear
operators {τt } by
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2t∫
0
b(s, t)sm
1∫
0
(1 − u)m−1
∫
Sn−1
ω(y′)
× [Gγ ∗ f (x − s1 + su(1 − y′))− Gγ ∗ f (x − s1)]dσ(y′) duds.
Again, using Theorem B, we only need to check that {τt } satisfies the conditions in Theorem B.
Similar to the proof in the case 0 < α < 1, by the Fubini’s theorem,∥∥∥∥τt (ft )∥∥L1(R)∥∥L1(Rn)  C∥∥{‖ft‖L1(Rn)‖τt‖}∥∥L1(R),
where
‖τt‖ C
1∫
0
(1 − u)m2−t (1+γ )
2t∫
0
∫
Sn−1
∣∣ω(y′)∣∣
×
∫
Rn
∣∣Gγ (z − su(y′ − 1) + s1)− Gγ (z + s1)∣∣dzdσ(y′) ds du.
For any fixed 0 < u < 1, we let∫
Rn
∣∣Gγ (z − su(y′ − 1)+ s1)− Gγ (z + s1)∣∣dz
= C
∫
|z+s1|3sρ
∣∣Gγ (z − su(y′ − 1) + s1)− Gγ (z + s1)∣∣dz
+
∫
|z+s1|<3sρ
∣∣Gγ (z − su(y′ − 1) + s1)− Gγ (z + s1)∣∣dz
:= I1 + I2.
Using the exactly same argument as in the proof for 0 < α < 1, we have∫
Rn
∣∣Gγ (z − su(y′ − 1)+ s1)− Gγ (z + s1)∣∣dz C(sρ)γ .
Thus ‖τt‖ C uniformly for t ∈ R and (iii) is verified∥∥∥ sup
t∈R
∣∣τt (ft )∣∣∥∥∥
Lq(Rn)
 C sup
t∈R
1∫
0
(1 − u)m2−t (1+γ )
2t∫
0
∫
Sn−1
∣∣ω(y′)∣∣
×
∫
Rn
f ∗(x − z)∣∣Gγ (z + s1 + su(1 − y′))− Gγ (z + s1)∣∣dzdσ(y′) ds du.
Hence, using the exactly same argument as in the proof for 0 < α < 1, we have
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t∈R
∣∣τt (ft )∣∣∥∥∥
Lq(Rn)
C
1∫
0
(1 − u)m
∫ ∫
Sn−1×Sn−1
{∥∥MP(MQf ∗)∥∥Lq(Rn)
+ ∥∥MR(MQf ∗)∥∥Lq(Rn)}dσ(z′) dσ (y′) du,
where P,Q,R are polynomial mappings from R to Rn whose coefficients might depend on z′,
y′, u and s. Thus, {τt } satisfies (i) in Theorem B, by [22, p. 471].
To verify that {τt } satisfies (ii) in Theorem B, by taking the Fourier transform, it is easy to see
that ∣∣τ̂t (ft )(ξ)∣∣
 C
∣∣fˆt (ξ)∣∣2−tα−t
2t∫
0
1∫
0
(1 − u)msm
∫
Sn−1
∣∣ω(y′)∣∣∣∣e2πi〈ξ,su(1−y′)〉 − 1∣∣dσ(y′) duds
 C
∣∣fˆt (ξ)∣∣min{∣∣2t ρξ ∣∣1−γ , ∣∣2t ρξ ∣∣−γ }.
Theorem 1 is completely proved.
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