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La constante evolución de las Tecnologías de la Información y las Comunicaciones no solo ha 
permitido que más de la mitad de la población mundial esté actualmente interconectada a través de Internet, sino 
que ha sido el caldo de cultivo en el que han surgido nuevos paradigmas, como el ‘Internet de las cosas’ (IoT) o 
la ‘Inteligencia ambiental’ (AmI), que plantean la necesidad de interconectar objetos con distintas 
funcionalidades para lograr un entorno digital, sensible y adaptativo, que proporcione servicios de muy distinta 
índole a sus usuarios. La consecución de este entorno requiere el desarrollo de dispositivos electrónicos de bajo 
coste que, con tamaño y peso reducido, sean capaces de interactuar con el medio que los rodea, operar con 
máxima autonomía y proporcionar un elevado nivel de inteligencia. La funcionalidad de muchos de estos 
dispositivos incluirá la capacidad para adquirir, procesar y transmitir imágenes, extrayendo, interpretando o 
modificando la información visual que resulte de interés para una determinada aplicación.  
 
En el marco de este desafío surge la presente Tesis Doctoral, cuyo eje central es el desarrollo de 
hardware dedicado para la implementación de algoritmos de procesamiento de imágenes y secuencias de vídeo 
usados en sistemas empotrados de visión. El trabajo persigue una doble finalidad. Por una parte, la búsqueda de 
soluciones que, por sus prestaciones y rendimiento, puedan ser incorporadas en sistemas que satisfagan las 
estrictas exigencias de funcionalidad, tamaño, consumo de energía y velocidad de operación demandadas por las 
nuevas aplicaciones. Por otra, el diseño de una serie de bloques funcionales implementados como módulos de 
propiedad intelectual, que permitan aliviar la carga computacional de las unidades de procesado de los sistemas 
en los que se integren. 
 
En la Tesis se proponen soluciones específicas para la implementación de dos tipos de operaciones 
habitualmente presentes en muchos sistemas de visión artificial: la sustracción de fondo y el etiquetado de 
componentes conexos. Las distintas alternativas surgen como consecuencia de aplicar una adecuada relación de 
compromiso entre funcionalidad y coste, entendiendo este último criterio en términos de recursos de cómputo, 
velocidad de operación y potencia consumida, lo que permite cubrir un amplio espectro de aplicaciones. En 
algunas de las soluciones propuestas se han utilizado además, técnicas de inferencia basadas en Lógica Difusa 
con idea de mejorar la calidad de los sistemas de visión resultantes. 
  
Para la realización de los diferentes bloques funcionales se ha seguido una metodología de diseño 
basada en modelos, que ha permitido la realización de todo el ciclo de desarrollo en un único entorno de trabajo. 
Dicho entorno combina herramientas informáticas que facilitan las etapas de codificación algorítmica, diseño de 
circuitos, implementación física y verificación funcional y temporal de las distintas alternativas, acelerando con 
ello todas las fases del flujo de diseño y posibilitando una exploración más eficiente del espacio de posibles 
soluciones.  
 




- VI - 
Asimismo, con el objetivo de demostrar la funcionalidad de las distintas aportaciones de esta Tesis 
Doctoral, algunas de las soluciones propuestas han sido integradas en sistemas de vídeo reales, que emplean 
buses estándares de uso común. Los dispositivos seleccionados para llevar a cabo estos demostradores han sido 
FPGAs y SoPCs de Xilinx, ya que sus excelentes propiedades para el prototipado y la construcción de sistemas 
que combinan componentes software y hardware, los convierten en candidatos ideales para dar soporte a la 



















































The continuous evolution of the Information and Communication Technologies (ICT), not only has 
allowed more than half of the global population to be currently interconnected through Internet, but it has also 
been the breeding ground for new paradigms such as Internet of Things (ioT) or Ambient Intelligence (AmI). 
These paradigms expose the need of interconnecting elements with different functionalities in order to achieve a 
digital, sensitive, adaptive and responsive environment that provides services of distinct nature to the users. 
 
The development of low cost devices, with small size, light weight and a high level of autonomy, 
processing power and ability for interaction is required to obtain this environment. Attending to this last feature, 
many of these devices will include the capacity to acquire, process and transmit images, extracting, interpreting 
and modifying the visual information that could be of interest for a certain application.    
 
This PhD Thesis, focused on the development of dedicated hardware for the implementation of image 
and video processing algorithms used in embedded systems, attempts to response to this challenge. The work 
has a two-fold purpose: on one hand, the search of solutions that, for its performance and properties, could be 
integrated on systems with strict requirements of functionality, size, power consumption and speed of operation; 
on the other hand, the design of a set of blocks that, packaged and implemented as IP-modules, allow to 
alleviate the computational load of the processing units of the systems where they could be integrated.   
 
In this Thesis, specific solutions for the implementation of two kinds of usual operations in many 
computer vision systems are provided. These operations are background subtraction and connected component 
labelling. Different solutions are created as the result of applying a good performance/cost trade-off 
(approaching this last criteria in terms of area, speed and consumed power), able to cover a wide range of 
applications. Inference techniques based on Fuzzy Logic have been applied to some of the proposed solutions in 
order to improve the quality of the resulting systems.  
 
To obtain the mentioned solutions, a model based-design methodology has been applied. This fact has 
allowed us to carry out all the design flow from a single work environment. That environment combines CAD 
tools that facilitate the stages of code programming, circuit design, physical implementation and functional and 
temporal verification of the different algorithms, thus accelerating the overall processes and making it possible 
to explore the space of solutions.  
  
Moreover, aiming to demonstrate the functionality of this PhD Thesis’s contributions, some of the 
proposed solutions have been integrated on real video systems that employ common and standard buses. The 
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devices selected to perform these demonstrators have been FPGA and SoPCs (manufactured by Xilinx) since, 
due to their excellent properties for prototyping and creating systems that combine software and hardware 
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Hace ya más de 40 años que un notable investigador que en esa época trabajaba para Xerox PARC1, 
predijo que muchas de las tecnologías que se conocían por aquel entonces iban a comenzar a desaparecer, a 
hacerse casi invisibles e inapreciables a nuestros sentidos a pesar de estar cada vez más y más extendidas. Para 
explicar esta teoría, Mark Weiser, que así se llamaba el investigador, ponía como ejemplo el uso de la escritura. 
Aunque no se sabe con certeza, parece que esta forma de representación surgió a finales del IV milenio A.C., 
cuando conjuntos de símbolos inicialmente desprovistos de un contenido lingüístico, eran dibujados para 
transmitir información. Entonces se consideraba una cosa excepcional, prácticamente magia. Hoy, sin embargo, 
es posible encontrarla en cualquier lugar de nuestro entorno (como libros, revistas, carteles, señales, etiquetas de 
productos, etc.), y la mayoría de las personas no se cuestiona cómo le llega la información, simplemente lo hace. 
Este efecto de ‘desaparición’, que es fruto de la psicología humana, ha sido muy estudiado a lo largo de los años, 
siendo denotado de muy diversas formas. El Premio Nobel, Herb Simon, científico y economista, lo denominó 
‘compilación’; Michael Pololanyi, filósofo, fisicoquímico y también economista, lo llamó ‘dimensión tácita’; y 
otros filósofos como George Galdamer o Martin Heidegger lo referenciaban con los nombres de ‘horizonte’ o 
ready-to-hand. Al final, son solo distintos términos para una misma esencia. En este caso es la escritura, pero todo 
objeto o concepto desaparece cuando se cruza la barrera del pensamiento para pasar simplemente a usarlo, 
estando nuestra mente en una meta diferente, más allá de la propia herramienta.   
 
Weiser defendía que el efecto de ‘desaparición’ acabaría ocurriendo con la computación, y pasaríamos 
de compartir grandes equipos de cálculo entre unos pocos privilegiados (integrantes de organizaciones o centros 
de trabajo de prestigio), a usar ordenadores personales, y de ahí a emplear múltiples dispositivos por persona, 
trabajando de forma coordinada y simultánea para realizar distintas tareas. Este es el paradigma al que hace 
referencia el término ‘Computación Ubicua’ (también llamado Everywhere), acuñado entre 1988 y 1994 por este 
investigador. Por desgracia Weiser falleció en abril de 1999, después de una dura batalla contra el cáncer, pero 
sus ideas ya se habían extendido tanto en el mundo académico como en el industrial. Prueba de ello es que 
muchas instituciones y empresas crearon proyectos y grupos de investigación para abrir nuevas líneas de trabajo 
con ese punto de partida. Algunos de los casos más notables fueron el proyecto Oxygen desarrollado en el MIT 
(Massachusetts Institute of Technology) y los centros IBM’s Pervasive Computing Laboratory en Texas, Hewlett Packard’s 
Cooltown y Cal-IT (California Institute for Telecommunications and Information Technology) en California, o el Royal Philips 
Electronics Homelab en los Países Bajos.  
                                                 
1 Palo Alto Research Center. Es una empresa de investigación y desarrollo, propiedad de Xerox Corporation, que fue fundada en 1970. Desde 
entonces ha sido reconocida mundialmente por sus contribuciones a la industria del hardware y el software (ej. la impresión por láser, el 
estándar Ethernet, la interfaz gráfica de usuario (GUI), la metáfora de escritorio, la programación orientada a objetos, aplicaciones de silicio 
amorfo (a-Si), semiconductores de muy alta escala de integración (VLSI), etc.) 
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La expansión tecnológica que ha tenido lugar durante el último medio siglo, ha fomentado la aparición 
de nuevas aplicaciones e impulsado los esfuerzos encaminados a la interconexión de equipos con el objetivo de 
compartir recursos e información. Es así cómo, durante la década de los 60, J.C.R. Licklider (MIT) percibió la 
necesidad de establecer una red mundial de ordenadores, y cómo, algunos años después empezó a construirse 
ARPANET, una nueva red de comunicaciones financiada por DARPA (Defense Advanced Research Projects 
Agency), que funcionaba de forma distribuida sobre la red telefónica conmutada (RDSI). A mediados de los años 
80, esta red (que hoy conocemos con el nombre de ‘Internet’) contaba con unos 1000 equipos conectados; 
únicamente 20 años después (2005), este número había crecido ya hasta los 888 millones; actualmente, casi la 
mitad de la población mundial, según datos del IDC (International Data Corporation) y el IWS (Internet World Stats) 
dispone de internet en casa, lo que supone más de 3500 millones de equipos conectados. Paralelamente al 
desarrollo de Internet han crecido también el número de páginas web, la cantidad de dominios existentes en la 
red, y las búsquedas de información. Por citar algunas cifras, el número de páginas web existentes actualmente se 
sitúa por encima de los 638 millones, existen más de 226 millones de dominios registrados, y solo en el año 2012 
se realizaron más de 3 billones de búsquedas desde todos los rincones del mundo. Además, desde principios de 
los 90 comenzaron a incorporarse a la red otros dispositivos; inicialmente se trataba de teléfonos móviles muy 
avanzados para la época y, a partir del año 2003, con la aparición de una nueva generación de sistemas y 
estándares de transmisión (3G), los smartphones (teléfonos inteligentes) y las tablets (computadores portátiles 
compactos de pantalla táctil) llegaron de forma masiva a los consumidores.  
 
Analizando estos números puede afirmarse que ‘Computación Ubicua’ e ‘Internet’ son conceptos que 
han penetrado completamente en la sociedad. Como consecuencia, las costumbres de la población y la forma de 
concebir ciertos aspectos de la vida han ido cambiando. Por ejemplo, hoy día son muchas las personas que 
compran o contratan servicios a través de Internet, desde cualquier lugar, usando un ordenador personal, una 
tablet o un teléfono móvil. Y son aún más, aquellas que consultan datos o contactan con otras personas usando 
esta red. En este sentido, la aparición de aplicaciones que permiten establecer ‘redes sociales’, las cuales facilitan 
el intercambio de información personal y el contenido multimedia, ha dado lugar a otra forma de entender las 
relaciones entre las personas. Redes sociales como Facebook (2004) han permitido acercar a amigos y conocidos, 
mientras que otras redes, como Twitter (2006) o Linkedlin (2003), han renovado conceptos relativos a la 
comunicación o el marketing, así como cuestiones relacionadas con la manera en la cual se establecen vínculos 
profesionales entre trabajadores y empresas. Consecuencia de esta evolución es la denominación ‘Sociedad de la 
Información’ que desde hace años se otorga a esta sociedad en la que vivimos, una sociedad en la que la 
tecnología para la captura, creación, distribución y manipulación de la información está jugando un papel vital a 
nivel económico y social.  
 
La relevancia alcanzada por las Tecnologías de la Información y las Comunicaciones (TICs) a finales 
del siglo 20, motivó una profundización aún mayor en los conceptos de computación e interconexión. Como 
consecuencia surgieron varios paradigmas diferentes alrededor de esas ideas, como el Pervasive Computing, la 
‘Internet de las cosas’ (The Internet-of-things, IoT) o la ‘Inteligencia Ambiental’ (Ambient Intelligence, AmI). La idea 
asociada al primero de estos modelos la propuso IBM en 2001 y hace referencia a la necesidad de interconexión 
y comunicación de todos los sistemas que intervienen en la computación ubicua, para así poder acceder a toda la 
información relevante en cualquier instante de tiempo. IoT es un paradigma que va en la misma línea, pero es 
mucho más abierto en el tipo de dispositivo conectado a la red. Se popularizó en 1999 gracias a un trabajo 
realizado en el Auto-IDCenter del MIT, en el cual se diseñaba y se extendía una infraestructura estándar de 
identificación por radiofrecuencia (RFID). Pretendía la interconexión de dispositivos y accesorios específicos de 
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comprender la realidad, a adquirir inteligencia. Con una perspectiva aún más amplia, surgió en 1998, en una serie 
de workshops organizados por la empresa Philips, el concepto de Ambient Intelligence, que hace referencia a la 
existencia de un entorno completamente digital sensible, adaptativo y responsivo a la presencia de seres vivos. 
 
A pesar de sus orígenes, matices y/o diferencias, la consecución de los objetivos que proponen todos 
estos paradigmas pasan por el desarrollo de una misma idea: el diseño y la implementación de dispositivos 
electrónicos,  inteligentes y embebidos. Es decir, dispositivos de pequeño tamaño y poco peso, que posean una 
cierta capacidad de procesado e interacción y adaptación al entorno, y que tengan la mayor autonomía posible, lo 
cual, a su vez, implica un bajo consumo de potencia o la posibilidad de proveerse de energía por sí mismos. 
Dadas estas características, los dispositivos desarrollados en el marco de estos paradigmas incorporan 
básicamente tres grandes tipos de bloques funcionales: una unidad de sensado/actuación, para capturar 
información del entorno e interaccionar con él; una unidad de procesado, en la que se trate parcial o totalmente 
la información capturada; y una unidad de comunicación, gracias a la cual se transmita la información capturada 
o procesada hacia otros dispositivos o un elemento central. Muchas líneas de investigación, en áreas como la 
Informática, las Telecomunicaciones o la Microelectrónica, se han centrado a largo de los años en mejorar cada 
uno de estos bloques.  
 
Algunos de los esfuerzos en el área de la Informática que han dado lugar a resultados de mayor 
relevancia son aquellos orientados al desarrollo de sistemas operativos (SO), librerías de funciones y lenguajes de 
programación más portables y capaces de trabajar en tiempo real. Ejemplos significativos son el sistema 
operativo Android, las librerías de procesamiento gráfico OpenGL_ES o el lenguaje Cpython. Otros esfuerzos, 
también de especial importancia, se han enfocado hacia la mejora de las herramientas y entornos de desarrollo 
utilizados en este tipo de sistemas, donde la depuración y test de distintas alternativas es, si cabe, aún más 
complejo. Es así como han surgido, por ejemplo, los entornos de desarrollo Sourcery Codebench de Mentor 
Graphics (2010) o Vivado de Xilinx (2012). De igual modo, los avances en la adaptación y aplicación de 
metodologías y modelos para la producción eficiente de software, como Scrum o Agile, han sido significativos. 
 
En el área de las telecomunicaciones, los progresos realizados para sistemas empotrados han sido 
también notables. En este sector son muchos los protocolos que se han definido para el establecimiento de 
comunicaciones con un bajo consumo de potencia. El NFC (Near field communication), por ejemplo, surgió en 
2002, seguido por el IEEE 802.15.4 en 2003 y el WiBree (Wireless Bree o Bluetooth de baja energía) en 2006, por 
mencionar algunos. Asimismo, se han realizado esfuerzos para aumentar el rendimiento de las trasmisiones, 
reduciendo la potencia de emisión y/o el ancho de banda utilizado, y se han llevado a cabo muchas 
investigaciones para añadir seguridad a las redes, integrando protecciones frente a ataques al software y al 
hardware, y definiendo nuevos algoritmos criptográficos que permiten ocultar el contenido de la información si 
esas protecciones son violadas.    
 
No obstante, el área que ha contribuido en mayor medida a la continua mejora de los dispositivos que 
han hecho posible y dan soporte a esta ‘Sociedad Digital’ es la Microelectrónica. Uno de los aspectos que ha 
jugado un papel importante en el desarrollo de dispositivos portables ha sido el aumento del tiempo de 
operación autónoma de los dispositivos. Para lograrlo se ha tratado, por ejemplo, de minimizar el consumo de 
los circuitos electrónicos, explorando distintas técnicas que modifican las tecnologías y procesos de fabricación 
de los componentes, así como la arquitectura, las interconexiones o los estados del sistema. Algunas de las 
técnicas aplicadas consisten en la optimización de las tensiones umbral de los transistores y la reducción de su 
tamaño, la utilización de distintas señales de reloj, la aplicación de esquemas de pipeline y la reducción de las 
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capacidades de carga. La mejora de las baterías ha sido otra de las líneas exploradas en la búsqueda del 
incremento de autonomía de los sistemas electrónicos. Las investigaciones en este campo, centradas en la 
utilización de distintos materiales y arquitecturas, han permitido evolucionar desde las primeras baterías 
recargables introducidas en 1959, capaces de almacenar una densidad de energía de 25-45 Wh/Kg, hasta las más 
actuales de Litio, capaces de proporcionar 110-140 Wh/Kg. Por último, además de la construcción de 
dispositivos de bajo consumo y baterías de mayor duración, a nivel micro y nanoelectrónico se están explorando 
también formas alternativas para la generación y almacenamiento eficiente de energía tomada a partir de fuentes 
naturales. Este proceso se conoce con el nombre Energy Harvesting o ‘recolección de energía’.    
 
Del mismo modo, los avances en los procesos de fabricación de circuitos integrados y el uso de nuevos 
materiales han permitido un desarrollo increíble de los sistemas de procesado. Tan grande ha sido esta evolución 
que si el mismo crecimiento se hubiera producido, por ejemplo, en la industria automovilística, un Roll Royce 
costaría hoy en día 20 céntimos de euro, pesaría menos de un gramo y sería capaz de recorrer 100 km con un 
litro de gasolina. Y es que, como ya observó el cofundador de Intel, Gordon Moore, en 1965, el tamaño de los 
transistores y las líneas de interconexión en los circuitos integrados se ha reducido significativamente con el paso 
de los años. Lo suficiente, de hecho, para duplicar cada dos años el número de elementos en un chip e 
incrementar significativamente su frecuencia de trabajo, dando lugar a componentes microelectrónicos cada vez 
más económicos, rápidos y potentes.  
 
Esta circunstancia, unida a la utilización de nuevas arquitecturas a nivel de sistema, ha dado lugar a la 
aparición de nuevos tipos de dispositivos que tratan de solucionar algunas carencias de los ya existentes y 
permiten abordar nuevos desafíos. Este es el caso, por ejemplo, de algunos procesadores específicos, como los 
DSPs (Procesadores digitales de señal, en inglés Digital Signal Processor), o las GPUs (Unidades de procesamiento 
gráfico, en inglés Graphical Processing Units), que han ido surgiendo para acelerar operaciones en tareas específicas 
de procesado, permitiendo con ello la optimización de dichas tareas y la liberación de los procesadores de 
propósito general o GPPs (General Purpose Processors). Este es también el caso de las FPGAs (Field Programmable 
Gate Array), que facilitan la implementación de sistemas empotrados completos permitiendo, por un lado, la 
aceleración hardware de las partes críticas del sistema y, por otro, la construcción de elementos con un alto 
grado de reconfigurabilidad, lo que las convierte en excelentes plataformas de prototipado.  
 
Más recientemente, apoyados por este proceso de miniaturización y centrando los esfuerzos en la 
búsqueda de potencia de cómputo, funcionalidad e interacción con el entorno, han comenzado también a 
integrarse elementos de distinta naturaleza en una misma placa de circuito impreso (PCB, Printed Circuit Board). 
De este modo, han comenzado a fabricase nuevas plataformas, como los SBC (Single-Board Computer), que 
integran sensores, actuadores, puertos de comunicación, lógica programable, etc., y que ofrecen soluciones 
flexibles y con cierta capacidad de adaptación y comunicación con el exterior. Un paso más allá todavía va la 
tendencia que suele denominarse More than Moore, que contempla la integración de sistemas completos, con 
elementos de sensado y procesado, dentro del mismo encapsulado (SiP, System-On-Package) o del mismo chip 
(SoC, System-On-Chip). Como resultado, han comenzado a diseñarse e implementarse dispositivos que combinan 
elementos de procesado, memorias, sistemas de radiofrecuencia, circuitos pasivos, sistemas 
microelectromecánicos (MEMS, Micro-electro-mechanical systems), sensores, biochips, etc., proporcionando una 
visión de futuro totalmente diferente de la que existía años atrás.  
 
La posibilidad de integrar en un mismo sistema microelectrónico elementos de distinta naturaleza y, en 
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de par en par las puertas al desarrollo del entorno digital ubicuo, sensible y responsivo planteado a finales del 
pasado siglo. La proyección de estos nuevos paradigmas se pone de manifiesto en los datos de la ‘Sexta Encuesta 
Anual sobre coeficiente digital en las empresas’, publicada por  la consultora PwC (PwC 6th Annual Digital IQ, 
2014). Esta encuesta expone que una cuarta parte de las grandes compañías en todo el mundo, principalmente 
en Asia y Latino América, comenzaron a invertir en el año 2014 en el desarrollo de sensores, y que hasta un 14% 
de ellas dio prioridad y relevancia a esta área sobre otros sectores emergentes.  
 
Esta tendencia ha dado lugar en los últimos años a la fabricación de dispositivos empotrados que 
incorporan distintos tipos de sensores, lo que ha hecho posible el desarrollo de nuevas aplicaciones. Por 
ejemplo, se han introducido sensores de humedad, temperatura, luz o detección de movimiento en distintos 
aparatos domésticos para automatizar ciertas tareas del hogar; y en el marco de las aplicaciones médicas o 
deportivas, se han incorporado sensores en dispositivos portables (Wearables en la terminología anglosajona) o 
tejidos especiales que permiten la monitorización de constantes vitales o la presión sanguínea. También en estos 
sectores, se han comercializado dispositivos con sistemas de posicionamiento global (GPS), giróscopos y 
acelerómetros integrados, que facilitan la determinación de la localización y la actividad física de las personas que 
los portan. Por otra parte, la industria automovilística está incorporando sensores para prevenir accidentes o 
monitorizar el tráfico y, dentro del sector minero/energético, han comenzado a automatizarse sistemas para la 
detección de fugas y/o niveles de ciertas sustancias químicas, como es el monóxido de carbono.       
 
Muchos de los sistemas electrónicos que se fabrican hoy día, integran uno o varios sensores de visión 
entre sus componentes. Esto se debe a que, como pone de manifiesto nuestra propia experiencia, la visión es el 
sentido capaz de proporcionar mayor cantidad de información acerca del entorno. Como consecuencia, hace 
años que la tecnología trata de emular la forma en la que se produce la captura y el posterior procesado de este 
tipo de información.  
 
Las primeras aplicaciones de procesamiento de imagen datan de los años 20, cuando se utilizaron estas 
técnicas para mejorar la calidad de impresión de fotografías enviadas de Londres a Nueva York a través de un 
cable submarino para ser publicadas en un periódico. No fue, sin embargo, hasta los años 60 cuando surge lo 
que podría considerarse el inicio de esta área de investigación, gracias en parte a la evolución de los elementos de 
procesado. Los comienzos se establecen en proyectos llevados a cabo dentro del Jet Propulsion Laboratory 
(Pasadena, California, EEUU) en 1964, que trataban de corregir las distorsiones de las imágenes tomadas por 
sondas estadounidenses enviadas a la Luna y Marte. A finales de los 60 y principios de los 70, nuevos usos en 
sectores como la medicina, la astronomía o la gestión de recursos terrestres, pusieron de manifiesto la necesidad 
no solo de procesar secuencias de imágenes, sino también de tratar de comprender e interpretar lo que estaba 
ocurriendo en la escena. Esta demanda abrió la puerta de una disciplina más amplia, que hoy día se conoce como 
‘Visión por computador’ o ‘Visión Artificial’.  
 
Poco a poco, la visión artificial ha ido haciéndose un hueco en el mercado como consecuencia de la 
gran cantidad de aplicaciones que hace posible. Algunos ejemplos de su uso son los sistemas para la inspección 
de líneas de fabricación en la industria, la asistencia a la cirugía y el análisis de imágenes médicas en el sector 
sanitario, la ayuda a la conducción en el campo de la automoción, y, más recientemente, los sistemas 
relacionados con la realidad aumentada desarrollados en el marco de los videojuegos y el entretenimiento. Ha 
sido sin embargo en los últimos años, con el incremento del número de usuarios, la expansión de las 
comunicaciones y el desarrollo de paradigmas como IoT y AmI, cuando se ha producido un verdadero boom en 
este campo, convirtiéndose en una de las disciplinas que más atención recibe por parte de organizaciones y 
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empresas. Y es que, como dijo Robert P. Loce2 en una entrevista concedida en 2013: «Lo que impulsa a enseñar 
a ‘ver’ a los ordenadores está creciendo día a día. Lo que logremos está solo limitado por nuestra imaginación». 
Es decir, que las inquietudes que presenta la sociedad en la que vivimos, están demandando cada vez más la 
necesidad de investigación en esta línea, y son incontables los desafíos que están aún por resolver, incluso por 
plantear. Además el impacto de muchos de estos desafíos en la sociedad será realmente significativo. Por 
ejemplo, en el año 2015 Mark Zuckerberg3 predijo que en 10 años un ordenador sería capaz de describir una 
imagen. Es inmediato intuir las facilidades que este hecho proporcionaría a las personas invidentes o la gran 
cantidad de aplicaciones que abre en otros campos, como el de la robótica. Estas afirmaciones, hechos y 
tendencias llevan a pensar que, como afirmó Evan Nisselson4 en Febrero de 2016 « Fracasaremos en muchas de 
las cosas que imaginemos hacer con técnicas de visión por computador, pero solo con que consigamos un 30% 
de ellas, ya nuestra vida cambiará para siempre!». 
 
A pesar del continuo proceso de miniaturización y adaptación de las tecnologías para permitir la 
integración de un mayor número de elementos de distinta naturaleza sobre el mismo chip de silicio, la integración 
de sistemas de visión artificial en dispositivos empotrados no es una tarea exenta de dificultades. Por una parte, 
la complejidad de los algoritmos utilizados, los grandes volúmenes de datos asociados con la información visual, 
y la necesidad de operación autónoma y en tiempo real de muchos de los dispositivos y aplicaciones, plantean 
requisitos muy estrictos en cuanto a potencia de cálculo, capacidad de almacenamiento, consumo de energía y 
velocidad de operación. Por otra, los condicionantes del mercado al que van dirigidos estos sistemas imponen 
también fuertes limitaciones relativos a los costes y los tiempos de desarrollo, introducción y actualización de los 
productos. 
 
La disponibilidad de recursos de cálculo y almacenamiento de un sistema microelectrónico, así como su 
velocidad de operación suelen estar directamente relacionados con el tamaño y la energía necesaria para 
completar su función. Por este motivo, en el caso de los sistemas empotrados es preciso establecer relaciones de 
compromiso entre la funcionalidad que proporcionan, los recursos que requieren y las prestaciones que son 
capaces de alcanzar. Ello implica revisar las distintas propuestas de algoritmos y métodos de implementación 
existentes en la literatura, con el objetivo de ajustarlas a las características de las plataformas de implementación 
disponibles, así como explotar el uso de técnicas de co-diseño hardware/software que faciliten el desarrollo de 
sistemas híbridos que permitan acelerar las tareas críticas optimizando los recursos utilizables.  
 
Adicionalmente, para dar respuesta a las demandas del mercado, es obligada la utilización de técnicas de 
implementación y herramientas de diseño que faciliten el tratamiento de la complejidad asociada a este tipo de 
sistemas, y permitan acortar los tiempos de desarrollo de nuevos productos (Time-to-market). Entre ellas cabe 
destacar el uso de entornos de desarrollo que aceleren los procesos de descripción, síntesis y validación funcional 
de nuevas propuestas, así como el empleo de metodologías de diseño que fomenten la reutilización de código o 
bloques previamente implementados como ‘Módulos de propiedad intelectual’ (Módulos-IP). El uso de estos 
bloques permite reducir los tiempos de diseño de los sistemas, al no tener que implementar determinadas partes 
de los mismos, a la vez que agiliza el proceso de verificación, al tratarse de implementaciones ya depuradas. Las 
etapas de implementación y caracterización funcional de prototipos, por otra parte, se pueden ver 
                                                 
2 Especialista en visión por computador. Trabajó en Xerox Corporation entre 1981 y 2014. Actualmente trabaja en Conduent Labs. De 
acuerdo a los datos publicados en ResearchGate ha publicado más de 280 patentes y 60 artículos. Ha sido editor asociado del Journal of 
Electronic Imaging, Real-Time Imaging, y IEEE Transactions on Image Processing.  
3 Fundador y CEO de la red social Facebook.. En 2008 se convirtió en el multimillonario más joven de la historia según la revista Forbes.  
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considerablemente reducidas con el uso de dispositivos reconfigurables, como las  FPGAs o los SoPCs (System 
on Programmable Chip) actualmente disponibles.    
 
El objetivo de esta Tesis es el desarrollo de hardware específico para algoritmos de procesado de 
imágenes y secuencias de vídeo usados en sistemas empotrados de visión artificial. Concretamente, el trabajo se 
ha centrado en dos tipos de operaciones, habituales en las etapas de procesado de los sistemas de visión 
utilizados en numerosos dominios de aplicación. Por un lado, se han considerado los algoritmos de sustracción 
de fondo y/o extracción de foreground, cuyo objetivo es separar del fondo de una imagen los objetos de interés 
en movimiento existentes en la misma. Por otra parte, se han estudiado los algoritmos de etiquetado de 
componentes conectados, que intentan asignar una etiqueta única a todos los píxeles conexos de una imagen 
binaria. Ambos tipos de algoritmos son a menudo dispuestos en una secuencia en la que la salida del primero es 
la entrada del segundo, posibilitando la realización de operaciones de más alto nivel, como la re-identificación o 
el seguimiento (también conocido como tracking) de personas u objetos.  
 
Esta Tesis propone un conjunto de soluciones específicas para ambos tipos de algoritmos. Cada una de 
ellas presenta unas prestaciones diferentes, logradas al alcanzar una determinada relación de compromiso entre 
funcionalidad y recursos. Como consecuencia, el conjunto de implementaciones realizadas permite barrer un 
amplio espectro de aplicaciones. Además, como ponen de manifiesto los demostradores descritos en la memoria, 
estas soluciones pueden ser encapsuladas como módulos-IP, lo que facilita su utilización en sistemas de vídeo 
que emplean buses estándares de uso común. Para la implementación y verificación funcional de los módulos 
propuestos, se han utilizado FPGAs y SoPC de Xilinx, ya que sus excelentes propiedades para el prototipado y la 
construcción de sistemas híbridos los convierten en dispositivos ideales para la realización de estas tareas.  
 
Para el desarrollo de las diferentes propuestas se ha seguido una metodología de diseño basada en 
modelos. Dicha metodología ha permitido aplicar distintas técnicas de co-diseño hardware/software, así como la 
realización de todo el ciclo de desarrollo (codificación algorítmica a nivel software y hardware, diseño de 
circuitos, verificación funcional y temporal, etc.) en un único entorno de trabajo. Esto ha facilitado la aceleración 
de los procesos de diseño, implementación, verificación e integración, además de permitir una exploración más 
eficiente del espacio de posibles soluciones. El procedimiento seguido para llevar a cabo las implementaciones 
puede utilizarse para implementar de forma eficiente otros algoritmos para sistemas de visión artificial. Como 
resultado, esta Tesis contribuye también con la propuesta de una metodología para la implementación de este 
tipo de métodos y su integración en sistemas empotrados de visión.  
 
Además de analizar los algoritmos de etiquetado y sustracción de fondo existentes y diseñar los bloques 
funcionales que permiten llevar a cabo implementaciones hardware eficientes, algunas de estas implementaciones 
proponen mejoras para aumentar la calidad de los sistemas empotrados de visión que incorporen las soluciones 
propuestas. Para conseguir este objetivo se han aplicado técnicas basadas en Lógica Difusa. La elección de estas 
técnicas vino motivada por su capacidad para manejar la incertidumbre asociada a muchas de las imágenes que 
debe procesar un sistema de visión artificial, así como por su facilidad para establecer relaciones entre las 
entradas y salidas de un sistema mediantes conjuntos de reglas basadas en la experiencia del observador en lugar 
de en expresiones matemáticas o datos numéricos. 
 
Con idea de describir el trabajo realizado y los principales resultados obtenidos en relación con los 
diferentes aspectos mencionados, la memoria de Tesis se estructura como sigue: 
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● En el Capítulo 1 se introducen una serie de conceptos básicos, indispensables para facilitar la comprensión 
del resto de la memoria. El primer apartado se centra en las técnicas de procesamiento de imagen y visión 
artificial. En primer lugar se describen brevemente los dispositivos de captura de imágenes y sus principales 
características, así como la manera en que se conforman, almacenan y transmiten las imágenes en un entorno 
digital. Posteriormente, se revisan las operaciones de bajo, medio y alto nivel que componen un flujo de 
procesado genérico de vídeo y que permiten, respectivamente, la mejora de las condiciones de la imagen, la 
extracción de ciertas propiedades de los objetos que componen las escenas, y la interpretación de las mismas. 
A continuación se exploran los tipos de elementos de procesado que mejor se adaptan a la construcción de 
un sistema empotrado, justificándose, de acuerdo a los objetivos de la Tesis, la realización de 
implementaciones hardware dedicadas y la utilización de dispositivos reconfigurables (FPGAs y SoCs) para 
su implementación y verificación. Se detallan, asimismo, los principales elementos y características de las 
plataformas seleccionadas para el desarrollo y test de las soluciones propuestas. Por último, se presentan un 
conjunto de ideas básicas de Lógica Difusa, cuyas técnicas de inferencia serán utilizadas en algunos de los 
diseños realizados, y se introducen una serie de nociones para la aplicación de métodos de aprendizaje 
supervisado con el fin de optimizar las prestaciones de este tipo de sistemas. El capítulo concluye con la 
propuesta de una metodología de trabajo genérica para la realización de implementaciones hardware 
eficientes de algoritmos de procesamiento de imagen en sistemas empotrados. Las herramientas utilizadas en 
esta Tesis para llevar a cada uno de los pasos de dicha metodología son también detalladas, destacando sus 
principales usos, opciones y ventajas.    
 
● En el Capítulo 2 de la memoria se ha realizado una amplia revisión de los algoritmos de sustracción de 
fondo existentes en la literatura, así como de sus implementaciones a nivel software y hardware. El objetivo 
de este estudio es la selección de un conjunto de métodos cuya implementación hardware ofrezca una buena 
relación de compromiso entre rendimiento, recursos, velocidad y consumo de potencia. Tras analizar las 
alternativas existentes en la literatura, ante la imposibilidad de lograr todos los requisitos con una única 
solución, los algoritmos fueron divididos en dos grandes grupos.  
 
El primero de ellos explora alternativas relativamente sencillas, que presentan una implementación más ligera 
a costa de un rendimiento limitado. Es decir, alternativas que pueden trabajar para muchas aplicaciones con 
resoluciones de imagen aceptables considerando solo la memoria interna de la FPGA, pero cuyos resultados 
en cuanto a la calidad del foreground extraído no son óptimos. El estudio de los algoritmos existentes en el 
estado del arte pertenecientes a este grupo dio lugar a la selección de siete métodos, con los que se realizó un 
estudio más exhaustivo de rendimiento. Para ello, las métricas de evaluación y las secuencias de imágenes de 
test más utilizadas por otros autores del área fueron revisadas y seleccionadas. A estas siete alternativas se 
sumó además un nuevo método propuesto en esta Tesis que, aplicando Lógica Difusa, es capaz de mejorar 
los resultados de aquellos en los que se inspira.  
 
Analizando los resultados arrojados por ese estudio, seis de los algoritmos fueron implementados en 
hardware, contemplando varias opciones de diseño en determinadas partes de los algoritmos, y distintos 
tipos y longitudes de palabra de ciertos datos cuyo papel en la implementación resultaba relevante. 
Posteriormente se realizaron procesos de simulación, síntesis e implementación, y se obtuvieron resultados 
de rendimiento, área, velocidad y potencia. Aunque alguna de las alternativas no distan mucho en 
prestaciones, con otras es posible ofrecer un abanico de soluciones para cubrir un rango bastante amplio de 
situaciones y aplicaciones reales. Usando la memoria interna de una FPGA Spartan-3A DSP 3400 para 
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imágenes de resolución CIF a frecuencias situadas entre los 80 y los 100 MHz. El error cometido con 
respecto a la implementación software del algoritmo original es inferior al 1% (en el marco de las métricas 
consideradas) y su consumo no supera en ningún caso los 0.5 W.  
 
El segundo grupo de algoritmos, por el contrario, se centra en alternativas más complejas, que suelen 
presentar un rendimiento mejor a costa de un incremento en las exigencias de memoria, lógica y/o potencia, 
siendo en muchos casos necesario recurrir al uso de memoria externa al dispositivo reconfigurable. En este 
caso se analizó el rendimiento de cuatro alternativas, trabajando con imágenes en niveles de gris y en color, 
para seleccionar finalmente las mejores de ellas. Al observar que las alternativas escogidas presentaban 
principios de funcionamiento similares, se optó por diseñar una arquitectura genérica, reconfigurable y 
escalable, que permite la implementación de distintas configuraciones de estos algoritmos, así como 
establecer una base para la implementación eficiente de otros algoritmos pertenecientes a este grupo de 
métodos.  
 
La implementación de dicha arquitectura es detallada en la memoria, y los resultados de rendimiento 
(obtenidos por simulación), área, velocidad y potencia (obtenidos realizando procesos de síntesis e 
implementación) de los módulos resultantes son proporcionados para distintas combinaciones de 
parámetros. Comparadas con los algoritmos software originales, las implementaciones cometen errores 
situados entre el 0.16% y el 1.5% para las métricas utilizadas, pudiendo trabajar con frecuencias situadas 
entre 55 y 77 MHz sobre la FPGA Spartan-3A DSP 3400 y entre 83 y 112 MHz cuando se utiliza el 
dispositivo ZYNQ™-7000 SOC XC7Z020. Por la cantidad de recursos requeridos, aunque la 
implementación de este tipo de algoritmos es más adecuada para sistemas que puedan acceder a memoria 
externa al dispositivo reconfigurable, también es posible utilizarla para trabajar con resoluciones de imagen 
que no sean muy elevadas (SQCIF y QCIF) sobre dispositivos que únicamente cuenten con memoria 
interna. En cuanto a la potencia consumida, todas las implementaciones se sitúan por debajo de 1 W.  
 
● En el Capítulo 3 de la Tesis se profundiza en la exploración de los algoritmos de etiquetado. En primer 
lugar, se ha realizado una extensa revisión de los métodos existentes en la literatura, clasificándolos en 
función del número de barridos que realizan de la imagen. A lo largo de este estudio, se han analizado las 
ventajas e inconvenientes de cada uno de los tipos considerados, así como de las distintas técnicas aplicadas 
para su mejora. De acuerdo con los objetivos de la Tesis, la atención se ha fijado prioritariamente en aquellos 
algoritmos de etiquetado capaces de procesar la imagen a medida que la reciben del elemento de captura. 
Entre las distintas opciones existentes, los algoritmos multi-scan fueron seleccionados por su funcionalidad y 
sencillez, mientras que los algoritmos two-scan resultan indispensables para la implementación de sistemas 
de visión que requieran una mayor velocidad de procesado. Durante este estudio también se ha detectado la 
principal limitación para conseguir buenos etiquetados: el solapamiento y la pérdida de equivalencias entre 
etiquetas.  
 
Aunque el problema de pérdidas de equivalencias ha sido reportado en la literatura, la mayoría de los trabajos 
publicados están centrados en la mejora o aceleración de una implementación y la optimización de 
determinados factores (como el número de accesos a memoria), siendo los errores que se producen 
contemplados de forma cualitativa o desde un punto de vista puramente teórico. En el desarrollo de esta 
Tesis, sin embargo, se ha considerado imprescindible realizar un estudio del problema que permita averiguar 
cuál es realmente su magnitud, el impacto que supone en los resultados obtenidos y si existe alguna manera 
de reducirlo. Por esta razón, se incluye en el capítulo la propuesta de una metodología sistemática para llevar 
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a cabo dicho estudio, así como el análisis del problema sobre un conjunto de algoritmos que podrían ser 
buenas alternativas de cara a una implementación hardware.  
 
Tras analizar el rendimiento y las prestaciones que puede ofrecer cada alternativa, se decidió la realización de 
dos implementaciones. Ambas pueden llevarse a cabo utilizando únicamente los recursos de memoria 
internos del dispositivo para aplicaciones que empleen pequeñas resoluciones de imagen. Usando una FPGA 
XC3SD1800A, con el primero de los algoritmos se pueden alcanzar tamaños de imagen de 350x350 píxeles y 
frecuencias de trabajo de hasta 51 MHz (considerando una conectividad de 4 vecinos). Estas cifras se ven, 
sin embargo, limitadas por la necesidad del algoritmo de realizar múltiples barridos para completar el 
etiquetado. No obstante, se podrían procesar imágenes con resoluciones QCIF en la mayoría de los casos. 
Con el segundo de los algoritmos implementados, sobre la misma FPGA, considerando también 
conectividad 4 y sin imponer ninguna restricción en cuanto a uso de memoria, podrían alcanzarse 
resoluciones de 210x210 píxeles trabajando a unos 41 MHz. No obstante, suponiendo el procesado de 
imágenes convencionales, donde el número de etiquetas asignadas se mantiene muy por debajo del máximo 
teórico, estos valores se incrementan hasta los 310x310 píxeles y una frecuencia de 50.71 MHz. Con este 
algoritmo, no obstante, no existe ninguna limitación adicional, ya que completa el etiquetado en un tiempo 
de frame. El consumo de potencia en ambos casos no es muy significativo, situándose por debajo de los 200 
mW. 
 
● Aunque utilizando placas con más recursos se obtendrían mejores resultados en cuanto al tamaño de las 
imágenes que es posible procesar (tanto en el caso de los algoritmos de sustracción de fondo, como en el 
caso de los algoritmos de etiquetado), si se desea el procesado de imágenes de mayor tamaño será necesario 
recurrir a memoria externa. Como consecuencia, el capítulo 4 de esta memoria recoge la descripción de dos 
sistemas de visión completos, desarrollados en el marco de esta Tesis sobre dispositivos comerciales. Con 
ellos se persigue llevar a cabo una verificación funcional de las soluciones propuestas en los apartados dos y 
tres de esta memoria, así como describir los procesos necesarios para generar módulos IP a partir de ellos e 
integrarlos en plataformas existentes en el mercado. 
 
El primer sistema, desarrollado sobre una plataforma de Xtreme DSP– Edición 3400, con una FPGA 
Spartan 3ª DSP 3400, demuestra el funcionamiento de un algoritmo de etiquetado. Este demostrador 
presenta un flujo de procesado puramente hardware, donde la inicialización y configuración de los distintos 
elementos se efectúa desde un procesador soft llamado Microblaze, a través de un bus PLB (Processor Local 
Bus). El segundo sistema, por otra parte, construido sobre la plataforma de desarrollo conocida con el 
nombre de ZedBoard, muestra los resultados obtenidos por un algoritmo de sustracción de fondo y/o 
extracción de foreground. Con un flujo de procesado que se mantiene también a nivel hardware, el control 
de los distintos bloques que componen el demostrador se realiza desde uno de los procesadores ARMs 
integrados en el SoC XC7Z020 CLG484-1 existente en el dispositivo. La arquitectura que presenta este 
demostrador está basada en el protocolo AXI (Advanced eXtensible Interface).  
 
Asimismo, se han construido también dos sencillos ejemplos de co-simulación con aplicaciones de conteo y 
seguimiento de objetos (tracking), que hacen uso de una FPGA y un procesador externo. Estos ejemplos 
ponen de manifiesto otra alternativa para llevar a cabo la depuración de un diseño e implementación 
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El trabajo desarrollado en esta Tesis doctoral se ha enmarcado en dos Proyectos de Investigación 
subvencionados por el Ministerio de Ciencia e Innovación: DIMISION (Diseño microelectrónico de sistemas de 
visión para redes de sensores inteligentes, TEC2008-04920) y SEIs (Diseño hardware para sistemas empotrados 
en entornos inteligentes,  TEC2011-24319).  
  
El objetivo básico del proyecto DIMISION fue fomentar el desarrollo de redes de sensores con 
capacidad de visión, proporcionando nuevos algoritmos, estructuras de circuito, estrategias y herramientas de 
diseño que facilitaran la implementación microelectrónica eficiente de este tipo de sistemas. Los resultados 
obtenidos en el proyecto permitieron, en primer lugar, validar el uso de técnicas de Soft-Computing para mejorar la 
eficiencia de diferentes tareas básicas relacionadas con el procesado y transmisión de información visual entre los 
elementos de la red. La ejecución del proyecto permitió, asimismo, el desarrollo de nuevas herramientas y 
técnicas de diseño para sistemas de inferencia difusos, así como la puesta a punto de una plataforma de 
desarrollo para redes de sensores y una metodología de diseño basada en modelos que facilita la síntesis y 
verificación conjunta de los componentes hardware y software del sistema. La viabilidad de las técnicas y 
herramientas desarrolladas fue confirmada mediante la construcción de demostradores centrados en el diseño de 
algoritmos de detección de objetos y algoritmos de etiquetado con aplicación a problemas de Conservación 
Medioambiental. 
 
El proyecto SEIS, por otra parte, planteaba como objetivo explorar el empleo de nuevas técnicas de 
procesado y herramientas de diseño para facilitar el desarrollo de sistemas empotrados para entornos 
inteligentes. Para cumplir estos objetivos se recurrió, por una parte, a la utilización de técnicas de Soft-Computing 
para manejar la imprecisión y ambigüedad de la información suministrada por los sensores, y, por otra a 
desarrollar nuevas metodologías y técnicas de diseño para facilitar la exploración del espacio de diseño de las 
soluciones propuestas. Los dominios de aplicación considerados en el proyecto estaban relacionados con las 
áreas de Seguridad y Control Medioambiental. Entre las principales aportaciones del proyecto cabe destacar la 
propuesta de una plataforma de desarrollo hardware/software para sistemas de visión sobre FPGAs, el análisis 
de nuevas técnicas y elementos de circuito para facilitar la autenticación de los elementos hardware, y una serie 
de implementaciones eficientes de algoritmos específicos para sistemas inteligentes de visión: extracción de 
foreground, etiquetado de componentes conectados, identificación de huellas dactilares y detección de caras. 
 
Durante el periodo de realización del trabajo la candidata al título de doctorado ha estado soportada 
económicamente por una ayuda de posgrado para la Formación de Profesorado Universitario del Ministerio de 
Educación, Cultura y Deportes (Beca FPU, Convocatoria: 25 de abril de 2012), adscrita al Consejo Superior de 
Investigaciones Científicas (CSIC). La concesión de dicha ayuda permitió a la beneficiaria la solicitud de dos 
estancias predoctorales que le fueron también concedidas. Un resumen de las tareas realizadas en dichas 
estancias, así como de los principales resultados obtenidos a raíz del trabajo recogido en esta memoria se incluye 




































































Los avances de la microelectrónica, las comunicaciones y la informática están transformado, no solo las 
herramientas que utilizamos, sino también los hábitos y mecanismos de comunicación de los integrantes de la 
sociedad en la que nos encontramos inmersos; una sociedad que ha pasado a denominarse ‘Sociedad de  la 
Información’. Además de numerosos dispositivos dirigidos a usuarios, esta evolución tecnológica ha dado lugar a 
la aparición de nuevos paradigmas, como ‘Internet de las cosas’ (IoT) o ‘Inteligencia ambiental’ (AmI), que 
plantean la necesidad de lograr un entorno digital sensible, adaptativo y responsivo, donde todos los elementos 
estén interconectados.  
 
Apoyándose en el hecho de que la visión es uno de los sentidos que más información proporciona a los 
seres vivos acerca del medio que les rodea, muchos de los elementos que constituirán este nuevo entorno digital 
incluirán sistemas capaces de adquirir y procesar imágenes, extrayendo, interpretando y/o transmitiendo la 
información visual que resulte de interés para una determinada aplicación. El desarrollo de estos sistemas exige 
la revisión de los algoritmos de procesamiento de imagen y vídeo actualmente utilizados, con el objetivo de 
seleccionar aquellas alternativas que puedan ser implementadas en dispositivos empotrados de bajo coste, con 
tamaño y peso reducido, capaces de interactuar con el medio que los rodea, de operar con la mayor autonomía 
posible y de proporcionar un elevado nivel de inteligencia. 
 
El eje central de esta Tesis es el desarrollo de hardware específico para algoritmos de procesado de 
imágenes y secuencias de vídeo usados en sistemas empotrados de visión artificial. Concretamente, el trabajo se 
ha centrado en dos tipos de algoritmos usados en numerosos sistemas en distintos dominios de aplicación: los 
algoritmos de sustracción de background y extracción de foreground, y los algoritmos de etiquetado de componentes 
conectados. Ambos tipos de algoritmos son a menudo dispuestos interconectados en cascada, de modo que la 
salida del primero es la entrada del segundo, posibilitando la realización de operaciones de más alto nivel, como 
la detección, la re-identificación o el seguimiento de personas u objetos. 
 
Las principales contribuciones realizadas, relativas a los algoritmos de substracción de fondo, se 
resumen a continuación: 
  
● Se ha llevado a cabo una completa revisión del estado del arte de los algoritmos de sustracción de 
background y extracción de foreground, así como de las magnitudes y las bases de datos de secuencias que 
permiten la caracterización del problema y la evaluación del funcionamiento de las diferentes 
alternativas. A partir de esta revisión, se ha seleccionado un conjunto de algoritmos que podrían ser 
buenas alternativas para llevar a cabo implementaciones hardware, dividiéndolos en dos grupos: por 
una parte se han explorado alternativas relativamente sencillas, que permiten una implementación con 
un número reducido de recursos a costa de proporcionar un rendimiento limitado; por otra parte, se 
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han analizado alternativas más complejas, que suelen presentar un rendimiento mejor a costa de un 
incremento en las exigencias de memoria, lógica y consumo de potencia, siendo en muchos casos 
necesario recurrir al uso de memoria externa al dispositivo usado en su implementación. 
 
●  Con el objetivo de analizar el rendimiento y las prestaciones de cada uno de los métodos y ofrecer un 
conjunto de soluciones adecuadas para un amplio abanico de aplicaciones, se ha procedido a la 
implementación software y hardware de los algoritmos incluidos en ambos grupos. En este estudio se 
han considerado alternativas en escala de grises y color y se han contemplado distintos valores para los 
parámetros que definen el comportamiento de los diferentes algoritmos. La codificación software se ha 
llevado a cabo con ayuda de los entornos MATLAB y Visual Studio, mientras que el diseño hardware se 
ha realizado con System Generator y las herramientas de síntesis e implementación de FPGAs de 
Xilinx.  
 
● Entre los algoritmos más sencillos se estudiaron a nivel software ocho alternativas. De ellas, seis 
fueron implementadas en hardware: los algoritmos FE, SR, MC, SG ,SD y FR. Usando la memoria 
interna de una FPGA Spartan-3A DSP 3400 para almacenar los resultados intermedios, la mayoría de 
esas implementaciones son capaces de trabajar con imágenes de resolución CIF a frecuencias situadas 
entre los 80 y los 100 MHz. El error cometido con respecto a la implementación software del algoritmo 
original es inferior al 1% (en el marco de las métricas consideradas) y su consumo no supera en ningún 
caso los 0.5 W. 
 
● El último de los algoritmos mencionados, citado en la memoria con las siglas FR, corresponde a una 
propuesta surgida en el contexto de esta Tesis para la mejora de un algoritmo RA clásico de la literatura 
mediante la aplicación de técnicas de inferencia basadas en Lógica Difusa. El método demuestra ser 
una buena alternativa, sobre todo en velocidad, para aplicaciones que requieran trabajar con algoritmos 
sencillos.  
 
● En el caso de los algoritmos de mayor complejidad se contemplaron cuatro alternativas a nivel 
software. A raíz de este estudio se diseñó una arquitectura hardware reconfigurable que permite la 
implementación de los métodos ViBe y PBAS, y sienta las bases para la implementación de otros 
algoritmos de los denominados ‘de consenso’. Comparadas con los algoritmos software originales, las 
implementaciones cometen errores situados entre el 0.16% y el 1.5% para las métricas utilizadas, 
pudiendo trabajar con frecuencias situadas entre 55 y 77 MHz sobre la FPGA Spartan-3A DSP 3400 y 
entre 83 y 112 MHz cuando se utiliza un dispositivo Zynq-7000 SOC. Aunque la implementación de 
este tipo de algoritmos es más adecuada para sistemas que puedan acceder a memoria externa al 
dispositivo reconfigurable, también es posible utilizarla para trabajar con resoluciones de imagen que 
no sean muy elevadas (SQCIF y QCIF) sobre dispositivos que únicamente cuenten con memoria 
interna. En cuanto a la potencia consumida, todas las implementaciones se sitúan por debajo de 1 W.  
 
 
Por otra parte, las principales aportaciones de la Tesis en relación con los algoritmos de etiquetado, son 
las siguientes:    
 
● Se ha revisado el estado del arte de los algoritmos de etiquetado de componentes conectados, 
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especial énfasis en la identificación del problema de pérdidas de equivalencias entre etiquetas. El 
estudio sistemático del mismo, llevado a cabo mediante una serie de implementaciones software en el 
entono MATLAB, ha permitido poner de manifiesto su orden de magnitud y el impacto que supone en 
los resultados obtenidos, así como detectar una técnica que permite reducirlo. 
 
● Se ha propuesto la adaptación de uno de los métodos más eficientes reportados en la literatura, el 
algoritmo de Bailey et al., para que aproveche los intervalos de sincronía horizontales y verticales 
existentes en distintos estándares de video. Con ello se presenta la implementación hardware de un 
algoritmo two-scan que opera en cada tiempo de frame, entregando la imagen etiquetada. Este algoritmo 
aparece citado en esta memoria con las siglas ABA.   
 
● Utilizando System Generator como herramienta de diseño, se ha realizado la implementación 
hardware del algoritmo anterior, junto a la de un algoritmo multi.scan de referencia (UMS). La 
implementación del algoritmo UMS sobre una FPGA Spartan-3A DSP 1800 permite alcanzar tamaños 
de imagen de 350x350 píxeles y frecuencias de trabajo de hasta 51 MHz (considerando una 
conectividad de 4 vecinos). Aunque estas cifras se ven limitadas por la necesidad del algoritmo de 
realizar múltiples barridos para completar el etiquetado, en la mayoría de los casos se podrían procesar 
imágenes con resoluciones QCIF.  
 
● En el caso del algoritmo ABA, utilizando la misma FPGA, considerando conectividad 4 y sin imponer 
ninguna restricción en los tamaños de las tablas de equivalencias, pueden alcanzarse resoluciones de 
210x210 píxeles trabajando a unos 41 MHz. No obstante, suponiendo el procesado de imágenes 
habituales, donde el número de etiquetas asignadas se mantiene dentro de unos límites razonables, 
estos valores se incrementan hasta los 310x310 píxeles y una frecuencia de 50.71 MHz, muy similares a 
los del algoritmo UMS. Con este algoritmo, no obstante, no existe ninguna limitación adicional ya que 
es capaz de completar el etiquetado en un tiempo de frame.  
 
La experiencia adquirida en el desarrollo de los trabajos anteriores se ha plasmado, asimismo, en la 
propuesta de una metodología de diseño basada en modelos para la implementación eficiente de algoritmos de 
procesamiento de imagen y secuencias de vídeo sobre dispositivos reconfigurables. El uso de ese flujo de diseño 
y la combinación de herramientas que lo soporta permiten la realización de todo el ciclo de desarrollo en un 
entorno de trabajo unificado, acelerando los procesos de diseño, implementación, verificación e integración, lo 
que se traduce en una exploración más eficiente el espacio de posibles soluciones para este tipo de aplicaciones. 
 
Por último, con la finalidad de facilitar su integración con los elementos de procesado disponibles en 
las plataformas de desarrollo empleadas, así como para demostrar su utilidad como bloques básicos para la 
implementación de sistemas empotrados de visión capaces de operar en tiempo real con secuencias de vídeo de 
elevada resolución, algunos de los algoritmos implementados en la Tesis han sido convertidos en módulos-IP e 
integrados en dos prototipos de sistemas de visión. En relación con este punto, las principales aportaciones del 
trabajo son:  
  
● La creación de un módulo-IP a partir de la implementación hardware del algoritmo de etiquetado 
ABA. Para ello, las interfaces de entrada y salida de este bloque han sido adaptadas para facilitar su 
conexión a buses genéricos que incluyen las señales de datos y de temporización habituales en muchos 
estándares de vídeo. 
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● El desarrollo de un demostrador que integra este módulo-IP sobre una plataforma Xtreme DSP– 
Edición 3400 con una FPGA Spartan-3A DSP 3400. El sistema presenta una arquitectura basada en 
buses PLB que integra como procesador el soft-core MicroBlaze y es capaz de procesar en tiempo real 
secuencias de imágenes con resolución VGA cuando se emplea en aplicaciones de identificación de 
formas y conteo de objetos. 
 
● La creación de un módulo-IP a partir de la implementación hardware de un algoritmo de sustracción 
de fondo RA clásico, con interfaces de entrada y salida adaptadas para su conexión a buses estándar 
AXI-Stream, así como de un módulo-IP auxiliar para sincronizar la transmisión de información de 
flujos AXI-Stream cuando existen múltiples receptores de información.   
 
● El desarrollo de un demostrador que ilustra el funcionamiento de estos módulos-IP, construido sobre 
una plataforma ZedBoard que cuenta con un dispositivo Zynq-7000 SoC. El sistema utiliza como 
elemento de procesado uno de los cores ARM disponibles en el dispositivo. La interconexión entre los 
distintos componentes se lleva a cabo mediante los diferentes tipos de buses definidos en el estándar 
AXI. El sistema empotrado es capaz de ejecutar en tiempo real aplicaciones de sustracción de 
background y extracción de foreground con imágenes de resolución 1920x1080.    
 
 
El trabajo de investigación descrito en esta Tesis Doctoral pretende, en resumen, contribuir al 
desarrollo de sistemas empotrados de visión para diversas aplicaciones desde una doble perspectiva. Por una 
parte, aportando soluciones concretas para realizar de forma eficiente algunas tareas habituales en este tipo de 
sistemas. Por otra, proponiendo una metodología de diseño, basada en el estudio del problema, el análisis de las 
diferentes alternativas de implementación hardware, la evaluación de distintas técnicas para mejorar las 
alternativas seleccionadas, la implementación software y hardware de las alternativas escogidas y, por último, su 
integración como módulos-IP en un prototipo real. Dadas las perspectivas de futuro que estos paradigmas 
parecen tener en la moderna ‘Sociedad Digital’, esta metodología podría ser aplicada a muchos otros tipos de 











Over the past century, technology has evolved at a huge rate, transforming the habits, the ideas and the 
lifestyle of the members of our society and originating the well-known ‘Information Society’. As a result, 
smartphones, tablets, computers and other wearable devices run our lives these days, highlighting the necessity 
of a digital, sensitive, responsive and adaptive environment. In fact, new paradigms such as ‘The internet of 
things (IoT)’ or ‘Ambient Intelligence’ (AmI) have appeared based on these ideas.   
 
To achieve an environment with these properties, among others, it is supposed to play a crucial role the 
development of networks of devices, whose size and weight is small (to facilitate its portability and its 
integration around people) and whose processing power and autonomy is high (to perform complex tasks 
without being dependent on a power source). In addition, a good the capacity for interacting with the 
environment it is required. To achieve this last exigence, based on the fact that vision is one of the most useful 
senses to human beings for obtaining information about the environment, many of the devices of the network 
will integrate vision systems, which are able to acquire and process images and videos to extract information and 
to interpret and understand what it is happening on the scenario. 
 
Within this general context, the motivation of this PhD dissertation arise, focused on the design and 
the implementation of dedicated hardware of image processing algorithms for embedded systems. In particular, 
the work has been oriented to two kinds of algorithms: background subtraction algorithms and connected 
component labelling algorithms. Both types of method have been selected for their frequent use on people re-
identification or tracking systems. 
 
Concerning to the background subtraction algorithms, the contributions of this PhD have been:    
 
● Review of the state of art of this kind of methods, as well as the magnitudes and the video database 
used for the characterization and evaluation of the problem in the literature. From this review, some 
algorithms that could be a good option for a hardware implementation has been selected and divided in 
two groups. On the one hand, simple methods whose implementation requires less resources but 
whose performance is limited are explored. On the other hand, more complex alternatives, whose 
performance is better at the expense of an increase on the demanded logic resource and the power 
consumption, are studied.    
 
● Software and hardware implementation of the considered algorithms (simple and complex) that allow: 
(1) to offer a set of valid solutions, (2) to carry out trade-off studies that consider the quality of the 
results provided by the algorithm and the speed, area and power achieved by its implementation. These 
studies consider grey and color versions of the algorithms and different values for some of their 
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parameters. The software implementations have been done in Matlab or C/C++, depending on the 
particular algorithm, using Matlab or Microsoft Visual Studio. The hardware implementations have 
been done using System Generator (Xilinx). 
 
● Among the simple methods, eight algorithms were selected at software level. Six of them were chosen 
to continue with the hardware analysis. These algorithms were called on the Thesis manuscript: FE, SR, 
MC, SG ,SD y FR. Using the internal memory of a FPGA Spartan-3A DSP 3400 to save intermediate 
results, the majority of these implementations are able to process CIF images at 80-100 MHz. The 
obtained errors were always lower than 1% of F-Score with respect to the original software version and 
the power consumption never overcame 0.5W. 
 
● The last simple mentioned algorithm, FR, is a proposal which arises in the context of this PhD Thesis 
to improve a running average classic method. The improvement was achieved by means of the 
application of fuzzy logic techniques. The results demonstrated that this proposal could be a good 
option, in terms of speed, to work with devices with very few resources.  
 
● In reference to the complex methods, four algorithms were studied at software level. From this study, 
a reconfigurable architecture that allows to obtain the ViBe and PBAS algorithms, as well as 
establishing the bases for the implementation of other ‘consensus methods’, is proposed. 
 
The committed error by the hardware implementation of these methods is between 0.16% and 1.5% of 
F-Score, being able to work at 55 - 77 MHz if the used device is a FPGA Spartan-3A DSP 3400, and at 83 - 112 
MHz if the used device is a Zynq ™-7000 SOC XC7Z020. The amount of required resource indicates that these 
implementations are better for systems with available external memory. Nevertheless, it is possible to process 
SQCIF and CIF image resolutions in devices that only have internal memory. In terms of power consumption, 
any of the analysed models exceed 1W.    
 
On the other hand, the contributions of this PhD Thesis with regard to labelling are:  
 
● Review of the state of art of this kind of methods and identification of the problem of losses of 
equivalences. Although this problem has been described in the literature, the majority of works are 
focused on the implementations (trying to reduce the execution time, the access to memory, etc.) and 
these losses are considered in a theoretical or qualitative way.  In this Thesis, a systematic methodology 
is proposed to reveal the magnitude of these errors and its relevance in the obtained results, and a 
technique to reduce these errors has been identified.  
 
● The adaptation of one of the most efficient methods of the literature, the Bailey’s algorithm, to make 
use of the vertical blanking period of a video standard, in addition to horizontal blanking periods, to 
the resolution of equivalences among labels. Therefore, the hardware implementation of a two-scan 
algorithm that works in real time, delivering the labelled image, is provided. This adaptation is named 
ABA in the manuscript.  
 
● Using System Generator as design tool, hardware implementations of the UMS and ABA algorithms 
have been performed. The implementation of the UMS algorithm on a FPGA Spartan-3A DSP 1800 
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(considering a horizontal/vertical 4-neighbourhood). Although these figures are limited by the 
requirement of doing several scans on the image for completing the labelling, most cases would be able 
to process QCIF sequences resolutions.  
 
In case of the ABA algorithm, using the same FPGA and neighbourhood and without considering any 
size constraint applied to the equivalence table, it would be possible to reach 210x210 image 
resolutions, working at 40 MHz. However, in the knowledge that the number of assigned labels is 
lower in actual situations, the size of the equivalence table could be reduced to process images of 
310x310 pixels at 50MHz without committing a relevant error. These figures are similar to the achieved 
ones with the UMS algorithm, but in this case there are no additional limitations.  
 
The acquired experience on the development of these contributions has resulted in the proposal of a 
methodology for the efficient hardware implementation of image processing algorithms on reconfigurable 
devices. The combination of employed tools and the use of this methodology have allowed to speed up the 
different stages of the design flow, carrying out all of them from the same environment and exploring the 
solution space for this kind of algorithms.  
 
Finally, with the aim of making its integration with the processing elements easier in the existent 
platforms and to demonstrate its utilities as basic blocks for the implementation of embedded systems, some of 
the implementations provided on this Thesis have been converted into IP-modules. In addition, these IP-
modules have been integrated into two vision systems prototypes. Regarding this point, the main contributions 
are:   
● The creation of an IP-module from the hardware implementation of the ABA algorithm. To achieve 
this objective, the input/output interfaces have been adapted to its connection with generic buses, 
which are composed by the data signal and the usual signalling (horizontal synchronization, vertical 
synchronization and enable data signals).  
 
● The development of a demonstrator that integrates this IP-module on a XtremeDSP platform, with a 
FPGA Spartan 3A DSP 3400. The system has an architecture that, based on PLB buses, integrates the 
soft core microprocessor known as Microblaze. It has been set up to process in real time VGA 
sequences.  
 
● The creation of an IP-module from the hardware implementation of a running average classic 
algorithm, whose input/output interfaces have been adapted for its connection with AXI-Stream buses, 
and the design and the creation of an IP-module for synchronizing AXI-Stream flows, supposing M 
masters and N slaves.   
 
● The development of a demonstrator that integrates these IP-modules on a Zedboard platform, which 
includes a Zynq ™-7000 SOC XC7Z020. The system uses as processor one of the ARM of the device.  
The interconnection among the components of the system was done by means of AXI buses. The 
system is able to separate on real time the background and the foreground of a sequence capture from 
a camera or an HDMI connection. Input images have a 1920x1080 pixels resolution.   
 
In summary, the research work described on this Thesis aims to contribute with the development of 
embedded vision systems to IoT or AmI applications  from a double perspective: on the one hand, providing 
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specific solutions to perform efficiently usual tasks of this kind of systems; on the other hand, proposing a 
design methodology based on the study of the problem, the analysis of the different already published 
contributions, the evaluation of the different techniques to improve the selected methods, the software and the 
hardware implementation of the chosen alternatives, and finally, the integration of the performed 
implementation as IP-module o actual prototypes.  
 
In view of the potential of these paradigms, their future prospects and the ‘digital society’, both 
implementations and the proposed methodology could be relevant thanks to their use and application to the 
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AmI. - Inteligencia ambiental  
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GPPs. - General Purpose Processors 
GPUs. – Graphic Processing Units 
GPS. - Sistemas de posicionamiento global 
GT.- Ground-Truth 
H 
HB.- Horizontal Blanking period 
HDMI. - High Definition Multimedia Interface 
HDL.-  Hardware Description Language 
HOG. - Histogram of Oriented Gradients 
HLS.- High Level Synthesis 
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I 
IDC. - International Data Corporation 
IDE. – Integrated Development Environment 
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IWS. - Internet World Stats 
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J 
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K 
KDE.- Kernel density estimation 
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L 
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TPR.- True positive rate 
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UART.- Universal Asynchronous Receiver-
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