Digital aerial photography provides a useful starting point for computerized map generation. Features of interest can be extracted using a variety of image-processing techniques, which analyze the image for characteristics such as edges, texture, shape and color. In this work, we develop an automatic road detection system for use on high-resolution greyscale aerial images. Road edges are extracted using a variant of the Nevatia-Babu edge detector. This is followed by an edge thinning process and a new edge linking algorithm that fills gaps in the extracted edge map. By using a zoned search technique, we are able to design an improved edge linking algorithm that is capable of closing both large gaps in long, low-curvature road edges as well as smaller gaps that can occur at triple points or intersection points. An edge-pairing algorithm, which is subsequently applied, takes advantage of the parallel edges of roads to locate the road centers. Results demonstrate that the current system 
Introduction
With more and more of the world's information becoming digitized and with the popularity of geographical information systems, the detection and recording of digital map data from aerial images has become increasingly important. In the past, analog information was recorded manually, requiring large amounts of time and effort to catalog the precise details. As well as speeding up this process, having a computer perform the task allows for rapid updating, displaying and transmission of the information.
There are various topographical features that need to be extracted from aerial images: roads, lakes, rivers, railroads, buildings, etc. This paper focuses on the detection of roads from grayscale aerial images because of their importance in most maps and because there is less variability in the characteristics of roads as compared to the characteristics of other features. Furthermore, an attempt is made to completely automate the process. In general, roads have several characteristics that help automatic detection: they tend to be long and continuous, with small curvature, sharp, parallel boundaries, and relatively constant grayscale and texture values between the boundaries. However, the problem is made difficult by the fact that these characteristics do not always hold for individual roads. The boundaries can be blurred, the background can be very close in grayscale value to the road itself, there can be trees or shadows breaking the continuity of the boundaries, or the road can be a short dead-end road or a driveway. The absence of color information in the images also adds to the complexity of the problem. Figure 1c illustrates the difficulty of viewing roads through tree tops and their shadows. The edges of these roads are highly occluded, even making it hard for a human observer to make out the exact position of the edges. Figure 1d shows a more densely populated area in which the building edges are often sharper than those of the roads. Shadows, this time from houses, also complicate the analysis of such an image. Furthermore, although all four of these images are approximately the same resolution, the road widths and lengths vary.
Figure 1.
The disparity in characteristics from image to image is the primary source of difficulty in the road detection process. Systems that attempt to deal with all the variations can become quite complicated. It is the goal of this work to develop a simple and practical method for extracting roads from a wide variety of aerial images. The only assumptions that are made are that roads are bounded by two roughly parallel edges and that they are either straight or changing direction very slowly. Then, despite the broken or faded boundaries, the roads are found.
In a sense, this work will determine how far road detection can proceed while ignoring many of the above mentioned image variations, and therefore how important it is to take into account the diversity of road characteristics.
Methods for automatic road detection can be classified as being either local or global in nature. Global procedures attempt to develop accurate models for the roads, incorporating the many characteristics into as few parameters as possible (Barzohar and Cooper, 1996) . Within the category of local methods, many techniques exist. Edge detectors and linkers are often used to find road seeds, which are then grown into the full road network (Zhu and Yeh 1986; Zhu et al. 1996) . The textural and spectral properties of roads are employed to group together road pixels. Similarly, the difference between the grayscale values of roads and the background is exploited in order to determine the boundaries of the roads. In addition, methods that attempt cooperation between local and global methods also exist (Airault et al. 1995) . Many of these references give further lists of road detection methods.
In this work, we develop a "best of breed" road-detection system for highresolution aerial images. This combines (a) a variation of the Nevatia-Babu (1980) edge detector (b) an edge thinning process (c) a new edge linking scheme that improves on the technique of Heipke et al. (1994) and (d) an edge pairing process similar to that of Zhu et al. (1996) . The linking scheme of Heipke et al. (1994) is confined to small search areas, predefined by the direction of an edge, and can only fill small gaps in an edge map. The linking technique described here performs a more extensive zoned search that can fill in both small and large gaps.
Automatic Detection of Roads

Edge detection
Assuming that edges represent sharp changes in grayscale value, and that roads have a significantly different grayscale value than the surrounding background, edge detection is a natural first step in extracting roads from aerial images. The edge detection process is based on a masking procedure. This produces edge magnitude and direction information that can be used as a basis for selecting candidate edge points. An edge thinning procedure is then applied to these candidate edge points. This ensures that the output of the edge detector consists of sharp, well-defined edges.
Determination of angles and edge values
The first step involves labeling each pixel of an image with an edge value (magnitude) and a direction (angle).
Several masks are chosen, each corresponding to the digital values of an ideal edge oriented in a certain direction.
These masks are convolved with the given image. At each pixel, the mask producing the largest value is found. The corresponding direction and this largest value are recorded as the angle and edge value of that pixel.
Two factors must be considered when choosing the masks: how many masks to use and how large to make them. The number of masks corresponds to the number of angle values possible. There is no front or back to the edges, so only angles from 0 to 180 degrees need be considered, with 0 and 180 being the same orientation. Based on experiments, six masks were found to work well, with angle values 0, 30, 60, 90, 120 and 150. The size of the masks is a detail considered closely by Nevatia and Babu (1980) . Small masks will have problems discriminating between noise and true edges, while large masks will miss the finer details of the edges. A set of 5x5 masks was found to work well for the test images used in the present work. Figure 2 illustrates one such mask, which corresponds to an angle of 30 degrees from the vertical. 
Selection of edge points
The direction and edge value information is next used to determine which image pixels are truly part of an edge. Edge energy is defined as the sum of the squares of the edge values.
Edge thinning
Following the thresholding, any single points are deleted from the edge image. The remaining edges vary in thickness. Before proceeding to the linking stage of the system, it is helpful to thin the edges to a one-pixel thickness. The goal is to remove edge pixels one by one until only the "skeleton" remains (Heipke et al. 1994) . A pixel in the skeleton can have only two other edge pixels in the 3x3 neighborhood surrounding it, unless it is the end of an edge or at a crossing point. The 3x3 neighborhood of each edge pixel is inspected in order to determine if the center pixel is part of the skeleton or not. There are many possible patterns that indicate the center pixel is not part of the skeleton and can thus be removed. However certain conditions on properly thinning edges (Heipke et al. 1994 ) reduce the number of such cases dramatically. These conditions guarantee that (i) thick edges are not split into parallel thin edges, but are thinned as a single edge; (ii) that no holes are created in edges, and; (iii) edges are not shortened at all, but remain the same length. The additional consideration of symmetry determines seventeen 3x3 masks, shown in Figure 3 , which need to be applied to each edge pixel in order to thin the edges. One pass of the thinning algorithm compares the neighborhoods of each edge pixel with the original, transpose and rotations of each of the seventeen masks. Also, they must be compared starting from the left, right, top and bottom in order to take full advantage of symmetry. Figure 4 shows the thinning example from Heipke et al. (1994) , illustrating the process of removing an edge pixel which does not belong in the skeleton. In dealing with the images used for this paper, one pass through all the checks was enough to satisfactorily thin the edges. However, if edges are thick enough, the thinning may have to be repeated several times. 
Edge linking
No edge detection method is perfect in that it finds all the edge points and only edge points. Usually, unwanted noise is present in the form of short, erratic edges, and many edge pieces remain disconnected from other pieces on the same edge by gaps. Both these problems are addressed in the edge linking process. As with the problem of edge detection, specifically road detection, linking methods are either local or global systems. Local methods deal with a neighborhood around the pixel to be linked, analyzing the characteristics of these neighboring pixels to determine where the links should be. The simplest of local schemes focus on a small neighborhood and use information from earlier edge detection in order to find pixels with similar characteristics. As the size of the neighborhoods gets larger, searches are introduced based on a variety of path metrics (Farag and Delp 1995) . Fuzzy reasoning has also been used to deduce which pixels in the search area should be linked together (Law et al. 1996) . Global methods look at the overall pattern of edges and try to describe the features using a few variables.
Examples of global methods include modeling the edge image as a potential function (Zhu et al. 1996) , using the Hough transform (Gonzalez 1987) , Markov
Random Fields (Geman 1990) , and Least-Square-Error curve fitting (Porill 1990 ).
The linking procedure that follows is a local method and specifically focuses on linking edges that represent roads. Roads are usually long and relatively straight. These facts help determine which neighborhoods are searched for points to link together. The basic idea revolves around finding the direction in which the edge is headed and using this to outline a search area. Although the general idea of search areas for edge linking has been used before (Heipke et al. 1994) , the details of the searches performed by this method are new. In particular, our method uses a more extensive zoned search, which allows both small and large gaps in edges to be filled. Because many different edges are often connected together (at corners or triple points or because the edge detection is not perfect), steps are taken to determine which edge points are actually a part of the true edge leading away from an end point. Once this is accomplished, an estimate is made as to the direction in which the edge is heading. Primary and secondary directions, found by looking at the last few step directions within an edge, are assigned to each end point as candidates for the true edge direction. Because we expect the road edges to continue in the direction they are heading, searching is done away from the end point in the primary and secondary directions. In this manner, links are made which fill the gaps in road edges.
Determination of end points
The first step in the linking process is to establish which edge points are end points. As defined by Zhu et al. (1996) , an edge point is also an end point if and only if (i) it has only one other edge pixel in its 3x3 neighborhood, or (ii) two edge pixels in its neighborhood that are directly adjacent. Due to the thinning of the edges, end points that are classified using the second test are not useful for linking, but instead tend to be glitches in smooth edges. Therefore, end points are determined using the first test alone.
Tracing the tree
The next step involves forming a tree to represent each edge. An end point is chosen as the root for the tree, and a series of branches are traced from this point. Initially, because of the way the end points are found, there will only be one branch leading away from the root end point. At each step along this branch, a search is done for other edge pixels in the 3x3 neighborhood of the last recorded edge point. If no others are found, the center point is another end point and the branch ends there. If only one other is found, it is added to the branch and becomes the new center point. If two or more edge pixels are found, the center point becomes a branch point, the end of the branch, and the edge pixels which are found in its neighborhood are recorded as the beginnings of new branches.
The searches continue in this manner, tracing out a tree in which each branch begins and ends at either an end point or a branch point. A stack is used to ensure that no branches are missed. Each branch has a number, and branches that are connected are kept track of by a listing of pairs of branch numbers. The length of each branch is also registered. This allows some of the noise to be eliminated by deleting trees (edges) with a total length of, say, ten or fewer pixels. All the endpoints that form the tips of the tree are also recorded as belonging to this particular tree so that the tracing is not repeated with these points as roots.
In this way, each edge is catalogued as a series of branches. The representation of the edges as trees has the advantage of providing the needed edge information in a simple and accessible format.
Determination of primary and secondary directions
As the basis for the linking process, primary and secondary directions are associated with each end point. This is done by first growing the tree with the end point as the root and then determining which combination of branches, beginning at that end point, produces the straightest and most continuous edge. Each combination of branches that starts at the root point and ends at another end point is considered. An overall direction is determined for each of these combinations by calculating the angle between the first point in the combination (the root point) and the last point (another end point). The individual directions of each branch in the combination are also found as the angle between the beginning and end points of the branch. The combination with the smallest sum of absolute differences between individual branch directions and the overall combination direction is determined to be the "best" combination.
The "best" combination of branches is used to determine the direction in which the edge is heading by looking at the last twenty steps taken within this edge. These steps are unit steps, which limits the number of possible directions to eight. The last twenty directions are "polled", with the first and second most prevalent directions becoming the primary and secondary directions associated with that end point. The number of times the primary and secondary directions occur in these last twenty steps are called the primary and secondary confidences.
Searching for links & edge linking
Finally, once all end points have their primary and secondary directions, the search begins for links to make. Assuming road edges do not change direction suddenly, we expect to be able to continue a broken edge in the direction it is heading in order to find appropriate edge pieces to link it to. Therefore, as mentioned above, search areas for a particular end point are based on that point's primary and secondary directions.
For a given end point, the search area is determined as follows: Say x is the primary confidence and y is the secondary confidence. A basic step pattern is determined consisting of x + y steps, with x of those steps being in the primary direction and y in the secondary direction, and with the y steps in the secondary direction being evenly spaced throughout the x + y steps. For example, suppose that the primary step direction was down and to the right (labeled as 8), with a confidence of 13, and the secondary direction was to the right (labeled as 5), with a confidence of 6. Then the basic step pattern would consist of 13 + 6 = 19 steps and would look like "8 8 5 8 8 5 8 8 5 8 8 5 8 8 5 8 8 5 8". This is shown in Figure 5a . Starting at the given end point, the step pattern is repeated until a certain number of steps have been taken away from the end point, in this case fifty. Then the search returns to the starting end point, takes one step to the left and one to the right, and uses these two points as new starting points for the step pattern. The left and right step directions are determined by the primary and secondary directions in order to ensure that no pixels within the bounds of the search area will be left unchecked and no pixel is checked twice. Continuing the example from above, the "left" step would be taken upwards and the "right" step downwards, as in Figure 5b . Ten steps are taken away from the end point both to the left and the right, with the step pattern search beginning at each new point and continuing for fifty steps outward. The search area then is an irregular box/parallelogram with the end point in the middle of one of the shorter ends. This final distance check prevents linking with points that are in the bottom corners of the search area, which tend to be bad links.
Figure 6.
After a link is made, a final test is used to determine whether the linking process should be repeated for the current root point. If the point that has just been linked to the root is sufficiently close (less than or equal to a distance of 10 units away), then the linking process will be repeated for the root point, considering the same candidate points minus the one that has been linked already.
This implies that several links can be made with the same root point as the starting point. These roots tend to be triple points or intersection points. The distance test that determines whether the process repeats or not allows for several shorter links to be made, but only one longer link. Once a point further than 10 units away is linked to the root, the process stops and the linking procedure moves onto the next root point. The test is designed this way because usually only one long link makes sense, while multiple short links are often needed.
The linking method can be further improved if special cases are accounted for. Currently, no specific care is taken with corners or branches in the roads.
Linking only takes place between end points, ignoring the fact that other edge points may provide a better starting point for linking. The links are made with straight lines, neglecting the possibility that the edge may be in the process of curving. Overall, some edge gaps may be missed and some false links may be made. Nonetheless, provided that enough edges are kept in the edge detection stage, this linking process will fill most of the gaps that should be filled.
Edge pairing & determination of the roads
Edge detection and linking are first steps towards finding the roads in an aerial image. Although these methods, especially the linking, are designed to work best with road edges, there remain edges that are not parts of roads. The goal of this final phase is to focus on which of the remaining edges do correspond to roads and where those roads are located within the image.
As discussed earlier, one characteristic that applies to all roads is that they are bounded by two parallel, or very close to parallel, sides. Even when occlusions, shadows or other details break the continuity of the road boundaries, enough pieces remain after edge detection and linking to be able to pair together edges which represent the two sides of a road. Many of the local methods for road detection include a step in which pairing of parallel lines occurs. After the edges are extracted, they are usually approximated by linear segments. The straight lines which represent the edges also have orientations, determined somewhere during the preceding steps of the system. Sophisticated algorithms have been developed to find the best sets of pairings between anti-parallel lines.
For example, Scher, Shneier and Rosenfeld (1982) use an iterative method that assigns scores to pairings based on lengths and overlaps of edges. Zhu and Yeh (1986) expand on this method, including tests for the intensity and width between two edges.
In the present work, a simplified version of these methods is used. The user inputs the minimum and maximum widths of the roads to be found. At each edge point, a search is done in a direction normal to that of the edge for other edges that are between the minimum and maximum distances away. A check is done to see if the two edges are close to parallel. This is done by making a local comparison of the directions of the edges to make sure their difference is below a certain threshold, also chosen by the user. If the two local directions are close enough, a point is drawn half way between the edges and a record is made of the pairing. The output is an image showing the linked edges, with points located half way between paired edges.
Results
The quality of individual results can vary depending on the characteristics of the image. Figure 7 shows the edge image after each of the three main steps for a "well behaved" test image. The original test image is shown in Figure 1a as having clear and continuous road edges. These edges are easily picked out by the edge detection, as can be seen in Figure 7a . Figure 7b is a zoom of a 100 x 100 block of the edge image. These edges are achieved by keeping 40 % of the edge energy of the image. The texture of the background, the lines dividing the lanes, and the cars on the roads all lead to extra, undesirable edges. Figure 7c shows the same edge image after the linking process. Many of the short "noisy" edges have been removed in this step, and many obvious gaps have been filled. When viewing the entire 500-pixel x 500-pixel image, it is hard to see the links that have been made. A close-up of a 100 x 100 block of this image is shown in Figure 7d to make the links clearer. Finally, Figure 7e Because so few road edges were found in the previous step, and because so many non-road edges were found, many of the links make no sense and certainly do not correspond to roads. The edge images in Figures 9c and 9d , after edge detection and linking, are hardly recognizable as the original image shown in Figure 1c .
When the first two steps fail, there is little chance of the third actually finding the roads, and indeed in this case the final result gives no insight into the position of the roads in this image.
Figure 9.
The last test image is that of Figure 1d , with results exhibited in Figure 10 .
This is a scene of a residential area, with a grid-like road structure and many buildings. The edge detection picks out the sharp edges of the houses and some broken road edges. In this case, the roads are more visible as the long, straight areas containing no edges rather than areas bordered by edges. The linking step completes some of the houses and roads. However, as can be seen in Figure 10e , the lack of road edges does not prevent the pairing step from finding most of the third vertical road, and a good portion of the second vertical road. This demonstrates that although there are many cases of images with difficulties that cause the program to fail or do poorly, there are also some difficult circumstances where this system can still perform quite well. 
Conclusions
We have presented a simple and practical scheme for detecting roads in grayscale aerial images. This scheme combines the best features of previous methods (Nevatia-Babu edge detection, edge thinning and edge pairing) with a new edge linking technique. The edge linking technique improves on the scheme presented by Heipke et al. (1994) by using a more extensive zoned search, which is capable of closing both large gaps in long low-curvature road edges as well as smaller gaps that can occur at triple points or intersection points.
The overall road detection system was found to perform well for images with sharp, continuous edges, such as the first test image. Once discontinuities in the edges are introduced, either as faded edges or occlusions due to trees or shadows, the quality of the results declines. This suggests that using a simple three-step process such as that described in this paper does not always do an adequate job of dealing with the variety of image characteristics mentioned in the introduction. However, this provides a good beginning to a more complex system. For example, in Zhu et al. (1996) , the centers of roads found by pairing edges are analyzed to find clusters, which are then used as seeds to grow the road network. It appears that a further step such as this is necessary if the goal is a complete road network.
Another possible extension of this process is to incorporate information based on texture or grayscale value. For instance, in most cases the grayscale of the roads is significantly different from that of the background. By looking at the variance in grayscale value within a small neighborhood of each pixel, another tool for extracting road edges is created.
A further way to incorporate other types of information may be to make the process semi-automatic instead of fully automatic. The system described here already requires the user to input some parameters at the beginning of the program, but after the initial inputting, the computer proceeds on its own. Semiautomatic methods have been devised which allow the computer and human operator to interact (Heipke et al. 1994) . Usually a starting point and direction are inputted, as well as widths and lengths of the roads to be found. It can be imagined that the program may also allow the user to use the mouse to click on a point somewhere inside the road and from this the computer could determine the texture and/or the grayscale of that particular road. Other road points could be found by comparing texture and grayscale information. This interaction between human and computer may also allow the program to be interrupted if it runs off course.
In conclusion, it has been shown that simple steps can form a basis for an effective road detection system. However, additional information must be incorporated in order to develop a procedure that satisfactorily deals with the wide variety of aerial images that need to be processed.
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