This paper describes a distributed Parareal in time algorithm with the adaptive coarse solver. In the distributed algorithm, the propagation of a coarse solution is distributed among processors in addition to the fine solution propagation. In the adaptive coarse solver the complexity of the model is changed based on the size of generator rotor angle deviation. In addition, non-iterative approach to model a ZIP load is presented. The proposed method is tested on the large-scale 5617-machine 70285-bus Eastern Interconnection system.
INTRODUCTION Power systems are highly nonlinear and coupled systems, therefore, the most reliable way for assessing their stability is through numerical simulations. However, given the large number of differential and algebraic equations that represent a realistic power system, it is often very time consuming to perform numerical simulations to investigate the dynamic response following a certain contingency such as a transmission line trip, a bus fault and a generator trip. Due to this limitation, power system simulations are traditionally only utilized in offline planning studies. However, modern power systems are becoming more and more dynamic and uncertain due to the increasing percentage of renewable energy resources and controllable loads. To accommodate those changes and enable more reliable operation, the stability of power systems needs to be assessed more frequently or even in real time. Parareal in time algorithms are great candidates for addressing this challenge. They provide a viable way to leverage high performance computers by breaking down the computation tasks of power system simulations into smaller time intervals and solve them iteratively.
There are two major types of Parareal in time algorithms: the master-workers algorithm and the distributed algorithm [1] . In the master-workers algorithm the initial coarse solution propagation is performed by the master processor and the results are sent to the worker processors to propagate the fine solutions. The fine solutions are then sent back to the master processor where the coarse solution is propagated and corrected. This algorithm is suited for shared memory systems [2] , where all processors share the same global memory. The master-workers algorithm was implemented and investigated in [3] - [6] using the 327-machine 2383-machine Polish system and smaller systems. To target a larger Eastern Interconnection system in this work we propose to use the distributed algorithm. In the distributed algorithm the coarse propagation and correction are distributed across all processors. This algorithm is suited for distributed memory systems (message passing systems) [2] , where each processor uses its own local memory.
The reminder of the paper is organized as follows: Section II describes the distributed Parareal algorithm; Section III explains the non-iterative approach to ZIP load modeling; Section IV presents the adaptive model reduction algorithm; and in section V, the distributed Parareal algorithm with the adaptive coarse solver is tested on the 5617-machine 70285bus Eastern Interconnection (EI) system. Conclusion are drawn in section VI and a description of the power system used in the paper is provided in section VII.
II. DISTRIBUTE PARAREAL ALGORITHM
At the beginning of the distributed Parareal algorithm processor 0 calculates the initial coarse solution for the first coarse interval: 00 10 ( ),
where 0 0 U is the initial state vector at the beginning of the simulation, T C  is the coarse solver, T  is the coarse time step, the superscript indicates the iteration number, and the subscript indicates the coarse interval number. Processor 0 then sends the coarse solution to processor 1 and starts the fine propagation: where t F  is the fine solver, and t  is the fine tine step. As the fine solution for the first interval is identical to the sequentially propagated solution and no correction is required, the coarse solution for the first interval is equal to the fine solution: 11 11 = Uu . The solution is sent to processor 1. The coarse propagation continues as Processor id receives the coarse solution from processor id-1, calculates the coarse solution for the next interval:
and sends it to processor id+1. After the last processor finishes calculations and the initial coarse propagation is complete, the main part of the distributed algorithm starts. Processor id receives the coarse solution form processor id-1 obtained during the previous iteration, and starts the fine propagation:
By this time, processor id-1 finishes the current iteration, and processor id receives the new coarse solution from processor id-1 and propagates the coarse solution:
The new coarse solution is corrected based on the fine solution from the current iteration and the coarse solution from the previous iteration:
The solution is then sent to processor id+1. At any point if the coarse solution at interval id converges, the corresponding processor terminates operations and the calculations continue with the processors corresponding to the later coarse time intervals (id+1 to c N ).
III. NON-ITERATIVE ZIP LOAD MODELING
The test the distributed algorithm using detailed power system models each load is represented as a ZIP load. In the ZIP load model, the active power and reactive power are represented by 3 components: constant impedance (Z), constant current (I), and constant power (P): .
The current consumed by the load can be calculated as:
where L V is the load bus voltage phasor.
For the case of constant impedance load model when
= , the load can be represented by the load admittance:
Load admittance L Y depends only on the initial conditions and can be absorbed into the network admittance matrix. In general, the load can be represented by a Norton equivalent as shown in Fig. 1 .
Load current injection can then be calculated as: 
is the complex network admittance matrix, V is the complex vector of bus voltages, I is the complex vector of bus current injections, n is the number of buses) to get a new value of the load bus voltage, then 3) calculate the load current injection again and continue until the convergence is achieved. Iterative solution is time consuming because it takes substantial time to solve the system of linear equations = Y V I for a large system. To avoid iterative solution, the bus current injection can be calculated by creating 'dummy' state variables [7] for the active and reactive components of the bus current injection: 
IV. ADAPTIVE MODEL REDUCTION FOR COARSE SOLVER

A. Power System Model
Appendix describes the detailed model of the power system where state variables are generator and load states and the inputs are the terminal bus voltage magnitudes and angles.
As usual, the power system is modeled as the following nonlinear system:
is the output vector;
is the number of states and outputs; 
B. Linearized System Model
The system (8) is linearized around an equilibrium point as:
x , u and y are the deviation variables of the original states, inputs, and outputs, respectively; R nn   A is the matrix of partial derivatives of the functions in (15) with respect to each state variable evaluated at the equilibrium point;
is the matrix of partial derivatives of the functions in (15) with respect to each input variable evaluated at the equilibrium point;
is the identity matrix making the outputs be equal to the states of the system.
C. Hybrid System Model
In a hybrid system the generators that contribute more to the dynamics of the study area are described by the original nonlinear functions and the rest of generators models are linearized. All generators in the study area are represented by nonlinear functions. The criteria to determine the list of generators to be linearized in the external area is the electrical distance from each generator in the external area to the study area. Electrical distance is calculated based on the column norms of the admittance matrix as shown in [8].
The hybrid system model can be represented as: x is the initial state vector; P is the identity matrix whose rows that correspond to the functions in f are eliminated; q is the number of nonlinear functions in ˆ. f
D. Adaptive Switching Algorithm
As not all disturbances in a system are large in magnitude, it is reasonable to switch complexity of the model based on a variation of system states. In the adaptive algorithm, the switching is performed between three models: the original system in (15) during faults, the linearized system in (16) when the rotor angle deviations are within the threshold, and the hybrid model in (17), otherwise. If the hybrid model is simulated for a long time (longer than a predefined threshold), this signals to obtain a new operating condition and recalculate matrices Â and B . This allows the algorithm to deal with a large change of the operating condition. The Adaptive Switching Algorithm is shown in Fig. 2 V. CASE STUDIES The adaptive model reduction is used in the coarse solver only of the distributed Parareal in time method, and tested on the large-scale, 5617-machine, 70285-bus, Eastern Interconnection (EI) system. A study area is defined to be the Entergy Texas area of the EI system, which consists of 421 buses and 18 generators. The external area is the rest of the system which has 5599 generators. The study area and the external area are connected by six tie-lines. The study area is shown in Fig. 3 . Green circles represent generation buses and red circles represent buses on the boundary between the study and the external area.
A typical 4-cycle fault is created on bus 105 inside the study area. Generator 210 is electrically the closest generator to the fault location and is used to demonstrate the Parareal algorithm with the adaptive coarse solver. The results of simulations are shown in Fig. 4 . The adaptive coarse solution successfully converges to the trajectory of the original system simulation.
One of the main contributing factors to the time performance of the Parareal method is the number of coarse correction iterations. The parameters of the adaptive approach are selected in such a way as to maintain the same number of correction iterations. The admittance threshold is set to 0. The speed performance comparison is given in Table I. The distributed Parareal method with adaptive coarse solver is 98.3% faster than the simulation of the original system producing the speedup of 59 times, and 43.7% faster than the Parareal simulation with the original coarse solver. 
VI. CONCLUSIONS
The distributed algorithm allows successful application of the Parareal method to a large-scale system in a high-performance computing environment with a distributed memory system. Application of adaptive model reduction can increase the speed of the coarse solver and reduce the total simulation time of Parareal in time method. It maintains the same number of correction iterations while performing each iteration faster. Thus, the distributed Parareal in time method with the adaptive coarse solver can provide substantial increase in simulation speed for power system transient stability studies.
VII. APPENDIX The power system model used in this paper includes the detailed generator model, the non-reheat steam turbine model, the first-order governor model and the IEEE type 1 exciter model. The turbo-generator models are represented by a system of 15 differential equations: 
