Abstract. We calculate a Griffiths-type ring for smooth complete intersection in Grassmannians. This is the analogue of the classical Jacobian ring for complete intersections in projective space, and allows us to explicitly compute their Hodge groups.
Introduction
Griffiths theory of residues is a powerful tool in Algebraic Geometry. It identifies the Hodge groups of a smooth projective hypersurface X with some special homogeneous slices of a graded ring, the Jacobian ring associated to the defining equation of X. Its very explicit nature has lead to the proofs of several well known theorems, as Torelli for hypersurfaces or Infinitesimal Noether-Lefschetz. This result has been generalised to the case of complete intersection in Toric varieties, thanks to the work of Cox, Dimca and many others. In the preliminary chapter we go through a brief recap of some of the literature in the topic. Another generalisation, [DFF15] links the Hodge theory of a smooth (subcanonical) projective variety to the module of first order infinitesimal deformations of the affine cone A X over X. We use these ideas and technique to produce a Griffiths-type theorem for complete intersections in Grassmannians.
In particular, in what we consider being the core result, we give an explicit presentation (in terms of generators and relations) of the Griffiths ring that plays the role of the classical Jacobian ring in this context. When X d ⊂ Gr(k, n) is a smooth hypersurface we define a Griffiths ring R G f as in 3.2 and I p−1,p as in 3.7. Our main result is Theorem 1.1. Let X d a smooth hypersurface in the Grassmannian G = Gr(k, n). Let N = dim(G) = k(n − k), and R G f the Jacobian ring for X defined in 3.2. Assume that d ≥ n − 1. If dim(X) = N − 1 ≡ 0 (2). Then
If dim(X) = N − 1 ≡ 1 (2) then
is the Kronecker delta symbol.
We discuss the case d ≤ n − 2 and give some explicit formula for the Grassmannian of lines as well. When X d 1 ,...,dc ⊂ Gr(k, n), we use a Cayley trick to produce a specific version of the Griffiths ring U as in (4.1). Our result is then In literature the result is often phrased in terms of primitive cohomology. This is because for a smooth projective hypersurface primitive and vanishing cohomology agrees. The Jacobian ring C[x 0 , . . . , x n+1 ]/J f of a smooth projective hypersurface coincides moreover with T 1 A X , the infinitesimal first order deformation module of the affine cone A X over X. When X is an arbitrary smooth projective variety of codimension c there is between the deformations of A X and the Hodge theory of X. Theorem 2.2 (Theorem 1.1 in [DFF15] ). Let X be a smooth subcanonical projectively normal variety of dimension n > 1, and let m ∈ Z be the integer such that ω X ∼ = O X (m). If H 1 (X, O X (k)) = 0 for every k ∈ Z, then we have
The other Hodge groups can be obtained as well in terms of the higher T i 's. The relation between T 1 and Hodge theory will be crucial for the rest of this paper.
Cohomology of projective bundles and Cayley trick.
One of the main tool in extending Griffiths's original result from hypersurfaces to complete intersections in projective spaces is the Cayley trick approach of Dimca, Konno, Terasoma et al. Starting from a complete intersection Z ⊂ P one can construct a hypersurface Z in a projective bundle P(E) over P . The cohomology of Z and of Z coincides up to a shift. Therefore one can apply the construction for an hypersurface to Z ⊂ P(E), with suitable modifications. Here and in the next pages, we will often refer to the work of Konno, [Ko91] . In particular in the cited paper, a generalised version of a Griffiths ring for a variety defined by the zero set of a generic section of E is defined. However the result was made explicit only for complete intersections in a projective space. We give here an explicit version of the Griffiths residue theorem for complete intersections in Grassmannians as well. We will now go through a recap on projective bundles on a arbitrary smooth projective variety X 2.2.1. Projective bundles and their cohomology. Let E an holomorphic vector bundle of rank c (or the locally free sheaf of its sections) on an n dimensional compact manifold X. Denote by E x the fiber over x ∈ X. Consider the projective vector bundle π : Y = P(E) → X whose fiber is the space P(E x ). Useful sequences to understand the geometry of Y in terms of X are the relative tangent sequence
and the relative Euler sequence
where 
From the above Lemma it follows that H 0 (X, E) ∼ = H 0 (Y, L). Explicitely, take U an open subset of X over which E is trivial and let e 1 , . . . , e r a frame of E on U . If σ ∈ H 0 (X, E) is given locally by σ = σ i e i , then consider the sectionσ = i σ i e i , where we regard e's as homogeneous fiber coordinates on P(E) ∼ = U × P c−1 . Let Z and Z the zero varieties of σ andσ. Note that Z ∈ H 0 (Y, L). The Hodge theory of Z and Z are strongly related: namely we have the following result
Proposition 2.4 (Proposition 4.3, [Ko91]). There is a canonical isomorphism of Hodge structures
From the isomorphism H 0 (X, E) ∼ = H 0 (Y, L) we can consider the total coordinate ring of Z as
The Picard group of Z has rank two: therefore the ring above comes with a suitable bigrading. We have deg(x i ) = (0, 1) and deg(y i ) = (1, −d i ). The reason for this choice of bigrading is evident from the above isomorphism with the global sections of the normal bundle E. The result is then
where J is the ideal generated by (
2.3. Notation. Let us introduce some notation for what will follows. If V n is a C-vector space of dimension n, we denote by Gr(k, V n ) = Gr(k, n) the Grassmannian of k-planes in V n . If there is no danger of confusion we will often write O G for O Gr(k,n) (and similar for other sheaves). Recall that the Grassmannian Gr(k, n) is a smooth projective variety of dimension N := k(n − k) closed in the Plücker embedding in P( k V n ). Denote by O G (1) the ample generator of Pic(Gr(k,n)) ∼ = Z: we have in particular that ω G ∼ = O G (−n). We will always assume k > 1: this is motivated by substantial difference in the theory between projective space and Grassmannian varieties. Denote by
the homogeneous coordinate ring of the Grassmannian; in particular an hypersurface X of degree d will be given by the vanishing of a generic section f ∈ S d .
Hypersurfaces in Grassmannians
The first step in our analysis consist in formulating the following definition.
Denote by R G f = S/J f the corresponding Griffiths ring.
Our main point is now having an equivalent definition of R G f in the most possible explicit way, that is in terms of generators and relations. To this purpose, let us fix a basis v 1 , . . . , v n for V n and a dual basis
In particular S is isomorphic to the Plücker algebra
where x I as above, and P denotes the ideal generated by the equations of the Plücker embedding. These can be computed quite easily in a recursive way, for example using Macaulay2.
To have a complete understanding of R G f we only have to make the sl n action explicit. There is a canonical action of sl n on the dual of its tautological module (V n ) ∨ (cf. [PV94] ). Recall that sl n is generated by
where E i,j denotes the matrix with one in the (i, j)-place and zeroes elsewhere. E i,j acts on (V n ) ∨ as differential operator: more precisely to E i,j corresponds the derivations D i j defined by
The action of D i j can be extended to Sym r k V ∨ simply by Leibnitz's rule. Therefore, if X ⊂ Gr(k, n) is given by the vanishing of a polynomial f ∈ S d , J will be generated by f itself and by the n 2 − 1 degree d polynomials given by
We can then rephrase the definition of the Griffiths ring as follows. 
van (X). Our purpose is to identify the kernel of this surjective map with the above defined Jacobian ideal J f . Moreover, in what we consider being the core result of this section, we show how to give an explicit presentation of the Jacobian ring (and its graded components) in terms of generators and ideal. This in turn allows us to recover explicit (polynomial) basis for the Hodge groups H p,q van (X), in a generalisation of Griffiths's theorem on projective space. We point out that the required vanishings to run Griffiths calculus programme not always work in the Grassmannian case. Nevertheless, we will give a generalised version of the Griffiths residue, showing how to effectively use our result in few distinguished examples. The first step is to link the generalised Jacobian ring to the T 1 A X of the affine cone over X. Recall from the introduction that for a smooth projective hypersurface the module T 1 A X has actually a ring structure, and it is isomorphic, up to a shift, to the classical Jacobian ideal of X. We want to show that the same happens for hypersurfaces in Grassmannian, with the appropriate definition of the Griffiths ring given above.
Lemma 3.3. Let X a smooth hypersurface of degree d in the Grassmannian
Proof. Consider the short exact sequence
For any twist with O X (k) we consider the associated long exact sequencxe in cohomology on X
The first thing to show is the vanishing of the last term in the sequence above. Indeed one uses the two standard exact sequences (for any k, t)
Indeed the latter is zero after expanding in cohomology the second sequence since by Bott theorem we have the vanishing of H q (Ω 1 G (t)) for any (q, t) = (1, 0). Therefore in 4 by properties of exact sequences one has
On the other hand the action of H 0 (T G| X ) ∼ = sl n is given as the derivation action of sl n on the space of homogeneous polyonomial of degree h in the coordinate ring. This therefore coincides with the given definition of the Jacobian ring R G f . For dimension reasons
The above lemma gives us almost everything we need. Indeed thanks to this result we can work directly on the T 1 , whose graded components can be identified with coherent cohomology groups of twists of the tangent bundle T X . We can therefore apply all original Griffiths machinery, proving at the same time the results for the newly defined ring R G f . Many of the proofs in the following are based on standard diagram-chasing techniques, and therefore we will just sketch them. Lemma 3.3 implies
They both coincide with their primitive part, since H 2 (X, O X (k)) = 0 for any k. In the case of projective hypersurfaces it holds as well
These spaces can be shown to be isomorphic a priori, without deducing it from the previous theorem. This is implied by the vanishings of H q (Ω p P (k)) for p ≥ 0, q, k > 0 by Bott's theorem (and Hard Lefschetz theorem). On the Grassmannian Gr(k,n) the vanishing of the cohomology group of twisted differentials is a more subtle question. Borel-Bott-Weil theorem is the main source to address the computations of this cohomology groups. A classical survey can be found for example in Snow's paper [Snow86] . The following lemma provides the vanishing required in the Grassmannian case.
Lemma 3.4. Let X ⊂ Gr(k, n) a smooth hypersurface of degree d and let p ∈ {1, . . . , N − 2}. Suppose that the following vanishing holds
Then the following isomorphism holds
Proof. Consider the tangent-normal sequence raised to the p-th power
The long associated sequence in cohomology is
By Serre duality
Using the Koszul complex one has that the vanishing conditions (I,III) imply the vanishing of
, and the same with
and conditions (II, IV).
The above Lemma gives us only one step of the iterated multiplication map. However, one can replicate the same technique and get even more conditions. The proof is just a more complicate version of the one given above, and we will therefore omit it.
Lemma 3.5. Let X ⊂ Gr(k, n) a smooth hypersurface of degree d and let p ∈ {1, . . . , N − 2}. Suppose that the following vanishings hold
Then the following isomorphism holds
What we have to understand now is for which X d ⊂ Gr(k, n) the vanishing conditions of lemma 3.5 are authomatically satisfied. Borel-Bott-Weil theorem transforms the vanishing question into a combinatorial one. We quote the following result by Snow ([Snow86] ). Theorem 3.6 (Thm. 3.2 and 3.4 in [Snow86] ). Consider the Grassmannian Gr(k, n), and let N := k(n − k), t ≥ 1. Then H p (G, Ω q (t)) = 0 if any of the following conditions are satisfied.
(
We are now in position to prove the main result of this section. We recall first the description of the Hodge groups of the Grassmannian. As in the projective case, h i,j (Gr) = 0 for i = j. On the other hand when i = j the dimension of these spaces can be easily computed as
We will need the following definition Definition 3.7. Let G = Gr(k, n). We define I j−1,j as the cokernel of the natural injective map
Proof. First we point out that when the dimension of X is odd, then
In particular, thanks to Lemma 3.5 we will have
provided that the vanishing conditions (I-IV) and (V) for the index 1 case hold. By Thm. 3.6, part I, all these vanishings are automathically satisfied if
Thanks to the given description of the cohomology ring of the Grassmannian, we know that the above groups vanishes for almost all values of i. In particular from (5) and (6) one gets the sequence in cohomology
where we have already taken into account all the other vanishings of Lemma 3.5. The Hodge groups in the Grassmannian will vanish unless p + 1 = N − p or p = N − p. In the first case dim(X) = N − 1 = 2p is even, and we have
that is
In the second case the dimension of X is odd, we have N = 2p and
The above theorem guarantees an extension of the Griffiths Residue calculus to all but a finite number of cases of any Grassmannian (namely, in the Fano case of index > 1). Of course Borel-Bott-Weil theorem can be effectively used to get either more vanishing or to easily compute the exceptions to the above result in the Fano case. As we have seen, in general for a Grassmannian Gr(k,n) the difference between (R f ) G (p+1)d−n and H p,n−p van (X) can be computed in terms of H p (Ω q G (k)). There exists ad-hoc formulas for these group, but a general statement is complicate to find. The situation is slightly better for the Grassmannian of lines Gr(2,n). 
with the possible exceptions of
Proof. Combine Lemma 3.4 with the vanishings in [PW95] , Lemma 0.1.
We want now to provide an example to show to the reader how our method can be effectively used in computations.
3.1. A worked example: Fano fivefold of degree 10. Our first concrete example involves a smooth quadric fivefold hypersurface in the Grassmannian Gr(2,5). Recall from the introduction that Gr(2,5) has dimension six, and it is embedded under the Plücker embedding in P 9 = P( 2 V 5 ): therefore by the structure theorem of Buchsbaum-Eisenbud its homogeneous ideal of relations is given by the submaximal Pfaffians of a skew 5 by 5 matrix. In particular it is immediate to write the five equations as As before, we think of X as defined by the vanishing of an (appropriate) single polynomial f in H 0 (O G (2)). X is a first example of a Gushel-Mukai variety in the sense of [IM15] . Therefore an explicit computation of its Hodge groups is of particular interest. By adjunction formula one has that ω X ∼ = O X (−3). It has degree 10 and genus 6. In particular we know straight away that
Lemma 3.11. Let X as above. The following isomorphisms hold
Proof. Follows from Corollary 3.10, since neither
are integer numbers.
Now that we estabilished the isomorphisms in abstract, we want to explicitely compute the Griffiths ring of a Gushel-Mukai fivefold. We have therefore to make explicit the action of sl 5 on H 0 (Gr(2, 5), O G (2)), the latter being the quotient of C[x 1,2 , . . . , x 4,5 ] by the ideal generated by the Plücker relations. If we unravel the previous definition we have that D i j acts as
Extending by linearity we can rewrite everything in a much more neat form as D i j as
We prepared a Macaulay2 script that, given a polynomial f ∈ H 0 (Gr(2, 5), O G (2)) returns the 24 polynomials D i j (f ). The polynomial f needs to be chosen such that the corresponding X is smooth: in turn this can be checked a posteriori. In fact recall from [Schl73] that a projective variety X is smooth if and only if T 1 A X is finite dimensional, and this property can be easily checked by computer algebra. In particular the Fermat-type polynomial
works as a choice, as long as we take the coefficients a i,j in a fairly generic way. In particular none of the D j i (f ) has to cancel out and become identically zero: to this purpose picking a i,j = a r,s will be enough. As an example with random coefficients we can therefore pick f = x 2 1,2 + 2x Denote by D the ideal generated by the 24 polynomials above and f . Let P the ideal generated by the Plücker equation. By the description above we have
. . , x 4,5 ]/(P + D).
We compute the Hilbert-Poincaré series of R G f , this being
By Lemma 3.11 we have 0 = (R
This coincides with the calculation already done above. Notice in particular that (R G f ) 1 ∼ = H 3,2 (X) is generated by the degree 1 element in R, that is the ten linear forms {x i,j }, dual to H 2,3 (X) ∼ = (R G f ) 3 with respect to the socle generator x 4 4,5 of R 4 . (F(a, b) ). We define the Griffiths ring of Z as follows 
Complete intersections in Grassmannians
Notice that a priori U above has only the structure of (bi)-graded vector space. The ring structure is given by the following tangent-normal exact sequence -denoting with an abuse of notation with L as well the restriction of L to Z
For any (a − 1, b) we consider the twisted version of the above sequence
From the sequence 1 one has
Therefore the structure of ring of U descends directly by the one of H 0
where S denotes the coordinate ring of the affine cone over Grassmannian Gr(k,n). We assign to the Plücker variables x I the bi-degree (0,1), and to the new fiber variables y i the bi-degree (1, −d i ). In this set of coordinates F is defined by
where f i are the equations of the complete intersection Z. Notice that F ∈ (S[y 1 , . . . , y c ]) 1,0 . From the relative tangent sequence 1 we have that the action of H 0 * , * (T Y ) splits into the direct sum of its vertical part and the horizontal part: from the discussion in the previous section and Lemma 2.5, [Ko91] we make explicit this action and give a new definition of the Griffiths Ring of Z, that coincides with the one given above. The derivations D x I are the ones already defined in the previous section. Notice that
and
In turn the above definition can be further simplified as
From the relative Euler sequence we have ω Y ∼ = L −c ⊗ D m , and by adjunction formula
From the definition 4.1 and Proposition 2.4 we have the following immediate corollary
We are now able to prove the main result of this chapter. Define δ and I as in 3.8.
Theorem 4.4. Let
Z = Z d 1 ,.
..,dc a smooth complete intersection in a Grassmannian Gr(k,n), and let U the Griffiths ring attached to Z. Denote by m the canonical degree of Z, that is
ω Z ∼ = O Z (m). Suppose m ≥ n − 1. Then if dim(Z) = N − c is even U p,m ∼ = H N −c−p,p van (Z).
If dim(Z) = N − c is odd
Proof. The first step is reduce our analysis to the study of Y . From 2.4, it is enough to prove that
(Z), and relabelling p ′ = p + 1 − c we obtain the statement. By definition of Griffiths ring, we have therefore to show that
The only non-obvious isomorphism is the second one. This is proved inductively as follows. First use the two exact sequences (residues and tangent-normal) 
Equivalently, as in Lemma 1.4, [Ko91] , one could use the following spectral sequence
The last step is to express the cohomology groups of the exterior power of the relative cotangent in terms of the cohomology groups over the Grassmannian. This is done via the following sequence (sequence (3) in [Ko91] )
Since Z is a complete intersection in Gr(k,n), its normal bundle in the Grassmannian is E = ⊕O G (d i ). Therefore we are in the situation of lemma 2.3, and we can express any cohomology group of the form
, with both S p E and det(E * ) equals to (the sum of some)
From the proof of the above theorem we can immediately conclude the following corollary. 
for appropriate values of i, j, k.
We will analyse in full detail one example in which actually the residual contributes are not all zero, showing how it is possible to get explicit results without restriction on the degrees. Gr(2, 7) . The first example we want to describe in details is the Calabi-Yau threefold X 1 7 ⊂ Gr(2, 7) already famous in literature, see for example [Rød00] or [BC09] . Since its canonical class is nonnegative, theorem 4.4 applies directly. In particular its Griffiths ring contains the Hodge groups as special homogeneous slices, without any residual contribution from the ambient Grassmannian. We can pick as seven general equations
A worked example: a linear section of the Grassmannian
Denote by I the ideal generated by this seven equations in the coordinate ring S of the Grassmannian Gr(2,7). One can check with a direct computation that the variety defined by this set of equations is smooth. Of course the choice of coefficients is ininfluent, provided that they are sufficiently general. The action of sl 7 on the coordinate ring of X 1 7 it is generated by 48 homogeneous degree 1 equation that are easily written down. So, if as before we denote by
where each y i has bidegreee (1, −1) we have that
The ideal D is generated by the induced sl 7 action on the ring S[y 1 , . . . , y 7 ]. We can easily compute the generators as 
4.2. A worked example: Fano fourfold of degree 10. We focus now on a smooth complete intersection Z 2,1 ⊂ Gr(2, 5). This a linear section of the fivefold considered in the hypersurface section of this paper. In particular it has dimension 4 and canonical class O Z (−2). To Z is associated the adjoint 6-fold hypersurface Z ⊂ P(E), where
Since the index of Z is greater than one Theorem 4.4 does not apply directly. We want to explicitely compute the residual contribute A p,N −p−1 and give an explicit presentation for the Griffiths ring U associated to Z. The main result here is the following Proposition 4.6. Let Z, Z as above. We have the following
Proof. The first isomorphism of any row follows from 2.4. We will prove only the first 3 points, the other being analogous and following by duality. Moreover (1) is obvious, since all three terms are equal to zero. So we are left to prove here part (2) and (3). For sake of clarity, we will divide the proof in three separate lemmata.
Proof. Before starting, notice that the above lemma proves point (2), since
By tangent pairing,
We use the sequence (9) with k = 5 and p = 1. In cohomology this becomes
with the first and last zeroes given, respectively, by Künneth formula and by AkizukiKodaira-Nakano vanishing. Using the same arguments, from sequence (10) we immediately
Consider now sequence (11). Since the normal bundle to Z has rank 2, the relative cotangent bundle Ω 1 Y /G is a rank 1 bundle. Therefore the raised relative tangent sequence, when tensored with L has a particularly simple form
. These groups are all 0 for i = 1, 2, 3 (see [PW95] , Lemma 0.1). Therefore
Using Lemma 2.4, Kodaira vanishing and the Peternell-Wisniewski Lemma we have
In particular from all these vanishings
and the result follows.
To prove part (3) of the proposition, we need to combine the two following results.
The two lemma above together prove the results, since
as requested.
Proof of Lemma 4.8. We use the same tools of the previous Lemma. The first step is the reduction to
Then, since by Künneth formula H 3 (Ω 4 Y ) = 0 we consider the two induced sequences
From sequences (11), (12) we get the vanishings of
Y ) → 0, and therefore by definition and Lesfchetz hyperplane section theorem
The contribution of H 4 (Ω 4 Y ) can be easily computed from the Künneth formula: in fact
In particular H 3 (Gr(2, 5)) ∼ = C 3 and H 2 (Gr(2, 5)) ∼ = C 2 and therefore
Proof of Lemma 4.9. The first thing that we need to show is H 1 (Ω 4 Z ⊗ L) = 0. By using sequences (9) and (10) this is indeed equivalent to show
. Therefore we have
On the other hand from the residue sequence (10)
We see from sequence (11)
From (13) we have
with the latter denoting the unique irreducible SL(5)-module of highest weight -2. Moreover
Therefore by sequence 12 H 1 (M)/H 2 (M) ∼ = V 5 , proving the lemma.
We now construct explicitely the Griffiths ring U. The ambient ring S[y 1 , y 2 ] is the Plücker ring already costructed in the previous section with the two new variables y 1 , y 2 added. The variables x i,j have bidegree (0, 1) while y 1 and y 2 have bidegree (respectively) (1, −1) and (1, −2). As quadric we choose the same one of the hypersurface case, that is We have in particular 
We say that X is of strong k-Calabi-Yau type (or simply of k-Calabi-Yau type) if in addition the contraction with any generator ω ∈ H n−h,h (X) induces an isomorphism
The case of 3-Calabi-Yau is investigated in [IM15] . We are particularly interested in the 2-Calabi-Yau case, that is, K3 type. Known examples of this varieties include a smooth cubic fourfold X 3 ⊂ P 5 , a linear section Y 1 ⊂ Gr(3, 10), cf. [DV10] in the strong sense, the already mentioned Gushel-Mukai fourfold and the c5-Küchle variety, cf. [Kuz16] in the weak sense. All of this examples are deeply linked with hyperkähler geometry and derived category problems. Moreover by [KM09] families of Fano of K3 type (FK3) are likely to be linked with projective families of irreducible holomorphic symplectic manifolds. These families of FK3 necessarily have to be of high dimension (greater equal than four) and even higher index. This implies we have to apply theorem 4.4 with caution, since there may be some residual contributions from the ambient space to take into account. However, there is some good news. Denote indeed by T = C[x I , y i ] the basic ambient ring from which the build the Griffiths ring U, suitably bigraded as in 4.1. For a variety X of dimension 2s, a sub-structure of K3-type implies h s+1,s−1 (X) = 1 and h s+t,s−t (X) = 0, for t > 1. We therefore look at U i,m , with i ≤ s − 1 having the above numerological properties. Since the relations in the Griffiths ring U are all in bidegree (0, 1) and (1, 0), m is negative we have for i in such a range that T i,m = U i,m . This reduces the problem into a combinatorial one. Let in fact X complete intersection of index m in the Grassmannian Gr(k, l + k) given by the bundle A computer search confirms that only the alredy mentioned X 2,1 ⊂ Gr(2, 5) and Y 1 ⊂ Gr(3, 10) satisfy this relation. They are the well known Gushel-Mukai fourfold and the Beauville-Voisin Fano 20-fold. However this does not rule out any other option. Thanks to the residual contributions from the Grassmannian there might be some X d 1 ,...,dc with U s−1,m = C but still h s−1,s+1 = 1. The condition on the ordering of the weights here might be not required. This is particularly true in the case of linear section. Indeed, after a first analysis on the cohomology groups of the ambient Grassmannian, we found another example as
This is a Fano 8-fold with middle Hodge structure of K3 type. We believe it could lead to a construction of a family of hyperkähler varieties of K3 [n] type. We compute its Hodge numbers as Our method above can be partially extended to more general vector bundles on other homogeneous varieties. In a forthcoming work we will introduce and analyse in details an handful more of examples and study in details their geometric properties.
