We prove the curse of dimensionality in the worst case setting for numerical integration for a number of classes of smooth d-variate functions. Roughly speaking, we consider different bounds for the directional or partial derivatives of f ∈ C k (D d ) and ask whether the curse of dimensionality holds for the respective classes of functions. We always assume that D d ⊂ R d has volume one and we often assume additionally that D d is either convex or that its radius is proportional to √ d. In particular, D d can be the unit cube. We consider various values of k including the case k = ∞ which corresponds to infinitely differentiable functions. We obtain necessary and sufficient conditions, and in some cases a full characterization for the curse of dimensionality. For infinitely differentiable functions we prove the curse if the bounds on the successive derivatives are appropriately large. The proof technique is based on a volume estimate of a neighborhood of the convex hull of n points which decays exponentially fast in d. For k = ∞, we also study conditions for quasi-polynomial, weak and uniform weak tractability. In particular, weak tractability holds if all directional derivatives are bounded by one. It is still an open problem if weak tractability holds if all partial derivatives are bounded by one.
Introduction
We study the problem of numerical integration, i.e., of approximating the integral
over an open subset
In particular, we consider the case of smooth integrands. The main interest is on the behavior of the minimal number of function values that are needed in the worst case setting to achieve an error at most ε > 0, while the dimension d tends to infinity. Note that classical examples of domains D d are the unit cube [0, 1] d and the normalized Euclidean ball (with volume 1), which are closed. However, we work with their interiors for definiteness of certain derivatives. Obviously, this does not change the integration problem.
We always consider sets D d for which λ d (D d ) = 1. This assumption guarantees that the integration problem is properly normalized and suffices to establish the curse of dimensionality for a number of classes considered in this paper. To obtain necessary and sufficient conditions on the curse, we need further assumptions on D d . Typically we assume that D d is the unit cube or that D d is convex or that D d satisfies property (P) which roughly says that the radii of D d are proportional to √ d.
For arbitrary sequences (D d ) d∈N , we prove that numerical integration suffers from the curse of dimensionality for certain classes of smooth functions with suitable bounds on the Lipschitz constants of directional or partial derivatives that may depend on d. The curse of dimensionality means that the minimal number of function evaluations is exponentially large in d. The Lipschitz constants are always defined with respect to the Euclidean distance. This paper is a continuation of our paper [6] with the following new results:
• We provide nontrivial volume estimates, see Theorem 2.1 and 2.3. We prove that the volume of a neighborhood of the convex hull of n arbitrary points is exponentially small in d.
• We obtain matching lower and upper bounds for Lipschitz functions, see • We obtain matching lower and upper bounds for functions with a Lipschitz gradient, see • We provide lower and upper bounds for functions with higher smoothness k > 1, see Theorem 5.1. Our lower bounds are sometimes better than those presented in [6] , whereas the upper bounds are new. Unfortunately, our lower and upper bounds do not always match. We prove that if the radii of (j+1)/2 = 0 for some j ∈ {0, 1, . . . , k} then the curse does not hold. Hence, our bounds match only if j ∈ {0, 1}.
• We obtain results for C ∞ functions, see Theorem 6.1 and 7.1. In particular, in this case we also study quasi-polynomial, weak and uniform weak tractability. Quasi-polynomial tractability means that the logarithm of the minimal number of function values that are needed to guarantee an error ε > 0 is bounded proportionally to (1 + ln d)(1 + ln ε −1 ), whereas weak tractability means that this number of function values is not exponential in d and ε −1 , and uniform weak tractability means that it is not exponential in any positive power of d and ε −1 . In particular, we prove that weak tractability holds if all directional derivatives are bounded by one, see Corollary 6.5. It is known that strong polynomial tractability does not hold, i.e., the minimal number of function values cannot be bounded by a polynomial in ε −1 independently of d. It is not known if, in particular, we have quasi-polynomial tractability in this case. It is also open if weak tractability holds for the larger class of all partial derivatives bounded by one, see Open Problem 2 of [8] .
Technical tools used in this paper include:
• Bounds for the volume of {x ∈ R d | dist(x, K) ≤ γ}, where K is the convex hull of n points, and dist is the Euclidean distance of a point x from K, see Theorem 2.1 and 2.3.
• Properties of the convolution derived mainly in [6] , see Theorem 2.4.
Preliminaries and Tools

Complexity
In this section we precisely define our problem. Let F d be a class of continuous integrable functions f :
where x j ∈ D d can be chosen adaptively and φ n,d : R n → R is an arbitrary mapping. Adaption means that the selection of x j may depend on the already computed values f (x 1 ), f (x 2 ), . . . , f (x j−1 ). The (worst case) error of the algorithm A n,d is defined as
Then the information complexity n(ε, F d ) is the minimal number of function values which is needed to guarantee that the error is at most ε, i.e.,
Hence, we minimize n over all choices of adaptive sample points x j and mappings φ n,d . It is well known that as long as the class F d is convex and symmetric we may restrict the minimization of n by considering only nonadaptive choices of x j and linear mappings φ n,d . Furthermore, in this case we have
see e.g., [8, Lemma 4.3] . In this paper we always consider convex and symmetric F d so that we can use the last formula for n(ε, F d ). It is also well known that for convex and symmetric F d the total complexity, i.e., the minimal cost of computing an ε approximation, insignificantly differs from the information complexity. For more details see, for instance, Section 4.2.2 of Chapter 4 in [8] .
By the curse of dimensionality we mean that n(ε, F d ) is exponentially large in d. That is, there are positive numbers c, ε 0 and γ such that
There are many classes F d for which the curse of dimensionality has been proved for numerical integration and other multivariate problems, see [8, 9] for such examples. In this paper we continue our work from [6] .
Function Classes
Already in [6] we considered classes of functions with bounds on the Lipschitz constants of all successive directional derivatives up to some order r. This will also be one of the main smoothness assumptions in this paper. To make clear why this is a natural assumption we now comment on the relation between usual and directional derivatives in terms of norms of higher derivatives viewed as multilinear functionals. To this end, let Ω ∈ D d , R d and let f : Ω → R be an r-times continuously differentiable function. We denote the class of r-times continuously differentiable functions on Ω by C r (Ω). The corresponding classes of infinitely differentiable functions are similarly denoted for r = ∞.
For k = 1, . . . , r, the k-th derivative f (k) (x) at a point x ∈ Ω is naturally considered as a symmetric k-linear map
be the derivative in direction θ. For example, in the case k = 2 the second derivative is the bilinear map defined by the Hessian.
For θ 1 , . . . , θ k ∈ S d−1 , the successive directional derivative in the directions θ 1 , . . . , θ k is then given as
and is independent of the ordering of the derivatives.
The norm of such a k-linear map A :
Since the polarization constant of a Hilbert space equals one, see [3, Proposition 1.44 ], this norm is also equal to
For k ≤ r and f ∈ C r (Ω), let us denote
Moreover, for k < r we have
If we need to emphasize the domain Ω in these notations, we will write f | Ω and Lip(f | Ω ).
As usual, f (0) = f in the case k = 0 with
We will use these facts without further comment. We now describe the function classes we consider in this paper. The functions shall be defined on Ω. To make lower bounds for the information complexity as strong as possible, the function class should be as small as possible. Analogously, to make upper bounds as strong as possible, the function class should be as large as possible. That is why we use two kinds of function classes. For lower bounds, we require bounds for the Lipschitz constants of certain directional derivatives.
To make this precise, fix an r ∈ N 0 := {0, 1, . . . } and a double sequence
of positive numbers. Now we define the function classes
and 
Convex Hull
As already mentioned in the introduction, the lower bounds on multivariate integration presented in this paper are based on a volume estimate of a neighborhood of certain sets in R d . Generally, these sets are convex hulls (or their neighborhoods) of n points in the set Ω ⊂ R d . Since we need the √ d-scaling of the distance throughout this article, we will omit it in the notation from now on. For instance, we denote by
where dist(x, A) = inf a∈A x − a 2 denotes the Euclidean distance of x from A. We also denote by
We begin with a result that holds for arbitrary sets D d as long as their radius is small enough. The radius of a set
We prove the following theorem.
This is exponentially small for
Some of our results will be based on this estimate and thus, for convenience, whenever we refer to sets (D d ) with small radius we simply mean that λ(D d ) = 1 and
Note that, unfortunately, this result does not cover the most natural case of the unit cube for which R d = 1/2, but the Euclidean ball of volume 1 is covered. Because of the importance of the unit cube we will treat it separately after the proof of the theorem. 
Hence the radius of the volume normalized ball of ℓ
Using Stirling's approximation we obtain that
We checked numerically using Matlab that p * ≈ 170.5186.
Proof. Observe that for bounded D d the infimum in the definition of the radius rad(D d ) is actually a minimum. Let z ∈ R d be a point where this minimum is attained. By the result of Elekes [5] , the convex hull K is contained in the union of the n balls, say C (i) , with center
This implies that
Thus, for any i we have
We now turn to the case of the unit cube. First, we state a lemma that bounds the volume of the intersection of the cube with a single ball. Additionally, we estimate a value of the involved constant that will be important later. Lemma 2.2. Let z = (1/2, . . . , 1/2) be the midpoint of the cube and assume that
Then, for every δ < η 2 + 1/12, there exists a constant γ = γ(δ, η) < 1 such that
In particular, we numerically check that γ(1/4 + 1/100, 1/4) < .
Proof. The result was proven earlier by Dyer, Füredi, McDiarmid in [4] for η = δ = 1/4. We follow the same arguments. First note that, by symmetry, it is enough to consider
. By considering an independent random variable
where α > 0 is a free parameter. Define the random variables
We now use Markov's inequality
which holds for all non-negative random variables Y , and obtain
The last equality follows from the independence of the Y j . It remains to prove
for a suitable choice of α. To this end, observe that
is a differentiable convex function in α with value 1 at α = 0. Thus, E(Y 1 ) < 1 for small enough α > 0 if and only if
which is less than 0 if δ 2 < η 2 + 1/12. This proves the statement of the lemma. Note that we can choose
The bound on γ(1/4+1/100, 1/4) was computed numerically by Geogebra and Matlab, using α = 9/2.
Using this lemma we prove the following volume estimate for a neighborhood of the convex hull of n points in the cube. Theorem 2.3. Let K be the convex hull of n points x 1 , x 2 , . . . , x n ∈ [0, 1] d . Then, for every δ < 1 12 , there exists a constant γ = γ(δ) < 1 (depending only on δ) such that
In particular, γ(1/100) < .
Proof. We closely follow the proof of Theorem 3 in [7] , which is based on the results from Elekes in [5] and Dyer, Füredi, McDiarmid in [4] . First, it follows from Carathéodory's theorem that K ⊂ [0, 1] d is contained in the convex hull of at most k = n(d + 1) vertices of the unit cube [0, 1] d . So, to prove the claim of the theorem, it is enough to show that
where
d for δ > 0. By Elekes' result from [5] , K is contained in the union of k balls with radius √ d/4 and centers in the midpoints of the segments from the corresponding vertex to the midpoint of the unit cube, i.e. the coordinates of the midpoints of the balls, say y i,j , satisfy y i,j ∈ {1/4, 3/4}. This implies that K δ is contained in the union of the k balls with the same centers and
Since |y i,j − z j | = 1/4 for all i = 1, . . . , k and j = 1, . . . , d, where z = (1/2, . . . , 1/2), we can apply Lemma 2.2 to obtain the result with γ(δ) = γ(1/4 + δ, 1/4).
Convolutions
In this section we recall a result from [6] which is the main ingredient for our proof of the curse of dimensionality for classes of smooth functions. Roughly speaking, given an initial function, this result shows that convolution with a (normalized) indicator function of a ball preserves certain "nice" properties of the initial function, while increasing the degree of its smoothness by one.
For convenience, throughout this section we study functions that are defined on R d . As an obvious corollary of Theorem 2.4 below we will obtain that the restrictions of the constructed functions to the unit cube satisfy the same bounds.
To be precise, fix a number δ > 0, k ∈ N and a sequence (α j )
For example, we may take α j = 1/k for j = 1, 2 . . . , k. Later we will let k tend to infinity. Then the sequence α j = c η · j −1−η with some η > 0 and c η = For j = 1, . . . , k, we define the ball
and the function g j :
Recall that the convolution of two functions f and g is defined by
Additionally recall from Section 2.2 that by the Lipschitz constant of f we mean
. . * g k with g j from (7).
For d ≥ 2, let Ω ⊂ R d be Lebesgue measurable and let Ω δ be its neighborhood defined as in (4) . Then
, and for all ℓ ≤ r, all j = 1, . . . , k and all
In particular,
Lip(f (ℓ) ) for all ℓ ≤ r and j = 1, . . . , k.
See [6] for the proof of (i) through (v). Properties (vi) and (vii) are consequences of (iv) and (v), respectively.
Lipschitz Functions
In this section we consider Lipschitz functions. The results of Sukharev [13] imply the curse of dimensionality for multivariate integration for the class
We prove the curse of dimensionality for smaller classes of Lipschitz functions. Roughly speaking, the curse holds iff the Lipschitz constant in dimension d is of the order d −1/2 or larger.
In the notation of Subsection 2.2, we consider the classes 
In particular, (P) holds for all sequences with rad(
p -balls with volume 1, p > 0. For a derivation of the last statement see [11] . There it is shown that lim
provided that t > t p for a constant t p depending only on p which is equivalent to Property (P).
The main result of this section is the following theorem. 
We prove lower and upper bounds separately in the next two subsections.
Lower Bounds
Here we prove the curse for the classes C 
This implies the curse of dimensionality for the class
is convex and symmetric, we know that adaption does not help, see [1] . Hence, for given d and n, we may assume that the information on f is given by function
is the ball with center x i and radius
It is shown in [6, eq. (6) ] that
Therefore,
A simple substitution using the result above for a = 1 in the above inequality leads to
This implies the curse for
Indeed, for any η ∈ (0, α) it is enough to take a > 
Upper Bounds
In the last subsection we proved the curse of dimensionality for function classes with (roughly speaking) Lipschitz constant bounded from below by a positive multiple of 1/ √ d. In this subsection we complement this result by proving upper bounds which are simply based on one point formulas. That is, assuming (P), a single evaluation of the function is enough to obtain an arbitrary small error as long as d is large enough and lim d→∞ L d √ d = 0. Recall that our function classes are defined by
Then the information complexity for the classes
for all ε ∈ (0, 1) and d ≥ d(ε) large enough.
Proof. We use the one point formula
where we choose the x * d as provided by Property (P). With R > 0 from Property (P), we obtain for
Hence,
, which tends to zero with d approaching infinity. This proves that n(ε, C 0 d (L)) ≤ 1. To finish the proof we need to show that n(ε, C
) cannot be zero, and this completes the proof.
Functions with Lipschitz Gradients
In this section we want to strengthen the results from the previous section by proving the curse of dimension for a smaller class of functions. In fact, we impose bounds on the Lipschitz constants of the derivatives of the functions that are of order 1/d (instead of
Lower Bounds
Assume that (D d ) is a sequence of convex sets of small radius or the unit cube. To prove the curse of dimensionality for the class C 1 d (L), we proceed as in Section 3.1 and show the curse for the smaller class C 1 d (L). For this we construct, for given sample points x 1 , . . . , x n ∈ D d , a fooling function that is defined on the entire R d and fulfills the required bounds on the Lipschitz constants. This function will be zero at the points x 1 , . . . , x n and will have a large integral in D d as long as n is not exponentially large in d. Moreover, this function will be zero in a neighborhood of the entire convex hull of x 1 , . . . , x n . Unfortunately, we were not able to construct a fooling function that is zero only at x 1 , . . . , x n (as for Lipschitz functions). Such a function would probably be an important step towards an improvement of the results of this paper for the case of higher smoothness.
Let φ : R d → R be the squared distance function, which is defined as
where K is the convex hull of the n points x 1 , . . . , x n ∈ D d and K δ is defined as in (4) . The function φ obviously vanishes on K δ . Let P K δ : R d → K δ be the nearest neighbor projection, i.e., P K δ (x) is the unique point in K δ given by
It follows from Theorem 3.3 in [2] that φ is differentiable with gradient
Since P K δ is a contraction, this also implies
That is, ∇φ is Lipschitz with constant Lip(∇φ) ≤ 4.
The fooling function will now be the restriction of a function of the form
with φ as above and with some bounded and smooth function p : R + → R + . Before we state our choice of p explicitly, we now show how (and which) properties of p imply the needed properties of f . First, if we assume that p(0) = 0, we obtain f (x) = 0 for all x ∈ K δ . Moreover, we have
so bounds on function values of p directly translate into bounds on function values of f . Assuming differentiability of p, we obtain the formula
This implies
So any uniform upper bound on the function 2 √ t p ′ (t) is also an upper bound for ∇f (x) 2 for all x ∈ R d . Note that
This gives an upper bound on all directional derivatives of f of order one, and thus a bound on the Lipschitz constant of f . Additionally, for all θ ∈ S d−1 we have
which implies a bound on the Lipschitz constant of the (first-order) derivatives of f given a bound on Lip(∇f ). But, if we assume p(t) = 1 for t > δ 2 d, then ∇f (x) = 0 for all
e., for all x / ∈ K 2δ . This gives
Using (9) we obtain
The norm of the first term can be bounded by 2 p ′ ∞ x − y 2 , whereas, for x, y ∈ K 2δ , the second term is bounded by
Here, we used dist(x,
In summary, we want to construct a differentiable function p :
for all t ∈ R and (e) 4 p
These properties, once verified, imply that f
We now give an explicit construction of such a function p. We use the function
We obtain immediately the properties (a)-(c) for p. Furthermore, p is continuously differentiable with derivative
Using this, we obtain property (d). For (e) observe that p ′ is absolutely continuous and thus, almost everywhere differentiable with derivative 
This proves the last property (e).
The following result shows the curse for a specific choice of the bounds
) d∈N and thus, for every L that is a constant multiple of L * . If we consider the domains to be unit cubes, we obtain
for all d ∈ N and ε ∈ (0, 1).
Hence, the curse of dimensionality holds also for the class
Proof. Let δ = 1/200. As discussed above, the restriction
This proves the curse for
. Similar arguments as in the proof of Proposition 3.2 (using C Proof. We present only a sketch of the proof, since it is almost identical to the proof of Proposition 4.2. First, note that for every set of small radius there exists a δ > 0 such that 
Remark 4.6. Note that instead of this rather complicated function p it would be possible to work with the function p(t) = t/(δ 2 d) to obtain essentially the same result. But in this case one would have to do the analysis directly for the functions restricted to the subsets
and, in addition, one would obtain the desired lower bound on the information complexity only for sufficiently small ε and not for all ε < 1 as above.
Upper Bounds
In the last subsection we proved the curse of dimensionality for function classes with (roughly speaking) Lipschitz constant of the gradient bounded from below by a positive multiple of 1/d. In this subsection we complement this result by proving matching upper bounds. Again using a one point formula is enough to ensure an arbitrary small error as long as d is large enough and lim d→∞ L 1,d d = 0.
We present two versions of this result. One that holds for convex sets with Property (P) and one that holds for arbitrary convex domains.
Again, we want to deal with a function class as large as possible. Therefore, we drop the bounds f ∞ ≤ 1 and Lip(f ) ≤ L 0,d and consider 
Proof. We use the one point formula A 1,d (f ) = f (z) where z ∈ D d is the centroid (center of gravity) of D d . Then we have
since the integral over D d of the function a·(x−z) vanishes for any a ∈ R d . We estimate r(x) by using the mean value theorem, which implies the existence of a point y on the segment
From the Cauchy-Schwarz inequality we conclude that for f ∈ F 1 d we have
Hence, the error of
2 and tends to zero for d → ∞. Therefore, the curse of dimensionality is not present since n(ε, F 
However, the next proposition shows that, if the sequence (D d ) d∈N satisfies (P), then the curse does not hold if
Unfortunately, we cannot omit the bound on the supremum of f as for the class F 1 d . Therefore, we consider the classes Then the information complexity for the classes
Proof. We use the same techniques as in the proofs of Propositions 3.3 and 4.7. Now, the algorithm is the one point formula
We estimate r(x) in the same way as in the proof of Proposition 4.7 (using diam(
and the second term as in Proposition 3.3 (using f ∞ ≤ 1). We obtain
, which, under the assumptions of the proposition, tends to zero for d → ∞. The rest is as before.
Functions with Higher Smoothness
In this section we deal with the general classes
For k > 1, our lower and upper bounds will not match anymore even if
The upper bound is proved using Taylor's formula which leads to an additional factor 1/ √ d for each additional derivative. In the proof of the lower bound we will use the smoothing by convolution which does not give any additional gain in the bounds for the higher derivatives. We are stuck with 1/d starting from r = 1.
The main result of this section is the following. 
Lower Bounds
The lower bounds on the information complexity in this case are mainly based on Theorem 2.4, which shows that convolution with certain indicator functions, see (7), increases the smoothness of the initial function by loosing only a factor in the bounds on the Lipschitz constants of the higher order derivatives. For this, recall from Section 2.4 that we have fixed a number δ > 0, ℓ ∈ N and a sequence (α j ) ℓ j=1 with α j > 0 such that
For the purpose of this section we choose α j = 1/ℓ for j = 1, . . . , ℓ.
Additionally, recall that g j is the normalized indicator function of a ball with radius α j δ √ d and that we define
Let x 1 , . . . , x n ∈ D d be the sampling points and K their convex hull. The initial function for the convolution will be the function f : R d → R that was constructed in Section 4.1. This function satisfies the following properties:
By Theorem 2.4 we immediately obtain
, where
By the third property of f ℓ we additionally obtain
Using the upper bounds for the volume on the right hand side from Section 2.3, which were already used in the proofs of Proposition 4.2 and 4.3, we obtain the desired lower bounds on the information complexity. In particular, we obtain for small enough positive δ (depending only on the sequence (D d ) d∈N ) , that there exists η = η(δ) > 1 such that
for all k ∈ N, ε ∈ (0, 1) and infinitely many d ∈ N, where the sequence L * is given by (10) . Using the same scaling technique that was used in Sections 3.1 and 4.1 we obtain the curse of dimensionality under the assumptions of Theorem 5.1. 
) from above. In fact, the same lower bound as in Proposition 4.2 holds for every k ∈ N if we set δ = 1/300.
Upper Bounds
We now prove that the curse of dimensionality does not hold if the condition
holds for some j ∈ {0, 1, . . . , k}. We first observe that the cases j = 0 and j = 1 were already dealt with in the previous sections. For j ∈ {2, 3, . . . , k}, we use the next proposition. Note that we prove the result under the assumption that the sets satisfy Property (P). Both, the cube and sets of small radius, satisfy this assumption. Then the information complexity for the classes
Proof. Let the sequence (x * d ) d∈N and R < ∞ be provided by Property (P). Assume first that j ∈ {2, 3, . . . , k − 1}. Then we take a Taylor polynomial of order j at the point x * d ∈ D d which can be written as
Here we use the standard notation A(x ℓ ) = A(x, . . . , x) for the evaluation of an ℓ-linear map on the diagonal. Recall that we consider here f (ℓ) (x * d ) as an ℓ-linear map. It is well-known that the error of the approximation of f by T j can be written as
we can now estimate the error as
If j = k, we use the same approximation and note that
So for all j ∈ {2, 3, . . . , k} we have
For all such j, consider the algorithm
Since f ∞ ≤ 1, we obtain
By the assumptions of the proposition, both terms tend to zero as d goes to infinity. Thus, Q j,d yields an arbitrary small error if the dimension is large enough. It remains to bound the cost of Q j,d . First note that Q j,d is not an admissible algorithm since we can compute only function values. However, it is easy to see that we can approximate each partial derivative D β f (x * ) by divided differences with an arbitrary precision by computing only a number of function values that does not depend on the dimension d (but on |β| ≤ j ≤ k). More precisely, we can compute
function values of f , see [14] . The proposition follows.
Partial Derivatives
In this section we comment on results that can be deduced directly from the already proven statements. In particular, we state results for classes (3), but with conditions on arbitrary directional derivatives replaced by conditions only on partial derivatives. The results follow solely by inclusion.
We define the function classes by
It is easy to see that for each
for arbitrary double sequences L = (L j,d ) j,d∈N . An immediate consequence is that all previously proven lower bounds on the information complexity for C 
Functions with Infinite Smoothness
In this section we deal with C ∞ functions. The classes we consider are now of the form
The main result of this section is 
for all j, d ∈ N, then the problem of numerical integration for the classes
for some absolute C < ∞.
Lower Bounds
To prove lower bounds for the classes C ∞ d (L) we basically use the same fooling functions (f k ) as in Section 5.1, but with a different sequence (α j ). Moreover, we need to take the limit for k → ∞. For this reason, we first study the convolution of infinitely many indicator functions g j . The resulting function in the one-dimensional case is reminiscent of the up-function of Rvachev, see [10] .
Recall the definition (7) of the L 1 -normalized indicator functions g j of the ball of radius α j δ √ d for j ∈ N. Now we define
Observe that G 2 is Lipschitz and
).
This implies that the limit function
This leads to
α k for all m ≥ 1. Now the summability of the sequence (α j ) shows that L ℓ G n is a uniform Cauchy sequence proving the claim. Now we can define our final fooling function
using again the initial function f constructed in Section 4.1. Then the functions
converge uniformly to f ∞ . We also have uniform convergence of the corresponding derivatives. By induction, we obtain the following properties from Theorem 2.4:
• f ∞ (x) = 0 for x ∈ K,
• f ∞ (x) = 1 for x / ∈ K 3δ ,
• Lip(f ∞ ) ≤ By the third property of f ℓ we additionally obtain
The proof of the lower bound in Theorem 6.1 is then finished exactly as in the case of finite smoothness k in Subsection 5.1. Note that in this case, we cannot use the argument of scaling for the class C ∞ d (L). Thus, the (j!) 1+η remains in the asymptotic lower bound for (L j,d ).
Upper Bounds
We prove upper bounds on the information complexity for the classes C Again, this result only shows that, under the given assumptions, the curse of dimensionality does not hold for C for some absolute C < ∞, if the asymptotic conditions in the last proposition are replaced by uniform bounds. We prove two different variants of this result which differ by the power of the j! in the required bounds. This proves the respective part of Theorem 6.1 since the cube and convex sets of small radius satisfy R d ≤ 1/2, and then R d /a ≥ 2/a = 2 − δ for some positive δ.
For D d = (0, 1) d a similar result is contained in [14] . The paper [14] also studies other classes of C ∞ functions defined on the ball and upper bounds are obtained using Taylor approximations. This is surprising since we already proved polynomial (in d) upper bounds on the information complexity if one L j,d decays (roughly) faster than d −(j+1)/2 and the dimension is large enough depending on ε, see Propositions 3.3, 4.8 and 5.3.
The concept of weak tractability was recently strengthened in [12] by introducing the notion of uniform weak tractability, which holds for multivariate integration defined over the class C 
