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ABSTRACT
We have used RCIC CCD photometry from the Isaac Newton telescope and interme-
diate resolution spectroscopy from the Gemini North telescope to identify and char-
acterise low-mass (0.15 < M/M⊙ < 1.3) pre-main sequence stars in the young open
cluster NGC 2169. Isochrone fitting to the high- and low-mass populations yields an
intrinsic distance modulus of 10.13+0.06
−0.09 mag and a model-dependent age of 9±2Myr.
Compared with the nearby, kinematically defined groups of a similar age, NGC 2169
has a large low-mass population which potentially offers a more precise statistical
investigation of several aspects of star formation and early stellar evolution. By mod-
elling the distribution of low-mass stars in the IC versus RC−IC diagram we find that
any age spread among cluster members has a Gaussian full width at half maximum
6 2.5Myr. A young age and small age spread (< 10Myr) are supported by the lack
of significant lithium depletion in the vast majority of cluster members. There is no
clear evidence for accretion or warm circumstellar dust in the low-mass members of
NGC 2169, bolstering the idea that strong accretion has ceased and inner discs have
dispersed in almost all low-mass stars by ages of 10Myr.
Key words: stars: pre-main sequence – stars: abundances – stars: late-type – open
clusters and associations: individual: NGC 2169
1 INTRODUCTION
There are notably few well-studied clusters in the literature
with ages between about 5 and 30Myr. Yet investigating
the coeval populations in such clusters is vital for our un-
derstanding of: (i) the lifetimes and subsequent evolution of
high mass (8–20M⊙) main sequence stars which contribute
the majority of metal enrichment to the universe; (ii) the
evolution of circumstellar material, formation of planetary
systems and loss of angular momentum in lower mass stars.
In this paper we report the first results from the
Keele-Exeter young cluster survey (KEY clusters) to find
and characterise clusters with age 5–30Myr. NGC 2169
(=C0605+139) is a concentrated, but sparsely populated
young open cluster (class I3p – Ruprecht 1966) in the con-
stellation of Orion, with an age of ≃ 10Myr and distance of
∼ 1 kpc (see Perry, Lee & Barnes 1978 and Section 2). Using
CCD photometry and intermediate resolution spectroscopy
we have uncovered the low-mass (0.1 < M/M⊙ < 1.3) pre-
main sequence (PMS) population of NGC 2169 and used
isochronal fits to the high- and low-mass stellar populations
and measurements of photospheric Li depletion to test evo-
lutionary models, determine the cluster age and investigate
the possibility of any age spread within the cluster. Armed
with an age, we have investigated timescales for the disper-
sal of gas and dust discs by comparing the low mass stars of
NGC 2169 with those in younger and older clusters.
The paper is organised as follows. Section 2 summarises
previous work on this cluster; Section 3 describes a new
photometric survey (the results of which are provided in
electronic form) used to identify candidate low-mass cluster
members; Section 4 describes intermediate resolution spec-
troscopy from the Gemini North telescope which is used to
confirm candidate membership and study Li depletion; Sec-
tion 5 compares constraints on the cluster age imposed by
low-mass isochrones, Li depletion models and the evolution-
ary status of high-mass stars in the cluster; Section 6 deals
with the spatial structure and mass function of the newly
discovered low-mass population; Section 7 discusses the ev-
idence for age spreads within the cluster and the evolution
of circumstellar accretion. Our conclusions are presented in
Section 8.
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Table 1. Literature evaluations of the age, distance and reddening of NGC 2169
Authors E(B − V ) Intrinsic Distance Age Notes
(mag) Modulus (mag) (Myr)
Sagar (1976) 0.18 9.60 < 9 UBV photoelectric
Harris (1976) < 12 MK spectra
Abt (1977) 0.17± 0.03 10.9± 0.3 MK spectra
Perry et al. (1978) 0.20± 0.01 10.2± 0.1 < 23 ubvyβ photoelectric
Delgado et al. (1992) 0.20 10.05 < 16 ubvyβ photoelectric
Pen˜a & Peniche (1994) 0.25± 0.02 9.7± 0.3 < 50 ubvyβ photoelectric
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Figure 1. Location of the INT CCD and GMOS spectroscopic surveys. The large rectangles (labelled 1 to 4) show the individual detectors
from the INT WFC (see Section 3). The small squares (labelled m1 to m3) show the three GMOS multislit masks (see Section 4.1). The
small symbols mark the locations of photometric cluster candidates with 15.5 < IC < 19.0 (see Section 6).
2 PREVIOUS STUDIES OF NGC 2169
There are several previous studies of the high mass popula-
tion in NGC 2169. Photoelectric photometry of the brighter
candidate cluster members is presented in Cuffey & Mc-
Cuskey (1956, in the PV system), Hoag et al. (1961, UBV ),
Sagar (1976, UBV ), Perry et al. (1978, uvbyβ), Delgado et
al. (1992, uvbyβ) and Pen˜a & Peniche (1994, uvbyβ). Harris
(1976) and Abt (1977) have published spectral types on the
Morgan-Keenan system for the brightest stars in the cluster
and more recently, Liu, Janes & Bania (1989) conducted a
radial velocity (RV) survey of 9 bright A and B stars in the
cluster, finding several spectroscopic binaries. A number of
surveys for peculiar or variable stars have been conducted
(see Jerzykiewicz et al. 2003 and references therein) and at
least two candidate beta Cepheids and an A0V Si star have
been identified.
For this paper, the important parameters are the clus-
ter age, distance and reddening. Table 1 gives a summary
of the conclusions reached by other authors. There is good
agreement between photometric and spectroscopic determi-
nations of the reddening and very little star-to-star disper-
sion (σE(B−V ) 6 0.02 – Delgado et al. 1992). There is less
agreement in the cluster distance and age, primarily because
of disagreement over which stars should be considered mem-
bers of the cluster and which stars are binary systems, but
also because of different calibrations of the main sequence
turn-off upon which the age estimates are based. As there
are no obviously evolved stars apart from the binary system
Hoag 1 (B2III – Abt 1977) these ages are inevitably up-
per limits. We prefer the estimates provided by Perry et al.
(1978) and Delgado et al. (1992), which attempt to weed out
field interlopers before estimating the cluster parameters.
For the moment we assume the cluster is less than 23Myr
old, at a distance of ≃ 1000 pc and has E(B − V ) = 0.20,
although these parameters are re-assessed in Section 5.
3 CCD PHOTOMETRY OF NGC 2169
We observed NGC 2169 on the night beginning 28th Septem-
ber 2004, using the Wide-Field Camera (WFC) on the 2.5-
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Figure 2. A colour-magnitude diagram for unflagged objects
with uncertainties < 0.1 mag in IC and RC − IC seen in CCD 4
(see Fig. 1). The solid line shows a theoretical 10Myr PMS (from
Baraffe et al. 2002) at an intrinsic distance modulus of 10.13, and
with a reddening/extinction corresponding to E(RC−IC) = 0.14
(see Section 5).
Table 2. The range of colours for the photometric standards
observed by each CCD detector.
CCD Colour range
1 0.340 < RC − IC < 1.839
2 0.318 < RC − IC < 1.750
3 0.342 < RC − IC < 2.323
4 0.207 < RC − IC < 2.314
m Isaac Newton telescope (INT). The camera consists of
4 thinned EEV 2kx4k CCDs (numbered 1–4) covering 0.33
arcsec/pixel on the sky. The arrangement of the 4 detectors
on the sky for our observations of NGC 2169 is shown in
Fig. 1. We obtained exposures in the Cousins R-band (3s,
30s and 3×350s) and Sloan i-band (2s, 20s and 200s). The
night was photometric, and so we also obtained observations
of standard stars from Landolt (1992) and Stetson (2000).
Table 2 shows the range in colour of standards observed for
each CCD.
The data were de-biassed and flatfielded using master
bias and master twilight sky flat frames. The i-band data
were defringed using a library fringe frame. We extracted the
NGC 2169 photometry using the optimal photometry tech-
niques described in Naylor (1998) and Naylor et al. (2002).
We first searched the sum of all three long i-band frames to
produce a catalogue of objects, and then performed optimal
photometry at the positions of these stars in all the frames.
We flagged as “I” (ill-determined sky) any stars which gave
χ2 > 3 when we fitted the distribution of counts in the sky
(see Burningham et al. 2003). By comparing the measure-
ments in the long R frames we established that we should
add a one percent magnitude-independent uncertainty to
measurements from a single frame. We included this when
we combined the measurements to yield a single magnitude
for each star in each filter, and at the same time flagged as
variable any stars which had a reduced χ2 of 10 or more
compared with a constant value. The optimal photometry
magnitudes were corrected to that of a large aperture using
a spatially dependent aperture correction (see Naylor et al.
2002).
Standard star photometry was also extracted using op-
timal photometry techniques and corrected to a larger aper-
ture in the same way as the target data. The advantage of
this over the more usual method of performing photome-
try directly in a large aperture was that we collected good
signal-to-noise photometry on many more faint standards.
The only disadvantage might be that some standards have
been originally defined using a large aperture that included
other objects. However we note that our reduction process
flags objects with photometry that is significantly perturbed
by nearby companions and also that many of the fainter
standards (from Stetson 2000) were in fact measured using
PSF-fitting in any case.
We fitted our standard star observations as a function
of colour and airmass. The airmass range of our standard
stars is small (1.1 to 1.3) and close to the airmass of our
target observations (1.1), and so we fixed the extinction.
Although a single linear relationship was sufficient to repre-
sent the conversion from instrumental i to IC as a function
of RC−IC , we found we had to use two separate linear rela-
tionships to convert instrumental R− i to RC−IC , with the
break occuring at RC − IC = 1.0 to 1.3 depending on CCD.
We found that we needed to add a magnitude-independent
uncertainty of 1 percent in RC−IC and 2 percent in IC (1.5
per cent if we just used the Landolt standards) to obtain a
reduced χ2 of unity. These values therefore correspond to the
combined uncertainty in our profile correction, and our cor-
rection to the Cousins system. They are not included in the
uncertainty estimates in our final catalogues, as they should
not be added when comparing stars in a similar region of
the CCD (see Naylor et al. 2002). We derived our astromet-
ric calibration from 2MASS stars (Cutri et al. 2003), with a
RMS of 0.1 arcsec for the fit of pixel position as a function
of RA and Dec.
Our entire catalogue is presented as Table 3, which
is available on-line, or from the Centre de Donne´es as-
tronomiques de Strasbourg (CDS) or from the “Cluster”
Collaboration’s home page1. As an example of the data,
Fig. 2 shows the IC vs RC − IC colour-magnitude dia-
gram (CMD) for all unflagged (i.e. clean, star-like with good
photometry) objects on CCD 4 with a signal-to-noise ratio
(SNR) greater than 10. This CMD illustrates a clear PMS at
the position in the CMD appropriate for a ∼ 10Myr popula-
tion at a distance of ≃ 1000 pc. The sharp magnitude cut-off
in Fig 2 is an artefact of the signal-to-noise threshold we have
placed on the plotted points. We judge our data to be al-
most complete down to this cut-off, although the catalogue
detection limit is about 1 magnitude fainter. For the pur-
poses of this paper (see section 6) we only require that the
data is substantially complete to IC = 19 at RC − IC ≃ 1.9.
1 http://www.astro.ex.ac.uk/people/timn/Catalogues/description.html
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Table 3. The RC vs RC − IC photometric catalogue. The full table is only available in electronic form, a portion is shown here to
illustrate its content. Columns list a unique identifier the right ascension and declination (J2000.0), the CCD pixel coordinates at which
the star was found, and then for each of IC and RC − IC there is a magnitude, magnitude error and a flag (OO for a “clean detection –
a detailed description of the flags is given by Burningham et al. [2003]).
Cat ID RA Dec x y IC δIC flag RC − IC δ(RC − IC) flag
(J2000.0) (mag) (mag)
1.04 206 06 08 32.011 +13 58 00.95 1075.155 1690.680 9.043 0.011 SS 1.016 0.014 SS
1.04 225 06 08 30.184 +13 57 32.44 1162.019 1769.860 9.222 0.011 SS 0.922 0.014 SS
Table 4. Gemini GMOS observation log giving the central position (telescope pointing) for each mask, the Julian Date at the observation
midpoint, the number of targets in each mask, the exposure time and the average seeing.
Mask RA Dec Date N Exp Time Seeing
# J2000.0 (JD-2453000) (s) (arcsec)
1 06 08 34.8 +13 55 12 672.108 18 3× 1800 0.6
2 06 08 42.0 +14 00 00 706.973 15 3× 1800 0.5
3 06 08 24.4 +14 00 00 674.100 15 3× 1800 0.5
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Figure 3. Example spectra from our target list, covering the full range of spectral type and signal-to-noise ratio. Spectra have been
subject to relative flux calibration, telluric correction and have been normalised to a continuum point near Hα. The inserts on each plot
show normalised spectra in the regions of the Hα and Li i 6708A˚ lines.
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Table 5. Identification (as given in Table 3), positions and photometry for the 47 targets observed in three separate GMOS masks.
Target Cat. ID RA Dec IC δIC RC − IC δ(RC − IC)
Mask 1
01 1.04 1107 06 08 38.879 +13 54 22.45 17.189 0.009 1.626 0.011
02 1.04 1108 06 08 38.959 +13 56 15.66 17.462 0.010 1.736 0.009
03 1.04 1138 06 08 26.094 +13 54 44.42 17.303 0.009 1.724 0.012
04 1.04 1144 06 08 24.267 +13 55 13.57 17.187 0.009 1.645 0.011
05 1.04 1372 06 08 31.196 +13 57 40.47 16.520 0.008 1.334 0.010
06 1.04 1600 06 08 37.510 +13 57 47.18 18.002 0.012 1.733 0.014
07 1.04 1604 06 08 35.994 +13 56 54.98 18.142 0.012 1.731 0.013
08 1.04 170 06 08 41.962 +13 55 41.30 14.605 0.008 0.575 0.011
09 1.04 186 06 08 37.015 +13 52 43.91 15.608 0.007 0.784 0.009
10 1.04 1924 06 08 33.139 +13 54 59.24 18.519 0.014 1.834 0.017
11 1.04 214 06 08 32.212 +13 53 18.75 15.076 0.009 0.780 0.012
12 1.04 217 06 08 32.329 +13 57 00.56 14.893 0.009 0.773 0.011
13 1.04 252 06 08 26.809 +13 53 37.05 16.030 0.008 1.129 0.009
14 1.04 3039 06 08 33.925 +13 53 47.62 19.339 0.025 2.075 0.047
15 1.04 542 06 08 39.554 +13 57 12.76 16.171 0.008 1.196 0.009
16 1.04 555 06 08 34.112 +13 55 46.67 16.313 0.008 1.497 0.009
17 1.04 900 06 08 33.554 +13 56 24.88 17.093 0.009 1.668 0.011
18 1.04 903 06 08 32.401 +13 55 27.38 16.981 0.009 1.620 0.010
Mask 2
19 1.04 1066 06 08 50.529 +14 01 05.12 17.340 0.009 1.624 0.011
20 1.04 1103 06 08 40.244 +13 59 33.45 17.261 0.009 1.761 0.009
21 1.04 1318 06 08 51.862 +14 02 21.58 17.597 0.010 1.731 0.013
22 1.04 1556 06 08 52.321 +14 01 40.77 18.228 0.013 1.833 0.015
23 1.04 159 06 08 43.331 +14 00 14.38 15.973 0.007 0.967 0.008
24 1.04 1610 06 08 34.387 +13 57 48.18 17.487 0.010 1.797 0.015
25 1.04 168 06 08 42.279 +14 01 11.94 15.905 0.007 1.026 0.008
26 1.04 195 06 08 35.413 +13 58 41.14 14.893 0.009 0.788 0.011
27 1.04 2269 06 08 35.533 +13 58 58.60 18.797 0.018 1.977 0.028
28 1.04 3044 06 08 33.238 +13 58 07.51 18.720 0.027 1.800 0.096
29 1.04 543 06 08 39.096 +14 00 26.21 16.270 0.008 1.300 0.009
30 1.04 552 06 08 34.845 +13 59 13.44 16.121 0.008 1.164 0.009
31 1.04 554 06 08 34.489 +14 01 31.66 16.394 0.008 1.650 0.009
32 1.04 718 06 08 33.516 +13 59 52.69 16.842 0.008 1.450 0.010
33 1.04 875 06 08 43.644 +14 00 44.47 16.964 0.009 1.745 0.010
Mask 3
28 1.04 3044 repeated in this mask
34 1.04 906 06 08 28.739 +13 58 27.40 16.481 0.012 1.337 0.012
35 1.04 1154 06 08 19.214 +13 59 30.35 15.728 0.007 0.826 0.011
36 1.04 1367 06 08 33.076 +14 01 46.38 17.817 0.010 1.763 0.011
37 1.04 1622 06 08 32.337 +13 59 03.87 17.755 0.012 1.775 0.013
38 1.04 1641 06 08 26.254 +13 57 45.79 17.665 0.010 1.789 0.011
39 1.04 1947 06 08 27.496 +13 58 49.92 18.230 0.013 1.869 0.017
40 1.04 202 06 08 34.120 +14 00 24.11 15.955 0.008 1.465 0.009
41 1.04 224 06 08 31.387 +14 01 38.91 15.730 0.007 1.302 0.008
42 1.04 2349 06 08 17.379 +13 59 55.62 16.433 0.032 1.609 0.059
43 1.04 260 06 08 25.478 +14 02 11.90 14.866 0.009 1.045 0.011
44 1.04 2684 06 08 27.158 +13 57 29.07 18.685 0.017 2.037 0.029
45 1.04 563 06 08 28.518 +13 59 45.31 16.165 0.008 1.239 0.009
46 1.04 747 06 08 21.831 +13 57 58.72 16.551 0.008 1.413 0.009
47 1.04 929 06 08 20.784 +14 00 56.85 16.609 0.008 1.457 0.010
4 GEMINI SPECTROSCOPY
4.1 Observations
The Gemini Multi-Object Spectrograph (GMOS) was used
in conjunction with slit masks at the Gemini North telescope
to observe 47 candidate low-mass members of NGC 2169
with 14.6 < IC < 19.3. This corresponds to a mass range
(for an assumed distance of 1000 pc and age of 10Myr) of
0.14 < M/M⊙ < 1.3 according to the models of Baraffe et
al. (1998). Stars were targeted based on their location in the
c© 2004 RAS, MNRAS 000, 1–21
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colour-magnitude diagram and with the aim of maximising
the number of targets that could be included in three sep-
arate slit mask designs (see Table 4 and Fig. 1). Table 5
gives the coordinates and photometry of the targets, which
are split according to which of the three masks they were
observed in. One target (number 28) was observed in both
masks 2 and 3.
We used slits of width 0.5 arcsec and with lengths of ap-
proximately 8–10 arcsecs. The R831 grating was used with
a long-pass OG515 filter to block second order contamina-
tion. The resolving power was 4400 and simultaneous sky
subtraction of the spectra was possible. The spectra covered
∼ 2000A˚, with a central wavelength of 6200A˚– 7200A˚ de-
pending on the location of the slits within the 5.5 arcminute
field of view.
Observations were taken in queue mode (program num-
ber GN-2005B-Q-30) through three separate masks during
October and December 2005 (see Table 4). For each mask we
obtained 3 × 1800 s exposures bracketed by observations of
a CuAr lamp for wavelength calibration and a quartz lamp
for flat-fielding and slit location. The spectra were recorded
on three 2048× 4068 EEV chips leading to two ≃ 16A˚ gaps
in the coverage. The CCD pixels were binned 2 × 2 before
readout, corresponding to ∼ 0.67A˚ per binned pixel in the
dispersion direction and 0.14 arcsec per binned pixel in the
spatial direction. Conditions were clear with seeing of 0.5–
0.6 arcsec (FWHM measured from the spectra).
The data were reduced using version 1.8.1 of the GMOS
data reduction tasks running with version 2.12.2a of the
Image Reduction and Analysis Facility (IRAF). The data
were bias subtracted, mosaiced and flat-fielded. A two-
dimensional wavelength calibration solution was provided
by the arc spectra and then the target spectra were sky-
subtracted and extracted using 2 arcsec apertures. The three
individual spectra for each target were then combined us-
ing a rejection scheme which removed obvious cosmic rays.
The instrumental wavelength response was removed from
the combined spectra using observations of a white dwarf
standard to provide a relative flux calibration. The same
calibration spectrum was used to construct a telluric cor-
rection spectrum. A scaled version of this was divided into
the target spectra, tuned to minimise the RMS in regions
dominated by telluric features.
The SNR of each combined extracted spectrum was es-
timated empirically from the RMS deviations of straight
line fits to segments of “pseudo-continuum” close to the
Li I 6708A˚ features (see below). As small unresolved spectral
features are expected to be part of these pseudo-continuum
regions, these SNR estimates, which range from ∼ 10–20
in the faintest targets to > 200 in the brightest, should be
lower limits. Examples of the reduced spectra are shown in
Fig. 3. All the reduced spectra are available in “fits” format
from the “Cluster” Collaboration’s home page (see footnote
1).
4.2 Analysis
Each spectrum was analysed to yield a spectral type, equiva-
lent widths of the Li I 6708A˚ and Hα lines and a heliocentric
RV. Each of these analyses is described below. The results
are given in Table 6.
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Figure 4. Spectral types deduced from the TiO(7140A˚) index as
a function of RC − IC . Also shown are results from the spectra
of standard stars where RC − IC is available (see text).
Table 7. The relationship between TiO(7140A˚) index and spec-
tral type
Index Spectral Type
0.99 K5
1.13 K7
1.26 M0
1.40 M1
1.53 M2
1.74 M3
2.08 M4
2.61 M5
3.38 M6
4.2.1 Spectral Types
Spectral types were estimated from the strength of the
TiO(7140A˚) narrow band spectral index (see Oliveira et al.
2003). This index is quite temperature sensitive and can be
calibrated for spectral type using spectra of well known late
K and M-type field dwarfs. We constructed a polynomial re-
lationship between spectral type and the TiO(7140A˚) index
that was used to estimate the spectral type of our targets,
based on a numerical scheme where M0–M6=0–6, K5= −2
and K7= −1. Table 7 gives the adopted relationship be-
tween the TiO(7140A˚) index and spectral type. The scatter
around the polynomial indicates that these spectral types
are good to ± half a subclass for stars of type M0 and later,
but to only a subclass at earlier type stars as the molecular
band is very weak at spectral type K5.
A plot of spectral type derived from the TiO(7140A˚)
index versus RC − IC colour reveals a smooth relation-
ship (see Fig. 4) with little scatter. We expect this even if
there is some contamination by field interlopers in the sam-
ple. These would have similar colours and spectral types to
the cluster members, but would be foreground objects with
lower luminosities. A comparison of the positions of stan-
dard stars on this plot (RC − IC colours where available
are from Leggett 1992) reveals an average redward offset
of ≃ 0.05 mag in the RC − IC values of our targets at a
c© 2004 RAS, MNRAS 000, 1–21
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Table 6. Results from the spectral analysis of section 4.2, listing spectral type, estimated signal-to-noise ratio, equivalent widths of the
Li i 6708A˚ and Hα lines and the heliocentric radial velocity. The last column gives the overall membership assessment – Y member, N
non-member, ? membership questionable (see section 4.3).
Target Spectral SNR EW(Li) δEW(Li) FWHM(Li) EW(Hα) RV δRV Mem?
Type (A˚) (A˚) (A˚) (A˚) ( km s−1) ( km s−1)
Mask 1
01 M3.4 77 0.62 0.02 1.86 -3.0 11.7 1.8 Y
02 M4.8 41 0.68 0.05 2.54 -12.1 16.6 5.5 Y
03 M4.2 45 0.50 0.04 1.86 -4.3 14.4 2.8 Y
04 M3.7 95 0.52 0.02 1.74 -3.7 15.1 2.2 Y
05 M2.0 100 0.45 0.02 1.65 -2.1 11.7 0.2 Y
06 M4.7 37 0.63 0.04 1.97 -5.4 12.6 3.2 Y
07 M4.4 23 < 0.24 – – -0.1 -33.0 3.6 N
08 K5.3 180 < 0.03 – – -1.7 29.9 16.7 ?
09 K5.6 220 < 0.03 – – +0.5 -27.2 5.0 N
10 M5.3 16 0.67 0.09 1.57 -5.7 14.7 3.8 Y
11 K5.7 156 0.47 0.01 1.53 -0.9 24.5 8.8 Y
12 K5.7 212 0.52 0.01 2.35 -1.3 19.4 6.1 Y
13 M0.8 108 0.59 0.01 1.62 -6.6 8.5 1.7 Y
14 M5.5 8 < 0.68 – – -18.8 18.3 3.8 ?
15 M1.1 133 0.52 0.01 1.62 -2.5 8.7 2.0 Y
16 M2.8 76 0.56 0.02 1.79 -8.9 13.7 2.2 Y
17 M3.5 67 0.54 0.02 1.81 -3.6 14.9 2.4 Y
18 M3.7 52 0.63 0.03 1.74 -3.3 16.4 1.7 Y
Mask 2
19 M3.4 86 0.49 0.02 1.86 -1.1 14.1 5.7 Y
20 M4.9 48 0.61 0.03 1.76 -1.2 20.1 3.3 Y
21 M4.2 27 < 0.20 – – – 27.9 3.9 N
22 M5.0 32 0.84 0.06 3.12 -9.4 16.3 8.5 Y
23 K7.3 111 < 0.05 – – +0.9 -36.5 3.4 N
24 M4.2 40 0.64 0.04 2.26 -4.8 14.4 2.6 Y
25 K7.7 173 0.53 0.01 1.69 -1.7 9.3 3.3 Y
26 K5.9 266 0.47 0.01 1.41 -1.3 12.1 3.5 Y
27 M5.6 20 0.71 0.07 1.34 -13.6 25.0 6.4 Y
28 M5.3 14 0.98 0.14 2.84 -10.4 20.4 4.2 Y
29 M1.4 78 0.57 0.02 1.71 -6.4 10.5 1.7 Y
30 M0.5 80 – – 1.97 -3.5 8.4 1.8 ?
31 M3.7 53 0.54 0.03 1.81 -6.7 13.4 2.3 Y
32 M3.0 61 0.37 0.02 1.67 -3.5 13.4 1.4 Y
33 M4.0 39 0.56 0.04 1.65 -5.9 12.8 2.7 Y
Mask 3
28 M5.3 20 1.07 0.09 2.32 -7.9 17.8 8.1 Y
34 M2.2 75 0.54 0.02 1.65 -3.8 12.1 2.0 Y
35 K5.9 126 < 0.05 – – +0.6 -53.3 2.3 N
36 M4.9 55 0.59 0.03 1.69 -5.7 15.9 5.9 Y
37 M5.0 41 0.71 0.04 1.81 -7.3 18.7 5.3 Y
38 M4.7 25 0.61 0.06 1.79 -6.6 18.8 3.5 Y
39 M5.0 35 0.63 0.06 2.84 -6.2 21.4 4.5 Y
40 M3.0 92 0.62 0.02 2.02 – 6.4 5.3 Y
41 M1.7 87 – – – -4.4 4.0 3.4 ?
42 M3.8 46 – – – -5.8 26.7 2.4 ?
43 K5.1 134 < 0.04 – – +1.5 27.4 6.9 N
44 M5.7 17 1.10 0.12 3.17 -11.7 18.3 4.5 Y
45 M1.8 76 0.59 0.02 1.57 -3.7 12.4 1.9 Y
46 M2.6 123 0.61 0.01 1.81 -2.6 17.5 1.4 Y
47 M1.8 61 0.58 0.03 1.72 -2.3 16.6 0.9 Y
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given spectral type. Of course we expect cluster members
to have suffered a reddening E(RC − IC) ≃ 0.14 mag (cor-
responding to E(B − V ) = 0.20 mag – Taylor 1986). This
comparison demonstrates that the photometric calibration
for these red stars is reasonable, although there is a hint that
the RC − IC values may be too blue at the reddest colours.
We have to temper this conclusion with the probability that
the relationship between colour and spectral type is slightly
different in very young stars.
4.2.2 Lithium measurements
The Li I 6708A˚ resonance feature should be strong in cool
young stars with undepleted Li – with an equivalent width
(EW) of 0.5A˚ to 0.6A˚ according to the curves of growth
presented by Zapatero-Osorio et al. (2002). Insets in Fig. 3
show the Li region in a number of our targets. Lithium is
an ephemeral element in the atmospheres of very cool stars,
and its presence in the photospheres of late K and M-type
stars is a strong indicator of youth.
The EW of the Li I 6708A˚ feature was estimated by fit-
ting it with a Gaussian function. We preferred this to direct
integration because in lower signal-to-noise spectra we elim-
inate the subjectivity involved in choosing the integration
limits and we get a straightforward indication of rapid ro-
tation (see below). The “pseudo-continuum” was estimated
using straight line fits to the regions immediately around the
Li feature, excluding regions beyond 6712A˚ which contain a
strong Ca line and which are noisy due to the subtraction
of a strong S ii sky line. None of the Li lines in our spec-
tra show any strong evidence for a non-Gaussian shape or
double lines; target 44 (shown in Fig. 3) has the most “non-
Gaussian” appearance, but even here the Gaussian fit is only
rejected at 93 per cent confidence and in any case the EW
estimated by direct integration would not differ significantly
from the Gaussian result. The EW and Gaussian FWHM of
the Li lines are given in Table 6. Uncertainties in the EW
are estimated using the formula δ EW =
√
2fp/SNR, where
2f is twice the Gaussian FWHM of the line (approximately
the range over which the EW is integrated) and p is the pixel
size (0.67A˚).2 In 8 cases there was no obvious Li feature to
measure, in which case a 3σ upper limit is quoted. In 3 cases
the Li feature fell in a gap between the detectors and no EW
could be measured.
For the majority of the sample there are clear detec-
tions of the Li feature with EW> 0.3A˚. Comparisons with
Li-depletion patterns in open clusters of known age (e.g.
see Fig. 10 of Jeffries et al. 2003) place empirical age con-
straints on these stars. Li EWs of > 0.3A˚ are not seen for
any stars of spectral type cooler than K5 in the Pleiades or
Alpha Per clusters (with ages of 120Myr and 90Myr respec-
tively and excepting the very low luminosity stars beyond
the lithium depletion boundary where Li remains unburned
– see Soderblom et al. 1993; Jones et al. 1996). Nor can
strong Li lines be seen in M dwarfs of the 35–55Myr open
2 This formula arises from adding the uncertainties in each pixel
flux estimate in quadrature, assuming that these uncertainties are
given by the average signal-to-noise ratio and that the line is in-
tegrated over a range of 2f . The additional statistical uncertainty
due to the continuum level estimate is small in comparison.
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Figure 5. Hα EW as a function of spectral type. Objects with
Li, without Li or where the Li status is unknown are indicated.
Two lines are shown that have previously been used to sepa-
rate accretion-generated Hα emission from a lower level of emis-
sion that could be attributable to a chromosphere (Barrado y
Navascue´s & Mart´ın 2003; White & Basri 2003).
clusters NGC 2547, IC 2391 and IC 2602 (see Randich et al.
2001; Jeffries et al. 2003; Barrado y Navascue´s et al. 2004;
Jeffries & Oliveira 2005, and again excepting the very cool
M dwarfs beyond the lithium depletion boundary). In sum-
mary we assume that objects with EW[Li]> 0.3A˚ are all
younger than 100Myr and younger than 50Myr if they have
spectral type > M0. These Li-rich objects are therefore very
likely to be members of NGC 2169 and this conclusion is
supported by RV measurements (see below). However the
converse may not be true – a lack of Li is not used as the
sole criterion for excluding a candidate member, as one of
the aims of this paper is to investigate possible instances of
anomalously large Li depletion.
In a number of cases the FWHM of the Li I 6708A˚ line
is significantly broader than the 1.7A˚ expected from the in-
trinsic width of the doublet and the instrumental resolution.
In these cases rotational broadening is suspected, which im-
plies projected rotational velocities from 25 kms−1 (for a
FWHM of 2A˚) up to about 60 km s−1 for the broadest lines.
4.2.3 Hα measurements and circumstellar material
Hα EWs were measured for all our targets (except two where
the feature fell in a detector gap) by direct integration above
(or below) a pseudo-continuum. The main uncertainty here
is the definition of the pseudo-continuum as a function of
spectral type and probably results in uncertainties of order
0.2A˚, even for the bright targets.
Hα emission is ubiquitous from young stars. It arises ei-
ther as a consequence of chromospheric activity or is gener-
ated by accretion activity in very young objects (e.g. Muze-
rolle, Calvet & Hartmann 1998). The Hα emission from ac-
creting “classical” T-Tauri stars (CTTS) is systematically
stronger and broader (velocity widths > 270 kms−1– White
& Basri 2003) than the weak line T-Tauri stars (WTTS)
where the emission is predominantly chromospheric.
An empirical division between CTTS and WTTS can
c© 2004 RAS, MNRAS 000, 1–21
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Figure 6. Near infrared colour-colour diagrams for candidate members of NGC 2169. Objects with Li, without Li or where the Li status
is unknown are indicated. The data plotted are our own IC magnitudes combined with JHK magnitudes from 2MASS (Cutri et al.
2003). Only points with uncertainties lower than 0.2 mag in each colour are shown. Solid lines show the intrinsic loci of man sequence
dwarfs (from Bessell & Brett 1988). Dashed lines show the effects of reddening corresponding to E(B − V ) = 0.20, using the reddening
law of Rieke & Lebofsky (1985).
be made either on the basis of Hα EW or the width of the
Hα emission line (e.g. Barrado y Navascue´s & Mart´ın 2003;
White & Basri 2003). Fig. 5 shows the Hα EW of our tar-
gets (where available) versus spectral type along with the
empirical dividing line between CTTS and WTTS defined
by Barrado y Navascue´s & Mart´ın and byWhite & Basri. On
the basis of these plots none of our targets are clear exam-
ples of CTTS. A caveat here is that we have a single epoch
spectrum. Accretion or chromospheric activity can be vari-
able phenomena and multiple observations are preferable for
a secure classification. Large variations in Hα strength have
been seen in some PMS stars (e.g. Littlefair et al. 2004),
however in a recent paper by Jayawardhana et al. (2006),
multiple Hα spectra did not reveal variability that would
change the classification of a significant fraction of young
objects. The most likely error would be a chromospheric
flare leading to a CTTS classification for a WTTS.
The profiles of the Hα line were inspected for all tar-
gets and apart from targets 8 and 13, none show evidence
for velocity widths (at 10 per cent of maximum) in excess
of 300 kms−1. Target 8 is discussed in Section 4.3, it does
not show a Li I 6708A˚ line and is probably not a cluster
member. Target 13 (shown in Fig. 3) has a narrow, strong
Li I line and shows a blue Hα emission wing extending to
∼ 200 kms−1. The Hα EW lies below the accretion thresh-
olds in Fig. 5. It is possible that either accretion at a low
level or chromospheric flaring could explain this observa-
tion. There are a number of other objects with widths at
about the 270 kms−1 threshold advocated by White & Basri
(2003) as an accretion discriminator. However, we note that
our spectral resolution (70 kms−1 FWHM) is relatively poor
compared with that used by White & Basri. That and the
fact that some objects appear to have rotationally broad-
ened photospheric Li lines, mean that this threshold should
be raised considerably in some cases. None of the targets
show any evidence for other emission lines that are often
(but not always) associated with young accreting low-mass
stars, such as He i 5876, 6678A˚.
In addition we have checked for any emission from warm
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Figure 7. Radial velocities as a function of spectral type. Stars
with and without Li and those with unknown Li status are indi-
cated.
circumstellar dust by plotting the H − K versus IC − J
colour-colour diagram (see Fig. 6a). JHK photometry for
our targets was taken from the 2MASS point source cata-
logue (Cutri et al. 2003). An excess would show up as an
anomalously large H −K colour with respect to the photo-
spheres of dwarf stars with the same IC−J , although H−K
is nowhere near as sensitive to warm dust as excesses at
longer wavelengths. None of our targets are significantly(> 2
sigma) discrepant from the main sequence dwarf locus red-
dened according to E(B−V ) = 0.2. The same is true of the
more conventional J−H versus H−K diagram (Fig. 6b). In
summary we find no strong evidence for accretion or warm
circumstellar dust in any of our targets.
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4.2.4 Radial velocities
Our observations were not optimised for measuring RVs –
minimal arc calibrations were performed and no RV stan-
dards were observed. Nevertheless we have been able to es-
timate RVs of all the targets relative to one of the targets
and then estimate a zeropoint based on archival spectra.
Relative RVs were determined by cross-correlation
against target 5. We chose this star to act as a template
because it has a high SNR and with a spectral type of M2,
it has spectral features in common with targets of both ear-
lier and later spectral types.
A correlation wavelength range of 6600–7400A˚ was used
for stars of spectral type M0 and later. For earlier spectral
types where molecular features become small then the range
6000–6500A˚ was used. Raw correlation lags were adjusted
to the same heliocentric reference frame. A further correc-
tion to the RV zero point was estimated by cross-correlating
sky emission lines between the target spectra and the spec-
trum of target 5 prior to the sky subtraction data reduction
step. The typical size of this correction was ±3 kms−1, re-
flecting inaccuracies in the wavelength calibration, possibly
due to flexure in the spectrograph during the 90 minutes
of observation for each mask. A heliocentric RV zeropoint
was estimated by cross-correlating stars of type M4 or later
with archival VLT UVES spectra of the M4V–M6V stars
GL 402, GL 406 and GL876 for which precise heliocentric
RVs are known (see Bailer-Jones 2004 for details).
Heliocentric RVs versus spectral type are plotted in
Fig. 7. Typical internal uncertainties are of order a few
kms−1. Most objects are closely clustered in this diagram.
However, there is a clear upward trend towards later spec-
tral types that seems to be a consequence of spectral type
mismatch between target and template, probably due to our
reliance on broad molecular bands rather than sharp atomic
lines in the later-type stars. Our best estimate for the true
heliocentric RV of the cluster is +16.8±1.1 kms−1 from the
Li-rich stars of spectral type M4 or later. The quoted error
includes the scatter in our measurements and an estimate
of the external uncertainty judged from the variance of re-
sults using the three different standard star templates. Our
result agrees with (though is much more precise than) the
+16.6± 6.0 kms−1 quoted by Rastorguev et al. (1999).
4.3 Cluster Membership
The presence of a strong (EW> 0.3A˚) Li I 6708A˚ feature is
taken as a positive indicator of membership and is entirely
supported by the chromospheric Hα emission exhibited by
all these Li-rich objects. The Li-rich candidates also have
RVs with a very small intrinsic dispersion (less than a few
kms−1 after taking account of the broad trend with spectral
type) that is consistent with cluster membership.
All three of the M dwarfs with no Li measurement have
Hα emission lines consistent with the Li-rich targets. How-
ever Hα emission is no guarantee of extreme youth among M
dwarfs and one of these three objects has an RV inconsistent
with cluster membership, unless it is a short period binary
system. For now we regard all three objects as questionable
members.
In order to investigate the possibility of anomalously
large Li depletion, we also consider those targets where Li
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Figure 8. Spectra for two targets with questionable cluster mem-
bership (see Section 4.3). The inserts show normalised regions
around the Hα and Li i features.
was undetected. Of eight such targets, five have an Hα line
in absorption or barely in emission. These are extremely un-
likely to be young objects and all have an RV which is incon-
sistent with cluster membership. These five are all classified
as definite non members. One object has no Hα measure-
ment and an RV inconsistent with cluster membership and
we also classify this as a definite non-member. The remain-
ing two objects have unusual spectra (see Fig. 8) which are
discussed below.
Target 8. This star shows double peaked central Hα
emission within a broad absorption feature. The spectrum
is dominated by several strong absorption lines at 5780.5A˚,
5796.9A˚, 6283.9A˚, 6613.7A˚ and 7224.0A˚, which can be iden-
tified with diffuse interstellar absorption bands (DIBS).
There is no Li at 6708A˚ although there is an unidentified
line at 6703A˚. The EWs of the DIBS imply quite a high
reddening. Using the relationships given by Jenniskens &
De´sert (1994), we estimate E(B − V ) ≃ 0.9. From this, and
also from the position of the star in the J−H versus H−K
diagram, we infer that it has a spectral type of late A or
early F and that the spectral type of K5 assigned in Sec-
tion 4.2.1 must be in error. The star lies blueward of the
best fitting cluster isochrone in the IC versus RC−IC CMD
and the presence of additional reddening would increase this
discrepancy. However, given that the Hα emission profile
strongly suggests circumstellar material and possibly an ac-
cretion disc, we cannot be sure that the intrinsic optical
colours would be representative of the photosphere of a late
A star in any case. Hence this object could be a young Her-
big Ae star either within NGC 2169 or more likely at a much
greater distance. Given this uncertainty, we will not consider
the star as a cluster member in what follows.
Target 14. This object has an upper limit to its Li EW
which could just be consistent with the presence of signif-
icant Li in the photosphere. Indeed, there is a hint of an
c© 2004 RAS, MNRAS 000, 1–21
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Li line at the 1-2 sigma level. Its EW[Hα] is the largest in
our sample and close to the empirical border between CTTS
and WTTS. Its RV is consistent with cluster membership.
The width of the Hα line is only ≃ 180 kms−1 at 10 per
cent of maximum. The status of this star is questionable. It
is either a cluster member or a very active foreground dMe
star. A better spectrum of the Li I 6708A˚ line is needed and
it is not considered as a cluster member in the analysis that
follows.
5 AGE ESTIMATES
Absolute ages for open clusters are usually model dependent.
This is especially true in very young open clusters and star
forming regions. A valuable exercise is to compare cluster
ages derived from techniques that rely on different aspects
of stellar physics. Agreement would instil confidence in the
accuracy of stellar ages whilst discrepancies would highlight
potential weaknesses in our understanding of stellar evolu-
tion.
Previous work has taken ages determined by fitting
model isochrones to the positions of high-mass stars that
have undergone nuclear evolution in the Hertzsprung-
Russell (H-R) diagram, and compared them with ages deter-
mined from isochrones which trace the descent of low-mass
PMS stars contracting towards the hydrogen burning main
sequence. In clusters with ages of 50–700Myr good agree-
ment has been claimed (e.g. Lyra et al. 2006), but in younger
clusters (< 30Myr) discrepancies are more common (e.g.
Piskunov et al. 2004). Here, ages from evolved high-mass
stars are often more uncertain because there are fewer such
objects and the ages are dependent on details such as rota-
tion and the degree of mixing in the convective core (Chiosi,
Bertelli & Bressan 1992; Meynet & Maeder 1997, 2000). The
ages obtained from fitting low-mass isochrones also become
more model dependent – the details of the stellar atmo-
spheres, interior convection and even the initial conditions
become increasingly important (see Baraffe et al. 2002).
A third technique has begun to be added to these com-
parisons. The abundance of Li in convective envelopes and
atmospheres is sensitively dependent to the temperature at
the base of the convection zone (or stellar centre in the
case of fully convective PMS stars). Once at a threshold
temperature of about 3 × 106 K, Li is burned rapidly in
(p,α) reactions. The mass and hence luminosity and tem-
perature at which Li burning commences is age dependent
and isochrones of Li depletion can be used to estimate the
ages of clusters (see Jeffries 2006 for a review). This tech-
nique has been used to obtain precise ages for several open
clusters. Isochronal ages from high-mass stars agree with
the lithium depletion ages for open clusters in the range 50–
150Myr providing that some extra mixing (caused by core
overshoot or rotation?) extends the main sequence lifetimes
of 5–8M⊙ stars (Stauffer, Schultz & Kirkpatrick 1998; Stauf-
fer et al. 1999; Barrado y Navascue´s, Stauffer & Jayaward-
hana 2004). Jeffries & Oliveira (2005) have also shown that
the lithium depletion age of a 35Myr cluster agrees with
an age derived from isochronal fits to low-mass PMS stars
in the same cluster. However, discrepancies have also been
reported. Song, Bessell & Zuckerman (2002) and White &
Hillenbrand (2005) have reported on individual PMS stars
which appear to show much more Li depletion than expected
for their isochronal ages in the H-R diagram.
5.1 Isochrone matches to high mass stars
The high-mass population of NGC 2169 is relatively sparse
with only one clearly evolved B2 III binary star (Abt 1977).
Age constraints from these stars will therefore be quite
poor, but we can still get valuable constraints on the clus-
ter distance that will be useful when considering low-mass
isochronal fits. Perry et al. (1978) based their age on what
they consider to be the brightest, unevolved, non-binary
member of NGC 2169 – namely Hoag 6, with a spectral type
of B3V (Abt 1977). A calibration of the duration of main se-
quence burning and absolute magnitude due to Schlesinger
(1972) was used, leading to an upper age limit of 23Myr.
Delgado et al. (1992) claim a similar status for Hoag 4 with a
spectral type of B2.5IV (Abt 1977) or B2V (Harris 1976) and
hence determine a slightly lower upper age limit of 16Myr.
We have re-evaluated the reddening, distance and age
of NGC 2169 using the UBV data set published by Sagar
(1976) together with the solar metallicity evolutionary mod-
els of Schaller et al. (1992) which have been transformed
into isochrones in the Johnson UBV system by Lejeune &
Schaerer (2001 – henceforth known as the Geneva models
and isochrones). The Sagar (1976) dataset is the largest ho-
mogeneous set of photoelectric data for NGC 2169. We re-
viewed the cluster membership using information in Sagar
(1976), Perry et al. (1978) and Delgado et al. (1992). There
was generally consensus over membership, but in three cases
(Hoag 2, 5, and 15) membership is disputed.
The intrinsic U − B vs B − V colour-colour diagram,
V vs B − V and V vs U − B CMDs are shown in Fig. 9.
We find that a reddening of E(B − V ) = 0.20 ± 0.01 ap-
plied to the 10Myr Geneva isochrone satisfactorily mod-
els the colour-colour diagram. Note that we only consider
the age-independent main sequence portion of the U − B
vs B − V diagram below the “blue turn-off” and exclude
the bluest (evolved) star from the fit. As this portion of the
colour-colour locus is age independent for ages 6 20Myr,
then the reddening estimate is also independent of as-
sumed age in this range (see below). Then, assuming that
AV /E(B−V )=3.10, the V vs B−V CMD can be matched
(by eye) with an intrinsic distance modulus of 10.2 ± 0.2.
From this CMD the age of the cluster is certainly less than
20Myr based on the two brightest undisputed members and
could be less than 10Myr based only on the brightest object.
The brightest star in the cluster is actually a close-to-equal
mass binary system but this does not affect the age limit
because the 10Myr isochrone is almost vertical at this mag-
nitude. In principle V vs U − B could offer better distance
precision because the ZAMS locus has a shallower gradient
for B stars in this CMD. However, we find the photome-
try appears more scattered, with points lying well outside
a plausible band that could be explained by equal mass bi-
nary systems. In this CMD a less certain distance modulus
of 10.2 ± 0.3 and an age of ≃ 10Myr seem appropriate. An
age of > 20Myr or more is still ruled out by the brightest
pair of undisputed members.
To put the distance estimate on a firmer basis we fitted
the V versus B−V data using the τ 2 technique described in
detail by Naylor & Jeffries (2006). τ 2 is a generalisation of
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Figure 9. The intrinsic colour-colour and colour-magnitude diagrams for early-type members of NGC 2169. Data from Sagar (1976) are
plotted. Open symbols indicate objects whose membership status is uncertain or disputed. Geneva model isochrones are from Lejeune
& Schaerer (2001). (a) A 10Myr isochrone is plotted after a reddening of E(B − V ) = 0.20 and E(U − B) = 0.146 has been subtracted
from the data. (b and c) Isochrones with ages of 3, 10 and 20Myr are shown. The additional dashed line indicates the equal-mass binary
sequence for the 10Myr isochrone.
χ2 that can be used to fit data points to a two-dimensional
distribution, hence allowing for the binary content of a clus-
ter sequence in the CMD, and provides robust, statistically
meaningful error bars. We assumed that a 10Myr Geneva
isochrone was appropriate and a binary fraction of 50 per-
cent, with secondary stars in the binaries randomly selected
from a uniform mass distribution between the mass of the
primary and zero. As discussed in Naylor & Jeffries (2006),
the precise value of the binary fraction has only a small im-
pact on the derived parameters. In this case the intrinsic
distance modulus of the cluster was the only free parameter
and we fitted to all data points apart from the brightest,
Hoag 1, in order to ensure that the derived distance was in-
sensitive to the assumed age3. We searched in distance mod-
ulus, to yield the τ 2 plot shown in Figure 10 and a best-fit
distance modulus of 10.13 (in reasonable agreement with the
“by-eye” result above), with a 68 percent confidence range
of 10.04-10.19 (see Table 8). The data and best-fitting model
3 In fact we attempted a search for the best-fitting distance
and age simultaneously from all the high-mass stars (as in Sec-
tion 5.2), but still found that the distance estimate was almost
independent of age between 0 and 20Myr.
are shown in Figure 11. We obtained a Pr(τ
2) (equivalent to
the probability of exceeding a given χ2) of 0.03, indicating
that the model just about provides a satisfactory representa-
tion of the data and that the uncertainties are approximately
correct. Adding a systematic error of 0.02 mag to each data
point would bring Pr(τ
2) up to 0.5, increasing the distance
modulus uncertainty only slightly.
5.2 Low mass isochrones
We can also estimate an age by fitting the positions of the
spectroscopically confirmed low-mass members of NGC 2169
with isochrones from various PMS evolutionary models. The
age derived in this way is strongly correlated with the as-
sumed distance to the cluster. To make the correlation ex-
plicit we again carried out τ 2 fits, this time allowing both
age and distance modulus to be free parameters. We can
then use this relationship along with the distance derived
from the high mass stars to find a best estimate for the
age of NGC 2169. Significantly different ages (in the for-
mal statistical sense) are found depending on which model
we use. In what follows we therefore consider each model in
turn. For each model isochrone, effective temperature and
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Figure 11. The best fitting Geneva model with a 50 per cent
binary frequency is represented with a greyscale distribution. The
data points from Sagar (1976) are shown with symbols as in Fig. 9.
The brightest cluster member was not fitted (see text).
bolometric luminosity were converted into IC and RC − IC
using empirical relationships between colour and temper-
ature and colour and bolometric correction. The colour-
temperature relationship was established for each set of evo-
lutionary models by demanding that an isochrone with an
age of 120Myr at a distance modulus of 5.6 and with an ex-
tinction E(RC − IC)=0.029 matches the IC versus RC − IC
locus of the Pleiades (see Jeffries, Thurston & Hambly 2001;
Naylor et al. 2002; Jeffries & Oliveira 2005). For NGC 2169
we used an extinction of E(RC − IC)=0.14, and for both
clusters assumed AI/E(RC − IC)=2.57 (Dean et al. 1978;
Taylor 1986). The bolometric correction was assumed to be
a function of RC − IC , and obtained by fitting the colours
of late-type dwarfs, as in Naylor et al. (2002). The main as-
sumption in this method of “tuning” the isochrones is that
the relationships between temperature, bolometric correc-
tion and colour are the same at 120Myr and at the ages
of the isochrones that fit NGC 2169 (see Jeffries & Oliveira
2005 for a discussion of this point).
Since we are using PMS contraction to derive the age of
the cluster, we wish to fit the lowest-mass objects possible.
Table 8. The parameters derived from pre-main-sequence fits.
Best Fit Age (Myr) for dm
Model dm (mags) Age (Myr) 10.19 10.04
Geneva 10.13
(10.04-10.19 68%)
Baraffe 9.5 24 9.5 11.5
Siess 9.8 11 7.0 8.5
DAM97 >100 5.0 6.5
The best dataset to fit therefore is our own IC vs RC − IC
photometry of members confirmed in Section 4.3. We fitted
the 36 stars we identified as members, with the exception of
target 45, which is marked as non-stellar in our catalogue
due to the presence of a nearby bright star.
5.2.1 The Baraffe isochrones
Our baseline models were the isochrones of Baraffe et al.
(1998, 2002) (using the solar metallicity models with a con-
vective mixing length set to 1.0 pressure scale heights), with
an assumed binary fraction of 50 percent and uniform mass
ratio distribution. Studies of the field binary population sug-
gests these are reasonable assumptions for low-mass stars
(e.g. Duquennoy & Mayor 1991; Fischer & Marcy 1992).
Secondary stars which lie below the lowest mass available in
the models were assumed to make a negligible contribution
to the system light, which is equivalent to placing the binary
on the single-star sequence. This limitation of the isochrones
leads to the wedge of zero probability between the single and
binary star sequences at low masses visible in Figure 12.
A straightforward fit of this type leads to a Pr(τ
2) of
0.0025, after clipping out two data points. This is unaccept-
ably low, and already includes the addition of a magnitude-
independent uncertainty (0.01 mag in RC − IC) to all the
data points to allow for the uncertainties in our profile cor-
rection and transformation to the standard system (see sec-
tion 3).
To account for this extra scatter and hence derive reli-
able uncertainties on the derived parameters, we increased
the systematic uncertainties in the R and IC measurements
to 0.03 mag and obtain an acceptable Pr(τ
2) = 0.47. This
procedure can be considered analogous to increasing the un-
certainties on each point in order to obtain χ2ν ≃ 1. The
resulting parameters are given in Table 8 and the best fit
is shown in Figure 12a. The fit is a reasonable one, with
the model explaining most of the spread in colour as due to
binarity. Only at the faintest magnitudes is there a hint of
any problem.
The most important result, however, is the τ 2 grid of
Figure 13a, since we can combine it with the age constraint
from the high-mass stars (Section 5.1). If we choose the low-
est values of τ 2 at the 68 percent confidence-limit distances,
we obtain the age constraints given in Table 8.
5.2.2 The Siess isochrones
We also fitted the data to the Siess et al. (2000) isochrones
with metallicty Z = 0.02 and no convective overshoot. The
resulting fit and τ 2 space are shown in Figures 12b and 13b.
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Figure 12. The best fitting distributions using isochrones from several evolutionary models, a binary frequency of 50 per cent and a flat
mass ratio distribution. The fitted data points are shown with error bars that do not include the 0.03 mag systematic that is discussed
in the text. The best-fitting age and distance are given in Table 8. (a) Isochrone from Baraffe et al. (1998, 2002) using a mixing length
of 1.0 pressure scale heights; (b) Isochrone from Siess et al. (2000) models with a metallicity of 0.02 and no convective overshoot; (c)
Isochrone from D’Antona & Mazzitelli (1997); (d) Isochrone from D’Antona & Mazzitelli (1997), but in this case the distance modulus
is constrained to be 10.13 mag, the best-fit value from the high-mass main sequence (see section 5.1).
Here there is a problem with the faintest objects, because
the models go no lower than 0.1M⊙. This means that the
“binary wedge” is very large, with the equal-mass binary se-
quence disappearing completely at quite bright magnitudes.
We therefore removed the four objects fainter than IC=18.3.
We obtain a best fit at an age of 11Myr and a distance mod-
ulus of 9.8. The Pr(τ
2) is 0.87, which although nominally
better than the value obtained for the Baraffe et al. (1998,
2002) isochrones, one should recall excludes a contribution
from the faintest datapoints that contributed most to τ 2 for
the Baraffe models.
5.2.3 The DAM97 isochrones
Finally we carried out fits to the models of D’Antona &
Mazzitelli (1997 – hereafter the DAM97 isochrones). The
formal fits to these isochrones imply NCG 2169 is very old
(>100Myr). This behaviour appears to be caused by the
way the ischrones do not steepen at RC − IC > 1.7 in con-
trast to the Baraffe and Siess isochrones. Older isochrones
tend to be straighter, which clearly lead to better fits if the
distance is unconstrained. The τ 2 grid for ages 6 20Myr
is shown in Figure 13c. Although the best-fitting distance
is clearly far removed from the values given by the other
models, the correct question to ask is whether the distances
are co-incident at a given confidence level. As we have not
found the lowest point in the τ 2 space our normal method of
finding the contour will over-estimate its size. Even then we
find that the youngest age enclosed by the 95 percent confi-
dence contour is 20Myr (at a distance modulus of 9.4). The
best fitting model for a fixed distance modulus of 10.13 mag
is shown in Fig. 12d. As implied by Fig. 13c the fit is much
worse. Hence the DAM97 models are a poor description of
the combined dataset.
5.2.4 The age of NGC 2169
The numerical results of our fitting are summarised in Table
8. From this it can be seen that if the distance is constrained
to be that implied by fits to the high-mass stars, then the
DAM97 isochrones yield the youngest age, then Siess et al.
(2000), and finally Baraffe et al. (1998, 2002). The ages de-
rived using the 68 percent confidence interval distance from
the main-sequence fitting just fail to overlap, and hence the
uncertainty in age is dominated by the choice of model, not
by the data. Both the Baraffe et al. (1998, 2002) and Siess
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Figure 13. The τ2 grid for the low-mass isochrone fits. The contour lines are the 68 and 95 percent confidence limits. The horizontal
lines are the 68 percent confidence limits for the distance modulus derived from the main-sequence fitting to the higher mass stars (see
section 5.1. (a) Baraffe et al. (1998, 2002) models with a mixing length of 1.0 pressure scale heights. (b) The Siess et al. (2000) models
with a metallicity of 0.02 and no convective overshoot. (c) The D’Antona & Mazzitelli (1997) models. In this latter case the confidence
limits lie at larger ages than displayed on the grid (see text).
et al. (2000) models satisfactorily fit the shape of the low-
mass pre-main-sequence at the distance implied by fits to
the upper main-sequence. Thus our best estimate for the
age of NGC 2169 is 9 ± 2Myr, the upper limit defined by
the Baraffe et al. models and the lower limit by the Siess et
al. models.
That the DAM97 isochrones struggle to reproduce the
low-mass pre-main sequence unless the distance modulus is
allowed to become unreasonably low and the age unrea-
sonably high does not necessarily rule them out. The dis-
crepancies between data and model occur predominantly
in the coolest stars where it is still possible that system-
atic uncertainties in the photometric calibration (in this
study or in the Pleiades data which calibrates the colour-
temperature relationship) could change the data–model
comparison. However, if the coolest stars were to be made
even redder to better match the isochrone shapes then the
derived age for the cluster would be even younger than
5Myr.
5.3 The Li depletion age
That all of the firm cluster members have EW[Li]> 0.3A˚
puts strong constraints on the age of NGC 2169. For clusters
with ages> 30Myr, there is observational evidence that an
“Li depletion chasm” opens up, starting with stars at spec-
tral type ≃M2 and widening with age to encompass spectral
types either side (see Jeffries 2006). The cool side of this
chasm, the so-called Lithium Depletion Boundary, is sharp
and almost model independent. It occurs when the cores of
contracting, fully convective stars reach a temperature suffi-
cient to burn Li. The warm side of the chasm exhibits a more
gradual roll-off with temperature (see Fig. 14). Here the de-
pletion takes place at the boundary of a radiative core and
a receding convective envelope. The amount of depletion is
sensitively dependent to details of the convection treatment,
interior opacities and chemical composition.
In principle, isochrones of Li depletion can be used as
an alternative way to estimate the age of a cluster. The
difficulties in doing so are converting the data in the ob-
servational plane (spectral type/colour and a spectrum or
EW[Li]) into the quantities predicted by models (i.e. Teff and
a Li abundance) or vice versa. A further slight complication
is that models predict Li depletion rather than Li abun-
dance. The initial Li abundance must be assumed, although
a value of A(Li) (= 12+log N(Li)/N(H)) of 3.3±0.1 appears
to agree with observational constraints from meteorites and
very young (presumably undepleted) stars (Soderblom et al.
1999).
We chose to perform a comparison of data and mod-
els in the observational plane of EW[Li] versus RC − IC
colour. Model temperatures were transformed using the
same colour-Teff relations required to make the same models
match the Pleiades CMD (see Section 5.2). The predicted
abundance was transformed into EW[Li] using Teff and the
relationship between abundance and EW[Li] derived from
cool stellar atmospheres and synthetic spectra by Zapatero-
Osorio et al. (2002) and extended to warmer temperatures
and lower abundances by Jeffries et al. (2003). This latter
relationship was derived to interpret spectra with a spec-
tral resolution of 1.68A˚ and predicts “pseudo EWs” with
respect to a local continuum. In this respect it is ideal for
interpreting our measured EWs.
The comparisons with four models are shown in Fig. 14.
These are the isochrones arising from the Li depletion pre-
dicted by: the Baraffe et al. (1998, 2002) evolutionary tracks,
using a mixing length of either 1.0 or 1.9 pressure scale
heights respectively; the Siess et al. (2000) models with no
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Figure 14. Isochrones (0, 5, 10, and 20Myr) of EW[Li] versus RC − IC derived from several different models and compared to our
observations. An initial Li abundance of A(Li)= 3.3 is assumed and abundances are converted to EWs using the relationships defined
in Zapatero Osorio et al. (2002) and Jeffries et al. (2003) (a) Baraffe et al. (1998, 2002) using a mixing length of 1.0 pressure scale
heights. (b) Baraffe et al. (1998, 2002) using a mixing length of 1.9 pressure scale heights. (c) Siess et al. (2000) using a metallicity of
Z = 0.02 and no overshooting. (d) D’Antona & Mazzitelli (1997) using a grey atmosphere and the full spectrum turbulence treatment
of convection.
convective overshoot and a mean metallicity of Z = 0.02
and; the grey atmosphere models of D’Antona & Mazzitelli
(1997) featuring the full spectrum turbulence treatment of
convection.
Taking the observations at face value, the majority of
targets appear to possess Li at undepleted levels, with one
or two objects showing some evidence of depletion (amount-
ing at most to about a factor of 10 in target 32). On the
other hand, some of the coolest objects appear to show
significantly enhanced Li with respect to the assumed ini-
tial abundance. One of these (target 28) has two mutually
consistent measurements taken on different nights. Looking
at the bulk of the objects, the Li measurements can only
give upper limits to the cluster age. On the redward side
(RC − IC > 1.5), the lack of a clear cut lithium depletion
boundary implies a cluster age of < 15Myr for all the mod-
els. For RC − IC < 1.5 there is some model dependence due
to the increasing efficiency of convection as we move from
the top-left to bottom-right of Fig. 14. The Baraffe mod-
els with mixing length of 1.0 scale heights suggest an age
< 10Myr for most stars with the possibility of a couple of
objects as old as 15Myr. Models with increased convective
efficiency suggest progressively younger ages with the bulk
of objects consistent with ages of 6 5Myr and maximum
ages of about 12, 10 and 8Myr respectively for the Baraffe
et al. model with larger mixing length, the Siess et al. model
and the D’Antona & Mazzitelli model respectively.
The ages inferred from the Li depletion are in reasonable
agreement with those inferred from the low-mass isochronal
fits using the same models. We do not find strong evidence
for examples of anomalously rapid Li depletion amongst
young stars that might imply a problem with the evolution-
ary models as suggested by Song et al. (2002) and White &
Hillenbrand (2005).
6 CLUSTER STRUCTURE AND TOTAL MASS
Our spectroscopic membership determination can be used
to define a selection region in the IC versus RC − IC CMD
that preferentially includes cluster members and excludes
contaminating objects. A larger sample of probable cluster
members can then be chosen from our entire photometric
survey and used to investigate the spatial distribution of
low mass stars in NGC 2169.
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Figure 15. A colour magnitude diagram for the area covered by
the three GMOS fields (see Fig. 1). Stars with Li (members), those
without Li (non-members) and those with unknown Li (question-
able membership) according to Section 4.3 are indicated. The
dashed polygon indicates a region we have chosen for photomet-
ric selection of cluster members with 15.5 < Ic < 19.0. Also shown
are an isochrone and binary sequence from Baraffe et al. (2002 –
with mixing length set at 1.0 pressure scale height) corresponding
to an age of 10Myr and intrinsic distance modulus of 10.13 (see
Section 5).
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Figure 16. Radial surface density profile for photometric cluster
candidates with 15.5 < IC < 19.0. The best fitting King profile
is shown.
Figure 15 shows a polygon that we have used to se-
lect photometric candidates with 15.5 < IC < 19.0. The
appearance of Fig. 15 and also Fig. 2 suggest that few clus-
ter members could lie redward or blueward of the polygon
boundaries. We have applied this photometric selection cri-
terion to our entire catalogue (Table 3) and the resulting
cluster candidates are plotted in Fig. 1 to show their spa-
tial distribution. There are 64 photometric candidates in the
∼ 70 arcmin2 defined by the overlapping GMOS fields, 38
of which were among our spectroscopic targets. Of these, 33
are Li-rich cluster members, 2 are non-members without Li
and 3 have uncertain membership because of the lack of an
EW[Li] measurement. From this we deduce that the spatial
density of contaminating non-members in our selection box
is ≃ 0.05 stars arcmin−2. Incompleteness due to any lack
of sensitivity in the photometric survey can be neglected at
these magnitudes, although our choice of photometric selec-
tion boundaries, which deliberately exclude non-members,
may have biased the non-member density downwards.
Figure 1 shows a spatial concentration of photomet-
ric cluster candidates. By fitting a Gaussian plus a con-
stant term to the spatial distribution along the RA and Dec
axes we find the centre of this concentration to be at RA=
06h 08h 26(±4)s, Dec= +13d 58m23(±18)s. The radial dis-
tribution of the candidates about this centre is shown in
Fig. 16. We have corrected for incompleteness in coverage
(e.g. due to proximity of bright stars), the azimuthal asym-
metry in the survey extent and gaps in the CCD mosaic
by normalising with a similar distribution for stars with
15.5 < IC < 19.0 which are blueward of the candidate
cluster members. The radial distribution has been modelled
with a King profile (see King 1962) plus a constant back-
ground density. The tidal radius of a cluster in the solar
vicinity is given by rt = 1.46M
1/3
c (see Pinfield, Hodgkin
& Jameson 1998). We assume that the mass of the cluster,
Mc = 300M⊙ (see below), yielding rt = 9.8 pc, equivalent
to 32.2 arcmin for a distance modulus of 10.1 (see Section 5).
The best fit core radius, normalisation and background den-
sity are quite insensitive to rt and hence very insensitive to
the assumed cluster mass. The best fit King profile (shown
in Fig. 16) has a core radius of (2.8 ± 1.0) arcmin (equiva-
lent to 0.85 pc at a distance modulus of 10.1), a normalisa-
tion of (1.7± 0.6) stars arcmin−2, a constant background of
(0.23 ± 0.03) stars arcmin−2 and a total of 87 cluster stars
integrated out to the tidal radius. This background density
is far in excess of that deduced from the spectroscopy above.
If we believe that the cluster spatial distribution is well
represented by this King profile, then the majority (approx-
imately 220) of the 302 photometric candidates plotted in
Fig. 1 must be field stars and we would have been fortunate
to observe only 2 non-members among 35 GMOS targets
with Li measurements, rather than the 9 that would be pre-
dicted on the basis of the fitted background described above.
We can also check whether the mass function (MF) of
the cluster is close to what has been seen in other clusters
and the field. The limits of 15.5 < IC < 19.0 correspond
closely to mass limits of 1.0 > M/M⊙ > 0.15 using a 10Myr
isochrone from Baraffe et al. (1998, 2002) and a distance
modulus of 10.13 (see Section 5). Choice of evolutionary
model and variations of age and distance within the allowed
uncertainties discussed in Section 5 can change these limits
by ∼ 10 per cent, but do not change the basic argument set
out below.
Using the universal piecewise power law MF advocated
by Kroupa (2001), which matches data from the field and
many open clusters, then 87 stars with 0.15 < M/M⊙ < 1.0
should be found in a cluster with 3.9 stars with 2.5 <
M/M⊙ < 15.0, corresponding to 1.2 > MV > −4.1 ac-
cording to the 10Myr Geneva isochrone used in Section 5.1.
Fig. 9 shows there are at least 12-15 such stars in NGC
2169. Therefore either: (i) most of these high mass stars do
not belong to NGC 2169; (ii) the cluster IMF is deficient by
a factor of ≃ 3 in low-mass stars; or (iii) the good match
of the King profile to the spatial distribution is coincidental
and most of the “background” in Fig. 16 is a population of
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low-mass cluster members extending out to the tidal radius
and which ismuchmore widely dispersed than the high-mass
population. A King profile with the background fixed at the
0.05 stars arcmin−2 implied by spectroscopy in the GMOS
fields is a poor fit (rejected at > 99.99 per cent confidence)
to the data.
In our view both (i) and (ii) are unlikely, but con-
firming that the widely dispersed low-mass cluster can-
didates are genuine members would require further spec-
troscopy. For scenario (ii) the total mass of the cluster (for
0.15 < M/M⊙ < 15.0) is ≃ 150M⊙, whereas for scenario
(iii) the total mass is about 300M⊙ if the Kroupa (2001)
mass function is assumed.
7 DISCUSSION
7.1 The age spread in NGC 2169
The possibility of age spreads in young clusters and star
forming regions has been vigorously debated. Whether
molecular clouds can sustain star formation for long pe-
riods of time (∼ 10Myr) or whether star formation is a
rapid process that is essentially completed in a free-fall time
(∼ 1Myr) is related to whether magnetic fields or supersonic
turbulence regulate the gravitational collapse of the clouds
(e.g. Mac Low & Klessen 2004; Mouschovias, Tassis & Kunz
2006).
The age distribution of stars can be deduced from their
position in H-R diagrams. Based on several nearby star
forming regions including Taurus and the Orion Nebula clus-
ter (ONC), the claim has been made that star formation ac-
celerates over the course of ∼ 10Myr in a typical molecular
cloud (Palla & Stahler 2000, 2002). These claims are dis-
puted by Hartmann (2001, 2003) who explain apparent age
spreads and accelerating formation rates in the H-R diagram
as due to binarity, variability, dispersion in extinction and
accretion properties and contamination by foreground non-
members (see also the discussion of variability in Burning-
ham et al. 2005). Palla et al. (2005) have recently bolstered
the idea of a significant age spread with the observation of
several objects in the ONC that may have depleted their
photospheric Li by factors of 3–10. They argue that such
depletion could not occur unless these stars were at least
10Myr old and that such ages are roughly in agreement
with their positions in the H-R diagram. The possible prob-
lem we see here is that Palla et al. (2005) needed to “unveil”
their spectra prior to determining the Li abundances, imply-
ing that the objects were heavily accreting. It is not clear
that a plane parallel, LTE model will satisfactorily yield
Li abundances in these circumstances. The Li I 6708A˚ reso-
nance doublet forms close to the top of the atmosphere and
is vulnerable to NLTE effects such as overionisation by a
non-photospheric UV continuum that could weaken EW[Li]
(e.g. Houdebeine & Doyle 1996)
At an age of 9± 2Myr NGC 2169 is a fascinating clus-
ter with which to test some of these ideas. First, accretion
appears to have ceased (see Section 4.2.3), but the cluster
is young enough that small changes in age still result in sig-
nificant changes in luminosity for low-mass stars. Hence the
scatter of stars in the H-R diagram will contain informa-
tion on any age spread if it can be separated from scatter
caused by binarity, intrinsic variability and differential red-
dening. Second, Li depletion only begins in low mass stars
after about 5–10Myr, so for a given age spread any spread
in Li depletion should become much more pronounced in
NGC 2169 than in a younger cluster like the ONC.
In Section 5.2 we found that a magnitude-independent
uncertainty of 0.03 mag needed to be added to the uncer-
tainty in each photometric band in order for the Baraffe
et al. (1998, 2002) models to provide a reasonable fit to
the low-mass PMS. There could be several contributions
to the requirement for this additional uncertainty: (i) that
the isochrone shapes do not represent the data very well;
(ii) variability due to chromospheric activity and starpots;
(iii) differential reddening; (iv) incorrect assumptions about
the binary frequency or mass ratio distribution; (v) an age
spread. Of these, (i) appears not to be an issue (see Fig. 12a),
(iii) is probably limited to less than 0.014 mag scatter in
E(RC − IC) (Delgado et al. 1992) and (iv) has little effect
when changed within reasonable limits. Instead it seems that
there is additional scatter about the best fitting isochrone
(especially towards the low-mass end) that could be caused
by a combination of (ii) and (v), but also includes a contribu-
tion of 0.01 mag from systematic photometric uncertainties
(see Section 3).
The additional scatter corresponds to at most ±0.04
mag (1-sigma) in RC−IC. Over the mass range of our cluster
members, isochrones over a small age range are nearly paral-
lel and a 0.04 mag dispersion is equivalent to only ±1.2Myr
when translated into a shift in age (independent of which
models are chosen). As young stars are known to be vari-
able this must represent an upper limit to how much of the
scatter in the CMD can actually be attributed to an age
spread. Of course one could relax some of the (we believe
very reasonable) assumptions about the binary frequency
and mass ratio distributions to increase this, but even with-
out any binary systems, the total age spread would be less
than 10Myr. A further concern might be that our spectro-
scopic target selection has prevented the inclusion of older
cluster members that lie below the targeted cluster mem-
bers in the CMD. Figure 15 shows that there is a significant
gap between the cluster members and what are presumably
objects unassociated with the cluster that lie some way be-
low the cluster main sequence. If they were cluster members,
they would need to be at least 30Myr old, which seems an
unrealistically large spread. Our conclusion is that we do not
require age spreads beyond a Gaussian FWHM of 2.5Myr
to explain the photometric data in NGC 2169.
Supporting evidence for a small age spread comes from
the lack of any large dispersion in the Li abundances. This
evidence has the additional merit of being independent of as-
sumptions about binary frequencies, differential extinction
or variability. Although we have already expressed our reser-
vations about using the Li I 6708A˚ line to derive Li abun-
dances, it is likely that interpretation and modelling prob-
lems could only serve to increase the observed dispersion.
Indeed, Fig. 14 shows several cooler objects that appear to
have enhanced Li abundances. The Li observations imply
age spreads of less than 10Myr for all the models and as the
dispersion must include a significant component from uncer-
tainties in the Li abundances then this must be very much
an upper limit. There is just one object (target 32) that
may be significantly Li-depleted and have an age that is 5–
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Figure 17. The fraction of low-mass stars in NGC 2169 that
have accretion signatures (according to the White & Basri [2003]
EW[Hα] criteria) compared with other clusters and associations
as a function of age (derived from the Baraffe et al. [1998, 2002]
or Siess et al. [2000] models). The data come from Mohanty et
al. (2005) for Taurus-Auriga, IC 348, Chamaeleon I and Upper
Sco, from Dahm (2005) for NGC 2362, from Sicilia-Aguilar et al.
(2005) for Tr 37 and NGC 7160, and from Jayawardhana et al.
(2006) for the η Cha group. The relative precisions for the cluster
ages are typically ±1–2Myr.
10Myr older than all the other cluster members. However,
an age > 5Myr older than the majority of cluster members
for target 32 is not supported by its position in the CMD.
Hence we do not find evidence of Li depletion similar to that
found in the ONC by Palla et al. (2005) that might support
an age spread as large as 10Myr.
7.2 Accretion disc lifetimes
The timescale for the disappearance of accretion signatures
in young low-mass stars is a valuable probe of infalling gas
and the evolution of the inner discs in protoplanetary sys-
tems. Broad and strong Hα emission is the most readily
available signature of a strong accretion process. Finding the
fraction of stars which exhibit such a signature as a function
of age has been the goal of several recent investigations (e.g.
Mohanty, Jayawardhana & Basri 2005; Sicilia-Aguilar et al.
2005). NGC 2169 occupies an important position, because at
a similar age, studies of accretion disc evolution have largely
been confined to sparsely populated nearby moving groups
like η Chamaeleontis and TW Hya (e.g. Jayawardhana et al.
2006).
All of our NGC 2169 targets have EW[Hα] below the
empirical accretion thresholds proposed by White & Basri
(2003) and Barrado y Navascue´s & Mart´ın (2003). None of
the targets for which we have the necessary data show a K-
band near infrared excess indicative of warm circumstellar
material. However, a low-accretion rate or unfortunate geo-
metric arrangement of the accretion disc and/or flow could
result in a small EW[Hα] or broadened Hα emission with
an EW below these thresholds (e.g. Muzerolle et al. 2000).
Only one object in our sample (target 13) shows a broad-
ened Hα emission line that might indicate a low-level of
accretion. Comparing Hα EWs with mass accretion rates
derived from U -band excesses (Sicilia-Aguilar et al. 2005)
suggests that the White & Basri (2003) Hα EW criterion
corresponds to mass accretion rates of ≃ 10−9M⊙ year−1
for late K and early M stars, although variations in system
geometry, viewing angle and the stellar mass will blur this
boundary.
If we strictly adopt the White & Basri EW[Hα] accre-
tion criterion then the 95 per cent upper limits to the frac-
tion of stars exhibiting accretion orK-band near infrared ex-
cess in NGC 2169 are 8 (0/36) and 10 (0/30) per cent respec-
tively. The fraction of accretors in NGC 2169 is compared
to other clusters in Fig. 17. We have chosen clusters from
Mohanty et al. (2005), Sicilia-Aguilar et al. (2005), Dahm
(2005) and Jayawardhana et al. (2006) where the fraction
of accretors has been (re)determined based on the White
& Basri (2003) EW[Hα] criteria, where all the cluster ages
have been determined using the Baraffe et al. (1998) or Siess
et al. (2000) models and where the mass range of the stars
considered is similar to those in NGC 2169. The data for
NGC 2169 strongly reinforce the view that significant gas
accretion (& 10−9M⊙ year
−1) has ceased at ages of 10Myr
in the vast majority of low-mass stars.
8 SUMMARY
The main findings of this paper can be summarised as fol-
lows:
(i) We have uncovered the low-mass population of
NGC 2169, spectroscopically confirming 36 objects with
0.15 < M/M⊙ < 1.3 as cluster members on the basis of their
Li abundances, Hα emission and radial velocities. We pro-
vide a catalogue of these spectroscopic members and a full
catalogue of RCIC photometry covering 880 arcmin
2 around
the cluster which contains several hundred other photomet-
ric candidates (see below).
(ii) The high mass population of the cluster has been used
to estimate an intrinsic distance modulus of 10.13+0.06
−0.09 mag.
At this distance, isochrone fitting with several low-mass evo-
lutionary models yields ages from 5 to 11Myr. The age from
the Baraffe et al. (1998, 2002) and Siess et al. (2000) models,
which provide the best description of the low-mass data, is
9± 2Myr. Age constraints from the main sequence turn-off
and from estimates of Li depletion in the low-mass stars are
consistent with this age.
(iii) Using reasonable assumptions for the binary fre-
quency and mass ratio distribution, the low-mass isochronal
fits do not require any age spread in the cluster population
beyond a Gaussian FWHM of 2.5Myr. The observed levels
of Li depletion are also consistent with a small age spread
(< 10Myr) and only one M-type cluster member shows any
evidence of significant Li depletion that might indicate it is
> 5Myr older than the rest of the cluster. Hence the obser-
vations do not support scenarios where significant star for-
mation in a cluster proceeds over extended periods of time
(& 5Myr).
(iv) On the basis of the strength and width of their Hα
emission lines and the lack of any K-band near infrared ex-
cesses, we find no strong evidence of accretion activity or
warm circumstellar material in the confirmed cluster mem-
bers. Comparison with younger clusters reinforces the idea
that significant levels of gas accretion cease on timescales
< 10Myr for the vast majority of low-mass stars.
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(v) Informed by the spectroscopically confirmed cluster
members we have photometrically selected several hundred
other low-mass cluster candidates. A consideration of the
number and spatial distribution of these candidates suggest
either that the cluster has a “top-heavy” mass function or
that the cluster’s low-mass stars are much more widely dis-
tributed than the high-mass stars – out to radii of 20 arcmin-
utes. The total cluster mass for stars of 0.15 < M/M⊙ < 15
is 150–300M⊙.
Although much further away, the low-mass population
of NGC 2169 is larger than those in the kinematically de-
fined groups in the solar vicinity (e.g. η Cha, TW Hya) which
have so far provided the focus for investigations of the early
evolution of stars and planetary systems at a similar age.
Nearby moving groups will continue to provide the best tar-
gets for programmes such as direct imaging, where spatial
resolution is crucial, but clusters like NGC 2169 offer much
more potential for precise statistical investigations of low-
mass stellar properties such as spectral energy distributions,
rotation rates and X-ray activity. The greater distance will
frequently be offset (as in this paper) by the multiplexing
capability of multi-object or wide-field instruments that can
observe many low-mass objects simultaneously.
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