Abstract. Gearbox as an important component of the power system of agricultural machinery, plays a vital role in the normal operation of agricultural equipment. At present, the diagnosis of gearbox fault is mainly based on expert experience, and the accuracy is not guaranteed. In view of the achievements of Elman neural network in fault diagnosis, Elman neural network is used as the basic model of gearbox fault diagnosis. Considering that the Elman neural network is sensitive to the initial weight threshold and easy to fall into the local minimum, the mind evolution algorithm is introduced into the parameter optimization of the Elman neural network fault diagnosis model. Experimental results show that this assumption is successful, and the new model not only reduces diagnostic errors but also improves stability.
Elman neural network
Elman neural network is proposed by J.L.Elman in 1990 which is a dynamic feedback network, compared with the traditional BP neural network, Elman neural network adds a layer of memory unit based on BP network, called undertake layer, through the internal storage of intermediate state, which can output to the hidden layer unit before the moment value of memory, so the network has a dynamic memory function. The working process of the Elman neural network is first initialized to the neural network the right threshold, the signal from the input layer to the hidden layer input, after weighting computation, the output results to the hidden layer and the output layer, the results are calculated, calculated results to undertake temporarily stored in the layer, and the calculated layer to undertake the output feedback back to the hidden layer re calculate the output output error, the final calculation of two times the output of the system, update the right threshold for next calculation, the calculation model is shown as the following formula [6] . 
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3 Mind evolution Elman neural network algorithm design
Algorithm core idea
The theoretical basis of the Elman neural network algorithm for mind evolution is the effective combination of the two algorithms through parameter transfer. The mind evolution algorithm takes the initial weight threshold parameter of the Elman algorithm as a solution group, which is called the initial population. In the process of evolution, the initial species group is divided into several sub groups, which are divided into two groups: the dominant group and the temporary group. Each sub group has high fitness value as the center, and generates M individuals according to certain rules. Within the sub population, individual competition becomes a winner, called a seed of a sub population. It is the basis for the next step of evolution. This process is called local convergence. The winners of each sub group compete with each other, according to the fitness value, the survival of the fittest, and find a new point of proportion in the solution space. This process is called "overall alienation". The convergence of operation to achieve the individual internal sub groups competing in the local domain, complete local search operation to achieve the global competition, alienation, guarantee group global search capability, reduce the probability of falling into local optimal, make the population toward the global optimum evolution [7, 8] . After several generations of the convergence process of alienation eventually survived the initial solution, the optimal threshold of Elman algorithm is to find the right, then the threshold parameter to Elman algorithm model are two optimization, find the best solution. Figure 1 is the whole process of the algorithm combining the mind evolution algorithm with the Elman algorithm.
Figure 1 Mind evolution, Elman algorithm, flow chart

Algorithm execution step design
Step1 Population initialization--Using mind evolutionary algorithm to initialize population, let W1 be the input layer to the hidden layer weight、W2 is the weight from the hidden layer to the output layer、W3 is the weight of the hidden layer to the receiving layer、B1 is the threshold of the input layer to the hidden layer、 B2 is the threshold from the hidden layer to the output layer.Because the Elman network is based on the BP gradient descent algorithm，therefore, only W1, W2, B1 and B2 are encoded and optimized here,W3 is randomly generated by the system. 
Fval is the fitness value in the formula,yi is the expected output of the Elman model，ti is for actual output.
Step3 Group selection--Group selection is the key step for Population Division in the process of mind evolution, In this paper, the population size is set to psize=100,the winner group size bsize = 10,the provisional subgroup tpsize = 10. According to the formula (11), the individual fitness value of the population was calculated, and sort them from high to low, select bsize+tsize individuals as the winning group. Finally, the whole population is divided into bsize dominant sub groups and tsize temporary sub groups, each of which is SG in size. In the formula Hd and Ld denote the upper and lower bounds of the d dimension respectively. In the iterative process, the highest score in the variance is the optimal solution. The formula for the variance of any two generations is as follows [9] . ,41  2,42  2,61  2,62  3,21  3,22  3,41  3,42  3,61  3,62 , , / (1+exp (-2x)-1) and purelin (x) =x, comparison of the sensitivity of these two functions of the input data, the input data are normalized to table 1 for the input data after normalization. As for the output node, this study only studies the 3 states of the gear, so the corresponding eigenvalue of Table 2 is used as the output. Since the Elman neural network is still essentially BP neural network, therefore, the corresponding training algorithm is consistent, a large number of studies have shown that the traingd algorithm based on gradient descent is slow in convergence and often fails to converge. Thus, a large number of improved algorithms appear, among which the Levenberg-Marquard (trainlm) algorithm is the most typical.Compared with other improved algorithms, faster convergence speed and higher efficiency with trainlm, figure 3 for the same problem, several BP algorithm performance comparison, can be seen from the figure, the trainlm algorithm is more efficient, therefore, trainlm algorithm is used as the Elman model training algorithm. 
Conclusion
The mind evolutionary algorithm to Elman neural network model parameter optimization, search ability to optimize the Elman neural network weight and threshold parameters by using its powerful global, and build on the gearbox mind evolution model of Elman neural network fault diagnosis model based on. The experimental results show that this assumption is successful, and the Elman neural network, which introduces the mind evolution algorithm, can well overcome the sensitivity of the Elman neural network to the initial weight threshold and is easy to fall into the local minimum. Therefore, the diagnosis model not only has higher prediction accuracy, but also improves the stability, and proposes a feasible research method for agricultural machinery fault diagnosis research.
