A traditional subject in statistical physics is the linear response of a molecular dynamical system to changes in an external forcing agency, e.g. the Ohmic response of an electrical conductor to an applied electric field. For molecular systems the linear response matrices, such as the electrical conductivity, can be represented by Green-Kubo formulae as improper time-integrals of 2-time correlation functions in the system. Recently, Ruelle has extended the Green-Kubo formalism to describe the statistical, steady-state response of a 'sufficiently chaotic' nonlinear dynamical system to changes in its parameters. This formalism potentially has a number of important applications. For instance, in studies of global warming one wants to calculate the response of climate-mean temperature to a change in the atmospheric concentration of greenhouse gases. In general, a climate sensitivity is defined as the linear response of a long-time average to changes in external forces. We show that Ruelle's linear response formula can be computed by an ensemble adjoint technique and that this algorithm is equivalent to a more standard ensemble adjoint method proposed by Lea, Allen and Haine to calculate climate sensitivities.
increased. We discuss the implications of this example more generally for ensemble adjoint techniques and for the important practical issue of calculating climate sensitivities.
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Introduction
A standard problem in the statistical mechanics of molecular systems is the study of their linear response to an external field [1, 2] . For example, a metallic conductor subjected to an applied electric field E will develop a current J. In general, this current is given to good accuracy by Ohm's Law, J = σE, where σ is the so-called electrical conductivity. A key theoretical result is the Green-Kubo formulae for the conductivity and other similar linear response matrices [3, 4] . These formulae give the conductivity as a time-integral of a 2-time correlation function:
where j(t) is the microscopic (fluctuating) electric current variable at time t and the average · (0) is over the Gibbsian thermal equilibrium ensemble at zero applied field. Such formulae are a standard tool to evaluate transport coefficients by molecular dynamics simulations [2] . Most early work has considered such a near-equilibrium response for Hamiltonian molecular dynamics. It is only recently that the linear response formulae have been generalized to any 'sufficiently chaotic', dissipative nonlinear dynamics with statistics far from thermodynamic equilibrium, in the work of Ruelle [5] [6] [7] [8] . The problem he considered may be stated as follows: let the state of the dynamical system be denoted by a vector x and let f be a function of that state, an 'observable'. Also, let the dynamics be given by a differential equationẋ
smoothly depending upon a set of parameters α. Finally, if x α (t) is the solution of (2), let
denote the time-average of f . As long as the duration τ of the average is sufficiently long, then, by assumption of ergodicity, it coincides with an average over a steady-state ensemble. The latter will be denoted as f
where σ * f is a numerical matrix that depends upon α (0) but not upon δα. Ruelle showed that there is a formula like (1) for this response matrix, involving an improper integral of a 2-time correlation function.
An important problem in geophysics where Ruelle's formalism should apply is the calculation of the response of long-time climate averages to the change in some external parameter. For example, in studies of anthropogenic warming, one would like to calculate the response of the climate-mean global temperature to a change in the atmospheric concentrations of CO 2 or of other greenhouse gases. This is an example of a climate sensitivity. Clearly, calculating such a sensitivity falls exactly into the class of problems considered above and Green-Kubo formulae-in principle-should be valid. Of course, it is one thing to say that such formulae apply, and another matter to find a practical algorithm to apply them. As we show here, calculation of the general linear response formulae can be formulated as an adjoint algorithm [9] . Furthermore, there are close connections to an ensemble adjoint approach for climate sensitivity analysis proposed previously by Lea et al [10, 11] . Such algorithms have an important advantage over direct finite-difference methods, that they can yield the sensitivities of one variable to changes in several different control parameters simultaneously [9] . One of the purposes of this paper is to elaborate an ensemble adjoint algorithm to calculate climate sensitivity from the Ruelle formula and to compare it with the earlier, more standard one. In addition, the present results provide a firmer theoretical basis for the algorithm in [10, 11] .
We find, in a numerical implementation for the 3-variable chaotic model of Lorenz [12] , that both methods are very slowly converging in the number of samples, however, requiring an ensemble of immoderate size for even modest accuracy in the sensitivity. The difficulty is traced to certain rare dynamical trajectories in the Lorenz model which pass very close to the unstable fixed point at the origin in phase space, for which the adjoint gradient is enormous. These trajectories produce a Lévy-type power-law tail in the histogram of the adjoint gradients. As a consequence, the errors in the ensemble-average gradient are not governed by the standard central limit theorem, and are much more slowly decreasing than would be naïvely expected. It is unclear whether such difficulties will occur in applications of the ensemble adjoint algorithms to more realistic systems, but clearly the Lorenz model is a cautionary example. On this basis, we discuss the convergence properties of the algorithms more generally and the important practical issue of predictability of climate response.
The plan of this paper is as follows: in section 2 we describe in detail the general linear response formula of Ruelle. We discuss its dynamical foundations and regime of validity, based, in particular, upon a simple generalization to nonlinear response. In section 3, we introduce the two ensemble adjoint methods. We give no derivations there, but simply state the steps of the two algorithms. In section 4, we apply both methods numerically to the Lorenz model and compare results. In section 5, we discuss the convergence properties of the methods in general, under the assumption that adjoint gradients have a Lévy-type distribution. We also draw our final conclusions there. The two appendices contain some technical material. In appendix A we derive the generalization of Ruelle's formula to nonlinear response, and in appendix B we give a unified derivation of the Ruelle linear response formula and both ensemble adjoint algorithms.
The general linear response formula
As in the problem stated above, we consider an arbitrary perturbation of the general dynamical system (2) that is linear in the parameters around α = α (0) :
The Ruelle formula calculates the climate sensitivity of a state function f (x) to such a change in the dynamics. The precise quantity is slightly different from that considered in the introduction, however. Let P (x) be a probability distribution over the state space, representing an ensemble of initial data x of the system. Then let P t α (x ) be the distribution evolved forward under the dynamics, i.e. the distribution of the solutions x = x α (t; x) of the dynamics for initial data x distributed by P (x). The Ruelle formula calculates the response in the average
In general, for 'reasonable' initial measures evolving under a 'suitably chaotic' dynamical system, the average, f t α , above is expected to converge as t → ∞ to the same limit as the long-time average. In fact, there is expected to be a natural invariant measure P * α (x ) to which P t α (x ) tends for t → ∞, in the sense that averages with respect to the latter converge to averages with respect to the former. This long-time stationary distribution represents the 'climate state' of the model. If the variables for which convergence of averages is valid include all bounded, continuous functions on the state space, then this corresponds to convergence to the invariant measure in the so-called weak sense. A condition of 'reasonableness' under which convergence should hold is that the initial measure P (x) have a density with respect to the Liouville (Lebesgue) measure dx. 4 Furthermore, the time-averagē
will converge as τ → ∞ to the same limit, f *
, for almost every initial point x chosen with respect to Liouville measure. For precise conditions on the dynamics under which such results are proved to hold, see [13] , section IV.B. The essential requirement is one of uniform hyperbolicity of the dynamics, as for Anosov or axiom A systems. However, it is reasonable to conjecture that the same results will hold as well for a wide class of highdimensional, chaotic dynamical systems, which are not uniformly hyperbolic but which are sufficiently complex that they behave 'as if' they were. This conjecture has been raised to the level of a general principle, the chaotic hypothesis, of Gallavotti and Cohen (see [14, 15] or [16, 17] for reviews).
Ruelle's general linear response formula [5, 8] gives δ f t for any small change δv:
Here · t−s (0) denotes that the ensemble-average over the initial data · is evolved under the unperturbed dynamics (α = α (0) ) for a time t − s. The variable κ f (t; x) is the response of f (t; x) := f (x (0) (t; x)) to a change of the initial datum x, i.e.
We emphasize that the time-dependence of all expressions in this formula is calculated with zeroth-order dynamics. A linear response law follows, δ f t = σ t f · δα, with 4 To avoid excessively cumbersome notation that may be opaque to less mathematically-inclined readers, we have denoted a general measure on the state space by P (x) dx, which seems to assume the existence of a density function P (x) with respect to Lebesgue measure dx. Of course, this will not generally be true, e.g. the natural invariant measure P * (x) for a dissipative dynamics is itself generally supported on a strange attractor and is singular with respect to Lebesgue measure. In any such case, our notation should be interpreted as a convenient replacement for a more mathematically correct P (dx), which assumes existence of no density. We trust that our notational shorthand will cause no confusion.
The formula (6) simplifies considerably if we take the distribution over the initial data to be P * (0) (x), the stationary distribution of the unperturbed dynamics. In that case 5 ,
As there is no longer a dependence upon t −s, we can also express the result using a cumulative response function K f (t; x) = t 0 ds κ f (s; x). Then δ f t = K f (t)δv * (0) . As described above, Ruelle's formula for the 'finite-time' linear response is rigorously true for any dynamical system with smooth dependence upon a parameter α. No assumption of chaoticity or even ergodicity is required. However, in order to describe the response of the invariant measure P * α , the limit t → ∞ must be considered and then some such hypotheses are needed. Formally, one expects that the formula (9) will hold approximately at large t for any 'nice' choice of the initial distribution P (x) when the dynamics is 'sufficiently chaotic', because then in (6) P t−s (0) (x) ≈ P * (0) (x) (in the weak sense) as t → ∞. Therefore, one can plausibly expect that the responses of averages in the invariant measure are given by
This formula has been rigorously proved by Ruelle for differentiation of SRB measures of uniformly hyperbolic systems [5] . It is an exact analogue to the Green-Kubo formula (1) for electrical conductivity. Indeed, the classical Green-Kubo formula for conductivity has been derived by means of (10) for a deterministic dynamical model of a conductor in [18, 19] . This work predated and helped to motivate Ruelle's general theory.
In line with the chaotic hypothesis [14, 15] one might expect the Ruelle formula (10) for the 'infinite-time' response to hold for a wide class of chaotic dynamical systems with many degrees of freedom, even those which are not uniformly hyperbolic. To strengthen this expectation, we present here an 'axiomatic' derivation of Ruelle's formula which should make clearer exactly which dynamical properties are sufficient for its validity. It is proved in proposition 1 of appendix A that Ruelle's formula (10) can be generalized to a nonlinear response, as
where
are finite variations, not infinitesimal ones. For other notations, see appendix A. The necessary and sufficient condition for validity of (11) is that P
with α = α − α (0) , for some function satisfying (0) . Then Ruelle's formula (10) follows by a straightforward 5 Our notation differs slightly from that of Ruelle [8] . He defines instead a linear map κ(t) from vector fields δv(x) into linear functionals on the space of observables f , related to our κ f (t) by
Thus, Ruelle's response function includes ours for all possible choices of f , recognizing that the dependence of κ f (t) upon f is a simple linear one. Note that Ruelle also considered in [8] a somewhat more general situation than the one we study here, in which the perturbation to the dynamics δv(x, t) could also be time-dependent. application of Lebesgue's dominated convergence theorem. We may state this result as follows: Theorem 1. Consider invariant measures P * α of a dynamics (2) that depend smoothly on a parameter α. Ruelle's differentiation formula (10) The proof of this theorem, based on the nonlinear response formula, is the same as that by which Ohm's Law was originally established for the Lorenz model of conduction [18, 19] , and was used even earlier to discuss the validity of transport laws in stochastic lattice gases [20] . As this result should make clear, conditions much weaker than uniform hyperbolicity are sufficient for the validity of Ruelle's formula (10) . The chaotic hypothesis is used only to justify the two conditions (i), (ii) of theorem 1. Such properties as the decay of correlations in (12) are still hard to prove rigorously for realistic dynamical systems, without uniform hyperbolicity. However, they are certainly more generally valid. To be sure, (i) and (ii) must fail in some cases, e.g. at certain bifurcations where differentiability of the invariant measures really fails. Nevertheless, our theorem 1 shows that formula (10) gives the linear response under conditions that are close to necessary for it to make sense. An idea of this sort seems to be what Ruelle had in mind when he wrote, '[if the] response for physical systems has a simple expression, it must be the one given by our formal calculations' [8] .
In a practical numerical application of Ruelle's formula (10), one cannot (of course!) take the limit t → ∞ to obtain the 'climate sensitivity'. However, one need not actually take the limit to infinity. Any time t greater than that, τ * (0) , for which the integrand κ f (t)δv * (0) drops sensibly to zero will suffice to give an accurate result. As long as there is rapid decay of correlations, as we assume, then such a finite time exists, for any desired degree of approximation. Intuitively, the period τ * (0) represents a relaxation time to the steady-state or a spin-up time to climate statistics.
Two ensemble adjoint methods
An ensemble adjoint algorithm to calculate climate sensitivity was first proposed and studied by Lea et al [10, 11] . The chief advantage of an adjoint approach -in contrast to more direct methods-is that it allows one to calculate the sensitivity to a variety of different dynamical perturbations δv with just a single integration of the system dynamics and its adjoint [9] . This remains the main motivation to develop such a scheme.
The standard adjoint formulation
The approach of [10, 11] was based upon a standard adjoint method [9] to calculate the response of time-integrals, such as the following:
but then further averaged over an ensemble of initial data x. For this reason, we refer to the method of Lea et al as the 'standard adjoint (SA) method'. To begin their algorithm, one must have an N -sample ensemble of state vectors, x n , n = 1, . . . , N which are distributed according to a chosen density P (x). The precise steps of the Lea-Allen-Haine algorithm are as follows.
(i) For each n = 1, . . . , N, solveẋ = v (0) (x) with initial condition x(0) = x n and denote the solution as x n (t) for 0 t τ .
(ii) For each n = 1, . . . , N, solve backward in time the adjoint systeṁ
with final condition λ(τ ) = 0, and denote the solution as λ n (t) for 0 t τ . (iii) Estimate the climate sensitivity by
This consists simply of N independent repetitions of the standard adjoint algorithm, which gives
the time-averaged response with initial datum x n , for each n = 1, . . . , N. These results are then averaged over the N -sample ensemble of initial data.
We emphasize the importance of this additional ensemble-averaging. As discussed in the previous section, it can be proved under some general assumptions that the time-averagē f τ (x) in (13) will converge as τ → ∞ to the ensemble-average f * for almost every choice of initial data x with respect to Lebesgue measure ( [13] , section IV.B). However, it does not follow that δf τ (x) will converge to the desired climate sensitivity δ f * . Indeed, it was shown by Lea et al [10, 11] in a numerical study of the 3-variable chaotic Lorenz model that δf τ (x) does not converge at all as τ → ∞, for particular perturbations δv, state variables f, and general initial data x (see also our section 4). Rather, this quantity diverges to infinity at an exponential rate governed by the dominant Lyapunov exponent. It was found in [10, 11] that averaging over an N -sample ensemble, as above, delayed that divergence to later and later times τ , the greater the number of samples N employed. Using an intermediate time τ of the order of the spin-up time and an ensemble of N = 299 samples produced an estimate of the climate sensitivity accurate to about 10%, whereas a single adjoint calculation for a time-average of duration 299τ produced an estimate too large by 100 orders of magnitude!
The linear-response adjoint formulation
Interestingly, Ruelle's general linear response formula discussed in section 2 can also be cast as an ensemble adjoint algorithm to calculate climate sensitivity, which we call the linearresponse adjoint (LRA) method. We discuss two versions of this algorithm: an instantaneous method and a method with additional time-averaging.
Instantaneous LRA algorithm.
In the instantaneous method, one does the following:
with initial condition x(0) = x n and denote the solution as x n (t) for 0 t τ . (ii ) For each n = 1, . . . , N and each 0 t τ, solveκ(s, t)+(∂v (0) /∂x) (x n (s))κ(s, t) = 0 backward in time s with final condition κ(t, t) = (∇f )(x n (t)), and denote the solution as κ n (s, t) for 0 s t τ .
(iii ) Setting κ n (t) = κ n (0, t), estimate the climate sensitivity by
The final result is an approximation to the Green-Kubo formula (9). Thus, it must be assumed here that P (x) = P * (0) (x), i.e. the initial ensemble members x n , n = 1, . . . , N are chosen from the stationary distribution for the zeroth-order dynamics. Initial conditions of this sort may be obtained, for example, by running the zeroth-order dynamics with an arbitrary initial state in the domain of the stable attractor. The N samples may then be selected from this single trajectory x(t) as x n = x(nτ * (0) ), n = 1, . . . , N, where τ * (0) is a typical relaxation time of the system. The whole set of time-histories x n (t) for each n = 1, . . . , N and 0 t τ must be stored for use in integrating the adjoint equations for κ n (s, t) backward in s. However, the results of that integration need not be stored for 0 s t, but instead only the output values κ n (t) = κ n (0, t) are required. In fact, only the cumulative response K n (t) needs to be stored. A detailed justification of the steps in this algorithm is given in appendix B.
Averaged LRA algorithm.
The quantity calculated by the adjoint algorithm in the previous subsection is not the same as that calculated in the standard method. Instead, the LSA method yields the instantaneous or fixed-time sensitivity, as it appears in the GreenKubo formula (9), with the average over P * (0) (x) approximated by the N -sample average. However, the LRA algorithm may be simply modified to give the time-and ensembleaveraged sensitivity, the same as the standard method. The steps (i )-(iii ) of the averaged LRA algorithm are the same as (i )-(iii ) above, except that an additional averaging is performed to give the time-average cumulative response:
The final result
is the same as in the standard algorithm (SA). In a numerical implementation of this algorithm it is convenient to save running totals of both K n (t) and tK n (t) = 
Numerical results for the Lorenz model
Here, we illustrate and test the SA and LRA methods on a prototypical chaotic system. The Lorenz model [12] is given by [10] . N = 1.5 × 10 8 samples were used.
We consider sensitivity of z to perturbations in r. That is, f = z, δα = [0, δr, 0] , and thus,
for each ensemble member being considered. As in [10] , the results of our adjoint calculations will be compared with those of a direct calculation, in which the averagez over a long timeinterval is evaluated for various values of r and then dz/dr| r (0) calculated by a finite-difference approximation. Important considerations on the proper choice of r for calculating the difference quotient were discussed in [10] . For any finite value of the averaging time τ,z τ appeared to have large derivatives with respect to r, whose magnitudes grew exponentially with τ. However, the difference quotients z τ / r had plateaux for a range of small values of r, which persisted to smaller r as τ was further increased. Therefore, it could be concluded on the basis of this numerical exercise that the limit τ → ∞ ofz τ was indeed differentiable in r, with a finite derivative close to 0.96. For r < 90 the derivative appeared to fail to exist only near the value r ≈ 24.06, which is the bifurcation point where a chaotic attractor appears in the Lorenz model (for details, see [10] ). It is important to emphasize that the direct calculations performed there, as described, are the sole basis for our conviction that the derivative response d z * /dr exists in the Lorenz model. Furthermore, they provide us with its numerical value, 0.9600 ± 0.0002, for comparison with the adjoint algorithms in this paper.
In figure 1 we show results from the SA algorithm for various values of τ . The forward equation (2) and backward equation (14) are integrated using a 4th-order Runge-Kutta scheme with a timestep δt = 0.005. In the case we consider, N = 1.5 × (full line). Figure 1 also shows the corresponding results using the (averaged) LRA algorithm. We believe, incidentally, that this is the first numerical use of the Ruelle formula to calculate the linear response of a chaotic dynamical system. This method gives results virtually identical to those of the SA algorithm, as expected from our discussion in the appendix 6 . In particular, when N = 1.5 × 10 8 , the results of both methods begin to depart from the true sensitivity for τ 2, due to very large values in the solution of the adjoint equations for a few of the samples. The time of this divergence is delayed by using more ensemble members, or greater N . Further insight may be gained by plotting the integrand of the Ruelle formula as a function of time, as shown in figure 2 . It is only for times t 1.5 that N = 1.5 × 10 8 is sufficiently large that the ensemble approximation to the integrand plotted there is convergent. As may be seen, the integrand is decaying, with oscillations of decreasing amplitude over the time interval [0, 1.5]. It is impossible to make a precise estimate of the rate of decay from the range of time available to us. Because of the agreement of the LRA sensitivity with the direct one, we expect that the decay is integrable in time, but even this cannot be confidently inferred from the data.
The above results are reassuring as tests of principle, but the number of ensemble members employed, N = 1.5×10 8 , is far too large to be practical in realistic applications. It is therefore 6 They are not identical because of various approximations in our numerical implementation. The proof of the equivalence of SA and LRA algorithms in appendix B can be carried over also to the discrete-time dynamical systems obtained by numerical discretization of the Lorenz model ODEs. However, to obtain results equal to working precision, one must use the corresponding SA and LRA methods of the discrete systems. Instead, we independently discretized the equations of the continuous-time SA and LRA methods. Because we employed a high-order accurate timediscretization (4th-order Runge-Kutta), we did not need to use a consistent discretization of the two sets of equations, which would have guaranteed their exact equivalence. Furthermore, the proof of equivalence requires that the timeintegral in the Green-Kubo formula (16) in the LRA method be discretized with the same time-increment δt as used in the Runge-Kutta integration of the ODEs. In fact, we employed a time-increment t = 0.1 in the Riemann sum approximation of the integral (16) which was considerably larger than the value δt = 0.005 which was used in the ODE solution. This is justified because the Green-Kubo integrand is smoother in time than individual realizations of the dynamics, and a coarser resolution is permitted to evaluate its time-integral. Without this additional approximation, the LRA method would be much more expensive than the SA method. A detailed comparison of the computational aspects of the two methods would be out of place here, but we just note that there is a trade-off in which the LRA method will generally be costlier than SA in terms of number of flops but will drastically reduce certain long-term memory or storage costs. based on the central limit theorem. Furthermore, the decay appears to become much slower as τ is increased. As it is necessary to take τ τ * (0) to obtain the climate statistics, this implies that the sample size N necessary to obtain the long-time sensitivity will be quite large.
To get some insight into this slow decay, we plot in figure 4 the histogram of the individual terms in the sum over the N -sample SA ensemble for τ = 1.0
We see that this distribution has a long power-law tail (δz τ ) −(1+α) with α ≈ 1.865. It follows immediately from this fact that the variance fails to be finite, as required for validity of the central limit theorem. The N -sample average, while expected to converge on the basis of the law of large numbers, will do so very slowly. The size of the errors may be estimated from the Gnedenko-Doeblin theorem [21] , which generalizes the central limit theorem to random variables whose distributions exhibit such fat power-law tails for 0 < α < 2. The values of a sum like that in (20) perform a random walk with sporadic, long jumps, called a Lévy flight. Such random processes arise in fields as diverse as astronomy, physics, biology, economics and communication engineering [22] [23] [24] [25] . It is typical of these processes that the maximum term in the N-sample sum, or the maximum step-size, scales as N 1/α , the same as the magnitude of the entire sum. Rescaled as (S N − µN )/N 1/α , with µ the mean, the sum converges as N → ∞ to a random variable X α distributed according to a Lévy stable law. In the theorem of Gnedenko-Doeblin the summands are taken to be statistically independent, but one would assume that the same result will hold so long as correlations decay sufficiently rapidly. For example, this behaviour has been observed in the output of chaotic maps of the real line whose invariant measures exhibit such fat tails [26] . It can then be expected that the ensemble mean figure 6 and the sample-mean error ε N versus the number of samples N in figure 7 . The tail of the histogram is so fat that the mean value just barely exists and the decay of the error in N is extremely slow, consistent with a fit by ε N ∼ N β for β = 1/α − 1 = −0.1562. It is remarkable that the decay rate drops so precipitously in going from τ = 1.0 − 1.5 to τ = 2.0. For τ = 1.0 − 1.5, the decay exponents β are only slightly smaller in magnitude than the value −0.5 implied by the central limit theorem. It is suggestive that this drastic change in the decay rate occurs at a time τ of the same order as the spin-up time τ * (0) = 1.1, as estimated from the leading Lyapunov exponent. Integration of the adjoint linear equations backward in time should produce strong exponential divergences for times of that order.
In order to gain some insight into the dynamics which produces the fat tails, we have studied the size of the adjoint gradients produced by various initial data on the attractor. In figure 8 we plot the points in a 1 million member ensemble, colour coded according to the magnitude of the adjoint gradient for τ = 2.0 that results from each initial condition (projected in a 
and the value of the resulting adjoint gradient is dz τ /dr = 3.931 214 × 10 5 . The phase trajectory for this initial condition shows a behaviour which is very typical of all the initial conditions which produce large adjoint gradients. All such phase orbits approach the unstable fixed point 0 = (0, 0, 0) of the Lorenz model, close to its two-dimensional stable manifold W s (0). In fact, the tracks in figure 8 seem to consist of points on the Lorenz attractor which lie sufficiently close to that stable manifold. A recent numerical computation of W s (0) shows that it contains three 'scrolls' that wind through the attractor at locations very close to the tracks in our figure 8 (see [27] , figure 3 ). For a typical trajectory leading to a large gradient the three components, x, y and z, each decrease to very small values, until the flow along the unstable direction suddenly expels the phase point away from the origin. In figure 9 we plot the trajectory z(t) as a function of t for the initial condition (21) , where the solid line is for r = 28 and the dashed line is for r perturbed by δr = 10 −5 . Comparing these two trajectories,
we can use a finite-difference approximation to see the source of the large time-averaged z-gradient that results for this initial condition. Such trajectories that pass close to the origin are well known to be quite rare. For example, simple estimates ( [28] , appendix F) show that, of all trajectories passing through the plane z = r − 1, only about one in a million passes through a unit cube centred at the origin, for the standard choice of parameter values r = 28, b = 8/3, σ = 10. The probability that a trajectory will make an even closer approach to the origin rapidly becomes very small [28] . Rare rajectories of this type that closely approach the origin, where there is extreme sensitivity to parameters, are the cause of the fat tail in the distribution of adjoint gradients for the Lorenz model. As the existence of the Lorenz attractor and some of its properties have recently been rigorously established [29, 30] , it is possible that the results found here numerically may be accessible to a more analytical investigation.
Discussion and conclusions
The results that have been presented in the preceding section seem somewhat discouraging about the prospects for a practical adjoint algorithm to calculate climate sensitivities. At least for the Lorenz model, the convergence of such N -sample ensemble methods as N → ∞ is very slow, due to a fat tail in the distribution of the adjoint gradients for time-averages. The convergence rate is essentially the same for the LRA method, based on Ruelle's formula, as for the standard adjoint (SA) algorithm. In each case, errors decay only as ∼N β with − 8 would be required to obtain the sensitivity to 10% accuracy, while an ensemble of size N ≈ 6.4 × 10 14 would be required for 1% accuracy! Clearly, such requirements make the algorithms totally impractical, at least for the Lorenz model. It is not clear that the fat tails which we have encountered there will also appear in more realistic geophysical models. Therefore, we still believe that the methods show some promise, but further study is required to see how widespread are such tail-phenomena. A good first step would be to consider some other standard chaotic dynamical systems to see whether similar difficulties will occur there. For example, the Rössler model [31] does not have its two dynamical fixed points imbedded in the strange attractor, whereas the Lorenz model attractor is the closure of the unstable manifold W u (0) of the fixed point at the origin. Therefore, we expect that the Rössler system may be quite different in its response behaviour. However, admittedly, on the basis of our experience in the Lorenz model alone, we would have little confidence in the results of an ensemble calculation with even several thousand samples. In many cases, e.g. for realistic climate general circulation models, ensembles of only a few hundred samples will be available.
In addition to the issue of convergence as N → ∞, the convergence as τ → ∞ must also be considered. It is shown in appendix B of this article that the SA algorithm will give the same result as the LRA method based upon Ruelle's formula, if one takes limits in the order N → ∞ first and then τ → ∞. Assuming for the moment that N = ∞, the rate of convergence in time τ should, therefore, be similar for the two methods. In the LRA algorithm, a value τ ≈ τ *
will generally suffice for the Green-Kubo time-integral to achieve its ultimate value. The size of the error will depend upon the rate of decay of the integrand. If this is a power law ∼(t/τ * (0) ) −(1+γ ) for some γ > 0, then the error will go as ∼(τ * (0) /τ ) γ in τ . However, with N finite, it is a difficult problem to determine an optimal choice τ N to give the most accurate estimate of the climate sensitivity. As follows from the results in [10, 11] , taking τ as large as possible for finite N is not a good choice. Instead, an intermediate value τ N was found to work better in [10, 11] . At the moment, we have no good method to estimate such a value τ N a priori. The only statement we can make is that, if N → ∞, then it should be true that the optimal τ N → ∞ as well.
Although the results of our study are somewhat negative regarding practicality of the proposed ensemble adjoint algorithms, nevertheless they have thrown considerable light on theoretical issues. Our demonstration in the appendix of the equivalence of the SA algorithm to the LRA method, based on Ruelle's formula, gives a fundamental justification to the former method, which was proposed by Lea et al [10, 11] on a more heuristic and pragmatic basis. We can also clarify some important issues regarding the smoothness of the steady-state response of chaotic dynamical systems. For example, it was speculated in [32] that the steady-state averagez in the Lorenz model might be a continuous but nowhere-differentiable function of the parameter r. If so, then there would be no linear response at all, for some range of the parameter r. In fact, it is known that even for molecular dynamical systems in thermal equilibrium, linear response may fail. For example, the famous long-time tails discovered in hard-sphere fluids by Alder and Wainwright [33] by molecular dynamics simulations imply a decay of the Green-Kubo integrands as t −d/2 in d space-dimensions. Thus, ordinary linear response behaviour must break down in molecular systems for d = 2, as the Green-Kubo formulae for the transport coefficients diverge logarithmically in that case. For dimensions d 3, the Green-Kubo integrals converge and linear response is valid. However, the higher order nonlinear response terms in a Taylor expansion in the perturbation involve multiple time-integrals [4] , and these generally diverge even for d 3. Therefore, the first-derivative response at equilibrium exists but the full response is non-analytic in the perturbation. As an example, mode-coupling theory for hard-sphere fluids [34] predicts that the Newtonian linear relation between shear stress e and strain γ fails in two-dimensions, with e ∝ |γ | ln |γ |, and that the higher order response is non-analytic in three-dimensions, with e = −ηγ +c|γ | 3/2 (where η is the shear viscosity). This is a simple instance of what is sometimes called Dorfman's lemma: the dissipative, steady-state response of molecular systems is expected to be a non-analytic function of all control parameters [2] .
Less is known about the steady-state response of general chaotic nonlinear dynamical systems. In addition to the linear response formula derived by Ruelle in [8] , it is also possible to calculate formally the higher order terms in an assumed analytic expansion, yielding multiple time-integral formulae [7] . The general expectation is that, if the time-integrals in those expressions converge up to a given order, then the corresponding higher order response law is valid, with coefficients given by those formulae. The question, therefore, becomes one of the decay of time-correlations, such as that in the formula (10) . If the decay is too slow to be integrable, then the response is non-differentiable. Assuming this slow decay holds for an open domain of the parameter α (0) , then, over that entire domain, the response will be like a Weierstrass continuous, nowhere-differentiable function of α (0) , as conjectured in [32] . However, if there is a good analogy with transport behaviour for molecular systems in three space dimensions and above, then the first-order derivative response is valid and non-analyticity appears only at higher orders. Our numerical result on the integrand of Ruelle's formula for the variable z in the Lorenz model, plotted in figure 2, can hardly resolve the issue in that case. However, the 10% agreement that we found between the results of both the SA and LRA methods and the direct calculation does seem to suggest that these methods converge as N → ∞ and then τ → ∞. We, therefore, believe that the integrand plotted in figure 2 has a decay in time which is integrable. In that case,z in the Lorenz model, as a function of r, may behave like the integral of a Weierstrass function and not as a Weierstrass function itself.
Even if we are correct that the infinite-time average of z in the Lorenz model is differentiable in r and that its derivative is given by Ruelle's formula, the results of this work cast a doubt on the practical utility of this sort of differential mean response quantity for predicting the response of real-world climate to changes in dynamical parameters. Although the PDF peaks in our figures 4 and 6 are near the ensemble-average sensitivity there are long power-law tails to the right, with very large gradients. The realizations lying in those tails will show a response very much larger than the ensemble-mean. While the ensemble-mean in the Lorenz model appears to depend smoothly on the parameter r, we human beings do not have the luxury of averaging over even a small number of possible worlds. Instead, we are interested in the future of the one world in which we happen to live! Furthermore, we want to know the response of averages over some time period which might be long (centuries, millenia, etc) but not infinite. Ergodicity implies that such long-time averages ('climate') are statistically sharper and more predictable than instantaneous states ('weather'). It might therefore be naïvely assumed that climate response is also statistically sharp and does not vary much from realization to realization of the initial data. Unfortunately, the plots in our figures 4 and 6 show that the time-average response is far from predictable and becomes even less so as the period of averaging τ → ∞. Thus, there is a relatively high probability that an initial condition on the attractor has a response that is very different from the ensemble-average response given by Ruelle's formula. An important conclusion of our work is that the time-average climate response over long, but finite, time-intervals is inherently unpredictable in the Lorenz model. It remains to be seen how generally this is true. backward in time in step (ii ) is for the perturbed dynamics with parameter α. Because of this, the primary advantage of an adjoint algorithm is lost, since the response functions in the modified algorithm must be recalculated for every new choice of the parameter α. Thus, there is no obvious advantage of an adjoint algorithm based on formula (22) compared with a direct calculation of the time-averages at two different values of the parameter α. In fact, from the results presented in the text it appears that formula (22) will be more costly to apply and will yield a less accurate result than a direct calculation.
Appendix B. Unified derivation of the two adjoint algorithms
Here, we present an elementary, unified derivation of the SA and LRA algorithms. Let x(t; x) be the solution ofẋ(t) = v(x(t)) with initial condition x(0; x) = x. Varying the equation for a perturbation of the dynamics v(x) = v (0) (x) + δv(x) gives δẋ(t; x) = A(t; x)δx(t; x) + δv(x (0) (t; x) ), 
where G (0) (t, s; x) is the 2-time response function 
whereT exp denotes the anti-time-ordered exponential. It satisfies the adjoint equation s; x) ).
Then,
δf (x(t)) = 
where we further denote κ f (s) = κ f (0, s). Observe that κ f (r, s; x) solves the adjoint equation 
The meaning of κ f (t; x) is very simple. Note that 
by the chain rule. The variable κ f (t; x) therefore gives the response of f (x (0) (t; x)) to a change of the initial datum x. Here · t−s (0) denotes that the average over the initial data · is evolved under the zeroth-order (unperturbed) dynamics for a time t − s. In particular, if we take the distribution over initial data to be P * 
The above formula is our main result, Ruelle's general linear response formula [5, 6, 8] . Note that our results here for the finite-time response are completely rigorous, without any ergodiclike assumptions on the dynamics, and are a simple application of calculus.
