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Abstract
In this paper, we establish two Carleman estimates for a stochastic degenerate
parabolic equation. The first one is for the backward stochastic degenerate parabolic
equation with singular weight function. Combining this Carleman estimate and an
approximate argument, we prove the null controllability of the forward stochastic de-
generate parabolic equation with the gradient term. The second one is for the for-
ward stochastic degenerate parabolic equation with regular weighted function, based
on which we obtain the Lipschitz stability for an inverse problem of determining a
random source depending only on time in the forward stochastic degenerate parabolic
equation.
AMS Subject Classifications: 93B05, 93B07, 35R30
Keywords: Stochstic degenerate parabolic equation, Carleman estimate, null con-
trollability, inverse random source problem.
1 Introduction
Let (Ω,F , {Ft}t≥0,P) be a complete filtered probability space on which a one-dimensional
standard Brownian motion {B(t)}t≥0 is defined such that {Ft}t≥0 is the natural filtration
∗Corresponding author. email: binwu@nuist.edu.cn
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generated by B(·), augmented by all the P-null sets in F . Let I = (0, 1) and QT = I×(0, T ).
Then, we consider the following forward stochastic degenerate parabolic equation

dy − (xαyx)x dt = fdt+ FdB(t), (x, t) ∈ QT ,
y(1, t) = 0, t ∈ (0, T ),
and
{
y(0, t) = 0 for α ∈ (0, 1),(
xαyx
)
(0, t) = 0 for α ∈ [1, 2), t ∈ (0, T ),
y(x, 0) = y0(x), x ∈ I,
(1.1)
and the following backward stochastic degenerate parabolic equation

dy + (xαyx)x dt = fdt+ FdB(t), (x, t) ∈ QT ,
y(1, t) = 0, t ∈ (0, T ),
and
{
y(0, t) = 0 for α ∈ (0, 1),(
xαyx
)
(0, t) = 0 for α ∈ [1, 2), t ∈ (0, T ),
y(x, T ) = yT (x), x ∈ I.
(1.2)
Obviously, the equation is degenerate at the left-end point x = 0.
The main objective of this paper is to obtain Carleman estimates for backward/forward
stochastic degenerate equations. As applications, we then apply these Carleman estimates to
study a null controllability problem and an inverse random source problem. More precisely,
for given subdomain ω = (x1, x2) such that 0 < x1 < x2 < 1, we consider the following two
problems:
Null controllability. Find a pair control (g,G) such that the solution y of the following
stochastic degenerate parabolic with the gradient term:

dy − (xαyx)x dt = (ayx + by + g1ω)dt+ (cy +G)dB(t), (x, t) ∈ QT ,
y(0, t) = y(1, t) = 0, t ∈ (0, T ),
y(x, 0) = y0(x), x ∈ I,
(1.3)
satisfies
y(x, T ) = 0, x ∈ I, P− a.s.,
where α ∈ (0, 12) and 1ω is the characteristic function of the set ω.
Remark 1.1. For deterministic case, [33] pointed out that the restriction α ∈ (0, 12) was
optimal for establishing the Carleman estimate under a ∈ L∞(QT ) according to the methods
as [1,9]. [10] gave a further explanation about this restriction. In other words, α ∈ (0, 12) is
essentially caused by the tool used to prove the null controllability, i.e. Carleman estimates,
and is also the best result based on the method used in this paper.
Inverse random source problem. Determine h(t) in the following stochastic degenerate
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parabolic equation:

dy − (xαyx)x dt = h(t)r(x, t)dB(t), (x, t) ∈ QT ,
y(1, t) = 0, t ∈ (0, T ),
and
{
y(0, t) = 0 for α ∈ (0, 1),(
xαyx
)
(0, t) = 0 for α ∈ [1, 2), t ∈ (0, T ),
y(x, 0) = y0(x), x ∈ I,
(1.4)
by the observation data
y|ωT and y(x, T ).
Carleman estimate is an important tool to study null controllability and inverse prob-
lems, which is a weighted estimate for a solution to a partial differential equation. There
are rich references on Carleman estimates for deterministic partial differential equations,
see [6,18,19,20,21,31,34,35,36]. In recently years, Carleman estimates for stochastic partial
differential equations are getting more and more attention. We refer to [5,32] for stochastic
parabolic equation, [40] for stochastic hyperbolic equation, [14] for stochastic Korteweg-de
Vries equation, [13] for stochastic complex Ginzburg-Landau equations and so on. To the
best of our knowledge, there is only one paper about Carleman estimates for stochastic
degenerate equations [26], in which the global Carleman estimates for some forward and
backward stochastic degenerate parabolic equations were established and then were applied
to an insensitizing control problem.
One successful application of Carleman estimate in stochastic partial differential equa-
tions is to study related control problems for various mathematical models with stochastic
effect [15,24,28,32,39]. As for null controllability for the deterministic degenerate equations,
we refer to [1,9] for degenerate parabolic equation, [10,33] for degenerate parabolic equation
with the gradient terms, [2,7,11,12] for coupled degenerate systems and so on. On the other
hand, there are few work on inverse problems for stochastic partial differential equations.
We refer to [27] the uniqueness of an inverse source problem for the stochastic parabolic
equation. An inverse source problem of determining two kinds of sources simultaneously for
a stochastic wave equation was studied in [37]. Global uniqueness of an inverse problem
of simultaneously determining random source and initial data for the stochastic hyperbolic
equation in [29]. This method then was extended to stochastic Euler-Bernoulli beam equa-
tion [38]. As for applications of regularization techniques in the numerical methods for
inverse random source problems, we refer to [4] or [3].
In this paper, we first focus on Carleman estimates for stochastic degenerate parabolic
equations. More precisely, we will prove two Carleman estimates for backward/forward
stochastic degenerate parabolic equation, respectively with singular/regular weight func-
tions. We apply the first Carleman estimate with singular weight function to study the null
controllability for stochastic degenerate parabolic equation with the gradient term (1.3), in
whose proof we only assume that the coefficient of the first order term a ∈ L∞F (0, T ;L∞(I)).
Since the equation is degenerate, we could not apply directly the Carleman estimate to
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absorb the first order term, if a ∈ L∞F (0, T ;L∞(I)). To overcome this difficulty, we have
to improve this Carleman estimate by using the method in [17,10] for deterministic differ-
ential equations, also see [25] for stochastic differential equations. For this reason, we only
obtain the null controllability result for α ∈ (0, 12 ). On the other hand, unlike the deter-
ministic counterparts, the solution of a stochastic differential equation is not differentiable
with respect to time variable, Carleman estimate with singular weight function could not be
applied to inverse random source problem. Hence we would like to borrow some ideas from
[29] to prove the second Carleman estimate with regular weight function. Applying this
Carleman estimate, we obtain a Lipschitz stability for our inverse random source problem.
In comparison with [26], on one hand we release the power of y on the left-hand side of
Carleman estimate, which leads to that we can deal with a null controllability of stochastic
degenerate equation with the first order term, see Theorem 4.2. On the other hand, since
the weight function in [26] is singular in the Carleman estimate, which could not be applied
to study our inverse problem.
Throughout this paper, we denote by L2F(0, T ) the space of all progressively measur-
able stochastic process X such that E(
∫ T
0
|X |2dt) < ∞. For a Banach space H , we de-
note by L2F(0, T ;H) the Banach space consisting of all H-valued {Ft}t≥0-adapted pro-
cesses X(·) such that E(‖X(·)‖L2(0,T ;H)) < ∞, with the canonical norm; by L∞F (0, T ;H)
the Banach space consisting of all H-valued {Ft}t≥0-adapted bounded processes; and by
L2F(Ω;C([0, T ];H)) the Banach space consisting of all H-valued {Ft}t≥0-adapted continu-
ous processes X(·) such that E(‖X(·)‖2
C([0,T ];H)) <∞, with the canonical norm.
The remainder of this paper is organized as follows. In next section, we prove the
well-posedness of forward/backward stochastic degenerate parabolic equation with the first
order term. In section 3, we show two Carleman estimates for backward/forward stochastic
degenerate parabolic equations. In next two sections, based on these two Carleman estimates
we study the null controllability and the inverse random source problem, respectively.
2 Well-posedness
In this section, we use an approximate argument to prove the well-posedness of the following
stochastic degenerate parabolic equation

dy − (xαyx)x dt = fdt+ FdB(t), (x, t) ∈ QT ,
y(1, t) = 0, t ∈ (0, T ),
and
{
y(0, t) = 0 for α ∈ (0, 1),(
xαyx
)
(0, t) = 0 for α ∈ [1, 2), t ∈ (0, T ),
y(x, 0) = y0(x), x ∈ I,
(2.1)
To deal with degeneracy at x = 0, we have to introduce following weighted space:
H1α(I) :=
{
ζ ∈ L2(I) | xα2 ζ ∈ L2(I), ζ(0) = ζ(1) = 0} for α ∈ (0, 1)
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and
H1α(I) :=
{
ζ ∈ L2(I) | xα2 ζ ∈ L2(I), ζ(1) = 0} for α ∈ [1, 2).
We endow the space H1α(I) with the norm
‖ζ‖2H1α =
∫
I
(|ζ|2 + xα|ζx|2)dx.
Further we set
H1 = L2F(Ω;C([0, T ];L2(I))) ∩ L2F(0, T ;H1(I))
H1α = L2F(Ω;C([0, T ];L2(I))) ∩ L2F(0, T ;H1α(I)).
Definition. A stochastic process y is said to be a weak solution of the forward stochastic
degenerate parabolic equation (2.1) if y ∈ H1α and y(0) = y0 in I, P− a.s. and it holds for
all φ ∈ C∞0 (I) that ∫
I
y(x, t)φ(x)dx −
∫
I
y0(x)φ(x)dx +
∫
Qt
xαyxφxdxdt
=
∫
Qt
fφdxdt +
∫
Qt
FφdxdB(t), P− a.s.
Theorem 2.1. Let f, F ∈ L2F(0, T ;L2(I)) and y0 ∈ L2(Ω,F0,P;L2(I)). Then (2.1) admits
a unique weak solution y ∈ H1α.
Proof. Letting ε ∈ (0, 1), we consider the following nondegenerate approximate problem:

dyε − ((x+ ε)αyεx)x dt = fdt+ FdB(t), (x, t) ∈ QT ,
yε(1, t) = 0, t ∈ (0, T ),
and
{
yε(0, t) = 0 for α ∈ (0, 1),(
(x+ ε)αyεx
)
(0, t) = 0 for α ∈ [1, 2), t ∈ (0, T ),
yε(x, 0) = yε0(x), x ∈ I,
(2.2)
where
yε0 → y0 in L2(Ω,F0,P;L2(I)). (2.3)
Then by [22] or [16], it is easy to check that (2.2) admits a unique weak solution yε ∈ H1.
Now we prove a uniform estimate in ε for yε:
E sup
t∈[0,T ]
∫
I
|yε|2(x, t)dx + E
∫
QT
(x+ ε)α|yεx|2dxdt
≤CE
∫
I
|yε0|2dx+ CE
∫
QT
(|f |2 + |F |2)dxdt. (2.4)
where C is depending on I, T and α, but independent of ε. By Itoˆ formula and the equation
of yε, we obtain∫
I
|yε|2(x, t)dx + 2
∫
Qt
(x + ε)α|yεx|2dxdt
=
∫
I
|yε0|2dx+ 2
∫
Qt
fyεdxdt+
∫
Qt
|F |2dxdt+ 2
∫
Qt
FyεdxdB(t). (2.5)
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By the Burkholder-Davis-Gundy inequality, we can obtain for any ǫ > 0 that
E
(
sup
t∈[0,T ]
∣∣∣∣
∫
Qt
FyεdxdB(t)
∣∣∣∣
)
≤ ǫE
(
sup
t∈[0,T ]
∫
I
|yε|2(x, t)dx
)
+ C(ǫ)E
∫
QT
|F |2dxdt. (2.6)
By (2.5) and (2.6), we have
E sup
t∈[0,T ]
∫
I
|yε|2(x, t)dx ≤ CE
∫
I
|y0|2dx+ CE
∫
QT
(|f |2 + |F |2)dxdt. (2.7)
Moreover, it follows from the Burkholder-Davis-Gundy inequality and (2.5) that
E sup
t∈[0,T ]
∫
I
|yε|2(x, t)dx + E
∫
QT
(x+ ε)α|yεx|2dxdt
≤E
∫
I
|y0|2dx+ CE
∫
QT
|yε|2dxdt+ CE
∫
QT
(|f |2 + |F |2)dxdt. (2.8)
Substituting (2.7) into (2.8), we obtain (2.4).
Similarly, we have for any ε1, ε2 ∈ (0, 1) that
E sup
t∈[0,T ]
∫
I
|yε1 − yε2 |2(x, t)dx + E
∫
QT
(x + ε)α|yε1x − yε2x |2dxdt
≤CE
∫
I
|yε10 − yε20 |2dx. (2.9)
Therefore, {yε} is a Cauchy sequence in H1α. Letting ε → 0, we find that (2.1) admits a
weak solution y ∈ Hα (the limit of yε in Hα). The uniqueness of solution could be directly
deduced from (2.4). 
Next we consider the stochastic degenerate parabolic equation with gradient term:

dy − (xαyx)x dt = (ayx + by + f)dt+ (cy + F )dB(t), (x, t) ∈ QT ,
y(0, t) = y(1, t) = 0, t ∈ (0, T ),
y(x, 0) = y0(x), x ∈ I.
(2.10)
In comparison with (2.1), the main difficulty is how to deal with the gradient term under
a ∈ L∞F (0, T ;L∞(I)). Due to degeneracy, we could not control this term directly. We apply
the method in [33] to overcome this difficulty. Based on this reason, we only prove the
well-posedness of (2.10) when α ∈ (0, 1).
Theorem 2.2. Let α ∈ (0, 1), a, b, c ∈ L∞F (0, T ;L∞(I)), f, F ∈ L2F(0, T ;L2(I)) and y0 ∈
L2(Ω,F0,P;L2(I)). Then (2.10) admits a unique weak solution y ∈ H1α.
Proof. We also use an approximate argument to prove this result. Let yε ∈ H1 be the
unique solution of the following problem:

dyε − ((x+ ε)αyεx)x dt = (ayεx + byε + f)dt+ (cyε + F )dB(t), (x, t) ∈ QT ,
yε(0, t) = yε(1, t) = 0, t ∈ (0, T ),
yε(x, 0) = yε0(x), x ∈ I,
(2.11)
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where the sequence {yε0} satisfies (2.3). Then similar to (2.5), we have∫
I
|yε|2(x, t)dx + 2
∫
Qt
(x+ ε)α|yεx|2dxdt
=
∫
I
|yε0|2dx+ 2
∫
QT
ayεxy
εdxdt+ 2
∫
Qt
(byε + f)yεdxdt+
∫
Qt
|cyε + F |2dxdt
+ 2
∫
Qt
FyεdxdB(t)
≤
∫
I
|yε0|2dx+ 2
∫
QT
ayεxy
εdxdt+
∫
QT
(|f |2 + |F |2)dxdt+ C
∫
Qt
|yε|2dxdt
+ 2
∫
Qt
FyεdxdB(t). (2.12)
By Young’s inequality, we have∫
Qt
ayεxy
εdxdt ≤1
4
∫
Qt
(x+ ε)α|yεx|2dxdt + C
∫
Qt
(x+ ε)−α|yε|2dxdt. (2.13)
For a sufficiently small κ > 0 we have∫
Qt
(x+ ε)−α|yε|2dxdt
=
∫ t
0
∫ κ
0
(x+ ε)−α|yε|2dxdt+
∫ t
0
∫ 1
κ
(x+ ε)−α|yε|2dxdt
≤
∫ t
0
∫ κ
0
(x+ ε)−α
∣∣∣∣
∫ x
0
yεx(ζ, t)dζ
∣∣∣∣
2
dxdt+
∫ t
0
∫ 1
κ
(x+ ε)−α|yε|2dxdt
≤ 1
(1 − α)
∫ t
0
∫ κ
0
(x+ ε)1−2α
(∫ x
0
(ζ + ε)α|yεx(ζ, t)|2dζ
)
dxdt + κ−α
∫ t
0
∫
I
|yε|2dxdt
≤Cκ,α
∫
Qt
(x+ ε)α|yεx|2dxdt+ κ−α
∫
Qt
|yε|2dxdt (2.14)
with
Cκ,α =
(κ+ ε)2−2α − ε2−2α
(1− α)(2 − 2α) .
For any ε ∈ (0, 1), we choose κ sufficiently small such that Cκ,α < 14C . Then, from (2.13)
and (2.14) we deduce that∫
Qt
ayεxy
εdxdt ≤1
2
∫
Qt
(x+ ε)α|yεx|2dxdt+ C
∫
Qt
|yε|2dxdt. (2.15)
Substituting (2.15) into (2.12) and taking mathematical expectation yields that
E
∫
I
|yε|2(x, t)dx + E
∫
Qt
(x+ ε)α|yεx|2dxdt
≤E
∫
I
|y0|2dx+ CE
∫
QT
(|f |2 + |F |2)dxdt+ CE
∫
Qt
|yε|2dxdt, (2.16)
which implies
E sup
t∈[0,T ]
∫
I
|yε|2(x, t)dx ≤ CE
∫
I
|y0|2dx+ CE
∫
QT
(|f |2 + |F |2)dxdt (2.17)
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by Gronwall inequality. The remainder of the proof is almost the same as the one in Theorem
2.1. 
Remark 2.1. If a has the decomposition a = x
α
2 a˜ with some a˜ ∈ L∞F (0, T ;L∞(I)) as
in [11], the term of ayεxy
ε could be absorbed directly by the terms on the left-hand side
of (2.12). Then we can obtain the well-posedness of (2.10) for all α ∈ (0, 2). Or if a ∈
L∞F (0, T ;W
1,∞(I)), we also obtain the well-posedness for α ∈ (0, 2).
3 Carleman estimates for stochastic degenerate parabolic
equation
In this section, we will show two Carleman estimates for stochastic degenerate parabolic
equations. One is for the backward stochastic degenerate parabolic equation. We will apply
this Carleman estimate to prove the null controllability result for the forward stochastic
degenerate parabolic equation with the gradient term. So that we use a singular weight
function in this Carleman estimate. The other one is for the forward stochastic degenerate
parabolic equation, which will be used to study our inverse random source problem. Unlike
the deterministic case, we could not differentiate the stochastic equation with respect to
time. For this reason, in order to prove the Lipschitz stability of our inverse problem, we
have to introduce a regular weight function to put the term of unknown random source on
the left-hand side of Carlmen estimate.
3.1 Carleman estimate for backward stochastic degenerate equa-
tion
We first introduce some weight functions. For ω = (x1, x2), we choose ω
(i) := (x
(i)
1 , x
(i)
2 )(i =
1, 2) such that ω(2) ⋐ ω(1) ⋐ ω. Let χ ∈ C2(I) be a cut-off function such that 0 ≤ χ(x) ≤ 1
for x ∈ I, χ(x) ≡ 1 for x ∈ (0, x(2)1 ) and χ(x) ≡ 0 for x ∈ (x(2)2 , 1). For a suitable positive
constant β, we introduce
η1(x) = (x + ε)
β − εβ, x ∈ I,
and η2 ∈ C2(I) such that
η2(x) > 0, x ∈ I, η2(0) = η2(1) = 0 and |η2,x(x)| > 0, x ∈ I \ ω(1)
and
η1(x) = η2(x), x ∈ (x(2)1 , x(2)2 ).
Let us define
ξ(t) =
1
t2(T − t)2 , ψi(x) = e
ληi(x) − e2λM , φi(x) = eληi(x), i = 1, 2.
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where λ is a positive parameter and M is a sufficiently large constant such that
M ≥ max{‖η1‖C(Ω), ‖η2‖C(Ω)}.
Now we introduce weight function in the first Carleman estimate
ϕ(x, t) = χ(x)ϕ1(x, t) + (1− χ(x))ϕ2(x, t), (x, t) ∈ QT
with
ϕi(x, t) = ψi(x)ξ(t), i = 1, 2.
We easily see that
ϕ(x, t) =


ϕ1(x, t), (x, t) ∈ (0, x(2)1 )× (0, T ),
ϕ1(x, t) = ϕ2(x, t), (x, t) ∈ (x(2)1 , x(2)2 )× (0, T ),
ϕ2(x, t), (x, t) ∈ (x(2)2 , 1)× (0, T ).
(3.1)
In order to deal with degeneracy, we first prove the following uniform Carleman estimate
in ε.
Theorem 3.1. Let α ∈ (0, 2), f1 ∈ L2F(0, T ;L2(I)), F1 ∈ L2F(0, T ;H1(I)), uεT ∈ L2(Ω,FT ,
P;L2(I)) and β such that 

1 < β ≤ 2− α, α ∈ (0, 1),
β = 1, α = 1,
β0 < β ≤ 2− α, α ∈ (1, 2),
(3.2)
with
β0 = max
{
0, 3− 2α, 1− α
2
,
14− 9α+√17α2 − 44α+ 36
8
}
.
Then for any ε ∈ (0, 1), there exist positive constants λ1 = λ1(ω, I, T, α,M), s1 = s1(ω, I, T ,
α,M, λ) and C1 = C1(ω, I, T, α,M), C2 = C2(ω, I, T, α, M , λ) such that
E
∫
QT
s3ξ3(x + ε)2α+3β−4|uε|2e2sϕdxdt+ E
∫
QT
sξ(x+ ε)2α+β−2|uεx|2e2sϕdxdt
≤C1E
∫
QT
|f1|2e2sϕdxdt+ C2(λ)E
∫
QT
s2ξ2|F1|2e2sϕdxdt
+ C2(λ)E
∫
ωT
s3ξ3|uε|2e2sϕdxdt+ C2(λ)E
∫ T
0
s2
[
(x+ ε)α+β−1ξ3|uε|2e2sϕ]
x=0
dt (3.3)
for all λ ≥ λ1, s ≥ s1 and all uε ∈ H1 satisfying

duε + ((x+ ε)αuεx)x dt = f1dt+ F1dB(t), (x, t) ∈ QT ,
uε(1, t) = 0, t ∈ (0, T ),
and
{
uε(0, t) = 0 for α ∈ (0, 1),
((x+ ε)αuεx)(0, t) = 0 for α ∈ [1, 2),
t ∈ (0, T ),
uε(x, T ) = uεT (x), x ∈ I.
(3.4)
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Remark 3.1. Given any ε ∈ (0, 1), the equation (3.4) is not degenerate. Therefore, the
regularity u ∈ H1 we assumed in Theorem 3.1 is reasonable.
Remark 3.2. For α ∈ (1, 2), β ∈ (β0, 2− α) is nonempty.
Letting ε→ 0 in Theorem 3.1, we can obtain the following Carleman estimate:
Theorem 3.2. Let α ∈ (0, 2), f1 ∈ L2F(0, T ;L2(I)), F1 ∈ L2F(0, T ;H1(I)), uT ∈ L2(Ω,FT ,
P;L2(I)). Then for any ε ∈ (0, 1), there exist positive constants λ1 = λ1(ω, I, T, α,M),
s1 = s1(ω, I, T , α,M, λ) and C1 = C1(ω, I, T, α,M), C2 = C2(ω, I, T, α, M , λ) such that
E
∫
QT
s3ξ3x2−α|u|2e2sϕdxdt+ E
∫
QT
sξxα|ux|2e2sϕdxdt
≤C1E
∫
QT
|f1|2e2sϕdxdt+ C2(λ)E
∫
QT
s2ξ2|F1|2e2sϕdxdt
+ C2(λ)E
∫
ωT
s3ξ3|uε|2e2sϕdxdt (3.5)
for all λ ≥ λ1, s ≥ s1 and all u ∈ H1α satisfying

du+ (xαux)x dt = f1dt+ F1dB(t), (x, t) ∈ QT ,
u(1, t) = 0, t ∈ (0, T ),
and
{
u(0, t) = 0 for α ∈ (0, 1),
(xαux)(0, t) = 0 for α ∈ [1, 2),
t ∈ (0, T ),
u(x, T ) = uT (x), x ∈ I.
(3.6)
Proof. Letting uεT → uT in L2(Ω,FT ,P;L2(I)), we easily see that uε → u in H1α. Then
for a.e. t ∈ (0, T ), we have u(·, t) ∈ H1α, which implies that xu2 ∈ W 1,1(I) and xu2 → 0 as
x → 0 by Lemma 3.5 in [9]. Then we set β = 2 − α and choose ε → 0 in (3.3) to obtain
(3.5). 
To prove Theorem 3.1, we need the following two lemmas. One is Hardy-Poincare´ in-
equality [30]. The detailed proof could be found in [8] or [1]. The other one is the Cacciopoli
inequality for the stochastic parabolic equation, whose proof is detailed in Appendix and
omitted here.
Lemma 3.3. Let γ ∈ [0, 1) ∪ (1, 2] and z ∈ H10 (G). Then for any ε ∈ (0, 1), we have∫
I
(x+ ε)−γ |z|2dx ≤ 4
(γ − 1)2
∫
I
(x+ ε)2−γ |zx|2dx. (3.7)
Lemma 3.4. Let f1 ∈ L2F(0, T ;L2(I)) and F1 ∈ L2F(0, T ;L2(I)). Then there exist positive
constants C3 = C3(ω, I, T, α,M) and C4 = C4(ω, I, T, α,M, λ) such that the solution u ∈ H
of the backward stochastic degenerate parabolic equation (3.4) satisfies
E
∫
ω
(1)
T
ξ|uεx|2e2sϕdxdt ≤C4(λ)E
∫
ωT
s2ξ3|uε|2e2sϕdxdt+ C3E
∫
QT
s−2|f1|2e2sϕdxdt
+ C3E
∫
QT
ξ|F1|2e2sϕdxdt. (3.8)
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Now we prove Theorem 3.1.
Proof of Theorem 3.1. We split the proof into the following four steps.
Step 1. A weighted identity for backward stochastic degenerate parabolic operator.
Let l1 = sϕ1, θ1 = e
l1 and U = θ1u
ε. Then we have
θ1
[
duε +
(
(x + ε)αuεx
)
x
dt
]
= I1 + I2dt (3.9)
with

U(1, t) = 0, t ∈ (0, T ),
and
{
U(0, t) = 0 for α ∈ (0, 1),
((x+ ε)αUx)(0, t) =
(
(x+ ε)αl1,xU
)
(0, t) for α ∈ [1, 2), t ∈ (0, T )
U(x, 0) = U(x, T ) = 0, x ∈ I,
(3.10)
where
I1 = dU − 2(x+ ε)αl1,xUxdt−
(
(x+ ε)αl1,x
)
x
Udt,
I2 =
(
(x+ ε)αUx
)
x
+ (x+ ε)αl21,xU − l1,tU.
Hence,
θ1I2
[
duε +
(
(x+ ε)αuεx
)
x
dt
]
= I1I2 + |I2|2dt. (3.11)
Now we deal with the term I1I2. By applying Itoˆ formula, we obtain
I2dU =
[
(x+ ε)αUxdU
]
x
− 1
2
d
[
(x+ ε)αU2x
]
+
1
2
(x+ ε)α
(
dUx
)2
+
1
2
d
[
(x+ ε)αl21,xU
2
]− (x+ ε)αl1,xl1,xtU2dt− 1
2
(x+ ε)αl21,x(dU)
2
− 1
2
d(l1,tU
2) +
1
2
l1,ttU
2dt+
1
2
l1,t(dU)
2. (3.12)
On the other hand, a direct calculation yields
I2
[
− 2(x+ ε)αl1,xUxdt−
(
(x+ ε)αl1,x
)
x
Udt
]
=− [(x + ε)2αl1,xU2x]xdt+ (x+ ε)2αl1,xxU2xdt
− [(x + ε)2αl31,xU2]xdt+ [2α(x+ ε)2α−1l31,x + 3(x+ ε)2αl21,xl1,xx]U2dt
+
[
(x + ε)αl1,xl1,tU
2
]
x
dt− [(x+ ε)αl1,xl1,t]xU2dt
−
[(
(x+ ε)αl1,x
)
x
(x+ ε)αUUx
]
x
dt+
[
(x+ ε)αl1,x
]
xx
(x+ ε)αUUxdt
+
[
(x + ε)αl1,x
]
x
(x+ ε)αU2xdt−
[
(x+ ε)2αl21,xl1,xx + α(x+ ε)
2α−1l31,x
]
U2dt
+
[
(x + ε)αl1,x
]
x
l1,tU
2dt. (3.13)
Therefore, by (3.11)-(3.13), we obtain the following weighted identity
θ1I2
[
duε +
(
(x+ ε)αuεx
)
x
dt
]
= |I2|2dt+K1dt+ (K2)x + dK3 +K4, (3.14)
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where
K1 =
[
α(x+ ε)2α−1l31,x + 2(x+ ε)
2αl21,xl1,xx
]
U2
+
[
2(x+ ε)2αl1,xx + α(x + ε)
2α−1l1,x
]
U2x + (x + ε)
α
[
(x+ ε)αl1,x
]
xx
UUx
− (x+ ε)αl1,xl1,xtU2 + 1
2
l1,ttU
2 − [(x+ ε)αl1,xl1,t]xU2
+
[
(x + ε)αl1,x
]
x
l1,tU
2,
K2 =(x+ ε)
αUxdU − (x+ ε)2αl1,xU2xdt− (x+ ε)2αl31,xU2dt
+ (x+ ε)αl1,xl1,tU
2dt− ((x+ ε)αl1,x)x(x+ ε)αUUxdt,
K3 =− 1
2
(x+ ε)αU2x +
1
2
(x+ ε)αl21,xU
2 − 1
2
l1,tU
2,
K4 =
1
2
(x+ ε)α
(
dUx
)2 − 1
2
(x+ ε)αl21,x(dU)
2 +
1
2
l1,t(dU)
2.
Step 2. Carleman estimate for degenerate part.
In this step, we will prove the Carleman estimate for degenerate part
(
0, x
(2)
1
)× (0, T ):
E
∫ T
0
∫ x(2)1
0
s3(x+ ε)2α+3β−4ξ3|uε|2e2sϕdxdt+ E
∫ T
0
∫ x(2)1
0
s(x+ ε)2α+β−2ξ|uεx|2e2sϕdxdt
≤CE
∫ T
0
∫ x(2)2
0
|f1|2e2sϕdxdt+ C(λ)E
∫ T
0
∫ x(2)2
0
s2ξ2|F1|2e2sϕdxdt
+ CE
∫
ω
(2)
T
(|uε|2 + |uεx|2)e2sϕdxdt+ C(λ)E
∫ T
0
s2
[
(x+ ε)α+β−1ξ3|uε|2e2sϕ]
x=0
dt.
(3.15)
By using 

l1,x = βsλ(x + ε)
β−1φ1ξ, l1,xt = βsλ(x + ε)β−1φ1ξt,
l1,xx = s
(
β2λ2(x+ ε)2β−2 + β(β − 1)λ(x+ ε)β−2)φ1ξ,
|l1,t| = |sψ1ξt| ≤ C(λ)sξ 32 , |l1,tt| = |sψ1ξtt| ≤ C(λ)sξ2,
(3.16)
we obtain
K1dt ≥ (α+ 2β − 2)β3s3λ3(x+ ε)2α+3β−4φ31ξ3|U |2dt
+ (α+ 2β − 2)βsλ(x + ε)2α+β−2φ1ξ|Ux|2dt+X1dt+X2dt+X3dt, (3.17)
where
X1 =− 2s2(x+ ε)αϕ1,xϕ1,xt|U |2,
X2 =
1
2
sϕ1,tt|U |2,
X3 =s(x + ε)
α [(x+ ε)αϕ1,x]xx UUx.
Now we estimate X1, X2 and X3. Obviously, by (3.16) we have
X1 ≥− Cs2λ2(x + ε)α+2β−2φ21ξ
5
2 |U |2 ≥ −C(λ)s2(x+ ε)2α+3β−4φ31ξ3|U |2, (3.18)
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due to β ≤ 2− α. Obviously,
X2 ≥ −C(λ)sξ2|U |2. (3.19)
For X3, we have
X3 ≥−
[
C
(1)
α,βsλ(x + ε)
2α+β−3 + Csλ2(x+ ε)2α+2β−3
+ Csλ3(x+ ε)2α+3β−3
]
φ1ξ|U ||Ux|
≥ − C(1)α,βsλ(x+ ε)2α+β−3φ1ξ|U ||Ux| − Csλ3(x+ ε)2α+2β−3φ1ξ|U ||Ux|
≥ − C(1)α,βsλ(x+ ε)2α+β−3φ1ξ|U ||Ux| − Cs(x + ε)2α+β−2φ1ξ|Ux|2
− Csλ6(x+ ǫ)2α+3β−4φ1ξ|U |2. (3.20)
with
C
(1)
α,β = β(α + β − 1)(2− α− β) ≥ 0.
Then substituting (3.17)-(3.20) into (3.14), we find that
θ1I2
[
du+
(
(x+ ε)αux
)
x
dt
]
+ C(λ)sξ2|U |2dt+ C(1)α,βsλ(x+ ε)2α+β−3φ1ξ|U ||Ux|dt
≥|I2|2dt+
[
(α+ 2β − 2)β3s3λ3 − C(λ)s2](x + ε)2α+3β−4φ31ξ3|U |2dt
+
[
(α+ 2β − 2)βsλ− Cs](x+ ε)2α+β−2φ1ξ|Ux|2dt+ (K2)x
+ dK3 +K4. (3.21)
Integrating both side of (3.21) on QT and taking mathematical expectation, we have
E
∫
QT
|I2|2dxdt+ E
∫
QT
[
(α+ 2β − 2)β3s3λ3 − C(λ)s2](x+ ε)2α+3β−4φ31ξ3|U |2dxdt
+ E
∫
QT
[(α+ 2β − 2)βsλ− Cs] (x+ ε)2α+β−2φ1ξ|Ux|2dxdt
≤Y1 + Y2 + Y3 − E
∫ T
0
[
K2
]x=1
x=0
− E
∫
QT
dK3dx− E
∫
QT
K4dx, (3.22)
where
Y1 =E
∫
QT
θ1I2
[
duε +
(
(x+ ε)αuεx
)
x
dt
]
dx,
Y2 =C
(1)
α,βE
∫
QT
sλ(x+ ε)2α+β−3φ1ξ|U ||Ux|dxdt,
Y3 =C(λ)E
∫
QT
sξ2|U |2dxdt.
Now we estimate Y1, Y2, Y3. For Y1, by noting E
∫
QT
θ1I2F1dxdB(t) = 0, we obtain
Y1 = E
∫
QT
θ1I2(f1dt+ F1dB(t))dx ≤ 1
2
E
∫
QT
|I2|2dxdt+ 1
2
E
∫
QT
θ21 |f1|2dxdt. (3.23)
13
By using Young’s inequality and Lemma 3.2, we have
Y2 ≤ 1
4ǫ1
C
(1)
α,βE
∫
QT
sλ(x + ε)−(4−2α−β)φ1ξ|U |2dxdt
+ ǫ1C
(1)
α,βE
∫
QT
sλ(x + ε)2α+β−2φ1ξ|Ux|2dxdt
≤ 1
4ǫ1
C
(1)
α,βC
(2)
α,βE
∫
QT
sλ(x + ε)2α+β−2ξ
∣∣φ 121 Ux + (φ 121 )xU ∣∣2dxdt
+ ǫ1C
(1)
α,βE
∫
QT
sλ(x + ε)2α+β−2φ1ξ|Ux|2dxdt
≤
(
ǫ1C
(1)
α,β +
1
4ǫ1
C
(1)
α,βC
(2)
α,β + ǫ2
)
E
∫
QT
sλ(x + ε)2α+β−2φ1ξ|Ux|2dxdt
+ C(ǫ1, ǫ2)E
∫
QT
sλ3(x+ ε)2α+3β−4φ1ξ|U |2dxdt, (3.24)
with
C
(2)
α,β =
4
(3 − 2α− β)2 .
Similarly,
Y3 ≤CE
∫
QT
(x+ ε)−(4−2α−β)ξ|U |2dxdt + C(λ)E
∫
QT
s2(x+ ε)4−2α−βξ3|U |2dxdt
≤CE
∫
QT
(x+ ε)2α+β−2ξ|Ux|2dxdt + C(λ)E
∫
QT
s2(x+ ε)2α+3β−4ξ3|U |2dxdt. (3.25)
From (3.22)-(3.25), it follows that
E
∫
QT
[
(α+ 2β − 2)β3s3λ3 − C(λ)s2 − C(ǫ1, ǫ2)sλ3
]
(x + ε)2α+3β−4φ31ξ
3|U |2dxdt
+ E
∫
QT
(
C
(3)
α,βsλ− Cs− C
)
(x+ ε)2α+β−2φ1ξ|Ux|2dxdt
≤CE
∫
QT
θ21 |f1|2dxdt− E
∫ T
0
[
K2
]x=1
x=0
− E
∫
QT
dK3dx− E
∫
QT
K4dx, (3.26)
where
C
(3)
α,β = (α + 2β − 2)β − ǫ1C(1)α,β −
1
4ǫ1
C
(1)
α,βC
(2)
α,β − ǫ2.
By using (3.2), we can prove for all α ∈ (0, 2) that
ǫ1C
(1)
α,β +
1
4ǫ1
C
(1)
α,βC
(2)
α,β < (α+ 2β − 2)β. (3.27)
We first fix ǫ1 =
1
|3−2α−β| . For α ∈ (0, 1), (3.27) can be simplifies as
α− αβ + 2β − 2 > 0,
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which holds for β > 1. For α ∈ (1, 2), since β > 3− 2α, (3.27) is equivalent to
4β2 + (9α− 14)β + 4α2 − 13α+ 10 > 0,
which holds for β > 14−9α+
√
17α2−44α+36
8 . Moreover, when α = 1, we easily see C
(1)
α,β = 0
and then (3.27). Therefore, (3.27) holds for all α ∈ (0, 2), if β satisfies (3.2). Further for
sufficiently small ǫ2 we have C
(3)
α,β > 0. Consequently, there exist λ1 and s1 such that for all
λ > λ1 and s > s1, it holds that
E
∫
QT
s3λ3(x+ ε)2α+3β−4φ31ξ
3θ21 |uε|2dxdt + E
∫
QT
sλ(x + ε)2α+β−2φ1ξθ21 |uεx|2dxdt
≤CE
∫
QT
θ21|f1|2dxdt− CE
∫ T
0
[
K2
]x=1
x=0
− CE
∫
QT
dK3dx− CE
∫
QT
K4dx. (3.28)
Now we deal with the boundary term of K2. For α ∈ (0, 1), by using (3.10) we have
−E
∫ T
0
[
K2
]x=1
x=0
=E
∫ T
0
[
(x + ε)2αl1,x|Ux|2
]x=1
x=0
dt ≤ CE
∫ T
0
sλ
[
φ1ξθ
2
1|uεx|2
]
x=1
dt. (3.29)
Similarly, for α ∈ [1, 2) we have
−E
∫ T
0
[
K2
]x=1
x=0
=E
∫ T
0
[(x+ ε)αUxdU ]x=0 + E
∫ T
0
[
(x+ ε)2αl1,x|Ux|2
]x=1
x=0
dt
− E
∫ T
0
[
(x+ ε)2αl31,x|U |2
]
x=0
dt+ E
∫ T
0
[
(x+ ε)αl1,xl1,t|U |2
]
x=0
dt
− E
∫ T
0
[(
(x+ ε)αl1,x
)
x
(x + ε)αUUx
]
x=0
dt
≤E
∫ T
0
[(x+ ε)αUxdU ]x=0 + CE
∫ T
0
sλ
[
φ1ξθ
2
1 |uεx|2
]
x=1
dt
+ C(λ)E
∫ T
0
s2
[
(x+ ε)α+β−1φ1ξ3θ21 |uε|2
]
x=0
dt. (3.30)
By using Itoˆ formula and (3.10) again, we have
E
∫ T
0
[(x+ ε)αUxdU ]x=0 = E
∫ T
0
[(x+ ε)αl1,xUdU ]x=0
=
1
2
E
∫ T
0
βsλd
[
(x+ ε)α+β−1φ1ξ|U |2
]
x=0
− 1
2
E
∫ T
0
βsλ
[
(x+ ε)α+β−1φ1ξt|U |2
]
x=0
dt
− 1
2
E
∫ T
0
βsλ
[
(x+ ε)α+β−1φ1ξ(dU)2
]
x=0
≤C(λ)E
∫ T
0
s
[
(x+ ε)α+β−1φ1ξ2θ21|uε|2
]
x=0
dt. (3.31)
Therefore, combining (3.29)-(3.31), we obtain for all α ∈ (0, 2) that
− E
∫ T
0
[
K2
]x=1
x=0
≤CE
∫ T
0
sλ
[
φ1ξθ
2
1 |uεx|2
]
x=1
dt+ C(λ)E
∫ T
0
s2
[
(x + ε)α+β−1φ1ξ3θ21|uε|2
]
x=0
dt. (3.32)
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By using U(x, 0) = U(x, T ) = 0, we have
−E
∫
QT
dK3dx = 0. (3.33)
Moreover, by (3.16), (dU)2 = θ21|F1|2dt and β > 1 − α2 for all α ∈ (0, 2), we have the
following estimate:
−E
∫
QT
K4dx ≤CE
∫
QT
s2λ2(x+ ε)α+2β−2φ21ξ
2(dU)2dx+ C(λ)E
∫
QT
sξ
3
2 (dU)2dx
≤C(λ)E
∫
QT
s2φ21ξ
2θ21 |F1|2dxdt. (3.34)
Then substituting (3.33) and (3.34) into (3.28) yields
E
∫
QT
s3λ3(x+ ε)2α+3β−4φ31ξ
3θ21|uε|2dxdt+ E
∫
QT
sλ(x + ε)2α+β−2φ1ξθ21 |uεx|2dxdt
≤CE
∫
QT
θ21|f1|2dxdt + C(λ)E
∫
QT
s2φ21ξ
2θ21|F1|2dxdt
+ C(λ)E
∫ T
0
s2
[
(x+ ε)α+β−1φ1ξ3θ21|u|2
]
x=0
dt+ CE
∫ T
0
sλ
[
φ1ξθ
2
1 |uεx|2
]
x=1
dt. (3.35)
Next, we eliminate the boundary term on x = 1. We consider the following stochastic
parabolic equation of u˜ε = χuε:


du˜ε + ((x+ ε)αu˜εx)x dt = f˜1dt+ F˜1dB(t), (x, t) ∈ QT ,
u˜ε(1, t) = 0, t ∈ (0, T ),
and
{
u˜ε(0, t) = 0 for α ∈ (0, 1),
((x+ ε)αu˜εx)(0, t) = 0 for α ∈ [1, 2),
t ∈ (0, T ).
(3.36)
where
f˜1 = ((x + ε)
αχxu
ε)x + (x+ ε)
αχxu
ε
x + χf1, F˜1 = χF1.
Applying (3.35) to u˜ and using the definition of χ, we find that
E
∫ T
0
∫ x(2)1
0
s3(x + ε)2α+3β−4ξ3θ21 |uε|2dxdt+ E
∫ T
0
∫ x(2)1
0
s(x+ ε)2α+β−2ξθ21|uεx|2dxdt
≤CE
∫
QT
χ2θ21|f1|2dxdt+ C(λ)E
∫
QT
s2χ2ξ2θ21 |F1|2dxdt
+ CE
∫
ω
(2)
T
θ21(|uε|2 + |uεx|2)dxdt+ C(λ)E
∫ T
0
s2
[
(x+ ε)α+β−1ξ3θ21|uε|2
]
x=0
dt. (3.37)
Together with ϕ1 = ϕ for x ∈ (0, x(2)2 ), we deduce (3.15) from (3.37).
Step 3. Carleman estimate for nondegenerate part.
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Now we derive the Carleman estimate for nondegenerate part (x
(2)
2 , 1)× (0, T ):
E
∫ T
0
∫ 1
x
(2)
2
s3ξ3(x+ ε)2α+3β−4|uε|2e2sϕdxdt+ E
∫ T
0
∫ 1
x
(2)
2
sξ(x + ε)2α+β−2|uεx|2e2sϕdxdt
≤CE
∫ T
0
∫ 1
x
(2)
1
|f1|2e2sϕdxdt+ C(λ)E
∫ T
0
∫ 1
x
(2)
1
s2ξ2|F1|2e2sϕdxdt
+ C(λ)E
∫
ω
(1)
T
(|uεx|2 + s3ξ3|uε|2) e2sϕdxdt. (3.38)
To do this, letting uε = (1− χ)uε, then we have

duε + ((x+ ε)αuεx)x dt = g1dt+G1dB(t), (x, t) ∈ QT ,
uε(1, t) = 0, t ∈ (0, T ),
and
{
uε(0, t) = 0 for α ∈ (0, 1),
((x+ ε)αuεx)(0, t) = 0 for α ∈ [1, 2),
t ∈ (0, T ).
(3.39)
where
g1 = (1− χ)f1 − ((x + ε)αχxuε)x − (x+ ε)αχxuεx, F1 = (1 − χ)F1.
By the classic Carleman estimate for stochastic nondegenerate parabolic equation, e.g. [25]
or [37], we have
E
∫
QT
s3λ3ξ3|uε|2e2sϕ2dxdt+ E
∫
QT
sλξ|uεx|2e2sϕ2dxdt
≤CE
∫
QT
|f1|2e2sϕ2dxdt+ CE
∫
QT
s2λ2ξ2|F 1|2e2sϕ2dxdt+ CE
∫
ω
(1)
T
s3λ3ξ3|uε|2e2sϕ2dxdt
≤CE
∫
QT
(1− χ)2|f1|2e2sϕ2dxdt+ CE
∫ T
0
∫ x(2)2
x
(2)
1
(|uεx|2 + |uε|2)e2sϕ2dxdt
+ CE
∫
QT
s2λ2(1− χ)2ξ2|F1|2e2sϕ2dxdt+ CE
∫ T
0
∫ x(1)2
x
(2)
1
s3λ3ξ3|uε|2e2sϕ2dxdt. (3.40)
Since ϕ2 = ϕ for x ∈ (x(2)1 , 1) and min{(x + ε)2α+3β−4, (x + ε)2α+β−2} ≥ C > 0 for
x ∈ (x(2)1 , 1), together with (3.40), we obtain (3.38).
Step 4. End of the proof.
Combining (3.15) and (3.38) and adding to both sides of the inequality the term
E
∫ T
0
∫ x(2)2
x
(2)
1
s3ξ3(x + ε)2α+3β−4|uε|2e2sϕdxdt+ E
∫ T
0
∫ x(2)2
x
(2)
1
sξ(x+ ε)2α+β−2|uεx|2e2sϕdxdt,
we obtain
E
∫
QT
s3λ3ξ3(x + ε)2α+3β−4|uε|2e2sϕdxdt+ E
∫
QT
sλξ(x+ ε)2α+β−2|uεx|2e2sϕdxdt
≤CE
∫
QT
|f1|2e2sϕdxdt+ C(λ)E
∫
QT
s2ξ2|F1|2e2sϕdxdt+ C(λ)E
∫
ω
(1)
T
s3ξ3|uε|2e2sϕdxdt
+ C(λ)E
∫
ω
(1)
T
sξ|uεx|2e2sϕdxdt+ C(λ)E
∫ T
0
s2
[
(x+ ε)α+β−1ξ3|uε|2e2sϕ]
x=0
dt. (3.41)
17
Finally, by the Cacciopoli inequality (3.8), we obtain (3.3). This completes the proof of
Theorem 3.1. 
3.2 Carleman estimate for forward stochastic degenerate equation
In this subsection, we will introduce a regular weight function into a new Carleman estimate
for the backward stochastic degenerate equation, in which the random source and the initial
data are put on the left-hand side. This allows us to prove the stability for our inverse
random source problem.
We set
̺i(x, t) = ηi(x) − (λ− t)2 + λ2, Φi(x, t) = eλ̺i(x,t), i = 1, 2,
where ηi (i = 1, 2) are same as the ones in section 3.1. We introduce regular weight function
Φ(x, t) = χ(x)Φ1(x, t) + (1 − χ(x))Φ2(x, t), (x, t) ∈ QT .
So that, similar to (3.1) we also have
Φ(x, t) =


Φ1(x, t), (x, t) ∈ (0, x(2)1 )× (0, T ),
Φ1(x, t) = Φ2(x, t), (x, t) ∈ (x(2)1 , x(2)2 )× (0, T ),
Φ2(x, t), (x, t) ∈ (x(2)2 , 1)× (0, T ).
(3.42)
Theorem 3.5. Let α ∈ (0, 2), f2 ∈ L2F (0, T ;L2(I)), F2 ∈ L2F(0, T ;H1(I)) and β such
that (3.2). Then for any ε ∈ (0, 1), there exist positive constants λ2 = λ2(ω, I, T, α), s2 =
s2(ω, I, T, α, λ) and C5 = C5(ω, I, T , α), C6 = C6(ω, I, T, α, λ) such that
E
∫
QT
sλΦ|F2|2e2sΦdxdt+ E
∫
QT
s3λ3Φ3(x + ε)2α+3β−4|vε|2e2sΦdxdt
+ E
∫
QT
sλΦ(x + ε)2α+β−2|vεx|2e2sΦdxdt
≤C5E
∫
QT
|f2|2e2sΦdxdt+ C5E
∫
QT
sΦ|F2,x|2e2sΦdxdt
+ C6(λ)E
∫
ωT
s3Φ3|vε|2e2sΦdxdt + C6(λ)s2eC(λ)s‖vε(·, T )‖2L2(Ω,FT ,P ;L2(I))
+ C6(λ)E
∫ T
0
s2
[
(x+ ε)α+β−1(|vε|2 + |F2|2)e2sΦ
]
x=0
dt (3.43)
for all λ ≥ λ2, s ≥ s2 and all vε ∈ H1 satisfying

dvε − ((x+ ε)αvεx)x dt = f2dt+ F2dB(t), (x, t) ∈ QT ,
vε(1, t) = 0, t ∈ (0, T ),
and
{
vε(0, t) = 0 for α ∈ (0, 1),
((x + ε)αvεx)(0, t) = 0 for α ∈ [1, 2),
t ∈ (0, T ),
vε(x, 0) = 0, x ∈ I.
(3.44)
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Remark 3.3. The second large parameter λ in the proof of null controllability could be
omitted. However, in inverse random source problem it plays a very important role.
Based on Theorem 3.5, letting β = 2− α and ε → 0, we could drop the boundary term
in (3.43) as in Theorem 3.2. Then we obtain the following result:
Theorem 3.6. Let α ∈ (0, 2), f2 ∈ L2F (0, T ;L2(I)), F2 ∈ L2F(0, T ;H1(I)) and β such
that (3.2). Then for any ε ∈ (0, 1), there exist positive constants λ2 = λ2(ω, I, T, α), s2 =
s2(ω, I, T, α, λ) and C5 = C5(ω, I, T , α), C6 = C6(ω, I, T, α, λ) such that
E
∫
QT
sλΦ|F2|2e2sΦdxdt+ E
∫
QT
s3λ3Φ3x2−α|v|2e2sΦdxdt
+ E
∫
QT
sλΦxα|vx|2e2sΦdxdt
≤C5E
∫
QT
|f2|2e2sΦdxdt+ C5E
∫
QT
sΦ|F2,x|2e2sΦdxdt
+ C6(λ)E
∫
ωT
s3Φ3|v|2e2sΦdxdt + C6(λ)s2eC(λ)s‖v(·, T )‖2L2(Ω,FT ,P ;L2(I)) (3.45)
for all λ ≥ λ2, s ≥ s2 and all v ∈ H1α satisfying

dv − (xαvx)x dt = f2dt+ F2dB(t), (x, t) ∈ QT ,
v(1, t) = 0, t ∈ (0, T ),
and
{
v(0, t) = 0 for α ∈ (0, 1),(
xαvx
)
(0, t) = 0 for α ∈ [1, 2), t ∈ (0, T ),
v(x, 0) = 0, x ∈ I.
(3.46)
Now we prove Theorem 3.5.
Proof of Theorem 3.5. Let L1 = sΦ1, Θ1 = e
L1 and V = Θ1v
ε. Then we have
Θ1
[
dvε − ((x+ ε)αvεx)xdt] = J1 + J2dt (3.47)
with

V (1, t) = 0, t ∈ (0, T ),
and
{
V (0, t) = 0 for α ∈ (0, 1),
((x+ ε)αVx)(0, t) =
(
(x+ ε)αl1,xU
)
(0, t) for α ∈ [1, 2), t ∈ (0, T )
V (x, 0) = 0, x ∈ I,
(3.48)
where
J1 = dV + 2(x+ ε)
αL1,xVxdt+
(
(x+ ε)αL1,x
)
x
V dt,
J2 = −
(
(x + ε)αVx
)
x
− (x + ε)αL21,xV − L1,tV.
Hence,
Θ1J2
[
dvε − ((x+ ε)αvεx)xdt] = J1J2 + |J2|2dt. (3.49)
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Then by a similar argument to (3.14), we have
Θ1J2
[
dvε − ((x+ ε)αvεx)xdt] = |J2|2dt+R1dt+ (R2)x + dR3 +R4, (3.50)
where
R1 =
[
α(x + ε)2α−1L31,x + 2(x+ ε)
2αL21,xL1,xx
]
V 2
+
[
2(x+ ε)2αL1,xx + α(x + ε)
2α−1L1,x
]
V 2x +
[
(x+ ε)αL1,x
]
xx
(x+ ε)αV Vx
+ (x + ε)αL1,xL1,xtV
2 +
1
2
L1,ttV
2 +
[
(x+ ε)αL1,xL1,t
]
x
V 2dt
− [(x+ ε)αL1,x]xL1,tV 2,
R2 =− (x + ε)αVxdV − (x+ ε)2αL1,xV 2x dt− (x+ ε)2αL31,xV 2dt
− (x + ε)αL1,xL1,tV 2dt−
[
(x+ ε)αL1,x
]
x
(x+ ε)αV Vxdt,
R3 =
1
2
(x + ε)αV 2x −
1
2
(x+ ε)αL21,xV
2 − 1
2
L1,tV
2,
R4 =− 1
2
(x+ ε)α
(
dVx
)2
+
1
2
(x+ ε)αL21,x(dV )
2 +
1
2
L1,t(dV )
2.
Noticing that the weight function is regular, we have

L1,x = βsλ(x + ε)
β−1Φ1, L1,t = 2sλ(λ− t)Φ1,
L1,xt = 2βsλ
2(x+ ε)β−1(λ− t)Φ1,
L1,xx = s
(
β2λ2(x+ ε)2β−2 + β(β − 1)λ(x+ ε)β−2)Φ1,
L1,tt = s
(
4λ2(λ− t)2 − 2λ)Φ1.
(3.51)
Then by a similar process to obtain (3.28), we can prove that there exist λ2 and s2 such
that for all λ > λ2 and s > s2, it holds that
E
∫
QT
s3λ3(x+ ε)2α+3β−4Φ31Θ
2
1|vε|2dxdt+ E
∫
QT
sλ(x+ ε)2α+β−2Φ1Θ21|vεx|2dxdt
≤CE
∫
QT
Θ21|f2|2dxdt − E
∫ T
0
[
R2
]x=1
x=0
− E
∫
QT
dR3dx− E
∫
QT
R4dx. (3.52)
Now we analyze the terms of R2, R3 and R4. For the boundary term of R2, noticing
that
− E
∫ T
0
[(x+ ε)αVxdV ]x=0 = −E
∫ T
0
[(x+ ε)αL1,xV dV ]x=0
=− 1
2
E
∫ T
0
βsλd
[
(x+ ε)α+β−1Φ1|V |2
]
x=0
+ E
∫ T
0
βsλ2(λ− t) [(x + ε)α+β−1Φ1|V |2]x=0 dt
+
1
2
E
∫ T
0
βsλ
[
(x+ ε)α+β−1Φ1(dV )2
]
x=0
≤C(λ)E
∫ T
0
s
[
(x+ ε)α+β−1Φ1Θ21|vε|2
]
x=0
dt+ CE
∫ T
0
sλ
[
(x+ ε)α+β−1Φ1Θ21|F2|2
]
x=0
dt,
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similar to (3.32), we obtain
− E
∫ T
0
[
R2
]x=1
x=0
≤CE
∫ T
0
sλ
[
Φ1Θ
2
1|vεx|2
]
x=1
dt+ C(λ)E
∫ T
0
s2
[
(x+ ε)α+β−1Φ21Θ
2
1|vε|2
]
x=0
dt
+ CE
∫ T
0
sλ
[
(x+ ε)α+β−1Φ1Θ21|F2|2
]
x=0
dt. (3.53)
By V (x, 0) = 0, P-a.s. in I, we have
−E
∫
QT
dR3dx =E
∫
I
[
−1
2
(x + ε)αV 2x +
1
2
(x+ ε)αL21,xV
2 +
1
2
L1,tV
2
]
t=T
dx
≤C(λ)s2eC(λ)s‖vε(·, T )‖2L2(Ω,FT ,P;L2(I)). (3.54)
For the term of R4, by (dV )
2 = Θ21|F2|2dt and
(dVx)
2 =(sΦ1,xΘ1dv
ε +Θ1dv
ε
x)
2
=Θ21|F2,x|2dt+ 2sΦ1,xΘ21F2F2,xdt+ s2Φ21,xΘ21|F2|2dt,
we have
− E
∫
QT
R4dx
=
1
2
E
∫
QT
(x+ ε)α
(
dVx
)2
dx− 1
2
E
∫
QT
(x+ ε)αL21,x(dV )
2dx− E
∫
QT
1
2
L1,t(dV )
2dx
=
1
2
E
∫
QT
(x+ ε)αΘ21|F2,x|2dxdt+ E
∫
QT
βsλ(x+ ε)α+β−1Φ1Θ21F2F2,xdxdt
− E
∫
QT
sλ(λ − t)Φ1Θ21|F2|2dxdt
≤1
2
E
∫
QT
(x+ ε)αΘ21|F2,x|2dxdt+ C(ǫ)E
∫
QT
sΦ1Θ
2
1|F2,x|2dxdt
− E
∫
QT
sλ [(1 − ǫ)λ− t] Φ1Θ21|F2|2dxdt,
which implies
−E
∫
QT
R4dx ≤ CE
∫
QT
sΦ1Θ
2
1|F2,x|2dxdt− E
∫
QT
sλ2Φ1Θ
2
1|F2|2dxdt. (3.55)
for sufficiently small ǫ and sufficiently large λ and s.
Then substituting (3.53)-(3.55) into (3.52) yields that
E
∫
QT
sλ2Φ1Θ
2
1|F2|2dxdt+ E
∫
QT
s3λ3(x+ ε)2α+3β−4Φ31Θ
2
1|vε|2dxdt
+ E
∫
QT
sλ(x+ ε)2α+β−2Φ1Θ21|vεx|2dxdt
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≤CE
∫
QT
Θ21|f2|2dxdt+ CE
∫
QT
sΦ1Θ
2
1|F2,x|2dxdt+ C(λ)E
∫ T
0
s
[
Θ21|vεx|2
]
x=1
dt
+ C(λ)s2eC(λ)s‖vε(·, T )‖2L2(Ω,FT ,P;L2(I))
+ C(λ)E
∫ T
0
s2
[
(x + ε)α+β−1Θ21(|vε|2 + |F2|2)
]
x=0
dt. (3.56)
In order to deal with Carleman estimate for nondegenerate part, we use Φ2 as weight
function in Carleman estimate. Letting L2 = sΦ2, Θ2 = e
L2 and repeating the above
process, we have the following estimate:
E
∫
QT
sλ2Φ2Θ
2
2|F2|2dxdt + E
∫
QT
s3λ4(x+ ε)2αη42,xΦ
3
2Θ
2
2|vε|2dxdt
+ E
∫
QT
sλ2(x+ ε)2αη22,xΦ2Θ
2
2|vεx|2dxdt
≤CE
∫
QT
s3λ3(x+ ε)γΦ32Θ
2
2|vε|2dxdt+ CE
∫
QT
sλ(x+ ε)γΦ2Θ
2
2|vεx|2dxdt
+ CE
∫
QT
Θ22|f2|2dxdt+ CE
∫
QT
sΦ2Θ
2
2|F2,x|2dxdt+ C(λ)s2eC(λ)s‖vε(·, T )‖2L2(Ω,FT ,P;L2(I))
+ C(λ)E
∫ T
0
s2
[
(x+ ε)αΘ22(|vε|2 + |F2|2)
]
x=0
dt (3.57)
for sufficient large λ and s such that s ≥ C(λ), where γ = min{2α− 2, α− 1}.
Now we apply (3.56) and (3.57) to obtain two Carleman estimates for degenerate part
and nondegenerate part, respectively. Obviously, v˜ = χvε satisfies

dv˜ε + ((x+ ε)αv˜εx)x dt = f˜2dt+ F˜2dB(t), (x, t) ∈ QT ,
v˜ε(1, t) = 0, t ∈ (0, T ),
and
{
v˜ε(0, t) = 0 for α ∈ (0, 1),
((x + ε)αv˜εx)(0, t) = 0 for α ∈ [1, 2),
t ∈ (0, T ).
(3.58)
where
f˜2 = − ((x + ε)αχxvε)x − (x+ ε)αχxvεx + χf2, F˜2 = χF2.
Therefore, by applying (3.56) to v˜ and using (3.42), we have
E
∫
QT
sλ2Φ1χ
2|F2|2e2sΦ1dxdt+ E
∫ T
0
∫ x(2)1
0
s3λ3(x+ ε)2α+3β−4Φ3|vε|2e2sΦdxdt
+ E
∫ T
0
∫ x(2)1
0
sλ(x + ε)2α+β−2Φ|vεx|2e2sΦdxdt
≤CE
∫ T
0
∫ x(2)2
0
|f2|2e2sΦdxdt+ CE
∫ T
0
∫ x(2)2
0
sΦ(|F2,x|2 + |F2|2)e2sΦdxdt
+ CE
∫
ω
(2)
T
(|vε|2 + |vεx|2)e2sΦdxdt+ C(λ)s2eC(λ)s‖vε(·, T )‖2L2(Ω,FT ,P;L2(I))
+ C(λ)E
∫ T
0
s2
[
(x+ ε)α+β−1(|vε|2 + |F2|2)e2sΦ
]
x=0
dt. (3.59)
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Similarly, applying (3.57) to v¯ = (1− χ)vε yields that
E
∫
QT
sλ2Φ2(1− χ)2|F2|2e2sΦ2dxdt+ E
∫ T
0
∫
I\ω(1)
s3λ4(x+ ε)2αΦ32(1− χ)2|vε|2e2sΦ2dxdt
+ E
∫ T
0
∫
I\ω(1)
sλ2(x+ ε)2αΦ2(1− χ)2|vεx|2e2sΦ2dxdt
≤CE
∫
QT
s3λ3(x+ ε)γΦ32(1− χ)2|vε|2e2sΦ2dxdt
+ CE
∫
QT
sλ(x+ ε)γΦ2
[
(1 − χ)2|vεx|2 + χ2x|vε|2
]
e2sΦ2dxdt+ CE
∫
QT
(1− χ)2|f2|2e2sΦ2dxdt
+ CE
∫
ω
(2)
T
(|vε|2 + |vεx|2)e2sΦ2dxdt + CE
∫
QT
sΦ2
[
(1− χ)2|F2,x|2 + χ2x|F2|2
]
e2sΦ2dxdt
+ C(λ)s2eC(λ)s‖vε(·, T )‖2L2(Ω,FT ,P;L2(I)). (3.60)
Obviously, (1 − χ)2(x + ε)γ ≤ C(1 − χ)2(x + ε)2α in QT , where C is not depending on ε.
Then, we further obtain for any ǫ > 0 that
E
∫
QT
sλ2Φ2(1− χ)2|F2|2e2sΦ2dxdt+ E
∫ T
0
∫ 1
x
(2)
2
s3λ4Φ3(x+ ε)2α+3β−4|vε|2e2sΦdxdt
+ ǫE
∫ T
0
∫ 1
x
(2)
2
sλ2Φ(x+ ε)2α+β−2|vεx|2e2sΦdxdt
≤CE
∫ T
0
∫ 1
x
(2)
1
|f2|2e2sΦdxdt + CE
∫ T
0
∫ 1
x
(2)
1
sΦ(|F2,x|2 + |F2|2)e2sΦdxdt
+ C(λ)s2eC(λ)s‖vε(·, T )‖2L2(Ω,FT ,P;L2(I))
+ CE
∫
ω
(1)
T
(s3λ4Φ3|vε|2 + ǫsλ2Φ|vεx|2)e2sΦdxdt (3.61)
for sufficient large s and λ.
Combining (3.59) and (3.61) and adding to both sides of the inequality the term
E
∫ T
0
∫ x(2)2
x
(2)
1
s3λ4Φ3(x+ ε)2α+3β−4|vε|2e2sΦdxdt+ ǫE
∫ T
0
∫ x(2)2
x
(2)
1
sλ2Φ(x+ ε)2α+β−2|vεx|2e2sΦdxdt,
we obtain
E
∫
QT
sλ2
[
Φ1χ
2e2sΦ1 +Φ2(1− χ)2e2sΦ2
] |F2|2dxdt
+ E
∫
QT
s3λ4Φ3(x+ ε)2α+3β−4|vε|2e2sΦdxdt+ ǫE
∫
QT
sλ2Φ(x+ ε)2α+β−2|vεx|2e2sΦdxdt
≤CE
∫
QT
λ|f2|2e2sΦdxdt+ CE
∫
QT
sλΦ
(|F2,x|2 + |F2|2)e2sΦdxdt
+ CE
∫
ω
(1)
T
(s3λ4Φ3|vε|2 + ǫsλ2Φ|vεx|2)e2sΦdxdt+ C(λ)s2eC(λ)s‖vε(·, T )‖2L2(Ω,FT ,P;L2(I))
+ C(λ)E
∫ T
0
s2
[
(x+ ε)α+β−1(|vε|2 + |F2|2)e2sΦ
]
x=0
dt. (3.62)
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Noticing that Φ1χ
2e2sΦ1 +Φ2(1− χ)2e2sΦ2 > CΦe2sΦ in QT , we further have
E
∫
QT
sλ2Φ|F2|2e2sΦdxdt+ E
∫
QT
s3λ4Φ3(x+ ε)2α+3β−4|vε|2e2sΦdxdt
+ ǫE
∫
QT
sλ2Φ(x+ ε)2α+β−2|vεx|2e2sΦdxdt
≤CE
∫
QT
λ|f2|2e2sΦdxdt + CE
∫
QT
sλΦ|F2,x|2e2sΦdxdt
+ CE
∫
ω
(1)
T
(s3λ4Φ3|vε|2 + ǫsλ2Φ|vεx|2)e2sΦdxdt+ C(λ)s2eC(λ)s‖vε(·, T )‖2L2(Ω,FT ,P;L2(I))
+ C(λ)E
∫ T
0
s2
[
(x+ ε)α+β−1(|vε|2 + |F2|2)e2sΦ
]
x=0
dt. (3.63)
Similar to Lemma 3.4, we have the following Cacciopoli inequality for forward stochastic
degenerate parabolic equation:
E
∫
ω
(1)
T
Φ|vεx|2e2sΦdxdt
≤C(λ)E
∫
ωT
s2Φ3|vε|2e2sΦdxdt+ CE
∫
QT
s−1Φ|f2|2e2sΦdxdt
+ CE
∫
QT
Φ|F2|2e2sΦdxdt. (3.64)
Finally, substituting (3.64) into (3.63) and choosing ǫ sufficiently small, we can absorb the
term of F2 on the right-hand side of (3.64) and then obtain (3.43). This completes the proof
of Theorem 3.5. 
4 Null controllability
In this section, we will apply Theorem 3.1 to prove the null controllability result for the
forward stochastic degenerate parabolic equation (1.3), i.e. the following Theorem 4.1.
Theorem 4.1. Let α ∈ (0, 12 ) and a, b, c ∈ L∞F (0, T ;L∞(I)). Then for any y0 ∈ L2(Ω,F0,P;
L2(G)), there exists a pair of controls (g,G) ∈ L2F(0, T ;L2(I)) × L2F(0, T ;L2(I)) such that
the solution y of (1.3) satisfies y(x, T ) = 0 in I, P-a.s.
Since the system (1.3) is degenerate, we first transfer to study a uniform null controlla-
bility in ε for a nondegenerate approximate system. More precisely, letting 0 < ε < 1, we
consider

dyε − ((x+ ε)αyεx)x dt = (ayεx + byε + gε1ω)dt+ (cyε +Gε)dB(t), (x, t) ∈ QT ,
yε(0, t) = yε(1, t) = 0, t ∈ (0, T ),
yε(x, 0) = yε0(x), x ∈ I,
(4.1)
where
yε0 → y0 in L2(Ω,F0,P;L2(I)). (4.2)
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It is well known that the key ingredient for studying the null controllability is to obtain
observation inequality for the corresponding adjoint equation. An important tool is Carle-
man estimate, in whose proof the main difficulty is how to deal with the first order term
in the stochastic degenerate parabolic system. In order to use the terms on the left-hand
side of Carleman estimate to absorb this term directly, we need x−
α
2 a ∈ L∞F (0, T ;L∞(I)),
which means that the coefficient a of the first order term goes to zero at some polynomial
rate as x→ 0. More reasonable condition is a ∈ L∞F (0, T ;L∞(I)). For this condition on a,
we will apply a duality technique to establish a new Carleman estimate for the stochastic
degenerate parabolic equation with convection term.
In next subsection we first prove a Carleman estimate for the following corresponding
adjoint system of (4.1):

dz + ((x+ ε)αzx)x dt =
(
(az)x − bz − cZ
)
dt+ ZdB(t), (x, t) ∈ QT ,
z(0, t) = z(1, t) = 0, t ∈ (0, T ),
z(x, T ) = zT (x), x ∈ I.
(4.3)
Next based on this Carleman estimate, we obtain observation inequality and then prove the
null controllability result, i.e. Theorem 4.1.
4.1 Carleman estimate for a backward stochastic degenerate equa-
tion with convection term
Our main result in this subsection is the following estimate, whose proof is based on a
duality argument introduced by Imanuvilov and Yamamoto [17] for deterministic parabolic
equation, or introduced by Liu [25] or Yan [39] for stochastic parabolic equation.
Theorem 4.2. Let α ∈ (0, 12), a, b, c ∈ L∞F (0, T ;L∞(I)) and zT ∈ L2(Ω,FT ,P;L2(I)).
Then for any ε ∈ (0, ν) with a sufficiently small ν > 0, there exist positive constants λ3 =
λ3(ω, I, T , α,M, ν), s3 = s3(ω, I, T , α,M, ν, λ) and C = C(ω, I, T, α,M, ν, λ) such that
E
∫
QT
s3ξ3|z|2e2sϕdxdt+ E
∫
QT
sξ(x+ ε)α|zx|2e2sϕdxdt
≤CE
∫
QT
s2ξ2|Z|2e2sϕdxdt+ CE
∫
ωT
s3ξ3|z|2e2sϕdxdt (4.4)
for all λ ≥ λ3, s ≥ s3 and all z ∈ H1 satisfying (4.3).
In order to prove Theorem 4.2, we consider the following controlled forward stochastic
parabolic equation:

dw − ((x+ ε)αwx)x dt =
(
s3ξ3ze2sϕ + h1ω
)
dt+HdB(t), (x, t) ∈ QT ,
w(0, t) = w(1, t) = 0, t ∈ (0, T ),
w(x, 0) = 0, x ∈ I,
(4.5)
where (h,H) ∈ L2F(0, T ;L2(ω)) × L2F(0, T ;L2(I)) is a pair control. Then, we have the
following controllability result, whose proof will be put in the Appendix.
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Lemma 4.3. Let α ∈ (0, 12). Then for any ε ∈ (0, 1), there exists a pair of controls (h,H) ∈
L2F(0, T ;L
2(ω)) × L2F(0, T ;L2(I)) such that (4.5) admits a solution w ∈ H1 corresponding
to (h,H) satisfying w(x, T ) = 0 in I, P-a.s. Moreover, there exists a positive constant
C = C(ω, I, T, α,M) such that
E
∫
QT
|w|2e−2sϕdxdt+ E
∫
QT
s−2ξ−2(x+ ε)α|wx|2e−2sϕdxdt
+ E
∫
ωT
s−3ξ−3|h|2e−2sϕdxdt+ E
∫
QT
s−2ξ−2|H |2e−2sϕdxdt
≤CE
∫
QT
s3ξ3|z|2e2sϕdxdt. (4.6)
Now we prove Theorem 4.2.
Proof of Theorem 4.2. By Lemma 4.3, we know that there exists a pair of controls (h,H)
such that the solution w of (4.5) corresponding to (h,H) satisfies w(x, T ) = 0 in I, P-a.s.
Then by using Itoˆ formula and integrating by parts, we obtain the following duality between
w and z:
E
∫
QT
(
s3ξ3|z|2e2sϕ + zh|ω
)
dxdt
=E
∫
QT
azwxdxdt+ E
∫
QT
(bzw + cZw)dxdt − E
∫
QT
ZHdxdt. (4.7)
By Young’s inequality, we further find that
E
∫
QT
s3ξ3|z|2e2sϕdxdt
≤ǫE
∫
ωT
s−3ξ−3|h|2e−2sϕdxdt+ ǫE
∫
QT
s−2ξ−2(x+ ε)α|wx|2e−2sϕdxdt
+ ǫE
∫
QT
|w|2e−2sϕdxdt+ ǫE
∫
QT
s−2ξ−2|H |2e−2sϕdxdt
+ C(ǫ)E
∫
ωT
s3ξ3|z|2e2sϕdxdt+ C(ǫ)E
∫
QT
s2ξ2(x+ ε)−α|z|2e2sϕdxdt
+ C(ǫ)E
∫
QT
|z|2e2sϕdxdt+ C(ǫ)E
∫
QT
s2ξ2|Z|2e2sϕdxdt. (4.8)
Substituting (4.6) into (4.8) and choosing ǫ sufficiently small, we obtain
E
∫
QT
s3ξ3|z|2e2sϕdxdt ≤CE
∫
QT
s2ξ2(x+ ε)−α|z|2e2sϕdxdt+ CE
∫
QT
s2ξ2|Z|2e2sϕdxdt
+ CE
∫
ωT
s3ξ3|z|2e2sϕdxdt. (4.9)
Now we estimate E
∫
QT
sξ(x + ε)α|zx|2e2sϕdxdt. To do this, we use Itoˆ formula again
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and the equation of z to obtain
2E
∫
QT
sξ(x+ ε)α|zx|2e2sϕdxdt
=− E
∫
QT
s(ξe2sϕ)t|z|2dxdt− 2E
∫
QT
sξ(x + ε)α(e2sϕ)xzzxdxdt
+ 2E
∫
QT
sξaz
(
ze2sϕ
)
x
dxdt+ 2E
∫
QT
sξz(bz + cZ)e2sϕdxdt− E
∫
QT
sξ|Z|2e2sϕdxdt
≤CE
∫
QT
s3ξ3|z|2e2sϕdxdt+ E
∫
QT
sξ(x + ε)α|zx|2e2sϕdxdt
+ CE
∫
QT
sξ(x+ ε)−α|z|2e2sϕdxdt+ CE
∫
QT
sξ|Z|2e2sϕdxdt, (4.10)
which implies
E
∫
QT
sξ(x + ε)α|zx|2e2sϕdxdt
≤CE
∫
QT
s3ξ3|z|2e2sϕdxdt+ CE
∫
QT
sξ(x+ ε)−α|z|2e2sϕdxdt
+ CE
∫
QT
sξ|Z|2e2sϕdxdt. (4.11)
Combining (4.9) and (4.11) yields that
E
∫
QT
s3ξ3|z|2e2sϕdxdt+ E
∫
QT
sξ(x+ ε)α|zx|2e2sϕdxdt
≤CE
∫
QT
s2ξ2(x+ ε)−α|z|2e2sϕdxdt+ CE
∫
QT
s2ξ2|Z|2e2sϕdxdt
+ CE
∫
ωT
s3ξ3|z|2e2sϕdxdt. (4.12)
Applying Young’s equality and Hardy-Poincare´ inequality (3.7), we obtain
E
∫
QT
s2ξ2(x+ ε)−α|z|2e2sϕdxdt
≤ǫE
∫
QT
s3ξ3|z|2e2sϕdxdt+ C(ǫ)E
∫
QT
sξ(x + ε)−2α|z|2e2sϕdxdt
≤ǫE
∫
QT
s3ξ3|z|2e2sϕdxdt+ C(ε)E
∫
QT
(x+ ε)2−2α
(
sξ|zx|2 + s3ξ3|z|2
)
e2sϕdxdt. (4.13)
Choosing ǫ sufficiently small and substituting (4.13) into (4.12), we find that
E
∫
QT
s3ξ3|z|2e2sϕdxdt+ E
∫
QT
sξ(x+ ε)α|zx|2e2sϕdxdt
≤CE
∫
QT
s2ξ2|Z|2e2sϕdxdt+ CE
∫
ωT
s3ξ3|z|2e2sϕdxdt
+ CE
∫
QT
(x + ε)2−2α
(
sξ|zx|2 + s3ξ3|z|2
)
e2sϕdxdt. (4.14)
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The remainder of the proof is to eliminate the last term on the right-hand side of (4.14).
In order to overcome the degeneracy in this term, we transfer to consider the equation
of z in a interval outside of x = 0. For some given 0 < ν <
x
(1)
1
3 , we set Iν = (ν, 1) and
Qν,T = Iν×(0, T ). Further we introduce a cut-off function ρ ∈ C2(I¯) such that 0 ≤ ρ(x) ≤ 1
for x ∈ I, ρ(x) ≡ 1 for x ∈ (3ν, 1) and ρ(x) ≡ 0 for x ∈ (0, 2ν). Additionally, we choose a
weight function ϕ˜ such that
ϕ˜(x, t) =
eλη˜(x) − e2λM
t2(T − t)2 , (x, t) ∈ Qν,T ,
where η˜ ∈ C2(Iν) satisfies η˜ > 0 in Iν and
η˜(x) =


0, x = ν,
smooth, x ∈ (ν, 2ν),
η1(x), x ∈ (2ν, x(2)1 ),
η1(x) = η2(x), x ∈ (x(2)1 , x(2)2 ),
η2(x), x ∈ (x(2)2 , 1).
(4.15)
Then we easily see that
η˜ > 0, x ∈ Iν , η˜(ν) = η˜(1) = 0 and |η˜x(x)| > 0, x ∈ Iν \ ω(1)
and
ϕ˜(x, t) = ϕ(x, t), (x, t) ∈ (2ν, 1)× (0, T ). (4.16)
Letting z˜ = ρz, we now consider

dz˜ + ((x+ ε)αz˜x)x dt =
(
(az˜)x − bz˜ − cZ˜ + f˜
)
dt+ Z˜dB(t), (x, t) ∈ Qν,T ,
z(ν, t) = z(1, t) = 0, t ∈ (0, T ),
z(x, T ) = zT (x), x ∈ Iν ,
(4.17)
where
f˜ =
(
(x + ε)αρxz
)
x
+ (x+ ε)αρxzx − aρxz, Z˜ = ρZ.
By the Carleman estimate for stochastic nondegenerate parabolic equation, e.g. Theorem
6.1 in [32], we obtain that there exists a constant C depending on ω, I, T, α and ν, but
independent of ε such that
E
∫
Qν,T
sξ|z˜x|2e2sϕ˜dxdt+ E
∫
Qν,T
s3ξ3|z˜|2e2sϕ˜dxdt
≤C(ν)E
∫
Qν,T
(|Z˜|2 + |f˜ |2)e2sϕ˜dxdt+ C(ν)E
∫
Qν,T
s2ξ2|Z˜|2e2sϕ˜dxdt
+ C(ν)E
∫
ω
(1)
T
s3ξ3|z˜|2e2sϕ˜dxdt
≤C(ν)E
∫
Qν,T
(|ρx|2 + |ρxx|2)(|z|2 + |zx|2)e2sϕ˜dxdt+ C(ν)E
∫
Qν,T
s2ξ2|Z˜|2e2sϕ˜dxdt
+ C(ν)E
∫
ω
(1)
T
s3ξ3|z˜|2e2sϕ˜dxdt. (4.18)
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Using the definition of ρ and (4.16), we further obtain
E
∫ T
0
∫ 1
3ν
sξ|zx|2e2sϕdxdt+ E
∫ T
0
∫ 1
3ν
s3ξ3|z|2e2sϕdxdt
≤C(ν)E
∫ T
0
∫ 3ν
2ν
(|z|2 + |zx|2)e2sϕdxdt+ C(ν)E
∫ T
0
∫ 1
2ν
s2ξ2|Z|2e2sϕdxdt
+ C(ν)E
∫
ω
(1)
T
s3ξ3|z|2e2sϕdxdt. (4.19)
On the other hand, we easily obtain that
E
∫
QT
(x+ ε)2−2α
(
sξ|zx|2 + s3ξ3|z|2
)
e2sϕdxdt
≤E
∫ T
0
∫ 3ν
0
(x+ ε)2−2α
(
sξ|zx|2 + s3ξ3|z|2
)
e2sϕdxdt
+ E
∫ T
0
∫ 1
3ν
(x + ε)2−2α
(
sξ|zx|2 + s3ξ3|z|2
)
e2sϕdxdt
≤(4ν)2−3αE
∫ T
0
∫ 3ν
0
(
sξ(x+ ε)α|zx|2 + s3ξ3|z|2
)
e2sϕdxdt
+ 22−2αE
∫ T
0
∫ 1
3ν
(
sξ|zx|2 + s3ξ3|z|2
)
e2sϕdxdt (4.20)
for ν ∈ (0, 14) and ε ∈ (0, ν). Then from (4.19) and (4.20) it follows that
E
∫
QT
(x+ ε)2−2α
(
sξ|zx|2 + s3ξ3|z|2
)
e2sϕdxdt
≤(4ν)2−3αE
∫ T
0
∫ 3ν
0
(
sξ(x+ ε)α|zx|2 + s3ξ3|z|2
)
e2sϕdxdt
+ C(ν)E
∫ T
0
∫ 3ν
2ν
(|z|2 + |zx|2)e2sϕdxdt+ C(ν)E
∫
QT
s2ξ2|Z|2e2sϕdxdt
+ C(ν)E
∫
ω
(1)
T
s3ξ3|z|2e2sϕdxdt. (4.21)
By substituting (4.21) into (4.14), we obtain
E
∫
QT
s3ξ3|z|2e2sϕdxdt+ E
∫
QT
sξ(x + ε)α|zx|2e2sϕdxdt
≤C(ν)E
∫
QT
s2ξ2|Z|2e2sϕdxdt+ C(ν)E
∫
ωT
s3ξ3|z|2e2sϕdxdt
+ (4ν)2−3αCE
∫
QT
(
sξ(x+ ε)α|zx|2 + s3ξ3|z|2
)
e2sϕdxdt
+ C(ν)E
∫
QT
|z|2e2sϕdxdt+ C(ν)
(2ν)α
E
∫
QT
(x+ ε)α|zx|2e2sϕdxdt. (4.22)
Finally, choosing ν sufficiently small such that (4ν)2−3αC ≤ 14 and then s sufficiently large
such that 12smint∈[0,T ] ξ > max
{
C(ν), C(ν)(2ν)α
}
, we can absorb the last three terms on the
right-hand side of (4.22) and then obtain (4.4). This completes the proof of Theorem 4.2.

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4.2 Proof of Theorem 4.1
In this section, we will show the null controllability result for system (1.3), i.e. Theorem
4.1. To do this, we first prove the following observation inequality.
Lemma 4.4. Let α ∈ (0, 12), a, b, c ∈ L∞F (0, T ;L∞(I)) and zT ∈ L2(Ω,FT ,P;L2(I)).
Then for any ε ∈ (0, ν) with a sufficiently small ν > 0, there exist positive constant
C = C(ω, I, T, α,M, ν) such that the solution z of the adjoint system (4.3) satisfies
E
∫
I
|z|2(x, 0)dx ≤ C
∫
QT
|Z|2dx+ C
∫
ωT
|z|2dxdt. (4.23)
Proof. By Itoˆ formula, we obtain for 0 ≤ τ < τ˜ ≤ T that
E
∫
I
|z|2(x, τ)dx + 2E
∫ τ˜
τ
∫
I
(x+ ε)α|zx|2dxdt+ E
∫ τ˜
τ
∫
I
|Z|2dxdt
=E
∫
I
|z|2(x, τ˜ )dx+ 2E
∫ τ˜
τ
∫
I
azxzdxdt+ 2E
∫ τ˜
τ
∫
I
b|z|2dxdt
+ 2E
∫ τ˜
τ
∫
I
czZdxdt. (4.24)
Similar to (2.15), we have
E
∫ τ˜
τ
∫
I
azxzdxdt ≤1
2
E
∫ τ˜
τ
∫
I
(x+ ε)α|zx|2dxdt+ CE
∫ τ˜
τ
∫
I
|z|2dxdt. (4.25)
Substituting (4.25) into (4.24) yields that
E
∫
I
|z|2(x, τ)dx ≤ E
∫
I
|z|2(x, τ˜ )dx + CE
∫ τ˜
τ
∫
I
|z|2dxdt, 0 ≤ τ < τ˜ ≤ T. (4.26)
Then applying Gronwall inequality yields that
E
∫
I
|z|2(x, τ)dx ≤ eC(τ˜−τ)E
∫
I
|z|2(x, τ˜ )dx, 0 ≤ τ < τ˜ ≤ T. (4.27)
Letting τ = 0 and integrating over
[
T
3 ,
2T
3
]
with respect to τ˜ , we find that
T
3
E
∫
I
|z|2(x, 0)dx ≤ CE
∫ 2T
3
T
3
∫
I
|z|2dxdt. (4.28)
On the other hand, by Theorem 4.2 we obtain
E
∫
QT
s3ξ3|z|2e2sϕdxdt+ E
∫
QT
sξ(x+ ε)α|zx|2e2sϕdxdt
≤CE
∫
QT
s2ξ2|Z|2e2sϕdxdt+ CE
∫
ωT
s3ξ3|z|2e2sϕdxdt (4.29)
for all λ ≥ λ3, s ≥ s3. We fix λ = λ3 and s = s3. By
ξ3e2sϕ ≥
(
4
T 2
)6
exp
(
2s3
(
9
2T 2
)2
e−2λ3M
)
, t ∈
[
T
3
,
2T
3
]
,
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we further have
E
∫ 2T
3
T
3
∫
I
|z|2dxdt
≤C(λ3, s3)E
∫
QT
ξ2|Z|2e2sϕdxdt+ C(λ3, s3)E
∫
ωT
ξ3|z|2e2sϕdxdt. (4.30)
Since max(x,t)∈QT ξ
3(t)e2sϕ(x,t) <∞, we deduce from (4.30) that
E
∫ 2T
3
T
3
∫
I
|z|2dxdt ≤CE
∫
QT
|Z|2dxdt+ CE
∫
ωT
|z|2dxdt. (4.31)
Finally, we obtain the desired estimate (4.23) from (4.28) and (4.31) and then complete the
proof of Lemma 4.4. 
Now we prove Theorem 4.1.
Proof of Theorem 4.1.The proof is based on a classical dual argument and an approximate
method. We introduce a linear subspace of L2F(0, T ;L
2(ω))× L2F(0, T ;L2(I)):
X =
{
(z|ω, Z) | (z, Z) solves the system (4.3) with some zT ∈ L2(Ω,FT ,P;L2(I))
}
endowed with the norm
‖(z|ω, Z)‖2X =
∫
ωT
|z|2dxdt+
∫
QT
|Z|2dxdt.
We further define a linear functional on X as follows:
L(z|ω, Z) = −E
∫
I
yε(x, 0)z(x, 0)dx.
By Lemma 4.4, we see that for any ε ∈ (0, ν), there exists constant C independent of ε such
that
|L(z|ω, Z)| ≤
(
E
∫
I
|yε(x, 0)|2dx) 12(E∫
I
|z(x, 0)|2dx
) 1
2
≤C
(
E
∫
I
|yε(x, 0)|2dx
) 1
2 ‖(z|ω, Z)‖X , (4.32)
which means that L is a bounded linear functional on X . We can extend L to be a bounded
linear functional on L2F(0, T ;L
2(ω)) × L2F(0, T ;L2(I)) and use the same notation for this
extension. Now by Riesz representation, we know that for any ε ∈ (0, ν), there exists a
unique pair of controls (gε, Gε) ∈ L2F(0, T ;L2(ω))× L2F(0, T ;L2(I)) such that
−E
∫
I
yε0(x)z(x, 0)dx = E
∫
ωT
gεzdxdt+ E
∫
QT
GεZdxdt, (4.33)
and
‖(gε, Gε)‖X ≤ C
(
E
∫
I
|yε0(x)|2dx
) 1
2
. (4.34)
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By the duality between z and yε
E
∫
I
yε(x, T )z(x, T )dx− E
∫
I
yε0(x)z(x, 0)dx = E
∫
QT
(gε1ωz +G
εZ)dxdt, (4.35)
we see that for any ε ∈ (0, ν), there exists a pair of controls (gε, Gε) ∈ L2F(0, T ;L2(ω)) ×
L2F(0, T ;L
2(I)) such that yε(x, T ) = 0, P-a.s. Since the equation (4.1) is linear, we could
further obtain that {(gε, Gε)} is Chauchy sequence such that
‖(gε1 − gε2 , Gε1 −Gε2 )‖X ≤ C
(
E
∫
I
∣∣(yε10 − yε20 )(x)∣∣2dx) 12 (4.36)
for any ε1, ε2 ∈ (0, ν). Notice that the constant C in (4.36) is independent of ε. Therefore
together with yε0 → y0 in L2(Ω,F0,P;L2(I)), letting ε → 0, we obtain a control (g,G) ∈
L2F(0, T ;L
2(ω)) × L2F(0, T ;L2(I)) that drives the corresponding solution y to zero at time
T . This completes the proof of Theorem 4.1. 
5 Stability for inverse problem
In this section, we apply Carleman estimate (3.45) to prove the Lipschitz stability for our
inverse random source problem, i.e. the following Theorem 5.1.
Theorem 5.1. Let α ∈ (0, 2), r ∈ L∞F (0, T ;W 1,∞(I)) such that |r(x, t)| ≥ r0 > 0 for
(x, t) ∈ QT , P − a.s., h(i) ∈ L2F(0, T ) for i = 1, 2. Then there exists a positive constant
C = C(ω, I, T, α, r0) such that
‖h(1) − h(2)‖L2
F
(0,T )
≤C
(
‖y(1) − y(2)‖L2
F
(0,T ;L2(ω)) + ‖
(
y(1) − y(2))(·, T )‖L2(Ω,FT ,P;L2(I))) , (5.1)
where y(i) is the solutions to (1.4) corresponding to h(i) for i = 1, 2, respectively.
Proof. Letting y˜ = y(1) − y(2) and h˜ = h(1) − h(2), we have

dy˜ − (xαy˜x)x dt = h˜(t)r(x, t)dB(t), (x, t) ∈ QT ,
y˜(1, t) = 0, t ∈ (0, T ),
and
{
y˜(0, t) = 0 for α ∈ (0, 1),(
xαy˜x
)
(0, t) = 0 for α ∈ [1, 2), t ∈ (0, T ),
y˜(x, 0) = 0, x ∈ I.
(5.2)
Then applying (3.45) to y˜, we obtain
E
∫
QT
sλΦ|h˜r|2e2sΦdxdt
≤CE
∫
QT
sΦ|h˜rx|2e2sΦdxdt+ C(λ)E
∫
ωT
s3Φ3|y˜|2e2sΦdxdt
+ C(λ)s2eC(λ)s‖y˜(·, T )‖2L2(Ω,FT ,P;L2(I)). (5.3)
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By means of |r(x, t)| ≥ r0 > 0 for (x, t) ∈ QT , P− a.s. and choosing λ sufficiently large to
absorb the first term on the right-hand side of (5.3), we have
E
∫
QT
sλΦ|h˜|2e2sΦdxdt
≤C(λ)E
∫
ωT
s3Φ3|y˜|2e2sΦdxdt+ C(λ)s2eC(λ)s‖y˜(·, T )‖2L2(Ω,FT ,P ;L2(I)). (5.4)
Finally, using 0 < Φe2sΦ < C(λ, s) due to the regular weight function, we deduce (5.1) from
(5.4) and complete the proof of Theorem 5.1. 
6 Appendix
Here, we prove Lemma 3.4 and Lemma 4.3.
Proof of Lemma 3.4. Let ρ1 ∈ C2(I) be a cut-function such that 0 ≤ ρ1(x) ≤ 1 for x ∈ I,
ρ1(x) ≡ 1 for x ∈ ω(1) and ρ1(x) ≡ 0 for x ∈ I \ ω. By using Itoˆ formula, (duε)2 = F 21 dt
and the equation of uε, we have
d
[
ρ1ξ(u
ε)2e2sϕ
]
=2ρ1ξu
εe2sϕduε + ρ1(ξe
2sϕ)t(u
ε)2dt+ ρ1ξe
2sϕ(duε)2
=2ρ1ξu
εe2sϕ [− ((x+ ε)αuεx)x dt+ f1dt+ F1dB(t)]
+ ρ1(2sξϕt + ξt)(u
ε)2e2sϕdt+ ρ1ξ|F1|2e2sϕdt. (A.1)
Then integrating both side of (A.1) in QT and taking mathematical expectation in Ω, we
find
2E
∫
QT
ρ1ξ(x+ ε)
α|uεx|2e2sϕdxdt
=2E
∫
QT
ξ
[
(ρ1e
2sϕ)x(x+ ε)
α
]
x
|uε|2dxdt− 2E
∫
QT
ρ1ξu
εf1e
2sϕdxdt
− E
∫
QT
ρ1(2sξϕt + ξt)|uε|2e2sϕdxdt− E
∫
QT
ρ1ξ|F1|2e2sϕdxdt
≤C(λ)E
∫
ωT
s2ξ3|uε|2e2sϕdxdt+ CE
∫
QT
s−2|f1|2e2sϕdxdt
+ CE
∫
QT
ξ|F1|2e2sϕdxdt. (A.2)
Here we have used
∣∣[(ρ1e2sϕ)x(x + ε)α]x∣∣ ≤ C(λ)s2ξ2e2sϕ in ω(1), where C is independent
of ε. Noting that ρ1 ≡ 1 in ω(1), we immediately deduce (3.8) from (A.2) and complete the
proof of Lemma 3.4. 
Now we prove Lemma 4.3, whose proof is similar to the one in [25] or [39]. Different from
those papers, here we need that the estimate (4.6) is not depending on ε, which is important
to study our null controllability. So that we list a detailed process here.
Proof of Lemma 4.3. As [39], for any τ > 0 we set
ϕτ (x, t) =
χ(x)ψ1(x) + (1− χ(x))ψ2(x)
(t+ τ)2(T − t+ τ)2
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and
U =
{
(h,H) | E
∫
ωT
s−3ξ−3|h|2e−2sϕdxdt + E
∫
QT
s−2ξ−2|H |2e−2sϕdxdt <∞
}
.
Then we consider the following constrained extremal problem
J =1
2
min
(h,H)∈U
(
E
∫
ωT
s−3ξ−3|h|2e−2sϕdxdt+ E
∫
QT
s−2ξ−2|H |2e−2sϕdxdt
+ E
∫
QT
|w|2e−2sϕτdxdt+ 1
τ
E
∫
I
|w(x, T )|2dx
)
, (A.3)
where w is the solution of (4.5) corresponding to (h,H). By the variational method in [23],
we see that for any given τ , the control problem (A.3) admits a unique optimal solution
(hτ , Hτ ) ∈ U such that
hτ = −s3ξ3pτe2sϕ, Hτ = −s2ξ2Pτe2sϕ, (A.4)
where (pτ , Pτ ) is the solution of the following backward stochastic equation

dpτ + ((x+ ε)
αpτ,x)x dt = −wτe−2sϕτdt+ PτdB(t), (x, t) ∈ QT ,
pτ (0, t) = pτ (1, t) = 0, t ∈ (0, T ),
pτ (x, T ) =
1
τ
wτ (x, T ), x ∈ Ω.
(A.5)
where wτ ∈ H is the solution of (4.5) corresponding to (hτ , Hτ ).
Now we prove a uniform estimate for (wτ , hτ , Hτ ) in τ and ε. By Itoˆ formula, (4.5),
(A.4), (A.5) and Young’s inequality, we find that
E
∫
I
pτ (x, T )wτ (x, T )dx
=E
∫
I
pτ (x, 0)wτ (x, 0)dx + E
∫
QT
pτ
[
((x + ε)αwτ,x)x dt+
(
s3ξ3ze2sϕ + hτ1ω
)
dt
]
dx
+ E
∫
QT
wτ
[− ((x+ ε)αpτ,x)x dt− wτe−2sϕτdt]dx+ E
∫
QT
PτHτdxdt
≤ǫE
∫
QT
s3ξ3|pτ |2e2sϕdxdt+ C(ǫ)E
∫
QT
s3ξ3|z|2e2sϕdxdt− E
∫
ωT
s3ξ3|pτ |2e2sϕdxdt
− E
∫
QT
|wτ |2e−2sϕτdxdt− E
∫
QT
s2ξ2|Pτ |2e2sϕdxdt. (A.6)
On the other hand, since α ∈ (0, 12), we can choose β = 4−2α3 ∈ (1, 2 − α) such that
2α+ 3β − 4 = 0. Then applying Theorem 3.1 to pτ yields that
E
∫
QT
s3ξ3|pτ |2e2sϕdxdt ≤CE
∫
QT
|wτ |2e−4sϕτ+2sϕdxdt+ CE
∫
QT
s2ξ2|Pτ |2e2sϕdxdt
+ CE
∫
ωT
s3ξ3|pτ |2e2sϕdxdt. (A.7)
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Together with ϕτ ≥ ϕ, we deduce from (A.6) and (A.7) that
1
τ
E
∫
I
|wτ |2(x, T )dx+ E
∫
QT
|wτ |2e−2sϕτdxdt
+ E
∫
ωT
s−3ξ−3|hτ |2e−2sϕdxdt + E
∫
QT
s−2ξ−2|Hτ |2e−2sϕdxdt
≤CE
∫
QT
s3ξ3|z|2e2sϕdxdt, (A.8)
if we choose ǫ sufficiently small. Notice that
d
(
s−2ξ−2|wτ |2e−2sϕτ
)
=s−2
(
ξ−2e−2sϕτ
)
t
|wτ |2dt
+ 2s−2ξ−2wτe−2sϕτdwτ + s−2ξ−2e−2sϕτ (dwτ )2. (A.9)
Integrating both side of (A.9) in QT , taking mathematical expectation and using the equa-
tion of wτ , we than obtain
2E
∫
QT
s−2ξ−2(x+ ε)α|wτ,x|2e−2sϕτdxdt
=− E
∫
I
[
s−2ξ−2|wτ |2e−2sϕτ
]t=T
t=0
dx+ E
∫
QT
s−2(ξ−2e−2sϕτ )t|wτ |2dxdt
− 2E
∫
QT
s−2ξ−2(x+ ε)α(e−2sϕτ )xwτwτ,xdxdt+ 2E
∫
QT
sξwτze
−2sϕτ+2sϕdxdt
+ 2E
∫
ωT
s−2ξ−2wτhτe−2sϕτdxdt+ E
∫
QT
s−2ξ−2|Hτ |2e−2sϕτdxdt
≤CE
∫
QT
|wτ |2e−2sϕτdxdt + E
∫
QT
s−2ξ−2(x + ε)α|wτ,x|2e−2sϕτdxdt
+ CE
∫
QT
s2ξ2|z|2e−2sϕτ+4sϕdxdt+ CE
∫
ωT
s−3ξ−3|hτ |2e−2sϕdxdt
+ CE
∫
QT
s−2ξ−2|Hτ |2e−2sϕdxdt. (A.10)
Therefore, it follows from (A.8) and (A.10) that
1
τ
E
∫
I
|wτ |2(x, T )dx+ E
∫
QT
|wτ |2e−2sϕτdxdt
+ E
∫
QT
s−2ξ−2(x+ ε)α|wτ,x|2e−2sϕτdxdt+ E
∫
ωT
s−3ξ−3|hτ |2e−2sϕdxdt
+ E
∫
QT
s−2ξ−2|Hτ |2e−2sϕdxdt
≤CE
∫
QT
s3ξ3|z|2e2sϕdxdt, (A.11)
where C is independent of ε and τ . Then there exist w ∈ H1 and (h,H) ∈ U such that
(wτ , hτ , Hτ )⇀ (w, h,H) in H1 × U .
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As [25], by letting τ → 0, we can obtain (4.6) and w(x, T ) = 0 in I, P − a.s. This completes
the proof of this lemma. 
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