Abstract: Atmospheric correction of remotely sensed imagery of inland water bodies is essential to interpret water-leaving radiance signals and for the accurate retrieval of water quality variables. Atmospheric correction is particularly challenging over inhomogeneous water bodies surrounded by comparatively bright land surface. We present results of AisaFENIX airborne hyperspectral imagery collected over a small inland water body under changing cloud cover, presenting challenging but common conditions for atmospheric correction. This is the first evaluation of the performance of the FENIX sensor over water bodies. ATCOR4, which is not specifically designed for atmospheric correction over water and does not make any assumptions on water type, was used to obtain atmospherically corrected reflectance values, which were compared to in situ water-leaving reflectance collected at six stations. Three different atmospheric correction strategies in ATCOR4 was tested. The strategy using fully image-derived and spatially varying atmospheric parameters produced a reflectance accuracy of ±0.002, i.e., a difference of less than 15% compared to the in situ reference reflectance. Amplitude and shape of the remotely sensed reflectance spectra were in general accordance with the in situ data. The spectral angle was better than 4.1 • for the best cases, in the spectral range of 450-750 nm. The retrieval of chlorophyll-a (Chl-a) concentration using a popular semi-analytical band ratio algorithm for turbid inland waters gave an accuracy of~16% or 4.4 mg/m 3 compared to retrieval of Chl-a from reflectance measured in situ. Using fixed ATCOR4 processing parameters for whole images improved Chl-a retrieval results from~6 mg/m 3 difference to reference to approximately 2 mg/m 3 . We conclude that the AisaFENIX sensor, in combination with ATCOR4 in image-driven parametrization, can be successfully used for inland water quality observations. This implies that the need for in situ reference measurements is not as strict as has been assumed and a high degree of automation in processing is possible.
Introduction
Coastal and inland water bodies can receive agricultural, domestic and industrial pollutants and are subject to recreational pressures from leisure, fishing and aquaculture industries. Remote sensing is widely considered as a cost-efficient strategy to complement traditional monitoring methods, in order to meet growing monitoring requirements set out by international environmental legislation [1] [2] [3] [4] .
Satellite remote sensing is an effective platform for frequent global ocean monitoring, and used increasingly to observe optically-complex coastal waters and inland water bodies of suitable size. The complexity and variability of optically active water constituents as well as the size of many inland water bodies ideally requires a satellite sensor with global coverage, high spatial and temporal resolution and high radiometric sensitivity applied to a set of narrow wavebands. Future hyperspectral satellite missions may well meet this demand [4, 5] . Presently, airborne remote sensing is a mature but relatively costly method compared to satellite remote sensing for small water bodies. Studies using airborne hyperspectral sensors have demonstrated that accurate retrieval of optically-active substances in coastal and inland water bodies is possible [4, [6] [7] [8] [9] [10] . Since the launch of the Medium Resolution Imaging Spectrometer (MERIS), a satellite mission with global coverage and an adequate band set for several inland water types, attention to airborne sensors has, however, waned. Airborne platforms equipped with narrow band multi-or hyperspectral sensorsare, however, still the only remote sensing platforms suitable for observing the majority of inland water bodies, as these are too small to observe with sensors such as the Moderate Resolution Imaging Spectrometer (MODIS), MERIS, and its follow on, Ocean and Land Colour Instrument (OLCI, aboard Sentinel-3).
Representative and accurate in situ reference observations over optically complex inland waters are a key requirement to progress the development of remote sensing of water quality. Ideally, in situ observations are used to validate the whole processing chain of remotely sensed data. This includes both the correction for absorption and scattering in the atmosphere by comparing against in situ measurements of water-leaving reflectance, and the retrieval of in-water optically active components by sampling the concentrations of coloured dissolved organic matter (CDOM), chlorophyll-a (Chl-a) as a proxy for phytoplankton biomass, and suspended particulate matter (SPM). In situ observations may comprise optical or biological point samples with typically high accuracy, but which are limited in their spatiotemporal coverage and relatively labour-and cost-intensive. To be representative of the same conditions, in situ and remote observations need to take place within a narrow time window, especially in dynamic and complex environments such as lakes. There is a relative scarcity in contemporaneous in situ and remote sensing data sets in lakes.
Currently, there is a clear gap between the spatial coverage of in situ and space-borne remote measurements of inland waters, where airborne hyperspectral sensors can be very useful tools for monitoring specific inland, estuarine and coastal waters, either on a regular basis [4] , or as a development platform. The high spatial and spectral resolution obtained with airborne hyperspectral instruments makes it possible to develop water quality retrieval algorithms suitable for optically complex waters, which may subsequently be used with current and future satellite sensors [10] . Airborne observations can be used to validate hydrodynamic lake models, and identify spatial dynamics even in small water bodies or systems with complex coastlines [11, 12] . We may expect that the use of unmanned airborne vehicles (UAVs) will bring new cost-efficient and agile methods for monitoring inland waters in the future [5, 13] .
Water bodies typically have low reflectance compared to land, necessitating high radiometric requirements for passive optical sensors and for the accuracy of atmospheric correction. Even though some applications can work directly with the at-sensor radiance data recorded by the airborne sensor [11, 14, 15] , producing water-leaving reflectance spectra through accurate atmospheric correction is a crucial step for most water quality applications over optically complex waters, because in the visible domain only 2%-25% of the total radiance received by the sensor interacted with the water column. Atmospheric correction remains one of the biggest challenges for remote sensing, particularly over coastal and inland waters [16, 17] .
Although several atmospheric correction models have been developed for satellite observations over coastal and inland waters [18] , there is no preferred approach for correcting airborne data collected over water. Most airborne remote sensing applications concern land surfaces and so atmospheric correction over water typically uses land-surface models with or without adaptations to water [16] . The difficulty with using general land-oriented atmospheric correction methods over water is that they typically treat the surface-reflected sky radiance, or Fresnel reflectance, as part of the target reflectance. This is a valid approach for land surface applications, but invalid for water-related applications where only water-leaving radiance is of interest [19, 20] . Ideally, generically applicable atmospheric correction methods do not require a priori knowledge of the water-leaving radiance spectrum. Examples of such generic approaches include empirical/semi-empirical methods such as dark pixel subtraction [21, 22] and Quick Atmospheric Correction (QUAC) [23, 24] , or more advanced physics-based radiative transfer methods such as FLAASH (Fast Line-of-sight Atmospheric Analysis of Spectral Hypercubes) [24] [25] [26] , ACORN (Atmospheric CORrection Now) [27] and ATCOR4 (Atmospheric and Topographic CORrection) [28, 29] . The challenge with radiative transfer based methods is that they assume prior knowledge of key atmospheric parameters (aerosol type, horizontal visibility or aerosol optical thickness, water vapour) during the campaign [24, 30] . When the hyperspectral sensor has a sufficiently wide spectral range, including visible, near-infrared and shortwave infrared (VIS-NIR-SWIR), it becomes increasingly feasible to derive these parameters from the image data directly [28, 31] .
The hyperspectral sensors used in airborne water quality studies include various versions of AISA from Specim Ltd. [6, 9, 20, 24, 32] , CASI [7, 22] , HyMap [7] , APEX [12, 32, 33] and MIVIS [12, 29] . It is essential that sensor performance and subsequent processing chains are validated over a range of water bodies with variable optical characteristics. In a recent study, Moses et al. [24] compared FLAASH and QUAC atmospheric corrections for chlorophyll-a estimation in turbid productive waters using NIR-red algorithms. They concluded that the image-driven QUAC produced more robust and reliable results with a multi-temporal dataset compared to FLAASH. They could not use the automatic aerosol retrieval in FLAASH as the AisaEAGLE sensor lacked the SWIR spectral channels required for the algorithm; Hunter et al. [22] faced this same problem with CASI imagery. Challenges encountered with early AISA sensors have included high instrument noise, especially in the NIR region, and possible radiometric calibration errors [20, 24, 34] . Giardino et al. [29] used airborne MIVIS imagery to retrieve concentrations of SPM, Chl-a and CDOM in lake Trasimento, Italy. They concluded that for shallow inland water applications high spatial and spectral resolution is needed. Knaeps et al. [35] used APEX imagery to show that in extremely turbid waters one cannot assume that the water reflectance is zero in the wavelength range of 1020-1240 nm and channels in that SWIR range can be used to estimate SPM concentrations. The latest airborne hyperspectral sensor from Specim is AisaFENIX, introduced in 2013. It has wavelength range of 380-2500 nm and up to 622 channels. However, to date, only scientific agricultural applications using the FENIX sensor have been published [36, 37] and reports of using AisaFENIX over water bodies are still lacking.
It is inevitable that airborne remote sensing will continue to use a wide range of sensors and processing methods, but the most useful method should be able to produce accurate results without in situ measurements of atmospheric properties and of the target. The hypothesis of this study was that water-leaving reflectance spectra can be acquired even under challenging illumination conditions with a high quality airborne sensor in combination with fully image-driven atmospheric correction, and that the quality of image spectra is enough for realistic water quality parameter retrieval. In this study, we have evaluated three atmospheric correction strategies with ATCOR4, using both in situ and fully image-driven atmospheric parameters, with the airborne hyperspectral imagery collected over a small eutrophic water body with the AisaFENIX sensor. The performance of this sensor over water bodies has not been previously evaluated. The atmospheric correction results are evaluated against in situ hyperspectral measurements of water-leaving reflectance collected with a set of TriOS RAMSES spectrometers from a vessel. An added, but very common, difficulty is introduced by intermitted cloud-cover during the campaign. The validation is based on both qualitative and quantitative comparisons using root-mean-square difference, spectral angle and Chi-square metrics.
To assess to what extent the performance of the system is suitable for routine monitoring applications, a semi-analytical band ratio based chlorophyll-a retrieval algorithm was applied to both airborne and in situ radiometric results.
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Materials and Methods

Study Area
Loch Leven is located in the Perth and Kinross council area of central Scotland, United Kingdom (56 • 12 N, 3 • 22 W, Figure 1 ). The lake is approximately 6 km long and has a surface area of approximately 13.3 km 2 , with mean and maximum depths of 3.9 m and 25.5 m, respectively [38] . It lies at an altitude of 107 m. Loch Leven is a national nature reserve, as well as a Site of Special Scientific Interest and a Special Protection Area. Loch Leven is vital to the local economy, for which nature and wildlife tourism is highly important. The national nature reserve attracts 230,000 visitors per year. Phytoplankton growth in Loch Leven is primarily phosphorus-limited and has a long and well documented history of eutrophication and recovery [39] . In the 40-year period from 1970 to 2010, the total phosphorus concentration has decreased from 100 mg/m 3 to <40 mg/m 3 , chlorophyll-a concentration decreased from an annual mean of over 100 mg/m 3 to approximately 40 mg/m 3 , and water clarity improved from a Secchi disk depth of approximately 1.0 m to 1.7 m [26, 40] . The high phosphorus load of the lake leads regularly to spring and late summer phytoplankton blooms, particularly with frequent sediment resuspension caused by winds, which cause deep mixing in shallow water [26, 39, 41] . Also, toxin-producing cyanobacteria are an important part of the Loch Leven phytoplankton community, with cyanobacterial blooms common in late summer and early autumn [41] . 
Materials and Methods
Study Area
Loch Leven is located in the Perth and Kinross council area of central Scotland, United Kingdom (56°12′N, 3°22′W, Figure 1 ). The lake is approximately 6 km long and has a surface area of approximately 13.3 km 2 , with mean and maximum depths of 3.9 m and 25.5 m, respectively [38] . It lies at an altitude of 107 m. Loch Leven is a national nature reserve, as well as a Site of Special Scientific Interest and a Special Protection Area. Loch Leven is vital to the local economy, for which nature and wildlife tourism is highly important. The national nature reserve attracts 230,000 visitors per year. Phytoplankton growth in Loch Leven is primarily phosphorus-limited and has a long and well documented history of eutrophication and recovery [39] . In the 40-year period from 1970 to 2010, the total phosphorus concentration has decreased from 100 mg/m 3 to <40 mg/m 3 , chlorophyll-a concentration decreased from an annual mean of over 100 mg/m 3 to approximately 40 mg/m 3 , and water clarity improved from a Secchi disk depth of approximately 1.0 m to 1.7 m [26, 40] . The high phosphorus load of the lake leads regularly to spring and late summer phytoplankton blooms, particularly with frequent sediment resuspension caused by winds, which cause deep mixing in shallow water [26, 39, 41] . Also, toxin-producing cyanobacteria are an important part of the Loch Leven phytoplankton community, with cyanobacterial blooms common in late summer and early autumn [41] . Table 1 ). The flying height was approximately 1500 m, resulting in a ground sampling distance of 2 m. The campaign was carried out in challenging illumination conditions, as clouds and cloud shadows were clearly visible on several FENIX images (Figure 1 ). The FENIX data used for this publication are available to download from the NERC Earth Observation Data Centre (NEODC; http://neodc.nerc.ac.uk/). FENIX is a pushbroom sensor with a wavelength range 380-2500 nm and 384 spatial pixels. FENIX has two separate physical detectors to record the whole wavelength range: a CMOS (Complementary Metal Oxide Semiconductor) detector for the VNIR range (380-970 nm) and an MCT (Mercury Cadmium Telluride) detector for the SWIR range (970-2500 nm). The sensor was operated in spectral binning mode, resulting in 448 bands (174 bands in VNIR, 4x binning; 274 bands in SWIR, no binning) with average spectral sampling interval 3.4 nm on VNIR range and 5.7 nm on SWIR range. The spectral resolution is 3.5 nm on VNIR and 12 nm in SWIR range. The peak signal-to-noise ratio (SNR) of the sensor is 500-1000.
Sensor radiometric calibration data from laboratory measurements were applied to the images at NERC-ARF-DAN (NERC Airborne Research Facility-Data Analysis Node, https://nerc-arf-dan.pml. ac.uk) to convert the raw image data to at-sensor radiance data in the original sensor geometry [42] .
SNR Estimation
To estimate the FENIX signal-to-noise ratio, at-sensor radiance image data were used and 31 regions of interest (ROI) containing 100 pixels over water (10 × 10 pixels, approximately 20 × 20 m) were defined from 7 flight lines. The location of each ROI was manually selected over the most uniform areas of the water body so that the standard deviation of the ROI radiance would be a close representation of sensor noise. The measured mean at-sensor radiance of each ROI was divided by the standard deviation of the ROI to calculate per-band SNR = mean/stdev [43] . ROIs where the standard deviation was lowest (<0.0002 (W/m 2 /sr/nm)) and uniform between 450 and 900 nm were considered least affected by in-water variability of optically active constituents, and selected for final SNR calculations. The final estimate of sensor SNR was then calculated as the per-band average of the 17 best quality ROI SNR measurements. This image-based SNR evaluation takes into account the whole sensor-atmosphere-target system and gives estimation of the sensor SNR in real operational conditions.
Atmospheric Correction with ATCOR4
ATCOR4 version 7.0.0 [28] , which is based on the radiative transfer model MODTRAN5 [44] , was used for the atmospheric correction of the hyperspectral data. ATCOR4 is highly configurable, and includes a number of built-in algorithms to automatically select a number of input parameters, including water vapour, horizontal visibility and aerosol model, from the imagery supplied. These algorithms require narrow bands in the VNIR-SWIR range. If the sensor does not have the required bands and/or there are in situ atmospheric data available, these parameters can also be set manually. The aim of the current analysis was to validate the use of the built-in algorithms for operational processing environments, rather than optimize each input parameter manually and separately for each image.
The following ATCOR4 parameters for the first atmospheric correction (AC1) were used with all flight lines: aerosol model: rural (detected by ATCOR4), spatially variable water vapour (detected by ATCOR4), variable horizontal visibility (detected by ATCOR4). AOT (aerosol optical thickness) over water was set to be interpolated from land values. Water vapour detection was based on bands in the 940 nm and 1130 nm regions. The mean AOT and water vapour values for each flight line, with standard deviation values illustrating the variability of the parameter, are shown in Table 1 . The end result of the atmospheric correction was a set of reflectance images with normalized water-leaving reflectance R w (λ) (dimensionless, range [0, 1]) [45] values for each image pixel and band. If the correction would result in negative reflectance values, ATCOR4 will convert them to a constant reflectance value of 0.0025.
Two other built-in ATCOR4 atmospheric correction strategies were also tested with flight lines FL4 and FL5. In the second strategy (named AC2), horizontal visibility and water vapour were detected by ATCOR4, but all of were fixed for the whole image. In the third strategy (AC3), parameters were set to be fixed for the whole image based on in situ measurements (Table 1) . Otherwise, all options were kept the same as in AC1. In situ AOT values were converted to horizontal visibility using the Koschmieder equation [28] . The ATCOR4-recommended horizontal visibility values for AC2 was 100 km for both flight lines, FL4 and FL5. The fixed water vapour values in ATCOR4 can only be set by choosing from predefined values, so the closest value in the list, 1.0 cm, was used for all strategies. Both strategies, AC1 and AC2, are fully image driven.
In Situ Reflectance Measurements
A boat-based sampling campaign was carried out simultaneously with the airborne campaign, between 10:53 and 15:59 BST, to measure remote sensing reflectance R rs [45] with a system based on three TriOS RAMSES spectrometers (http://www.trios.de/). The system recorded spectral water-leaving radiance L w (λ) and sky-radiance L sky (λ), as well as downwelling irradiance E d (λ) in the λ = 320-950.3 nm wavelength range in 192 channels. With a 3.3 nm sampling interval. Six sampling locations (ST1-6, Figure 1) were visited, where the boat was kept stationary and R rs data were recorded for 5-10 min resulting in 30 individual spectra (Table 1) . Also, AOT measurements with a Microtops II sunphotometer were performed during the sampling campaign (Table 1, Figure 2 ).
The target for viewing geometry of the in situ radiance measurements from the boat was for a 40 degrees oblique angle from zenith and 135 degrees from solar azimuth, corresponding to a minimum of sun-glint [45] and avoiding shadows and reflections from the sampling platform. Prevailing weather conditions, with wind speeds 1.4-6.2 m/s, and use of a small boat will have caused occasional deviations from these optimal angles. While cruising between stations and simultaneously recording transect measurements, the GPS heading is sufficiently accurate to derive the azimuth angle of the sensors, and measurements with inappropriate viewing geometry were thus removed from the data set. While cruising between stations ST1 and ST3, GPS information was not recorded, so for these station ST2 the location was estimated by spatiotemporal interpolation between start and destination locations. The station locations are marked in Figure 1 , with uncertain location information marked separately. Post-processing of the radiance data to calculate Rrs (units sr −1 ) followed the protocol of Simis and Olsson [46] , which also flags suspect measurements. Only Rrs spectra that passed the quality control procedure were used (QC passed). Median and standard deviation Rrs spectra were calculated for each station where at least two valid Rrs spectra were thus obtained. The median Rrs spectrum of each station was used as reference for the airborne observations. Two additional indicators of illumination conditions during the in situ Rrs measurements were calculated during post processing. First, Ed integrated over the spectrum of photosynthetically active radiation (Ed(PAR), 400-700 nm), is used to express the intensity of solar irradiance during a measurement. Second, the ratio πLsky(400)/Ed(400) (SkyRat) is indicative of the cloudiness during a measurement. SkyRat < 0.2 are generally indicative of clear sky conditions, whereas values close to unity suggest overcast conditions [46] .
Weather Conditions
Weather conditions, in particular cloud cover, varied significantly during the campaign. In situ above-water Rrs can be measured under clear, fully overcast, and sometimes even under partially clouded conditions. In general, there is a larger margin for error in relatively turbid waters where water-leaving radiance is high compared to skylight reflected on the water surface. Variable illumination conditions (high standard deviation of SkyRat and Ed(PAR)) are least favourable, because the measured spectrum of sky radiance is less likely to represent the sky radiance reflected on the water surface. Figure 2 shows the variations of in situ-measured Ed(PAR) and AOT during the campaign, with shading indicating the timing of airborne observations and in situ station Post-processing of the radiance data to calculate R rs (units sr −1 ) followed the protocol of Simis and Olsson [46] , which also flags suspect measurements. Only R rs spectra that passed the quality control procedure were used (QC passed). Median and standard deviation R rs spectra were calculated for each station where at least two valid R rs spectra were thus obtained. The median R rs spectrum of each station was used as reference for the airborne observations. Two additional indicators of illumination conditions during the in situ R rs measurements were calculated during post processing. First, E d integrated over the spectrum of photosynthetically active radiation (E d (PAR), 400-700 nm), is used to express the intensity of solar irradiance during a measurement. Second, the ratio πL sky (400)/E d (400) (SkyRat) is indicative of the cloudiness during a measurement. SkyRat < 0.2 are generally indicative of clear sky conditions, whereas values close to unity suggest overcast conditions [46] .
Weather conditions, in particular cloud cover, varied significantly during the campaign. In situ above-water R rs can be measured under clear, fully overcast, and sometimes even under partially clouded conditions. In general, there is a larger margin for error in relatively turbid waters where water-leaving radiance is high compared to skylight reflected on the water surface. Variable illumination conditions (high standard deviation of SkyRat and E d (PAR)) are least favourable, because Remote Sens. 2017, 9, 2 8 of 22 the measured spectrum of sky radiance is less likely to represent the sky radiance reflected on the water surface. Figure 2 shows the variations of in situ-measured E d (PAR) and AOT during the campaign, with shading indicating the timing of airborne observations and in situ station measurements. As an indication of illumination conditions during in situ R rs station measurements, SkyRat and E d (PAR) values, with standard deviation error bars for each station, are shown in Figure 2 . E d (PAR) values are based on all 30 observations performed during each station measurement, whereas SkyRat values are based only on spectra for which R rs could be derived, as these are obtained using suitable viewing geometry for the radiance measurements. Stations ST2 and ST3 had the lowest SkyRat values and highest E d (PAR) radiances, indicating clear sky; still, only two individual spectra passed the quality control for these stations. When stations had more QC-passed measurements (ST1, ST5, ST6), also the standard deviations of these measurements increased. From the E d (PAR) values in Figure 2 (top) and SkyRat values in Figure 2 (bottom right), it can be seen that illumination conditions varied highly during stations ST1 and ST4, were relatively stable and good during stations ST2 and ST3, were stable and cloudy during station ST5 and were variable but mainly cloudy during station ST6. The measured in situ AOT values varied between 0.12 and 0.3 during the flight campaign. As the weather got cloudier during and after station ST4 measurements, it was not possible to acquire additional in situ AOT measurements.
Data Analysis
To allow quantitative comparison of image and in situ spectra, in situ R rs spectra were converted to normalized water-leaving reflectance R w (where R w = π × R rs ). This assumes that the upwelling radiance is fully diffuse, whereas its angularity is not strictly known. Subsequently, in situ R w spectra were interpolated to match the FENIX wavelength grid in the range between 383 nm and 948 nm, where the two sensor systems overlap. To reduce the effect of sensor noise, image R w data were spatially averaged over 3 × 3 pixels, approximately 6 × 6 m, to obtain the final image spectrum for each station. When comparing exclusively the spectral shapes of in situ and airborne R w , both were standardized between their minimum and maximum values to the range [0, 1].
The dataset allowed ten comparisons between ATCOR4-derived and in situ R w spectra. There were seven spatial matches between images and in situ station measurements. Due to the image overlap between adjacent flight lines, station ST3 was visible on both flight lines FL5 and FL6. Three additional comparisons were done between stations ST1, ST4 and ST6 and nearly matching flight lines FL3 (45 m distance), FL8 (72 m distance) and FL7 (90 m distance), respectively. The time difference between flight lines and in situ station measurements varied from 9 min to four hours; station ST1 was measured before the airborne observations started, stations ST2 and ST3 during the campaign and stations ST4-6 following the airborne observations. Tables 1 and 2 give the details of the comparisons and their spatial and temporal differences.
Differences between in situ and image R w spectra were compared using the following numerical evaluations: evaluation of spectral accuracy by using spectral difference, spectral ratio and root mean square difference (RMS), and calculation of Spectral Angle (SA) [47, 48] and Chi-square (X 2 ) metrics to evaluate the similarities in spectral shapes.
Analysis of the reflectance accuracy followed the method described in Markelin et al. [49] . In short, reflectance accuracy was evaluated by first considering the absolute difference (∆R w ) between measured R w (R w_data ) and the in situ R w (R w_ref ). This difference was then expressed as the relative difference (∆R w % = 100% ∆R w /R w_ref ). ∆R w and ∆R w % were calculated for all comparisons in the matching wavelength range of 383-948 nm. From these differences, root mean square difference values (RMS and RMS%) were calculated using all 10 comparisons and 5 qualitatively best ones as follows:
where n is the number of observations. RMS is calculated using Equation (1) by replacing ∆R w % with ∆R w . The spectral angle is a metric comparing spectral shapes, insensitive to spectral amplitude, and is calculated as:
where a denotes ATCOR4-derived spectra, t are in situ spectra and nb is the number of channels/bands in a spectrum. In practice, the spectral angle is the angle between two vectors (spectra) and is not sensitive to differences in amplitude that are consistent over the whole spectrum. The range for the spectral angle is [0, 180] (or 0-π radians), where values close to 0 indicate high similarity. Chi-square takes both the shape and the amplitude of the spectra into account, where the sum of all bands is considered for each spectrum, and is calculated as:
where a and t are as in (2) and nb is the number of channels/bands in a spectrum. Additionally, visual comparison of in situ and image R w spectrum plots was also performed to address specific anomalies, such as areas in the spectrum with consistent error patterns or high noise, the reproduction of key spectral features and to evaluate the homogeneity of the lake. Table 2 . Chi-squared (X 2 ) and spectral angle (SA) metrics and Chl-a retrieval difference for all 10 matchups between in situ and image R w . T.diff: time difference between in situ measurement and aircraft overpass; negative time means that in situ measurement is done before, and positive after, the airborne measurement. Dist.dif: distance between in situ and image measurement locations. Full: full wavelength range 383-948 nm, cen: centre part of the spectra 450-750 nm. Chl-a diff: Chl-a concentration difference between image and in situ-based retrieval in (mg/m 3 ). Range for the SA is [0, 180]. In both metrics, values closer to 0 indicate more similar spectra. Results from five best matchups are in bold. Measurement location on FL6 was covered with cloud shadow (results in italics). X 2 and Chl-a diff values for comparison ST5-FL5 full were not relevant as the in situ spectra had negative values above 750 nm, which are not allowed in the calculation of the metric. 
In Situ
Chlorophyll-a Retrieval
To evaluate the applicability of the atmospherically corrected imagery in water quality monitoring, we selected semi-analytical band ratio algorithm suitable for turbid inland waters to retrieve Chl-a concentrations from in situ and image R w spectra. The algorithm presented by Gons et al. [50] was designed for MERIS, and widely used for coastal and inland waters with Chl-a concentrations >10 mg/m 3 , such as Loch Leven [26] . First, the backscattering coefficient b b is calculated as:
where R w (778) is water-leaving reflectance of the MERIS equivalent band 12 centered at 778 nm. Then, the Chl-a concentration is calculated as:
where R w (708) and R w (665) are water-leaving reflectance for MERIS bands 9 and 6, centered at 708 nm and 665 nm, respectively. As MERIS bands 6 and 9 are 10 nm wide and band 12 is 15 nm wide, the average of three FENIX 3.3 nm wide and TriOS 3.5 nm wide bands were used in calculations. Equation (5) was used to calculate Chl-a concentration in (mg/m 3 ) from both image-derived and in situ R w spectra. Image-and in situ reflectance-based concentrations were compared by calculating Chl-a differences and RMS both in mg/m 3 and in percent using Equation (1).
Results
Variability in Water-Leaving Reflectance
From 50 randomly selected R w spectra representing the whole lake (Figure 3a) , it becomes evident that the amplitude of the spectra varies significantly more than their shape. The water is therefore understood to be relatively homogenous in terms of the relative composition of optically active substances. Spectral features caused by chlorophyll-a are clearly visible from a reflectance trough near the red absorption peak of the pigment at 650 and 700 nm. The amplitude of spectra is low but non-zero at wavelengths above 950 nm, where the absorption by pure water dominates the optical properties of the water. the average of three FENIX 3.3 nm wide and TriOS 3.5 nm wide bands were used in calculations. Equation (5) was used to calculate Chl-a concentration in (mg/m 3 ) from both image-derived and in situ Rw spectra. Image-and in situ reflectance-based concentrations were compared by calculating Chl-a differences and RMS both in mg/m 3 and in percent using Equation (1).
Results
Variability in Water-Leaving Reflectance
From 50 randomly selected Rw spectra representing the whole lake (Figure 3a) , it becomes evident that the amplitude of the spectra varies significantly more than their shape. The water is therefore understood to be relatively homogenous in terms of the relative composition of optically active substances. Spectral features caused by chlorophyll-a are clearly visible from a reflectance trough near the red absorption peak of the pigment at 650 and 700 nm. The amplitude of spectra is low but non-zero at wavelengths above 950 nm, where the absorption by pure water dominates the optical properties of the water. Atmospheric absorption caused by water vapour is seen in at 820, 940 and 1130 nm wavelength regions, where the shape of the spectra is disturbed and the atmospheric correction cannot succeed. Several spectral features likely resulting from suboptimal sensor calibration are also visible in the Rw spectra. The sharp peak visible at 425 nm cannot be associated with in-water optically active substances. Numerous narrow variations in spectral shape, e.g., between 560 and 700 nm, are either sensor or atmospheric correction issues, since water constituents do not show sharply featured optical features in the visible domain (see in situ reference spectra, Figure 4) . Rw values of 0.0025 in the area around 400 nm suggest that negative reflectance values resulted from ATCOR4 processing, which Atmospheric absorption caused by water vapour is seen in at 820, 940 and 1130 nm wavelength regions, where the shape of the spectra is disturbed and the atmospheric correction cannot succeed. Several spectral features likely resulting from suboptimal sensor calibration are also visible in the R w spectra. The sharp peak visible at 425 nm cannot be associated with in-water optically active substances. Numerous narrow variations in spectral shape, e.g., between 560 and 700 nm, are either sensor or atmospheric correction issues, since water constituents do not show sharply featured optical features in the visible domain (see in situ reference spectra, Figure 4 ). R w values of 0.0025 in the area around 400 nm suggest that negative reflectance values resulted from ATCOR4 processing, which ATCOR4 then converted to this low constant value. 
Evaluation of AisaFENIX SNR
Image-based per-band SNR estimation for FENIX, calculated as the mean of image Rw from 17 locations over water, is shown in Figure 5 . Because the SNR is dependent on the radiance recorded at the sensor, the mean at-sensor radiance at these locations is also included. The SNR is approximately proportional to the amplitude of at-sensor radiance, as expected. The edges of linear arrays of the FENIX CMOS (380-410 nm and 960-980 nm) and MCT detectors (960-980 nm) show lower SNR, which is a detector property. The maximum measured SNR ranged from 40-95 in the 450-750 nm wavelength range. Over bright clouds, SNR ranged from 400-550 in the 500-800 nm An additional 20 spectra were sampled from the images in areas shadowed by clouds (Figure 3b) . Here, the R w spectra were dampened in the 400-750 nm range, but maintained the spectral shape of R w measured at clear sky locations, suggesting that the interpretation of R w by ATCOR4 is primarily Remote Sens. 2017, 9, 2 12 of 22 hampered by an unknown intensity of downwelling irradiance in these shaded areas. At wavelengths beyond 750 nm the signal was comparable to non-shaded locations.
Image-based per-band SNR estimation for FENIX, calculated as the mean of image R w from 17 locations over water, is shown in Figure 5 . Because the SNR is dependent on the radiance recorded at the sensor, the mean at-sensor radiance at these locations is also included. The SNR is approximately proportional to the amplitude of at-sensor radiance, as expected. The 
Effect of Atmospheric Parameters in ATCOR4
Three different atmospheric correction strategies in ATCOR4 were tested to find one suitable for operational use. The image-derived Rw from each strategy used for flight lines FL4 and FL5 are shown in Figure 4b ,c. The most accurate results compared to in situ Rw were achieved with strategy AC1, where both water vapour and horizontal visibility were detected by ATCOR4 and those parameters were allowed to vary spatially. When using fixed water vapour and visibility values for whole images (AC2 and AC3), there was a small amplitude difference between image and in situ Rw. The spectral shapes of Rw from AC2 and AC3 were practically identical (Figure 6b,c) , meaning that the change in the input visibility caused a fixed shift in amplitude in Rw. As there were only small differences between the three strategies tested, and the primary aim of our work is to derive an operational atmospheric correction approach without dependence on in situ data, the rest of the analysis was performed for image Rw based on atmospheric correction strategy AC1. 
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(AC2 and AC3), there was a small amplitude difference between image and in situ Rw. The spectral shapes of Rw from AC2 and AC3 were practically identical (Figure 6b,c) , meaning that the change in the input visibility caused a fixed shift in amplitude in Rw. As there were only small differences between the three strategies tested, and the primary aim of our work is to derive an operational atmospheric correction approach without dependence on in situ data, the rest of the analysis was performed for image Rw based on atmospheric correction strategy AC1. 
Station-Wise Comparisons of Rw
The campaign resulted in seven spatially matching pairs of airborne and in situ observations. Due to image overlap between adjacent flight lines, station ST3 was visible on flight lines FL5 and FL6. Additionally, three matchups were included from approximately matched station locations (ST1-FL3 at a distance of 45 m, ST4-FL8 at a distance of 72 m and ST6-FL7 at a distance of 90 m). The ten matchups are listed in Table 2 . If a station included more than one successful in situ reflectance spectrum, these were used to calculate standard deviation error bars around the median spectrum for that station (Figure 4 ). Error bars are omitted for station ST1 due to extremely varying illumination conditions. The location of station ST6 on image FL6 was under cloud shadow, but the matchup spectra are included for comparison.
Based on both quantitative (Table 2, Figure 7 ) and qualitative (Figures 4 and 6 ) analysis, the best results were obtained for the comparison between station ST2 and image FL4. There, the image and in situ spectrums matched closely over the wavelength range 380-950 nm and the image-derived spectrum was always within the standard deviation of the in situ observations. Other good matches were ST3-FL5, ST4-FL7, ST4-FL8 and ST6-FL7. At these matchups, the spectral shape of imagederived Rw matched well with the in situ spectra, and the difference in amplitude was less than 0.005 in reflectance units. Still, the image-derived Rw included some errors common to all images, most Figure 6 . (a-f) In situ station and image-derived R w spectra standardized between 0 and 1. Image spectra corresponding to the best five comparisons are plotted as thicker lines. Image-derived standardized R w from atmospheric correction strategies AC2 and AC3 are included in panels (b,c). In panel legends, td = time difference between in situ measurement and image acquisition, and sd = distance between in situ and image measurement.
Station-Wise Comparisons of R w
Based on both quantitative (Table 2, Figure 7 ) and qualitative (Figures 4 and 6) analysis, the best results were obtained for the comparison between station ST2 and image FL4. There, the image and in situ spectrums matched closely over the wavelength range 380-950 nm and the image-derived spectrum was always within the standard deviation of the in situ observations. Other good matches were ST3-FL5, ST4-FL7, ST4-FL8 and ST6-FL7. At these matchups, the spectral shape of image-derived R w matched well with the in situ spectra, and the difference in amplitude was less than 0.005 in reflectance units. Still, the image-derived R w included some errors common to all images, most notably the spike at 425 nm. In the other matchups, typical differences between image and in situ spectrums were either a clear difference in amplitude (as in matchups ST3-FL6, ST5-FL5 ), or shape difference in some part of the spectra (as in matchups ST1-FL2, ST1-FL3, ST6-FL6 ). The spatial difference between in situ and image measurements did not seem to have any notable effect on the matchups: ST4-FL8 and ST6-FL7, with spatial differences of 72 m and 90 m, respectively, gave good results comparable to matchups with no spatial difference. There was no notable effect of temporal differences between matchups. The time differences for the best five matchups were between −0:09 and 3:59, and between −0:38 and 3:53 for the worst five matchups. Table 2 lists results from Chi-squared and spectral angle metrics used to evaluate spectral differences between in situ and image Rw spectra. Metrics are shown for both the full wavelength range (383-948 nm) and the centre of the spectra (450-750 nm). Both metrics gave similar results in ranking the matchups from best to worst. The best five matchups (ST2-FL4, ST3-FL5, ST4-FL7, ST4-FL8, ST6-FL7 ) remained the same regardless of using either the full wavelength range or using only the centre part of the spectra. Using only the centre part of the spectra clearly improved the results on both metrics, as both the image and in situ spectrums suffer from low signal in the wavelengths below 450 nm and above 750 nm. The spectral angle gave values of 4.06° or better, and 3.00° on Table 2 lists results from Chi-squared and spectral angle metrics used to evaluate spectral differences between in situ and image R w spectra. Metrics are shown for both the full wavelength range (383-948 nm) and the centre of the spectra (450-750 nm). Both metrics gave similar results in ranking the matchups from best to worst. The best five matchups (ST2-FL4, ST3-FL5, ST4-FL7, ST4-FL8, ST6-FL7) remained the same regardless of using either the full wavelength range or using only the centre part of the spectra. Using only the centre part of the spectra clearly improved the results on both metrics, as both the image and in situ spectrums suffer from low signal in the wavelengths below 450 nm and above 750 nm. The spectral angle gave values of 4.06 • or better, and 3.00 • on average, for the five best matchups, and 10.4 • or better, with 8.85 • on average, for the worst five matchups, when considering the centre of the spectra. Chi-square metrics were 0.068 or better, and 0.024 on average, for the five best comparisons, and 5.3 or better, or 1.35 on average, for the remaining five comparisons, when using the centre part of the spectra.
Both the Chi-squared and spectral angle metrics were worse for atmospheric correction strategies AC2 and AC3 than for AC1 for flight lines FL4 and FL5-ST3. The spectral angle gave values of 10.4 • and 13.2 • for FL4-AC2 and FL4-AC3, and 8.7 • and 7.2 • for FL5-AC2 and FL5-AC3, respectively, when using the full wavelength range. The respective values when using the centre part of the spectra were 4.2 • and 6.0 • for FL4-AC2 and AC3, and 3.7 • and 2.9 • for FL5-AC2 and AC3. Chi-squared values were 0.51 and 0.023 for FL4-AC2 and FL4-AC3, respectively, and 0.401 and 0.204 for FL5-AC2 and FL5-AC3, respectively, when using only the centre part of the spectra.
The RMS and relative RMS difference between in situ and image R w were calculated for all 10 matchups and for the best five matchups separately, using both Chi-square and spectral angle metrics, with the centre of each spectrum taken into account ( Figure 7 ). The spectral difference plot of image and in situ R w (Figure 7a ), and RMS in R w (Figure 7c ) show that the difference remained relatively stable over the whole wavelength range. This is also visible in the spectral plots of Figure 4 . The spectral ratio of image and in situ R w (Figure 7b ) and RMS% plots (Figure 7d) show that, as the water-leaving reflectance signal becomes weaker at wavelengths longer than 700 nm, the uncertainty or error in matchups becomes larger. This effect is also visible in the standardized R w matchup plots in Figure 6 . The best five matchups in terms of RMS had ±0.002 accuracy in reflectance, or better than 15% in terms of RMS%, in the 450-750 nm wavelength range.
Matchup ST6-FL6 was disturbed by cloud shadow in image, and the magnitude of image-derived R w deviated strongly from in situ R w in the 450-750 nm wavelength range (Figure 4) . When considering only spectral shape in the 450-750 nm wavelength range, the spectral angle value was 7.7 • , comparable to other matchups. This is illustrated in the standardized spectra plotted in Figure 6f. 
Comparison in Terms of Retrieved Chlorophyll-a
Chl-a concentrations were calculated from all measured image R w spectra (Figure 8a A scatter plot comparing in situ and image-derived Chl-a concentrations is given in Figure 8b , including Chl-a derived from images using atmospheric correction strategies AC2 and AC3. The Chl-a difference values between nine matchups with AC1 are shown in Table 2 . It can be seen from Figure 8b that image-derived Chl-a concentrations were consistently higher than concentrations derived from in situ R w . Also, apart from Chl-a values from ST6 (17.8 mg/m 3 ), the concentrations are all of the same order, indicating that the water type of Loch Leven is relatively homogenous. The RMS and relative RMS% difference between in situ and image-derived Chl-a concentrations were 5.87 mg/m 3 and 28.3%, respectively, when using all nine matchups. When leaving out the matchups with ST6 that was measured during the most challenging illumination conditions, the RMS and relative RMS% improved to 4.4 mg/m 3 and 16.1%, respectively. from in situ Rw. Also, apart from Chl-a values from ST6 (17.8 mg/m 3 ), the concentrations are all of the same order, indicating that the water type of Loch Leven is relatively homogenous. The RMS and relative RMS% difference between in situ and image-derived Chl-a concentrations were 5.87 mg/m 3 and 28.3%, respectively, when using all nine matchups. When leaving out the matchups with ST6 that was measured during the most challenging illumination conditions, the RMS and relative RMS% improved to 4.4 mg/m 3 and 16.1%, respectively. 
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AisaFENIX Rw spectra obtained after ATCOR4 atmospheric correction were realistic for Loch Leven and showed good correspondence with concurrent in situ Rw, both in terms of spectral shape 
Discussion
Reflectance Quality of the Best Case Results
AisaFENIX R w spectra obtained after ATCOR4 atmospheric correction were realistic for Loch Leven and showed good correspondence with concurrent in situ R w , both in terms of spectral shape and magnitude. Different atmospheric correction strategies produced differences, especially in the amplitude of the image R w . The best reflectance accuracy was achieved with the strategy using image-driven retrieval of spatially varying water vapour and horizontal visibility (and subsequently AOT). Five matchups between atmospherically corrected image and in situ R w data were in excellent agreement in the wavelength range 450-750 nm, preserving features associated with Chl-a absorption. Taking into account only the spectral shape, the Spectral Angle metrics were better than 4.1 • for the best five matchups. For comparison, spectral angles between 5.7 • and 28.6 • (0.1-0.5 rad) have been used as thresholds in Spectral Angle Mapper (SAM) classification, comparing image-derived R w to reference R w [51, 52] . Errors in water constituent retrieval (e.g., Chl-a) would thus more likely be associated with the presence of systematic errors resulting in an offset of the image-derived spectra than with the correct retrieval of the spectral shape.
The accuracy of ATCOR over inland water bodies using in situ reflectance spectra has not previously been evaluated in literature. In general, the authors of ATCOR4 software estimate that accuracy of retrieved surface reflectance of ±2% for object reflectance <10% can be achieved [53] . Markelin et al. [34] achieved reflectance accuracy better than 10% when using ATCOR4 to correct hyperspectral AisaEAGLE data over land targets. Hunter et al. [26] used FLAASH atmospheric correction with AisaEAGLE imagery collected over Loch Leven and achieved a RMS% range from 26.4% to 77.7% in the 400-800 nm wavelength range, compared to in situ R rs . Compared to these results, and taking into account the challenging illumination conditions during the campaign, the reflectance accuracy of better than 15% achieved here can be considered a very promising result.
Acquiring the aerosol properties and their distribution over the campaign area, either by in situ measurements or by image-based algorithms, is crucial for accurate atmospheric correction [20, 30] . Differences of 0.01-0.07 between scene-averaged AOT given by ATCOR4 and in situ sunphotometer AOT measurements are in line with results obtained by Pflug et al. [54] . Using satellite imagery, they evaluated the accuracy of the aerosol retrieval in ATCOR and found the mean uncertainty ∆AOT550 nm to be 0.03 ± 0.02 for cloud-free conditions and ∆AOT550 nm 0.04 ± 0.03 with inclusion of hazy and cloudy satellite imagery, compared to ground-based sun photometer measurements.
The image-based method used in this study to estimate sensor signal-to-noise ratio gives SNR representative for the whole sensor-atmosphere-dark target system. These values cannot be directly compared to the laboratory-measured SNR values from the sensor manufacturer. The SNR range of 450-800 determined over bright cloud in this study is nevertheless comparable to the laboratory peak SNR of 500-1000 documented by Specim. Measured over water, with average reflectance in the order of 0.02, the FENIX SNR range of 40-95 is similar to the range of 60-120 for the older AisaEAGLE sensor reported by Markelin et al. [34] , which was, however, measured over a much brighter target, with average reflectance of 0.26. This indicates that the SNR of FENIX has improved considerably over its predecessor.
Chlorophyll a Retrieval
The retrieved Chl-a concentration range of 25-35 mg/m 3 is well within the range documented for Loch Leven [26, 40] . Concentrations derived from the imagery overestimated Chl-a with respect to in situ R w . Interestingly, the Chl-a concentrations derived from images corrected with AC2 and AC3 matched similarly or better with in situ R w , compared to AC1 (Figure 8 ), even though the spectral match based on Chi-Square and spectral angle metrics was better with AC1. These contrasting results are not well understood and without further validation against Chl-a extracted from water samples we should not consider Chl-a derived from in situ R w an absolute reference. Although speculative, minor spectral features that are still visible in FENIX-derived spectra and which coincide with wavebands used in the Chl-a retrieval algorithm, such as a small depression in the 700-nm region, may well disturb the results from the NIR-red band ratio algorithm. In addition, variable and at times adverse weather conditions will have added uncertainty to in situ measurements (see Section 4.3). Still, the achieved RMS of 5.87 mg/m 3 and RMS% 28.3% are well in line with Hunter et al. [26] . They evaluated several empirical and semi-analytical algorithms, including the one used in this study, to retrieve Chl-a from hyperspectral AisaEAGLE and CASI imagery collected over Loch Leven and Esthwaite Water, and obtained RMS values from 5.29 to 22.1 mg/m 3 and RMS% from 29.8 to 124%, respectively. Moses et al. [24] obtained similar RMS of 5.54 mg/m 3 when also using semi-analytical three-band Chl-a retrieval algorithm for AisaEAGLE imagery in combination with QUAC atmospheric correction. The Gons et al. [50] semi-analytical NIR-red band ratio algorithm is generally forgiving to spectrally neutral offsets, as long as none of the wavebands used are near-zero. Indeed, Chl-a retrieval from image R w at locations under cloud shadow gave concentrations comparable to non-shaded locations.
Uncertainties Related to FENIX, In Situ R w and Atmospheric Correction
Even though the results achieved in this study are promising, several factors related to the sensor, in situ measurements and atmospheric correction contribute uncertainty to the results. First, SNR values are extremely important for water constituent retrieval, because the very low signal from water causes variations in water quality to be lost in the noise of low SNR systems. The SNR of the AisaFENIX sensor over water is still low compared to dedicated ocean colour satellite instruments such as Sentinel-3 OLCI (SNR 200-1000). The image-based SNR evaluation method is somewhat uncertain in the sense that the standard deviation of each ROI includes small (unknown) contributions from variability in water-leaving radiance. Further, the combination of lower SNR of the FENIX and low signal from the water at wavelengths >750 nm makes comparison of airborne and in situ R w in these regions challenging.
Low but non-zero image R w in the order of 0.005, at wavelengths above 1000 nm, can indicate inaccuracies/uncertainties of atmospheric correction, as R w is expected to be zero even in relatively turbid lakes, due to high absorption by pure water. Natural causes for non-zero R w in this wavelength region include floating matter, very high turbidity [35] , adjacency effects from the land surface, spray, foam (whitecaps), entrained bubbles or thin cloud. Prevailing weather conditions during the campaign, with wind speeds 1.4-6.2 m/s, raises the likelihood of wave effects, which adds uncertainty to both in situ and image R w spectra.
The differences in the amplitude of the observed R w spectra can be related to both the inaccuracies of the atmospheric correction and some variations in the relative composition of optically active substances in the water. Different atmospheric correction strategies did result in spectra of different amplitudes (Figure 4b,c) and adherent changes in Chl-a retrieval. One limitation of the used ATCOR4 atmospheric correction method applied to water objects is that it uses the Dark Dense Vegetation (DDV) approach to estimate best horizontal visibility, and subsequently AOT, for an image [28] . Each image must thus include suitable vegetated areas.
In this study, full-width-half-maximum (FWHM) values and centre wavelength for each channel, read from the image headers, and Gaussian spectral shapes, were used to create the FENIX spectral response functions in ATCOR4. This sensor model was then used in ATCOR4 processing. Sensor radiometric laboratory calibration performed by the manufacturer in January 2016 indicated that the used FWHM values may deviate, on average, 0.16 nm from the true FWHM in the visible-NIR range. Even though the error in FWHM can be considered marginal, it may explain some small spectral variation and spikes in the R w spectra. Two narrow spikes around 700 nm where there should only be a single smooth peak, and a peak around 425 nm, likely result from a sensor calibration or software issue. Indeed, the peak disappeared from newer ATCOR4 runs (AC2 and AC3) performed with an updated sensor model and ATCOR4 version. Unfortunately, it was not possible to rerun all performed ATCOR runs. Thompson et al. [55] concluded that uncertainty in solar irradiance is a likely contributor to fine-scale spectral errors in R w , especially in the 380-600 nm spectral range. Spectral filtering or polishing, a common operation performed with hyperspectral imagery, could be used to remove these small-scale variations in spectral shape and further improve results [56] , if this were shown to consistently improve retrieval accuracy.
The varying weather conditions added considerable uncertainty to in situ R w spectra. This can be seen in the low number of spectra that passed QC during measurements at several stations (Table 1) and the wide standard deviation of these spectra (Figure 4) . The E d (PAR) and ratio of diffuse sky radiance in Figure 2 show that the illumination conditions were highly variable. Negative reflectance values (not a true target property) of in situ ST5 R w spectra at wavelengths over 750 nm are a clear indication of these challenging conditions, despite E d (PAR) being relatively stable at this station. Similarly, the ST1 in situ spectrum (Figure 4a) shows particular signs of disturbance (possibly by waves, ship roll, or glint) in the NIR.
The number of matchup locations is always limited in this type of study, and prevents more thorough analysis of between-image reflectance variations. For example, ATCOR4 offers a sophisticated method called BREFCOR to balance the reflectance differences between neighbouring images [28] , which could be included in future studies but ideally requires more ground reference measurements. Relatedly, flight lines and in situ measurements were obtained at different times, varying from 9 min to 4 h difference. Variable winds may cause horizontal differences in sediment and detrital resuspension, although in this study, temporal differences between matchups were not identified.
Conclusions
We presented the first results of using the hyperspectral AisaFENIX airborne sensor in water quality applications. The imagery was collected over a small inland water body under changing cloud cover, illustrating highly challenging, but not uncommon, conditions for atmospheric correction. The FENIX sensor showed improved performance in terms of signal-to-noise ratio compared to its predecessor, AisaEAGLE. Atmospheric correction performed with ATCOR4 using fully image-driven atmospheric parameters, and subsequent validation against boat-based in situ hyperspectral measurements of water-leaving reflectance, show reflectance retrieval accuracy of ±0.002, i.e., better than 15% error for the best five matchups between image and in situ R w spectra. The reflectance accuracy was better when using fully image-driven atmospheric parameters compared to using fixed parameters based on in situ measurements. The spectral angle between image and in situ R w spectra was better than 4.1 • for the best cases and 10 • or better for the most challenging cases in the spectral range of 450-750 nm. The test with semi-analytical band ratio-based algorithm to retrieve Chl-a concentrations from image R w spectra gave realistic concentrations and the accuracy was comparable to other studies. The results showed that ATCOR4 can be successfully used for water applications without in situ atmospheric measurements, even in challenging illumination conditions. As ATCOR4 does not a priori assume a water reflectance, it is expected that the presented atmospheric correction method can be applied for images collected over other relatively turbid inland water types as well. The results also indicate that, with accurate atmospheric correction, it could be possible to retrieve reliable Chl-a concentrations at locations covered by cloud shadow. Accurate atmospheric correction is a necessity when airborne (manned or unmanned) optical measurements are performed in challenging illumination conditions, even under cloud cover. We may expect that future airborne monitoring of inland waters will build on advances in unmanned aerial system (UAS) technology and high resolution satellite sensors.
