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Chapter 1
Introduction
1.1 Aim of this thesis work
Magnetic fields play a key role in complex systems of charged particles like plasmas: not
only because of the effect, due to Lorentz force, they have on single-particle dynamics,
but mainly because of the way they affect plasma collective behavior by changing particle
energy and momentum transport properties; in this, magnetic lines topology and evolution
is fundamental.
In this thesis we refer to a “plasma” as to a globally neutral system of ions and electrons
(i.e. a completely ionized plasma), for which we will define the specific assumptions and
approximations corresponding to the regimes we will consider. Due to the presence of both
electrons and positive ions interacting via Coulomb forces, the Debye-shield length (λD) is
defined. It gives the maximum distance of charge separation, since at such characteristic
length an excess charge at rest is shielded by an equal and opposite surrounding charge.
Because of this, when considering phenomena interesting distances much greater than λD,
the dynamics driven by magnetic fields can be much more important that the one due to
electrostatic fields.
We will focus on two processes which drastically change magnetic field topology. The
first is magnetic reconnection, representing a mechanism of magnetic field annihilation
and topological rearrangement, where potential magnetic energy is converted into par-
ticle kinetic energy, both isotropic (pressure increase) and anisotropic (ordered current
structures). The second, the counterstreaming current filamentation instability (CFI), is
somehow the “inverse” mechanism, in which an initial anisotropy in particle momentum
drives an instability which transfers particle kinetic into magnetic energy, thus creating
magnetic structures. We will address these two processes in a collisionless framework
using in both cases a fluid description.
Both these phenomena are due to the development of an instability, in which an ini-
tial configuration for the plasma is altered because of some perturbations which grow
in time. By roughly distinguishing the instabilities between “configuration-space” and
“velocity-space” (see e.g. Ref.[1], Sec.5.2), the former being related to a departure of
some macroscopic quantity from thermodynamic equilibrium (e.g.: magnetic potential
energy), the latter due to a departure from a Maxwellian distribution function in the
velocity space of the initial configuration, we can put magnetic reconnection processes we
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will deal with in the first category and current filamentation in the second. The low colli-
sionality of the plasma in the regimes we will consider allows for the existence, in principle,
of an infinite class of metaequilibrium states which do not smooth out in time toward a
stationary Maxwell-Boltzmann equilibrium until dissipative mechanisms are taken in ac-
count. The processes we are going to describe are therefore to be regarded as adiabatic
transitions between metaequilibria, in which the total (i.e. particle ordered kinetic and
electromagnetic) energy is conserved. The standard approach toward the study of insta-
bility of a given equilibrium has usually been committed to energy considerations, i.e. to
a variational approach of some energy functional in presence of the system constraints,
or to a normal-mode analysis, based on the study of the linearized dynamic equations.
Following the dynamics of the processes must rely instead on a numerical approach: this
is what we have done in this thesis work, in which we are particularly interested in the
evolution of the fluid and electromagnetic structures developed by reconnection and CFI
instabilities.
1.1.1 Collisionless magnetic reconnection
First evidence of the importance in the comprehension of processes involving a change in
magnetic field topology came from space physics. In particular, a mechanism of magnetic
reconnection was first suggested by Giovannelli[2] (1947) to explain the violent energy
release occurring in solar flares[3], which are of the order of 1026 J over a time of ∼
102−103 seconds. Under “ideal” conditions defined by the frequency range of ideal MHD
theory, particles and field dynamics of a magnetized plasma are indeed macroscopically
linked through the “frozen-in law”, stating the preservation of magnetic topology during
plasma ideal evolution: in the ideal MHD regime this linking is provided by the rapid
Larmor particle-gyration along field lines. However, where magnetic field develops strong
gradients, non-ideal processes become locally important and thus can relax the linking
between magnetic field and plasma dynamics. As a consequence of this, part of magnetic
energy is released to accelerate particles.
After the first applications to space-physics phenomena, the aim in the development of
magnetic reconnection theory has been mainly twofold. On one side, because of its rele-
vance in magnetically confined plasmas for fusion research[4], for which reconnection insta-
bilities are regarded as one of the main problems in maintaining magnetic confinement (see
e.g. Ref. [5]); on the other side, because of its occurring in astrophysical environments,
not only in solar physics but also in solar wind-magnetosphere interaction [6, 7] such as
magnetic storms[8] and recently observed terrestrial magnetotail processes[9, 10, 11].
At the present state of theory the topic of reconnection still represents in itself a
challenging subject of scientific investigation, both theoretical and experimental (see e.g.
Ref.[12]). The main problem related to it are the understanding of the mechanisms which
trigger the reconnection instabilities, so as accounting for the observed fast experimental
growth rates of the magnetic energy release. While on the astrophysical side this is obvi-
ously a necessary step in the comprehension and modelling of the observed phenomena,
in magnetically-confined plasma experiments it is fundamental in order to recognize the
way which can lead to stabilization of reconnection processes, so to achieve the condition
favorable to nuclear fusion. The principal way in which these topics are addressed has long
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time been through linear analysis of instabilities; however, the complexity of the mod-
elled system, especially due to the intrinsic nonlinearity of the equations which describe
a magnetized plasma, has not yet allowed to correctly fit and predict experimental data.
In particular, the nonlinear development of reconnection instabilities has shown to bring
drastic local changes to the system, so that the approximated models used to investigate a
particular process become unreliable at an advanced stage. On the other side, the various
mechanisms which can trigger reconnection couple and interact in a non-trivial way, and
also drastically depend on the geometry of the system (e.g., there are some reconnection
modes which are unstable in the toroidal geometry of a Tokamak, but not in a cylindrical
approximation). All this has also lead to a somehow different approach toward the study
of fusion-plasma or astrophysical reconnection: in the GEM challenge[13], for example,
the problem is focused on the mechanisms of enhancement and/or triggering of fast mag-
netic reconnection, while the conditions for the onset of secondary instabilities are simply
assumed together with a nonlinear stage of reconnection itself; in fusion plasmas, instead,
much attention has always been posed to the study of each single reconnection mechanism
and its development from some initial perturbation, starting from equilibrium configura-
tions where only a few unstable modes are allowed or excited. Whatever the case, only
the development of computational capabilities and numerical techniques of recent years
has allowed to model reconnection processes in their nonlinear evolution.
We will follow here the “fusion-plasma type” approach for the investigation of the non-
linear evolution of a collisionless magnetic reconnection mechanism, in the approximation
of a two dimensional (2D) slab-geometry. While first considered reconnection processes
were due to resistivity[4], non-collisional mechanisms have been devised[74, 15] to account
for the fast reconnection rates observed in high-temperature and/or low-density plasmas,
where the ratio between ideal effects and resistive (collisional) effects is too small. These
are the situations now encountered in fusion plasma experiments[16], where temperature
of the order of 1 − 10 keV have been achieved, and in most astrophysical environments,
where the long average particle mean free-path, whose characteristic length ranges from
107m to 109m, makes plasmas almost collisionless. The mechanism which we will address
is known as inertial magnetic reconnection, in which electron inertia is the non-ideal effect
which locally allows reconnection instability. Since this model of reconnection does not
consider dissipation mechanisms such as e.g. resistivity or viscosity, it conserves total
energy (i.e.: it is assumed that magnetic energy is partially converted into ordered kinetic
energy and not in heat flows). The set of fluid equations we describe the hamiltonian
system with, also admits some further conservations, namely Casimirs and Lagrangian
invariants. These invariants provide topological constraints, which drive the nonlinear dy-
namics of coherent fluid and magnetic structures developing at an advanced stage inside
the reconnection domain, where the reconnection instability generates the characteristic
“magnetic island” structures.
In this thesis (chapter 4) we present the results of the numerical investigations aimed
to study the dynamics occurring inside the magnetic island in the Alfve`nic and whistlers
frequency ranges, also retaining effects of electron compressibility along magnetic field
lines. In both frequency regimes, the development of secondary fluid instabilities has
been observed in concomitance with a transition to a fluid dominated “Hasegawa-Mima”
regime inside the magnetic island, while compressibility has shown to provide stabiliz-
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ing effects. These results are interpreted in terms of the existent topological constraints,
which are analogous in form for both the two regimes but change structure in the electron-
compressible Alfve`nic framework, where also the small scale dynamics inside the recon-
nection layer is therefore modified. We remark that the original results we present here
have been obtained in a 2D geometry, in which, as it is well known[17, 18], magnetic
processes in the two frequency regimes are well decoupled: we also give a brief discussion
about the comparison of the whistler-mediated magnetic reconnection model, derived in
a collisionless 3D single-fluid MHD framework, with our 2D collisionless regimes obtained
from a two-fluid approach[19, 20], focusing on how to rewrite the generalized single fluid
Ohm’s law in order to reobtain the equations we have integrated in the Alfve`nic regime.
Publications related to the results presented here are: Refs.[21, 22, 23, 24, 25, 26].
1.1.2 Collisionless current filamentation instability
Among the mechanisms of magnetic field generation, current filamentation instability is
nowadays considered as the leading mechanism to account for the quasi-static magnetic
fields observed in particle-in-cell (PIC) simulations[27] of laser-plasma interactions, and it
has been recently invoked also to explain a number of feature observed experiments[28, 29].
This instability is due to an anisotropy in electron momentum, and is therefore sometimes
referred to also as “Weibel”-type instability, after Weibel who first (1959) studied[30] col-
lisionless instabilities due to anisotropy in space-velocity distribution function. The way
in which magnetic field is generated, is easily recognized[27, 31] by observing that an-
tiparallel currents are unstable toward transversal displacement, and that a concatenate
magnetic field transversal both to such displacement and to the beam direction is conse-
quently developed.
Current filamentation is expected to be the principal magnetic field generation mecha-
nism in some astrophysical scenarios, in which colliding jets of charged particles occur[32,
33] (e.g.: gamma-ray bursts, active galactic nuclei, supernova remnants). The configu-
ration characterized by two counter propagating streams of electrons is however a more
common feature of laser plasma interactions, where a beam of accelerated electrons is
generally created in the direction of the incident laser radiation (either by plasma oscil-
lations wave-breaking in underdense plasmas, or by direct acceleration by laser radiation
in overdense plasmas); then a return current (of electrons, since ions can be considered
at rest because of their higher inertia) is “instantaneously” developed so as to maintain
local neutrality. The system with zero total current is then in conditions for the develop-
ment of the counter-propagating current filamentation instability. Depending on the ratio
between the two mean velocities (and therefore densities), the two beams can be sym-
metric or not. What is relevant is that, because of the finite dimension of the beams and
its radial inhomogeneity, some resonant location appear where filamented current struc-
tures are concentrated; their thickness is of the order of the electron skin-depth length
(de = c/ωpe, ωpe being electron plasma frequency). Recent laser plasma experiments re-
lated to the fast ignition approach to Inertial Confinement Fusion (ICF), have indeed
revealed[28, 29] ring-like filamentary structures coaxial to the beam direction. A typical
value of present laser pulses power is of the order of 1018W cm−2 , which for electrons
with about 1Mev energy gives currents of order of 1012Acm−2 ; for these, magnetic fields
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of order of ∼ 102MG are expected from simulations, while recent experiments[29] have
however measured field peak intensities of ∼ 30MG. Since in ICF, electrons are devoted
to energy deposition in the fuel, the way in which their transport properties are altered is
fundamental to the problem. It is therefore of crucial interest to understand the typical
magnetic structures which develop because of the current filamentation development.
This is the topic addressed in Chapter 7: in order to understand wether the filamented
magnetic structures to be observed in laser irradiation experiments of overdense plasmas
are attributable to the CFI, we provide some numerical results about its 3D-evolution for
two radially inhomogeneous electron beams. As a starting point for our analysis we have
neglected collisions and pressure effects. Note that in case of a generic 3D perturbation,
the electromagnetic CFI couples with the two-stream (TS) electrostatic instability, which
is excited by disturbances parallel to the beam direction. Some analytical discussion
is provided, concerning the behavior of the resonance for a generic perturbation. Also
some original numerical results are given, about the CFI evolution excited by a generic
2D-transversal perturbation of a cylindrically symmetric inhomogeneous equilibrium.
Publications related to this subject are: Refs.[34, 35, 36, 37].
1.2 Structure of the thesis
First chapter is of general introduction about fluid models (2); then there is an introductive
chapter (3) for magnetic reconnection and one for CFI (5). The original results presented
in this thesis are given in Chapter 4 for collisionless magnetic reconnection, and in Chapter
6 for the CFI. Last chapter (7) is then devoted to summarize the results of Chapters 4
and 6, so as to discuss possible forthcoming improvements and related lines of research.
1.2.1 Detailed outline of the thesis
In order to point out the limit of application of the fluid models we will use, in Chapter 2
the approximations necessary to the fluid description of a plasma are addressed, especially
in a low-collisional regime (Sections 2.1); then the two-fluids and one-fluid equations are
introduced (Sections 2.2), and finally some proper normalization is given, depending on
the frequency ranges in which such equations will be further used (Sections 2.3).
In Chapter (3) a summary introduction to the topic of magnetic reconnection is pro-
vided, especially as far as the topological aspect of reconnection are concerned (Sections
3.1). Then the physical meaning and consequences of the 2D slab-geometry approxima-
tion are briefly discussed both in the Alfve`nic and whistler regime, and the topological
invariants of the Hamiltonian framework are introduced (Sections 3.2). Finally (Sections
3.3), the equations describing the reconnection process in the collisionless regimes we are
interested in are derived and the related approximations discussed; also a brief presenta-
tion of the Hasegawa-Mima fluid-electrostatic regime is presented, since it is of interest
in the chapter where we draw the conclusions of our work.
In Chapter (4) the results of our work about 2D-inertial reconnection is given. After a
brief summary of some previous results, of the analytical similarities between reconnection
in the two frequency regimes, and of some details about the numerical algorithm used
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(Sections. 4.1), the onset of secondary instability inside the reconnection layer is treated
(Sections. 4.2): the transition to a Hasegawa-Mima regime is discussed in terms of the
topological constraints; the role of electron compressibility parallel to magnetic lines is
discussed concerning the stabilization of secondary Kelvin-Helmholtz-type (K-H-type)
instabilities; it is also pointed out how compressibility effects influence the modification
of the invariant magnetic structures, which correspond to different kind of dynamics inside
the reconnection domain. Then, a periodic energy exchange between magnetic and fluid
components, observed at saturation of the reconnection mode, is briefly discussed (Section
4.3). Finally, some word is expended concerning the 2D-one-fluid reinterpretation of the
two-fluid equations through an opportune Ohm’s law (Sections. 4.4).
Magnetic field generation through collisionless CFI is introduced in Chapter 5: first,
the fluid model is introduced (Section 5.1) for the two kind of beam-plasma instabilities
which can occur in the configuration of two counter-propagating electron beams (i.e.:
CFI and TSI instabilities); then the analytical and numerical results already acquired in
literature are summarized (Section 5.2).
These results are taken as reference and term of comparison for our new results pre-
sented in Chapter 6. In section 6.1 it is given an analytical discussion about the behav-
ior expected for the resonance in a 1D-inhomogeneous equilibrium excited by a generic
transversal perturbation. Finally (Section 6.2) the numerical algorithm used to integrate
the equations and the new numerical results related to the 3D-CFI coupled to TSI are
provided.
In Chapter 7 a summary of the original results presented in this thesis for both the
study of 2D-inertial reconnection and CFI is given. For each subject, a few specific
suggestions about future work are proposed (Sec.7.2).
1.2.2 Notation and abbreviations
Throughout this thesis, thermodynamic units are chosen so that Boltzmann constant is
kB = 1 , which means that energy and temperature are homogenous quantities.
We remember the use of the following abbreviations: 2D-, 3D- in place of two-
dimensional and three-dimensional; MHD for magnetohydrodynamic, and EMHD for e-
lectron-magnetohydrodynamic; K-H will be used as an abbreviation for Helvin-Helmholtz
instability; H-M stands for Hasegawa-Mima regime or equation; CFI stands for current
filamentation instability, and TSI for the two-stream instability; PIC means particle-in-
cell simulations; ICF is Inertial Confinement Fusion.
Chapter 2
Fluid models in a magnetized plasma
at Alfve`nic, whistlers and Langmuir
regimes
Plasmas, consisting of “macroscopic” systems of charged particles moving in an electro-
magnetic field, have a huge number of degrees of freedom comparable to Avogadro’s,
NA ' 6.023× 1023 : their modelling is in principle thus committed to the tools of statis-
tical mechanics. Nevertheless, the collective behavior they display because of the electro-
magnetic coupling of their constituents, in some regimes allows for a description with only
a few macroscopic variables. Because of the long-range character of particle interactions,
however, the identification of such variables does not follow the same arguments which
apply in classical fluid dynamics, and the limits of the fluid description must be carefully
considered in each spatial/temporal regime under examination. These are the problems
briefly discussed in this chapter, with particular reference to the regimes we are interested
in this thesis.
In Sec.2.1 we outline the main problems and approximations encountered in the fluid
description of a plasma, by comparing it to the case of the hydrodynamical modelling of a
classical gas, and by giving particular attention to the collisionless regime of a magnetized
plasma. In Sec.2.2 we introduce the two-fluid and the one-fluid frameworks, which we will
use throughout this thesis, and in last section (Sec.2.3) we will specify the three frequency
ranges in which the reconnection phenomena and current-filamentation instabilities will
be addressed in the following chapters; for each of the frequency regimes we write the
governing equations in an opportunely normalized form.
2.1 Approximation in a fluid description
Using a fluid model to mimic the dynamical evolution of particles in a plasma, clearly
represents a looser approximation than a kinetic approach. Nevertheless it is quite use-
ful, not only because of its relative lesser mathematical complexity, (numerical studies,
inevitable due to the nonlinearity of the set of equations coupling the motion of charged
particles with the electromagnetic fields they influence in return, are far more computa-
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tionally demanding within a kinetic description, so that fully-3D kinetic studies are at
the moment beyond of reach) but because it allows a plain macroscopic description of the
collective proprieties of a plasma. The fluid one is then a convenient framework, though
only preliminary, to the description of topological phenomena such as the formation and
evolution of coherent magnetic structures.
We now introduce the characteristic parameters which allows to recognize the appli-
cability of a fluid description when the high-collisionality hypothesi wears off.
2.1.1 Hydrodynamical model of a classical gas
Like any approximation, the main problem of the fluid approach lies in the domain of
its applicability. Formally speaking, the use of fluid-like equations is only appropriate to
collisional media. Indeed, a fluid model makes use of mean quantities, such as average
density and bulk speed of the medium, whose evolution is obtained by integrating Boltz-
mann’s transport equation over the particle velocity space; for the α-specie particles with
distribution functions fα and Hamiltonian H the equation can be written in the form:
∂fα
∂ t
+ [H, fα] = ∂fα
∂ t
∣∣∣∣
c
(2.1)
Here [ , ] denote Poisson brakets, and it can be proved[38] that provided the gas is diluted
enough, i.e. particles have short-ranged interaction potential, the leading term in the
collision operator (r.h.s. of Eq.(2.1)) comes from binary collision (See e.g. Ref.[38], Sec.
3.5). The essential requirement to justify a fluid description is the collision operator
to be large with respect to the l.h.s. of Eq.(2.1), so that a relaxation toward a local
Maxwellian equilibrium distribution can be assumed on time scales shorter than those
of particle dynamics. The usual equations of hydrodynamics (continuity’s, Euler’s, and
energy equation) can then be derived as a consequence of the conservation theorem for
quantities which remain unchanged during collisions (mass, momentum, thermal energy)
−see e.g. Ref.[38], Chapter 5. The necessity of the collisional requirement lies in the
assumption of a local Maxwell-Boltzmann’s distribution which solves Eq.(2.1) without
the collision term, so that each of the averaged quantities
〈A〉α =
∫
Afα d
3vα∫
fα d
3vα
=
1
nα
∫
Afα d
3vα (2.2)
can be effectively evaluated (vα being the speed of an α-particle, nα their mean density,
and A a generic quantity which, when invariant in presence of collisions, gives rise to an
average fluid quantity appearing in the hydrodynamic equations).
2.1.2 Parameters in a fluid modelling of a plasma
For a system of interacting, mobile, charged particles the same kinetic description stated
in the form of Eq.(2.1) holds, where the Hamiltonian H is this time generally dependent
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on the fα distribution of each particle specie (α = i, e, n for ions, electrons and neu-
trals respectively), due to the mutual influence of particle dynamics and electromagnetic
fields: it is Vlasov’s equation. Apart from this basic further nonlinearity, it mainly differs
from Boltzmann’s equation because of the magnitude of the collision operator, which can
not typically be regarded as the leading term. In principle, the approach toward a fluid
description would be similar to that of a classical gas, yielding an infinite chain of fluid
equations for each particle specie (many-fluid model), in which every velocity moment[39]
is coupled to the moment of higher order. But the lack of a condition of local thermo-
dynamic equilibrium, which for a gas is guaranteed by the fast collision rate, prevents to
relate the pressure tensor
Pα =
∫
(vα − 〈vα〉)(vα − 〈v〉α)fα d3vα (2.3)
to the lower-order moments (task above accomplished by means of the Maxwellian dis-
tribution assumption): an appropriate closure equation must then be thought up. Even
if retained, the collision term would just bring non-conservation terms into the hierarchy
of moment equations, through its perturbative integration along the orbits of a mean-
field Hamiltonian: in the perfect hydrodynamics approximation, where (∂fα/∂t)|c is the
largest term, the truncation of the chain of equations corresponds to taking the lowest-
order solution of (2.1), i.e. a Maxwellian distribution; in the low-collisional framework we
can truncate the hierarchy if some other large parameter, or its inverse when used in an
asymptotic expansion, is recognized. The problem of finding such a closure equation is
equivalent to the search for an adequate equation of state of the plasma −see e.g. Ref.[40]
for a discussion about these topics.
Also in a low-collision plasma it can be proved that collisions essentially consist
of binary particle scattering (see e.g. Ref.[1] , Sec.7.1-7.4 ), hence one can estimate
(∂fα/∂t)|c ≈ ναfα = fα/τα, να and τα respectively being the α-particle collision fre-
quency and time. Note however that to make more rigorous the considerations which
follow about the regimes of collisionality in the chosen frameworks, the unlike-particle
collisions frequencies νβγ (β is the test particle scattered by γ) should be considered and
compared to the like-particle collision ναα; then να is comprehensive of both ναα and ναβ.
Since we deal with globally neutral, fully ionized plasmas only, we do not care about neu-
trals. The collision frequencies1 measure the relaxation times to isotropy of an initially
anisotropic distribution (in the classical gas theory, νc gives the relaxation time toward
a Maxwellian). They can be estimated from kinetic theory by assuming the test-particle
speed to be thermal (see e.g. Ref.[42], Sec.8.5); the following orderings are obtained:
νii
νee
' Z3
(
me
mi
)1/2(
Te
Ti
)3/2
νei
νee
' Z νie
νei
' Z
(
me
mi
)(
Te
Ti
)
(2.4)
where Z is the ions’ charge state (qi = Ze, qα being the α particle electric charge). The
1In this approximate discussion we are just considering the collision frequency responsible for particle
momentum transport, while a distinction should be made with the rates of particle energy exchange,
whose orderings are slightly different from those given in Eq.(2.4) (see e.g. Refs.[41] p.220, and [42],
Sec.8.5)
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asymmetry in unlike particle scattering expressed by the last ratio in (2.4) is essentially
due to difference in masses, which makes greater the mean number of interactions (and
then longer the mean time) necessary to deviate by the same amount of degrees an heavy
particle such as an ion through electrons’ scattering, rather than an electron scattered
by ions. In a low-Z plasma with Te ' Ti we have νie ¿ νii ¿ νee ∼ Zνei , whereas in
the cold-ion limit (Te À Ti) we will consider in the following chapter, we can find the
opposite ordering νee ∼ Zνei ¿ νie ¿ νii . Whatever the case, to the following esteem of
the collision operator it is enough to define a characteristic collision frequency νc, taken
as the highest of those in (2.4).
The fact that in a plasma the collision operator may be comparable or even negligible
with respect to l.h.s. terms of Eq.(2.1), is due to the Coulomb particle cross-section,
whence it can be heuristically proved (see e.g. Ref.[40]) the T
3/2
α dependence of να. This,
through the definition of an appropriate νc, implies the collision operator to be of order
of O(g) (see e.g. Ref.[1], Chapter 7), where:
g ≡ 1
nλ3D
∼ νc
ωpe
=
λD
lmfp
(2.5)
is the plasma parameter, defined as the inverse of the average number of particles contained
in a Debye sphere.
λD =
√
TeTi
(TiZq2e + Teq
2
i )
1
4pin
(2.6)
is the Debye-length in a locally neutral plasma (ne ' Zni ' Zn , see Sec.2.1.4), rep-
resenting the maximum distance of charge separation, since at such length an excess
charge at rest is shielded by an equal and opposite surrounding charge. From (2.6)
the definitions of λDe and λDi are obtained taking respectively the limits Te ¿ Ti and
Ti ¿ Te; in a single fluid model Eq.(2.6) can be rewritten in terms of a global tem-
perature T = Ti + ZTe. For our purposes the limits Ti ¿ Te and Ti ' ZTe are
interesting, in which Eq.(2.6) is substituted by λD = λDi ' {Ti/(4pinZ2e2)}1/2 and
λD ' {Te/(4pinZe2)}1/2 = {T/(8pinZ2e2)}1/2 respectively.
ωpe =
√
4pinee2
me
(2.7)
is the Langmuir- or electron-plasma oscillation frequency, defining the frequency of the
harmonic oscillations which electrons undergo because of their inertia to the restoring
force due to ions, when ions are taken as immobile. Corrections due to ions’ inertia are
negligible to the me/mi order, since they would give an effective oscillation frequency
ω2p = ω
2
pe + ω
2
pi where ωpα = (4pinαq
2
α/mα)
1/2 , and thus ω2p ' ω2pe(1 +me/mi) in a low-Z
plasma.
lmfp =
uth
νc
(2.8)
is the mean free path of plasma particles, where uth = (T/(mi + Zme))
1/2 is a character-
istic thermal velocity comprehensive both of electrons’ and ions’ thermal speeds through
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T = Ti+ZTe, u
α
th = (Tα/mα)
1/2 being the typical thermal velocities of the α-specie. Gen-
erally, for Ti < Te we have uth '
√
Zueth to the me/mi order. By introducing a relevant
cross section σ associated to the characteristic collision frequency through νc ' nσuth , we
can estimate this frequency by taking the square of the inter-particle distance of closest
approach, dc, defined by the balance between the potential and kinetic energy:
qiqe
dc
' T (2.9)
The first gross approximation in (2.5) is then justified, especially in low-Z plasmas,
since using these definition we find g ' 64pi2Z3/2νc/ωpe in the Ti ' ZTe limit, and
g ' 16pi2Z3(Te/Ti)3/2νc/ωpe for Ti ¿ Te; the last equality in (2.5) is immediate by ob-
serving that λDα = u
α
th/ωpα and then λD ' uth/ωpe.
It is seen from Eq.(2.5) that due to the high temperature and/or low density, g is
infinitesimal in the majority of space and modern laboratory plasmas. Looking this in
terms of spatial and temporal scales, it is useful to define the “hydrodynamic” time scale
τH , which characterizes the time evolution of the fluid variables (density, velocity, tem-
perature, pressure) as well as of the electromagnetic fields. Similarly, we can assume as a
spatial term of comparison a characteristic scale length LH , measuring the distance over
which unperturbed macroscopic quantities vary. These two magnitudes are related each
other by means of the characteristic phase velocity cH ≈ LH/τH of waves propagating
energy in the particular frequency regime considered (in our cases: Alfve`n’s and whistler
waves, or electromagnetic waves). Note however that the dispersion relation of dispersive
waves, such as whistlers, generally leads to multiple possibilities for LH : the choice de-
pends on the spatial scale one wants to take as reference for the investigated phenomena.
The range of applicability of the fluid model and the required hypothesis are then mea-
sured by the ordering of all the other characteristic time and length scales with respect
to τH and LH , which so become the natural units for all the processes under description.
The low-collision condition of a collisionless plasma then translate into the inequalities:
τH ¿ τα
L ¿ lf.p.
(2.10)
Another critical parameter which we will use to characterize the physical regime of phe-
nomena occurring in a magnetized plasma, measures the ratio between kinetic and mag-
netic pressure:
βα =
8piPα
B20
(2.11)
Pα is the α-type scalar pressure, and B0 is a reference value for the magnetic field; in
a single-fluid model it can be defined just one global ratio, β =
∑
α βα . Its limit
case β ¿ 1, corresponding to a strongly magnetized plasma, allows to make notable
simplification in the mathematical models (Sec.3.2).
Summarizing, also to describe a low-collisional plasma we can write two fluid equations
(continuity’s and Euler’s momentum) coupled to Maxwell equations for the electromag-
netic fields, but it has to be properly chosen the equation to close the set by relating
pressure to lower-order moments, which for a perfect fluid consists in the thermal energy
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conservation-law and is equivalent to a gas state equation. Such a choice is not generally
determined by the intrinsic physical properties of the plasma, but depends instead on
the extension of the spatial and temporal scales, to be numbered in terms of the τH and
LH above defined, at which occur the physical processes one is interested in: this choice
reflects the extent of approximation of the fluid model used, as we are going to discuss in
the next section (Sec.2.2).
We finally note that obviously a fluid modelling automatically excludes all peculiarly
kinetic resonant processes (e.g. Landau damping).
2.1.3 Electromagnetic fields evolution and conditions on the
plasma walls
For the sake of future references, before going on with the discussion of fluid description
let us write Maxwell’s equations in vacuum, whose approximations needed in each fluid
model will be next discussed, depending on the physical regime of interest:
∂B
∂t
= − c∇× E (Faraday’s law) (2.12)
J =
c
4pi
∇×B − 1
4pi
∂E
∂t
(Ampere’s law) (2.13)
∇ · E = 4pi(neqe + niqi) (2.14)
∇ ·B = 0 (2.15)
Note that when describing a plasma system, we have to consider it either as a infinite
medium or as a finite one with opportune boundary conditions. Then Eq.(2.15), for
example, states that magnetic field lines in a plasma either close at infinity or must only
have tangent component to its walls. Whatever the case, plasma boundaries represents a
surface of discontinuity for which proper boundary conditions to model’s equations must
be written. In case of a fluid description they summarize (see e.g. Ref.[43]) with the
conditions for an isolated system with perfectly conducting walls:
δE‖ = 0 (E-continuity in a conducting medium)
δB⊥ = 0 (B-continuity in a conducting medium)
δ(ρu⊥) = 0 (mass-flow continuity)
δ(E⊥) = 0 (energy-flux continuity)

(2.16)
The last condition expresses the energy-flux continuity on the walls of the plasma: it
is left inexplicit since it obviously depends on the chosen thermodynamic closure. The
subscripts ‖ and ⊥ refers to the tangent and orthogonal components to plasma walls.
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2.1.4 General approximations in a plasma fluid theory and quasi-
neutrality condition
A fluid model describes some collective behavior of plasma particles: therefore, some
related general spatial and temporal scale-ordering can be recognized, besides those justi-
fying the thermodynamic closure. Here are the hypothesis and consequent approximations
which we will require for every fluid model to be discussed in the following:
1) Macroscopic fluid element :
Each fluid element must contain a large (macroscopic) number of particles: its
characteristic spatial scale, df , must be small in comparison with the equilibrium
length.
n−3α ¿ df ¿ LH (2.17)
2) Small Larmor radius :
In a magnetized plasma particles move spiralling along magnetic field lines: the
characteristic time and length of such motion are defined by the cyclotron frequency,
Ωα = qαB0/(mαc), B0 being a characteristic magnetic field value, and by the
Larmor-radius, ρα = u
α
⊥/Ωα, where u
α
⊥ is the α-particles’ speed of the gyration
motion (here “⊥” refers to the plane locally perpendicular to the magnetic field).
It can be generally estimated: uα⊥ ∼ uαth . It is possible to neglect Larmor rotation,
so approximating the fluid velocities to (E×B)-drift-speeds, if
Ω−1α ¿ τH
ρα ¿ df
(2.18)
At this point we also expose the condition of quasi-neutrality, which is apart from the fluid
description, being just a restriction to a specific regime of phenomena in which charge
separation effects are neglected. It is then necessary to regimes of low-frequency such as
MHD, but not to higher frequency frameworks such as EMHD, in which we will violate it,
in order to retain compressibility effects which occur at frequency comparable to electron
plasma oscillations (Sec.2.3.3,3.2.2,3.3.2).
The quasi-neutrality hypothesi requires to locally satisfy:
qene = − qini (2.19)
By taking qe = −e and qi = Ze , Eq.(2.19) means that ne = Zni . In a globally
neutral system of mobile unlike charged particles, there exist a time- (ω−1pe ) and a space-
(λD) scale over which charge separation occurs before Coulomb restoring force acts to
compensate it. Eq.(2.19) is surely verified if:
ω−1pe ¿ τH
λD ¿ df
(2.20)
Note that a less strict condition can be derived directly from (2.19) by requiring:
neqe + niqi
neqe
¿ 1
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Estimating charge separation in terms of the magnetic field by means of Eqs.(2.12) and
(2.14), and by using the definitions of ωpe and Ωe, we find:
Ωe
τH ω2pe
¿ 1 ⇔ λ
2
D e
leth ρe
¿ 1 (2.21)
Here λD e is the electron-Debye length (Eq.(2.6) taken in the Te ¿ Ti limit), and leth =
ue⊥τh ' LH represents the distance covered by electrons during a hydrodynamic time in
the plane perpendicular to the magnetic field; because of (2.17), df ¿ leth. So conditions
(2.20) become a particular case of inequalities (2.21), which is then satisfied regardless of
the ordering of Ωe with ωpe and of λD e with ρe.
Note that the “fluid element’s” spatial scale, df , is just a parameter of conceptual in-
terest in justifying the fluid approximations: for all practical purposes we can overestimate
it with the “physical” scale LH , which is what we will do from now on.
2.2 Modes of fluid description of a plasma
Left aside for the moment the problem of the closure equation, we have seen that we can
formally get a continuity’s and a momentum fluid equation for each of the α-particles.
When all the species (electrons, ions and neutrals) are treated separately, we have the
so-called many-fluid model, which restricts to a two-fluid model in a fully ionized plasma,
like the ones considered in this thesis.
The one-fluid model, traditionally best known as magnetohydrodynamic, even though
phenomenologically obtainable and historically preceding the two-fluid description, con-
ceptually stems from having combined the fluid equations of the two charged particles.
Because of the great difference in mass between unlike particles of a fully ionized plasma, a
useful expansion parameter can now be introduced, measuring the ratio between electron
and ion mass:
εm =
me
mi
(2.22)
For a monatomic plasma (i.e.: hydrogen), it is εm ' 5.3× 10−4 .
In one-fluid MHD, since no distinction is made between ions and electrons, the charge
density current J has to be interpreted just as the curl of the magnetic field B; the cou-
pling between electromagnetic and fluid equations is given by Ohm’s law, whose general
formulation requires the introduction of phenomenological terms according to the phe-
nomena to be described, which can be a priori included and microscopically interpreted
only starting from a two-fluid model (2.2.1). Most problematic in this sense is the role
played by pressure forces: besides the choice of the closure relation, it might be neces-
sary to take in account a non-scalar pressure (i.e.: a second rank tensor), especially in
collisionless plasmas, where anisotropy of particle distributions does not smooth out with
thermalization.
A higher-order a priori approximation is formally accomplished when keeping the two
fluid distinct: this allows to retain the differences between electron and ion temperatures
(which are maintained due to the weak ions-electrons energy exchange) and densities;
though the densities can be related by the local neutrality condition (2.19) and the two
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mean velocities are essentially equal, corrections to the average electric-drift motion sur-
vive in the fluid-compressibility terms of the two continuity equations (see 3.2.1).
A further improvement in the two-fluid approximation can be obtained in presence of
a strong magnetic field by using the so called guiding-center description, which combines
a two-fluid approach in a direction perpendicular to the main magnetic field and a one-
dimensional kinetic model in the parallel direction −see e.g. Ref.[44] for a more complete
discussion. However, in this thesis we will just handle fluid models, even though we will
treat magnetic reconnection in presence of a strong magnetic field: the simplifications
in the fluid description following from such configurations will be separately discussed.
Furthermore, in the moment equations we will drop everywhere the term of gravitational
force, which infinitesimally interferes with the phenomena we are going to describe.
2.2.1 The two-fluid description
Let us first introduce the two-fluid model, since we will use it to interpret the terms in
the one-fluid MHD equations instead of deriving them phenomenologically. The set of
equations now accepted as standard are those derived by Braginski[41] (1965) in the col-
lisional regime:
Equation of continuity :
∂nα
∂t
+ ∇ · (nαuα) = 0 (2.23)
Euler momentum equation:
mαnα
(
∂uα
∂t
+ uα · ∇uα
)
= qαnα
(
E +
uα ×B
c
)
− ∇Pα − ∇ ·Πα + Rα (2.24)
Energy equation:
3
2
nα
(
∂Tα
∂t
+ uα · ∇Tα
)
= −nαTα∇ · uα − ∇ · qα − Πα:(∇uα) + Qα (2.25)
to which the microscopic definition of the electric current density must added:
J = qiniui + qeneue (2.26)
Here uα and Tα and are the mean velocity and temperature of α-type. Pressure force have
been split into a scalar contribution defining the temperatures (Pα = nαTα ), and a non-
isotropic traceless viscosity tensor (Πα ); for comparison with Eq.(2.3), Pα = PαI + Πα ,
I being the identity matrix. Vectors Rα represent the friction force between electrons and
ions, in particular Re = −R(ei) = −Ri , with R(ei) having a contribution from parallel
and perpendicular (to the magnetic field) resistivity so as from thermal forces due to
inhomogeneities in the temperature profile. qα are the heat flows, again depending on
velocity gradients and on thermoelectric effects related to the difference between ions and
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electrons speed (i.e.: electric current). The ” : ” in Eq.(2.25) denotes a tensorial product
expressing the frictional heating terms due to nonuniform velocities. Qα include unlike
particles energy exchange and Joule heating, the latter being obviously proportional to
R(ei) · J . Also note that the “3/2” numerical factor appearing in the inertia term of
Eq.(2.25) is due to the assumption of locally-Maxwellian distribution functions fα (see
Ref.[41], Sec.1).
Even if we will deal with noncollisional phenomena only, all the frictional terms have
been sketched in Eqs.(2.24-2.25) for comparison in some next discussions.
Note that through the explicit expression of the Pα tensors (also appearing in Eu-
ler’s equation) in terms of α-pressures, temperatures and spatial derivatives of velocities,
Eq.(2.25) represents the closure equation, with its underlying hypothesis delimiting the
model applicability. The explicit evaluation of the closure conditions is subject of the
transport theory, which aims to define the constants of proportionality (transport coef-
ficients) between fluxes and the thermodynamic forces driving them. In a magnetized
plasma, isotropy can no longer be assumed because of the preferred direction imposed by
magnetic field: the extent of anisotropy is measured by the ratio
χα =
Ωα
νc
=
lmfp
ρi
(2.27)
where ui⊥ ' ue⊥ has been used; note that χi ' εmχe because Ωi = εmqiΩe/qe . When
χα À 1 , Larmor orbits rather than collisions restrict the free flow of particles: in this
case transport coefficients perpendicular to the magnetic field are shown (see e.g. Ref.[42],
Sec. 8.2.2, 12.6) to include χα-depending corrections with respect to the parallel motion,
and also two separate closure equations for the parallel and perpendicular components of
the scalar pressure are preferable. Consequently, two distinct ratios βα⊥ and βα‖ can
also be defined consistently with Pα⊥ and Pα‖ (cfr. Eq.(2.11)). Sometimes, in case of
non uniform magnetic field, a “main” direction of the magnetic field can be defined, so to
refer to it the parallel and the perpendicular components of vector and tensors; the exact
choice of such a preferable direction is somehow arbitrary (we will discuss it in Sec.3.2).
What is generally used in fusion plasma physics is the so-called poloidal ratio:
βα⊥ =
8piPα⊥
B20⊥
(2.28)
measuring the extent of balance of pressure against magnetic forces in the plane perpen-
dicular to the main component of the magnetic field (also called guide field). In that
case, though differences between parallel and perpendicular component of pressure are
generally negligible, the guide field and its perpendicular component can differ of some
order of magnitude in intensity, especially in tokamaks plasmas (see e.g. Ref.[5], Sec.3.6),
so that βα⊥ can be very different from β (evaluated from Eq.(2.11) assuming the highest
value among the two components of “scalar” pressure) and β ' β‖ (cfr. Sec.3.2.1).
The distinction between perpendicular and parallel resistivity included in the friction
force Rα , is also due to this anisotropy: the proportionality between current density and
electric field which is found by combing the two momentum equations is no more a scalar
quantity, and an anisotropic conductibility tensor σ must be defined such that J = σ ·E ,
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(see e.g. Ref.[41]).
Collisional two-fluid model
Transport theory when collisions are not negligible requires
τα ¿ τH (2.29)
Orderings of Eqs.(2.4,2.29) influence the evaluation of the transport coefficients through
χα corrections. Details and remarks about each quantity appearing in Eqs.(2.24-2.25)
are referenced to Ref.[44], whose notation has here been followed and which uses Bragin-
ski results[41] (obtained in the limit χα ¿ 1 ), or to Ref.[42], Chapter 12, based on the
further improvements and generalization to the transport theory by Balescu[45] (1988)
(these include results in the Ωατα ≈ 1 regime).
Collisionless two-fluid model
In the following chapters of this thesis we will consider non-collisional regimes only, for
which closure will be taken performing an improper limit of Braginsky’s and Balescu’s
equations,
τα À τH
(condition (2.10), which is the opposite limit to inequality (2.29)). This assumption,
formally illicit, can be a posteriori justified by confrontation of the equations so obtained
with those derived from a strictly collisionless gyro-kinetic model[46] −see also Ref.[47],
Appendix 2.A-2.B. Because of (2.10) we can neglect Rα in Eq.(2.24), and drop the last
three r.h.s terms of Eq.(2.25) leaving on the right side just the Pα∇·uα contribution due
to the PdV work done by compression. Following the notation of Ref.[47] we now explicitly
write the collisionless viscosity tensor deduced from Braginskii’s model in presence of a
uniform magnetic field B = B0ez :
Πα =
 Sα 0 00 Sα 0
0 0 −2Sα
 +
 Dα Παxy 0Παyx −Dα 0
0 0 0
 +
 0 0 Παxz0 0 Παyz
Παzx Π
α
zy 0
 (2.30)
where (Ref.[47], Sec.2.A.):
Sα = a0
Pα
Ωα
(Ωατα)U
α
zz (2.31)
Dα =
Pα
Ωα
Uαxy (2.32)
Παxy = Π
α
yx = −
1
2
Pα
Ωα
(Uαxx − Uαyy) (2.33)
Παxz = Π
α
zx = 2
Pα
Ωα
Uαyz (2.34)
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Παyz = Π
α
zy = − 2
Pα
Ωα
Uαxz (2.35)
and Uαij are the components of
Uα =
1
2
(∇uα + (∇uα)τ ) − 1
3
(∇ · uα)I (2.36)
which represents the rate of shear (compressionless deformation without rotation) com-
ponent of the velocity gradient tensor ∇uα ; a0 ' 0.73 is a numerical constant whose
value has been calculated[41] for Z = 1 in the χα = Ωατα ¿ 1 Braginskii limit and
then has been inferred to be valid also in this collisionless regime for the considerations
above. Thanks to conditions (2.10), corrections (χα)
−1 smaller than the written terms
have been neglected in Eqs.(2.31-2.35). Sα-terms represent compressions and dilations
parallel and perpendicular to the magnetic field, which on the whole cancel out; these are
χα times bigger than other contributes, but are also proportional to fluid compressibility,
∇ · uα , which is generally small in low-frequency magnetized plasmas (Sec.S.2.2.1). The
other two matrixes of Eq.(2.30) respectively describe deformations perpendicular ((2.32)-
(2.33)) and parallel ((2.34)-(2.35)) to the main magnetic field. The components of the
collisionless stress tensor (2.30) are called gyroviscous terms because they are due not to
collisions but to the anisotropy resulting from the magnetization of the plasma.
In this collisionless limit some words have to be expended about Eq.(2.25), which
by neglecting of all r.h.s. dissipative terms and by combining it with the definition
Pα = nαTα and the continuity equation (2.23), can be brought to the form (Ref.[41],
Sec.6):
3
2
Pα
[
∂
∂t
+ uα · ∇
]
ln
(
Pαn
− 5
2
α
)
= 0
By recognizing in the l.h.s. differential operator the co-moving total or Lagrangian deriva-
tive (see Eq.(3.36)), we see that the solution of the above equation, Pαn
−5/2
α = const ,
is the adiabatic state equation for a monatomic gas (cfr. also Eq.(2.37) below). This
condition is perfectly consistent with the noncollisional improper limit of Braginskii’s col-
lisional model (where particles’ inner freedom degrees have been neglected so that each
specie is approximated to a monatomic molecule), but in absence of the closure criterium
provided by collisions themselves, it just represents a particular case of a more general
class of closure equations which can be self-consistently assumed in order to relate pres-
sure (depending on density by means of the temperature definition) to particles’ velocity.
These equations are the polytropic equations of state for each α-specie, which relate in
time pressure to density through a functional dependence of the kind P ∝ %n+1/n , with
the polytropic number n = 1(γ − 1) being a rational number, and γ the usual ratio of
the specific heats. In the collisionless regime we will then replace the closure conditions
of Eq.(2.25) with some
Polytropic closure equation:
∂
∂t
(Pαn
−γα
α ) + u · ∇(Pαn−γαα ) = 0 (2.37)
where γα is the usual ratio of the specific heats for the α-type particles; depending on
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its value we have different thermodynamical regimes: γα = 1 (isothermal closure), which
in the collisionless regime is equivalent to the temperature definition of Pα = nαTα ;
γα = c
α
p/c
α
v (adiabatic closure
2); γα → ∞ (incompressible-fluid closure), which taken
after combining Eq.(2.37) with (2.23) leads to the ∇ · uα = 0 condition. Note that the
physical consistency of Eq.(2.37) for an initially isothermal profile is supposed to hold at
all the times thanks to the non-collisionality condition.
2.2.2 The one-fluid MHD description
In the MHD model the number of fluid equations is essentially “halved” with respect to
the two-fluid model because explicit memories about unlike particle dynamics are lost,
being defined the following global variables:
Mass density :
% = neme + nimi (2.38)
Charge density :
%q = neqe + niqi (2.39)
Mean fluid velocity :
u =
nemeue + nimiui
neme + nimi
(2.40)
Because of the local neutrality condition Eq.(2.19) equilibrium charge density is usually
zero (%q = 0) and ne = Zni (where Ze = qi). Then, in plasmas with low-Z ions such as the
majority of magnetized plasmas of interest, it is possible to define a unique fluid density:
n = ni = ne and qi = e = −qe. A further simplification in the model consists in neglect-
ing O(εm) corrections (Eq.(2.21)), whence % ' nimi + O(εm) and u ' ui + O(εm) .
Eqs.(2.23-2.26) are then substituted by:
Equation of continuity :
∂%
∂t
+ ∇ · (%u) = 0 (2.41)
Euler momentum equation:
%
(
∂u
∂t
+ u · ∇u
)
=
J×B
c
− ∇(Pe + Pi) − ∇ · (Πe +Πi) (2.42)
2cp and cv are the usual specific heats coefficients: for classical monatomic and diatomic gases, which
are the most typical cases fitting for ions in plasmas, γi = 5/3 and γi = 7/5 respectively.
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Eq.(2.41) and (2.42) are deducible respectively from direct summation of Eqs.(2.23) and
(2.24) over α. Note that while the one-fluid redefinition of the total scalar pressure
P = Pe + Pi is a matter concerning the closure condition, the explicit definition of the
stress-tensor poses some problem in the MHD framework since it needs to properly rein-
terpret the two-fluid model; we will discuss last term of Eq.(2.42) separately in each
frequency regime of interest (Sec.2.1.3). The energy equation (2.25) is here substituted
by some closure condition, the usual choice consisting again of a polytropic equation
of state for the plasma (see Eq.(2.37) and the related discussion). This is appropriate
when the heat flow is small (should radiative processes or ionization be included, a condi-
tion of entropy-conservation in the co-moving fluid element would be necessary), so that
the thermodynamical properties of the plasma in the investigated regime are expressed by
Closure equation:
∂
∂t
(P%−γ) + u · ∇(P%−γ) = 0 (2.43)
Identical considerations as for the collisionless two-fluid model hold (see comments on
Eq.(2.37)), with the caveat that this time we are treating the plasma as a whole, not
distinguishing unlike particles.
In the one-fluid framework, being no more ue nor ui, Eq.(2.26) becomes formally
redundant, and current density in this model is defined through Ampere’s law, (2.13).
Summation over α of Eqs.(2.23) multiplied by qα gives a charge-density continuity equa-
tion in the form ∂t%q + ∇ · J = 0 , which is usually not considered as a fundamental
equation in the MHD set because of the condition (2.19). Hence it follows ∇ · J = 0 with
the same extent of approximation of %q = 0, which is consistent with the neglecting of the
displacement current in (2.13). Information about current dynamics are instead recovered
by direct summation of Eqs.(2.24) multiplied by qα/mα, which gives the coupling between
J and the electric field, henceforth the name of generalized Ohm’s law[48]: neglecting
me/mi corrections (so that definition (2.26) gives ue ' u−J/(Zne) ) and approximating
∂t(J/(ne)) ' ∂tJ/(ne) as well as∇(J/(ne)) ' ∇J/(ne), the following relation is obtained:
generalized Ohm’s law :
E +
u
c
×B = me
Zne2
(
∂J
∂t
+ u · ∇J
)
− me
Zne2
J·∇
(
J
ne
)
+
J×B
nec
− ∇ ·Pe
Zne
+ ηJ (2.44)
The last term comes from the the friction force R(ei) of Eqs.(2.11), which has been esti-
mated as:
R(ei) = ηn2e2Z2(ui − ue) (2.45)
so that, using Eq.(2.26) and approximating to the O(εm) order:
qe
me
R(e) +
qi
mi
R(i) ' Zne
2
me
ηJ (2.46)
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Electrical resistivity η has been here considered in the isotropic case (χα ¿ 1), which
clearly gives an overestimation of the last r.h.s. term of Eq.(2.44) in the direction per-
pendicular to the magnetic field. The scalar value assumed is related to the collision
frequency νc (usually electron-ion’s, νei −cfr. Sec.2.1.2):
η =
meνc
ne2
(2.47)
2.3 Normalized fluid equations in Alfve`nic, whistlers’
and Langmuir’s regimes
Before to discuss the terms of the equations above which we will keep or drop in each
collisionless model to be used, let us introduce the three frequency regimes and cast the
equations in a proper dimensionless form, so to single out the characteristic parameters
with which to order and recognize the weight of each contribute. At this stage we just
define the τH and LH scales of interest; next we will compare to them the characteristic
parameters related to each term of the fluid equations. Note that normalization of other
non-fundamental magnitudes, such as magnetic field or fluid density, to some reference
value or to a combination of other magnitudes is consistently determined by the dispersion
relation of the wave considered. In the following we will consider one-fluid model in the
Alfve`nic regime only, since due to their lower inertia, just electrons are interested to the
instabilities we will discuss in the higher frequency ranges.
We also define the two characteristic length scales which will appear in the normalized
equation, and which are associated to particles’ inertia:
dα =
c
ωpα
=
√
mαc2
4pinαq2α
(2.48)
di and de are respectively ions’ and electrons’ skin depth; their physical meaning will be
discussed respectively in Sec.2.3.2 and 2.3.3.
2.3.1 Alfve`nic frequency range
Alfve´n frequencies define the lowest characteristic oscillation times for a fixed wavelength
of the normal modes in a MHD plasma [49]. Linearization of Eqs.(2.41-2.44) taken in the
ideal limit and by neglecting pressure anisotropy, results in three kind of waves which are
generally coupled together through the dispersion relation:
ω2u = γ
P0
%0
k(k · u) + 1
4pi%0
[(k× u)(k ·B0) − (k×B0)(k · u)]×B0 (2.49)
Subscripts “0” denote as usual equilibrium quantities, while subscript “1” has been
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dropped for first order perturbations. Three principal orientations for the normal modes
of Eq.(2.49) are defined depending on the reciprocal orientations of the direction of prop-
agation (u), of excitation (k), and of the main magnetic field (B0ez). The three coupled
branches contained in dispersion relation (2.49) are then easily distinguished by taking for
the vectors three particular cases, each defining maximum propagation velocity for each
normal mode; the various modes of oscillation can be written as a linear combination of
the three so obtained:
• Sound waves (slow compressional Alfve`n waves):
c2s = γ
P0
%0
ω2s = c
2
sk
2
‖
Longitudinal, compressional, propagating parallel to the magnetic field at sound
speed, cs; they decouple from other modes at k ‖ B0ez and u ‖ B0ez .
• Alfve`n waves (shear-Alfve`n waves):
c2A =
B20
4pi%0
ω2A = c
2
Ak
2
‖
Transverse, non-compressional, at Alfve´n speed, cA; they have maximum propaga-
tion velocity at k ‖ B0ez and u ⊥ B0ez .
• Magneto-sound waves (fast compressional Alfve`n waves):
c2ms = c
2
A + c
2
s ω
2
ms = c
2
msk
2
⊥
Transverse, compressional, propagating with “hybrid” velocity, cms; they have max-
imum propagation velocity at k ⊥ B0ez and u ⊥ B0ez .
Subscripts ⊥ and ‖ in the dispersion relations are referred to the direction of the magnetic
field. In a homogeneous magnetic field Alfve`n waves oscillate independently because of
the condition k·u = 0. Magneto-sound waves are usually referred to as fast compressional
Alfve`n because they generally propagate faster both than shear Alfve`n and sound waves.
However, regardless of the direction of propagation, characteristic velocities of slow and
fast compressional waves decouple in the low−β regime since cs/cA ' γβ.
The Alfve`nic frequency range is characteristic of the majority of astrophysical processes
regarding solar-plasma dynamics and its interaction with planetary magnetospheres, as
well as interstellar phenomena (see Ref.[50]). It is also a typical regime for collective
processes in Tokamaks’ plasmas (see e.g. Ref.[5]).
When investigating phenomena mediated by these kinds of waves, it is a natural choice
LH = L , where L is the characteristic scale-length of variation of the magnetic field, so
to consider the slowest frequencies defined by τH = τA = L/cA ' 4pimiL/B20 . Magnetic
field is then obviously normalized to its reference value B0, which enters in the definition
of cA. It is also defined a reference value for density, n0, since through continuity and
closure equations we are interested in the explicit evolution of particle density; then, in
normalized units we write
Pα =
βα
2
nαTα (2.50)
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where each temperature too is normalized to its own reference value Tα 0. Note however
that in case of an isothermal assumption, Tα are not functions but merely numbers (unity
to be more precise: Tα = 1); in the particular case of the cold-ion limit, then βi → 0 ,
and β → βe .
We now rewrite the two sets of normalized Maxwell’s and fluid equations, save con-
tinuity and polytropic equations, which do not change from (2.23,2.41) and (2.37,2.43)
expressions.
Maxwell’s equations
∂B
∂t
= − ∇× E (Faraday’s law) (2.51)
J = ∇×B − 1
c2
∂E
∂t
(Ampere’s law) (2.52)
We have not written Eqs.(2.14-2.15) which are redundant because of the local neutrality
hypothesis (Eq.(2.19)) and the boundary condition on plasma walls (Eq.(2.16) ) respec-
tively. It is clear from (Eq.(2.52)) that the displacement current represents a relativistic
correction, thus negligible in the Alfve`n regime (c/cA →∞).
Two-fluid equations
Eqs.(2.23-2.26) become:
(electrons’ momentum):
Zεmdi
(
∂ue
∂t
+ ue · ∇ue
)
= −E − ue ×B − di∇Pe
ne
− di∇ ·Πe
ne
+ S−1J (2.53)
(ions’ momentum):
di
(
∂ui
∂t
+ ui · ∇ui
)
= E + ui ×B − di∇Pi
ni
− di∇ ·Πi
ni
+ +S−1J (2.54)
(closure equations):
3
2
βα
2
nα
(
∂Tα
∂t
+ uα · ∇Tα
)
= − βα
2
nαTα∇ · uα − ∇ · qα − Πα:(∇uα) + Qα (2.55)
(current density definition):
di J = n(ui − ue) (2.56)
As explained when discussing the collisionless closure condition in Sec.2.2.1, we replace
Eq.(2.55) with Eq.(2.37) when treating low-collision plasmas.
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Last term of the two momentum equations has been explicated for the case νc ' νei,
using (2.44) expression in an isotropic plasma (i.e.: overestimation of the perpendicular
resistivity), and introducing the Lundquist number S:
S =
τR
τA
=
1
τA
4piL2
η c2
(2.57)
In an Alfve´nic MHD plasma with uniform isotropic resistivity (∇η = 0, which means η
scalar and n ' n0 in (2.47) −see Sec.2.2.1) S measures the characteristic diffusion time
of magnetic field lines.
In the same collisional regime, but taking χα À 1, the explicit expression of the
anisotropic components of the pressure tensors is normalized as:
Πα '
(
S−1
νc
να
+
(
Zeεα
qα
)1/2
dα
)
βα
2
nαTα∇uα+χα
(
S−1
νc
να
+
(
Zeεα
qα
)1/2
dα
)
βα
2
nαTα∇·uα
(2.58)
where we have written: εα = mα/mi , so that for ions εi = 1 while for electrons εe = εm .
The stress tensor has been written just in an approximate way with respect to the com-
ponents of the gradients of velocity (see Sec.2.2.1), aiming to point out the dependence
from adimensional parameters. With the same intent, we can give for the heat flow vector
an approximate expression summarizing its dimensional analysis:
qα ∼
(
S−1ε−1m
νc
να
+ di
)
β2α nαTα∇Tα
Analogously, we can write
Qe ∼ diS−1|J|2 −Qi
Qi ∼ εmS−1βαni(Te − Ti)
Note that all collision-depending term here written have been approximated in the νc ' νei
case so to explicate their ordering with respect to the Lundquist number S−1. When in
the following chapter we will take the S−1 → 0 collisionless limit, we see that by com-
bination with (2.4) orderings and the να ∼ T−3/2α relation, the approximated expression
given above represent at most an overestimation which requires some further discussion
in the cold-ion limit only.
Single-fluid equations
Eqs.(2.41-2.44) are written as:
∂u
∂t
+ u · ∇u = J×B
n
− ∇ (Pe + Pi)
n
− ∇ · (Πe +Πi)
n
(2.59)
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E + u×B = d2e
(
∂J
∂t
+ u · ∇J
)
− d2e J ·∇
(
J
ne
)
+ di J×B − di∇·Pe + S−1 J (2.60)
Explicit expression of pressure tensors in terms of normalized density, speed and gradients
are given by (2.58). In last addendum of (2.60) Lundquist number S of (2.57) has been
used.
2.3.2 Whistlers frequency range
Whistlers are transverse right circularly polarized waves, which propagate parallel to the
magnetic field in a cold magnetized plasma at frequencies ωw well below the electron-
cyclotron frequency (see e.g. [1], Sec.4.10.4). Their general dispersion relation, valid in
the Ωi ¿ ωw ¿ Ωe regime is
ωw = α
k k ·B
1 + k2d2e
(2.61)
where α is the Hall constant, defined as α = c/(4pinee) = e d
2
e/(mec). These waves are
dispersive, exhibiting a phase velocity along the equilibrium magnetic field,
vph‖ =
ωw
k‖
=
Ωed
2
ek
1 + k2d2e
(2.62)
which is higher for longer wavelength components of a multi-frequency pulse: in the
kde ¿ 1 limit, vph‖ ' Ωed2ek , having its maximum at vph‖ = Ωede/2 for kde = 1; for
kde À 1 instead vph‖ ' Ωe/k. Since d2e = εmd2i , the short wave-length limit (kde À 1) of
(2.11) only applies when considering spatial scales LH ¿ di. This condition is equivalent
to LHωpi ¿ c, which through the overestimation LH = L is perfectly consistent with the
disregarding of relativistic phenomena (LHω/c¿ 1). This ordering is well satisfied when
taking the limit of infinite massive ions constituting a uniform neutralizing background so
to fulfill the local neutrality hypothesi: electron-magnetohydrodynamic regime (EMHD).
Then, the processes to be described in this framework develop on time intervals so short
that ions can be considered as motionless: ue À ui. Should we resolve microscopic spatial
scales, we see from the dispersion relation that the most appropriate normalization choice
would be LH = de and τH = Ω
−1
e ; however, since we will describe reconnection phenomena
involving topological change on the equilibrium magnetic field scale, we define LH = L
and take the corresponding limit in the dispersion relation (2.61) τH = ω
−1
w ' (Ωed2e)−1.
As a final remark we observe that, should the magnetic field be strong enough, it
can be Ωe > ωpe, which is typical in tokamak plasmas. Then, whistler waves, especially
on the short spatial scales (kde À 1) can be affected by charge-separation effects, which
in this regime, where electric current is carried by electrons only, mean that electron
compressibility must be taken in account: it enters here through O(Ωe/ωpe) corrections
(see Sec.3.2.2,3.3.2).
Whistler waves are observed in some natural terrestrial phenomena, such as the prop-
agation through the ionosphere of electromagnetic waves generated by lightning strokes
on earth [51], but mainly involve laboratory plasmas where high density currents are
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achieved thanks to electrons with non-thermal speeds higher than Alfve´n’s velocity (e.g.
fast switches and Z-pinches); for these latter laboratory plasmas the EMHD model has
been introduced[52]. This framework also applies to the study of electromagnetic phe-
nomena in plasmas where Hall-term is dominating in Ohm’s law (see Sec.3.1.5, 4.3.1),
and indeed the measurement of whistler waves in some magnetospheric phenomena has
been recently recognized[11] as an indication of the Hall-dominated regime of the mag-
netic reconnection processes involved. A review paper about the applications of the
Hall-magnetohydrodynamic regime to space and laboratory plasmas is Ref.[53].
Maxwell’s equations
The same expressions of Eqs.(2.51-2.52) hold. In this regime also, last term of Eq.(2.52)
is negligible since c/(Lww)→∞.
Electrons’ fluid equations
(electrons’ momentum):
d2e
(
∂ue
∂t
+ ue · ∇ue
)
= −E − ue ×B − ∇Pe
ne
− ∇ ·Πe
ne
− ωA
ωw
S−1ue (2.63)
J = −neue (2.64)
Closure equations have not been rewritten because they assume the same form as for
the Alfve´n regime, provided all S−1 factors are re-scaled by the ωA/ωw ratio. The only
difference is in the pressure tensor (cfr. Eqs.(2.50,2.58)), which normalized to whistlers’
scale takes the expression:
Pe =
βe
2
neTe (2.65)
Πe '
(
S−1
ωA
ωw
+ d2e
)
βe neTe∇ue + χe
(
S−1
ωA
ωw
+ d2e
)
βe neTe∇ · ue
2.3.3 Langmuir frequency range
Plasma or Langmuir’s oscillations, whose study in electric discharge has seen the coinage
of the word “plasma”[54], are longitudinal perturbations akin to sound waves, in which
the restoring force to electrons’ compression and rarefaction is provided by the electric
field set up by charge separation rather than pressure. However, differently from sound
waves, these perturbations in a cold plasma admit just one frequency, ω2p = ω
2
pe + ω
2
pi, as
already mentioned in Sec.3.1.2: since they do not propagate energy (∂ω/∂k = 0) they
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are more properly referred to as “oscillations” rather than “waves”. Their most accurate
dispersion relation in a warm plasma fluid model is:
ω2L = ω
2
p + k
2γe
Te
me
(2.66)
where γe is the ratio of specific heat for electrons, assuming a thermodynamic closure of the
kind Pe ∝ nγee (cfr. Eq.(2.37)); we are not interested here in the most general dispersion
relation which can be derived with a kinetic approach (see e.g. Ref.[1], Sec.8.6).
Due to the nature of Langmuir oscillations, electron-plasma frequency (2.7) also mea-
sures the characteristic times of electromagnetic phenomena occurring in conducting me-
dia: there, their k2c2 = ω2 free-space dispersion relation becomes
k2c2 = ω2 − ω2p ' ω2 − ω2pe
Then ωp ' ωpe represents the cut-off frequency below which electromagnetic waves pe-
netrating into the conductor become evanescent and are therefore mainly reflected; the
electron-skin depth de defines their penetration depth, being the related spatial scale
through c = deωpe (see e.g: Ref.[55], Sec. 32.5-32.7, Ref.[1], Sec. 4.5.1-4.5.2).
So, it is a natural choice to adopt the normalization to τH = ω
−1
pe and LH = de to
describe high frequency phenomena in which also the displacement current plays a not
negligible role in Ampere’s law: since it represents a relativistic correction in Eq.(2.52),
it is often the case to adopt a relativistic fluid modelling for the plasma. This is why
we now write the relativistic electron fluid equations normalized to these scale, which
we will use in chapters 5-6 to describe the collisionless current-filamentation instability.
We just need the electron fluid equations because, as we will discuss further, they only
are involved in this process for which we can use the EMHD model. Also notice that
this time, being cH = c the phase velocity of reference, there is no a priori necessity to
normalize the magnetic field to a given reference value (which furthermore does not exists
in the Weibel-like instability we want to describe, contrary to the magnetic reconnection
process where a guide field can be recognized): in this framework, B normalization is
derived from current normalization through Ampere’s law. Density is normalized to n¯,
while since we will assume the cold electron limit, we do not have neither temperature
nor pressure terms.
The only new feature with respect to the EMHD equations previously used is the
introduction of the gamma relativistic factor,
Γ =
1√
1− (ue)2
(2.67)
and the relativistic spatial momentum (i.e.: spatial component of the four-momentum),
which in these units is written as:
pe = Γue (2.68)
Also note that Eq.(2.67) can be rewritten as: Γ =
√
1 + (pe)2 , and Eq.(2.68) can be
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inverted to give
ue =
pe√
1 + (pe)2
(2.69)
Faraday’s law is unchanged with respect to Eq.(2.51). Ampere’s law becomes:
J = ∇×B − ∂E
∂t
(2.70)
Cold-electrons fluid equations are written:
∂ne
∂t
= −∇ · (neue) (2.71)
∂pe
∂t
= − (ue · ∇)pe − E − (ue × B) − ωA
ωpe
S−1ue (2.72)
Here all frictional terms have been neglected, and no closure equation has been introduced
because of the cold-electron hypothesi.
Electron current density is again:
J = −neue (2.73)
It is worth expending some words about the derivation and application of the colli-
sionless relativistic fluid equations here adopted. A complete set of equations including
pressure terms can be formally deduced by calculating moments of relativistic electrons’
Vlasov equation (see e.g. Ref.[56]), with the usual attention required for the closure con-
ditions, or alternatively they can be derived as standard classical fluid equations from
particle-number, momentum and entropy conservation laws (see e.g.: Ref.[57], Sec.2.10).
The second approach arises the same conceptual problems as in non-relativistic collision-
less plasmas, as far as justification is concerned. We here adopt this latter. However, in
order to avoid an even more intricate discussion about the choice of relativistic plasma
state equation (for a more detailed discussion about relativistic closure condition, we re-
mand to Refs.[40, 58]), we motivate this approach with an heuristic point of view: once
recognized the plasma physical regime which gives a framework (relativistic EMHD) for
the process of interest, the fluid model equations have been heuristically introduced giv-
ing priority to the requirements of covariance and of convergence to the standard EMHD
regime in the non-relativistic limit, (ωL)/c → 0 ⇔ Γ → 1. We have then assumed the
cold-electron limit more for the sake of mathematical simplicity rather than on physical
grounds. However, this is enough for our purposes and we will discuss in Sec.7.2.2 the
applicability of this choice.
Chapter 3
Models of 2D-magnetic reconnection
in collisionless Alfve`n and whistlers
regimes
In this chapter we give a brief introduction to the definitions and to the concepts concern-
ing the magnetic reconnection processes, which we will need in discussing the results we
are going to present in the next chapter; we also present here a derivation of the models
whose equations we have numerically integrated. Section 3.1 is devoted to a general intro-
duction to the reconnection phenomenon, especially from the topological point of view and
with a focus on the requirement for the development of reconnection instabilities in the
collisionless regime. In Sec.3.2 we discuss the meaning and limits of the two-dimensional
(2D) slab approximation, which we will use throughout the rest of this and next chapter
(save where otherwise expressly specified), both in the Alfve´nic and whistlers’ regime.
We also introduce the hamiltonian formalism for the magnetohydrodynamic equations,
and we discuss the related topological invariants which intervene in the collisionless re-
connection scenario. We finally (Sec.3.3) give the equations of the 2D- MHD and EMHD
models in which we have studied the nonlinear inertial reconnection, and we describe
the Hasegawa-Mima regime which we have recognized during the nonlinear phase of our
numerical investigations.
3.1 General introduction on magnetic reconnection
Magnetic reconnection consists in the rearrangement of the magnetic field topology from
one configuration to some other of lower potential energy: the coupling of electromagnetic
fields’ evolution to the dynamics of electrons and ions through Maxwell’s equations makes
it possible, indeed, to perform a global modelling of the system by associating a certain
potential energy to a given magnetic configuration inside the plasma. Though the problem
of reconnection can be addressed from a kinetic point of view (and indeed this is necessary,
in order to take in account some fundamental small-scale effects which are a priori excluded
from a fluid modelling but which instead intervene in reconnection processes −see e.g.
Ref.[106]), the natural framework in which it is possible to give both a quantitative analysis
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and an intuitive interpretation of the phenomenon is the fluid description. In the work
we are going to present in the next chapter we have focused on the fluid approach to
reconnection only. Following the summary classification given in Sec.1.1, we could place
the reconnection instabilities which drive the process we are interested in, into the category
of “configuration-space instabilities” 1. Reconnection processes are “energy releasing” in
the sense that magnetic energy is generally converted both in anisotropic (i.e.: electric
currents) and isotropic (i.e.: thermal heating) kinetic motion of charged particles.
Magnetic reconnection is a global process, interesting the whole plasma energy redis-
tribution, but the topological changes are localized in a narrow region of space (recon-
nection layer), which borders a null sheet of some component of the magnetic field. This
null sheet is defined as the resonant surface for perturbations propagating in the plane
where lies the vanishing component of the magnetic field (Sec.3.1.2). On the two side
of the null sheet, the magnetic field changes sign: this allows for reconnection of pairs
of oppositely oriented magnetic lines (or surfaces). Then, due to long wavelength insta-
bilities, characteristic structures known as magnetic islands, delimitated by two double
intersecting magnetic surfaces, develop and explosively grow in time inside the recon-
nection layer because of a continuous inflow of plasma particles through the intersecting
“points”; intersections of magnetic lines or surfaces are respectively called X-points and
X-lines (Fig.3.1). Thus, especially as far as matter and energy transport consequent to
the reconnection process are concerned, it is particularly interesting the dynamics which
develop in such a narrow reconnection layer. In the following paragraphs and sections
we will introduce the simplified two-dimensional non-collisional regimes for which we will
present the study of its nonlinear dynamics in next chapter.
3.1.1 MHD magnetic reconnection as a topological process
The relevance of topological properties of magnetic field lines’ geometry is due to the
existence of some topological invariants [61] related to the field B, which constraint its
dynamics. The topological feature of such invariants is easily recognized in the one-fluid
Alfve`nic model, where they can be derived from Ohm’s law (Eq.(2.60)). Writing its most
general (i.e.: not ideal) expression in the form
E + u× B = Φε(u,J,P, n) (3.1)
where the vectorial quantity Φε summarize the summation of r.h.s. terms of Eq.(2.60),
the conditions for which Φε is negligible define the so-called ideal MHD regime. From
(Eq.(2.60)) it is easily recognized that this regime corresponds to the limits:
d2e ¿ 1 ⇔ ω ¿ Ωe
√
εm ' Ωi/√εm
di ¿ 1 ⇔ ω ¿ Ωi (disregarding of ions’ diamagnetic effects)
S−1 À 1 ⇔ νc ¿ ω (non-collisionality)

(3.2)
1From this categorization are obviously excluded the reconnection mechanisms which have been de-
vised by taking in account phase-space effects, such as Landau-resonance[60].
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Figure 3.1: A typical configuration with a magnetic field (arrows) which reverses its sign
near a null-line (dashed line). After reconnection has occurred, the characteristic magnetic
island is formed (continuous lines), with two X-points on the null line.
To these, ω ¿ ωpe has to be added because of the local neutrality hypothesi (Eq.(2.19)),
even if in the high-frequency regime it would not be necessary since violations to local
neutrality will be included in the model (Sec.3.3.2). Characteristic frequencies here con-
sidered are obviously of order ω ∼ ωA; in next paragraph (3.1.2) we will further specify
the relative magnitude of reconnection temporal scales.
Ideal Ohm’s law combined with not-relativistic Ampere’s (Eq.(2.52) for c→∞) gives
an equation for the magnetic field analogous to Kelvin’s theorem in classical fluid dynam-
ics:
∂B
∂t
= ∇× (u×B) (3.3)
This, also known as “Frozen-in Law”, states the maintenance of topological identity of
distinct magnetic surfaces, which are defined as the surfaces with an uniform plasma
pressure; they can be introduced assuming a stationary equilibrium in Eq.(2.59), whence
the two constraints B · ∇P = 0 and J · ∇P = 0 follow. The “frozen-in law” is re-
lated to, and indeed it implies, “Woltjer’s Theorem”[61] of magnetic helicity conservation
(
∫
V0
A ·B dV = const , where B = ∇×A, and the integral is evaluated over a given vol-
ume V0 inside the plasma), and to the so called “Connection Theorem” (Du(δl×B) = 0 ,
where Du indicates the Lie derivative with respect to the u velocity field (cfr. Eq.(3.4)
below) and δl is a vector separating two plasma elements −see e.g. Ref.[25]). This last
theorem states that X-points are preserved and that not intersecting magnetic lines must
remain distinct. The invariance given by connection theorem provides some topological
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constraints (Sec.3.2.4) which forbid transformations between configurations with the same
total energy but different magnetic topology. However, it is well known that among not
ideal effects, i.e. a not negligible Φε, only electron inertia (∼ d2e), electrical resistivity
(∼ S−1) and pressure effects (provided n 6= n(P )) can violate the topological conserva-
tions related to ideal Ohm’s law. Due to them, magnetic field lines and surfaces otherwise
distinct can merge and X-points can form; different plasma elements can then be con-
nected by magnetic lines before and after the reconnection, and this affects plasma fluid
dynamics because of particles’ Larmor motion along magnetic fields (cfr. condition (2) in
paragraph 2.1.4).
Ideal Ohm’s law formulation physically means that the electrostatic component of E
parallel to the magnetic field is ideally vanishing. Due to the arbitrary additive gradient
in the electric field definition satisfying non-relativistic Ampere’s law, magnetic field ideal
evolution (i.e. topology preserving) in a perfectly conducting fluid can be expressed[62]
by (E + ∇φ) · B = 0 , where φ(x, t) is a free scalar potential. The corresponding not
ideal expression would be
(E+∇φ) ·B = Φε ·B (3.4)
For example, from Eq.(3.4) it is plain to see that with a n = n(P ) closure condition,
pressure forces can not induce reconnection since they just determine a change in the
definition of the electric potential. The topological invariance above discussed is a physical
consequence of the high-frequency particles’ Larmor rotation along magnetic lines: in the
MHD regime, where ions’ diamagnetic effects are disregarded, the whole, massive, plasma
fluid is constrained by the magnetic field, and magnetic lines become preferable routes to
charged particles (i.e., with a proper definition of φ , Eq.(3.4) gives E ·B = 0 ).
We finally just mention the fact, since a more detailed discussion would be beyond
the purposes of this thesis, that a more rigorous criterium of MHD magnetic topology
conservation can be defined[63] by requiring:
DwB ≡ ∂B
∂t
+ w · ∇B − B · ∇w = λB (3.5)
where w is an opportunely defined velocity field, and λ = λ(x, t) a generic scalar func-
tion; first equality is the definition of Lie’s derivative of magnetic field with respect to w.
Whenever this condition is satisfied, orientation of field lines, their mutual linkage (Wolt-
jer’s invariants) and their properties of being open or closed lines are all conserved. In
this way, through the opportune definition of w and λ, the concept of magnetic topology
conservation can be generalized to those not-ideal regimes where the above conservation
laws are not “completely” invalidated; it can also be proved[63] that for certain profiles
of magnetic field, topology can be preserved even in presence of resistivity, dissipation
of magnetic energy being not coupled with “topological” dissipation (i.e., magnetic lines
resistive diffusion does not necessarily imply “reconnection”).
It is worth pointing out that, though the rearrangement of magnetic field’s topology
is a global scale process, reconnection in itself is localized in a narrow reconnection layer
(whose width scales with some rational power of the characteristic Ohm’s law parameters)
where electric currents and their gradients develop strong enough to make not ideal terms
of Ohm’s law important on the spatial and temporal scales of fluid dynamic evolution.
More than the specific physical regime (i.e. the magnitude of the adimensional parameters
3.1 General introduction on magnetic reconnection 39
in (3.3)), it is then the local development of strong gradients in magnetic field, related
to J through Eq.(2.58), which determines a local transition to a not-ideal framework
and the violation of topological conservations on the fluid time scale. A requirement
however necessary to the reconnection process is the existence of a resonant surface,
where Alfve`n waves’ stabilizing effects are minimized so that some plasma perturbations
become unstable for a given equilibrium configuration and drive the reconnection process;
we briefly discuss this in next paragraph.
3.1.2 Reconnection instabilities and resonant surfaces
By defining a (complex) vector ξ for infinitesimal plasma displacement such that u =
dξ/dt ' ∂ξ/∂t , in ideal MHD regime it can be proved[65] that r.h.s of momentum
equation (Eq.(2.59)) can be linearized so to give
∂2ξ
∂ t2
= F(ξ) (3.6)
where F(ξ) is a self-adjoint functional2. Because of this, eigenvalues of Eq.(3.6) are real:
γ2 =
∫
ξ · F(ξ) dx∫ |ξ|2 dx (3.7)
Not ideal terms generally3 invalidate the self-adjoining of F(ξ), so that a stability criterium
can not usually be adopted in not ideal regimes. However, a necessary but not sufficient
criterium to recognize potentially not-ideal unstable modes is given by the requirement of
propagation at low frequencies with respect to the frequency of compatible stable modes
(which in the MHD regime is Alfve`n’s frequency: ω ¿ ωA ); this because reconnection
instabilities, which are sheer not-ideal effects, have to destabilize ideally stable modes
decreasing their eigenvalues until they “pass through zero”. Ideally stable low frequency
modes which can become negative on Alfve`nic time scale because of not ideal effects are
therefore told marginally stable. Variational approach applied to Eq.(3.7) leads to the
energy principle, stating that modes are ideally stable iff :
δW (ξ, ξ) = −1
2
∫
ξ · F(ξ)dξ ≥ 0 (3.8)
When integrating over the whole plasma volume with boundary conditions of Eqs.(2.15),
the second order variation of the total energy can be written[68] as
δW (ξ, ξ) =
1
2
∫
d3x
{∣∣B1⊥∣∣2 + ∣∣B1‖ − βB(ξ⊥ · ∇(nT ))∣∣2 + γβ(nT ) |∇ · ξ|2} + (3.9)
2i.e.: ∫
η · F(ξ) dx =
∫
ξ · F(η) dx ∀ η, ξ
3It can be proved that a self-adjoint functional can be defined also in presence of resistivity[66],
and a general formalism for the construction of energy principles for dissipative systems has been more
recently[67] provided.
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− 1
2
∫
d3x
{∣∣J‖∣∣ (ξ⊥ ×B) ·B1 + 2β (ξ⊥ · ∇(nT )) (κ · ξ⊥)}
where κ = B · ∇B is the torque vector of equilibrium magnetic field, the superscript “1”
indicates first order variation of magnetic field (B1 = δB), and subscripts ⊥ and ‖ are
referred to its local direction at equilibrium (all quantities are normalized so as indicated
in Sec.2.3.1); γ is the ratio of specific heats. First integral plays a stabilizing role: first
term gives potential magnetic energy associated to shear Alfve´n waves; the second one
is related to fast compressional Alfve´n waves, which propagate parallel to magnetic field
(Sec.2.3.1); third addendum represents the energy related to usual sound waves (slow
compressional Alfve´n waves). The last two terms in the second integral do not have
a prefixed sign and represent the free energy source for instabilities in inhomogeneous
ideal plasmas: when ∼ |J‖| term dominates it is the case of current driven instabilities,
otherwise pressure driven instabilities are spoken of.
When searching for not-ideal instabilities such as reconnection modes, the stabilizing
contributes of Eq.(3.8) are minimized in situations where the equilibrium magnetic field
is locally vanishing, so that ωA(x) = |B(x)|2/(4pi%) goes locally to zero; compressional
waves’ effects are disregarded in the β ¿ 1 limit (Sec.3.2.1), which also is useful to
eliminate pressure driven instabilities. Current driven ones are excluded by a proper
choice of the equilibrium magnetic configurations.
Local vanishing of Alfve`n frequency in inhomogeneous magnetic fields defines the
position of the resonant surfaces, whose orientation depends on the wave number of the
ideally stable mode considered. For a given perturbation k these surfaces are defined as
the ensemble of points xs solving:
k ·B(xs) = 0 (3.10)
It is a straightforward derivation from Eq.(3.5) that the evolution of magnetic field near
a magnetic null at x = xs(t) is topologically invariant if a flow w can be found such
that[62]:
(w · ∇)B(xs) = − ∂B
∂ t
∣∣∣∣
x=xs
(3.11)
which means that the magnetic null is Lagrangian-way advected by the w velocity field.
In a truly ideal framework w = u, and the only solution to Eq.(3.11) (and Eq.(3.1))
compatible with Eq.(3.10) states that the B component parallel to k can not change in
time at its vanishing point(s). However, when searching for solution to Eq.(3.3) perpen-
dicular to the local vanishing magnetic field (so to allow for field lines’ reconnection near
magnetic nulls), it is seen that non-ideal Ohms’ law terms are required to get a not sin-
gular solution (i.e. non-physical solutions with [u− k(k · u)/k2]→∞ ). The concept of
resonant surface gives also an acceptable criterion to recognize reconnection points in sys-
tems admitting X-points (and eventually O-points) also in the initial configuration: the
vanishing of Alfve´n waves’ group velocity identifies resonant points as the location where
a piling-up of energy occurs, and thus where electric currents and pressure effects become
stronger. It is there that higher derivatives become relevant then making reconnection
possible.
There are obviously infinite possible choices to decompose a not uniform magnetic field
into a spatial-varying and a uniform component; in case of a quasi -parallel field, however,
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an arbitrary variable of shear can be defined (for us it will be the x variable), so that the
inhomogeneous component of magnetic field spatially depends only on such coordinate
(i.e.: magnetic field’s orientation in the planes locally orthogonal to x varies with x only).
Then, three locally orthogonal coordinates can be defined depending on the wave number
k of the considered perturbation: one, related to the wave number itself, is chosen to be
perpendicular to the shear variable, and the third one follows; in toroidal geometry these
surfaces are called rational magnetic surfaces. Instead, working in Cartesian coordinates
(we will neglect curvature effects -Sec.3.2) the three axis can be chosen so that: y is
parallel to the wave number k; x is chosen as a shear-direction perpendicular to k in
order to have k ·B(xs)|xs=0 = 0; z completes the tern. In this case reconnection interests
the sheared component of magnetic field only, and occurs in the (x-y) plane, defined by
the wave vector and the shear axis.
In this thesis we are interested in tearing-type instabilities[4] (see also Ref.[69]), which
correspond to the break-up of current layers along current flow lines, and thus to the
formation of magnetic islands; these modes are the most unstable at long wavelengths in
the (x-y) plane above defined.
3.1.3 Reconnection as a boundary layer problem, forced and
spontaneous reconnection
Once recognized the localization of reconnection phenomena near resonant points, a scale
length δ can be defined which bounds the validity of the ideal approximation by measuring
the characteristic width of the reconnection layer. The multiplication of the small not ideal
parameters to the highest-order derivatives in the equations, prevents to find by standard
expansion technique an uniformly convergent solution in the whole domain. However,
when the length scales of equilibrium are greater than not ideal ones (δ ¿ LH), a boundary
layer approach can be used to tackle, at least linearly, the problem of reconnection: it
consists in solving the equations of the model in two separated regions (an “outer”, ideal,
and an “inner”, not-ideal domain; see Fig.3.2) and then to match the solution in an
intermediate layer (see e.g. Ref.[70], Chapter 9). From a physical point of view the
δ ¿ LH condition means that approaching the matching layer from the outer region
we can locally expand the various quantities. Not ideal effects, multiplying the highest
derivatives of the equations, are not negligible only in the inner domain (|x| ≤ δ), where
the matching solution must be taken instead in the |x| À δ limit (i.e., the characteristic
width of the matching layer has an intermediate spatial scale between δ and LH).
After the distinction between outer and inner region, there are basically two differ-
ent approaches in modelling reconnection instabilities: one which considers equilibrium
configurations that spontaneously develop reconnection modes at particular wavelengths
(by amplification of unstable modes, e.g. among thermal perturbations); the other which
assumes reconnection being forced by some external flow, providing kinetic energy to
be transformed into the magnetic component necessary to rearrange the magnetic field
topology. From an operative point of view, the main difference between the two models
resides in the boundary conditions imposed to the system, the former requiring a specifi-
cation of quantities in space at a given (initial) time, the latter needing a continuous input
of energy from the boundary. The spontaneous reconnection model is then compatible
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Figure 3.2: Domain delimitation in the boundary layer approach: the outer and inner
solution must be matched in an intermediate layer |δ| ≤ |x| ≤ |LH |
with spatially periodical domains (and its numerical solving often requires them), so it
is mainly used to study tokamaks reconnection phenomena, which due to the rational
resonant surfaces fit this requirement. The forced reconnection model instead results to
be particularly appropriate for localized reconnection phenomena in astrophysical envi-
ronment, where periodicity conditions on the boundary of the domain do not apply[62]
but instead require some time-varying event.
Whatever the case, both of them just represent two ways of looking at the same
phenomenon, depending in particular on the spatial scale at which it is observed and
described: calling ` the characteristic spatial scale of the system where reconnection
has to be modelled, the spontaneous reconnection model fits the ordering δ ¿ LH < ` ,
whereas reconnection can be considered as “forced” when δ < `¿ LH . Saying it in other
words, an input of energy of some kind, or a specific initial perturbation of equilibrium
fields driving energy toward the resonant points, must be accounted for when excluding
the outer region from the model. The flow entering the inner domain has however to be
properly modelled depending on the problem examined since the extension of the ideal
region, which the externally imposed flow crosses before to enter the reconnection layer,
modifies the result[69]. On the other hand, in this way the forced model allows to simplify
geometry of spontaneous reconnection and to assume stationarity even for nonstationary
systems. However, coherently with conditions of Eq.(3.2) and assuming ` > LH as the
characteristic dimension of the plasma system, we consider here spontaneous reconnection
only, having in mind its first application to tokamak physics.
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3.1.4 Stream function and linear instability parameter
The idea of dealing with scalar function in place of components of three-dimensional
vectors is behind the definition of the stream function of the magnetic field. In two
dimension, such as it is the case for the shear magnetic field in the x-y plane (let us call
it B⊥), we need only one scalar function to define a null divergence vector, so that
B⊥ = ez ×∇ψ (3.12)
From Eq.(3.12) we see that B⊥ · ∇ψ = 0 , which means that ψ is constant-valued along
B⊥ , i.e. the stream function ψ of Eq.(3.12) identifies shear field lines. Also notice from
Eq.(3.12) that the stream function physically represents the Az component of the vector
electromagnetic potential (B = ∇ × A ). Since we require the shear magnetic field to
linearly depend on the shear variable near the resonant point4, we want the equilibrium
stream function to behave as ψ0(x, y, t) ∼ (x−xr)2 near xr (from now on we will assume
xr = 0). For a continuous well-behaved equilibrium stream function ψ0, the boundary
layer approach requires a global (i.e. over the whole domain) C1 continuity of the matched
solutions to linearized Eqs.(2.59-2.60); the matching is instead required to be C∞. The
not negligibility of higher derivatives entering in the inner region by multiplication to
not-ideal terms implies the existence of an “inner” |x| → 0 limit to the solutions, different
to that valuable from the outer domain: the outer solution ψout has then a discontinuity
in its first derivative as |x| → 0 from outside the reconnection layer. This discontinuity
is measured by the so-called linear instability parameter, ∆′, expressing the logarithmic
jump of the external solution approaching the reconnection layer:
∆′ = lim
ε→0
ψ′out(ε)− ψ′out(−ε)
ψout(ε)
=
ψ′out(0
+)− ψ′out(0−)
ψout(0)
(3.13)
The sign of this parameter indicates whether or not ψout changes in concavity within the
matching layer with respect to the outer region: indeed, it can be proved that assuming
a not diverging ψ0 as |x| → ∞, the limit linear solution in the outer region compatible
with conditions of Eq.(2.15) is of the kind ψout(x) ≈ Ae
−k|x| as |x| → ∞
ψout(x) ≈ C1 + C2|x| as |x| → 0
Then ∆′ = 2C2/C1 , and noticing that the sign of C1 is the same of ψout, the relation
between the sign of ∆′ and those of the second derivative follows. The instability param-
eter dues its name to the fact that linear instabilities require ∆′ > 0 . It only depends
on the chosen equilibrium profile and on the wavelength of the perturbation considered,
∆′ = ∆′(ψ0, k) . On the physical side, ∆′ is proportional to the energy which drives the
reconnection from the outer region[71]:
∆Eout→in ∼ ∆′ (3.14)
4Linear approximation represents first order term of the expansion at |x− xr| ¿ 1, and furthermore
an odd leading term is needed to allow for reconnection and thus for the closing of magnetic lines.
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where ∆Eout→in is the flux of energy entering the reconnection layer. High values of the
instability parameter correspond to strong gradients in the ideal region, which furnish
the “external” force driving reconnection by inducing a plasma flow toward the resonant
surface.
We finally remark that in solving the boundary layer problem, some ansatz to be a
posteriori, heuristically verified must be done concerning the ordering of the inner solution
ψin with respect to the not-ideal parameters. The so-called general ordering, in which
highest order derivatives get the highest possible ordering, corresponds to the δ∆′ > 1
condition. The constant-ψ ordering, which is the case of tearing instability[4], occurs in
the opposite δ∆′ ¿ 1 regime. However, general dispersion relations for the linear growth
rate of spontaneous reconnection modes can be derived with the boundary layer technique
in the different reconnection regimes[4, 72, 16]. The growth rates result in a function of
∆′, k and of some rational power of the not-ideal parameters.
At this point it is worth pointing out that the “linear” phase of reconnection is a quite
well-defined concept only from the mathematical point of view of the boundary layer
approach (it corresponds to taking the asymptotic limit of the expansion parameters).
However, this is not the case when interpreting the numerical simulations’ outcomes (not
to speak of the real physical reconnection phenomena): as we will see when discussing our
numerical results (Sec.4.2,4.3), the distinction between a linear, “early-” and “advanced-”
nonlinear phase is somewhat arbitrary; we will discuss it when presenting our results.
3.1.5 Magnetic reconnection at high frequencies
Through the ideal expression of Eq.(3.4) we have already seen the physical ground of the
ideal topological invariance of field lines in the MHD framework. At a higher frequency
regime, where frequencies greater than ions’ cyclotron are achieved, the motion of heavy
and light particles decouple, and ions are told to be “unmagnetized”: magnetic fields’
topology is then mainly frozen in electrons’ velocity. The extent of this transition from
ions’ to electrons’ frozen-in dynamic is measured by the weight of Hall term in Ohm’s
law: using the definition in Eq.(2.56), the (J × B)-term can be reabsorbed into Lorentz
force by direct substitution of u with ue in l.h.s. of Eq.(3.1); this means that in Hall’s
regime, where (J × B) dominates r.h.s. of Eq.(2.60), also Eq.(3.3) can be rewritten[73]
by direct substitution of u with ue, and all other topological conservations follow with
analogous constraints, but in electron motion. In this framework whistler waves (Sec.2.3.2)
replace Alfve´n’s in driving the reconnection process, and all the discussion concerning the
localization of reconnection to resonant surfaces (paragraph 3.1.2) still apply, but with
the redefinition of their position to the local vanishing of whistlers’ frequency (Eq.(2.61)).
Note however that unless collisionless reconnection phenomena are studied directly in
the whistlers-driven EMHD regime (Sec.2.3.2), i.e. assuming initial equilibrium lengths
smaller than di, the progressive thinning of spatial scales determines a transition from
an Alfve´n- to a whistlers-driven process[17] as ions’ and electrons’ motion decouple be-
low the inertial length di. This effect, which is due to the Hall term, depends on the
extent of magnetization of the plasma and is suppressed in low-β regimes: as we will
see (Sec.4.4), J × B contribution in the shear plane results negligible in this limit, this
transition to the whistler regime occurring in the direction parallel to the homogeneous
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magnetic component.
3.1.6 Inertial reconnection in low-collisionality plasmas
Magnetic reconnection was first studied as due to resistivity [4] (i.e.: Φε = S
−1J in
Eq.(3.1)) to explain otherwise ideally stable phenomena observed in low temperature
plasmas. The possibility of reconnecting magnetic lines in a collisionless regime because
of electron inertia effects ( (d2e)-terms in Ohm’s law) was first considered by Furth[74]
(1962) and analyzed in detail by Coppi[15] (1964). Inertial reconnection is now believed
to account for fast relaxation in laboratory fusion plasmas[16, 75, 76] and is argued to play
a relevant role in astrophysical context[8, 10], where high temperature and low densities
respectively can make electron-ion collision time lower than relaxation’s one.
Studying magnetic reconnection in a collisionless single fluid MHD model formally
means to neglect (S−1)-term in Ohm’s law:
Φε = d
2
e
(
∂J
∂t
+ u · ∇J
)
− d2e J · ∇
(
J
ne
)
+ Zdi J×B − Zdi∇ ·Pe (3.15)
Since electrons’ inertia effects are relevant on a characteristic spatial scale de, it is nec-
essary to retain also di-depending terms because of de = εmdi/Z (see also condition of
Eq.(3.2)). The term allowing for reconnection is first r.h.s. of Eq.(3.5); the second one
is generally disregarded being of second order in J (see Sec.4.4.1). We have already spo-
ken of the role of Hall’s term on the topological side (Sec.3.1.2). Last term, through
its off-diagonal contributes, results to play a dominant role in the force balance for elec-
trons inside the reconnection layer[77], and thus strongly affects nonlinear reconnection
dynamics (Sec.3.3.1).
Collisionless magnetic reconnection is perfectly analogous in the EMHD framework,
which can be considered as a limit case of the MHD Hall-dominated regime, or more prop-
erly by taking just electrons’ equations of dynamics in the limit of infinitely massive ions
(Sec.2.3.2). In this latter case, the topological role of Ohm’s law is played by combination
of electrons’ momentum equation (Eq.(2.63)) to Ampere’s law (Eq.(2.52)) and to the fact
that the density current is carried by electrons only (Eq.(2.64)). Neglecting of collisions in
this high frequeny limit is farther supported by observing that non-collisionality condition
in Eq.(3.2) is replaced by inequality νc ¿ ω ∼ ωw , which is even easier to satisfy since
ωw À ωA.
The most important features in which inertial differs from resistive reconnection are
the conservation of total (kinetic plus magnetic) energy, and the fact that the topological
dissipation of magnetic lines occurs here in presence of topological constraints (Sec.3.2.4).
It is clear that the complete neglecting of dissipative processes is a limit in the model, as
far as transport phenomena and particle dynamics subsequent to reconnection are con-
cerned, but this is not the topic of this thesis. Nevertheless, models in which dissipative
mechanisms have been argued to intervene in particle thermalization at advanced nonlin-
ear stage of magnetic reconnection, must take in account the structure and dynamics of
current layers, whose nonlinear evolution strongly depends on the presence of topological
invariants. On the other side, numerical proof can be given that true magnetic reconnec-
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tion occurs also in absence of dissipation, with a rearrangement of potential magnetic and
anisotropic kinetic (electric currents) components of the total plasma energy.
3.2 Reconnection in a 2D-geometry
A two dimensional fluid model of a plasma consists in admitting for all quantities a depen-
dance on two spatial variable (we use x and y) and time (t) only; this does not mean to
neglect perturbations in the z-component of vectorial quantities. With the local reduction
of a three-dimensional system to a two-dimensional one, curvature effects are lost. Even
though they play a crucial role in the stabilization of the reconnection modes, the physics
of the process on the small scales near the reconnection layer is preserved in the 2D limit:
the physics described around the resonant position is usually generalizable to whatsoever
geometrical configuration, independently from the existence of the correspondent config-
uration in a slab geometry (e.g.: the m = 1 mode in a cylinder has no counterpart in
two dimensions). This is especially true when considering single-mode reconnection in-
stabilities in presence of a quasi-parallel equilibrium field: the unique wave vector and the
one-dimensional shear variable univocally determine the x-y plane and then the z direc-
tion of the uniform magnetic field component (Sec.3.1.3). The latter is called the guide
field, whom we will speak of as the parallel or longitudinal component5 (i.e.: B‖ = ezBz ).
For the shear field a reference value can be defined as B⊥ = lim|x|→∞ |B⊥(x)| . In this
sense, solving the MHD equations in a 2D slab geometry approximation gives not only a
mathematical simplification of the problem, but also represents an efficient local modelling
of a magnetized plasma whenever an almost uniform equilibrium magnetic field exists.
Whenever the guide field is strong enough, this modelling still holds in the nonlinear
stage of the instability, since nonlinear interaction of the unstable mode with itself can
not bring the perturbation outside the shear-plane: unless the system does not explicitly
depend on the z variable, indeed, at Alfve`nic frequencies the reliability of the 2D mod-
elling as a meaningful approximation of a 3D-system is measured by the ratio B⊥/Bz.
We will discuss this topic in Sec.3.2.1, whereas in Sec.3.2.2 we will specify the meaning
of a two-dimensional modelling in the whistler regime.
Apart from the physical consistency of a 2D fluid simplification as a limit case of a
3D-model in presence of a strong, almost uniform guide field, it must be noted that several
plasma systems roughly exhibit translational invariance with respect to a given direction,
thus effectively being two-dimensional. Even if there are no a priori arguments for using
a 2D-modelling, from a strict mathematical point of view the reduction of a 3D system to
a 2D one can be accomplished by restricting the research of solutions to those propagating
with an “infinite” speed along the parallel direction. This can be formalized through the
statement of translational invariance: ∂z = −λ∂t , where λ = cH/uz and cH is the phase
velocity of waves propagating perturbation in the regime investigated, whereas uz is the
velocity at which solutions propagate along the z-direction; the 2D case is obtained when
5Note that even if in literature the orthogonal component to the guide field is commonly indicated as
“perpendicular”, it is of common practice as well to call “longitudinal” or “parallel” the direction of the
total magnetic field, which can be misleading if used in the same text. To avoid such misunderstandings
we point out the difference with the definition adopted here.
3.2 Reconnection in a 2D-geometry 47
λ = 0, i.e. as uz/cH → ∞ . As a concluding remark, it is worth mentioning that 2D
systems are nevertheless at the limit capacity of nowadays computational capabilities; in
this, 2D models are interesting per se, allowing accurate numerical (but also analytical)
investigations otherwise impossible to perform.
In the 2D slab-geometry approximation the (not yet normalized) magnetic field can
be expressed as:
B(x, y, t) = B⊥ + Bzez = B0(ez ×∇ψ + bez) (3.16)
where ψ(x, y, t) is the stream function of the shear field (Eq.(3.12)) also identifiable as
ψ(x, y, t) = −Az(x, y, t) , b(x, y, t) is the perturbation of the parallel component, and
B0 = lim|x|, |y|→∞ |B0(x, y, t)| is the reference value of the modulus of equilibrium mag-
netic fieldB0 evaluated far from the singular point; in the strong guide field limit obviously
B0 ' Bz 0. The resonant surface (Sec.3.1.2) becomes a null-line in the perpendicular plane
(it is instead a “surface” perpendicular to the shear variable, when considering the trans-
lational invariance that the 2D system has along z). The (not dimensionless) electric field
is written as:
E(x, y, t) = −∇φ + B0
c
∂ψ
∂t
ez (3.17)
where φ(x, y, t) is the electrostatic potential. Obviously ∇ f = (ex ∂x + ey ∂y)f .
3.2.1 Strong guide field at Alfve`nic frequencies: reduced MHD
and 2D limit
If the guide field is strong enough, namely if Bz À B⊥ with β ¿ 1 (definition of Eq.(2.11)
with an overestimation of the smaller components of scalar pressure so to assume it as
isotropic), from an operative mathematical point of view it is possible to expand MHD
equations in inverse powers of Bz, getting the simplified system of equations called reduced
magnetohydrodynamics [78] (RMHD). This approximation, formerly introduced in the case
of low-β tokamak’s plasmas (Bz locally modelling the toroidal field, B⊥ being the local
poloidal component), also fits some magnetosphere and solar corona configurations[79].
Though RMHD can be extended in some geometrical configurations lso to the high-β
regime by using the inverse of the low-β expansion parameter (e.g. the approximation of
small aspect ratio6 in tokamaks[84]), we consider here the β ¿ 1 limit only: the reason for
this choice is to have a term of comparison for our 2D-slab approximation in the strong
guide limit, where z-dependence in functions is instead completely neglected.
In low-β RMHD, the expansion parameter which allows to establish a closure condition
is
εB =
B⊥
Bz
¿ 1 (3.18)
In tokamaks εB scales as the ratio a/R (inverse aspect ratio), a and R respectively be-
ing the minor and major radius of the torus; in fusion plasmas, condition of Eq.(4.18)
6In high-β tokamaks a RMHD modelling applies in the opposite limit to condition (4.18), replaced by
εR = R/a ' ε−1B ¿ 1. Then the same orderings of (4.18) hold but with εR replacing εB , and P ∼ εR.
We remand to literature[84] for this topic, which is beyond the scope of this thesis.
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is therefore referred to as large aspect ratio approximation (see e.g. [5], Sec.3.6). The
following ordering of quantities holds[78]:
Bx , By ∼ εB Bz ∼ 1 + ε2B
∂
∂x
,
∂
∂x
∼ 1 ∂
∂z
∼ εB ∼ ∂
∂t
(3.19)
Jx , Jy ∼ ε2B Jz ∼ εB u⊥ ∼ εB P ∼ ε2B % ∼ 1
which allow to write a closed set of equations by neglecting O(ε3B) corrections. We see
that formally RMHD does not allow to neglect dependence on the z-variable: indeed, this
model is build with the ansatz Bz ∼ ∇⊥ ∼ 1 and B⊥ ∼ ∂z ∼ εB , and the consistent as-
sumption of substantial incompressibility ( % ∼ 1 ), so that the other orderings of Eq.(3.19)
are consistently obtained (see e.g. Ref.[81], Sec.2.4). Orderings of u⊥ and ∂t are due to the
fact that typical velocities and temporal-variations in the perpendicular plane are given
by Alfve`n waves evaluated for the shear field, B⊥. The ε2B correction to Bz is due to the
balancing of kinetic and scalar plasma pressure ( δ{B2/(4pi) + P} = 0 ) and means that
to the lowest order Bz ' constant. To the same extent it is uz ' 0, since by the balance
of the axial forces in Eq.(2.59) (i.e.: J×B = ∇ · P ) it results to the leading order that
(∂t + u · ∇)uz ' ε3B , and thus uz ' ε2B . For the magnetic field an expression identical
to (3.16) can be assumed, where all quantity are instead a priori z-dependent: it proves
to be be divergence-free with an O(ε3B) error. Electric field must be a priori written as
E = −∇⊥φ + ∂zφ ez + ∂tA⊥/c . It is ordered by time-differentiating the z-component
of B = ∇×A, so that ∂tA⊥ ∼ ε3B is found, and by taking the cross-product with Bz of
the perpendicular component of ideal Ohm’s law: the lowest order gives u⊥ = ez ×∇φ ,
whence φ ∼ εB . Ideal RMHD equations to O(ε2B) order take the form:
[∂t + u⊥ · ∇⊥]ψ = Bz∂zφ (3.20)
[∂t + u⊥ · ∇⊥]∇2⊥φ = (B · ∇⊥)∇2⊥ψ + Bz∂z∇2⊥ψ
It is seen that explicit z-dependence enters the RMHD equations only through the linear
terms Bz∂zφ and Bz∂z∇2⊥ψ . This has been thought to be indicative of a rather similar
dynamics with respect to a pure 2D-model (see Ref.[81], Sec.2.4 and Chapter 7), arguing
that, since the dominant character of observed plasma behavior is generally nonlinear, the
reliability of a plasma fluid model mainly depends on the extent of the nonlinear physics
it can describe. More recent studies however suggest that the passage from RMHD to
2D-limit can not be taken so easily, and that self-consistency in the model-equations of
Eqs.(3.20) with some a priori ansatz about the ordering of physical scales can be invali-
dated in the nonlinear stage of the phenomena studied. In particular, it seems that phys-
ical constraints on magnetic field topology given by boundary conditions on the plasma
may strongly affect the parallel spatial scales developed during magnetic reconnection:
resistive-RMHD numerical simulations performed with non-periodic boundary condition
along the parallel direction (so to model coronal loops) have substantially confirmed the
agreement with a 2D approximation[82]. On the contrary, in collisionless simulations
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within z-periodic boxes (z being the “parallel”-axis), longitudinal spatial structures have
been observed[83], whose characteristic width is comparable to the perpendicular small
length-scales.
At this point, it is important to remark that orderings in Eqs.(4.18) depend on a
particular ansatz about the spatial scales related to the gradients, which is heuristically
verified7 and which acts as a closure conditions for the fluid equations (it allows to assume
perpendicular incompressibility and to neglect parallel plasma motion). Then, if we want
to treat the 2D framework as a limit case of a “reduced” MHD model, the self-consistent
arguments given for the orderings above, in particular the balancing between magnetic
and kinetic pressure, δP ∼ 2BzδBz , can be transposed to a different “closure condition”
which is related to a complete independence on the z-variable. This latter condition is
taken by assuming that non-uniformity of the parallel magnetic field component in the
x = 0 position is completely negligible (at least to an O(ε3B) order), and restricting the
analysis to a single-mode perturbation: the unique wave vector univocally defines the
y axis, and consequently axis x and z through the resonant condition (Sec.3.1.2); the
uniformity of the equilibrium guide magnetic field then guarantees independence to the
z-variable also at the nonlinear stage. We then adopt the ordering:
Bx , By ∼ εB Bz ∼ 1 + ε2B
∂
∂x
,
∂
∂x
∼ 1 ∂
∂z
= 0
∂
∂t
∼ εB
Jx , Jy ∼ ε2B Jz ∼ εB u ∼ εB P ∼ ε2B % ∼ 1 (3.21)
Three main consequences descend from this ordering:
1) In the perpendicular plane both electrons and ions move essentially of (E×B)-drift
with the same velocity: uα⊥ ≈ c(E × B)/B2 + O(ω/Ωα) . As already specified
(Sec.2.2) the perpendicular electric current, which in the 1-fluid MHD framework
is simply due to the longitudinal component of ∇ × B , results to be physically
related to ions’ magnetization: J⊥ ≈ O(ω/Ωi) .
2) The fluid motion in the perpendicular plane can be taken as incompressible[4]:
∇·u⊥ = 0 , corrections due to ion and electron compressibility being of order O(ε2B)
(see Sec.3.3.1). Then, in the perpendicular plane shear Alfve`n’s are decoupled from
slow and fast compressional Alfve`n’s waves.
3) Whistler waves, which would couple the perpendicular to the parallel component of
the magnetic field perturbation[18], are suppressed since perturbations on Bz are
neglected (see also Sec.4.4).
7In the original RMHD model of Ref.[78] the εB-scaling of the ∂z-derivatives is a consequence of
the toroidal geometry of Tokamaks. However, since we are completely neglecting curvature effects, we
are here considering RMHD model as it is generally assumed in literature, as an approximation of 3D
geometry with a strong guide field −see e.g. Ref.[81], Sec.2.4.
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Some comment is needed for each point above.
Concerning the first point, the smallness of diamagnetic corrections in the strong-guide
field regime is manifest if we take Alfve´n’s frequency calculated for the shear field B0⊥ as
an esteem for the typical frequencies in the x-y plane: then O(ω/Ωe) = O(εBε
1/2
m de) and
O(ω/Ωi) = O(εBdi) . But it must be pointed out that, though in the 1-fluid MHD model
the corrections to the average fluid velocity due to diamagnetic effects are discarded
thanks to the εB ¿ 1 conditions, we are nevertheless going to consider spatial scales
(i.e. de) which are, generally speaking, comparable to or smaller than the characteristic
Larmor radius of particles, ρα (point (2) in Sec.2.1.4). On these grounds, diamagnetic
effects should then be retained in not-ideal formulation of Ohm’s law within the 1-fluid
approach and in the 2-fluid MHD model. On the other side, compressibility corrections
to RMHD (and thus to 2D-MHD) enter the model at spatial scales comparable to ion
Larmor radius[85]: since they can play a crucial role in the onset of secondary fluid-type
instabilities, their inclusion in the model while neglecting diamagnetic dynamics is an
open question requiring some careful consideration. These subjects will be discussed in
Sec.3.3.1-4.1.
The topic of 2D-MHD perpendicular incompressibility in particular (point (2)), is
here presented as a condition which is deduced from the εB ¿ 1 limit: by linearizing
ideal Ohm’s combined with Faraday’s law (Eqs.2.59,2.60), we find that the δBz ' 0
condition is equivalent to ∇·ξ ' 0 and ξz ' 0 , where ξ is the infinitesimal displacement
vector defined in Sec.3.1.2; this means that neglecting Bz perturbation in the 2D-model
is equivalent to assume non-compressional waves propagating in the x-y plane. Seen from
another standpoint, perpendicular incompressibility can be assumed as a closure condition
in 2D-MHD so as it is in RMHD, the expansion parameter being related to the strong guide
field allowing for the truncation. At this point we can notice that the strong guide-field
condition permits the decoupling between two distinct frequency regimes (i.e. those of
compressional and of shear Alfve´n waves), allowing to select the lowest frequency modes,
which therefore are at near marginal stability: in Sec.2.3.1 we have seen that cs/cA ' γβ;
but for waves in the perpendicular plane we have not to consider β (Eq.2.11) but β⊥
(Eq.2.28) instead, for which is β ¿ β⊥ because of the strong guide field hypothesi. This
makes Alfve`n waves to travel much slower than sound waves in the x-y plane, so that the
two frequency regimes are decoupled. Furthermore, we know that reconnection modes
are the slowest possible ones because they have to be marginally stable (Sec.3.1.2) and to
have long-wavelengths (Sec.3.1.4): the perpendicular incompressibility condition, which
we have seen to be equivalent to the γ →∞ limit in the polytropic closure equation, is the
formal way to restrict to the “near-zero frequency” modes by taking the limit cs/cA →∞.
About the suppression of whistler modes in the presence of a strong guide field, we
remark that it allows to treat the two regimes of frequency (Alfve`nic and whistlers) as
decoupled, making worthy the study of inertial reconnection in two-dimensional MHD
and EMHD frameworks separately (see Sec.4.3). Concerning the latter, we finally notice
that the strong guide field limit has a different meaning in the 2D-EMHD approximation.
The strong guide field hypothesi, indeed, does not allow to completely neglect the z-
dependence on the same grounds of the 2D-MHD model, but neither it is necessary to
guarantee incompressibility in the x-y plane. These topics are discussed in next paragraph
(Sec.3.2.2).
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3.2.2 2D-model at whistlers’ frequency range
The decoupling between ion and electron motion occurring at the high frequencies of
EMHD makes the consideration about 2D-MHD fail: while the strong guide field gives an
argument to assume an initial z-independent equilibrium, the identification of electrons
as current carriers (Eq.(2.64)) also in the perpendicular plane and their consequent direct
coupling to magnetic field (Eq.(2.52)) forces to retain Bz perturbations. In this case, no
further particular argument supports the a priori neglecting of dependence of perturba-
tions from the parallel coordinate, and the restriction to x and y spatial variables becomes
an hypothesi to be verified in each particular case of application. At the same time, again
because of Eqs.((2.52),(2.64)), we see that incompressibility in electron motion is auto-
matically provided whenever it is possible to neglect the displacement current in Ampere’s
law. This is, EMHD incompressibility is equivalent to the local neutrality condition, since
by combination to Eq.((2.71)) we get in dimensionless units ∇ · J = ∂ne/∂t (see also
discussion in Sec.3.3.2). Thus, a 2D-EMHD model can be assumed as incompressible
regardless of the magnitude of the parallel field component, provided that frequencies far
lower than Langmuirs’ are considered.
Therefore, in 2D-EMHD we assume the following orderings:
Bx , By ∼ εB Bz ∼ 1 + εB ∂
∂x
,
∂
∂x
∼ 1 ∂
∂z
= 0
∂
∂t
∼ εB
Jx , Jy ∼ εB Jz ∼ εB ue ∼ εB Pe ∼ εB ne ∼ 1
(3.22)
3.2.3 Hamiltonian formulation of fluid equations
Morrison and Greene showed[86] how to give a Hamiltonian density formulation of a
perfect fluid or MHD ideal plasma, with the physical hydrodynamical variables (and
eventually electromagnetic fields) forming a noncanonical set, and with the definition
of degenerate Poisson braket satisfying Jacobi identity. In addition to the improved
formal elegance of fluid equations, the Hamiltonian formulation allows to easily recognize
invariants which constrain the dynamic evolution of the magnetized plasma; they are also
Casimirs (Sec.3.2.4), since they commute with all functionals of the Hamiltonian density
associated to the system, not depending on its specific form but on the structure of the
Poisson brakets only. These results have been extended to the low- and high-β regimes
of RMHD[87], and then to include finite ion Larmor radius physics[85], electrons’ inertia
and anisotropy pressure effects[19] (see Sec.3.3.1). A formalism analogous to that valid
for RMHD is known to apply to 2D-EMHD[88] also in its compressional regime[20] (see
Sec.3.3.2). We then quote that recently[89] a hamiltonian model for a warm relativistic
collisionless fluid theory has also been developed, which mainly applies to laser interactions
with underdense plasmas in which electrons are relativistically accelerated with a quite
small momentum spread and negligible collisions8.
Here we briefly introduce the concepts and definitions we need in the models we will
discuss, remanding to Ref.[90] for a more complete review. It is worth stressing that,
8Such a model would be more appropriate to the framework in which we treat CFI (Chapters 5,6) but
we are not discussing it in this thesis.
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while an Hamiltonian system is that which satisfies Liouville’s theorem in the canonical
phase-space, its verification requires the identification of a set of canonical variables.
These are related to the definition of the Poisson braket only, so the whole problem of the
recognition of the Hamiltonian character of a system lies in the definition of the canonical
Poisson brakets. Morrison’s and Greene’s result[87] is that a system can be recognized as
Hamiltonian even if the Poisson brakets are degenerate and only locally canonical, this
locality being paid with the existence of a number of constant of motions for the system,
independent from the particular Hamiltonian (Casimir’s invariants).
Generally speaking, a system with a finite number of degrees of freedom is said to
be “canonical” if, for any two arbitrary f and g functions of a 2N set of variables ζk
(k = 1, 2, .., 2N), it is possible to define a Poisson braket through an opportune covariant
non-singluar tensor Jkl
{f , g} = ∂f
∂ζk
Jkl
∂g
∂ζ l
(3.23)
so that {f , g} = −{g , f} and Jacobi’s identity9 is satisfied. These conditions are met
whenever a constant of motion H for the system can be recognized and an asymmetric
Jkl can be defined so that
∂ ζk
∂ t
= Jkl
∂H
∂ζ l
k, l = 1, 2, .., 2N (3.24)
and
J il
∂J ik
∂ζ l
+ J jl
∂Jki
∂ζ l
+ Jkl
∂J ij
∂ζ l
= 0
Then, since det(J) 6= 0, a coordinate transformation exists which brings10 ζi → zi and
J ij → J ijc , where zi are the canonical variables, with respect to which J ijc takes the
symplectic the form
Jklc =
(
0N IN
−IN 0N
)
(3.25)
Here IN and 0N are respectively the N×N identity and null matrix. Then, in a canonical
system, Hamilton equations can be expressed in a covariant form:
z˙i = J ijc
∂H
∂zj
= {zi , H} (3.26)
Covariance is due to the covariant character of the cosymplectic tensor J ij with respect
to a generic coordinate transform ζi → zi . Form invariance of Hamilton equations (3.26),
instead, is only restricted to canonical transformations, which are indeed defined as those
between canonical coordinates (e.g.: zi → z¯i ); therefore they preserve the symplectic
form of J ijc and the form of Poisson brakets (i.e.: Eqs.(3.24-3.25) remain valid with the
simple substitution zi → z¯i ).
9i.e.:
{f , {g , h}} + {g , {h , f}} + {h , {f , g}} = 0
10Thanks to a theorem known as Darboux theorem, see e.g. Ref.[91], Sec. V III, 43.
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Instead, let suppose a greater number of variables ξi , let us say M with M > 2N ,
can be individuated for a system, so to build a set of M equations like (3.24) (with
ξi in place of ζi and i, j = 1, 2, ..,M ) but for which det(J
ij) = 0 somewhere. The ξi
variables are not canonical, but nevertheless, around ξ such that det(J ij(ξ)) 6= 0, a locally
canonical Poisson braket can be defined, since a transformation exists11 sending ζi → zi
(i = 1, ..,M) and J ij → J˜ ijc where:
J˜ ijc =
 0N IN 0−IN 0N 0
0 0 0M−2N
 (3.27)
The 2N × 2N non-singular block in (3.27) identifies the locally canonical variables, and
the Poisson braket defined by J˜ ijc are locally canonical: the excess M − 2N non canon-
ical degrees of freedoms are removed by the Casimir invariants (Sec.3.2.4). This is the
case of most Eulerian variables, such as the fluid ones encountered in the 2D MHD and
EMHD model we will deal with, obvoiusly previous an opportune transposition to a
system with an infinite number of freedom degrees. The generalization to continuous
systems is formally accomplished by the standard construction of a Hamiltonian density
in field theory: a Lagrangian L for the system is defined so that the m-field ϕm (let us
suppose m = 1, 2, ..,M) acts like the m-Lagrangian variable, and its conjugated canonical
momentum pim is
pim =
δL
δϕ˙m
Partial derivatives are here substituted by functional derivatives; a Hamiltonian density
is so defined as
H =
M∑
m=1
pimϕ˙m − L
Locally canonical Poisson brakets are then defined analogously to Eq.(3.24), but by inte-
grating the functions, taken at equal times, with respect to the spatial variables x they
depend on and over the whole domain Ω:
{F , G} =
∫
Ω
M∑
m=1
(
δF
δϕm
δG
δpim
− δF
δpim
δG
δϕm
)
dx =
∫
Ω
δF
δυi
Oij
δG
δυj
dx (3.28)
In the latter equality of Eq.(3.28) the i and j indexes run from 1 to M , the fields υi
playing the role of the ξi variables in finite dimensional systems, and O
ij being aM×M
matrix operator (generally differential and nonlinear with respect to the fields), which
mimics the singular J ij of the finite freedom degrees system. Note that in this notation
it is supposed that 2N < M is the rank of the operator Oij , due to a “wrong choice” of
the field variables υi (cfr. with Eq.(3.27) for the finite-dimensional system). A continuous
system is then defined[87] as Hamiltonian, if, for some hamiltonian functional H (to be
11By means of a generalization of the Darboux theorem, quoted above (footnote 10); see e.g. Ref.[90]
and references therein.
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chosen among the recognized constants of motion), dynamical equations of the system
can be written in the form
∂υi
∂ t
= Oij
δH
δυj
i, j = 1, 2, ..,M (3.29)
where Oij endows the Poisson braket defined by the second equality in Eq.(3.28). This
guarantees that Liouville’s theorem apply in the “phase space” defined by the locally
canonical variables.
In the two dimensional models we consider in this thesis, some “inner”12 Poisson
brakets can be defined for the sake of a compact notation:
[f , g] = ez · (∇f × ∇g) = ∇ · (g ez × ∇f) (3.30)
It can be proved[87] that such definition allows to write the 2D “outer” locally canonical
Poisson braket in a concise form:
{F , G} =
∫
Ω
Wij
[
δF
δυi
,
δG
δυj
]
dx dy (3.31)
where Wij are symmetric matrices whose coefficients linearly depend on the υi fields and
their spatial derivatives. By definition, the brakets (3.30) are invariant under transforma-
tion of the field variables.
3.2.4 Topological constraints in collisionless not ideal regime:
Casimirs, and Lagrangian invariants as 2D-connections
We have seen (Sec.3.1.1) that ideal Ohm’s law provides a number of topological conserva-
tions, some of “global” character, involving integral quantities (e.g. Woltjer’s invariants),
others more “local” in nature, such as the topological identity preservation of field lines
(e.g.: connection theorem). These conservations, specific for the magnetic field, wear off
in presence of not-ideal effects, but in the collisionless framework different constraints
appear.
Apart from the total conserved energy which is obviously eligible as the Hamiltonian
density functional for the system, we find Casimirs’ invariants : they are adiabatic invari-
ants descending directly from the Hamiltonian character of the collisionless fluid regime,
and from the locality of Poisson braket’s canonicity. We have already mentioned that in
the expression of the cosymplectic matrix of Eq.(3.27), the overabundant non canonical
variables (or field-variables in our case of hydrodynamical system) are removed by some
constants of motion, Cα. They are indeed defined as the kernel of the degenerate Poisson
braket calculated for a generic functional F :
{Cα , F} = 0 ⇔
∫
Ω
δF
δυi
Oij
δCα
δυj
dx = 0 ∀ F (3.32)
12“Inner” since they are embedded in the locally canonical, field Poisson brakets (Eq.(3.28)), as pointed
out in Ref.[87].
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This implies they are the null eigenvectors of the cosymplectic operator Oij:
Oij
δCα(υ)
δυj
= 0 (3.33)
From definition (3.32), by taking F = H also it follows immediately that they are constant
of motion: C˙α = {Cα , H} = 0 . Since (see comments on Eq.3.28)) we get
ker(Oij) = dim(Oij)− rank(Oij) = M − 2N
we find that there exist onlyM−2N independent vectors satisfying Eq.(3.33); this means
that only M − 2N invariants Cα exist (α = 1, 2, ..,M − 2N). These constant of motions
are also Casimirs’ invariants since by construction (Eq.(3.32)) they commute with any
arbitrary function of the field-variables; also, they just depend on the Poisson braket (i.e.:
on the structure of the phase-space) and not the Hamiltonian functional H, so they are
constant of motion for each Hamiltonian. Also note that, generally speaking, Eq.(3.33)
is a differential equation with respect to the spatial coordinates the field variables ui
depend from, since the cosymplectic operator Oij is generally nonlinearly dependent on
them. This implies the integral character of Casimirs’ invariants, which then are generally
global constants of motion defined through an integral over the whole plasma volume (e.g.
Woltjer invariants, i.e. magnetic flux tubes, in ideal MHD). Each Casimir defines an
infinite family of functions which fulfill Eq.(3.33). In two dimension they generally take
the form:
Cα =
∫
Ω
Fυk(υα) dx dy (3.34)
where Fυk(υα) is any arbitrary function of the “non-canonical” field variable υα, and which
eventually explicitly depends on some other field variable υk (k 6= α) in a fixed ways (i.e.
only the υα-dependence is arbitrary; see e.g. Eqs.(3.71-3.98) next).
These global constant are somehow different from the local ones which are due to the
linking of field variables with the fluid motion. In ideal MHD, a class of them is provided
by the connections between fluid and magnetic lines expressed by the connection theorem
(Sec.3.1.1). In 2D geometry these connections take the form of Lagrangian invariants[24]:
they can be expressed as scalar quantities advected by the fluid motion, and are constant
along characteristics, i.e. their co-moving derivative vanishes. The total time (Lagrangian)
derivative of a scalar quantity f , co-moving at fluid velocity v, is defined as
d
dt
f =
[
∂
∂t
+ v · ∇
]
f =
∂f
∂t
+ [Φ , f ] (3.35)
where last equality holds in 2D-geometry only, when a scalar stream-function Φ for the
fluid can be defined, so that
v = ez ×∇Φ = −∇× Φez (3.36)
The equation f(x, y, t) = const defines at each time t a curve in the x-y plane, so that
the statement df/dt = 0 defined by Eq.(3.35) means that elements initially lying on
the f = const line move along the characteristic of the stream function Φ remaining on
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the same f = const curve. With this formalism, by direct substitution of Eq.(3.16) in
Eq.(3.3), the ideal 2D “frozen-in law” is written as
∂
∂t
ψ + (u · ∇)ψ = 0 (3.37)
Similarly to Casimirs, for which each constraint individuates an infinite family of func-
tions, it follows that for any given f satisfying df/dt = 0, a generic differentiable function
F (f) is a Lagrangian invariant too. However we remark the reciprocal difference between
the two kinds of topological constraints: in 2D, Casimirs are also Lagrangian invariants
if [Φ , Cα] = 0 (Eq.(3.35)). On the other side, a family of Lagrangian invariants F (f)
generates a family of Casimirs (taking Fυk(υα) = F (f) in Eq.(3.34)) only if F (f) vanishes
when integrated on the temporal variation of the contour domain, i.e. if13∫
∂Ω
(F (f)ez × v) · dl = 0 (3.38)
In Eq.(3.38) dl is the infinitesimal vector displacement along the contour domain ∂Ω
(i.e. the plasma boundary). The dependence of this equivalence between topological con-
straints from boundary conditions is due to the local character of Lagrangian invariants.
However, we note that in the systems we are considering here, equation (3.38) is always
satisfied because of the vanishing of fluid variables to the boundary of the plasma (we are
assuming conditions (2.16) ): this means that in our 2D-systems Lagrangian invariants
are also field variables generating Casimirs.
3.3 Hamiltonian equations in 2D- fluid plasmas at
Alfve`n and whistler regime
In this section we expose the Hamiltonian formulation of the equations describing col-
lisionless 2D-reconnection in the Alfve`nic and whistlers’ regimes. In doing this we will
follow the derivation from a two-fluid model, first given by Schep, Pegoraro and Kuvshi-
nov ((1994), Refs.[19]) for the Alfve`nic regime (Sec.3.3.1), and by Kuvshinov, Westerhof,
Schep and Berning ((1998), Ref.[20]) for the EMHD framework (Sec.3.3.2). Here we will
also briefly sketch some linear predictions of these models. Some numerical and analytical
results concerning the nonlinear stage of reconnection process obtained from these models
and already acquired in literature will be discussed in next chapter (Sec.4.2-4.4), where
they we will be compared to the original contributes presented with this thesis.
13Since we suppose to deal with regular and integrable functions in the domain Ω (i.e. the plasma
“volume”), we can take the total time derivative of Eq.(3.35) and “let it pass” within the integral sign.
Then, by neglecting variations of the velocity field v, we can write:
d
dt
Fez =
∂
∂t
F ez + (v · ∇)Fez = ∂
∂t
Fez + ∇× (Fez × v)
By scalar-multiplication with ez and integration over Ω, first term vanishes because of the hypothesi about
F (f); second term, accounting for the time-variation of the integration domain contour, is rewritten in
Eq.(3.38) by means of Stokes theorem.
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In the last paragraph of this section (Sec.3.3.3) we briefly introduce the Charney-
Hasegawa-Mima model, consisting of an unique equation for a field variable, which for
plasmas was developed by Hasegawa and Mima[92] (1978) to describe electrostatic 2D-
turbulence, but was earlier used in a completely different, sheer fluid context by Charney[93]
(1948). We will discuss in detail in next chapter (Sec.4.2.2) the way it occurs in describing
the dynamics within the reconnection layer in the nonlinear stage of 2D magnetic recon-
nection, both in MHD and EMHD regimes. In this section, following Hazeltine[94] (1983),
we will just expose its connection to RMHD and its interpretation as the electrostatic limit
of RMHD.
Unless otherwise specified we assume all functions to be dependent on x, y and t only
(see Sec.2.2) throughout this section.
3.3.1 Equations in the Alfve`nic regime from a 2-fluid model
In this regime we assume the ordering (3.21): by combining it with definitions (3.16) and
(3.17), in adimensional units (using normalization of Sec.2.3.1) we have:
B = ez ×∇ψ +
(
1 +O(ε2B)
)
ez (3.39)
E = −∇φ + ∂ψ
∂t
ez
where ∇ ∼ 1 , ∂t ∼ εB and ψ ∼ εB ∼ φ . Furthermore we assume spatial derivatives
of equilibrium density, nα , to be of the same order of spatial derivatives of density per-
turbations. Taking the curl of the magnetic field (Eq.(2.52) calculated for Eq.(3.16)) we
get
J = −∇2ψ ez − ∇b× ez (3.40)
where last term expressing perpendicular currents is of order O(ε2B) because of Eq.(3.39).
Furthermore, projecting Eq.(2.56) along the parallel component and combining it with
Eq.(3.40) we find:
ue, z = − diJz + O(εm) = di∇2ψ + O(εm) (3.41)
whereas in the perpendicular plane ui,⊥ − ui,⊥ = O(ε2B) .
We remind that we are considering here locally neutral plasmas (condition (2.19)), so
that ne = Zni , where Z is the ion charge number: qe = −e , qi = Ze .
We consider equations (2.53-2.56) in the collisionless limit: S−1 ¿ 1 ; therefore we
can assume for each specie α a polytropic equation like (2.37) as closure condition. In
particular we suppose electrons and ions to be isothermal, observing that this is compatible
with the incompressibility condition in the perpendicular plane guaranteed by the strong
guide field limit (point (2) in Sec.3.2.1): the isothermal is not to be intended here as a
closure condition (given instead by the εB ¿ 1 limit), but as a definition of the scalar
pressures, Pα = nαTα ; in our normalized units Pα = βαnα/2 and Tα = 1. Concerning
this we must note that inhomogeneity in scalar pressure is given by particle density, while
the anisotropy due to the strong guide field (Pα,⊥ < Pα,‖) should be represented by an
anisotropy in the temperature; however, since typically anisotropy in scalar pressure is
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not so great, for mathematical simplicity we assume no distinction between parallel and
perpendicular temperatures. We then define the thermal-gyroradius as:
ρthα =
√
Tα
Ωα
(3.42)
for which, from now on we will drop the superscript “th” for the sake of simple writings.
Greater care is required for the cold-ion limit (βi ¿ βe in dimensionless units), which
allows us to neglect ions’ diamagnetic effects. Here we will not follow the more general
approach adopted in Ref.[19], where ions are treated with a semi-kinetic model which
generalizes linear and nonlinear ion response for all values of the thermal ion gyro-radius;
we will speak of such corrections at the end of this paragraph. Here the Ti ¿ Te
limit taken while retaining electron inertia effects represents essentially a mathematical
simplification, since in most fusion plasmas it is generally de ∼ ρi. We will discuss the
role of finite Larmor radius effects (FLR) in the reconnection process in Sec.4.1.1,7.
Because of the low-β regime, electrons dominate the dynamics in the parallel direc-
tion (they are accelerated by electric field to an order ∼ ε−1m more effectively than ions),
whereas ion motion is dominant in the perpendicular plane (again, electron inertia con-
tribute to an O(εm) order to the mean motion): the set of equations consists in the paral-
lel component of Eq.(2.53) and the continuity equations for the two species (Eqs.(2.23)),
evaluated by means of the perpendicular component of Eqs.(2.53-2.54); the continuity
equations will be combined by means of the quasi-neutrality assumption (Eq.2.19). Fi-
nally, two equations for the scalar functions φ and ψ will be obtained. Perpendicular
velocities must be calculated for each specie, since they enter in each advection term;
furthermore, correction to incompressibility in perpendicular particle speeds must be re-
tained in the continuity equations. Because of the assumption of low-collisionality we
automatically take the S−1 → 0 limit in each term of Eqs.(2.53-2.54,2.58). Furthermore,
since ∇ · uα = O(ε2B) we neglect second r.h.s. term in the normalized expression of Πα
(Eq.(2.58)), being of order O(εB) smaller than first addendum; such negligible
14 terms
are those given by first matrix in Eq.(2.30) with Sα defined by Eqs.(2.31, 2.36)). So we
just have: Πe ' (Zεm)1/2de(βe/2)ne∇ue .
Ion perpendicular velocity
The perpendicular component of ions’ velocity is calculated with standard perturbation
technique by searching corrections to the (E×B)-drift motion. In normalized units, tak-
ing the βi → 0 limit:
ui,⊥ = ez ×∇φ − di ∂
∂t
∇φ − di(ui · ∇)∇φ + O(ε3B) (3.43)
where second term is the polarization drift (dE/dt)×B , and O(ε3B) neglected terms are
due to O(ε2B) corrections in Eq.(3.39).
14Note however that this argument is not so rigorous: the term of parallel compression so neglected
from Eq.(2.58) would be comparable in magnitude to electron inertia effects, which we retain instead. The
final result is nevertheless reasonable being consistent with that deducible from a drift-kinetic approach
(see e.g. Ref.[47], Appendix 2.B).
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Ion advection terms
To the leading order (i.e. neglecting ∼ O(ε2B) terms in the drift approximation) ion veloc-
ity is mainly due to (E×B)-drift motion, so by direct confrontation with Eqs.(3.35-3.36)
we can express ions advection terms as:
ui · ∇ = [φ , ] (3.44)
To the leading order the electrostatic potential φ acts as stream function for the perpen-
dicular ion (and then plasma) motion.
Ion parallel motion
From the drift approximation we see that parallel ion motion is consistently negligible
in time: taking the parallel component of ion equation (Eq.(2.54)) in the cold-ion limit,
after some trivial substitutions (using Eqs.3.39,3.44) we get
d
dt
ui, z =
1
di
d
dt
(
∂ψ
∂t
+ [φ , ψ]
)
Because of Eq.(3.37) ions are not accelerated save near the null line (where Eqs.(3.3,3.37)
do not hold during the reconnection); anyway, their parallel acceleration occurs on long
times (defined by the small not-ideal parameters). Note that the same argument does
not hold for electrons, for which all force terms (i.e.: r.h.s. terms in Eq.(2.53)) are ε−1m
worthier than ion force contributions: this gives de terms in parallel electron momentum
(see Eq.(3.50) next).
Electron perpendicular velocity
In considering electron dynamics we can introduce the so-called “ion sound gyroradius”,
defined as:
ρs = ρi
√
Te
Ti
=
√
Temic2
Ze2B20
(3.45)
It is a characteristic scale length related to the diamagnetic Bz×∇Pe force, ρ2s = d2iβe/2
obtained by taking the cross product of Eq.(2.53) with B. The perpendicular electron
velocity is then found from the balance between Lorentz, pressure and electric forces:
ue,⊥ = ez ×∇φ − ρ2s ez ×
∇ne
ne
+ ue, z (ez ×∇ψ) + O(ε1/2m εB) (3.46)
Neglected corrections come from:
εmdi
d
dt
ue,⊥ ∼ diO(εmε2B) di(∇ ·Πi)⊥ ∼ ρ2s O(ε1/2m εB)
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Electron advection terms
Consistently with previous considerations, the Lagrangian advection in both electrons
and ions fluid occurs to the leading order at (E × B)-drift velocity so that ue · ∇ =
ui ·∇+O(ε2B) . However, notice must payed to the fact that in Eq.(3.46) we have retained
electron diamagnetic effects through pressure forces terms. Then also in electron advection
terms we have to keep first order corrections due to the scalar pressure and to terms of
comparable magnitude. So we write:
ue · ∇ = [φ , ] + ρ
2
s
di
[ lnne , ] − di∇2ψ [ψ , ] (3.47)
Electron parallel motion
In calculating the parallel momentum equation for electrons we must first write the z-
component of the collisionless stress tensor; the divergence of the z-component of Eq.(2.30)
with ∂z = 0 reads:
(∇ ·Πe)
ne
· ez = 1
2
(Zεm)
1/2deβe
(∇ne
ne
× ez
)
· ∇ue, z = (Zεm)1/2deρ
2
s
di
[ lnne , ∇2ψ ]
(3.48)
where in last equality we have used Eqs.(3.41,3.45). Direct substitution of Eqs.(3.39,3.45,
3.47,3.48) into the z-component of Eq.(2.53), together with definition Eq.(3.30) gives:
−Zεmd2i
(
∂
∂t
∇2ψ + [φ , ∇2ψ ] + ρ
2
s
di
[ lnne , ∇2ψ ] − di∇2ψ [ψ , ∇2ψ ]
)
=
= − ∂
∂t
ψ − [φ , ψ ] + ρ
2
s
di
[ lnne , ψ ] − Zεmd2i
ρ2s
di
[ lnne , ∇2ψ ] (3.49)
Terms on l.h.s. are the Lagrangian derivative of ue z; first two r.h.s. addenda are re-
spectively due to the parallel electric field and the parallel component of Lorentz force
at (E × B)-drift velocity. Third r.h.s. term is due to the diamagnetic force, and it is
the only correction to the drift motion which survives in the parallel Lorentz force. Last
contribution is due to the noncollisional viscosity tensor, where de =
√
Zεmdi has been
used. This contribution cancels off with the scalar pressure term in the l.h.s. advection
expression. Last l.h.s. term, quadratic in ue z, is negligible because it is of order at least
O(εB) smaller than the others. We finally obtain:
Parallel electron momentum:
∂
∂t
(ψ − d2e∇2ψ) + [φ , ψ − d2e∇2ψ ] =
ρ2s
di
[ lnne , ψ ] (3.50)
From the definitions (3.12) and (3.41) we recognize in the generalized flux-function
F = ψ − d2e∇2ψ = −Az + d2eJz (3.51)
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the parallel component of the canonical electron momentum. In the cold electron limit,
ρs → 0, Eq.(3.50) states its Lagrangian conservation: F becomes the topological con-
straint over the shear magnetic field, which reduces to ψ itself in the de → 0 limit.
Continuity equations
Since the (E×B)-drift motion is incompressible, higher order corrections of Eqs.(3.43,3.46)
must also be retained to include compressibility effects. We then have:
∇ · ue = [ψ , ue, z] + O(ε3B) + O(ε1/2m ) = di [∇2ψ , ψ] + O(ε3B) + O(ε1/2m ) (3.52)
∇ · ui = − di ∂
∂t
∇2φ − di∇ · [φ , ∇φ ] + O(ε3B) (3.53)
In Eq.(3.52) we see that first order correction to electron incompressibility comes from
the Lorentz force in the perpendicular plane calculated with respect to the shear field
(third term in Eq.(3.46)), which expresses the uz-electron motion occurring along the
shear magnetic lines. Second equality is due to Eq.(3.40). Terms of Eq.(3.53) are due to
the time-variation of the perpendicular electric field along the stream function of plasma
motion, corrected with first-order diamagnetic effects: they are straightforward obtained
by taking the divergence of Eq.(3.43) previous substitution of Eq.(3.44).
Substituting Eqs.(3.47,3.52) into electron continuity equation (Eq.(2.22)) we obtain:
∂
∂t
lnne + di [∇2ψ , ψ ] + [φ , lnne ] − di∇2ψ [ψ , lnne ] = 0 (3.54)
Last term is O(εB) smaller when compared to other contributions. So we finally find:
Electron continuity equation:
∂
∂t
lnne + [φ , lnne ] + di [∇2ψ , ψ ] = 0 (3.55)
For ions, Eqs.(3.43,3.52) have to be substituted into Eq.(2.22), so that we get
Ion continuity equation:
∂
∂t
lnni + [φ , lnni ] − di ∂
∂t
∇2φ − di∇ · [φ , ∇φ ] = 0 (3.56)
Eq.(2.56) can be written in the form
d
dt
(lnni) = di
d
dt
∇2φ (3.57)
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whose simplest solution, which we will use in the following to eliminate the particle density,
is
lnni = di∇2φ (3.58)
Thanks to the local neutrality condition, ne = Zni we also have lnne = lnni because
of the normalization of each density to its reference value. Then, by direct subtraction of
Eq.(3.56) from Eq.(3.55) we finally get
Vorticity equation:
∂
∂t
∇2φ + [φ , ∇2φ ] = [ψ , ∇2ψ ] (3.59)
Hamiltonian formulation
We now rewrite the final set of equations in the form we will use in the study of 2D-
magnetic reconnection:
∂
∂t
U + [φ , U ] = [ψ , ∇2ψ ] (3.60)
∂
∂t
F + [φ , F ] = ρ2s [U , ψ ] (3.61)
where the fluid vorticity has been introduced
U = ∇2φ (3.62)
and F is defined by Eq.(3.51). Note that in writing Eq.(3.61), the particular solution
lnne = lnni = diU (see Eq.(3.58)) has been chosen and substituted in Eq.(3.50).
Eq.(3.58) is also a particular solution[19] to the semi-kinetic equation which can be
build as a generalization of the Pade´ approximation to the linear ion response[95]. We
just mention here, remanding to Refs.[19] for details about the derivation, that thanks to
such generalization, which is argued to be valid for arbitrary values of the gyro-radius,
FLR corrections to Eqs.(3.51,3.60-3.62) enter only in the definition of the fluid vorticity.
The most general approximated solution obtained in this way is given by
U − ρ2i∇2U = ∇2φ (3.63)
It should replace Eq.(3.62), which is recovered in the small ρi limit.
Eqs.(3.51,3.60-3.62) conserve the following Hamiltonian density:
H = 1
2
∫ (
ρ2sU
2 − φU − ∇2ψF) dxdy = (3.64)
=
1
2
∫ (|∇ψ|2 + |∇φ|2 + d2e|∇2ψ|2 + ρ2s|∇2φ|2) dxdy
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Eq.(3.64) is straightforward obtained by adding Eq.(3.60) multiplied by (−∇2ψ) to
Eq.(3.61) multiplied by (ρ2sU − φ) and then integrating over the whole domain. In-
terpreting the integrand as an energy density we recognize: the shear-magnetic density
|∇ψ|2 ↔ |B⊥|2 ; the ion fluid kinetic energy |∇φ|2 ↔ ρu2i /2 ; the electron kinetic energy
in the parallel direction, d2e|∇2ψ|2 ↔ d2e|Jz|2 . Last contribute, ρ2s|∇2φ|2 = ρ2s lnne is
interpretable as a form of electron potential energy, being related to the electron parallel
compressibility.
A local canonical structure is defined through Poisson brakets of the form of Eq.(3.31)
with υ1 = F , υ2 = U so that
W = −
(
ρ2sU F
F U
)
(3.65)
It satisfies ∂υi/∂t = {υi , H} for i = 1, 2 .
In the ρs 6= 0 regime it is possible to further manipulate Eqs.(3.51,3.60-3.62) and
bring them to the form[19, 96]:
∂G±
∂t
+ [ϕ± , G±] = 0 (3.66)
where it is evident the Lagrangian invariance of the fields
G± = ψ − d2e∇2ψ ± deρs∇2φ (3.67)
which are advected along the stream lines of
ϕ± = φ± (ρs/de)ψ (3.68)
In this “warm” electron regime, the Hamiltonian density (3.64) can be cast in a more sym-
metric expression, H = ∫ (ϕ+G+ + ϕ−G−) /2 dxdy . The Poisson brakets are trivially
defined by the fields υ˜1 = G+ , υ˜2 = G− , so that
W˜ = −
(
G+ 0
0 G−
)
(3.69)
They satisfy ∂υ˜i/∂t = {υ˜i , H} for i = 1, 2 , which are exactly Eqs.(3.66). Eqs.(3.65-
3.67) admit the two sets of Casimir invariants:
C± =
∫
F(G±) dxdy (3.70)
The not-convergence of the system of Eqs.(3.51,3.60-3.62) to Eqs.(3.65-3.67) is evident by
the fact that if ρs = 0, the two families of invariants of Eqs.(3.68) loose their “symmetry”
becoming
C1 =
∫
dxdyF(F ) C2 =
∫
dxdy UG(F ) (3.71)
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From a topological point of view the degeneracy of the ρs = 0 case means that, while F
is a lagrangian invariant which can not reconnect in the cold-electron limit, its topology
can change if ρs 6= 0, whereas that of G± is preserved.
We finally point out that the derivation of Hamiltonian equations for a collisionless
MHD plasma given in Refs.[19] is more general, applying to a RMHD ordering where
a z-dependence of functions is retained: also in such approximated 3D-geometry non-
canonical Poisson brakets are defined, and one more family of Casimirs appears (which
vanishes in the ∂z = 0 limit). An analogous but less general set of 3D equations in
the RMHD ordering had already been derived by Hazeltine[94] (1983) with analogous
hypothesis to those given in Refs.[19] and presented here, save for the neglecting of electron
inertia (de = 0) and ion diamagnetic effects (ρi = 0). Such a model, for which in Ref.[94] no
Hamiltonian property had been discussed, was introduced as a nonlinear generalization to
resistive and ideal RMHD capable of reducing to the Hasegawa-Mima regime in particular
conditions (Sec.3.3.3).
Linear growth rates of reconnection instability and linear dispersion relation
Linearizing Eqs.(3.51,3.60-3.62) in the form
ψ(x, y, t) = ψ0(x) + ψ1(x) exp (iky + γt) (3.72)
φ(x, y, t) = φ0 + φ1(x) exp (iky + γt) (3.73)
where φ0 is a constant and ψ0(x) describes an equilibrium configuration with a null
line, the linear phase and the growth rate γ of the MHD reconnection instability are
obtained[16] with a boundary layer approach. Here we rewrite[97] the linear dispersion
relation valid in the large ∆′ regime, when ρs < de (the regime of interest for our numer-
ical results we will discuss in next chapter):
γ = −kpi
∆′
(
Q
4
)3/2
Γ[(Q− 1)/4]
Γ[(Q+ 5)/4]
(3.74)
where Q = γ/(kde) . At small ρs the growth rate is here essentially independent on ρs,
the leading order of Eq.(3.74) giving γ ' de . For ρs > de instead, the large ∆′ regime is
defined by ∆′de > (de/ρs)1/3 and the growth rate results in γ ' (2deρ2s/pi)1/3 . We finally
mention that the classical tearing (i.e.:constant-ψ) ordering, ∆′de < 1 , gives a slower
reconnection rate, γ ' d3e , with a δ ' d2e width of the linear layer.
Note that corrections due to FLR would only enter[16] the linear growth rate of re-
connection instability in a geometric mean with ρs.
Simple linearization of Eqs.(3.51,3.60-3.62) with Eqs.(3.72,3.73) gives the dispersion
relation (here γ = −iω ) :
ω = ± (B0⊥ · k)
√
1 + ρ2sk
2
1 + d2ek
2
(3.75)
As de, ρs → 0 these waves reduce to simple Alfve´n waves in the shear plane. When
electron compressibility is dominant (ρs À de À 1) they become highly dispersive: ω2 =
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ε2Bk
4βedi/2 in normalized units (and we have used the fact that the shear variable is
chosen to be perpendicular to the wave number, and then |B0⊥ · k| = εBk; by taking also
electron inertia in account the dispersive character is lost : ω2 = ε2Bk
2βedi/(2d
2
e) . In
the cold electron limit, when only electron inertia is taken in account, the normalized
dispersion relation at short wavelengths becomes ω2 = ε2B/d
2
e , and these waves do not
propagate energy anymore.
3.3.2 Equations in whistlers’ regime
In the high frequency regime ions are taken as immobile, therefore we will drop every-
where the subscript “e”, understanding all quantities to be obviously referred to electrons.
Instead, to make approximations explicit, we will respectively specify with the subscripts
0 and 1 the zeroth order initial functions and their first order perturbations.
We assume normalization defined in Sec.4.2 and the ordering of Eq.(3.22): magnetic
and electric field are normalized to
B = ez ×∇ψ + (1 + b)ez (3.76)
E = −∇φ − 1
c
∂A
∂t
= −∇φ + 1
c
∂ψ
∂t
ez
The difference with respect to Eq.(3.39) is in the perturbation of the parallel magnetic
field, which is no more negligible: b ∼ εB (Sec.3.2.1). Other quantities are similarly
ordered: ∇ ∼ 1 , ∂t ∼ εB and ψ ∼ εB ∼ φ ; n = 1 + n1 ∼ 1 + O(εB) . More
substantial is the difference with respect to the Alfve`nic model, lying in the negligibility
of ions velocity: combination of Eqs.(2.52,2.64) gives a direct coupling between B and u
through:
u = − 1
n
∇×B + 1
nc2
∂E
∂t
= (3.77)
=
1
n
∇2ψ ez + 1
n
∇b× ez − 1
nc2
∂
∂t
∇φ + 1
nc3
∂2ψ
∂ t2
ez
In this section, following the derivation presented in Ref.[20], we completely neglect col-
lisions (S−1 → 0 in Eqs.(2.63-2.65)). Furthermore we assume pressure forces to be neg-
ligible. Note however that, provided pressure effects are negligible in the balance of
forces (Eq.(3.81) below) and that the gyroviscous stress tensor does not give any con-
tribute, our model equations (Eqs.(3.89), next) apply for any closure condition of the
kind (P = P (n) ).
In order to extend the validity of the model to frequency ranges where electron cy-
clotron can become comparable to Langmuir frequency, we have to retain density fluctu-
ations, which in this framework correspond to the violation of local neutrality (ions are
motionless; see discussion in Sec.2.3.2,3.2.2). To this purpose it is necessary to consider
Eq.(2.14) (Maxwell equation for the electric divergence), which in normalized units is
written:
∇ · E = −c2n1 (3.78)
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About this normalization we note that in dimensional units:(cw
c
)2
=
(
ωwL
c
)2
=
B20
(4pin0e)2
The violation of electron fluid incompressibility in the high-frequency EMHD is due to the
displacement current in Eq.(3.77): by taking the divergence of first equality in Eq.(3.77)
we obtain
∇ · (nu) = ∂n1
∂t
(3.79)
We explicitly write Eq.(3.77) linearized to the first order in n1:
u = − 1
1 + n1
∇×B + O(n21) ' − (1− n1)∇×B (3.80)
Density fluctuations
The leading order of density fluctuations n1 is estimated by assuming a balancing between
electric and Lorentz force in momentum equation (i.e., by the neglecting of electron inertia
and pressure gradients in Eq.(2.63)). By taking the divergence of such equation we get:
−c2n1 = −∇ · (u×B) (3.81)
Disregarding density fluctuations n1 in Eq.(3.80), substituting it into Eq.(3.81) and con-
sistently linearizing r.h.s. of (3.81) to the first order in perturbations, we find:
n1 =
(
Ωe
ωpe
)2
d2eB0 · ∇2B1 '
(
Ωe
ωpe
)2
d2e∇2b + O(ε2B) (3.82)
This allows to consistently retain in the model density perturbations also in the regime
where (Ωede/(ωpeL)) ∼ O(1) ; in last approximation of Eq.(3.82) we have used the 2D
definition (Eq.(3.76)) of the magnetic field.
Equation for the generalized potential vorticity
By means of the useful vector relation (u · ∇) = −u × (∇× u) −∇(u2)/2 , the curl of
Eq.(2.63) can be rewritten as:
∂
∂t
(∇× p) = ∇× {u× (∇× p)} (3.83)
where definitions (3.76) have been used, and the canonical electron momentum
p = d2eu − A (3.84)
has been normalized according to units adopted in Sec.2.3.2. Note that thanks to the curl
operator all gradients vanish, so that a generic functional dependence P = P (n) allows to
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eliminate scalar pressure effects from Eq.(2.63). By introducing the generalized vorticity
vector,
Ω = − (∇× p) = B − d2e∇× u (3.85)
Eq.(3.83) takes the form:
∂Ω
∂t
= ∇× (u×Ω) (3.86)
This is the EMHD equivalent of Eq.(3.3), stating that the topological conservation which
in ideal MHD occur for B (Sec.3.1.1), here applies to the quantity Ω/n. Indeed, by using
continuity equation (Eq.(2.23)) to eliminate the explicit occurrence of ∇ · u , Eq.(3.86)
can be brought to the form (cfr. Eq.(3.5)):
Du
(
Ω
n
)
= 0 (3.87)
This suggests to define the normalized potential vorticity [20] Ω∗,
Ω∗ =
Ω
n
' B − d2e∇2B − n1B0 (3.88)
where last approximation has been performed taking the leading order in B1. Thus, by
approximating u explicitly appearing in r.h.s. of Eq.(3.86) with Eq.(3.80) and neglecting
n1, Eq.(3.88) is cast in the form
∂Ω∗
∂t
= −∇× {(∇×B)×Ω∗} (3.89)
This expression is explicitly and consistently comprehensive of compressibility effects
through the flux conservation of the potential vorticity Ω∗, which to the leading order is
frozen into the field vector u = −∇×B . Obviously Ω∗ → Ω in the incompressible limit
defined by Ωe/ωpe → 0 .
Notice that all equations (3.83-3.88) are valid regardless of the 2D hypothesi, which
in fact has not yet been used.
Equations in 2D geometry
In 2D EMHD we see that we only have to deal with the two scalar functions ψ and b which
define the magnetic field (Eq.(3.76)): indeed, Eq.(3.78) is a form for Poisson equations,
relating through the definition (3.76) the electrostatic potential φ to density fluctuations
n1, which in turn have been shown to be dependent to the leading order on the magnetic
field only (Eq.(3.82)). We also see that in 2D geometry b plays the role of the “fluid”
stream function: by direct confrontation with Eq.(3.36) we see that for u = −∇ × B ,
advection terms can be written as
u · ∇ = [b , ] (3.90)
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The two equations needed to describe the evolution of the fluid variables ψ and b are
given by the parallel and perpendicular components of Eq.(3.89). In particular, projecting
Eq.(3.89) along ez and using the inner Poisson brakets, it is straightforward obtained:
Parallel vorticity equation:
∂
∂t
(b − λ2e∇2b) + [b , b − λ2e∇2b ] = [ψ , ψ − d2e∇2ψ ] (3.91)
where
λ2e = d
2
e
(
1 +
Ω2e
ω2pe
)
(3.92)
is the renormalization of the electron inertia term, which is the way in which density
perturbations appear in the model, by originating a drift term in the parallel vorticity
equation. For utility in the following we also define the scalar parallel component of
vorticity
W ∗ = (1 − λ2e∇2)b W =
(
1 − d2e∇2b
)
(3.93)
From the z-component of the curl of Eq.(3.89) we find instead the 2D-EMHD equivalent
of Eq.(3.50,3.61):
Parallel electron momentum:
∂
∂t
(ψ − d2e∇2ψ) + [b , ψ − d2e∇2ψ ] = 0 (3.94)
which states the Lagrangian conservation of a generalized flux functions F = ψ − d2e∇2ψ ,
perfectly analogous to that defined in Eq.(3.51) save for normalization factors.
Note that, since the parallel component of magnetic field enters in the equations above
only with its derivatives, and because we have seen that a “strong” guide field hypothesi
is independent on the 2D-assumption (Sec.3.2.2), Eqs.(3.91-3.94) describe a model valid
for any value of the z-component of the initial magnetic field.
Hamiltonian formulation
The system of equations (3.91-3.94) conserves the Hamiltonian integral[98]:
H = 1
2
∫
(bW ∗ − ψF ) dxdy = 1
2
∫ (|∇ψ|2 + |b|2 + d2e|∇2ψ|2 + λ2e|∇b|2) dxdy
(3.95)
where in last equality we have integrated exploiting boundary conditions (2.16). From the
latter integral it is easy to recognize the physical meaning of each term when interpreting
the integrand as an energy density15: |∇ψ|2 ↔ |B⊥|2 and |b|2 ↔ |Bz|2 represent the
15Starting from the density energy is indeed the quickest way to build the Hamiltonian integral of
Eq.(3.95); otherwise it is obtained by subtracting Eq.(3.94) multiplied to d2e∇2ψ from Eq.(3.91) multiplied
by b, and then integrating
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two magnetic contributes to energy, d2e|∇2ψ|2 ↔ d2e|Jz|2 and λ2e|∇b|2 ↔ λ2e|J⊥|2 are
instead the kinetic contributes related to currents flows weighed by electron inertia terms,
electrons being current carriers; note that compressibility only affects the perpendicular
motion.
It can be proved[20] that a noncanonical Hamiltonian structure can be defined through
the introduction of Poisson brakets like those of Eq.(3.31), where υ1 = W
∗ , υ2 = F and
W = −
(
W ∗ F
F 0
)
(3.96)
so that
∂υi
∂t
= {υi , H} i = 1, 2 (3.97)
The two related sets of Casimirs are[99]
C1 =
∫
F(F ) dxdy C2 =
∫
W ∗G(F ) dxdy (3.98)
with F and G arbitrary smooth functions. Note that Casimirs C1 are originated by the
family of Lagrangian invariants F(F ).
Linear growth rates of reconnection instability
The growth rate γ of the EMHD reconnection instability are obtained[100, 101] by lineariz-
ing in analogous way to the Alfve´nic case (b in place of ϕ in Eqs.3.72-3.73), in the small
de limit and over the full range of values ∆
′de for an incompressible electron fluid[101].
The linear phase of tearing instabilities and their coupling with bending disturbances (e.g.
Kelvin-Helmholtz instability) due to perturbations propagating at arbitrary angles with
respect to the shear field have been numerically investigated in Ref.[102]. Compressibil-
ity effects reduce the growth rate of the EMHD reconnection instability; for the tearing
ordering and with the normalization used here, it is found[103]:
γ =
[
Γ(1/4)
2piΓ(3/4)
]2
(de∆
′)2
(λe/de)2
(3.99)
The linear growth rate in the ∆′de > 1 ordering, instead, has been evaluated[100, 103] in
the incompressible limit only, λe = de , and gives:
γ =
(
1
2[Γ(3/4)]4
)1/3
kd2/3e (3.100)
Linearization of Eqs.(3.89) for perturbations propagating with an arbitrary wave num-
ber k and frequency ω (ω real) in an uniform equilibrium magnetic field at an incompress-
ible regime, gives the dispersion relation
iω
(
1 + k2d2e
)
B1 = α (k ·B0) (k×B1) (3.101)
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For the magnetic field configuration which we have assumed to study reconnection prob-
lems, Eq.(3.101) corresponds to the propagation of the two circularly polarized whistlers
(or helicon) waves (cfr. Eq.(2.61))
ωw (k) = ±α (B0⊥ · k) k
1 + k2d2e
, (3.102)
whose dispersive properties we have discussed in Sec.2.3.2.
3.3.3 (Charney-)Hasegawa-Mima model
In this paragraph we consider the simplest version of the Charney-Hasegawa-Mima equa-
tion[92, 93] which has been used to describe turbulence and solitary waves phenomena in
many fluid environments, not necessarily plasmas.
In its original formulation for drift-wave turbulence phenomena in a plasma[92], the
Hasegawa-Mima (H-M) model was developed in a 2D two-fluid framework at Alfve`nic
regime by assuming the validity of Eq.(3.43-3.44) to be combined with ion continuity
equation, with the additional assumption that the isothermal electron fluid has time
enough to maintain a Boltzmann density distribution along field lines:
ne = n0 e
(eφ/Te) (3.103)
Dimensional units have been used in Eq.(3.103), which properly normalized reads: φ =
ρ2s lnne . This corresponds to an adiabaticity condition for electrons, for which no dy-
namics equation is considered. Eq.(3.103) is related to ion dynamics through the quasi-
neutrality hypothesi.
In our normalized units, H-M equations reads:
∂
∂t
(∇2φ − φ) + [φ , ∇2φ − φ ] = 0 (3.104)
It is seen that it differs from Eq.(3.59) because of a source term ∂tφ on r.h.s. in place of
the [∇2ψ , ψ ] nonlinear “magnetic” term.
The derivation of Eq.(3.104) as (electrostatic) limit case of resistive RMHD has been
given in Ref.[94]. In that discussion, both explicit dependence on z and resistivity were
included in the model, whereas electron inertia and ion diamagnetic effects were neglected.
We can adapt such arguments to our set of 2D equations (3.50,3.59) taken in the de = 0
limit. They must be compared to the non-resistive ∂z = 0 limit of those drawn by
Hazeltine (1983), which with normalization adopted in Sec.2.3.1,3.3.1 are written as:
∂
∂t
ψ + [φ , ψ ] =
ρ2s
di
[ lnne , ψ ] (3.105)
∂
∂t
U + [φ , U ] = [ψ , ∇2ψ ] (3.106)
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∂
∂t
lnne + [φ , lnne ] = di[ψ , ∇2ψ ] (3.107)
Even though in Ref.[94] plasma dynamics was described on the wake of RMHD approx-
imation by means of one-fluid equations, explicit distinction was made between parallel
electron dynamics and perpendicular ion motion, so that derivation of Eq.(3.105) from
parallel Ohm’s law is essentially the same of that we have given for Eq.(3.50) previ-
ous the neglecting of de; the computing of Eq.(3.107) is identical to that of Eq.(3.55).
The main difference lies in Eq.(3.106), which was obtained directly by computing the
z-component of the curl of one-fluid momentum equation, Eq.(2.59), by approximating
u⊥ ' ui,⊥ + O(εm) ' −ez × ∇φ + O(εm) + O(ε2B) . We will discuss this difference in
greater detail in the next chapter (Sec.4.4.1), when we will reinterpret the 2D collisionless
Hamiltonian two-fluid model from the stand point of an one-fluid theory. Instead, going
further with Hazeltine’s argument, we see that Eqs.(3.105-3.107) can be interpreted as a
small scale electromagnetic generalization of the H-M model, to which Eqs.(3.106-3.107)
reduce for ρs = 1 = di in case of adiabatic electron response, φ = ρ
2
s lnne (Eq.(3.103)).
In this limit r.h.s of Eq.(3.105) cancels off the l.h.s. advection term, thus making ψ a
constant of motion ( ∂tψ = 0 ) rather than a Lagrangian invariant.
In Sec.4.2 we will specify how these considerations apply to our result for the nonlinear
2D collisionless MHD and EMHD magnetic reconnection.
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Chapter 4
Results about non-linear 2D
collisionless magnetic reconnection
In the investigation of magnetic reconnection processes, especially on an applicative
ground, there are three main questions to be answered: (1) the problem of stability,
i.e. whether or not a reconnection instability can occur for a given initial magnetic con-
figuration; (2) the growth rate of such instabilities, which also measures the temporal scale
of the related energy and momentum transport phenomena; (3) the eventual development
and evolution of ordered, small scale “electromagnetic-fluid” structures (electric currents,
particles flows and vortices) following the reconnection process. The former two points in
particular are clearly crucial to the problems of plasma magnetic confinement for fusion
research (e.g. prevention of disruptive processes). The third one, through the identifi-
cation of the dynamical processes related and subsequent to magnetic reconnection, is a
necessary step in the understanding of the reconnection phenomena and of its very phys-
ical consequences for the magnetized plasma. Much work, though long to be exhausted,
has already been completed since the early 1950s concerning the first two topics, while the
study of the full nonlinear dynamics has been delayed to the last years in concomitance
with the recent developments in computing facilities.
The results presented in this thesis focus on the third kind of problems, addressed with
numerical tools, aiming to point out the role played by topological constraints (Sec.3.2.4)
in the development of current structures during the 2D- collisionless reconnection process.
In Sec.4.1, after sketching the results already acquired in literature about this topic so to
have some terms of comparison (Sec.4.1.1), we discuss the analytical similarities between
the MHD and EMHD system equations (Eqs.(3.51,3.60-3.62) and, Eqs.(3.91-3.94)) and
their analogous Hamiltonian small scale structure (Sec.4.1.2). In the same section we
then expose the numerical algorithm used to integrate the equations (Sec.4.1.3), and the
criteria to the choice of the physical parameters (Sec.4.1.4). In Sec.4.2 we present the
results concerning the onset of a fluid Hasegawa-Mima regime involving the current layers
inside the reconnection region (Sec.4.2.2), and the consequent development of secondary
fluid instabilities of Kelvin-Helmholtz type, which are stabilized by compressibility effects
both in EMHD and in MHD (Sec.4.2.1); electron parallel compressibility in MHD provides
a further stabilization against them, by changing the structure of the topological invariants
(Sec.4.2.3) and thus preventing the formation of current jets. Then, in Sec.4.3, we briefly
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discuss the advanced nonlinear stage of reconnection, when island growth saturates and
an overall stationary state is reached, whereas the dynamics inside the magnetic island
evolves toward progressively smaller scales (Sec.4.3.1); this separation of dynamical scales
is accompanied by a periodic energy exchange between magnetic and fluid components
of the total energy (Sec.4.3.2). Finally, in Sec.4.4 we reinterpret the 2D collisionless
MHD Hamiltonian equations from the stand point of a single-fluid model, by giving an
opportune form to the generalized Ohm’s law from which to derive them (Sec.4.4.1).
4.1 Integration of the nonlinear equations
Due to their nonlinearity, a rigorous analytical solution to the equations describing recon-
nection can be obtained only at the expense of strong approximations, e.g. linearization,
or by means of some ad hoc hypothesis about initial configurations and/or the restriction
to the search of particular classes of solutions (e.g.: self-similar solutions). So, in order
to investigate the full nonlinear evolution of magnetic reconnection, numerical techniques
are needed. Nevertheless, the rigorous results of linear analysis often represent the only
firm ground to which compare the results of numerical investigations, which at present
are far from being strictly correspondent to real physical situations. Indeed, apart from
the more fundamental problem of model applicability, which we have seen (in Chapter 3)
to be strongly dependent on heuristic approximations and for which numerical analysis
should help in the comparison with experimental observations, the approach of conven-
tional nonlinear theory, which assumes an unstable initial “equilibrium” from which to
calculate the ensuing nonlinear evolution and saturation of a small initial perturbation,
is often objected to be rather unrealistic. This because, since the typical time scales
of nonlinear saturation are much shorter than the typical times of the overall indepen-
dent “equilibrium” evolution, the latter is completely neglected in the standard nonlinear
approach: then, by neglecting the feed-back that equilibrium changes can have on the
instability itself (e.g. by the development of a local well in the pseudo-potential around
the point where the instability is localized), the numerical results can be misleading for
the true long term behavior of the system. This scenario seems to be more relevant for
space-plasmas systems, e.g. magnetosphere-solar wind interactions where boundary con-
straints are not so strict, whereas in fusion plasmas a steady initial equilibrium is quite
a reasonable hypothesi. On this ground however, even though the standard nonlinear
approach does not necessarily predict the final evolution of a real system because of some
limit in the model itself, it perfectly mimics the local behavior of the unstable system, con-
sistently with the equations used to describe it. In this sense we assume the limitations of
our simulation results. Note however that a more fundamental problem of self-consistency
of the model can arise on the time-scales of reconnection instability saturation: it may
occur, and surely it is, that some of the dissipative or transport processes we have a pri-
ori neglected from the model, become relevant at the spatial scales nonlinearly developed
by reconnection. These additional “corrections” can become dominant for secondary re-
connection processes, which we therefore completely neglect, together with all transport
phenomena. We then recognize also this limit of applicability in our results. However,
we remark that, though some of these effects are likely to be included in fluid models for
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which further upgrades are to be devised, particle phase-resonance effects are not: since
they, too, may play an equally significant role at small scales (e.g. collisionless recon-
nection due to Landau-resonance[60]), it is quite preferable to give such a more accurate
investigations to a kinetic treatment.
4.1.1 Summary of some previous numerical results about small
scale structures in collisionless reconnection
First numerical approaches to the spontaneous reconnection scenario date back to the
early 1960s (see e.g. Ref.[4]). Advances in computational facilities have allowed to pro-
gressively delve into the advanced stage of reconnection, but for years simulations have
been mainly focused on the resistive regimes. The problem arisen by the fast crashes in
the sawtheet oscillations[104] observed in high temperature plasma experiments at JET
(1986), brought again the attention to the low-collisionality regimes, in which possibility
of reconnection was known since years (see Sec.3.1.4). Aiming to shed some light about
this topic, Drake and Kleva[75] (1991) first performed numerical investigations of inertial
reconnection fully neglecting pressure forces in a 2D Alfve`nic, slightly collisional regime:
their results showed the development of a microscopic current layer along the neutral
line, whose characteristic width δl progressively collapsed starting at the inertial scale
of collisionless reconnection, δ ' de . By interpreting this with a Sweet-Parker model, in
which the reconnection time is inversely proportional to current layer’s width δl , they
concluded that the reconnection rate should slow in the nonlinear phase together with the
transverse dimension of the layer. In order to explain the fast relaxation time experimen-
tally observed, the authors proposed the current layer to be subject to secondary current
convective instabilities (Ref.[105] Sec. 3.4), which are fluid-type instabilities driven by
parallel electron compressibility, where unmagnetized ions adiabatically respond to the
perturbed electrostatic field: through an anomalous current diffusion (proportional to ρs)
due to the perpendicular transport of the parallel electron momentum, these should have
been responsible of some broadening of the layer (not observed in Drake’s and Kleva’s
simulations which did not reach the nonlinear phase because of a poor separation between
the macroscopic and inertial scales), thus reducing the slowing-in-time of the Sweet-Parker
reconnection rate.
While the formation of a thin current layers along the neutral line has always been
confirmed by further studies, different is the interpretation proposed by Ottaviani and
Porcelli[76] (1993) for the results provided by their numerical analysis in a truly colli-
sionless, inertial Alfve`nic regime, taken in the cold limit (T = 0 ): consistently with the
quasi-explosive behavior, which the collisionless reconnection instability maintained also
in the early nonlinear phase of their simulations, they concluded that the Sweet-Parker
scenario does not hold in the large-∆′ inertial regime. Instead, grounding the motivations
upon some ansatz consistent with the observed invariance in time of the fluid stream
function profile φ , they suggested the formation and progressive thinning of the current
layer to be determined by the Lagrangian conservation of the generalized flux-function F ,
(Eq.(3.61) with ρs = 0) pushed by the fluid flux which maintains an hyperbolic pattern
around the X-point.
We skip here to quote the numerous results obtained in the 3D high-β collisional and
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semi-collisionless framework since[17] 1994. These introduce some new physics occur-
ring at the ion-inertial scale because of the ion demagnetization and subsequent kine-
matic coupling of the reconnection dynamics with the whistler waves along the parallel
direction[17, 18]. We will say some more words about this in Sec.4.4. Here we just men-
tion the fact that in Refs.[107, 108], though in the 3D-whistler-mediated reconnection
scenario, the possibility of Kelvin-Helmholtz instabilities affecting the current layers, was
first suggested and studied.
Instead, we remark that first numerical evidence of the topological role played by the
inclusion of electron pressure effects in the 2D-slab reconnection, has been given by Kleva,
Drake and Waelbroeck[109] (1994), though in a resistive reconnection framework: the ρs
parameter showed to localize the single dissipation bar both in the x and y direction by
splitting it into two distinct layers.
The principal results specifically obtained in the 2D collisionless MHD framework
we are interested in (see Sec.3.3.1), are those by Grasso[110] (1994), first obtained and
developed for the early nonlinear phase both in the “hot” ( ρs 6= 0 ) and “cold” ( ρs = 0 )
electron MHD regimes with neglecting of ion temperature[111]; here ρs is the characteristic
scale length related to electron parallel compressibility. The outcome of the ρs = 0
limit agreed with the conclusions drawn by Ottaviani and Porcelli[76], showing that the
current layer, also developing a sub-layer through the X-point, maintains its width on
the de scale also in the (early) nonlinear phase; in this way, the quasi-explosive behavior
is recovered also with a Sweet-Parker model, since the current remains distributed over
a de width even though its gradients nonlinearly reach smaller scales[110]. Much more
fundamental has been the outcome of the inclusion of electron compressibility, which
has been followed in the nonlinear phase of the ρs > de regime, finding that the initial
equilibrium evolves toward a “macroscopically stationary” state with a saturated magnetic
island[96, 111]: ρs invalidates the Lagrangian invariance of F (Eq.(3.61)), so that the
characteristic current bar along the neutral line is no more observed. Instead, the existence
of new topological invariants (Eqs.(3.66),(3.70)) determines inside the magnetic island a
quadrupolar structure for both the fluid stream function φ and its related vorticity ∇2φ
(see e.g. Fig.4.4(A),). As it has been pointed out in Ref.[111], a mixing of the Lagrangian
invariants G± (Eqs.(3.66) defined with respect to the new fluid stream-functions ϕ± =
φ ± (ρs/de)ψ, ψ being the magnetic stream-function, corresponds to this pattern in the
φ and ∇2ψ profile. The advection of G± with respect to the plasma velocity field φ is
instead laminar, and a regular filamentary structure of current and vorticity layers is
generated, which eventually fill the island with an eddy-like dynamics centered in the
O-point; the eddy-like dynamics is oppositely oriented for G+ and G− (i.e. clockwise or
counterclockwise) − see Figs.4.16. FLR-corrections, retained in the (de,ρs)-model through
the ρi corrections given by Eq.(3.63), have been included in the numerical study of the
first non-linear reconnection phase in Ref.[112], where another important result has been
pointed out: the numerical proof that this energy-conserving reconnection process does
not depend on the inclusion of a small dissipation, as long as the so introduced microscale-
limiting does not modify the structure of the reconnection region at the de scale. As far
as the vorticity and current structures are concerned, ion temperature effects have shown
to slightly change the patterns of the small-scale structures, by more strongly localizing
the current density sheets near the null line. Indeed, in the limit of large Larmor radius
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the U field is concentrated on a scale much smaller than ρi, and the patterns of φ more
closely resembles those of U , in agreement with the limit U ∼ −φ/ρ2i of Eq.(3.63). Then
Eq.(3.60) becomes ∂tφ ∼ ρ2i [∇2ψ , ψ ] which agrees with an observed stronger localization
of the macroscopic flow cells of φ around the X-points (see [112]).
On the side of the EMHD framework, instead, mainly because of astrophysical appli-
cations[53], the attention has been focusing on the whistler-mediate reconnection scenario
quoted above, thus considering the transition from the Alfve`nic to the higher frequency
regime occurring in a 3D-geometry. Among the pre-existing numerical simulations inves-
tigating reconnection problems in the pure collisionless EMHD regime, we quote those
of Ref.[99], where some problems of forced reconnection were addressed, and Ref.[102],
where the coupling between tearing and bending K-H-type disturbances was studied in
the linear phase.
4.1.2 Formal analogies between 2D- MHD and EMHD frame-
works
As first pointed out in Ref.[99], the hamiltonian equations for the low frequency and for the
whistlers regimes display similar formal structure and analogous integral invariants; when
interpreting them as Casimirs, such correspondence can be traced back to the same hamil-
tonian character of the two systems[21] (see Eqs.(3.51,3.60-3.62) and Eqs.(3.91-3.94)). The
similarities between the cold-electron MHD and the EMHD framework are even stronger
as far as the algebraic structure of the equations is concerned: in the ρs = 0 limit
Eqs.(3.60,3.61) become equivalent to Eqs.(3.91,3.94) previous the identifications ϕ ↔ b
and U ↔ W ∗ . Since Casimirs only depend on the structures of the Poisson brakets
and not of the specific Hamiltonian (Sec.3.2.4), this correspondence means an analogous
“kinematic”1 of magnetic reconnection both in the cold MHD and in the EMHD frame-
work, due to the existence of the same families of topological invariants (Eqs.(3.71,3.98),
provided the correspondence between fields above). At the small scales developing inside
the reconnection layer, such a correspondence becomes much more than formal, describing
the very same physical (i.e. “dynamical”) process in the cold MHD and in the incom-
pressible EMHD reconnection[21, 26]: over lengths of order de (i.e., by re-scaling the
spatial dependence of b as b = b(x/de) ) and on the typical times of the EMHD recon-
nection rate (i.e.: ∂tb ∼ d2eb or at most ∂tb ∼ deb , depending on the (∆′de) ordering)
the partial time-derivative ∂tb becomes negligible in Eq.(3.91) and the Hamiltonians of
Eqs.(3.64,3.95) become formally identical. We will give numerical proof of this in Sec.4.2.1
From a strict computational point of view, the mere structural analogy between the
two hamiltonian systems, in which the inner Poisson brakets can be redefined as advection
terms by means of some opportune divergence-free vector field (see Eq.(3.30)), allows to
employ the same integration procedure for both of them. We describe it in next paragraph.
1In the sense that Casimirs, being independent on the Hamiltonian, are not “dynamical” invariants
though they can be interpreted in terms of dynamical variables (see also Ref.[90]).
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4.1.3 Numerical algorithm and reliability checks based on con-
servations
The numerical code we have used to integrate Eqs.(3.51,3.60-3.62) and Eqs.(3.91-3.94)
uses a uniform 2D-periodical mesh, so to reach a relatively great accuracy in computing
spatial derivatives with the Fourier transformation, and advances in time a system of
coupled equations like:
∂G(x, y, t)
∂t
= [f(x, y, t) , g(x, y, t) ] with G(x, y, t)|t=0 = G(x, y, 0) (4.1)
and a generic functional dependence of the kind:
G(x, y, t) = G[g(x, y, t)] (4.2)
Spatial derivatives are calculated with an FFT algorithm. With no loss of generality we
have written just one term at r.h.s. of Eq.(4.1): nothing changes in the following discus-
sion, provided the additional terms can be expressed by means of some inner brakets or,
better, directly as 2D-divergence of some vector fields. Indeed, by means of Eq.(3.30), we
can define a vector field, or as vf = ez ×∇f either as vg = −ez ×∇g , such that:
[f(x, y, t) , g(x, y, t) ] = ∇ · (gvf ) = ∇ · (fvg) (4.3)
The iterative procedure consists then of three main steps, which we will elucidate below:
1) Integration of the equations (Eq.(4.1)) over the cells, with a finite-cell scheme.
2) Temporal advancement of the integrated discrete functions.
3) Reconstruction of the discrete integrand (l.h.s. terms of Eq.(4.1)), so to build anew
the r.h.s. respective divergence terms after inversion of Eq.(4.2).
Integration over the cells (1)
Eq.(4.1), rewritten by means of Eq.(4.3), can be cast in algebraic form through a finite-cell
scheme by integrating it over the control cell [xi, xi+1] × [yj, yj+1] , whose volume ∆x∆y
is defined by the grid resolution (∆x and ∆y being the x- and y-steps on the mesh). To
this purpose we define the mean value G¯ i,j(t) of G(x, y, t) over the cell, as
G¯ i,j(t) = 1
∆x∆y
∫ xi+1
xi
∫ yj+1
yj
G(x, y, t) dxdy (4.4)
The flux F i,j(t) of r.h.s. of Eq.(4.1) through the cell (calculated here for explicit example
with the first divergence term in (4.3)) is:
Fi,j(t) = 1
∆x∆y
∫
∆x
∫
∆y
∇ · (gvf ) dxdy = (4.5)
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=
1
∆y
(∫ xi+1
xi
g(x˜, yj+1)vf, y(x˜, yj+1) dx˜−
∫ xi+1
xi
g(x˜, yj)vf, y(x˜, yj) dx˜
)
+
+
1
∆x
(∫ yj+1
yj
g(xi+1, y˜)vf, x(xi+1, y˜) dy˜ −
∫ yj+1
yj
g(xi, y˜)vf, x(xi, y˜) dy˜
)
Temporal advancement (2)
Then, called ∆t the time-step for the temporal advancement, Eq.(4.1) is advanced in time
as:
G¯ i,j(tn+1) = G¯ i,j(tn) +
∫ tn+1+∆t
tn
Fi,j(t) dt (4.6)
R.h.s. integral of Eq.(4.6) is approximated with a third order Adam-Bashfort algorithm
(see e.g. Ref.[114], Sec.):∫ tn+1+∆t
tn
f(t) dt =
(
23
12
f(tn) − 16
12
f(tn−1) +
5
12
f(tn−2)
)
∆t + O
(
(∆t)4
)
(4.7)
while the first two temporal steps are computed with Euler’s direct method:∫ tn+1+∆t
tn
f(t) dt = f(tn)∆t + O
(
(∆t)2
)
(4.8)
Reconstruction of the primitive function and inversion (3)
Note that at each time-step Eq.(4.3), and then r.h.s. terms of Eq.(4.5), need the eval-
uation of the functions f and g, which are calculated by inverting Eq.(4.2) for each2
of the G involved. This requires a reconstruction procedure to reobtain G(x, y, tn) from
G¯ i,j(tn) : in our numerical code the reconstruction is accomplished by means of the Fourier
transformation, which we describe here below.
Let suppose to have a function f(x, y) which assume discrete values on the grid points,
and let us first consider the reconstruction procedure for a single variable only, call it x.
Then we will extend it to the two-dimensional case. The x-Fourier transform for such
a function (which we require to be periodic, so to approximate it with finite summation
only) is:
f(xi, yj) =
∑
kx
fkx e
ikxxi (4.9)
Its mean value over the [xi, xi+1] interval at the varying of yj can be explicitly expressed
2For the system of coupled equations like Eq.(4.1) to be closed, the number of independent equations
must equal the total number of different functions appearing in all the r.h.s. terms, so that each of the
r.h.s. functions has its own G to be obtained from.
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as:
f¯i(yj) =
1
∆x
∫ xi+1
xi
f(x, yj) dx =
1
∆x
∫ xi+∆x
xi
∑
kx
fkx(yj)e
ikxx dx = (4.10)
=
∑
kx
sin(kx∆x/2)
kx∆x/2
fkx(yj) e
ikx(xi+∆x/2)
Since the mean value f¯i(yj) for each fixed yj can be thought of as an opportune function
of the x variable evaluated in the medium point ( xi+ 1
2
) of the integration interval, it can
be expanded in Fourier series itself:
f¯i(yj) =
∑
kx
f¯
yj
kx
eikx(xi+∆x/2) (4.11)
By direct confrontation between Eq.(4.10) and Eq.(4.10) we get the relationship between
the expansion coefficients:
f¯kx(yj) = fkx(yj)
kx∆x/2
sin(kx∆x/2)
(4.12)
from which it is possible to reconstruct f(xi, yj) , given f¯i(yj) .
For the y variable the same procedure is valid, so that an equation identical to Eq.(4.12)
holds with all “x” and “y” labels interchanged in place. In the 2D case we have the
mean value f¯ij calculated over [xi, xi+1] × [yj, yj+1] , which is then interpretable as a
given function of x and y evaluated in (xi+ 1
2
, yj+ 1
2
) : f¯ij = f¯(xi+ 1
2
, yj+ 1
2
) . The final
procedure consists then in reconstructing with respect to each variable separately, by
applying Eq.(4.12) and then computing the respective Fourier anti-transformation.
Code reliability and checks about invariants conservations
The reliability of the algorithm just described in Sec.4.1.2 has been tested in various ways:
in the EMHD regime it has been checked that the linearized form3 of Eqs.(3.91-3.94)
provided the correct dispersion relation of whistler-type waves (Eq.3.102). Furthermore,
by assuming an equilibrium profile such that B0⊥ = sin(x) ey , the linear growth rate
of the reconnection instabilities obtained by our integration of the incompressible-EMHD
nonlinear equations at the varying of de has been compared with excellent agreement (less
than 1.5% discrepancy) to the results computed with the numerical code developed by
Califano and used in Ref.[102] for the linear study of collisionless 2D-EMHD instabilities:
such algorithm, by solving our same linearized equations but by calculating their normal
modes, is substantially different from the one described above.
As far as the MHD regime is concerned, we have reproduced the results for the early
nonlinear reconnection phase obtained with a different numerical code and presented in
3Note that, to this purpose, nonlinear terms given by Poisson brakets are replaced by first-order spatial
derivatives of functions, which are adapted to the integration procedure exposed above by means of some
opportune unity-vectors ei so that ∂if = ∇ · (eif) .
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Figure 4.1: EMHD regime: incompressible regime λe = de = 0.3 in left frame, com-
pressible regime λe =
√
5 de = 0.67 in right frame. The two figures represent energy
balance versus time. Symbols are as follows: continuous line ↔ total energy, dashed line
↔ |∇ψ|2 = |b⊥|2, three-dot-dashed line ↔ d2e|Jz|2 , long-dashed line ↔ |b|2 = |bz|2 ,
dot-dashed line ↔ d2e|J⊥|2
.
Refs.[97, 111]. Also note that our results in the nonlinear advanced phase have been more
recently re-obtained with different algorithms[113].
Accuracy and consistency of numerical results with model equations is controlled by
verifying that the Hamiltonian character of the systems is maintained in time. This
is accomplished through the check of the total energy conservation (evaluated for the
Hamiltonians (3.64,3.95)) and of the energy of four of the Casimirs, in particular of those
defined through Eqs.(3.71,3.98), which assume the same expression both in ρs = 0 MHD
and EMHD, with the definitions F(F ) = F 1, F 2, F 3, F 4 . In the compressible MHD
regime (ρs 6= 0), instead, the control of the Casimirs has been performed for F(G±) =
G1±, G
2
±, G
3
±, G
4
± . The conservations are always proved to be optimal (less than 1% of
loss) until the saturation phase is reached, both in the MHD and EMHD regimes. In the
cases of the EMHD regime shown in Figs.4.1 for the energy conservation, the saturation
times correspond approximatively to t = 150 for the incompressible case with de = 0.3,
and to t = 250 for λe =
√
5de = 0.67. At later times the formation of ever decreasing
spatial scales breaks the Hamiltonian properties of the system numerically (and indeed
Casimirs with higher order powers are slightly worst conserved). Nevertheless, the total
energy, which turns out to be the worst conserved quantity, has always shown to remain
at the end of our simulation within a 5% (runs in the MHD framework and incompressible
EMHD) or at most 10% (compressible EMHD case presented above, Fig.4.1 right frame)
of its initial value.
82 Results about non-linear 2D collisionless magnetic reconnection
4.1.4 Initialization, physical parameters and transition of regime
Initialization of the simulations
As far as the investigation of nonlinear reconnection is concerned, we have initialized all4
simulations with an initial equilibrium configuration, which written in normalized units
is: 
ψ0(x) =
1
2(cosh(x))2
φ0(x) = 0 or b0(x) = 0
(4.13)
The initial condition for the “fluid” stream-functions are compatible with the fact that
they appear in the equations only under temporal or spatial derivative. The choice of the
sheared magnetic profile is due to rapid vanishing of the chosen function at the boundary
of the periodic domain: this prevents cross-talking effects of magnetic islands otherwise
occurring in the nonlinear phase because of the periodicity conditions. The thermal noise
from which to observe the growth of the most unstable modes has been modelled with a
random noise given both on ψ1 and φ1 (and b1 ).
Physical and numerical parameters
Like in every numerical simulation, we have been seeking for a compromise between
“realistic” values of the physical parameters and computational limitations. Since different
values of the ratio ρs/de can occur depending on the electron temperature, it has believed
to be interesting to study the reconnection process in a relatively wide range: 0 ≤ ρs/de <
1.5 . In the EMHD instead we have restricted to the case 1 < λe/de <
√
10 , corresponding
to the limit cases Ωe/ωpe ¿ 1 and Ωe/ωpe = 3 .
On the computational side, the main limitation is given by the computing time and
by the machine memory, this is by the number of mesh nodes5: the simulations whose
results we present here, have been generally performed over uniform periodical grids
with Nx = 1024 and Ny = 512 points; we have run some additional simulations with
higher resolution (Nx = 2048 , Ny = 512 ) in small-scale regimes which required it. The
dimensions of the simulation box used in the investigation of reconnection are Lx =
2L = 4piL where L = LH is the characteristic length of the equilibrium shear to which
all lengths are normalized in our equations. The unlike number in grid points over the
two directions is due to equally resolve spatial structures over the two directions in the
nonlinear phase (in simulations with higher resolutions a preference to a better solving
of the x scale has been given, by arguing a predominance of the kx characteristic scales,
at least in the first nonlinear phase). The rectangular shape of the simulation box has
been chosen so to allow the growth of the ky = 1 mode only, for which the equilibrium
of Eq.(4.13) has an instability parameter ∆′ ' 14.3 .
4We also have run simulations with an initial magnetic profile described by ψ = sin(x), but we focus
here on the results obtained with conditions in Eq.(4.13), judged to be more interesting because it prevents
the cross-talking effects between magnetic islands.
5Which for FFT algorithms over a square N ×N mesh the required computing time typically scales
as N2
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Since the linear theory performed with the boundary layer approach (Sec.3.1.3) re-
quires the de ¿ 1 condition, values of de far smaller than unity should be chosen to
interpret the results in terms of the standard reconnection theory, which has been indeed
developed in this asymptotic limit; since however the width of the reconnection layer
scales as δ ∼ de in our large ∆′ ordering ( δ ∼ d2e in the constant-ψ tearing regime),
this would imply a required spatial resolution beyond of reach. Because of this, though
we have run simulations for values as low as de = 0.04 (in computational boxes up to
2048× 1024 points), we mainly present here the results obtained in the de = 0.3 regime,
which are substantially identical to those corresponding to de values closer to the asymp-
totic limit for smaller values: the differences with respect to them are briefly discussed in
next subparagraph.
Severe restrictions concerning the smallness of the computational parameters are in-
deed also due to the dispersive nature of the characteristic waves driving reconnection in
the two frequency regime: the presence of the inertia term is responsible of the stiffness
in the respective dispersion relations (Eqs.(3.75,3.102)), though in the hot electron MHD
regime this is slightly corrected by the presence of the ρs parameter. The wave dispersive
character requires to satisfy some Courant-Friederichs-Levy-like (CFL) conditions6 upon
the time-step and spatial resolution. The overall conditions can be summarized (by as-
suming ∆x ∼ ∆y) as: 
∆x ¿ de
∆t ¿ d2e(∆x)2
(4.14)
Transition of the reconnection regime at the varying of de
The qualitative behavior of the collisionless reconnection process is substantially unaf-
fected by the relative magnitude of the reconnection parameter de, i.e. the topological
constraints given by the Casimirs and eventually the F -related Lagrangian invariants do
not change in form. We remind however that in the large ∆′ ordering the width of the
reconnection layer scales as δ ∼ de both in MHD and EMHD regime. Thus, the dimension
of the initial current layer is correspondingly increased (so as it obviously is the instability
growth rate).
Instead, the energy redistribution depends on de. In particular, it has been observed
a transition of regime, occurring around de ' 0.23 in the MHD framework, as far as
the energy source of magnetic reconnection is concerned. At high values of the electron
skin depth (de ∼ 1) reconnection occurs in concomitance with a diminishing of the Jz
electron kinetic energy (which is related by a curl relation to the shear magnetic energy
6These conditions, first given in Ref.[115] by the mathematicians Courant, Friederichs and Levy (1928)
to study solution’s uniqueness of a set of equations to the partial derivatives, are physically related to
the preventing of numerical noise to propagate faster than the “physical” information allowed by the
phase-velocity of the characteristic waves (see e.g. Ref.[116]). Parabolic equations, to which our own can
be somehow assimilated through the Poisson brakets’ terms, obviously undergo to stability conditions far
stricter than those of hyperbolic equations like the standard wave-equations.
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Figure 4.2: Scaling of the growth rate of the reconnection instability with de. The solid
line represents the analytical prediction for the de∆
′ > 1 ordering; the diamonds represent
the numerically obtained values.
component), while the perpendicular shear-magnetic energy can also augment. At lower
values of de the decrease during reconnection of the Jz-related energy is progressively
diminished, while the B⊥-related magnetic energy takes the place of energy source: the
transition point below which |Jz|2 begins increase during reconnection and |B⊥|2 instead
decreases is at de ' 0.23 .
This transition of regime has not yet been properly interpreted. However we observe
that the standard spontaneous reconnection model, based on the idea of a transition
toward a configuration with a lower magnetic energy, and for which a linear theory has
been developed, refers to asymptotically small values of de (i.e. de ¿ 1). Just at de '
0.2, for example, the discrepancies between the linearly predicted and the numerically
evaluated growth rates are substantial, as can be seen from Fig.4.2 which refers to the
EMHD regime. Then, we remark that in our numerical analysis the dimensions of the
simulation box Lx, Ly have been kept fixes at the varying of the other parameters, so as
the profile of the magnetic equilibrium, i.e. the LH = L scale. On the other hand, higher
values of de correspond to configurations in which the given initial equilibrium varies on
a smaller scale with respect to the reconnection domain, i.e. the outer “ideal region” and
the inner reconnection layer are more poorly separated. This resembles the approach to a
forced reconnection regime (see Sec.3.1.3). Then, a possible explanation of the observed
transition, but yet to be verified, is that at higher values of de a forced-like reconnection
regime is simulated, in which the energy source is indeed provided by a kinetic component,
|Jz|2 . The genuine framework of spontaneous reconnection is then approached only at
sufficiently small de values, so that an adequate spatial separation between the ideal region
and the reconnection domain is obtained.
We finally remark, however, that besides this different behavior in the energy redis-
tribution during reconnection, the dynamics inside the reconnection layer is qualitatively
the same regardless of the value of de. Then, because it has been numerically easier to
follow, we focus here on the results of runs performed in the de ≥ 0.3 regime.
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4.2 Secondary fluid instabilities in Casimir-driven mag-
netic reconnection
Since magnetic reconnection is made possible by the presence of sharp gradients in the
electric current and is accompanied by the formation of thin current layers in the re-
connection region as well, it is natural the interest in the development of other related
instabilities and their interplay with reconnection itself. The first consequence of such
small scale instabilities is the transition to a turbulent regime, which is responsible of en-
ergy and momentum transport inside the plasma. Then, since increasingly smaller current
sheets can be developed in the process, the reconnection rate eventually increases because
secondary reconnection phenomena occur, e.g. by induced anomalous resistivity or simply
because of the strong gradients developed in the case of collisionless reconnection (see e.g.
Ref.[117]). These phenomena have proved to be fundamental in the attempt of explana-
tion of the otherwise too fast reconnection growth rates, observed both in fusion plasma
and astrophysical environment. In literature many kind of instabilities which can trigger
or enhance magnetic reconnection have been studied, and all those which produce small
scale current layers represent possible candidates: the instabilities which develop conse-
quently to the dynamics induced by reconnection are properly referred to as “secondary”,
but among those recently considered in literature, the majority of secondary instabilities
are of kinetic-type.
Due to our MHD approach we are obviously more interested in the fluid ones. As
quoted in Sec.5.1.1 current convective instabilities in the whistler frequency range lead
by parallel electron compression have been suggested[75] to intervene in the broadening
process of 3D reconnection-induced current layers narrower than de . Such sharp current
layers however reveal to be mainly destabilized by Kelvin-Helmholtz-like (K-H-l) insta-
bilities, occurring when two (or more) regions of a fluid are in relative motion: if δl is the
scale of the velocity gradient whose characteristic velocity is v , the instability arises with
a wavenumber kδl < 1 and a typical growth rate γ ∼ v/δl ; in our framework a current
layer or a fluid jet represents the proper feature for its development.
We now discuss our numerical results about the development of K-H-type instabilities,
which grow inside the magnetic island even in the absence of an equilibrium velocity shear.
4.2.1 Current layer formation and secondary fluid instabilities
stabilized by compressibility effects
Here we present the results of simulations obtained both in cold (ρs = 0) MHD and EMHD
with a value de = 0.3 of the reconnection parameter. Simulations have been initialized
with a perturbation over ψ and φ (b) of the form: f1(x)
∑
ky
²ky exp (ikyy + σky) , with
and f1(x) random functions of x.
The isocontours of the functions ψ , Jz = −∇2ψ , F = ψ − d2eψ , and of φ ( b ),
U = ∇2φ (W = b− d2eb ) display analogous structures in both the regimes, in agreement
with the discussion of Sec.4.1.1, as it can see from Figs.4.3,4.4,4.5 (MHD regime) and
Figs.4.6,4.8, 4.10,4.12 (EMHD regime).
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Figure 4.3: Shaded isocontours of the Lagrangian invariant F , at t = 90, 102, 106, 111
(MHD regime for de = 0.3, %s = 0) with superposed, in the first two left frames, the
isocontours of the magnetic flux function ψ.
Figure 4.4: Shaded isocontours of the fluid vorticity U = ∇2ϕ at t = 90, 102, 106, 111
(MHD regime for de = 0.3, %s = 0).
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Figure 4.5: Shaded isocontours of the Lagrangian invariant F (first two left frames) and
U (last two right frames) at t = 117, 137 (MHD regime for de = 0.3, %s = 0).
Generalized flux conservation and current layer formation
By taking as reference the EMHD framework, we see that the magnetic flux function
ψ displays a smooth structure with a finite size magnetic island and reconnected field
lines, as shown by the solid lines in Fig.4.6 at t = 147, 153, 155, 157. On the contrary, the
contour lines of the Lagrangian invariant F do not reconnect, as shown by the shaded
contours in Fig.4.6, and are advected along the hyperbolic cell pattern of the stream
function b (shown in Fig.4.8a at t = 147). Initially, this advection pattern bends the
F = const lines toward the X-point of the magnetic island so that a bar-shaped current
layer (current jets) is formed along the equilibrium null line, as shown in Fig.4.9a. Such
a bar structure is also apparent in the F contours (see, e.g., Fig. 4.6b). Subsequently,
this pattern causes the current jets, coming from two adjacent X-points, to move in the
y direction toward the O-point. Since F cannot reconnect, when the jets meet (Fig. 4.6c
and Fig.4.9c) they are deflected in the x−direction towards the island separatrix (Fig.4.6d
and Fig.4.9d). This produces bar-shaped current layers, roughly perpendicular to each
other, that would develop because of the deflections that occur when two secondary jets
collide either among them or with the island separatrix. These current jets would tend
to constitute a tree-like pattern by creating increasingly smaller spatial scales with a
“fractal” sequence of secondary layers, roughly perpendicular to each other, resembling
the iteration algorithm of a Peano-Hilbert fractal structure (see e.g. Ref.[118], p.226.)
−see Fig.4.7.
Kelvin-Helmholtz-type instabilities and vortex rings
The onset of secondary (K-H)-type instabilities prevents the streams of currents from
eventually filling the whole island domain (Figs. 4.10a and 4.10b) with this process.
Indeed, this model evolution of the current layers cannot be followed after the second
iteration because the K-H fluid instability starts to develop even before the first deflection
at the O-point. The time at which this instability modifies the pattern of Jz depends on
the strength and width of the current bar along the neutral line, i.e. on the magnitude
88 Results about non-linear 2D collisionless magnetic reconnection
Figure 4.6: Shaded isocontours of the Lagrangian invariant F , at t = 147, 153, 155, 157
(EMHD regime for de = λe = 0.3). Superimposed (solid lines) are the isocontours of the
magnetic flux function ψ.
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Figure 4.7: “Fractal” tree-like sequence of bar-shaped current layers, which develop in-
side the island consequently to the jet collisions among themeselves and with the island
separatrix.
Figure 4.8: Pattern of the stream function b near the O-point of the magnetic island at
t = 147, 157 (EMHD regime, de = λe = 0.3).
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Figure 4.9: Shaded isocontours of the electric current Jz, at t = 147, 153, 155, 157 (EMHD
regime de = λe = 0.3).
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Figure 4.10: Shaded isocontours of Jz at t = 159, 167 with the superimposed contours of
the magnetic island (EMHD regime, de = λe = 0.3).
of the parameter de. When measured on the time scale that characterizes the advection
of F , we find that larger values of de make the K-H instability develop later (cfr. Figs.
4.11a and 4.9d). This behaviour can be interpreted by recalling that the width of the
reconnection zone, and thus of both the current and the vorticity layers, grows with de,
and that a broader layer means smoother gradients and thus a lower K-H growth rate,
even though the peaks of the velocity near the neutral line can rise when de is increased.
The observed instability can be referred to more properly as a kind of sinuous Bickley’s
jet instability (see e.g. Ref.[119], p.64). As clearly visible from the figures, this fluid
instability combines with the development of pairs of vortices due to the rolling-up of the
vortex sheets (see e.g. Ref.[120], p.107) at the edge of the current bars where it produces
the characteristic “mushroom-patterns” seen, e.g., in Figs. 4.6d and 4.9d and, at different
regimes, in Figs.4.11a and 4.11c.
The fluid dynamics of the current and vorticity layers dominated by the K-H also drives
the dynamics of the invariants inside the magnetic island, as can be seen from Fig.4.3,
referring to F in the MHD regime. At this stage F starts to be affected by the K-H
instability that causes a full redistribution of F , as shown at t = 106, 111 in frames (c,d),
and of the current density −∇2ψ. In frame (d) the spatial structure of F is dominated by
the twisted filaments of the current density which spread through the central part of the
magnetic island. The corresponding evolution of the vorticity ∇2ϕ is shown in Fig.4.4.
In frame (d) we see a well developed turbulent distribution of monopolar and dipolar
vortices, which is almost identical to that shown in Fig.4.10b for Jz in EMHD.
Stabilizing effect of electron parallel compressibility
Parallel electron compressibility, expressed in MHD by ρs 6= 0 (Eq.(3.61)) and in EMHD
by λe > de (Eq.(3.94)), has stabilizing effects over the secondary K-H.
The effect of the EMHD electron compressibility on the formation of vortices, and on
their subsequent interaction leading to the onset of a turbulent regime, is shown in Figs.
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Figure 4.11: EMHD regime. Shaded isocontours of Jz at t = 87 (a) and t = 90 (b) in
the incompressible case with de = λe = 0.6 and at t = 262 (c) and t = 270 (d) in the
compressible case with de = 0.3 and λe = 0.67. In both regimes the development of the
K-H-l instability is delayed (see Fig.4.9.d).
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Figure 4.12: Shaded isocontours of the b-related “vorticity” ∆b = ∇2b, at t = 147, 157
(de = λe = 0.3).
4.11c and 4.11d for de = 0.3L and λe = 0.67L. The stabilizing effect of compressibility is
evident in Fig.4.11c where the first collision between the current jets occurs before these
layers are distorted by the “fluid” (K-H)-type modes.
In order to verify this effect more directly, we have initialized numerical simulations
with a simplified magnetic configuration constructed so as to model the region along the
null line of the shear magnetic field. This model configuration is characterized by a narrow
layer of the current Jz, roughly similar the one observed inside the island not far from
the O-point in Fig. 4.6b, and by a “fluid” velocity u = u0ey with u0 ≈ 0.085 (in L/τw
units), peaked in a layer of thickness δ ' de. The numerical parameters of these runs
are: Lx = 2piL = Ly, Nx = 1024 = Ny, de = 0.3L, and λe equal to de and de
√
5. For
λe = de the K-H instability develops with a growth rate of the order of the whistler time.
On the contrary, in the compressible case (λe = 0.67L) no appreciable changes in the
initial velocity flow have been observed over a time scale of nearly twenty whistler times.
The stabilizing role of a finite ρs has similarly been investigated in the MHD low-ρs
regime. There, a linear analysis of the onset of the K-H instability in a set of model
1D equilibria, has been performed. The equilibria have been chosen so as to mimic
the local advection pattern at the reconnection layer for different values of %s/de. The
results indicate that the K-H instability growth-rate is a decreasing function of %s/de.
A comparison of the power law behavior of the x-averaged ky Fourier spectra of the
Lagrangian invariants, of the fluid stream function φ, and of the magnetic flux function
ψ as %s/de is varied, shows that the slope of the spectrum of φ is significantly affected by
the development of the K-H instability; on the contrary both the spectra of the invariants
and in particular that of the flux function ψ are almost unchanged. The spectra of the
Lagrangian invariants are flatter than that of ψ while that of φ has an intermediate slope;
it becomes steeper as %s/de is increased and tends to coincide with that of ψ. In Fig.4.13 it
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Figure 4.13: Scaling of the K-H growth rate γ(ρs) versus electron compressibility ρs,
whose values are on the horizontal axis (MHD regime with de = 0.3). The growth rates
(diamonds) have been evaluated from the Fourier spectra by initializing the simulations
with an equilibrium profile resembling those observed at island saturation during the
magnetic reconnection. The slope of the line indicates in particular γ ∼ exp[−1.5ρs].
is reproduced in a logarithmic scale the slope of the K-H growth rate (on the vertical axis)
versus ρs, calculated from the Fourier spectra of the fluid stream function φ as indicated
above, for de = 0.3.
4.2.2 Hasegawa-Mima regime inside the reconnection layer
The development of the vortical structures observed both in the low-ρs MHD and EMHD
frameworks can be interpreted as a local change of the plasma evolution along the current
jets inside the magnetic island from a regime where both the fluid and magnetic field
scalar functions, represented by the two functions φ (b in EMHD) and ψ respectively,
determine the plasma dynamics, to a regime where the plasma dynamics near the current
jets is dominated by the field φ (b in EMHD).
In the limit where the contribution of the term [ψ , ∇2ψ] is neglected in Eqs.(3.60-
3.91), this regime is governed by the Hasegawa-Mima-type Eq.(3.104). In the two fre-
quency ranges of our interest the corresponding equations are written as:
∂
∂t
∇2φ + [φ , ∇2φ ] = 0 (MHD) (4.15)
∂
∂t
(b − λ2e∇2b) + [b , b − λ2e∇2b ] = 0 (EMHD) (4.16)
Notice that Eq.(4.15) has a slightly different form from that of Eq.(3.104) for which we
have presented in Sec.3.3.3 the derivation proposed by Hazeltine. We are however inter-
ested in the algebraic structure of Eqs.(4.15-4.16) and in their mathematical resemblance
to Eq.(3.104). Eq.(4.16) for the EMHD regime in particular, describes the dynamics
of fluid-like vortices characterized by a screening length given by de. On spatial scales
smaller than de ( ∂tb < d
2
e∂t(∇2b) ) these vortices reduce to hydrodynamic vortices with a
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logarithmic stream function in the case of a point like vorticity distribution. The interac-
tion between such screened vortices and the stability of the resulting structures has been
studied in Ref.[121].
About the negligibility of [ψ , ∇2ψ] we notice that its plausibility can be intuitively
argued by direct comparison of the ψ and Jz patterns inside the magnetic island (e.g.:
Figs.4.9), by observing that a local vanishing of the brakets [f , g] occurs e.g. when
the isocontours of f and g are parallel, or when the isocurves of f (or g) cross a region
where g (or f) is almost constant, i.e. it has no isocurves. This latter occurrence is what
happens to ψ when the island is developed. Then we remark that inside the magnetic
island, we can also approximate ∂tψ ' 0 , which from Eqs.(3.61-3.94) is consistent with
[ψ , ∇2ψ] ' 0 and [φ , ∇2ψ] ' 0 (or [b , ∇2ψ] ' 0 ), the latter being e.g. satisfied by
the fact that the current pattern mimics that of the fluid stream function (see e.g. Figs.
4.8b,4.9d,4.12 for EMHD, or Figs. 4.3b,c-4.4b,c for MHD). This local condition of ∂tψ ' 0
is compatible with the fluid Hasegawa-Mima regime inside the island, so as it has been
pointed out by Hazeltine (see comments on Eq.(3.105), Sec.3.3.3).
We finally mention that the condition [ψ , ∇2ψ] = 0 has recently been recognized
in Ref.[122] as a particular symmetry constraint related to a particular class of spatially
symmetric solutions (“partial symmetric” solutions) whose discussion is however beyond
the scope of this thesis.
4.2.3 Transition from “straight” to “eddy-like” dynamics in the
hot-electron MHD
Despite the stabilizing ρs-effect discussed in Sec.4.2.1, the main reason for the non-
occurrence of the K-H-type instabilities in the compressible MHD regime is the different
structure of the topological constraints existing in the ρs regime, as already pointed out
in Refs.[96, 111].
About this we notice that the discrepancies of the F dynamics from the Lagrangian
advection can be measured by the ratio:
ρ2s[U , φ ]
[φ , F ]
∼ k
2ρ2s
1 + k2d2e
(4.17)
where r.h.s. rough esteem has been evaluated by replacing the derivatives within l.h.s.
Poisson braket, with the leading order Fourier components. Until the small scales inside
the reconnection layer are developed, we have kde ¿ 1 and kρs ¿ 1, so that, to the
leading order, the dynamics of F is approximatively a “Lagrangian advection”. Thereafter
we can estimate kde ≥ 1, and the difference between the Lagrangian character of F in
the incompressible regime and the F dynamics in the hot electron limit is measured
by the ratio ρ2s/d
2
e . The parameter ρs/de also measures “how much” the stream lines
advecting the “true” Lagrangian invariants G± differs from the fluid stream function φ,
since ϕ± = φ ± (ρs/de)ψ (Eq.(3.68)). At the decreasing of the ratio ρs/de , the regions
where the ϕ±-related vorticity is localized, get weaker and closer to the X-points (i.e.:
ϕ± → ϕ , which means that the fluid component dominates). Instead, at higher values
of ρs the even-in-x profile of ψ dominates and the regions where the ϕ±-related vorticity
is localized, get closer to the O-point. This transition toward a fluid-dominated regime,
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Figure 4.14: A visual representation of the “summation of the profiles” of φ and ψ: due
to the different x-parity of ψ and φ, the local maximum of vorticity in ϕ± is displaced on
the x-axis.
which corresponds to a displacement from the X- to the O-point of the regions where
the strongest gradients of ϕ± are localized, determines the transition from the “straight”
current layer dynamics of the low-ρs regime to the eddy-like laminar dynamics of the
high-ρs regime. An example of this intermediate behavior can be seen in Figs.4.15, which
refer to the case de = 0.3, %s = 0.05 (i.e.: %s/de = 0.167). The eddy-like rolling-up of the
Lagrangian invariant G+ is instead clearly visible from Figs.4.16, referring to the regime
de = 0.3, %s = 0.45 (i.e.: %s/de = 1.5), in which the region of highest vorticity of ϕ+ is
localized near the O-point.
4.3 Saturation of collisionless magnetic reconnection
In agreement with all previous numerical analysis, our results show that nonlinearly the
magnetic island saturates by reaching a macroscopically stationary state, i.e. the island
width no more increases. At this stage we observe that a transference from magnetic
energy to the other components no more occurs. The dynamic goes on only at the
microscopic scales inside the island, and the magnetic and “fluid” components of the
total energy are involved in an oscillatory energy exchange.
4.3.1 Macroscopically stationary state of saturated reconnec-
tion
The macroscopically stationary state occurring at saturation can be easily recognized
from Figs.4.1 of the EMHD regime, in correspondence to the second change of slope in
the dashed line (i.e. |B⊥|2).
At this stage the outer profile of the magnetic island remains substantially unchanged
in time in all the frequency regimes investigated, as well as the hyperbolic cell patterns of
the fluid stream function (φ or b). By direct confrontation of all other quantities, instead,
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Figure 4.15: Shaded isocontours of the Lagrangian invariant G+ at t = 65, 75, 78, 93
(MHD regime for de = 0.3, %s = 0.05) with superposed, in the first frame, the isocontours
of the magnetic flux function ψ.
Figure 4.16: Shaded isocontours of the Lagrangian invariant G+ at t = 50, 60, 70, 80
(MHD regime for de = 0.3, %s = 0.45).
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it is seen that the fluid evolution characterized by the development of vortical structures
and layer goes on inside the island. This, following Ref.[111], suggests a local splitting
of each function f between a macroscopical, or “coarse-grained”, stationary quantity f ,
and a “fine-grained” f˜ part, evolving at the microscopic nonlinearly developed scales:
f(t) = f + f˜(t) . The island separatrix ideally bounds the region where the “fine-grained”
dynamics is dominating, from the outer region where the “coarse-grained” quantities no
more evolve in time. With this approach we can say that the fluid evolution is related
to the fine-grained variables, e.g.: [φ˜ , ∇2ψ˜] ' 0 and [b˜ , ∇2ψ˜] ' 0 . In this way we
also have ∂tψ˜ ' 0 (see Sec.4.2.2). Notice that once the island is fully developed, also
the evolution of the lagrangian invariant dF/dt = 0 can be split into dF¯/dt = 0 and
dF˜ /dt = 0 . By combining the latter with the conditions discussed when commenting
Eqs.(4.15-4.16), i.e. [ψ˜ , ∇2ψ˜] ' 0 , we also get dψ˜/dt = 0 and dJ˜z/dt = 0 . We have
already discussed the condition of approximate “local Lagrangian invariance” of ψ, when
speaking of the Hasegawa-Mima regime (Sec.4.2.2). The Lagrangian invariance of Jz
inside the magnetic island, instead, has already been considered in Ref.[107], where it is
observed that dJz/dt = 0 represents the leading order solution to the inertia-dominated
Ohm’s law (i.e. Eq.(3.15) substituted into Eq.(3.1) with the de term taken as dominant),
which is meaningful inside the reconnection layer. So, the “local Lagrangian invariance”
of Jz, dJ˜z/dt = 0 , can be seen as a further element of coherence with the practically
identical patterns observed for the isocurves of Jz and φ (or b) inside the island (see e.g.
Figs. 4.8,4.8 at t = 157).
4.3.2 Energy exchange
In Figs. 4.1, referring to the EMHD frequency range, it is shown that the difference
between the magnetic energy of the initial and of the final configurations is transferred
towards the increasingly small spatial scales of the current distributions ∇2ψ along z
and of ∇b in the x-y plane. In the non-linear saturated phase, after numerous vortices
have been generated, the coupling of “magnetic” and “fluid” energies manifests itself as
an oscillatory exchange of energy between the ψ-dependent terms on one side (the shear
magnetic energy |∇ψ|2 = |b⊥|2 and the “z” kinetic energy d2e|∇2ψ|2 = d2e|Jz|2), and the
b-dependent terms on the other (the “z” magnetic energy |b|2 , and “ x-y ” kinetic energy
d2e|∇b|2 = d2e|J⊥|2 ). As also mentioned in Ref.[21] for the MHD regime, this process
is accompanied by oscillations of the island shape and is analogous to that described in
Ref.[123]. It is also worth noticing that the two components of the total energy, the “fluid”
energies Eb = |bz|2+d2e|J⊥|2 and the “magnetic” energies Eψ = |b⊥|2+d2e|Jz|2, exhibit the
same behavior observed in Ref.[124], the ratio Eb/Eψ being brought from its initial value
(here appearing as “zero”) to a constant value smaller than one through the nonlinear
exchange, almost independently on the magnitude of λe (see Figs. 4.17). The frequency of
these energy oscillations is influenced by λe and decreases as λe increases. An analogous
oscillatory exchange between magnetic and fluid energy components is also present in the
nonlinear stage of the MHD regime investigated in Ref.[21], but there the frequency of
the oscillations increases as ρs increase. As mentioned above, these energy oscillations are
related to pulsations of the magnetic island. In Ref.[125] an analogous exchange between
magnetic and fluid-kinetic energy observed in the Hall-MHD regime is motivated as due to
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Figure 4.17: Oscillatory energy exchange between “magnetic” and “fluid” energies of the
EMHD regime: (a) incompressible case with de = λe = 0.3 (b) compressible case with
λe =
√
5 de = 0.67.
the alternate saturation of secondary vortices and their disruption because of the magnetic
reconnection. Our simulations show that these nonlinear oscillations tend to damp. The
decrease of their amplitude is accompanied by a progressive decrease of their frequency
which is reminiscent of the results presented in Ref. [126] (and references therein) for
the nonlinear dynamics of a driven system. These oscillations do not seem to appreciably
depend on the numerical dissipation: no appreciable change in their frequency has been
measured with a variation of a factor 4 in the grid spatial resolution for each variable.
We however observe that, while the qualitative character of these oscillations is quite
clear, representing a sort of “inertia” in the transference from the ψ- related to the fluid
components of the total energy which should stop in the saturation phase, the exact nature
of such oscillations has not yet been clearly understood. In particular, a model still lacks,
which allows to predict these oscillations as long-term periodic solutions of Eqs.(3.51,3.60-
3.62) or Eqs.(3.91-3.94). To this purpose, however, we notice that the analogous behavior
displayed by the two systems o equations, combined with an opposite relationship between
the oscillation frequency and the electron compressibility parameters in the two regimes,
suggests to search an interpretation of the phenomenon in the algebraic structure of
the equations. In particular, because the dynamics after saturation is localized inside
the island, it seems reasonable the oscillatory exchange to be related to the fine-grained
quantities only (see Sec.4.3.1).
Based on this idea, we could make an esteem by substituting each spatial derivative
of ψ and φ (or b) appearing in the equation, with the leading wave-number of the related
Fourier spectrum. Then we could define a “phase-space” for the variables ψ, φ (b) and
Vψ = ψ˙, Vφ = φ˙ (Vb = b˙), the dot representing the partial time-derivative. The set
of equations (3.51,3.60-3.62) and (3.91-3.94) could then be referred to this space. In
particular, from such an esteem we would get from Eqs.(3.51,3.60-3.62): Vψ = (A +
ρ2sB)φψ and Vφ = Cφ
2+Dψ2 , whereas from Eqs.(3.91-3.94) we would obtain Vψ = A
′bψ
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Figure 4.18: Representation in the (b,ψ)-plane of the vector field generated by Vψ = A
′bψ
and Vb = λ
2
eC
′b2 + d2eD
′ψ2 for two particular choices of the parameters A′, C ′, D′,
compatible with the existence of a limit-cycle. In this particular cases: A′ < 0, C ′ < 0,
D′ > 0 (left frame) and A′ > 0, C ′ > 0, D′ < 0 (right frame)
and Vb = λ
2
eC
′b2 + d2eD
′ψ2 . By plotting the related vector fields in the (φ-ψ) and (b-ψ)
spaces, we see that there exists two particular choices of the coefficients (e.g.: A+ρ2sB > 0,
C > 0, D < 0 in MHD, A′ > 0, C ′ > 0, D′ < 0 in EMHD and the oppositely signed
cases) such that a limit-cycle is allowed (see Fig.4.18). Note that in this way, in the
EMHD regime it is found that Vb = 0 defines two lines whose pendency relative to the
b horizontal axis is proportional to λe/de . Thus, the oscillation frequency becomes a
function of such ratio, while it is otherwise independent on the characteristic parameters
in the incompressible regime, since de = λe. This agrees with the numerical results, since
the period of the oscillations is measured to be Ti ∼ 15 ± 1 tw for different values of
de = λe, while it is Tc ∼ 33± 3 tw for λe = de
√
5 = 0.3
√
5 (notice that Tc/Ti '
√
5 ).
4.4 One-fluid reinterpretation of the 2D- collisionless
two-fluid Alfve`nic model
We now show how to obtain the set of equations (3.51,3.60-3.62) from an adequate defi-
nition of the generalized Ohm’s law, Eq.(3.1). We assume a 2D geometry with a strong
guide field, and equilibrium magnetic and electric fields defined by Eqs.(3.39), which we
rewrite here:
B = ez ×∇ψ + (1 + b)ez (4.18)
E = −∇φ + ∂ψ
∂t
ez
We take electrons to be isothermal. Note that because of the strong guide field the uz vari-
able will be negligible, while the perturbations in the longitudinal magnetic component,
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Bz = b, are related to the density fluctuations through the balance between magnetic and
plasma pressure:
∇ (|B|2) + ∇ (neβe) = 0 (4.19)
Then the following relation holds:
b = −βen
2
+ O(ε2B) (4.20)
where n is the plasma density. Note that even though ne = Zn , we also have T = ZTe;
both these relations have been used in Eq.(4.20).
4.4.1 Hamiltonian 2D-collisionless equations from a single-fluid
model
We start from Eqs.(2.41,2.59-2.60) normalized to L and cA, Alfve`n velocity, with Eq.(2.59)
taken in the cold-ion limit, and Eq.(2.60) taken in the low-collisionality regime. We then
rewrite the equations of interest:
∂n
∂t
+ ∇ · (nu) = 0 (4.21)
∂u
∂t
+ u · ∇u = J×B
n
− ∇Pe
n
− ∇ ·Πe
n
(4.22)
E + u×B = d2e
(
∂J
∂t
+ u · ∇J
)
− d2e J · ∇
(
J
ne
)
+ di J×B − di∇ ·Pe (4.23)
Continuity equation
The leading order of the plasma perpendicular motion is given by the incompressible
(E × B)-drift velocity. First order correction to the plasma mean drift motion are due
ions, and thus to Eq.(3.43). Then, the plasma average continuity equation for the n
variable (Eq.(4.21)) becomes:
d
dt
n = di
d
dt
∇2φ (4.24)
and thus
n = di∇2φ (4.25)
is the simplest solution we can assume.
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Plasma perpendicular motion and vorticity equation
The mean perpendicular motion of the plasma is given by Eq.(3.43). Then, from the z-
component of the curl of Eq.(4.21), in which electron pressure-tensor terms are neglected
being of order O(ε
1/2
m ) smaller than other contributes, one gets the:
Vorticity equation
∂
∂t
∇2φ + [φ , ∇2φ ] = [ψ , ∇2ψ ] (4.26)
The first two l.h.s. terms arise respectively from the temporal derivative of the (E×B)-
drift velocity and from the plasma advection term, which can be rewritten as (u · ∇) =
−u× (∇×u)−∇(u2)/2 . The r.h.s. term comes from the longitudinal component of the
curl of the Hall-force, [∇× (J×B)]z .
Parallel Ohm’s law and momentum equation
The parallel electron momentum equation is obtained from the parallel component of
Ohm’s law. By projecting Eq.(4.23) along ez one finds
∂
∂t
(ψ − d2e∇2ψ) + [φ , ψ − d2e∇2ψ ] = di [ψ , b ] − Zεmd2i ρ2s[ lnn , ∇2ψ ] (4.27)
First two terms come from Ez, from the parallel component of Lorentz force ( (u×B)z ·ez =
[φ , ψ] ) and the inertia term d2e(dJz/dt) . First r.h.s. term comes from the parallel
component of Hall term, (J × B)z · ez = [ψ , b] . Last r.h.s. contribute is the parallel
component of the divergence of stress tensor (cfr. Eq.(3.48)), which can be neglected
being of second order in the parameters (i.e., is εm smaller than other terms in Eq.(4.27)).
Then, by substituting Eq.(4.20) into Eq.(4.27) it is found:
Generalized flux equation
∂
∂t
(ψ − d2e∇2ψ) + [φ , ψ − d2e∇2ψ ] = ρ2s [ lnn , ψ ] (4.28)
Note that the effects of parallel electron compressibility entering in Eq.(4.28) through
the ρ2s term are obtained from the parallel component of Hall’s term, combined with the
requirement of balance between the magnetic and electron pressure in the strong guide
field limit. The explicit contributes entering through the pressure terms in Ohm’s law are
negligible since proportional to the electron inertia. On the other hand, the scalar pressure
term gives no contributes to the perpendicular plasma motion (i.e. to the vorticity equa-
tion) and the stress tensor term gives negligible contributes because of the proportionality
to the electron inertia. In conclusion, last r.h.s. term in Ohm’s law (Eq.(4.23)) as well as
last r.h.s. term of momentum equation (Eq.(4.22)) can be neglected. The scalar pressure
term of Eq.(4.22) plays a role in the balance between magnetic and plasma pressure only.
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In the “whistler-mediated” magnetic reconnection model, instead (see Refs.[17, 18]),
a direct coupling is retained between toroidal and poloidal field perturbations −∇2ψ =
(∇× b)ez . It substitutes Eq.(4.20), which is valid in the low-β regime only. The strong
guide field hypothesi then changes the role played in inertial reconnection by the Hall
term (i.e. (J×B) terms) in Ohm’s law.
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Chapter 5
Collisionless CFI as a mechanism of
quasi-static magnetic field generation
Over the years, several mechanisms of generation of magnetic fields in plasmas have
been devised. In this thesis we are interested in those in which a quasi-static magnetic
field develops at the expenses of particles’ kinetic energy. Here “quasi-static” is meant
in comparison to the characteristic times of the related physical processes at play in the
system. Magnetic fields are particularly important because of the role they play in electron
transport process: therefore they are of interest both to laser-plasma experiments[127,
128, 129, 130], especially concerning the fast-ignitor scenario for inertial confinement
fusion[28, 29], and to astrophysical environments, where they play a role in the mechanism
of particle acceleration[131, 32, 33].
In this thesis we consider a particular mechanism of quasi-static magnetic field gener-
ation, the collisionless current filamentation instability (CFI), belonging to a class of
instabilities for which a magnetic field grows in time because of some initial plasma
anisotropy. These instabilities are usually referred to as the Weibel instabilities after
Weibel[30], who first considered the case of temperature anisotropy in a completely col-
lisionless kinetic framework. However, in recent literature a distinction is sometimes
made between instabilities in which anisotropy is in particle temperature (generally called
“Weibel-instabilities”), and those in which anisotropy is in particle momentum. The lat-
ter are also considered as “beam-plasma instabilities”, since they occur when a beam of
particles (generally electrons) with ordered kinetic energy moves in the plasma.
These configurations are encountered in many astrophysical systems containing rela-
tivistic colliding jets of particles, such as gamma-ray bursts, active galactic nuclei, and
supernova remnants[32, 33]. However, in this thesis we are interested in applications of
the current filamentation instability to laboratory laser-plasma interaction. In this case,
CFI occurs because two counter-propagating electron beams, which thus give antiparal-
lel currents, are unstable to transversal displacements. There are basically two ways in
which the initial configuration of two counter-propagating electron beams develops after
a laser-plasma interactions, and they differ in the mechanism which generate the main
stream. In an underdense1 plasma, a beam of accelerated electrons can develop after the
1We recall here that underdense and overdense indicate the cases of a plasma in which the carrier
frequency ω0 of the laser radiation is respectively greater or smaller than Langmuir frequency, the ratio
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wave-breaking[128, 132] of plasma oscillations excited in the wake of the incident laser
radiation; in an overdense plasma, instead, a stream of relativistic electrons is accelerated
by the laser at nearly the critical surface. Then, a return current develops so to maintain
plasma quasi-neutrality. As a result, after the plasma response, the total net current is
zero. On the time scale for the instability to develop, ions can be regarded as an immobile
neutralizing background because of the much heavier mass.
A further distinction can be made between a symmetric and an asymmetric regime,
the former being characterized by two antiparallel electron beams of equal density and
velocity, the second by a return current of denser but slower electrons with respect to
the initial injected beam. These two regimes are of interest both to the underdense
and overdense plasma frameworks. However, while the symmetric case is unlikely to
be encountered in laser interactions with underdense plasmas, it could be important in
an overdense plasma, such as those of interest to the fast-ignition approach to Inertial
Confinement Fusion (ICF), where a petawatt-power fast-electron beam is supposed to
reach the dense target core and ignite the fuel[133]. The typical total energy of the
fast electrons beams to be injected in the ICF fuel may be a large fraction of the total
energy of the laser pulse, while the energy per electron is of the order of their oscillation
energy in vacuum. Taking as a reference case a beam of fast electrons with an intensity
of 1018 Wcm−2 and an energy per electron of 1 MeV, one obtains a current density of
1012 A cm−2. This corresponds to a total current of several mega-Amperes through a
spot with a radius of 10 µm, nearly two orders of magnitude larger than the Alfve`n
limit for a monochromatic electron beam. Therefore, the transport of the fast electrons
as a collimated beam is only possible by means of a “return” current able to maintain
global charge neutrality as well as to compensate locally for the fast electron current.
This configuration is unstable to beam-plasma instabilities; among these, CFI has been
invoked to explain the strong quasi-static magnetic fields observed in 2D-[28] and 3D-
particle-in-cell (PIC) simulations[29] so as, recently, in experiments[28, 29] of electron-
beam propagation through dense plasma targets, in which ring-like filamentary structures
coaxial to the beam direction have been individuated.
The typical configuration for the CFI is also unstable to the electrostatic two-stream
instability (TSI) for disturbances with wave vector purely parallel to the particle beams
direction. The latter is dominating in the non relativistic regime. In the generic case,
the CFI and the TSI are coupled in a single mode, usually called “electromagnetic beam
plasma instability”.
5.1 Fluid approach to beam-plasma instabilities
The fluid approach, in which each stream is described by its own set of fluid variables,
is justified when the thermal spread is negligible with respect to the difference between
between the two frequencies defining the plasma critical density ncr: ω0/ωpe = (ncr/n0)1/2 . In the
underdense case ω0 > ωpe (i.e.: ncr < n0), the plasma is almost transparent to laser radiation. In the
overdense framework, ω0 < ωpe (i.e.: ncr > n0), the laser penetrate up to a de depth, which at relativistic
intensities can however become comparable to the plasma dimensions in the radiation direction, due to
a relativistic electron-mass increase.
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peaks-velocities. In particular, this approximation is well suited in case of cold sys-
tems. This is the framework in which we will consider both the TSI (Sec.5.1.1) and CFI
(Sec.5.1.2).
We assume a system consisting of two antiparallel streams of electrons, for which the
initial equilibrium has zero total current density. In order to include also relativistic
effects in particle dynamics, we consider a two-fluid system described by Eqs.(2.67-2.73),
in which all pressure and collision terms have been neglected, Pe = 0, and S
−1 → 0; in
the following discussion we do not consider collisional effects, analyzed in Ref.[134], which
could be probably important in the return current.
Each stream has its own set of fluid variables (density ne , velocity ue and mo-
mentum pe = Γue , where Γ = (1 − (ue)2)−1/2 is the relativistic factor; see Sec.2.3.3)
self-consistently coupled to the electromagnetic fields E ,B through Maxwell equations.
We now rewrite the set of Eqs.(2.51,2.67-2.73) for the two beams of our system, where
the superscript α = 1, 2 identifies the two electron streams. Instead, the subscripts 0 and
1 will indicate hereafter zero and first order perturbations. To avoid misunderstandings
squared quantities will appear in braket, or the apex α will be written explicitly. We
remind that the equations are normalized to c, de, and to the reference value of density,
n¯ (see Sec.2.3.3).
∂nα
∂t
= −∇ · (nαuα) (5.1)
∂pα
∂t
= − (uα · ∇)pα − E − (uα × B) (5.2)
∂B
∂t
= −∇× E (5.3)
∂E
∂t
= ∇×B − Σα Jα (5.4)
with the definitions:
Jα = −nαuα Γα = 1√
1− (uα)2 =
√
1 + (pα)2 (5.5)
and the useful relations:
pα = Γαuα uα =
pα√
1 + (pα)2
(5.6)
All these equations have already been discussed in Sec.2.3.3. The only further remark is
that the electric field divergence must now keep in count of the two electrons’ populations
108Collisionless CFI as a mechanism of quasi-static magnetic field generation
and of motionless ions too (nion = 1 in our normalized units):
∇ · E = 1 −
∑
α
(n α0 + n
α
1 ) =
∑
α
n α1 (5.7)
Notice that CFI gives no charge separation in the symmetric and non-relativistic regime
(see next, condition (3) in Sec.5.1.2), so that ∇ ·E = 0 . When numerically integrating
the equations for the purely electromagnetic CFI we will use Eq.(5.7) as a numerical
check for the reliability of the results. The hypothesi of initial null-current condition is
expressed by: ∑
α
nα0 u
α = 0 (5.8)
In the following we will always consider an unmagnetized plasma with an equilibrium
given by uniform initial density nα0 =const , and
pα = (p α0 , 0 , 0) B0 = 0 = E0 (5.9)
specifying in each case under examination, whether the equilibrium velocity profile is
homogeneous or has a spatial dependence on some variable. We remark that with Eq.(5.9)
we have defined the x-direction as that parallel to the beam. We will hereafter orient the
x-axis along p1 .
5.1.1 Two-stream instability
The TSI is a velocity-space instability which occurs when two streams of charged particles
are in relative motion along the same direction. Because of charge-separation effects (i.e.
space charge waves − see e.g. Ref.[1], Sec.4.3) parallel to the beams’ direction, electric
fields growing in time can develop at the expense of the kinetic energy. For the sake
of mathematical simplicity, the problem is solved here in the case of two streams with
uniform velocity.
In particular, we consider here the fluid two-stream instability in the case of two
uniform counter-streaming electron beams, using the same notation and equilibrium con-
figuration introduced in a previous paragraph (Sec.5.1). By linearizing Eqs.(5.1-5.8) with
a homogeneous equilibrium given by Eq.(5.9) for a perturbation:
fα1 (x, t) = f
α
1 e
i(kxx−ωt) (5.10)
the following dispersion relation is obtained (see e.g. Ref.[1], Sec.5.5 for a derivation),
which we write going back to dimensional quantities:
1 =
(
ωα=1pe
(Γ1)3(ω − kxu 10 )
)2
−
(
ωα=2pe
(Γ2)3(ω − kxu 20 )
)2
(5.11)
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Figure 5.1: The mechanism of magnetic field generation due to the CFI: two oppositely
directed electron beams giving an initially zero net current
5.1.2 Current-filamentation instability
The way in which the anisotropy in particle momentum, here described by the two counter-
propagating flows, drives the instability, can be easily pictured in an intuitive way[31, 128]:
the two antiparallel current densities related to each electron flow, respond to small per-
pendicular displacements by further repelling each other so reinforcing the initial displace-
ment; by Faraday law this enforces the corresponding magnetic field which grows in time
(Eqs.(2.15-2.16); see Fig.5.1). While the mechanism of the onset of the instability (i.e.
whether it can occur or not) does not depend on the particular velocity profile, we will
see that inhomogeneities will drastically change its spatial development (Sec.5.2.2).
In the following of this chapter we will consider perturbations in an initially unmag-
netized plasma, which, depending on the extent of inhomogeneity of the equilibrium, will
be written as:
fα1 (x, y, t) = f
α
1 e
i(kxx+ kyy−ωt) (5.12)
or as
fα1 (x, y, z, t) = f
α
1 (y)e
i(kxx+ kzz−ωt) (5.13)
In an unmagnetized homogeneous plasma first choice represents the most general case,
since only two preferential directions can be discerned, that of the beam(s) and that of
the wave vector of the perturbation (i.e.: the homogeneous case is cylindrical-symmetric
around the beam axis, which we define as the x direction). Eq.(5.13) represents instead
the most general case in presence of an 1D-inhomogeneity in Cartesian geometry. Though
the equilibrium condition pα0 = p
α
0 (y) corresponding to the perturbation (5.13) is a choice
quite far from the real conditions encountered in laser-plasma interactions, it is assumed
as a first step toward the understanding of the role of radial inhomogeneity in cylindrical
symmetric laser-generated beams: the y inhomogeneous variable is assumed to play the
role of r, while the wave-number kz is supposed to mimic them azimuthal number. Even if
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important curvature effects are lost, this allows for a notable mathematical simplification
in the analytical study of the inhomogeneous CFI (Sec.5.2.2).
Of course, we assume the “frequency” ω in Eq.(5.12-5.13) to be a complex number, so
that
ω = ωR + iγ (5.14)
where ωR is the real frequency and γ the growth (or damping) rate of the mode consid-
ered.
For the sake of a compact notation, and following Ref.[135] we define the following
quantities:
Ω−21 =
∑
α
nα0
Γα(Ωα)2
Ω−22 =
∑
α
nα0
Γ3α(Ω
α)2
(5.15)
Ω−23 =
∑
α
nα0
Γ2α(Ω
α)2
pα0 Ω
−2
4 =
∑
α
nα0
Γ3α(Ω
α)2
(pα0 )
2
where
Ωα = ω − kxuα0 (5.16)
For them, the following relations hold, which we will use next:
1) for kx = 0 then Ω
1 = ω = Ω2 .
2) Ω−24 − Ω−21 = −Ω−22 .
3) Ω−23 = 0 for symmetric beams regardless of their velocities.
4) Ω−23 → 0 in non-relativistic regime because of the neutrality condition (5.7):∑
α
nα0
Γ2α(Ω
α)2
pα0 −→
∑
α
nα0
(Ωα)2
v α0 = 0
In the kx = 0 limit, i.e. for perturbations strictly perpendicular to the initial beams, is
then useful to define the characteristic frequencies:
ω2a = ω
2Ω−2a for kx = 0 , a = 1, 2, 3, 4 (5.17)
for which the same properties of points (2) and (3) above hold, with ω2a in place of Ω
−2
a .
Furthermore the following approximations hold:
5) in the non-relativistic regime: ω21 ' ω2pe ' ω22 and ω21 À ω24 À ω32
6) in the ultra-relativistic regime: ω22 ¿ ω21
We finally remark that a suggestive way in which the normal mode analysis of Eqs.(5.1-5.4)
can be written, and which we will use next, is by defining a dielectric tensor [ ε ] such that:
[ ε ] · E = 0 (5.18)
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5.2 Fluid collisionless CFI instability and its coupling
with TSI
In this section we summarize the analytical and numerical results already present in
literature, obtained in the linear and nonlinear study of CFI. We will distinguish the
case of homogenous (Sec.5.2.1) and inhomogeneous Sec.5.2.2) initial beams. The results
here sketched will be taken as reference and term of comparison for our original results
presented in next chapter (Sec.6).
5.2.1 Homogeneous beams
Let us first assume a homogenous equilibrium, p α0 and n
α
0 constant in space in Eq.(5.9).
By linearizing Eqs.(5.1-5.4) for a perturbation given by Eq.(5.12), the following dispersion
relation is obtained[136]:
(1 − Ω−22 )[k2x(1+Ω−24 ) − ω2(1 − Ω−21 ) − 2ωkxΩ−23 ] + k2y[(1−Ω−21 )(1+Ω−24 ) + Ω−43 ] = 0
(5.19)
This V I-order polynomial in ω expresses the most general coupling between the purely
electromagnetic CFI ( kx = 0 ) and the longitudinal electrostatic TSI ( ky = 0 ; see
Sec.5.1.1), depending on the direction of the perturbation with respect to the beam (i.e.,
the x axis). The solution of the dispersion relation of Eq.(5.19) does not depend on the
sign of ky , and of the pair (ω, kx) ; this means that (ky, kx, ωR, γ) and (−ky,−kx,−ωR, γ)
label the same mode[137]. Therefore, the dispersion relation of Eq.(5.19) depends for each
mode on its direction of propagation (i.e. the sign of its phase velocity) along the x axis,
but the corresponding ωR and γ are independent on the sign of ωR/ky .
Electrostatic limit: two-stream longitudinal instabilities
By explicitly evaluating the sum (k2xΩ
−2
4 + ω
2Ω−21 − 2ωkxΩ−23 ) by means of Eqs.(5.15-
5.16), the ky = 0 limit of Eq.(5.19) becomes[136]:
(1 − Ω−22 )
(
k2x − ω2 +
∑
α
nα0
Γα
)
= 0 (5.20)
The condition of vanishing of the first term gives the dispersion relation of the TSI (cfr.
Eq.(5.11)). The rate of amplification of the parallel electric field Ex is then found by
solving the equation: 1 − Ω22 = 0 .
Linear analysis of purely transverse perturbations: CFI
The kx = 0 limit of Eq.(5.19) eliminates the coupling with the two-stream instability.
The dielectric tensor in this homogenous case can be written as:
112Collisionless CFI as a mechanism of quasi-static magnetic field generation
[ε
hom
] =

ω2 − ω22 − k2y (1 + ω24/ω2) ω23ky/ω 0
ω23ky/ω ω
2 − ω21 0
0 0 ω2 − k2y − ω21
 (5.21)
the two corresponding dispersion relations are:
ω2 − k2y − ω21 = 0 (5.22)
ω6 − ω4 (ω21 + ω22 + k2y) − ω2 [k2y (ω24 − ω21) − ω21ω−22 ] + k2y (ω21ω24 − ω43) = 0 (5.23)
Eqs.(5.22-5.23) are the two dispersion relation contained in Eq.(5.19) in the kx = 0 limit.
From Eq.(5.21) calculated for the dielectric tensor (5.18) we recognize four normal modes:
an electromagnetic mode along the Ez (Eq.(5.22)), and three modes related to the disper-
sion equation of Eq.(5.23). The fact that Eq.(5.22) is decoupled from Eq.(5.23) implies
that in this geometry perturbations in the e.m. fields described by B = (0, 0, Bz) ,
E = (Ex, Ey, 0) and by B = (Bx, By, 0) , E = (0, 0, Ez) are decoupled. The former case
is that of the CFI. Eq.(5.23) contains indeed three coupled branches[135]: two oscillatory,
corresponding to electromagnetic waves and Langmuir waves, and an exponentially grow-
ing (or decaying) branch describing a purely electromagnetic Weibel-like instability (or
damped wave); this latter growing mode is the CFI.
Some interesting limits of dispersion relation of Eq.(5.23) are obtained[135] by consid-
ering the long- ( k2y ¿ ω2a ) and short- ( k2y À ω2a ) wavelength cases; we get the approxi-
mated CFI growth rates:
γ ' ky
(
ω21ω
2
4 − ω23
ω21ω
2
2
)1/2
k2y ¿ ω2a (5.24)
γ ' 1√
2
{ [
(ω21 + ω
2
4 )
2 − 4 ω43
]1/2 − (ω21 − ω24 )}1/2 k2y À ω2a
In the first one, the electron inertia term (∼ ω22) is dominant while the contribution from
the displacement current is negligible. In the short-wavelength limit, both electron inertia
and displacement current can be neglected.
Note then that[135] the ω43 contribution to Eq.(5.19), which arises from the Ey-compo-
nent of the perturbed electric field, vanishes in the symmetric case and becomes negligible
in the non-relativistic limit (see discussion of definition in Eq.(5.17)): this means that in
these cases the coupling with Langmuir waves in the y-direction disappears, and Eq.(5.19)
is factorized into the dispersion relation of the CFI and of the transverse wave, and that
of the Langmuir mode (the three diagonal terms of matrix (5.21)). In these cases the
growth rate of CFI is given by:
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Figure 5.2: The typical dispersion relation of a homogeneous growing CFI mode in its
dependence on ky. Continuous curves A and B respectively correspond to a symmetric
relativistic (u10 = 0.995 ) and a symmetric non-relativistic ( u
1
0 = 0.5 ) case. Dashed curves
C and D respectively refer to an asymmetric relativistic (n10 ' 1, 7 , u10 = 0.95 ) and to
an asymmetric non-relativistic regime (n10 ' 1, 7 , u10 = 0.5 ).
γ =
1√
2
{ [
( k2y + ω
2
2 )
2 + 4 k2y ω
4
4
]1/2 − k2 + ω22 }1/2 (5.25)
whose approximated values in the long- and short- wavelength limit are respectively:
γ ' kyω4
ω2
k2y ¿ ω2a (5.26)
γ ' ω4 k2y À ω2a
Other interesting limit cases are indeed the non-relativistic and ultra-relativistic regi-
mes, for which approximations (4) and (5) of Sec.5.2.1 respectively hold. While we have
just seen that in the non-relativistic case, CFI growth rate is described by Eq.(5.25), in
the ultra-relativistic regime, when ω22 ¿ γ2 ¿ ω24 one obtains[135]:
γ '
[
ky
(
ω22 −
ω23
ω21
)1/2]1/2
k2y ¿ ω2a (5.27)
What is evident from the approximated growth rates above (Eqs.(5.24,5.26-5.27)), is
the saturation of the CFI growth rate with respect to the wave number (Fig.5.2): at
short wave lengths the growth rate does no more depend on the wave number, whereas
in the long wave-length limit it increases linearly with ky up to some critical value ky =
kcrit . Numerical analysis[135, 136, 137] shows a different behavior in this, between the
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Figure 5.3: The typical growth rate of CFI with respect to the fastest beam velocity u10
Continuous curves A and B respectively refer to a symmetric ky ' 3 and to a symmetric
ky ' 0.1 case. Dashed curve C corresponds to an asymmetric (n10 ' 1.7 ) ky ' 3 case.
At longer wave-lengths the curve would mantain a pattern analogous to curve C, but its
maximum would be increasingly depressed.
nonsymmetric and the symmetric case: in the nonsymmetric case, the critical wave-
number remains unchanged at about kcrit ' 1 (' d−1e in dimensional units) going from
the non-relativistic to the relativistic regime (curves C andD in Fig.5.2); in the symmetric
case, instead, saturation occurs at kcrit ' 1 in the non-relativistic limit only (curve B
of Fig.5.2). In the relativistic regime, instead, the increase of electron mass, and thus of
electron skin-depth, determines a saturation in ky at lower values with respect to the
non-relativistic framework[136]: ky ' (Γα)−1/2 ; this reduces both the slope of the γ(ky)
curve in the low-wavelength limit, and the maximum growth rate of relativistic CFI (curve
A of Fig.5.2).
As far as the explicit dependence of the CFI growth rate on the highest value of
the beam velocity is concerned, it has been numerically found[137] that both in the
symmetric and the asymmetric case, it is an increasing function of u10 (or u
2
0 ) up to a
certain maximum value, and then decreases monotonically in the relativistic regime due
to the increase of the effective electron mass (Fig.5.3).
The γ(|u10|) dependence can be explicitely found[137] in an analytical way in the sym-
metric case and in the strongly asymmetric case, by taking the proper limits of Eq.(5.25).
In particular, approximating Eq.(5.25) in the relativistic symmetric limit (n10 = 1/2 = n
2
0
and |u10| = |u0| = |u20| with Γα ' Γ À 1 ) one recognizes a different behavior in an
intermediate wave number range (curves A and B of Fig.5.3 ):
γ ' |u0|Γky ky < Γ−5/2 (5.28)
γ ' (|u0|Γ−1/2ky)1/2 Γ−5/2 < ky < 1
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γ ' |u0|Γ−1/2 ky > 1
The result kcrit ' (Γα)−1/2 is recovered by imposing the equality between first and last
growth rates in (5.28), and assuming |u0| ' 1 (relativistic limit).
In the strongly asymmetric, relativistic regime (n10 ¿ n20 , |u10| À |u20| with |u10| ' 1
and Γ2 ' 1 , Γ1 = Γ ' 1 ), the quantities defined in Eq.(5.17) can be expanded as
ω21 ' 1 ' ω22 ω43 ' (n10)2|u10|2 ω24 ' n10|u10|(u10Γ−1 − |u20|) (5.29)
To the leading order, by substituting Eq.(5.29) into Eq.(5.23) and neglecting O(ω4)-terms,
we find the non-propagating solution:
γ2 ' − k
2
yn
1
0(u
1
0)
2
(1 + k2y)Γ
(5.30)
By equating the two growth rates obtained in the ky ¿ 1 and ky À 1 one finds kcrit ' 1 ,
independently from the initial beams’ velocity (curve C of Fig.5.3).
Results for nonlinear fluid CFI
We now summarize the results obtained in the early phase of the nonlinear regime (before
pressure gradients become important) of CFI, i.e. for a purely transversal perturbation,
kx = 0. Numerical studies[132] of the nonlinear evolution of homogeneous CFI confirm the
quasi-stationary character of the generated magnetic field: during its development it does
not show to appreciably propagate in time, so that ωR ' 0 can be reasonably assumed in
Eq.(5.14). Furthermore, they show the existence of singularities, due to wave-breaking,
that determine the formation of large spikes in all physical quantities, electromagnetic
fields and density in particular. This process leads to the formation of increasingly smaller
spatial scales on a fast characteristic nonlinear time. It therefore augments the generation
of the filamentary structures observed also in the linear stage of these magnetic field-
generating instabilities. In particular, while studying the small scale development of long
wave-length perturbation, two singular points for each wavelength are observed in the
density of each electron population.
As far as the singular structures are concerned, while no significant qualitative dif-
ference is observed in the transition from a non-relativistic to a relativistic regime, re-
markable diversities are found when going from a symmetric to a non-symmetric case.
Indeed, in the symmetric case, a compressive wave-breaking manifesting with two spikes
per wavelength is identically observed in each electron density. In the non-symmetric
regime, instead, the compressive wave-breaking occurs for the fast electrons, whereas for
the slow population the two spikes are developed in concomitance with a rarefaction in
density: then, the global density current is filamented into a central fast thin (doubly
peaked) layer, and two larger, later, slow return currents. A dipolar magnetic field with
a central neutral line results from this current pattern.
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Results for nonlinear CFI-TSI coupled mode
The saturation of the coupled CFI-TSI mode, occurring when both ky 6= 0 and kx 6= 0 ,
has been addressed in Refs.[136, 137]. In particular, it has been found that the coupled
mode has a cutoff kmaxx which depends on the modulus of the wave-vector (k
2
x + k
2
y)
1/2 .
In general, except for the symmetric relativistic case, the maximum growth rate is
reached when the wave vector forms an angle with the direction of the beams different
from 0 and pi/2, i.e. for kx 6= 0 6= ky . The most important result[137] about the coupling
between CFI and TSI is that in the symmetric case, the most unstable mode occurs for
kx = 0 , when TSI is suppressed and very long, magnetic filaments form in the beam
direction ( k‖ = 0 ), whereas in the asymmetric case it occurs when kx ' 1 (i.e. the
typical spatial scales of magnetic structures in the parallel direction are expected to be of
the order of de ).
As far as the dependence on the beam velocity u10 is concerned, the following results
have been found[137]: (1) in the relativistic regime the cutoff of coupled mode occurs at
lower values of kx than in the non-relativistic case; (2) the angle between the vector of
the most unstable mode and the beam direction decreases for increasing values of u10 ;
(3) regardless of the transversal wave number ky , the growth rate in the relativistic limit
decreases for increasing velocities (at least greater than a critical value).
About the relationship of the CFI-TSI growth rate with the wave number, it is found
that the value kx of the most unstable mode is independent on ky at a given u
1
0 , and
that the most unstable mode occurs at kx < ky .
5.2.2 Inhomogeneous beams: 1D-case
Let us now consider a more general case, in which for example the initial beam velocity
profile is spatially non uniform, in particular with respect to one spatial variable only;
we assume this variable to be y, i.e. p α0 (y) in Eq.(5.9), while again we take a constant
density for the sake of simplicity. Uniformity is assumed in the x and z variable. This
relatively simple generalization allows to add some new physics to the process, but also
represents an efficient local modelling of radially inhomogeneous cylindric-symmetric con-
figurations, which are much close to real experimental situations since laser-accelerated
electron stream are cylindrical-symmetric with respect to the beam axis, and this 1D-
inhomogeneous modelling can be interpreted as a longitudinal section of a radially inho-
mogeneous cylindrical configuration.
Previous analysis[136, 137] has focused on the pure 1D-case of CFI, given by Eq.(5.13)
when kx = kz = 0 . Because of the kx = 0 assumption, we can a priori restrict to
perturbations in the fields B = (0, 0, Bz) and E = (Ex, Ey, 0) only (see comments on
Eq.(5.23) of the homogeneous case).
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Analytical results
In this case the inhomogeneous dielectric tensor (5.27) is a differential operator which
gets the expression:
[ε
in
] =

∂y [(1 + ω
2
4/ω
2)∂y] + (ω
2 − ω22) −i∂y [ω23/ω] 0
−i(ω23/ω)∂y ω2 − ω21 0
0 0 ω2 − ω21 + ∂2y

(5.31)
where the components of E are intended to “pass into” the square brakets of the dif-
ferential operators (e.g.: ∂y [ω
2
3/ω]Ex = ∂y [(ω
2
3/ω)Ex] ). The resonance can be studied
by solving Eq.(5.18) with respect to the inductive electric field Ex, so that a second order
differential equation is obtained[137].
∂y
[
f(u11, u
2
1, ω
2) ∂yEx
] − g(u11, u21, ω2)Ex = 0 (5.32)
In this case:
f(u11, u
2
1, ω
2) = −ω2 + ω
4
3
ω21 − ω2
− ω24 (5.33)
g(u11, u
2
1, ω
2) = −ω2 (ω22 − ω22)
Resonance occurs when the coefficient multiplying highest order derivative vanishes: the
position(s) y¯ where resonance is localized, is thus found by solving with respect to y the
equation:
f(u11(y¯), u
2
1(y¯), ω
2) = 0 (5.34)
Purely growing modes (i.e.: ωR = 0 in Eq.(5.14)) are obtained by substituting ω
2 = −γ2
in the equations above.
The solution of Eq.(5.34) for a homogeneous plasma corresponds to the ky → ∞
limit.
The symmetric limit gives[136] f(u11, u
2
1, ω
2) = −ω2 − |u0(y)|2 (where u10 = |u0| =
−u20 ): in the case of an even equilibrium with respect to the y variable, its solution
corresponds to two symmetric resonant points at y = ± y¯ . A local Frobenius analysis
(see Ref.[70]) of Eq.(5.32) shows that the fields scale near the singularity as Ex ∼ ln |y−y¯|
and Bz ∼ (y − y¯)−1 . Then, independently on the initial wave-length, the perturbation
are expected to concentrate in the inhomogeneous region between the two singularities
(as indeed it is numercially verified). In particular the magnetic field also reverses its
polarity near the resonant point. Notice that this discussion about the symmetric limit
118Collisionless CFI as a mechanism of quasi-static magnetic field generation
is also applicable to the limit of non-relativistic beams, since in that case also ω23 → 0 in
Eq.(5.32) (Condition (3-4) in Sec.5.1.2).
Numerical solutions of Eq.(5.32) in the case of non-symmetric relativistic beams, com-
puted with the ansatz of a value of the growth rate close to that obtained from the
corresponding 1D-homogeneous case in the ky À 1 limit (where ω = γ for the CFI
unstable modes), show instead a doubling of the resonance conditions: four singular points
are observed, at pairs symmetrically located with respect to y = 0 (i.e.: ± y¯1 , ± y¯2 ).
This is recognized as a consequence of the non-monotonic behavior of the CFI growth rate
with respect to uα0 (see comments on Eq.(5.28)); for any fixed value of ω
2 = γ2, Eq.(5.32)
in the non-symmetric homogenous case is solved by two different values of u10, whose only
one is relativistic. Since in the inhomogeneous framework the speed of electrons in the
initial beams decreases outwards, so that the outer region of the beam can be regarded
as “non-relativistic”, even if the centrally located electrons have relativistic velocity two
resonant points are expected on each side of the beam: the external resonance involves
slower and (relativistically speaking) lighter electrons, whereas the internal one accounts
for the increased effective electron mass. As a consequence of this argument, a filamented
structure characterized by two layers of current density on each side of the beams is
expected.
Numerical results
Numerical simulations of 1D-CFI for both symmetric[136] and non-symmetric[137] beams
show that the resonant mode is rapidly excited with a growth rate independent on the wave
number ky and on the phase φ of the initial perturbation (i.e.: f ∼ exp[i(kyy−ωt+φ)] in
place of Eq.(5.12) with kx = 0). The current structure instead results to be dependent on
the phase φ in the linear non-relativistic regime only; regardless of the phase, however, the
current profile along the inhomogeneous coordinate shows to double the singular points,
in agreement with the discussion given in previous subsection.
The growth rate of the magnetic field results[136] to be almost independent on the
initial perturbation wave-length, being of the order of the maximum value for that couple
of velocities of the beams in the homogeneous analysis. This agrees with the fact that
resonance itself generates small-scale structures until the critical value kcrit is reached.
The development of the small scale length structures due to the resonance (i.e.: pinch-
ing process), though being independent on the wave number ky of the initial perturbation,
occurs on a characteristic time which depends on the scale l of the mean gradient of the
electron streams (the pα0 (y) = p
α
0 (y/l) ). In particular, by indicating with τtr the charac-
teristic time of this initial transient, in which the profile of the resonant mode is developed
starting from whatsoever initial equilibrium and after which the mode begins to grow in
a self-similar way, it is found[136] that τtr = τ0 l
1/2 . The transient is shorter as more
inhomogeneous the initial equilibrium is. Furthermore, typically it is found τtrγky,0 ¿ 1 ,
meaning that is, the characteristic transient is much shorter than the inverse of the growth
rate of the initial perturbation ky. However, we must again remark that, since the CFI
growth rate saturates at kcrit ∼ 1 (which corresponds to the formation of characteristic
spatial scales of the order of de), the formation of thinner structures slows down after
such small scales have been developed; the typical size of these small scales is therefore
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independent on l.
Numerical results for nonlinear CFI-TSI coupled mode
CFI and TSI manifest a competition as far as their role played on current densities
structures is concerned: CFI tends to separate the currents in the transverse y direction,
whereas TSI tends to modulate them in the longitudinal x direction.
Simulations run in the non-relativistic regime have shown[137] that the coupled CFI-
TSI mode is characterized by a transversal dipolar magnetic field with an arrow-shaped
structure, which becomes almost aligned in the stream direction in the relativistic regime.
In the pure symmetric relativistic case the alinement in the stream direction is complete.
The results of the nonlinear stage show that in the non-relativistic cases the resulting
currents are characterized by the presence of a central “fast” current with two returning
slower current at its sides, almost regardless of the initial conditions: the spatial location
of the central beam only results to be slightly dependent on the initial phase of the
perturbation. In the relativistic regime, instead, a two-layer structure is formed, which
again does not seem to depend on the initial conditions. In agreement with results about
the homogeneous CFI-TSI (last sub-paragraph in Sec.5.2.1), current structures in the
relativistic regime become more and more homogeneous along the beam direction, and
form a double magnetic dipole structure.
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Chapter 6
Results about 3D-collisionless CFI
In this chapter we present the results of our study about the development of the CFI
in a three dimensional relativistic regime. To this purpose we consider initial configura-
tions characterized by two counter-propagating beams along the x direction (Eq.(5.9)).
We will present new results obtained by a numerical analysis of the evolution of a 2D-
inhomogeneous equilibrium, but we restrict to a one-dimensional inhomogeneity as far
as the analytical study is concerned. The principal aim for this analytical approach is
to get some insight in the behavior of the CFI in conditions relevant to laser-plasma in-
teractions, in which it is reasonable to assume that the laser-generated electron beams
have a finite transverse width of several electron skin-depths ( de ). In this case the sys-
tem approximatively maintains cylindrical-symmetry with respect to the beam axis, while
inhomogeneity in the radial coordinate can be assumed. The idea about the discussion
presented in Sec.6.1, which restricts to orthogonal coordinates, is indeed that such a con-
figuration can be locally modelled by a 1D-inhomogeneity transversal to the beam axis
(kr → ky), while the wave-number kz of the Cartesian geometry takes the place of the
azimuthal number m (r → ϑ). The importance of the spatial inhomogeneity is that it
induces a resonance in the magnetic field generation mechanism (see Sec.5.2.2), which
localizes the filamented magnetic structures in the area of large velocity gradients.
The considerations we give on an analytical ground about the resonant behavior of the
coupled CFI-TSI mode in this geometry, indicate that to the leading order the resonance
growth rate is unaffected by the kz wave-number regardless of the value of kx.
In Sec.5.2 we expose the results obtained by numerical integration of the equations (5.1-
5.4), by comparing them with the previous results (cfr. Sec.5.2) and with our analytical
discussions. The most relevant result about the observed filamented structures is that they
appear to be elongated in the beams direction in the symmetric case only ( k−1‖ > 10de ),
while in the asymmetric case bubble-like structures are observed ( k−1‖ ∼ de ) since in
both cases the transversal characteristic scale of magnetic filaments is of k−1⊥ ∼ de .
6.1 Analytical study for 1D-inhomogeneity
In this section we extend the analysis given in Sec.5.2.2 for the CFI 1D-inhomogeneous
case (p α0 (y) in Eq.(5.11)) to the most general example of perturbations, which accounts
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for the coupling to the TSI ( kx 6= , ky 6= 0 in Eq.5.22 ).
6.1.1 Local analysis of resonance in CFI for generic transverse
perturbation
By considering a perturbation f ∼ f(y) exp[i(kzz−ω t)] (Eq.(5.22) with kx = 0), we can
no more restrict to perturbations admitting the growth of the z-component of magnetic
field only (cfr. comments on Eq.(5.32)): we must search for perturbation involving all the
components of the e.m. fields, B = (Bx, By, Bz) and E = (Ex, Ey, Ez) .
The system equations (5.1-5.4,5.13) can be cast in the form of Eq.(5.18) by defining a
dielectric tensor [ε
in
] which we write as
∂y [(1 + ω
2
4/ω
2)∂y] + ikz [(1 + ω
2
4/ω
2)ikz] + (ω
2 − ω22) −i∂y [ω23/ω] kzω23/ω
−i (ω23/ω) ∂y (ω2 − k2z − ω21) −ikz∂y
kzω
2
3/ω −ikz∂y (ω2 − ω21) + ∂2y

(6.1)
It reduces to the tensor expression (5.31) for kz = 0, and to Eq.(5.21) in the homogeneous
limit, ∂y → iky , by taking an opportune axis rotation.
From expression (6.1) it is plain to see that in this inhomogeneous case, in the limits for
which ω23 → 0 , the coupling of the CFI resonant mode with transverse Langmuir waves
disappears as in the homogeneous case. However, differently from the latter, a coupling
due to inhomogeneity remains between the two transverse oscillating electrostatic modes:
it wears off in the homogeneous limit since invariance in the transverse directions is
recovered (see discussion about Eqs.(5.22-5.23)).
Inhomogeneity and the generic transverse propagation here couple the three compo-
nents of the electric field, so that Eq.(5.32) is replaced by the following differential equation
− k2z
ω24
ω2
Ex + ∂y
[(
1 +
ω24
ω2
)
∂yEx
]
− i∂y
(
ω23
ω
Ey
)
+ (6.2)
+
(
ω2 − ω22 − k2z
)
Ex + kz
ω23
ω
Ez = 0
where Ey are Ez are related through:
(
ω21 + k
2
z − ω2
)
Ey = −ikz∂yEz − iω
2
3
ω
∂yEx (6.3)
(
ω21 − ω2
)
Ez = −ikz∂yEy + kzω
2
3
ω
Ex + ∂
2
yEz (6.4)
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By solving the Ey component with respect to Ex and Ez, it is possible to rewrite tensor
(6.1) in a 2D-representation to be applied to the vector (Ex , Ez) :

∂y
[(
1 +
ω24
ω2
− ω43
ω2 Ω2y
)
∂y
]
+ ikz
(
1 +
ω24
ω2
)
ikz + (ω
2 − ω22) kzω
[
ω23 − ∂y
(
ω23
Ω2y
)
∂y
]
kz
ω
[
ω23 − ∂y
(
ω23
Ω2y
)
∂y
]
∂y
[(
Ω2z
Ω2y
)
∂y
]
− Ω2z

(6.5)
where:
Ω2y = k
2
z + ω
2
1 − ω2 Ω2z = ω21 − ω2 (6.6)
Resonance in the ω23 = 0 limit
As already mentioned, from Eqs.(6.2-6.4) we see that when ω23 = 0 the inductive field Ex
decouples from the transverse Ey and Ez components. In this case, occurring either in the
non-relativistic limit or in the symmetric case (condition (3)-(4) in Sec.5.1.2), matrix (6.5)
gets a diagonal form. Using Eq.(6.6), the equations defining its kernel (Eqs.(6.2-6.4)) are
written as:
∂y
[
(−ω2 − ω24) ∂yEx
] − [−ω2 (ω2 − ω22 − k2z) + k2zω24]Ex = 0 (6.7)
−Ω2yEy − ikz∂yEz = 0 (6.8)
− ikz∂yEy − Ω2zEz + ∂2yEz = 0 (6.9)
Eq.(6.7) is the analogous to Eq.(5.32) for the inductive field, where Eqs.(5.33), which
are consistently reobtained in the kz = 0 limit, have been replaced by f(u
1
1, u
2
1, ω
2) =
−ω2 − ω24 and g(u11, u21, ω2) = −ω2 (ω2 − ω22 − k2z) + k2zω24 . From the expression of
f(u11, u
2
1, ω
2) we see however that a transverse wave-number does not interfere with the
location of the resonance, so the same results apply as for the symmetric 1D-resonant
CFI (see discussion about Eq.(5.34)). Instead, the coupling between Ey and Ez due to
the transverse wave-number, makes the electrostatic mode resonant too: by solving Ex
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from Eq.(6.7) we obtain:
∂y
[
Ω2z
Ω2y
∂yEz
]
− Ω2zEz = 0 (6.10)
From the limit kz = 0 of Eq.(6.10) we find the two branches:
ω2 − ω21 = 0 (6.11)
ω2 − ω21 − k2z = 0
which are the equivalent of the modes of the homogeneous case, discussed in Sec.5.2.1
(cfr. Eq.(5.21) with ky in place of kz). Note however that no resonance occurs for kz = 0 ,
while a resonance is located at the solutions of Ω2z/Ω
2
y = 0 when kz 6= 0 .
Esteem of the resonant behavior in the ω23 6= 0 case
An esteem of the resonant behavior when retaining the coupling due to charge separation
effects (ω23 6= 0 ) can be done by calculating the coefficient of the highest order derivative
in Eq.(6.5) within a WKB-approximation. Since in this limit |(dky(y))/dy| ¿ |ky(y)| ,
the coefficient multiplying the highest order derivatives (IV -order) is found by direct
substitution of ∂y → iky, and by considering the k4y -terms. By imposing the vanishing
of such coefficient we get:
Ω2z (ω
2 + ω24) + ω
4
3
ω2Ω2y
= 0 (6.12)
Provided that ω 6= 0 and Ω2y = k2z + ω21 − ω2 6= 0 (last condition representing an
electrostatic wave along z; see second equation in (6.11)), the vanishing of the numerator
of Eq.(6.11) leads to a fourth order equation in ω :
ω4 − ω22ω2 − ω21ω24 + ω43 = 0 (6.13)
The four solutions of Eq.(6.13) are:
ω2± =
ω22 ±
√
ω42 + 4 (ω
2
1ω
2
4 − ω43)
2
(6.14)
The leading order in WKB-approximation of the CFI is then found as the positive non-
propagating solution of Eq.(6.13) (ω2 = −γ2 , with γ > 0 ). In any case, from Eqs.(6.13-
6.14) no dependence is found from the perturbation wave-number. This means that to
the leading order, no particular change in the singularity positions is expected when
exciting a CFI with a transverse perturbations in an inhomogeneous plasma. This result
agrees with the analysis given for the symmetric or non-relativistic limits (comments on
Eqs.(6.10-6.11)).
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6.1.2 Esteem of the resonant behavior of the CFI-TSI resonance
with 1-D inhomogeneities
The same arguments applied in Sec.5.2.2 for the CFI in case of a 1D-inhomogeneity can
be extended to a CFI-TSI disturbance by considering a perturbation of the kind (5.13).
The following differential dielectric tensor can be defined and written in a 3D matrix
representation:
∂y [A∂y] + (ω
2 − ω2Ω−22 + Ak2z) ω
[
∂yΩ
−2
3
]− ikx [∂yA] ωkzΩ−23 + kxkzA
ω
[
∂yΩ
−2
3
]− ikx [∂yA] B − k2z + 2kxωΩ−23 −ikz∂y
ωkzΩ
−2
3 + kxkzA −ikz∂y B + 2kxωΩ−23 + ∂2y

(6.15)
where A = 1+Ω−24 and B = ω
2−ω2Ω−21 −k2xA , and Ω−2a are defined in Eqs.(5.15). Tensor
of Eq.(6.15) obviously reduces to that in (6.1) in the limit kx → 0, where Ω−2a = ω2a/ω2 .
By following a procedure analogous to that described to get expression (6.5), it is
possible to rewrite tensor (6.15) in a 2D representation as:
∂y
[(
A− D
Ω
)
∂y
]
+ C kz
(
D − ∂y
[
kx
A
Ω
− ωΩ−23
Ω
])
kz
(
D − ∂y
[
kx
A
Ω
− ωΩ−23
Ω
])
A+ ∂y
[(
1− k2z
Ω
)
∂y
]
− 2kxωΩ−23
 (6.16)
where C = ω2−ω2Ω−22 −k2zA , D = kxA−ωΩ−23 , and Ω = k2x+k2x+k2xΩ−24 −ω2+ω2Ω−22 .
The same argument adopted for Eq.(6.12) leads to the following relation:
AB −D2
k2x + k
2
x + k
2
xΩ
−2
4 − ω2 + ω2Ω−22
= 0 (6.17)
Once again we see that to the leading order the resonance is independent on ky .
6.2 Numerical results
We have integrated Eqs.(5.1-5.4) over a uniform grid −La/2 < a < La/2 with a =
x, y, z by means of the numerical code described in paragraph 7.2.1. Depending on the
dimensionality of the problem of interest, we used a 1D (a = y), 2D (a = y, z) or 3D
(a = x, y, z) box. All simulations have been initialized with initial conditions coherent
with Eq.(5.8), with one of the beams given in the form of
u10 = u
1
0f(y, z)ex (6.18)
126 Results about 3D-collisionless CFI
Accordingly the second beam velocity is obtained as u20 = −n10/n20u10 (it is reminded that
the relation between uα0 and p
α
0 is given by Eqs.(5.6)). Equilibrium density is assumed
uniform. Perturbations are initialized as an opportune function on (some of) the electro-
magnetic fields, and eventually on the beam density. For our purpose we have only used
perturbations on the components of the magnetic field or on the vector potential A .
The choice of the numerical parameters has been conditioned by the dimensionality of
the problem investigated, especially as far as the dimension of the grid and the number of
points are concerned. About this we just mention that a total number of Ntot ∼ 223 grid
points has represented the maximum spatial resolution to be numerically afforded. On
the other hand, we notice that a typical value of a laser beam pulse used in simulations of
laser-plasma interactions is of the order of a few de (i.e., a few unities in our adimensional
units), which also we have assumed in our numerical studies. A typical dimension for the
inhomogeneous variable suitable for this choice is then of a tenth of de (e.g. La = 4pi).
6.2.1 Numerical algorithm and conditions on the parameters
To integrate Eqs.(5.1-5.4) we have used the numerical code adopted also in Ref.[137].
Time advancement is made by means of a third order Adam-Bashfort algorithm (see
Sec.4.1.3, and Eq.(4.7) in particular), while spatial derivatives are computed through a
finite-difference scheme, using a fourth order stencil:
f ′i =
1
12h
(− 3fi−1 − 10fi + 18fi+1 − 6fi+2 fi+3) + O
(
h4f IV
20
)
(6.19)
where i labels the position of the grid node, with respect to the derivation variable, and
h is the corresponding grid spacing. The same accuracy has been used at the boundary
thanks to periodicity conditions.
The structure of the algorithm is as follows. After assigning initial conditions for
the two velocity profiles (Eq.(6.18)) and the perturbation on the fields, the r.h.s. of
Eqs.(5.1-5.4) are calculated by computing derivatives with the scheme of Eq.(6.19). Then
Eqs.(5.1-5.4) are advanced in time with the Adams-Bashfort algorithm, and the procedure
is repeated again.
Note that only the relativistic momentum pα is advanced in time (Eq.(5.2)); then
each velocity uα must be computed at each step through (5.6) in order to calculate each
advection term and the current densities entering in r.h.s. terms of the equations to be
integrated.
A filter, necessary for code stability, has been introduced as a cut-off for perturbations
whose wavelengths is smaller than a fixed value which can be externally controlled, and
which defines a numerical dissipation scale, δdiss. We note that the related small wave
lengths suppression is in somewhat agreement with the fact that scale lengths shorter
than de should be more and more depressed by pressure effects, which for the sake of
simplicity we have neglected in our cold-electron approximation.
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Figure 6.1: Bz(y) profile plotted as a surface in the (y, t) plane. Asymmetric (n
1
0 = 0.2 )
and symmetric (n10 = 0.5 ) relativistic ( u
1
0 = 0.95 ) cases are respectively at left and right
frame. The maximum value of Bz(y) is the same in both figures.
6.2.2 1-dimensional simulations
In order to test the code reliability we have run some simulations in a 1D-grid, aiming to
reobtain the results both in the homogeneous and 1D-inhomogeneous case. Regarding the
latter framework in particular, our results have confirmed the behavior of the resonant
mode discussed in Ref.[136] and summarized in Sec.5.2.2, as far as the “pinching process”
driven by the resonance is concerned.
In addition, however, we further notice that the transient time τtr is always larger
in the asymmetric case. We provide (see also Ref.[36]) an example of this in Figs.6.1, in
which profiles of Bz(y) have been plotted at different times as a surface in the (y, t) plane:
they refer to two simulations performed by assuming an equilibrium, to be inserted in
Eq.(6.18), of the form:
f(y, z) =
1
2
[
tanh
(
y − y0
l
)
− tanh
(
y + y0
l
)]
(6.20)
Here the equilibrium inhomogeneity scale has been chosen as l = 1 , and y0 = pi.
The perturbation has been given on the unstable magnetic field, Bz = ε exp[−(y/3)2] ,
and Ly = 4pi . In both cases the initial scale length of perturbation is rapidly reduced to
nearly unity (∼ de in dimensional units) around y ' ±2.6 , corresponding to the velocity
gradient regions of the beams. The symmetric case (Fig.6.1, right frame), not only is
characterized by a larger value of the growth rate, but also by a shorter transient, as can
be seen by direct confrontation of the values on time axis in the two figures.
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Figure 6.2: The time evolution of the magnetic energy for m = 0, 1, 2, 5, continuous,
dashed, dot - dashed and dotted line, respectively. The non symmetric and symmetric
cases are shown in the left and in the right frames respectively.
6.2.3 2-dimensional cylindrical simulations
Aiming to understand the behavior of different azimuthal cylindrical resonant modes, we
have then performed a number of 2D cylindrical simulations (i.e. in the plane x = 0) with
an initial perturbation of the form
f(y, z) = f(r/l)cos(mθ) r =
√
y2 + z2 (6.21)
The function f(r) has been chosen so as to mimic two initial cylindrical beams with a
typical transverse width of the order of a few de, with l = 1 . The integration domain is
Lx = Ly = 4pi , and initial coherent perturbations of the form Ax = ε g(r/lp) cos(mθ)
have been excited, where lp is the characteristic scale of the perturbation.
It has been found[36, 37] that the growth rate of the resonant CFI does not appreciably
depend on the characteristic scale of the perturbation, lp, nor on the azimuthal number
m = 0, 1, 2, ... , whereas the transient time τtr does. These results agree with the analysis
effectuated in a Cartesian slab-geometry. We have interpreted the non-dependence of the
growth rate on the scale of the inhomogeneity as in agreement to the results of the
1D-inhomogeneous case (Sec.5.2.2), since the mechanism of saturation at small scales
is expected to be the same. The non-dependence on the azimuthal number could be
extrapolated by our analysis of the 1D-inhomogeneous CFI for a transverse perturbation
(Sec.6.1.1), the azimuthal number being there locally modelled by the wave number kz.
Indeed, as seen to the leading order from Eqs.(6.10,6.14), kz does not enter the dispersion
relation of the growing modes. Again the transient time is much longer in the asymmetric
rather than symmetric case. We give a prove of all this in Figs.6.2, where the growth
rates of the magnetic |Bz|2 component of total energy are plotted, for different choice of
f(r/l) and m in Eq.(6.10). Notice that changes in the transient time, though observed,
can not be directly related to the varying of m: for each m value a slightly different
f(r/l) has been chosen, and from 1D-analysis it is known the strong dependence on the
inhomogeneous gradients of the equilibrium profile.
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Figure 6.3: The shaded isosurfaces of Ax in the (y, z) plane for m = 1 (left) and m = 7
(right). Both refer to the symmetric case.
,
Figure 6.4: Shaded isocontours of Ax in the (y, z) plane for the non symmetric and
symmetric case, left and right frame.
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Then, we have been concerned with the characteristic resonant m-mode structure,
resulting after the development of the instability. Two examples of this are illustrated
in Fig.6.3 in the symmetric case, where we draw the shaded isosurfaces of the vector
potential Ax for m = 1 and m = 7; the non-symmetric case, not shown here, gives very
similar results. In figure 6.4, . We see that in all cases (including many others m values
not shown here) the resonant mode is concentrated in a ring like region of typical radial
length scale of the order of de, even if the initial radial scale length of the perturbation is
much larger (lÀ 1).
Finally, in Fig.6.4 we show the vector potential isocontours, after the development
of the instability in the (y, z) plane in the case of an initial random noise perturbation.
Equilibrium is described by a function
f(y, z) =
1
2
[
tanh
(
r − r0
l
)
− tanh
(
r + r0
l
)]
(6.22)
with r =
√
y2 + z2 . Because of the translational invariance along the beam axis (x),
perturbations of the magnetic field can be restricted to the By and Bz components only.
The initial beams are therefore perturbed with an initial random noise on the parallel
component of the vector potential Ax, of the following form:
Ax(y, z) =
∑
ky
∑
kz
a+ky,kzcos[kyy+kzz+φ(ky, kz)]+a
−
ky,kz
cos[kyy−kzz+φ(ky, kz)] (6.23)
a±ky,kz =
ε√
k2y + k
2
z
φ(ky, kz) ≡ random phase (6.24)
The other parameters are the same as in the previous cases. The non symmetric and
symmetric case are shown respectively in the left and in the right frames of Fig.6.4. First
of all, we see that in both cases the vector potential is concentrated in a ring shaped region
corresponding to the region of the velocity gradients of the initial beams. As a result, we
can state that the magnetic field generated by the CFI is characterized by a ring shaped
structure in the plane perpendicular to the beams direction, in agreement with the first
experimental observations[28] of the “Weibel generated magnetic field”. We also observe
that the resulting resonant mode emerging from the random noise initial perturbation
can be considered as a superposition of various azimuthal modes, in agreement with the
previous finding that the growth rates of the different modes are equal. The lack of very
high m modes is a consequence of increasing numerical diffusive effects on wave lengths
smaller than a critical value, δdiss ≤ 0.2 (δdiss ≤ 0.2de in dimensional units). The artificial
numerical diffusion is that introduced in the code by means of a filter function ensuring
no dissipation on scale lengths larger than the critical value δdiss, as discussed in Sec.6.2.1.
6.2.4 3-dimensional simulations
Equilibrium configurations perturbed by 3D excitations are unstable to the coupled TSI-
CFI instability. Energy and momentum transport along the beam are strongly affected
by the shape and size of parallel magnetic and current structures. In order to understand
which kind of structures are generated by 3D perturbations, we first investigated whether
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the presence of the resonance affects the value of the parallel component of the wave
vector of the most unstable mode. Roughly speaking, k−1‖ À 1 (k−1x À de in dimensional
units) corresponds to long magnetic filaments, while k−1‖ ∼ 1 (i.e. k−1x ∼ de) corresponds
to bubble like structures since it is k−1⊥ ∼ 1 (i.e. k−1⊥ ∼ de with dimensions) in both the
asymmetric and symmetric cases. 3D simulations have been initialized with an equilibrium
on the velocities given by Eq.(6.22). Initial beams have first been perturbed with a
random noise over all the three components of the magnetic field. Since it has been
found, according to expectations, that the generated magnetic field was only transversal
to the beams (i.e.: By, Bz À Bx ), we have initialized the simulations with a random
noise on the parallel component of the vector potential Ax, of the following form:
Az(y, z) =
∑
ky
∑
kz
a+ky ,kzcos[kyy + kzz + φ(ky, kz, x)] + a
−
ky ,kz
cos[kyy − kzz + φ(ky, kz, x)]
(6.25)
where φ(ky, kz, x) is the random phase now modulated in x, also.
Here we present the results relative to two simulations with l = 1, r0 = pi, ε = 10
−6
Lx = Ly = 4pi, Lz = 8pi, Nx = Ny = 256, Nz = 128; for both of them the beams have a
finite transverse width of the order of a few de. These correspond to asymmetric and to
symmetric beams, and the respective parameters are n0,1 = 0.1, v0,1 = 0.95, (asymmetric
case), and n0,1 = 0.5, v0,1 = 0.95, (symmetric case).
Magnetic structures
In Figs.6.5,6.6 we draw the shaded iso-contours of Ax in the asymmetric and symmetric
case, respectively, in the plane x = 0 perpendicular to the beams direction. Here again,
as expected in the symmetric case the growth rate is larger than in the asymmetric case,
as observed in Ref.[138]. We see that in both cases the generated magnetic field is con-
centrated in a ring shaped region corresponding to the region of the velocity gradient of
the initial beams. Negative (positive) values are represented by the darker (lighter) re-
gions, corresponding to a clockwise (anti-clockwise) magnetic field. In Fig.6.7 we show the
shaded isosurfaces of Ax (blue/red correspond to the clockwise/anti-clockwise magnetic
field). This figure clearly shows that the resulting magnetic field is characterized, in the
asymmetric case, by a bubble like shape with typical length scale of the order of a few de
both in the perpendicular and in the parallel directions, i.e. by k−1‖ ∼ k−1⊥ ∼ de. On the
other hand, in the symmetric case, the magnetic field structures are strongly anisotropic
being elongated in the beams direction, i.e. k−1‖ À k−1⊥ ∼ de. Similar results have been
obtained, aside for the localization of the magnetic field around the resonance for two
initially homogeneous beams.
Spectra and characteristic length scale of the magnetic filaments
A more quantitative analysis about the the characteristic length scale of the magnetic
“filaments” in the beam direction, can be performed by inspection of the parallel spectra.
We can define the perpendicular and parallel averaged spectrum of Ax as the Fourier
spectrum averaged along the z-direction and in the (y, z) plane, respectively (and the
same for the total density). As expected (cfr. Sec.6.2.2), in both cases the perpendicular
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Figure 6.5: Shaded (normalized) iso-contours of Ax in the (y, z) plane at x = 0, t = 30 in
the asymmetric case.
Figure 6.6: Shaded (normalized) iso-contours of Ax in the (y, z) plane at x = 0, t = 25 in
the symmetric case.
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Figure 6.7: Shaded iso-surfaces of Ax at t = 30 and t = 25 in the asymmetric and
symmetric case, left and right frame, respectively.
spectra increase at k⊥ < 1 and reach a maximum at k⊥ ∼ 1, corresponding to λ ∼ de. At
larger wave vectors, k⊥ ≥ 10 the spectra decrease due to numerical dissipative effects of
the filter, based on a FFT algorithm (see Sec.6.2.1).
Let us now discuss the longitudinal spectra which measure the characteristic length
scale of the magnetic “filaments” in the beams direction. In Fig.6.8, first two frames, we
see that the Ax spectrum peaks are located at k‖ ' 0.8 and at k‖ = 0 for the non symmetric
and symmetric case, respectively. This corresponds to a characteristic length scale of the
order of a few de in the non symmetric case (a ”bubble like” magnetic structure), and
to an ”infinite” length scale (very long magnetic filaments), in the symmetric case. By
comparing the non symmetric density spectrum, third frame of Fig.6.8, we observe the
same peak at k‖ ' 0.8, but with a spectrum decrease towards k‖ = 0.
Moreover, in the symmetric case the density peak is not at k‖ = 0, as observed for
Ax, since at k‖ = 0 the TSI contribution is lost and the mode becomes purely electro-
magnetic (see Sec.5.2.2). Furthermore, the perpendicular density spectrum, driven by
non linear effects, is more than two order of magnitude smaller than the parallel one and
rapidly decreases at k⊥ < 1. The reasonable conclusion is that in this regime, the density
fluctuations are mainly driven by the TSI contribution. However, density perturbations
will strongly change their nature in the further regime when strong non linear effects and
charge separation effects (induced by the self generated magnetic field) become important.
134 Results about 3D-collisionless CFI
Figure 6.8: Parallel averaged spectrum of Ax in the non symmetric (t = 15, 25, 30) and
symmetric (t = 15, 20, 25) case, first and second frame and of the density (same cases),
last two frames, respectively.
Chapter 7
Conclusions
In this thesis we have numerically studied the nonlinear evolution of current and vorticity
layers generated in an inertial magnetic reconnection process in a 2D slab-geometry, and
we have numerically followed the 3D development of the filamented magnetic structures
generated by a current filamentation instability (CFI).
As far as the magnetic reconnection is concerned, the subject has been introduced in
Chapter 3 and the derivation of the equations numerically integrated has been discussed
in Sec.3.3.
Concerning the current filamentation instability, the underlying theory has been in-
troduced in Chapter 5.
The relevance of the subjects studied on the applicative side has been discussed in the
Introduction to this thesis, as well as in the introductions to the corresponding chapters
(3,4 and 5,6).
7.1 Summary of the results
Here we briefly summarize the results presented in Chapters 4 for magnetic reconnection,
and in Chapter 6 for the CFI.
7.1.1 Inertial magnetic reconnection
We have studied the nonlinear development of the inertial magnetic reconnection in the
Alfve`nic and whistlers regime, by including in both cases parallel electron compressibility
effects. The two frequency regimes have been considered separately thanks to the 2D slab-
geometry approximation, which in the Alfe`nic frequency range is motivated as due to the
hypothesi of a strong guide field. The strong guide field prevents the whistler waves from
driving the nonlinear stage of the reconnection process, once the inertial scale (di) of ion
demagnetization is reached. Limits and applicability of 2D models have been discussed
in Sec.3.2, as well as the difference with the “whistler-mediated” magnetic reconnection
presented in Ref.[17]. Further differences with that model have been pointed out in
Sec.4.4. There we have remarked that the parallel electron compressibility is recovered in
the one-fluid framework by means of the parallel component of Hall term in Ohm’s law,
provided perturbations in the longitudinal magnetic field are related to electron density
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fluctuations by means of the pressure balance in the strong guide field limit. In the two-
fluid model instead, the parallel electron compressibility is introduced in the Alfve`nic
regime by means of the parallel component of the stress tensor in electron momentum
equation (Sec.3.3.1).
The main outcomes of our numerical study are:
1) The onset of secondary Kelvin-Helmholtz-type instabilities, which develop in the
advanced nonlinear phase of reconnection inside the magnetic island both in the
low-compressional Alfve`nic and whistler frequency ranges. The instabilities develop
consequently to the formation of current jets inside the reconnection layer, even if
no velocity shear is present in the initial equilibrium (Sec.4.2.1). In concomitance to
this, in the nonlinear stage of reconnection the dynamics of the small-scale processes
inside the island are characterized by a fluid-dominated Hasegawa-Mima regime
(4.2.2).
2) The stabilizing effect which parallel electron compressibility has with respect to the
observed K-H-type instabilities in both the frequency regimes (Sec.4.2.1).
3) The analogous small-scale dynamics inside the reconnection layer for both the 2D
cold MHD (i.e. ρs = 0) and EMHD inertial reconnection, which is due to an
analogous Hamiltonian structure (4.1.2). This corresponds to a similar “fractal”-
type current layer formation, which occurs inside the magnetic island because of the
existence of analogous topological constraints, and which is interrupted by the onsets
of the secondary fluid instabilities (Sec.4.2.1). This transition, from a “straight” to
the “eddy-like” dynamics shown in Ref.[111], is discussed in Sec.4.2.3.
4) The oscillatory energy exchange between magnetic and kinetic energy components,
observed at island saturation. The oscillation frequency, which decreases in time
together with its damping, does not appreciably depend on numerical dissipation,
while it increases with respect to ρs in MHD and decreases as λe increases in EMHD.
We also mention that we have observed a transition of regime at de = 0.23, above which
the electron parallel kinetic energy |Jz|2 becomes an important source of energy for the
reconnection process (Sec.4.1.4).
Publications related to the results presented here are: Refs.[21, 22, 23, 24, 25, 26].
7.1.2 Current filamentation instability
We have numerically investigated the development of the CFI in a 3D relativistic regime,
in order to study the structure of the generated magnetic filaments. Initial beam profiles
with an inhomogeneity in the radial beam directions have been chosen, so to mimic the
configurations encountered in laser-plasma interactions. The role played by the inhomo-
geneity in localizing the magnetic filaments through a resonance has been discussed in
Sec.5.2.2 for the case of a one-dimensional inhomogeneity, as well as it has been discussed
the coupling of the CFI to the two-stream instability (TSI), which occurs for longitudinal
perturbations.
In summary:
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1) The filamented magnetic structures are localized by the resonance in the area of
large velocity gradients (Sec.6.2.3-6.2.4).
2) The filamented magnetic structures appear elongated in the beam direction in the
symmetric case only (k−1‖ > 10de), while in the asymmetric case bubble-like struc-
tures are formed (k−1‖ ∼ de) since in both cases the transversal characteristic scale
of magnetic filaments is k−1⊥ ∼ de (Sec.6.2.4).
3) The growth rate of the resonant CFI does not appreciably depend on the azimuthal
number m (Sec.6.2.3), as expected by analytical analysis (Sec.6.1.1-6.1.2).
Publications related to this subject are: Refs.[34, 35, 36, 37].
7.2 Suggestions for further developments
We now sketch some suggestions for further developments in the study of the two subjects
presented in this thesis.
7.2.1 Inertial magnetic reconnection
Concerning the study of the 2D inertial magnetic reconnection, there are still many open
questions even within the fluid description, as it has been discussed in Chapter 5. Here we
point out some of them, by exposing some future possible lines of research to be followed
within this fluid approach. Of course, some completely new physics would be available
with a kinetic modelling.
1) Extension of the nonlinear numerical analysis by inclusion of FLR radius effects
(ρi-corrections), as it has been done in Ref.[112]. FLR-corrections are expected to
stabilize the secondary K-H-instabilities (see e.g. Ref.[108]). This is in agreement
also with the numerical results obtained and discussed in Ref.[110], in which ρi has
been recognized as being responsible of a stronger localization of the vorticity layers
near the X-points (Sec.4.1.1). Preliminary numerical results obtained in the early
nonlinear phase with the code described in Sec.4.1.3 and upgraded to integrate the
equations in the Alfve`nic regime, with Eq.(3.63) in place of Eq.(3.62), support this
expectations. However at the moment some more testing work is needed to check
the code reliability in the advanced nonlinear phase.
2) Understanding the nature of the oscillating energy exchange between magnetic and
kinetic components of the total energy (Sec.4.3.2). The occurrence of the phe-
nomenon in different regimes suggests it to be quite a general feature, and the
preliminary steps toward a modelling as discussed in Sec.4.3.2, seem to be promis-
ing. A more detailed study could perhaps be performed with the tools described
in Ref.[122] (e.g. the “partial simmetries”), by imposing some constraint like the
ones observed within the Hasegawa-Mima regime (e.g. [ψ,∇2ψ] = 0) to the periodic
solutions searched for our set of equations.
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3) Understanding of the regime transition observed at de ' 0.2 in the MHD regime.
A starting idea would be to check whether the hypothesi suggested in Sec.4.2.3,
concerning a transition from a “forced” to a “spontaneous” reconnection regime at
the decreasing of the characteristic reconnection layer width, can be an interesting
future issue or not.
4) A “thermodynamic” interpretation of the irreversibility of the inertial reconnection
process, in which the change of magnetic topology is in principle occurring with an
adiabatic transformation (and numerical simulations prove it to occur when numer-
ical dissipation is still negligible). A starting idea, coherent with the fluid model,
could be the description of the process in terms of some kind of mixing entropy
between the plasma and the “magnetic” fluid, each one being already described by
its related stream-function.
7.2.2 Current filamentation instability
As far as the study of the CFI within a fluid description is concerned, the main point at
the moment is the upgrade of the model to the “warm” regime, in order to be able to
nonlinearly follow the evolution of the filamented structures. We can summarize some
possibility of the related work, which is indeed in progress.
1) Inclusion of electron scalar pressure in the relativistic electron momentum equation.
A first improvement in the model equation would be the inclusion of a ∇Pe term
in Eqs.(5.1), and the inclusion in the system (Eq.(5.1-5.4)) of a polytropic closure
equation, in the form of:
∂
∂t
{
Pe
( ne
Γα
)−γ}
+ u · ∇
{
Pe
( ne
Γα
)−γ}
= 0
where the same notation adopted in Sec.5.1 has been used and γ is the usual specific
heat ratio. The inclusion of pressure is expected to play a stabilizing role with
respect to the pinching process which at the moment is responsible of the numerical
breaking of the code during the nonlinear phase of CFI growth, because of the
formation of singularities (see Ref.[132]).
2) We remark that the explicit inclusion of pressure in the form we have proposed
in point (1) above, is intended to be only preliminary and aimed at following the
evolution of the system in the nonlinear regime. The inclusion of gas-pressure in
a relativistic gas momentum equation, brings indeed a coupling between the scalar
pressure and the energy density of the gas at rest, which is not trivially implemented
for numerical integration. This would be a further step, which should account for a
self-consistent inclusion of relativistic electron pressure effects by including also the
relativistic electron enthalpy (see e.g. Ref.[58] and Ref.[57], Sec.2.10).
3) Once the numerical capability would allow it, the nonlinear dynamics of the fila-
mentary CFI-generated magnetic structures could be followed e.g. to investigate
their coupling with secondary reconnection processes (see e.g. Ref.[139]).
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