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Abstract
Increasingly, smartphones come embedded with more and more advanced biometric
recognition systems. The high quality embedded sensors capture the biometric data which
helps to get higher biometric recognition accuracy and security. On the other hand, these
sensors increase the cost in terms of battery usage, take up extra physical space also some
hardware cost. This paper investigates the reliability and effectiveness of fingerphoto ver-
ification system developed using a smartphone. Consequently, biometric samples can be
collected without the need for dedicated hardware, thus providing a cost-effective and re-
liable way to do biometric authentication. The focus of this paper is to study various
baselines to evaluate the readiness of the technology. To this extent, we present a com-
parison between three non-commercial baseline systems with one commercial system. The
commercial off-the-shelf (COTS) system shows the best performance of an equal error rate
of 6.08%.
1 Introduction
Biometric characteristics have been used to verify and identify the individuals for a long time.
With the advances in technology, substantial research has been going on smartphone biomet-
rics since today’s mobile phones contain critical data from users such as emails, personal and,
banking data. For smartphones, for a long time, the only viable authentication methods are
limited to pins and passwords. These methods are inconvenient as pins are often limited to
a small number of digits, and severely restrict the keyspace, thus making the system secure
only against low-effort adversaries while providing little security against advanced threats with
considerable knowledge and resources. This gives a system where user-friendliness decreases
as security increases and vice versa, effectively forcing people to choose weak passwords. As
the amount of personal and sensitive information people store on their phones go up, security
becomes increasingly important. Touch-based fingerprint recognition has been in use on smart-
phones for several years. However, there are some drawbacks to using traditional touch-based
sensors. It requires a dedicated sensor on the device which increases the cost of the device;
fingerprints can be deformed due to varying pressure, latent fingerprints can be extracted or
add noise to subsequent images. There is also a hygienic concern for touching a sensor as large
numbers of people may have come in contact with it.
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Figure 1: Block diagram of a typical fingerphoto verification system
Apart from the traditional biometric fingerprint recognition systems, there are also sensors
based on optical scanning techniques using an image sensor to sample the data from the pre-
sented finger. With the evolution of cameras in modern smartphones, one can consider a similar
approach, capturing images of a person’s finger, potentially removing the need for a specialized
sensor to be included in the device. However, this approach can increase the number of degrad-
ing factors such as illumination, orientation, focus, during the capture process. To compensate
for such factors requires a method be robust towards these challenging factors.
1.1 Previous Work
There are previously limited works which explore biometric recognition based on fingerphotos
captured using a smartphone camera or similar approaches [15, 4, 5, 12, 16, 18, 19, 9]. In [4, 12,
18] authors have explored the traditional minutia based approaches. They employed various
minutia extraction algorithms to extract features from the fingerphotos for the final comparison.
[19] proposed a contactless fingerphoto recognition system using smartphone cameras where
they use SURF algorithm to extract non-conventional scale-invariant features. In [5] another
approach is applied by Hiew et al. where a support vector machine (SVM) is trained and used
in the verification process.
In recent years, researchers have been trying to establish a meaningful correlation between
fingerprints and corresponding fingerphotos. One such method is proposed in [10] where inter-
operability between legacy fingerprint databases and fingerphotos is discussed. Their research
shows that the performance of cross-matching fingerprint images with fingerphotos is still not
that good enough which is partly due to skin deformations caused by pressing the finger against
the sensor. In [7] authors explore the possibility of reconstructing 3D features from 2D images.
There is also research in [8], on using 3D finger images rather than traditional 2D images.
Common for all these approaches is the reliance on several pre-processing steps to segment and
enhance the acquired finger samples.
1.2 Our Work
The above-mentioned earlier works present the feasibility of fingerphoto recognition systems.
However, they do not perform well concerning biometric performance. One of the possible
reason could be quality of the data captured using the smartphone cameras. In this paper,
we aim to evaluate the feasibility and readiness of the fingerphoto verification systems on the
2
Baseline Evaluation of Fingerphoto Verification System Wasnik et al.
state of the art smartphones, to testify whether it could be an excellent alternative to the
traditional fingerprint recognition system. To this extent, we present the comparison between
various fingerphoto recognition systems using non-commercial and commercial methods.
The rest of the paper is organized as: Section 2 describes and details the methodology used
in this paper. Section 3 presents the database used. The experiments and results are discussed
in Section 4, and Section 5 gives the concluding remarks.
2 Methodology
This section describes an overview of the fingerphoto verification system using commercial
and non-commercial systems. Figure 1 shows the block diagram of the proposed verification
framework. We would like to notify the reader that although the block diagram contains a
Presentation Attack Detection (PAD) module, our work is limited to the extent of verification
system only. However, in practice, every biometric recognition system should have a PAD
employed in it. The COTS by Neurotechnology [14] is used as a baseline commercial system
whereas three feature extraction techniques i.e., the local binary patterns (LBP), the histogram
of oriented gradients (HOG) and the binarized statistical image features (BSIF) along with
probabilistic collaborative representation classifier (ProCRC) are used as the non-commercial
baseline systems.
2.1 ROI Extraction
The very first step in the verification pipeline is the extraction of the region of interest (ROI).
For this purpose, an overlay mask is displayed on the mobile phone screen, when the user is
capturing his or her sample an iOS application. The mask helps for two primary purposes: to
place the finger at the right place and to extract the ROI. The region inside the rectangle is first
processed to remove the background information, and later a suitable rectangular portion is
cropped from the image. The cropped image is then used for feature extraction and enrollment
process. Figure 2 shows the application screen along with the intermediate and final results of
the ROI extraction process.
2.2 Feature Extraction
The feature extraction is done using three non-commercial techniques i.e, LBP, HOG and BSIF.
The detailed description of theses techniques is provided in the subsequent paragraphs of this
section.
2.2.1 Local Binary Patterns
The LBP is a very well known texture descriptor used to extract the textural characteristics of
an image. In typical LBP feature extraction, we first divide an image into cells containing m
x m pixels and image will be binarized based on the gray value of its eight neighboring pixels.
The pixel is assigned to the value of 0 if its gray value is higher than the neighboring pixels
and vice-versa. Therefore, at a time any pixel is represented as a combination of these eight
binary digits. These numbers are then further used to compute a histogram of the cell. The
final feature vector is obtained by concatenation of the histograms of each cell together [1].
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Figure 2: Data capture using the developed iOS application with the transparent blue mask.
Fingers in red box show the intermediate and final results of ROI extraction process
2.2.2 Histogram of Oriented Gradients
The HOG feature extractor first computes the intensity gradients of uniformly spaced, prede-
fined normalized cells. It is mainly used in the shape detection and similar problems. The input
image is first divided into the cells of equal sizes, and the 1-D histogram of gradients for each
cell is then calculated to get the shape and appearance of the objects [3].
2.2.3 BSIF
The LBP image descriptor inspires the BSIF feature extraction. Similar to the LBP, here also
the image is first divided into cells and a bit string of binarized pixels is represented in the
histograms. The primary difference between these two methods is in BSIF image descriptor the
filters are learned by image statistics while in LBP filters are predefined. The multiplication
with the number of filters determines the length of the bit string. Further, the product of each
filter multiplication determines the bit string and the bit is set to 1 if the product is > 0 and
vice-versa [6].
2.3 Comparator
In general, given a feature vector as input to a trained comparator, it will classify whether a
sample belongs to genuine or an imposter user. However, in case of commercial systems, we
need not extract features and pass it to the comparator, simply one can give the captured image
as an input to the system.
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2.3.1 ProCRC
In this paper, we have employed a probabilistic collaborative representation classifier as our
baseline non-commercial comparator. The ProCRC is a classifier that works by computing the
probabilities of a sample belonging to each of the multiple classes and makes a decision based
on the highest probability [2].
2.3.2 VeriFinger SDK from Neurotechnology
The VeriFinger SDK from Neurotechnology is used as a baseline COTS system [13]. In case of
the VeriFinger SDK, 500 pixels per inch (ppi) resolution is recommended for an input image.
Therefore, we have to convert the extracted ROIs to 500 ppi.
3 Database
A newly constructed database of 48 subjects is used to evaluate all four baseline systems. The
database consists of two sessions one for enrollment and one for the probe. During session 1,
we collected 10 images per subjects whereas in the second session we collected only five images.
The images are captured using the rear camera of the iPhone 6S, and the extracted ROI is
resized to 200x500 pixels. Further, the data from the first session are used for training the
ProCRC classifier while the second session data are used for testing the classifier. In case of
the COTS, data from the first session data are used for enrolment and the second session data
are used for obtaining the verification scores. The input images for the COTS are converted to
500 ppi using ImageMagick Library [11].
4 Experiments and Results
The training of the ProCRC classifier is done by learning the feature vectors obtained from
LBP, HOG and BSIF feature extractors. The ProCRC classifier tries to maximize the joint
likelihood of a test sample belonging to each of the classes, and finally, the sample is classified
into the class which has the maximum likelihood.
The training dataset consists of 48 classes in total. We have used 10 images of left index
finger from the first session data for training the classifier while in case of the VeriFinger
SDK we have used these images for enrollment of the subjects. In total, the training dataset
consists of the 480 images. In the testing phase, we have used the data from the second session.
These experiments resulted in 240 genuine and 11280 imposter comparisons. The accuracy of
the systems is evaluated in terms of false match rate (FMR), false non-match rate (FNMR)
and the equal error rate (EER). The verification results are presented using very well adopted
evaluation criteria for any biometric system, i.e., the detection error trade-off (DET) and the
receiver operating characteristic (ROC) curves.
4.1 Evaluation of Non-Commercial System
The Figure 3 shows the genuine and impostor score distributions for the best settings for the
non-commercial baseline systems (See Table 1). In an ideal situation, the genuine comparisons
should be separated from the impostor comparisons, indicating the genuine comparisons yield a
high similarity score while impostor comparisons yield a low similarity score. In practice, some
degree of overlap between genuine and impostor distributions is always expected.
5
Baseline Evaluation of Fingerphoto Verification System Wasnik et al.
From the figure, it is evident that there is a high overlap in score distributions of all three
feature extractors, resulting in high EER values and low performance. In particular, if we
analyze the figures 3a and 3b carefully, we can observe that there is a significant overlap between
the genuine and imposter scores of LBP and HOG. Though system based on HOG appears to
have a higher number of genuine scores with a low similarly score, hence shows slightly higher
an EER of 18.67% compared to LBP based system with an EER of 15.85%.
Similarly, we can see that the system based on BSIF also have a significant overlap; however,
the number of misclassified scores are low, resulting in higher performance than LBP and HOG
with an EER of 12.84%. The particulars of the EERs are tabulated in Table 1 with the best
settings of the feature extractors. We can draw the similar observations by plotting the DET
curves. From the Figure 5a, we can see the DET curves for all three non-commercial systems
appear to be farther from the origin. Furthermore, from the Figure 5b we can see the Genuine
Match Rate (GMR) at FMR = 10−2 for LBP, HOG, and BSIF is approximately 30%, which is
a very low score.
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(a) LBP distribution scores
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(b) HOG distribution scores
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(c) BSIF distribution scores
Figure 3: Genuine and imposter score distributions of baseline systems with best settings for
LBP, HOG and BSIF
In order to improve the performance, we examined different possible combinations of cell
size and filter size. The details are given in the Table 1. For the LBP and HOG, we tried to
adjust the cell size with sizes of 4x4, 8x8, 16x16 and 32x32. Table 2 shows the EERs obtained
for the different cell sizes. In case of the HOG based system, it is evident, more the number
of features better is the performance. However, we cannot see similar behavior in case of the
LBP based system. A cell size of 16x16 and 8x8 yielded the best performance in terms of the
EER for the LBP and HOG respectively. The increasing or decreasing cell size further showed
the degrading performance.
Furthermore, in case of the BSIF, we employed 40 texture filters ranging from the size of
5x5 to 15x15 with eight different bit sizes ranging from 5-bit to 12-bit. Table 3 shows the
selected BSIF filters and the corresponding EER. The experiments yielded in the conclusion
that decreasing the filter size below 7x7 and above 13x13 does not help in improving the
performance. The best EER obtained is of 12.83% with the filter size of 9x9 and 10-bits.
Overall, it is apparent that with the current level of performance for all three non-commercial
systems appear to be non-deployable.
4.2 Evaluation of Commercial System
The Figure 4 gives the genuine and impostor score distributions for the commercial system.
From the figure, we can see that the impostor score distribution is very dense and concen-
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Feature
Extraction
EER(%)
GMR(%)@
FMPR=0.001
Settings
BSIF 12.83 32.11 FilterSize= 9x9 10 Bit
LBP 15.85 34.01 CellSize = 16x16
HOG 18.67 29.8 CellSize = 8x8
COTS 6.05 83.8 Not Applicable
Table 1: EER and GMR@ FMR=0.01 values for all four baseline system
Image
Cell Size
LBP HOG
EER(%)
Number of
Features
EER(%)
Number of
Features
4x4 21.16 368756 18.72 218736
8x8 17.07 91450 18.67 52704
16x16 15.85 21948 20.39 11880
32x32 18.78 5316 22.02 2520
Table 2: Equal error rates for LBP and HOG with different cell sizes
trated towards zero along with a less overlapped area with genuine distribution. However, it
is challenging to set the threshold as both of the distributions are densely populated near to
each other. Furthermore, from the figures 5a and 5b, we can see that the performance of the
commercial system outperforms all of the non-commercial systems. With the 500 ppi image in-
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Figure 4: Distribution of scores for commercial system
put for enrollment and testing, we achieved the best performance in terms of EER of 6.05% as
well as in terms of GMR at FMR = 10−2 we achieved the performance of 83.8%. However, it
would be interesting to see the performance of the commercial system with respect to different
ppi values. However, under the scope of this work, we have only carried out our experiments
with the recommended input resolution. The performance of commercial system indicates that
the fingerphoto based verification systems are practically feasible and also deployable. However,
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BSIF EER (%)
5 bit 6 bit 7 bit 8 bit 9 bit 10bit 11bit 12bit
7x7 23.43 19.38 17.05 15.46 22.60 17.04 16.21 16.24
9x9 22.13 22.11 17.30 14.80 29.29 12.83 14.53 15.39
11x11 22.88 21.16 20.87 18.62 24.16 15.57 16.91 15.85
13x13 24.19 24.41 18.68 18.36 27.64 15.09 17.30 19.36
15x15 29.93 29.78 24.76 21.01 26.90 17.63 16.46 18.61
Table 3: Equal error rates for BSIF with different texture filters
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Figure 5: DET and ROC curves for all four baseline system
if we do not intend to use any commercial system, then we must employ the advanced level of
image preprocessing to extract the essential features to improve the performance.
5 Conclusion
Based on the experiments that have been conducted we can conclude that the performance of all
baseline non-commercial systems is worse than commercial. We can say that none of the stud-
ied feature-extracting techniques can extract enough features for reliable comparison with the
templates stored in the database. However, employing advanced pre-processing methods would
aid in better feature extraction. Further, in comparison with commercial fingerprint recognition
system where EER of 0.8% is achieved [17] we can say that all four baseline fingerphoto systems
have the worse performance by at least one order of magnitude.
In conclusion, this paper presents the baseline evaluation of three non-commercial and one
commercial system. Further, from results, we can say in case of the LBP and HOG we achieved
best the EER of 15.85% for 16x16 cell size and 18.67% 8x8 cell size respectively. While in
case of the BSIF the best performing texture filter was 9x9 10 bit. We also achieved the best
EER of 6.05% with the commercial system, which proves the feasibility and readiness of the
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fingerphoto verification system. This motivates us to explore the various image processing,
feature extraction and machine learning techniques to overcome the challenges of fingerphoto
recognition.
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