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1. Introduction
Angular spectra of deterministic convex cones is a theme that has been developed in recent years by Iusem and Seeger
[9,11–14]. In this work we incorporate randomness into the modeling process. The discussion takes place in the Euclidean
space Rn equipped with the standard inner product 〈·,·〉 and the associated norm ‖ · ‖. The dimension n is assumed to be
greater than or equal to two. For the sake of convenience, we introduce the notation
Ξ
(
R
n)≡ nontrivial closed convex cones in Rn.
Recall that a convex cone is a nonempty set that is stable both under addition and multiplication by positive scalars.
That a convex cone is nontrivial simply means that it is different from the singleton {0} and different from the whole
space Rn .
The theory of angular spectra emerges from the concept of critical angle. Everything starts with the formulation of
the variational problem
θmax(K ) = sup
u,v∈K∩Sn
arccos〈u, v〉 (1)
that deﬁnes the maximal angle of a given K ∈ Ξ(Rn). Here Sn denotes the unit sphere of Rn . The deﬁnition of maximal
angle makes sense also in a general Hilbert space, but here we stick to ﬁnite dimensionality. Interesting applications of
the maximal angle function θmax : Ξ(Rn) → [0,π ] arise in many areas of mathematics; see [1,2,10,18,19] and references
therein.
The geometric interpretation of (1) is clear and does not need further justiﬁcation or explanation. By contrast, deﬁning
the minimal angle of a convex cone in a meaningful way is a less trivial matter. The deﬁnition below is taken from [12].
Deﬁnition 1.1. Let K ∈ Ξ(Rn) and let u, v be unit vectors in K .
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v − 〈u, v〉u ∈ K+ and u − 〈u, v〉v ∈ K+ (2)
with K+ standing for the positive dual cone of K . The angle θ(u, v) = arccos〈u, v〉 formed by a critical pair is called a
critical angle.
(ii) A critical pair (u, v) and the corresponding critical angle θ(u, v) are said to be proper if u and v are not collinear.
The set of all proper critical angles of K , denoted by Ω(K ), is called the angular spectrum of K . The minimal angle
of K , denoted by θmin(K ), is deﬁned as the smallest element of Ω(K ).
Critical pairs and critical angles play in the theory of convex cones a somewhat similar role as eigenvectors and eigen-
values in matrix analysis. This parallelism can be pushed considerably. Of all critical angles, the largest and the smallest are
undoubtedly the most important ones. By way of illustration we mention that the coeﬃcient
ρ(K ) = cos
[
θmax(K )
2
]
is used for measuring the degree of pointedness of K , whereas
σ(K ) = sin
[
θmin(K )
2
]
is a coeﬃcient that measures solidity [13].
Extremal angles and cardinality of angular spectra are the essential ingredients of our discussion. These concepts will
be studied under the light of probability theory. Introducing randomness in the analysis of angular spectra was considered
already in [6], but such line of research was left at a very embrionary stage.
1.1. Angular analysis of polyhedral cones
Angular spectra of deterministic polyhedral cones have been studied in [9,13,14]. By deﬁnition, a polyhedral cone in Rn
is a closed convex cone expressible in the form
K =
{ p∑
i=1
xi g
i: x ∈ Rp+
}
,
where g1, . . . , gp are positively linearly independent unit vectors in Rn . Positive linear independence means that none of
the gi can be expressed as positive linear combination of the others. One usually refers to {g1, . . . , gp} as a generator set
of K . To put everything in perspective, it is convenient to recall the following two facts:
– The angular spectrum of a polyhedral cone is a ﬁnite set (cf. [9, Theorem 8.5]).
– For a ﬁxed n 3, the cardinality of Ω(K ) grows at most polynomially with respect to the number p of generators (cf.
[13, Proposition 8]).
The principle of polynomial growth does not prevent a polyhedral cone in a space of given dimension to have a huge
number of critical angles. A striking example is the case of the Schur ordering cone{
z ∈ Rn:
k∑
j=1
z j  0 for k = 1, . . . ,n − 1 and
n∑
j=1
z j = 0
}
, (3)
which is generated by the n-dimensional vectors
g1 = 1√
2
⎡⎢⎢⎢⎢⎣
1
−1
0
...
0
⎤⎥⎥⎥⎥⎦ , g2 = 1√2
⎡⎢⎢⎢⎢⎣
0
1
−1
...
0
⎤⎥⎥⎥⎥⎦ , . . . , gn−1 = 1√2
⎡⎢⎢⎢⎢⎣
0
...
0
1
−1
⎤⎥⎥⎥⎥⎦ .
As shown in [6], the Schur ordering cone in R14 has almost 24000 critical angles! This is a surprisingly large number
indeed.
Of course, highly structured polyhedral cones like (3) are by no means representative of the most frequent situation.
The main goal of this paper is gathering information on the “average” behavior of the random variables
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[
Ω(Kp,n)
]
,
Ψp,n = θmin(Kp,n),
Θp,n = θmax(Kp,n)
with Kp,n standing for a polyhedral cone generated by p stochastically independent vectors with uniform distribution on Sn .
To be more precise, we would like to comment on the problem of evaluating the mathematical expectation
E(Cp,n) =
∞∑
k=1
kP [Cp,n = k], (4)
E(Ψp,n) =
π∫
0
t fΨp,n(t)dt, (5)
E(Θp,n) =
π∫
0
t fΘp,n(t)dt (6)
of the above mentioned random variables.
For the sake of historical completeness, we mention that random polyhedral cones like Kp,n have been studied under a
different light by a number of authors. For instance, Cover and Efron [4] estimate the expected number of d-dimensional
faces of Kp,n . Howe [8] focuses the attention on the particular case p = n and discusses the issue of estimating the expected
normalized volume of Kn,n . At a more applied level, Kabanov [15,16] underlines the importance of random polyhedral cones
in ﬁnancial mathematics.
From the outset of the discussion, we warn the reader that obtaining explicit and easily computable formulas for the
terms (4)–(6) is an unattainable task, specially if one let n and p be arbitrary integers. Our aim is more modest in the sense
that we only attempt:
(i) To have a full understanding of the distribution law of the random variable Θ2,n , including a formula for the variance
and the higher-order centralized moments. Of course, the analysis of the particular case p = 2 is somewhat trivial, but
it helps in building the ground.
(ii) To discuss the deterministic case when p = 3. In particular, we want to have a complete description of the angular
spectrum as function of the Gramian coeﬃcients associated to the generators of the cone. After taking care of the
deterministic case, we wish to derive an explicit formula for E(C3,n).
(iii) To comment on the asymptotic behavior of E(Θp,n) as the integers n or p go to inﬁnity. By using duality argument, we
wish also to analyze the asymptotic behavior of E(Ψp,n).
The case p = 3 is perhaps the most interesting one. Working with just three generators shows already the complexity of
the problem at hand.
2. Cones with two generators
Let L(X) denote the distribution law of a random vector X . By deﬁnition, an n-dimensional random vector X has a
spherically symmetric distribution if
L(X) = L(Q X) for all Q ∈ On (7)
with On standing for the group of orthogonal matrices of order n. The notation L(X) ∈ S(n) indicates that X is an n-
dimensional random vector with spherically symmetric distribution and such that P [X = 0] = 0. For all practical purposes,
think of X as a Gaussian vector, i.e., normally distributed with the origin as mathematical expectation and with the identity
matrix as covariance matrix. This is the most conspicuous example of a random vector satisfying the condition (7). Another
useful option for consideration is taking X as a random vector with uniform probability distribution on the unit sphere Sn .
The advantage of the latter choice is that one does not need to worry about normalization since, by construction, such
random vector is already normalized.
The n-dimensional angular law refers to the probability distribution of the random variable
Φ = arccos
〈
X
‖X‖ ,
Y
‖Y‖
〉
with X, Y standing for a pair of stochastically independent vectors such that L(X),L(Y ) ∈ S(n). Said in an equivalent way
(cf. [5, Theorem 2.1]), the n-dimensional angular law is the probability distribution of Φ = arccos〈U , V 〉, where U , V are
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product 〈U , V 〉 is referred to as the n-dimensional inner product law.
The next lemma is likely to be known. In any case, its proof presents no diﬃculty. For convenience, we introduce the
positive constant
cn =
π/2∫
0
(sin t)n−2 dt =
√
π
2
Γ (n−12 )
Γ (n2 )
with Γ standing for the Euler gamma function. As usual, χA denotes the indicator function of a set A.
Lemma 2.1. Suppose that Φ follows an n-dimensional angular law. Then,
(a) Its cumulative distribution function FΦ : R → [0,1] satisﬁes FΦ(0) = 0 and FΦ(π) = 1. Moreover, for all t ∈ R, one has
FΦ
(
π
2
+ t
)
+ FΦ
(
π
2
− t
)
= 1. (8)
(b) Its density function fΦ : R → R+ is given by
fΦ(t) = 1
2cn
(sin t)n−2χ[0,π ](t). (9)
(c) The r-th order centralized moment of Φ is given by
E
(
Φ − π
2
)r
=
{
c−1n
∫ π/2
0 t
r(cos t)n−2 dt if r is even,
0 if r is odd.
Remark 2.2. A spherical symmetry argument shows that Φ has the same probability distribution as the random variable
Φe = arccos〈e,‖Y‖−1Y 〉, where e ∈ Sn is ﬁxed and L(Y ) ∈ S(n). Hence, We = 〈e,‖Y‖−1Y 〉 follows an n-dimensional inner
product law. On the other hand, in view of [5, Theorem 2.3], the random variable (n − 1)1/2We(1 − W 2e )−1/2 follows a t-
student distribution with n− 1 degrees of freedom. This argument provides an alternative method for obtaining the density
function (9). Lemma 2.1 is also consistent with the work by Hammersley [7] on the asymptotic probability distribution of
‖U − V ‖. Hammersley shows that for large n, the distance between U and V is approximately equal to √2.
The analysis of a random polyhedral cone with two generators is thus completely settled. The situation is as follows:
Theorem 2.3. Let n 3. Then,
(a) Ψ2,n = Θ2,n almost surely. In particular, P [C2,n = 1] = 1 and E(C2,n) = 1.
(b) E(Θ2,n) = π/2 and var(Θ2,n) = c−1n
∫ π/2
0 t
2(cos t)n−2 dt.
(c) The sequence {Θ2,n}n2 converges in law to the constant π/2. Moreover,
lim
n→∞ E|Θ2,n −π/2|
r = 0
for all r  1, that is to say, {Θ2,n}n2 converges to π/2 in mean of any order.
Proof. The generators of K2,n are stochastically independent and uniformly distributed on Sn . Hence, with probability one,
they are not collinear. This takes care of (a). Note that Θ2,n is distributed according to an n-dimensional angular law. Part (b)
follows then from Lemma 2.1. The proof of (c) is more interesting. Let Fn denote the cumulative distribution function of Θ2,n .
Lemma 2.1 yields in particular
Fn(θ) = 1
2cn
θ∫
0
(sin t)n−2 dt
for all θ ∈ [0,π/2[. By relying on the Shannon upper bound (cf. [20])
1
cn
θ∫
0
(sin t)n−2 dt 
Γ (n2 )(sin θ)
n−1
Γ (n+12 )
√
π cos θ
and the reﬂection rule (8), one gets
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n→∞ Fn(θ) =
{
0 if θ < π/2,
1 if θ > π/2.
This shows that {Θ2,n}n2 converges in law to the constant π/2. In view of the uniform boundedness condition
0Θ2,n  π, one obtains, a posteriori, the convergence of {Θ2,n}n2 in mean of any order. 
The next corollary shows that for large n the maximal angle of K2,n is likely to be near π/2.
Corollary 2.4. For all t > 0 one has limn→∞ P [|Θ2,n −π/2| t] = 0.
Proof. It suﬃces to pass to the limit on each side of the Chebyshev–Bienaymé inequality
P
[|Θ2,n −π/2| t] t−2 var(Θ2,n). (10)
Observe that limn→∞ var(Θ2,n) = 0 thanks to Theorem 2.3(b). 
As pointed out by one of the referees, instead of relying on (10) one can exploit the so-called concentration of measure
phenomenon. We explain in a few words this alternative proof technique. Let σn denote the spherical measure on Sn ,
normalized so that σn(Sn) = 1. The spherical measure of the half-sphere
A = {x ∈ Sn: 〈e, x〉 0}
is equal to 1/2. Here e is an arbitrary unit vector of Rn . The set
At =
{
x ∈ Sn: arccos〈x,a〉 t for some a ∈ A
}
= {x ∈ Sn: arccos〈x, e〉 (π/2)+ t}
is an enlargement of A. There is a well-known inequality (cf. [17, Chapter 1]) that provides a lower bound for spherical
measure of At , namely
σn(At) 1−
√
π/8exp
(−(n − 2)t2/2).
Now, observe that
Fn
(
(π/2)+ t)= P[Θ2,n  (π/2)+ t]= P [U ∈ At] = σn(At) (11)
with U standing for a random vector uniformly distributed on Sn . Thanks to (11) and the reﬂection rule (8) one gets
P
[|Θ2,n −π/2| t]= 2(1− σn(At)).
Corollary 2.4 is then a consequence of the fact that limn→∞ σn(At) = 1. Incidentally, we have obtained the upper bound
P
[|Θ2,n −π/2| t]√π/2exp(−(n − 2)t2/2),
which is an interesting alternative to (10).
3. Cones with three generators
3.1. Characterization of the angular spectrum in the deterministic case
Consider a polyhedral cone K in Rn generated by three linearly independent unit vectors, say {g1, g2, g3}. The angular
structure of K is fully captured by the Gramian matrix
GT G =
[ 〈g1, g1〉 〈g1, g2〉 〈g1, g3〉
〈g2, g1〉 〈g2, g2〉 〈g2, g3〉
〈g3, g1〉 〈g3, g2〉 〈g3, g3〉
]
=
[ 1 α β
α 1 γ
β γ 1
]
,
where G = [g1, g2, g3] stands for the n×3 matrix that stacks a generator in each column. Since the generators are assumed
to be linearly independent, the Gramian coeﬃcients α,β,γ belong to the open interval ]−1,1[ and
det
(
GT G
)= 1+ 2αβγ − α2 − β2 − γ 2 (12)
is positive. By relying on the positivity of the determinant (12), one can show that the dual Gramian coeﬃcients
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Critical angle for each conﬁguration {I, J }.
Case I , J Criticality conditions cos θ
1 {1}, {2} β∗  0, γ ∗  0 α
2 {1}, {3} α∗  0, γ ∗  0 β
3 {2}, {3} β∗  0, α∗  0 γ
4 {1}, {2,3} Sα,βγ holds γ˜
5 {2}, {1,3} Sγ ,αβ holds β˜
6 {3}, {1,2} Sβ,γα holds α˜
7 {1,2}, {1,3} α < 0, β < 0 γ ∗
8 {1,2}, {2,3} α < 0, γ < 0 β∗
9 {1,3}, {2,3} β < 0, γ < 0 α∗
α∗ = α − βγ√
1− β2√1− γ 2 ,
β∗ = β − γ α√
1− γ 2√1− α2 ,
γ ∗ = γ − αβ√
1− α2√1− β2
remain in ]−1,1[. Primal and dual Gramian coeﬃcients will play an important role in the sequel. We need to introduce also
such strange things as the hybrid multipliers
α˜ = β|β − γ α| + γ |γ − βα|√
(1− α2)(β2 + γ 2 − 2αβγ ) ,
β˜ = γ |γ − αβ| + α|α − γ β|√
(1− β2)(γ 2 + α2 − 2αβγ ) ,
γ˜ = α|α − βγ | + β|β − αγ |√
(1− γ 2)(α2 + β2 − 2αβγ ) .
By convention, one sets γ˜ = 0 when (α,β) = (0,0). Note that γ˜ remains unchanged if one permutes the order of the
variables α and β . A similar convention and remark applies to the hybrid multipliers α˜ and β˜ .
Proposition 3.1. Let K be a polyhedral cone in Rn generated by three linearly independent unit vectors. Then,
Ω(K ) ⊂ arccos({α,β,γ ,α∗, β∗, γ ∗, α˜, β˜, γ˜ }). (13)
Proof. In Table 1 we work out the criticality conditions (2) for a pair (u, v) of unit vectors in K . We write these vectors as
positive linear combination of the generators, i.e.,
u =
∑
i∈I
xi g
i, v =
∑
j∈ J
y j g
j
with xi > 0 for all i ∈ I , and y j > 0 for all j ∈ J . According to [13, Corollary 4], criticality cannot occur if I ⊂ J or if J ⊂ I .
Hence, there are only 9 admissible conﬁgurations {I, J } for consideration.
Needless to say, there is a lot of rutinary work in ﬁlling Table 1. By way of example, we brieﬂy explain what Sα,βγ means
and how to derive the expression deﬁning γ˜ . To start with, the symbol Sα,βγ refers to a certain system of inequalities, to
wit
Sα,βγ
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
α − βγ = 0,
β−αγ
α−βγ > 0,
α
α−βγ  0,
β
α−βγ  0.
By convention, S0,0γ holds automatically. If one writes the criticality conditions (2) for the pair
u = g1, v = y2g2 + y3g3,
together with the normalization condition for v , then one gets
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α − (αy2 + β y3)(y2 + γ y3) = 0,
β − (αy2 + β y3)(γ y2 + y3) = 0,
y2 + γ y3 − α(αy2 + β y3) 0,
γ y2 + y3 − β(αy2 + β y3) 0,
y22 + y23 + 2γ y2 y3 = 1.
The conditions listed in Sα,βγ express the solvability of the above system with respect to the variables y2 and y3. The number
γ˜ is obtained by ﬁnding ﬁrst the explicit values of y2 and y3, and plugging then these values into 〈g1, y2g2 + y3g3〉. Note
that γ˜ is the inner product of two linearly independent unit vectors, so it belongs to ]−1,1[. 
Summarizing, one knows exactly where the critical angles of K are to be sought: if θ is a critical angle of K , then cos θ
is either a primal Gramian coeﬃcient, a dual Gramian coeﬃcient, or a hybrid multiplier. The next proposition highlights the
perfect symmetry existing between primal and dual Gramian coeﬃcients.
Proposition 3.2. Let K be a polyhedral cone in Rn generated by three linearly independent unit vectors.
(a) If α,β,γ are negative, then the generators of K are pairwisely obtuse, i.e., they form an angle greater than π/2. Moreover,
Ω(K ) = arccos({α∗, β∗, γ ∗, α˜, β˜, γ˜ }). (14)
(b) If α∗, β∗, γ ∗ are positive, then the generators of K are pairwisely acute, i.e., they form an angle smaller than π/2. Moreover,
Ω(K ) = arccos({α,β,γ , α˜, β˜, γ˜ }). (15)
Proof. Let α,β,γ be negative. That the generators of K are mutually obtuse is clear. The negativity of the Gramian co-
eﬃcients has further consequences: ﬁrstly, Cases 7, 8, and 9 listed in Table 1 are in force. Hence, Ω(K ) contains α∗ , β∗ ,
and γ ∗ . Secondly, also Cases 4, 5, and 6 are in force. So, the hybrid coeﬃcients α˜, β˜ , and γ˜ must be added to the set Ω(K ).
And, thirdly, Cases 1, 2, and 3 must be ruled out because the dual Gramian coeﬃcients are necessarily negative. In view
of Proposition 3.1, one ends up with the equality (14). We now take care of (b). Suppose that α∗, β∗, γ ∗ are positive. This
amount to saying that
α > βγ , (16)
β > γα, (17)
γ > αβ. (18)
From (16)–(18) one sees that α = 0, β = 0, and γ = 0. We claim that α is positive. Suppose, on the contrary, that α < 0.
Thus, β and γ have opposite sign. Consider the case β < 0 < γ . By multiplying (17) by γ and recalling (16), one gets
α > γβ > γ 2α. This leads to α(1 − γ 2) > 0, contradicting the fact that α is assumed to be negative. The case γ < 0 < β
is treated analogously. This conﬁrms our claim concerning the sign of α. In a similar way, one proves that β and γ are
positive. Hence, the generators of K are pairwisely acute. Given that both primal and dual Gramian coeﬃcients are positive,
all the cases listed in Table 1 are in force, except for Cases 7, 8, and 9. Proposition 3.1 yields then the equality (15). 
A point that deserves to be stressed is that the inclusion (13) is never attained as an equality. The next theorem provides
an upper bound for the maximal cardinality of Ω(K ) among all convex cones generated by three vectors.
Theorem 3.3. Let K be a polyhedral cone in Rn generated by three linearly independent unit vectors. Then,
card
[
Ω(K )
]
 6. (19)
Furthemore, (19) becomes an equality if and only if
(a1) α, β , γ are negative, and
(a2) α∗ , β∗ , γ ∗ , α˜, β˜ , γ˜ are distinct,
or
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(b2) α, β , γ , α˜, β˜ , γ˜ are distinct.
Proof. This is a matter of carefully analyzing the situation for each possible sign conﬁguration in the extended Gramian vec-
tor (α,β,γ ,α∗, β∗, γ ∗). Out the nine cases mentioned in Table 1, at most six of them can occur simultaneously. The details
are presented in Appendix A. An angular spectrum with six elements is obtained exactly when (a) or (b) is true. 
Example 3.4. Let K be generated by the linearly independent unit vectors
g1 =
[1
0
0
]
, g2 =
[−3/5
4/5
0
]
, g3 =
[ −1/3
−1/2√
23/6
]
.
The Gramian coeﬃcients α = −3/5, β = −1/3, γ = −1/5 are negative, and the terms
γ˜ = −31
√
186
558
, β˜ = −3
√
6
10
, α˜ = −
√
13
6
,
γ ∗ = −3
√
2
8
, β∗ = −17
√
6
72
, α∗ = −5
√
3
12
are distinct. Hence, one gets an angular spectrum
Ω(K ) = arccos
({
−31
√
186
558
,−3
√
6
10
,−
√
13
6
,−3
√
2
8
,−17
√
6
72
,−5
√
3
12
})
with six elements, that is to say, achieving the bound (19). In this example,
θmax(K ) = arccos
(
−31
√
186
558
)
≈ 0.77π,
θmin(K ) = arccos
(
−3
√
2
8
)
≈ 0.68π.
3.2. The random case: a formula for E(C3,n)
We now are ready for examining the angular structure of a random polyhedral cone with three generators. The proposi-
tion below concerns the expected number of critical angles in K3,n . Of course, there is no reason to expect as many as six
critical angles. As we shall see in a moment, obtaining six critical angles in K3,n is an event that occurs rather infrequently.
This does not mean that such event is negligeable from a probabilistic viewpoint.
For convenience we introduce yet another positive constant, namely
an =
π/2∫
0
t(cos t)n−2 dt.
The numerical evaluation of the above integral offers no diﬃculty. One can check that {an}n2 goes to 0 faster than {cn}n2.
In fact, one has limn→∞ an/cn = 0.
Proposition 3.5. Let n 3. The discrete random variable C3,n is concentrated on {2,6}, and
P [C3,n = 2] = 3
4
+ 3an
4πcn
,
P [C3,n = 6] = 1
4
− 3an
4πcn
.
In particular, the expected value
E(C3,n) = 3
(
1− an
πcn
)
converges to 3 as n → ∞.
Proof. Clearly, the angular spectrum of K3,n is empty with probability zero. A close inspection at Table 1 shows that the
inclusion card(K3,n) ⊂ {1,3,4,5} can occur only if
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– at least one of the dual Gramian coeﬃcients is equal to zero, or
– there is a repetition in the complete collection of primal Gramian coeﬃcients, dual Gramian coeﬃcients, and hybrid
multipliers, i.e., not all these numbers are different.
Since the above three events are negligeable, the random cone K3,n has almost surely 2 or 6 critical angles. Hence, we just
need to compute the probability of getting 6 critical angles. Consider the following events:
A1 ≡ α,β,γ are negative,
A2 ≡ α∗, β∗, γ ∗, α˜, β˜, γ˜ are distinct,
B̂1 ≡ α,β,γ are positive,
B1 ≡ α∗, β∗, γ ∗ are positive,
B2 ≡ α,β,γ , α˜, β˜, γ˜ are distinct.
Clearly, P (A2) = 1 and P (B2) = 1. The application of Theorem 3.3 yields then
P [C3,n = 6] = P (A1)+ P (B1).
The remaining part of the proof is divided in two steps.
Step 1: evaluation of P (A1). There is no loss of generality in ﬁxing one of the generators of K3,n . Hence, we take
g1 = (1,0, . . . ,0)T ,
g2 = X/‖X‖,
g3 = Y /‖Y‖,
where X and Y are stochastically independents n-dimensional Gaussian vectors. By using a suitable orthogonal transforma-
tion, the second generator can be brought to the special form
g2 = 1√
X21 + Z2
(X1, Z ,0, . . . ,0)
T
with Z = [X22 + · · · + X2n ]1/2 following a Chi-distribution with n− 1 degrees of freedom. The random variables
α = X1/‖X‖ = X1
[
X21 + Z2
]−1/2
, (20)
β = Y1/‖Y‖ (21)
are stochastically independent and follow an n-dimensional inner product law. The density function of such probability law
is given by
f (t) = 1
2cn
[√
1− t2 ]n−3χ[−1,1](t),
as one can infer from Lemma 2.1. The random variable
γ = X1Y1 + ZY2
‖Y‖
√
X21 + Z2
is also distributed according to an n-dimensional inner product law, but it is not stochastically independent from the group
(20)–(21). This fact is what makes the computation of P (A1) a bit more diﬃcult. Anyway, by relying on the theorem of
Total Probabilities, one can write
P (A1) = 1
2cn
0∫
−1
C(t)
[√
1− t2 ]n−3 dt (22)
with C(t) = P [A1 | α = t] standing for the probability of A1 conditioned to the event α = t . For all t ∈ ]−1,0[ one has
C(t) = P[Y1  0, tY1 +√1− t2 Y2  0].
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How many critical angles are expected in a cone with three generators?
n 3 4 5 6 7 8 9 10
cn 1 π4
2
3
3π
16
8
15
5π
32
16
35
35π
256
an
π
2 − 1 π
2
16 − 14 π3 − 79 3π
2
64 − 14 4π15 − 149225 5π
2
128 − 1772 8π35 − 21613675 35π
2
1024 − 29
E(C3,n) 2.4549 2.5540 2.6141 2.6553 2.6857 2.7093 2.7283 2.7441
Since the two-dimensional vector (Y1, Y2) has spherically symmetric distribution, one obtains
C(t) = 1
4
− 1
2π
arctan
( −t√
1− t2
)
.
Plugging this information in (22) and carrying out the integration, one ends up with
P (A1) = 1
8
− an
4πcn
.
Step 2: evaluation of P (B1). By proceeding as in Step 1, one gets the analogous formula
P (B̂1) = 1
8
+ an
4πcn
.
Parenthetically, observe that P (B̂1) and P (A1) are not equal, but both terms are near 1/8 if the dimension n is large. If one
deﬁnes
Mγ
∗ ≡ γ ∗ is not positive,
and considers similar deﬁnitions for the events Mα
∗
and Mβ
∗
, then one can check that
B̂1 = B1 ∪
(
B̂1 ∩ Mα∗
)∪ (B̂1 ∩ Mβ∗)∪ (B̂1 ∩ Mγ ∗)
is a partition of the event B̂1. Since B̂1 ∩ Mα∗ , B̂1 ∩ Mβ∗ and B̂1 ∩ Mγ ∗ are equiprobable, one gets
P (B1) = P (B̂1)− 3P
(
B̂1 ∩ Mγ ∗
)
.
Again, we rely on the theorem of Total Probabilities in order to write
P
(
B̂1 ∩ Mγ ∗
)= 1
2cn
1∫
0
C(t)
[√
1− t2 ]n−3 dt,
where this time
C(t) = P[B̂1 ∩ Mγ ∗ ∣∣ α = t]
= P[Y1  0, Y2  0, tY1 +√1− t2Y2  0]
= 1
2π
arctan
(
t√
1− t2
)
.
One gets in this way P (B̂1 ∩ Mγ ∗ ) = an/(4πcn), and then
P (B1) = 1
8
− an
2πcn
.
The rest of the proof consists in pulling together the separate pieces. 
As seen in the above proof, it is more likely to obtain a cone in which all pairs of generators form an acute angle, than a
cone in which all pairs of generators form an obtuse angle. In other words, there is a certain asymmetry between the acute
case and the obtuse case.
The ﬁrst values of the sequence {E(C3,n)}n3 are displayed in Table 2. For easy of visualization, ﬁgures are rounded to
four decimals. Observe that E(C3,n) goes to 3 rather slowly as n increases.
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The angular structure of a random polyhedral cone Kp,n with four or more generators is simply too complicated to be
described in full detail. However, a reasonable thing to do is obtaining bounds for the expected extremal angles. Below we
establish a lower bound for E(Θp,n) that improves the one given in [6]. Recall that Fn refers to the cumulative distribution
function of an n-dimensional angular law.
Proposition 4.1. Let n 3 and p  2. Then,
P [Θp,n  t]
[
Fn(t)
]p−1
(23)
for all t ∈ [0,π ]. In particular,
E(Θp,n)
π∫
0
{
1− [Fn(t)]p−1}dt. (24)
Proof. By a spherical symmetry argument, one can ﬁx one of the generators, say g1. What we want to say is that the
random variable Θp,n has the same probability distribution as
Θep,n = θmax
(
K
e
p,n
)
,
where Kep,n is the random polyhedral cone in R
n generated by {e, g2, . . . , gp}. Here e ∈ Sn is ﬁxed and its speciﬁc choice is
irrelevant. Clearly,
Θep,n  max
2kp
Zek
with Zek = arccos〈e, gk〉 following an n-dimensional angular law. Hence, for all t ∈ [0,π ], one has
P [Θp,n  t] = P
[
Θep,n  t
]
 P
[
max
2kp
Zek  t
]
.
Since the random variables Ze2, . . . , Z
e
p are stochastically independent, one gets
P [Θp,n  t]
p∏
k=2
P
[
Zek  t
]= [Fn(t)]p−1.
On the other hand, integration by parts in (6) yields
E(Θp,n) =
π∫
0
{
1− P [Θp,n  t]
}
dt.
This and (23) leads to the inequality (24). 
The lower bound (24) can still be sharpened. For instance, one can write
E(Θp,n)
π∫
0
{
1− F Q (t)
}
dt (25)
with F Q denoting the cumulative distribution function of the random variable
Q = max
1i, jp
arccos
〈
gi, g j
〉
.
Since an explicit formula for F Q is not available, the bound (25) is of limited practical interest. Anyhow, the former bound
(24) is good enough to predict the asymptotic behavior of E(Θp,n) as p goes to inﬁnity. The following corollary is not
surprising altogether. The proof is omitted because it is an immediate consequence of Proposition 4.1.
Corollary 4.2. For a ﬁxed n 3, the sequence {Θp,n}p2 converges in mean of any order to the constant π . In particular,
lim
p→∞ E(Θp,n) = π. (26)
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very likely the obtained cone will end up by being the whole space. By the way, the deﬁnition (1) makes sense even if K is
the whole space. However, in such a case the minimal angle Ψp,n is not well deﬁned.
The next theorem concerns the behavior of E(Θp,n) and E(Ψp,n) as n goes to inﬁnity. The asymptotic case n → ∞ is
treated by using an entirely different approach. Note that Proposition 4.1 yields lim infn→∞ E(Θp,n) π/2, but nothing more
than this obvious relation.
Theorem 4.3. For a ﬁxed p  2, the sequences {Ψp,n}n2 and {Θp,n}n2 converge in mean of any order to the constant π/2. In
particular,
lim
n→∞ E(Ψp,n) = π/2, (27)
lim
n→∞ E(Θp,n) = π/2. (28)
Proof. The proof of (28) is based on the representation formula
θmax(K ) = arccos
[
Υ
(
GT G
)]
(29)
for the maximal angle of a polyhedral cone K whose generators are the columns of G . If the number of generators is ﬁxed,
say equal to p, then
Υ (A) = inf{〈y, Ax〉: x, y ∈ Rp+, 〈x, Ax〉 = 1, 〈y, Ay〉 = 1}
can be seen as function on the space of symmetric matrices of order p. By using Berge’s continuity theorem [3], one can
check that the restriction of Υ to the Loewner cone of positive deﬁnite matrices is continuous. In particular,
lim
A→I p
Υ (A) = Υ (I p) = 0 (30)
with I p denoting the identity matrix of order p. The stochastic version of (29) takes the form
Θp,n = arccos
[
Υ
(
GTn Gn
)]
,
where Gn is a random matrix whose columns are p stochastically independent vectors with uniform distribution on Sn . For
n larger than or equal to p, the columns of Gn are almost surely linearly independent, and therefore the Gramian matrix
GTn Gn is almost surely positive deﬁnite. On the other hand, the arc-cosinus of each off-diagonal entry of G
T
n Gn follows an
n-dimensional angular law. Hence, in view of Theorem 2.3, the sequence {GTn Gn}n2 converges in mean of any order to the
identity matrix I p . This observation, together with (30), yields the announced behavior of {Θp,n}n2. For taking care of the
limiting behavior of {Ψp,n}n2 we rely on duality arguments. A ﬁrst remark is this: if a polyhedral cone K is generated by
the columns of a full rank matrix G of size n × p, then its intrinsic dual cone
K⊕ = K+ ∩ span(K )
is generated by the columns of the full rank matrix H = G(GT G)−1 (cf. [6, Lemma 1]). Here, span(K ) = Im(G) is the linear
space spanned by K . The columns of H may not be of unit length, but this is not a problem. A second ingredient for
consideration is the general duality formula
θmin(K ) = π − θmax
(
K⊕
)
of Iusem and Seeger [13, Theorem 3]. In view of (29), the above equality takes the form
θmin(K ) = π − arccos
[
Υ
(
HT H
)]
,
which leads to the stochastic version
Ψp,n = π − arccos
[
Υ
(
HTn Hn
)]
.
Since the random Gramian matrix
HTn Hn =
[
Gn
(
GTn Gn
)−1]T
Gn
(
GTn Gn
)−1 = (GTn Gn)−1
converges in mean of any order to the identity matrix I p , one concludes that {Ψp,n}n2 converges in mean of any order to
the constant π/2. This yields, in particular, the limiting formula (27). 
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Description of the angular spectrum of a cone K with three generators. A checkmark  indicates membership in cos(Ω(K )). Non-membership is indicated
with a cross ×.
(α,β,γ ) (α∗, β∗, γ ∗) α β γ α∗ β∗ γ ∗ α˜ β˜ γ˜ cos θmin cos θmax
(+,+,+) (+,+,+)    × × ×    γ˜ γ
(+,+,+) (+,+,0)    × × × × ×  γ˜ γ
(+,+,+) (+,+,−) × ×  × × × × ×  γ˜ γ
(+,+,0) (+,+,−) × ×  × × × × ×  γ˜ 0
(+,+,−) (+,+,−) × ×  × × × × ×  γ˜ γ
(+,0,0) (+,0,0)    × × ×  × × α 0
(+,0,−) (+,+,−) × ×  × × × × ×  γ˜ γ
(+,−,−) (+,+,−) × ×   × × × × × α∗ γ
(+,−,−) (+,0,−) × ×   × × × × × α∗ γ
(+,−,−) (+,−,−) × × ×  × ×  × × α∗ α˜
(+,−,−) (0,−,−) × × ×  × ×  × × α∗ α˜
(+,−,−) (−,−,−) × × ×  × ×  × × α∗ α˜
(0,0,0) (0,0,0)    × × ×    0 0
(0,0,−) (0,0,−) × ×  × × × × ×  0 γ
(0,−,−) (−,−,−) × × ×  × ×    α∗ α˜
(−,−,−) (−,−,−) × × ×       α∗ α˜
5. Open questions
By cleverly exploiting the spherical coordinate system of R3 one obtains the formula
fgram(a,b, c) = 1
π
√
1+ 2abc − a2 − b2 − c2χG(a,b, c) (31)
for the density function of the random vector (α,β,γ ). Here, G stands for the set of all possible Gramian conﬁgurations,
i.e.,
G = {(a,b, c) ∈ ]−1,1[3: 1+ 2abc − a2 − b2 − c2 > 0}.
The formula (31) is speciﬁc to the case n = 3. Now, suppose that one represents Θ3,3 = g(α,β,γ ) as function of the
Gramian coeﬃcients. The exact form of g : G → R can be deduced by inspecting Table 3. One obtains
E(Θ3,3) =
∫
R3
g(a,b, c) fgram(a,b, c)dadbdc
=
∫
G
g(a,b, c)
π
√
1+ 2abc − a2 − b2 − c2 dadbdc,
but this triple integral does not seem to admit further simpliﬁcation. The main source of trouble comes from the fact α,β,γ
are not stochastically independent. The challenge of ﬁnding the precise value of E(Θ3,3) is left open.
Remark 5.1. We have been able, nonetheless, to derive an explicit formula for the cumulative distribution function FW of
the random variable W = min{α,β,γ }. A painful and lenghty computation that is not worth reporting leads to FW (t) =
(3/4)(1− t2) for all t ∈ [−1,−1/2], and
FW (t) = 6+ 6t − 3t
2
8
+ (1− t)
√
2t + 1
4π
+ 3t
2
4π
arctan
√
2t + 1−
(
6t + 3t2
8π
)
arccos
(
t
t + 1
)
for all t ∈ [−1/2,1]. It is somewhat curious that the form of FW changes at t = −1/2 and not at the midpoint of the interval
[−1,1]. Since arccosW corresponds to the maximal angle among the pairs of generators of K3,3, one gets
P [Θ3,3  θ] = 1− FW (cos θ) (32)
for all θ ∈ [0,π/2]. Unfortunately, the equality (32) does not extend to the portion [π/2,π ].
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increase simultaneously. For arbitrary sequences {pk}k∈N and {nk}k∈N going up to ∞, the limit of {E(Θpk,nk )}k∈N is totally
unpredictable. Such a limit may not even exist. Preliminary numerical tests suggest that everything depends on the behavior
of the ratio pk/nk . In view of Corollary 4.2 and Theorem 4.3, we conjecture that, for all θ ∈ [π/2,π ], there exist increasing
sequences {pk}k∈N and {nk}k∈N such that limk→∞ E(Θpk,nk ) = θ. Of particular interest is the asymptotic analysis of E(Θn,n).
Note that Θn,n corresponds to the maximal angle of an n-dimensional random simplicial cone. Monte Carlo simulation re-
ported in [6] suggests that {E(Θn,n)}n∈N is an increasing sequence, but we do not know yet of a sound theoretical argument
justifying this experimental fact.
Appendix A
Table 3 fully describes the angular spectrum of a polyhedral cone K in Rn generated by three linearly independent
unit vectors. Each line corresponds to an admissible sign conﬁguration in the extended Gramian vector. By relabeling the
generators of K if necessary, one may suppose that α  β  γ . In other words, if the Gramian coeﬃcient are not arranged
in the above mentioned order, then it suﬃces to permute their roles. This permutation trick is just to help in reducing the
total number of lines in Table 3.
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