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Розглянуто особливості використання grid-
середовища для вирішення різних типів обчислю-
вальних завдань. Визначені вимоги до засобів роз-
робки високорівневих grid-застосувань та наведено 
результати дослідження існуючих. Запропоновано 
розширення архітектури відкритого фреймворку 
gUSE/WS-PGRADE сервісами оптимізації плануван-
ня та виконання різних типів завдань у grid-середови-
щі шляхом аналізу особливостей структури завдання, 
стану та QoS рівня ресурсів grid-мережі
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мізація, рівень якості обслуговування
Рассмотрены особенности использования grid-
среды для решения различных типов вычислитель-
ных задач. Определены требования к средствам 
разработки высокоуровневых grid-приложений и при-
ведены результаты исследования существующих. 
Предложено расширение архитектуры открытого 
фреймворка gUSE/WS-PGRADE сервисами оптими-
зации планирования и выполнения различных типов 
задач в grid-среде посредством анализа особенностей 
структуры задачи, состояния и QoS уровня ресурсов 
grid-сети
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1. Вступ
Останнім часом grid-технології активно розвива-
ються та застосовуються для вирішення обчислюваль-
них завдань великої розмірності. Grid являє собою 
географічно розподілену програмно-апаратну інфра-
структуру, що об’єднує ресурси різних типів (обчис-
лювальні, сховища даних, мережі та ін.), та забезпечує 
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їх гнучкий, безпечний та скоординований розподіл в 
межах віртуальної організації. Об’єднання існуючих 
розподілених ресурсів дозволяє створити потужний 
ресурс для вирішення складних обчислювальних за-
дач.
Однак сьогодні існує проблема використання grid-
середовища фахівцями різних наукових галузей, що 
обумовлена відсутністю повнофункціональних ви-
сокорівневих засобів розробки grid-застосувань та 
складністю низькорівневих інструментів.
Існує велика кількість прикладних завдань, що 
характеризуються досить складною структурою та 
потребують засобів представлення у вигляді потоку 
робіт (workflow) – обчислювальний сценарій, що скла-
дається з окремих обчислювальних кроків, поєднаних 
у певну послідовність виконання [1]. Планування ро-
бочого потоку в загальному випадку не вирішується 
за допомогою традиційних методів планування по-
одиноких завдань у grid-мережі, оскільки має врахо-
вувати різнорідність складових завдання, зв’язки між 
обчислювальними блоками та витрати на пересилання 
даних між ними.
На рівні проміжного програмного забезпечення 
grid (ППЗ) не надається повноцінної підтримки grid-
завдань типу потік робіт. Проблема інтеграції різного 
ППЗ ускладнює використання всіх доступних кори-
стувачу ресурсів для вирішення завдання.
Важливою складовою використання grid-середо-
вища є надання заданого користувачем рівня якості 
обслуговування (QoS), що для некомерційного grid-
середовища найчастіше визначається гарантованим 
часом успішного завершення обчислень, в той час як 
для комерційної інфраструктури має враховуватись 
ще й вартість виконання обчислень.
Розробка високорівневих засобів створення grid-
застосувань з наданням механізмів проектування, 
планування та контролю виконання grid-завдань різ-
них типів є актуальною задачею сьогодні.
Важливою складовою також є наявність інстру-
ментів відновлення у випадку збоїв у роботі вузлів 
мережі та динамічного перерозподілу завдання в разі 
необхідності.
Метою роботи є формування вимог та дослідження 
існуючих засобів створення високорівневих grid-засто-
сувань, а також проектування архітектури фреймвор-
ку для розробки grid-застосувань з підтримкою різних 
типів обчислювальних задач великої розмірності.
2. Особливості використання grid-інфраструктури для 
вирішення різних типів обчислювальних задач
Одним із факторів, що впливають на продуктив-
ність grid-мережі, є ефективність планування – рів-
номірна завантаженість всіх вузлів обчислювальної 
мережі та мінімальний час простою завдань у черзі на 
виконання. Ефективність використання grid-інфра-
структури для вирішення завдань різного типу має 
певні особливості. Відомі наступні типи grid-завдань: 
послідовні, паралельні, обробки даних, потоки робіт 
(workflow).
Ефективність виконання завдання, представлено-
го єдиним обчислювальним блоком або набором по-
слідовних, залежить від ефективності його програмної 
реалізації, а також стратегії планування брокерів про-
міжного програмного забезпечення grid та локального 
планувальника.
У разі якщо завдання може бути представлено у ви-
гляді набору однотипних завдань з різними вхідними 
даними, планування зводиться до оптимізації деком-
позиції задачі з урахуванням поточних параметрів 
доступної grid-інфраструктури та рівня QoS.
Наявність паралельних блоків завдання, що пред-
ставлено у вигляді потоку робіт, дозволяє одночасно 
використовувати декілька розподілених ресурсів для 
більш ефективного вирішення завдання. При цьому 
мають враховуватись витрати на пересилання даних 
між ресурсами у відповідності з пропускною здатні-
стю мережі.
Витрати на пересилання даних можуть бути усу-
нені шляхом кластеризації декількох блоків потоку 
робіт для вирішення на одному ресурсі. Існує поняття 
лінійної та нелінійної кластеризації [2], коли групу-
ються послідовні або паралельні блоки відповідно. 
Задача оптимізації зводиться до знаходження опти-
мального рішення між розпаралелюванням та класте-
ризацією. При цьому має враховуватись зернистість 
(granularity) завдання. Завдання є крупнозернистим, 
якщо розмірність обчислень є значно більшою по 
відношенню до розмірності даних, що пересилаються 
[2]. Властивість крупнозернистості є необхідною для 
grid-завдань.
Завдання типу потік робіт зазвичай представляють 
у вигляді орієнтованого ациклічного графу (Directed 
acyclic graph, DAG), вузли якого – блоки обчислень, 
а дуги – залежності між ними (рис. 1) [2]. Для ефек-
тивного планування, окрім стандартних, мають бути 
визначені наступні параметри блоку:
{ECT, Memory, {T}},
де ECT – передбачуваний час виконання обчислень; 
Memory – вимоги до пам’яті; {T} – множина зв’язків з 
іншими вузлами (односторонній зв’язок).
Рис. 1. Приклад структури робочого потоку
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Дуги графу характеризуються параметром обсягу 
даних, що передаються між вузлами. Наявність циклів 
та розгалужень для моделі потоку робіт не розгляда-
ється, оскільки зазначені зв’язки не виправдані з точки 
зору ефективності використання grid-середовища.
Структура grid-мережі може бути представлена 
у вигляді спрямованого графу, вершини якого – ре-
сурси, а дуги характеризують мережу передачі даних 
між ними (рис. 2). Кожен вузол структури grid-мережі 
характеризується наступними обов’язковими параме-
трами:
{CPU, Memory, QueueSize, Cost, {R}},
де CPU – обчислювальна потужність; Memory – ха-
рактеристики пам’яті; QueueSize – розмір черги; Сost 
– вартість використання;{R} – множина зв’язків з іншими 
ресурсами (двонаправлений зв’язок).
Рис. 2. Приклад структури grid-мережі
Задача планування потоків робіт є NP-повною за-
дачею в загальному випадку [2].
На рівні ППЗ не надається повноцінної підтримки 
grid-завдань різного типу. Наприклад, ARC Nordug-
rid (http://www.nordugrid.org/) та gLite (http://glite.
cern.ch/), що включені в якості одних з основних по-
стачальників ППЗ у EMI (http://www.eu-emi.eu/) та 
найбільш широко використовуються в українській 
національній grid-інфраструктурі використовують на-
ступні формати специфікації grid-завдань: JSDL [3], 
xRSL [4] та JDL [5].
Серед зазначених, лише JDL-формат вводить по-
няття типу завдання (Job, DAG та Collection), однак має 
певні обмеження – не надається можливість визначен-
ня періодичної синхронізації між блоками та обсягів 
даних, що пересилаються. Формати JSDL та xRSL на-
дають лише засоби визначення параметрів поодиноких 
завдань, життєвий цикл потоку робіт, так само як і 
зв’язки між окремими завданнями, не підтримуються.
Стратегії планування брокерів ППЗ є дуже спро-
щеними та не дозволяють виконувати планування 
потоків робіт з урахуванням особливостей завдання та 
параметрів QoS. Наприклад, брокер ARC Nordugrid ре-
алізує наступні політики вибору доступних обчислю-
вальних ресурсів: RandomBroker – випадковий вибір; 
BenchmarkBroker – згідно параметра продуктивності 
ресурсу; FastestQueueBroker – згідно параметра розмі-
ру черги завдань на обчислення; DataBroker – згідно 
наявності в кеші обчислювального ресурсу даних, 
необхідних для виконання обчислень [4]. Отже, меха-
нізми планування складних grid-завдань мають бути 
реалізовані та розташовані поверх рівня ППЗ.
3. Формування вимог до засобів розробки 
високорівневих grid-застосувань. Огляд існуючих
Останнім часом активного розвитку набули висо-
корівневі засоби проектування та розробки grid-за-
стосувань, що найчастіше являють собою фреймвор-
ки для розробки grid-порталів та desktop-застосувань 
або системи керування робочими потоками (СКРП, 
Workflow Management System, WMS). Під СКРП ро-
зуміється програмна система, яка відповідає за ав-
томатизоване проектування та виконання потоків 
робіт, описаних певною вхідною мовою (текстовою або 
графічною) [1].
Оскільки інфраструктури віртуальних організацій 
для різних галузей науки є схожими, можливо окрес-
лити базові вимоги до фреймворку для створення 
високорівневих grid-застосувань різних типів. Функ-
ціональні вимоги наведено нижче.
1. Надання API для виконання базових grid-опера-
цій: створення проксі-сертифікату, перегляд доступ-
них обчислювальних ресурсів та сховищ даних, запуск 
задачі, моніторинг виконання в динамічному режимі, 
отримання результатів та ін.
2. Автоматизована генерація файлу специфікації 
задачі потрібного формату згідно визначених користу-
вачем параметрів задачі та вимог до ресурсів.
3. Підтримка різних типів завдань з наданням гра-
фічних компонентів для визначення обчислювальних 
блоків та схеми синхронізації між ними.
4. Підтримка періодичної синхронізації між пара-
лельними блоками обчислень, коли один блок може 
розпочинати обчислення як тільки підготовлено част-
ковий набір даних іншого блоку.
5. Можливість визначення вимог до рівня обслу-
говування. Для забезпечення потрібного рівня QoS 
необхідно отримання угоди про рівень якості від про-
вайдерів послуг. У випадку з некомерційними grid-
інраструктурами така інформація зазвичай не на-
дається. Тому необхідний модуль, який би дозволив 
отримувати статистику вже виконаних завдань і ана-
лізувати рівень QoS.
6. При плануванні завдань має враховуватись вста-
новлений рівень QoS-вимог та поточний стан grid-ме-
режі, а також можливість динамічного перерозподілу 
блоків завдання під час виконання в зв’язку зі змінами 
параметрів grid-мережі.
7. Наявність механізму контрольних точок.
8. Надання можливості попереднього замовлення 
(advanced reservation) grid-ресурсів.
9. Можливість збереження образу grid-задачі для 
повторного запуску без проектування.
10. Визначення потрібного середовища виконання 
(Runtime Environment, RE) складових задачі. Мають 
бути реалізовані інструменти вибору образу віртуаль-
ної машини для визначення необхідного RE.
11. Надання API для підтримки роботи віртуаль-
них організацій: управління користувачами вірту-
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альної організації; визначення власником тарифікації 
оплати за користування ресурсом; моніторинг стану 
ресурсів; облік використання grid-ресурсів.
Окремо слід виділити нефункціональні вимоги до 
фреймворку.
1. Підтримка стандартів EMI. З метою інтеграції 
ресурсів, що працюють під різним ППЗ, потрібен єди-
ний інтерфейс для виконання запитів. EMI є стандар-
том де-факто для постачальників grid. На даний час 
NorduGrid ARC, gLite, UNICORE та dCache орієнтовані 
на підтримку стандартів EMI.
2. Кросплатформеність. Можливість розробки на 
базі фреймворку grid-застосувань для різних плат-
форм, мобільних пристроїв в тому числі.
3. Розширюваність. Гнучка архітектура для допо-
внення фреймворку новими модулями, в т.ч. підтрим-
ки нового middleware, або внесення змін до інтерфейсу 
існуючого.
4. Маштабованість. Можливість розміщення ком-
понентів grid-застосувань на розподілених ресурсах з 
метою підвищення продуктивності.
5. Забезпечення безпеки грід-порталу та ресурсів 
ВО.
Були розглянуті системи для проектування по-
токів робіт (Taverna [6], Montage [7], Triana [8], Kepler 
[9], WS-VLAM [10], MathCloud [11], MaWo [12], Ask-
alon [13]) та інструменти розробки grid-застосувань 
(GridNNN [14], gUSE/WS-PGRADE [15], Lunarc app 
[16], Ganga [17], GridSphere Portal Framework [18], Sim-
pleGrid [19], VGrADS [20], Pegasus [21], gEclipse [22]). 
Деякі з розглянутих засобів являють собою системи 
управління бізнес-процесами та реалізують розви-
нутий функціонал для проектування потоків робіт, 
однак не надають функціоналу з виконання базових 
grid-операцій, і хоча передбачають механізми інтегра-
ції з розподіленим середовищем, вони досить складні 
в реалізації. Деякі з систем спеціалізовані для вирі-
шення завдань певної наукової галузі, наприклад Ma-
thCloud, WS-VLAM та ін. Порівняльний аналіз систем 
наведено в працях [1] та [23]. Основними проблемами 
використання існуючих засобів розробки високорів-
невих grid-застосувань 
є: орієнтація на певний 
тип ППЗ без надання 
г н у ч к и х ме х а н і з м і в 
розширення; недостат-
ня реалізація функці-
оналу для виконання 
базових grid-операцій; 
орієнтація на певний 
клас завдань; відсут-
ність модуля оптиміза-
ції виконання grid-за-
вдань різних типів.
Клієнтська части-
на та редактор потоків 
робіт більшості систем 
представлені віконним 
інтерфейсом, в той час 
як більш перспектив-
ним є реалізація у ви-
гляді веб-інтерфейсу [1] 
з точки зору зменшення 
вимог до клієнтської 
сторони та відповідно більшої переносимості застосу-
вання (portability).
Серед розглянутих інструментів як найбільш 
функціональні і підтримувані на сьогодні можна за-
значити фреймворк gUSE/WS-PGRADE та СКРП Ta-
verna. WS-PGRADE пропонує гнучкий механізм роз-
ширення системи плагінами взаємодії з різним ППЗ. 
Важливою особливістю є можливість легкої адаптації 
та налаштування у відповідності з потребами різних 
grid-співтовариств в цілях вирішення наукових за-
вдань. Фреймворк надає API для реалізації більшості 
базових grid-операцій, однак не реалізує засоби опти-
мізації виконання потоків робіт з урахуванням вста-
новленого рівня QoS. Розмір задачі та обсяги даних, 
що пересилаються, не враховуються при плануванні 
та не можуть бути визначені як параметри задачі. Ін-
струменти проектування потоків робіт не підтриму-
ють зв’язки періодичної синхронізації обчислень між 
паралельними блоками обчислень.
WS-PGrade надає можливість інтеграції з система-
ми керування робочими потоками ASKALON та MOT-
EUR [24]. Однак зазначені СКРП орієнтовані на вико-
ристання певного ППЗ, а саме ASKALON орієнтована 
на використання ППЗ Clobus, система MOTEUR – на 
використання gLite. Відповідне рішення не є гнучким 
та універсальним, оскільки не дозволяє залучати для 
виконання обчислень робочого потоку ресурси, що 
використовують різне ППЗ.
В роботі пропонується розширення архітектури 
фреймворку WS-PGRADE механізмами оптимізації 
планування різних типів завдань у grid-середовищі.
4. Проектування фреймворку для створення GRID-
застосувань на базі gUSE/WS-PGRADE
Архітектура фреймворку gUSE/WS-PGRADE була 
розширена сервісами Extended gUSE Services. Загальна 
архітектура фреймворку представлена на рис. 3.
Фреймворк gUSE/WS-PGRADE надає інтерфейси 
(Application Specific Module API та Remote API) для 
розробки високорівневих grid-застосувань, спеціалі-
зованих для вирішення наукових завдань різних grid-
співтовариств.
Рис. 3. Архітектура фреймворку для створення grid-застосувань на базі gUSE/WS-PGRADE
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Архітектура фрейм-
ворку gUSE/ WS-PG-
RADE є тришаровою 
– шар відображення, 
шар сервісів gUSE та 
шар інтеграції з ППЗ 
розподілених обчислю-
вальних інфраструктур 
(Distributed Computing 
Infrastructures, DCIs).
Шлюз DCI на дає 
інтерфейс для розши-
рення фреймворку пла-
гінами підтримки ППЗ 
та п ризначен и й д л я 
взаємодії з сервісами 
проміжного програм-
ного забезпечення grid, 
кластерних та хмарних 
середовищ. Шлюз на-
дає стандартний BES-
інтерфейс для відправ-
ки завдань.
Web -п о р т а л WS -
PGRADE реалізує ін-
терфейс користувача 
сервісів gUSE.
GUSE (grid User Su-
pport Environment) яв-
ляє собою набір висо-
корівневих сервісів та 
реалізований як набір 
web-служб. Компонен-
ти gUSE реєструються в централізованій інформа-
ційній системі (Information System) та можуть бути 
розподілені на декілька серверів з метою підвищення 
продуктивності роботи застосування, що доводить 
масштабованість архітектури фреймворку.
Модуль аутентифікації реалізує сервіси взаємо-
дії та використання функціоналу MyProxy-серверу. 
Інструменти пошуку віддалених сховищ даних, від-
правлення та отримання даних з/на ресурс реалізо-
вано в межах компоненту File Storage. gUSE надає API 
для роботи з репозиторієм образів робочих потоків 
– визначених параметрів та налаштувань прикладної 
задачі, що дозволяє співпрацювати користувачам вір-
туальних організацій над розробкою та адаптацією 
наукових завдань для вирішення у grid-середовищі.
Клієнтську частину редактору потоків робіт реалі-
зовано у вигляді desktop-застосування на базі техноло-
гій JAVA AWT та Swing. Реалізовано механізми авто-
матичного формування JDL-специфікації. Алгоритм 
обчислювального блоку завдання може бути представ-
лений у вигляді: а) бінарного виконуваного файлу; 
б) виклику web-сервісу (з використанням REST-підхо-
ду); в) виклику вкладеного потоку робіт.
В межах розроблюваного в роботі фреймворку 
з розширеним набором сервісів реалізовано модуль 
проектування та аналізу потоків робіт (Workflow Ed-
itor and Analyzer). Клієнтську частину редактору по-
токів робіт реалізовано з використанням JavaScript 
бібліотек D3.js [25] та helios.js [26] з метою зменшення 
вимог до програмного забезпечення клієнтської ма-
шини (рис. 4).
Окрім стандартних, надається можливість визна-
чення таких параметрів завдання як приблизна оцін-
ка розмірності обчислень, обсяги вхідних/вихідних 
даних та QoS параметри. Введено поняття шаблону 
робочого потоку та реалізовані наступні шаблони: 
паралельна обробка даних; однорідний/неоднорідний 
робочий потік; збалансовані/незбалансовані робочі 
потоки. Реалізовані механізми верифікації та автома-
тизованої типізації спроектованого потоку робіт.
Існують два підходи до композиції компонентів 
робочого потоку – оркестровка і хореографія [1]. Ке-
рування виконанням складових потоку робіт здійсню-
ється згідно першого підходу – оркестровка, оскільки 
другий підхід ускладнює використання ресурсів, що 
працюють під різним ППЗ. Запуск поодиноких за-
вдань (складових потоку робіт), запит на пересилку 
даних з одного вузла на інший виконується метабро-
кером потоку робіт, який працює на серверній стороні 
фреймворку та контролює стан виконання складових 
задачі. Для реалізації зв’язку періодичної синхро-
нізації метаброкер із заданим періодом перевіряє 
наявність нової порції вихідних даних одного блоку, 
пересилає їх на ресурс, де виконується другий блок, 
та стартує виконання другого блоку з новою порцією 
вхідних даних.
Модуль планування виконання потоків робіт 
(Scheduling Engine) реалізує механізм оптимізації 
вибору ресурсів з урахуванням шаблону та параме-
трів grid-завдання, а також даних про рівень якості 
послуг ресурсів QoS. На даний момент реалізовано 
евристичний алгоритм планування на основі списків 
Рис. 4. Редактор потоків робіт
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з урахуванням залежностей Heterogeneous-Earliest-
Finish-Time (HEFT) [2] та запропонований авторами 
алгоритм планування на базі методу динамічного 
програмування, що враховують час виконання обчис-
лювального блоку на певному ресурсі, час очікування 
в черзі до ресурсу, час на пересилання даних між 
обчислювальними блоками та вартість використання 
grid-ресурсу. Вигляд цільової функції залежить від 
запитуваного рівня QoS – пріоритет часу або варто-
сті. В загальному випадку цільова функція є багато-
критеріальною:
ϕ=f (time, cost) →min. (1)
Обидва алгоритми характеризуються лінійною 
складністю. З метою оцінки ефективності алгоритмів 
планування, а також отримання приблизної оцінки 
часу виконання завдання в режимі реального часу 
було реалізовано імітаційну модель виконання за-
вдань різного типу у grid-середовищі на базі інстру-
менту GridSim [27] (Modeling System), архітектуру 
якого було розширено модулями представлення моде-
лі завдання у вигляді потоку робіт та представлення 
моделі гетерогенної grid-мережі.
Використовується динамічний підхід до плану-
вання потоків робіт, що враховує динаміку виконання 
завдання (стан виконання складових завдання, враху-
вання ситуацій, коли завдання може бути витіснено 
іншим, що має більш високий пріоритет) та динаміч-
ність grid-мережі (стан та завантаженість ресурсів, 
змінення локальних політик розподілення ресурсів). 
Модуль планування надає можливість попереднього 
замовлення ресурсів для тих grid-сайтів, що підтриму-
ють зазначену політику виділення ресурсів.
З метою оцінки якості послуг grid-ресурсів або 
коригування рівнів QoS, отриманих на підставі дея-
кого SLA (Service-level agreement), розробляється мо-
дуль збору та аналізу рівня QoS ресурсів grid-мережі 
(QoS Data Miner). Розглядаються такі типи даних про 
рівень послуг – узагальнені дані (пропускна спро-
можність мережі, обчислювальна потужність вузлів, 
об’єм дискового простору, тощо) та неявні дані про 
рівень якості послуг (завантаженість та частота від-
мови вузлів, час простою завдань в черзі, змагання за 
певний ресурс на вузлах між незалежними задачами). 
Більшість узагальнених даних можливо отримати з 
використанням інформаційних сервісів ППЗ (GLUE2 
XML та LDAP). Для визначення неявних параме-
трів використовується механізм періодичного запу-
ску «порожніх» програм-обгорток, що не виконують 
обчислень, однак дозволяють отримати інформацію 
про стан grid-мережі. Для аналізу рівня QoS також 
використовується статистика виконання реальних за-
вдань в grid. Для кластеризації та подальшого аналізу 
статистичної інформації, представленої у вигляді лог-
файлів, використовується бібліотека AfterGlow [28]. 
Модуль автоматичного визначення пріоритетів Rating 
Module на основі статистики виконання завдань на 
певному ресурсі встановлює коефіцієнти значимості 
показників QoS.
Можливість визначення в якості середовища ви-
конання завдання образу віртуальної машини, що має 
бути розгорнута на ресурсі для виконання обчислень, 
реалізується сервісами модуля зберігання образів VM 
Images Storage на базі системи oVirt [29]. Сервіси об-
ліку використання обчислювальних ресурсів та здійс-
нення нарахувань згідно встановлених власником 
тарифів реалізовані в межах модуля Resource Usage 
Accounting на базі інтерфейсів ППЗ APEL та DGAS 
client.
5. Висновки
В роботі розглянуті особливості використання 
grid-інфраструктури для вирішення різних типів об-
числювальних завдань, на базі чого сформовані ви-
моги до засобів розробки високорівневих grid-засто-
сувань. Наведені результати дослідження існуючих 
інструментів розробки grid-застосувань та запропоно-
вано розширення архітектури фреймворку gUSE/WS-
PGRADE модулями планування виконання завдань 
різного типу з урахуванням QoS та поточного стану 
grid-мережі.
Сервіси проектування робочих потоків розшире-
ні можливістю визначення розмірності обчислень та 
даних, що пересилаються, а також визначення образу 
віртуальної машини в якості середовища виконання 
обчислювального блоку завдання. Передбачаються 
механізми верифікації та типізації структури робочих 
потоків.
Фреймворк розробляється в межах відкритого про-
екту. Результат буде представлений у вигляді java-
бібліотек та прикладу застосування фреймворку для 
створення grid-порталу віртуальної організації еко-
номічного прогнозування. Застосування фреймворку 
дозволить зменшити витрати при розробці кросплат-
форменних grid-застосувань та підвищити ефектив-
ність використання grid-середовища для вирішення 
прикладних задач різних наукових галузей.
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