Schur decomposition of several matrices by Dmytryshyn, Andrii
ar
X
iv
:2
00
2.
04
55
0v
1 
 [m
ath
.C
O]
  1
1 F
eb
 20
20
Schur decomposition of several matrices
Andrii Dmytryshyna
aSchool of Science and Technology, O¨rebro University, O¨rebro, SE-70182, Sweden.
Abstract
Schur decompositions and the corresponding Schur forms of a single matrix,
a pair of matrices, or a collection of matrices associated with the periodic
eigenvalue problem are frequently used and studied. These forms are upper-
triangular complex matrices or quasi-upper-triangular real matrices that are
equivalent to the original matrices via unitary or, respectively, orthogonal
transformations. In general, for theoretical and numerical purposes we often
need to reduce, by admissible transformations, a collection of matrices to
the Schur form. Unfortunately, such a reduction is not always possible. In
this paper we describe all collections of complex (real) matrices that can be
reduced to the Schur form by the corresponding unitary (orthogonal) trans-
formations and explain how such a reduction can be done. We prove that
this class consists of the collections of matrices associated with pseudoforest
graphs. In the other words, we describe when the Schur form of a collection
of matrices exists and how to find it.
Keywords: Schur decomposition, Schur form, upper-triangular matrix,
quasi-upper-triangular matrix, quiver, graph
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1. Introduction
The Schur decomposition [12] of a complex n × n matrix A is the ma-
trix decomposition A = UTUH , where T is an upper triangular matrix, U
is a unitary matrix, and UH denotes the conjugate transpose of U . If the
matrix A has real entries, then an analogous decomposition is A = QTQ⊺,
where Q is an orthogonal matrix, Q⊺ denotes the transpose of Q, and T
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is a quasi-upper-triangular matrix with 1 × 1 and 2 × 2 blocks on the main
diagonal. The latter is also called the Schur decomposition of a real matrix
A. The matrix T (in both the real and complex cases) is called the Schur
form of A. Schur decompositions became classical results in matrix analysis,
see e.g., [6, 9]. They are well studied and understood, in particular, due
to their importance in applications. For the same reason these results are
extended to matrix pencils [6], as follows: A1 + λA2 = Q1T1Q
⊺
2
+ λQ1T2Q
⊺
2
,
and to collections of matrices associated with the periodic eigenvalue prob-
lem [1, 2, 7, 15]: (A1,A2, . . . ,Ar) = (Q2T1Q
⊺
1
,Q3T2Q
⊺
2
, . . . ,Q1TrQ⊺r). The
latter decompositions are often called generalized and periodic Schur decom-
positions, respectively. From the applied point of view, it is often more
convenient to see these decompositions as reductions of a matrix or a collec-
tion of matrices to (quasi-)upper-triangular forms, e.g., Q⊺AQ = T , see also
Example 1.1. In this paper we describe which collections of matrices can be
reduced to the Schur form, i.e. to the (quasi-)upper-triangular form, by the
corresponding transformations. In the other words, we describe when the
Schur decomposition of a collection of matrices exists. The proof of the main
result also provides a way to find the corresponding Schur form.
To be able to describe any collection of matrices and the corresponding
transformations easily, we associate them with a directed graph (this idea
is borrowed from the representation theory). Recall that a pseudotree is an
undirected connected graph that contains at most one cycle. A connected
acyclic graph, i.e. a tree, is therefore a pseudotree. A pseudoforest is an undi-
rected graph in which every connected component is a pseudotree. Note that
a forest, i.e. a not-necessarily-connected acyclic graph, is a pseudoforest. We
apply the terms “tree”, “pseudotree” and “pseudoforest” to directed graphs,
simply by ignoring the directions of the edges. A Representation of a directed
graph (a quiver) is given by assigning to each vertex a vector space (over the
field of either real or complex numbers) and to each directed edge a linear
mapping. We can express these mappings by their matrices choosing bases
in the spaces. Reselection of the bases reduces by corresponding equivalence
transformations the matrices of these linear mappings, for details see [8, 13]
as well as the following example.
Example 1.1. For the graphs in the table below: V,V1,V2, . . . ,Vn are vec-
tor spaces over the field of real numbers, A,A1,A2, . . . ,An are matrices of
the linear mappings, and Q,Q1,Q2, . . . ,Qn are orthogonal matrices, that are
used to change bases in the vector spaces V,V1,V2, . . . ,Vn, respectively. How
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the matrices A,A1,A2, . . . ,An are transformed when we change the base of
V,V1,V2, . . . ,Vn with matrices Q,Q1,Q2, . . . ,Qn is presented in the third col-
umn.
Graph Representation of the graph Transformation
V
A
A ↦ Q⊺AQ =∶ T
V1 V2
A
A↦ Q⊺
2
AQ1 =∶ T
V1 V2
A1
A2 A1 ↦ Q
⊺
2
A1Q1 =∶ T1
A2 ↦ Q
⊺
2
A2Q1 =∶ T2
. . . V2
. . .V1 Vn−1 Vn
A1 An−1
An
Ai ↦ Q
⊺
i+1AiQi =∶ Ti,
i = 1..n, Qn+1 ∶= Q1
Example 1.1 shows that the problem of finding the Schur form of a single
matrix can be associated with a graph with only one vertex and one loop,
the problem of finding the Schur form of a pair of matrices (or equivalently
the problem of finding the Schur form of a matrix pencil) can be associated
with a graph with two vertices and two edges in-between them, the problem
of finding the periodic Schur form can be associated with a cyclic graph.
In this paper, we show that a collection of real matrices of linear mappings
associated with a pseudoforest can be reduced to a quasi-upper-triangular
form by the corresponding orthogonal transformations, as well as that a col-
lection of complex matrices of linear mappings associated with a pseudoforest
can be reduced to upper-triangular forms by the corresponding unitary trans-
formations. We also show that pseudoforests are the “most complicated”
graphs whose representations are reduced to the Schur from. The latter
means that for the graphs with two cycles a simultaneous (quasi-)upper-
triangularization of the associated matrices is not possible in general.
We could have skipped talking about the representations of quivers and
instead talk about collections of matrices under certain admissible transfor-
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mations. Nevertheless, explaining such admissible transformations would be
much harder and cause a big mess in indices; while for the matrices associated
with any quiver, it is straight forward to write the corresponding (admissi-
ble) transformations. Nevertheless, in practice, we are typically dealing with
particular cases. Thus we are given a collection of matrices and their ad-
missible transformations. This allows us to determine the associated quiver
immediately and without requiring any additional input data.
2. Schur form or (quasi-)upper-triangularization of collections of
matrices
In this section we present our main results in both real and complex cases:
for a given collection of matrices we determine when Schur decomposition
exists (if and only if the collection is associated with a pseudoforest) and
how to find it (procedure is the proof of Theorem 2.1).
Theorem 2.1. Let Ai, i = 1, . . . , n, be rj(i) × rk(i) real matrices of linear
mappings associated with a pseudoforest. There exist orthogonal matrices
Q1, . . . ,Qm, of compatible sizes such that
Q⊺
j(1)A1Qk(1) = T1, . . . , Q
⊺
j(n)AnQk(n) = Tn,
where j(⋅), k(⋅) ∶ {1, . . . , n} → {1, . . . ,m} are mappings defined by the pseud-
oforest, Ti, i = 2, . . . , n are rj(i) × rk(i) upper-triangular matrices, and T1 is
rj(1) × rk(1) quasi-upper-triangular with 1×1 and 2×2 blocks on the diagonal.
For each pseudotree: If rj(i) ≠ rk(i) then the matrices Ti associated with the
cycle are of the forms a) and b) in Figure 1 for the matrices associated with
the arrows pointing at one direction (we can chose the direction with the
largest number of arrows pointing at) and of the forms c) and d) in Figure 1
for the matrices associated with the arrows pointing at the opposite direction.
The remaining matrices Ti, associated with the trees, are of the forms a) and
b) in Figure 1 if the transformation matrix with the larger index, i.e. the one
associated with the vertex further away from the cycle, (either Qj(i) or Qk(i)),
also has larger dimension and of the forms c) and d) in Figure 1 otherwise.
Proof. Since every pseudotree is reduced independently, it is enough to prove
the theorem for a pseudotree.
Denote by n′ the length of the cycle. Note that n′ = 1 if a pseudotree has
a loop, and n′ = 2 if a pseudotree contains the Kronecker or contragredient
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a) b) c) d)
Figure 1: Rectangles represent matrices and the white parts of the rectangles represent
zero entries of the matrices. Matrices represented by a) and c) have fewer columns than
rows and by b) and d) have fewer rows than columns.
quiver, see e.g., Example 1.1. By [1, 2, 7, 14, 15] (see also Remark 2.1) we
can reduce the n′ matrices that form the cycle to the quasi-upper-triangular
form:
Q⊺
j(1)A1Qk(1) = T1, . . . , Q
⊺
j(n′)An′Qk(n′) = Tn′ .
The n′ transformation matrices Qj(1), . . . ,Qj(n′),Qk(1), . . . ,Qk(n′) (each writ-
ten twice here) are now fixed. We use Qj(1),Qk(1), . . . since we do not fix any
directions of the edges; e.g., the matrix A1 can be changed either as Q
⊺
2
A1Q1,
or as Q⊺
1
A1Q2 depending on the direction of the edge. If n > n′ then there is
at least one vertex of these n′ of degree at least 3. Assume that it is vertex 1
(here we consider the general case but one can see Figure 2 as an example).
V1
V2
. . .
Vn′ Vn′+1 Vn′+2
Vn′+3
Vn′+4
An′
An′+1
A1
An′−1
A2
An′+2
An′+3
An′+4
Figure 2: A part of a pseudotree with a cycle of length n′. Two tree graphs are connected
to the cycle at vertex 1: The first one has 3 vertices, indexed n′ + 1, n′ + 2, n′ + 3, and the
second one has 1 vertex, indexed n′ + 4.
Now consider the edge that is not involved in the cycle but starts a tree
connected to the cycle, let it correspond to An′+1. Depending on the direction
of this edge we have the following two cases:
• The edge is directed “from the cycle” (as in Figure 2); then An′+1 is
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changed as Q⊺n′+1An′+1Q1, where Q1 is fixed. In this case, we chose
Qn′+1 to be equal to “Q” from the QR decomposition of An′+1Q1, i.e.
An′+1Q1 = Qn′+1Rn′+1 and thus Q
⊺
n′+1An′+1Q1 = Rn′+1. Clearly, Tn′+1 ∶=
Rn′+1.
• The edge is directed “to the cycle”; then An′+1 is changed as
Q⊺
1
An′+1Qn′+1, where Q1 is fixed. In this case, we chose Qn′+1 to be
equal to “Q” from the RQ⊺ decomposition of Q⊺
1
An′+1, i.e. Q
⊺
1
An′+1 =
Rn′+1Q
⊺
n′+1 and thus Q
⊺
1
An′+1Qn′+1 = Rn′+1. Again, Tn′+1 ∶= Rn′+1.
Both of the above cases use Qn′+1 for the reduction. This results into fixing
Qn′+1. Note that if the dimension of Vn′+1 is smaller than the dimension of V1,
then An′+1 is reduced to one of the forms c) or d) in Figure 1 (sometimes called
upper-trapezoidal); if the dimension of Vn′+1 is larger than the dimension of
V1, then An′+1 is reduced to one of the forms a) or b) in Figure 1.
Now this procedure must be done for all the remaining edges sharing the
vertex n′ + 1, if there are any. We repeat this procedure until we reach the
end of the tree (leaves).
If the degree of vertex 1 is greater than three, then there are more than
one tree connected to the cycle at this vertex, e.g., in Figure 2 the degree of
vertex 1 is four. We repeat the reduction above for each such a tree, then
move to the next vertex of the cycle and reduce all the trees connected to
the cycle there, etc.
What remains to show is that if a graph has two cycles then a simul-
taneous quasi-upper-triangularization of the corresponding matrices is not
possible, in general. In Lemma 2.1 we show that it is enough to consider the
simplest graph containing two cycles, i.e. the graph with only one vertex and
two loops.
Lemma 2.1. Let A be a non-quasi-diagonalizable real square matrix (i.e.
it cannot be reduced to a diagonal form with 1 × 1 and 2 × 2 blocks on the
diagonal). There is no orthogonal matrix Q such that Q⊺AQ and Q⊺A⊺Q are
both quasi-upper-triangular.
Proof. Since A is a non-quasi-diagonalizable real square matrix, it is enough
to notice that (Q⊺AQ)⊺ = Q⊺A⊺Q. Therefore if Q⊺AQ is quasi-upper-
triangular (and not quasi-diagonal) then Q⊺A⊺Q must be quasi-lower-
triangular. The associated graph is presented in Figure 3.
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V A⊺A
Figure 3: A representation of a graph with only one vertex and two loops. In general, by
orthogonal changes of the basis of the vector space V , we can not get both of the matrices
A and A⊺ being quasi-upper-triangular.
In the following theorem, we present, an analogous to Theorem 2.1, result
on a reduction of a collection of complex matrices to upper-triangular froms.
Theorem 2.2. Let Ai, i = 1, . . . , n, be rj(i) × rk(i) complex matrices of lin-
ear mappings associated with a pseudoforest. There exist unitary matrices
U1, . . . , Um, of compatible sizes such that
UHj(1)A1Uk(1) = T1, . . . , U
H
j(n)AnUk(n) = Tn,
where j(⋅), k(⋅) ∶ {1, . . . , n} → {1, . . . ,m} are mappings defined by the pseud-
oforest, Ti, i = 1, . . . , n, are rj(i) × rk(i) upper-triangular matrices.
Proof. The proof is analogous to the proof of Theorem 2.1.
Note also that the counterexample in Lemma 2.1 works also for complex
matrices under unitary transformations. In this case we have to pick a non-
diagonalizable square matrix A.
Remark 2.1 (Periodic Schur form or reduction for the cycles). In the ref-
erences [1, 2, 7, 15] the authors mainly restrict themselves to the cases of
square matrices. Therefore we give this short explanation on the reduction of
the rectangular matrices associated with the cycles to the Schur forms. Our
explanation is based on a “stronger” result of [14]. In [14], a Kronecker-like
canonical form under the nonsingular transformations of the matrices asso-
ciated with cycles is derived. By doing the RQ decomposition of each of the
transformation matrices and then multiplying the canonical matrices with R,
we obtain the (quasi-)upper-triangular matrices. The remaining parts of the
transformation matrices, i.e. matrices Q, are the new unitary (orthogonal)
transformation matrices. We also refer to Section 5 of [10] for the numer-
ically stable procedure of reducing the case with the rectangular matrices to
the case of square matrices for the periodic Schur form.
3. Applications and future work
In this section we highlight some future work and possible applications
of the results of this paper. In particular, our results show immediately that
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the problem of triangularization of complex matrix polynomials cannot be
solved using unitary transformations; and give a possible simple form for
cross-correlation matrices in a statistical signal processing. They can also be
used for investigating uniqueness of the solutions and solving some systems
of Sylvester matrix equations.
Triangularization of matrix polynomials. Let
P (λ) = λdAd + ⋅ ⋅ ⋅ + λA1 +A0, Ai ∈ C
m×n, and i = 0, . . . , d (1)
be a matrix polynomial. We would like to know whether it is possible to
triangularize P (λ) by multiplying it from the left and right with unitary
matrices U2 and U1, i.e. if we can find U2 and U1 such that U2P (λ)U1 =
λdU2AdU1 + ⋅ ⋅ ⋅ + λU2A1U1 +U2A0U1 is upper-triangular.
Note that we already know that the answer is positive for a matrix
polynomial of degree one, i.e. for a matrix pencil λA1 + A0. Multiplying
λA1 +A0 from the left and right with unitary matrices U2 and U1, we obtain
U2(λA1 +A0)U1 = λU2A1U1 + U2A0U1 = λT1 + T0, where both T1 and T0 are
upper-triangular.
Nevertheless, by Theorem 2.2 the answer to our question is negative for
d ≥ 2. Namely, we have the same transformation applied to the rows of
all the matrix coefficients of P (λ) and the same transformation applied to
the columns of all the matrix coefficients of P (λ). Therefore the associated
quiver is not a pseudotree, see Figure 4.
V1 V2
A0
A1
Ad
⋮
Figure 4: A representation of a graph with two vertices and d edges, d ⩾ 2. In general, by
unitary changes of the bases of the complex vector spaces V1 and V2, we can not get all
the matrices Ai, i = 0, . . . , d being upper-triangular.
In [16] it is discussed how to triangularize polynomials using unimodular
transformations.
Reduction of correlation matrices in joint independent subspace
analysis. Consider a collection of cross-correlation matrices {S[k,l], k, l =
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1, . . . , n} coming form the model for statistical signal processing, called Joint
Independent Subspace Analysis (JISA), see [11] for more details on the model
and construction of such matrices. JISA model allows us to transform these
cross-correlation matrices as follows: S[k,l] ↦ Z[k]S[k,l]Z[l]H , where the ma-
trices Z[i], i = 1, . . . , n are coming from coupled change of bases. Using our
graph interpretation we note that such a base-change can be associated with
a complete (fully-connected) graph on n vertices. These change of bases can
be used for a reduction of the matrices {S[k,l]} to a simple form. Noticing
that the cross-correlation matrices are symmetric and using Theorem 2.2
we obtain that it is possible to set matrices associated with any pseudotree
subgraph of the complete graph to diagonal forms (since it has to be both
upper-triangular and symmetric).
Sylvester matrix equations. Sylvester matrix equations and their systems
come in all shapes and sizes, see e.g., [3, 4, 5]. In [3] a criterion for the
uniqueness of solution of a square system of Sylvester matrix equations is
presented. The result of this paper may be helpful for developing such a
criterion in the case where the involved matrices are rectangular. Moreover,
Schur form of a single matrix is a key ingredient of Bartels-Stewart algorithm
for solving small-to-medium size Sylvester matrix equations AX −XB = C
and Schur form of the matrices associated with pseudoforests may be used for
the Bartels-Stewart-type algorithm for solving systems of Sylvester matrix
equations, especially if the involved matrices are rectangular.
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