2. Preliminaries on local fields. In this section, we shall briefly review the necessary background material from the theory of local fields.
2.1. Local fields. Throughout this work, K will denote a local field, that is, a complete discrete valuation field with finite residue class field O K /p K =: κ K of q K = q = p f elements with p a prime number, where O K denotes the ring of integers in K with the unique maximal ideal p K . Let ν ν ν K denote the corresponding normalized valuation on K (normalized by ν ν ν K (K × ) = Z). As usual, the unit group of K is denoted by U K and the ith higher unit group of K by U i K , where 0 ≤ i ∈ Z. Let K sep denote a fixed separable closure of K, and K nr the maximal unramified extension of K inside K sep . The unique extension of ν ν ν K to K sep will be denoted by ν ν ν, and for any sub-extension L/K of K sep /K, the normalized form of the valuation ν ν ν| L on L will be denoted by ν ν ν L . The completion of K nr with respect to the valuation ν ν ν K nr will be denoted by K. For any separable extension L/K, we put L := L K.
Let G K denote the absolute Galois group Gal(K sep /K). The topological generator of Gal(K nr /K), which is the Frobenius automorphism of K, is denoted by ϕ K = ϕ (if there is no risk of confusion). Any extension of the automorphism ϕ : K nr → K nr to K sep is called a Lubin-Tate splitting over K and is again denoted by ϕ.
We further assume that the multiplicative group µ µ µ p (K sep ) of pth roots of unity in K sep satisfies (2.1) µ µ µ p (K sep ) ⊂ K.
2.2. Local Artin reciprocity map. Let G ab K denote the maximal abelian Hausdorff quotient group G K /G K of the topological group G K , where G K denotes the closure of the first commutator subgroup [G K , G K ] of G K .
Recall that abelian local class field theory for the local field K establishes a unique natural algebraic and topological isomorphism
called the local Artin reciprocity map of K, where the topological group K × denotes the pro-finite completion of the multiplicative group K × , satisfying certain properties. In particular, for an abelian extension L/K, and for every integer 0 ≤ i ∈ Z and real number ν ∈ (i − 1, i],
where x ∈ K × . Here, N L denotes the closed subgroup of K × defined to be the intersection N L = E N E/K E × , where E runs over all finite extensions of K inside L.
In what follows, we shall briefly review the higher ramification subgroups in the upper numbering of the absolute Galois group G K of K.
2.3. A brief review of ramification theory. The main reference that we follow closely here is .
For a finite separable extension L/K, and for any σ ∈ Hom K (L,
for −1 ≤ t ∈ R, and define the function ϕ L/K : R ≥−1 → R ≥−1 , the HasseHerbrand transition function of the extension L/K, by
piecewise linear function, and it establishes a homeomorphism R ≥−1
Assume that L is a finite Galois extension over K with Galois group Gal(L/K) =: G. The normal subgroup G u of G defined by
for −1 ≤ u ∈ R is called the uth ramification group of G in the lower numbering, and has order γ u . Note the inclusion G u ⊆ G u for every pair −1 ≤ u, u ∈ R satisfying u ≤ u . The family {G u } u∈R ≥−1 induces a filtration on G, called the lower ramification filtration of G. A break in this filtration is defined to be any number u ∈ R ≥−1 satisfying G u = G u+ε for every
or equivalently, by setting
here G v is called the vth upper ramification group of G. A break in the upper filtration {G v } v∈R ≥−1 of G is defined to be any number v ∈ R ≥−1 satisfying G v = G v+ε for every 0 < ε ∈ R.
Remark 2.1. We list the basic properties of lower and upper ramification filtrations on G. In what follows, F/K denotes a sub-extension of L/K and H denotes the Galois group Gal(L/F ).
(i) The lower numbering on G passes to the subgroup H of G in the sense that
(ii) If H G, then the upper numbering on G passes to the quotient G/H:
(iii) The Hasse-Herbrand function and its inverse satisfy the transitive law
If L/K is an infinite Galois extension with Galois group Gal(L/K) = G, which is a topological group under the respective Krull topology, define the upper ramification filtration {G v } v∈R ≥−1 on G by the projective limit 
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(vi) G v is a closed subgroup of G, with respect to the Krull topology, for −1 ≤ v ∈ R.
In this setting, a number −1 ≤ v ∈ R is said to be a break in the upper ramification filtration {G v } v∈R ≥−1 of G, if v is a break in the upper filtration of some finite quotient G/H for some H G. Let B L/K denote the set of all numbers v ∈ R ≥−1 which occur as breaks in the upper ramification filtration of G. Then:
2.4. APF-extensions. As in the previous section, let {G v K } v∈R ≥−1 denote the upper ramification filtration of the absolute Galois group G K of K, and let R v denote the fixed field (
2. An extension L/K is called an APF-extension (APF is the shortening for "arithmétiquement profinie") if one of the following equivalent conditions is satisfied:
, which is well-defined for the APF-extension L/K, defines a continuous, strictly increasing and piecewise linear bijection
(not necessarily finite) Galois APF-extension, then we can define the higher ramification subgroups in the lower numbering Gal(
Remark 2.3. Note that:
(i) In case L/K is a finite separable extension, which is clearly an APFextension by Definition 2.2, the function ψ L/K : R ≥−1 → R ≥−1 coincides with the inverse of the Hasse-Herbrand transition function of L/K introduced in the previous section.
(ii) If L/K is a finite separable extension and L /L is an APF-extension, then L /K is an APF-extension, and the transitivity rules for the functions
3. Non-abelian local reciprocity map. In this section, we shall review the theory developed in . Fix a Lubin-Tate splitting ϕ over K. [Win] ), and set L 0 = L ∩ K nr . There exists a bijective 1-cocycle
Generalized Fesenko reciprocity map. For an infinite APFGalois extension
called the generalized Fesenko reciprocity map for the extension L/K, defined by the composition
is an injective 1-cocycle called, following , the generalized arrow defined for the extension L/K, and defined by
fined by and . Namely, φ 
we refer the reader to and . In the commutative triangle (3.2), the arrow
where the topological group structure on im(φ φ φ
L/K ) is defined with respect to the binary operation * defined by (3.7). Likewise, define a composition law, again denoted by
where the topological group structure on
defined with respect to the binary operation * defined by (3.9).
The mappings φ φ φ
is commutative, where the right vertical arrow is defined by
is the Coleman norm map from L to M defined by equations (2.22) and (2.23) of . Likewise, the square
is commutative, where the right vertical arrow is defined by (3.14)
(e
Lemma 2.21 together with equations (2.47) and (2.48) of . Moreover, the arrow e CFT
appearing in both commutative diagrams is the natural inclusion defined via the existence theorem of local class field theory.
(ii) For each 0 ≤ i ∈ R, introduce the subgroups (U e X(L/K)
which is a subgroup of (U
Now, the ramification theorem for the generalized arrow φ φ φ
and the ramification theorem for the generalized Fesenko reciprocity map
where, for 0 ≤ u ∈ R, Gal(L/K) u denotes the uth ramification subgroup in the lower numbering of the Galois group Gal(L/K) corresponding to the infinite APF-Galois extension L/K.
Remark 3.1. In fact, ramification theorems for φ φ φ
L/K stated in (3.16) and (3.17) can be simplified as follows.
Therefore, (3.16) can be reformulated as
and (3.17) can be reformulated as
Finally, the following remark is in order.
Remark 3.2. We do not need assumption (2.1) on the local field K to define the generalized arrow φ φ φ 
Construction of the non-abelian local reciprocity map.
where (K nr ) n-ab denotes the "n-abelian closure" of K nr in K sep . Thus, it also follows that
Moreover, for each pair (n, d) of positive integers,
is an APF-extension over K. Now, the absolute Galois group G K of the local field K is the projective limit
over the restriction morphisms
over K has the residue class degree d. Therefore, the generalized Fesenko theory developed in can be applied to the extensions of the form Γ 
, and passing to the projective limits, we get the generalized arrow φ φ φ K for the local field K respectively.
To be more precise, we first introduce the following notation to simplify the discussion. In what follows, L/K denotes an infinite APF-Galois extension such that [κ L :
( 1 ) Recall that by an n-abelian extension over a field F , we mean a Galois extension E/F whose Galois group Gal(E/F ) has a trivial nth commutator subgroup Gal(E/F ) (n) .
Notation 3.3. For an infinite Galois sub
) defined by (3.11) and (3.12),
) defined by (3.13) and (3.14).
Recall that
are homomorphisms of the underlying abelian groups. Moreover, for the valued fields L and M as above, let F/K be an infinite Galois sub-extension
be the projective limits of the systems (3.22) and (3.23) respectively. The limits
K , or ∇ o K and ∇ K respectively if there is no risk of confusion, depend on the choice of a Lubin-Tate splitting ϕ over K.
For any two pairs (n, d) and (n , d ) satisfying n ≤ n and d | d, the square
defined by the commutativity of the diagram (3.27). Therefore, there exists an injective map
the injective mapping φ φ φ
Also the bijective mapping Φ Φ Φ (ϕ)
Definition 3.4. The injective 1-cocycle φ φ φ 
give, for 0 ≤ w ∈ Z, the inclusions
where Gal(Γ Notation 4.1. For every 1 ≤ d, n ∈ Z, the Galois group Gal(Γ by G(d, n) . Moreover, for any −1 ≤ w ∈ R, G(d, n) w denotes the wth ramification subgroup of G(d, n) in the upper numbering.
are APF-extensions over the field K, for every −1 < x ∈ R, setting G 0
, we have
Now, the desired inequality follows, because
and likewise
Remark 4.3. Note that Proposition 4.2 is more generally true in the following setting. Let L be an infinite APF-Galois extension over
where L 0 = L ∩ K nr and M 0 = M ∩ K nr . The proof follows the same lines.
It is well-known that, for a fixed −1 ≤ w ∈ R, the projective limit Notation 4.9. Let L be an infinite APF-Galois extension over 
and the map C L/M introduced in Notation 3.3(ii) restricts to
in Z ≥1 × Z ≥1 , we have the inclusion which proves, by Lemma 4.14(ii), that
