Abstract. In this article we introduce redundant trinomials to represent elements of finite fields of characteristic 2. This paper develops applications to cryptography, especially based on elliptic and hyperelliptic curves. After recalling well-known techniques to perform efficient arithmetic in extensions of F2, we describe redundant trinomial bases and discuss how to implement them efficiently. They are well suited to build F2n when no irreducible trinomial of degree n exists. Depending on n ∈ [2, 10000] tests with NTL show that, in this case, improvements for squaring and exponentiation are respectively up to 45% and 25%. More attention is given to extension degrees relevant for curve-based cryptography. For this range, a scalar multiplication can be sped up by a factor up to 15%.
Introduction
Although this is the first time redundant trinomials are used in cryptography, Brent and Zimmermann introduced the similar concept of almost irreducible trinomials in the context of random number generators in [2, 3] . In particular, they have shown that there exist almost irreducible trinomials of degree n for every n ∈ [2, 10000] and explained how to compute efficiently with them.
We discovered the concept of redundant trinomial, designed an algorithm to find them, and searched for efficient arithmetic independently. Then Brent and Zimmermann pointed out that some of this work was already contained in [2] . Additionally, this paper provides a careful analysis of the best algorithm to use to compute an inverse in a redundant trinomial basis depending on the extension degree chosen. Also, we implemented our ideas and give a precise comparison of running times between redundant trinomials and irreducible pentanomials, focused on extension degrees of cryptographic interest. Tests reveal that a certain class of redundant trinomial, called optimal redundant trinomials, give even better results. This leads us to introduce optimal redundant quadrinomials that can outclass irreducible pentanomials and even trinomials.
At present, let us recall basic facts on fields of characteristic 2. There are mainly two types of bases to compute in finite fields of characteristic 2, namely polynomial and normal bases. It is well known that there is a normal basis of F 2 n over F 2 for every extension degree n. However only a certain category of normal bases, namely optimal normal basis of type I or II can be used in practice. Those bases are quite rare. Considering extension fields of degree up to 10, 000, only 17.07% of them have an optimal normal basis.
For every extension degree, there is a polynomial basis as well. Sparse irreducible polynomials are commonly used to perform arithmetic in extension fields of F 2 since they provide a fast modular reduction. As a polynomial with an even number of terms is always divisible by x + 1, we turn our attention to so-called trinomials. When no such irreducible polynomial exists, one can always find an irreducible pentanomial, at least for extension degrees up to 10, 000. In this range this situation occurs quite often. In fact one has to choose an irreducible pentanomial in about 50% of the cases (precisely 4853 out of 9999 [11] ).
The next section describes in more detail efficient algorithms to perform reduction, addition, multiplication, and inversion in F 2 n /F 2 .
Finite Field Arithmetic
Let µ(x) be an irreducible polynomial of degree n over F 2 . An element of
is uniquely represented as a polynomial f of degree less than n with coefficients in F 2 . If f is a polynomial such that deg f n one first reduces f modulo the irreducible polynomial µ. The usual way to get this reduction is to compute the remainder of the Euclidean division of f by µ. When µ is sparse there is a dedicated algorithm which is much faster [7] . 
return (u, v) Remarks.
• If deg f = m then Algorithm 1 needs at most 2(t − 1)(m − n + 1) field additions to compute u and v such that f = uµ + v. In this case the number of loops is at most 
Multiplications are also performed at a word level, but processors do not provide single precision multiplication for polynomials. Nevertheless it is possible to emulate it doing xor and shifts. One can also store all the possible single precision products and find the global result by table lookup. This method is fast but for 32-bit words the number of precomputed values is far too big. A tradeoff consists in precomputing a smaller number of values and obtaining the final result with Karatsuba's method. Typically two 32-bit polynomials can be multiplied with 9 precomputed multiplications of 8-bit block polynomials [6] .
Once the single precision multiplication is defined, different multiplication methods can be applied depending on the degree of the polynomials. In [7] the crossover between the schoolbook multiplication and Karatsuba's method is reported to be equal to 576. Other more sophisticated techniques like the F.F.T. or Cantor's multiplication [6] based on evaluation/interpolation methods can be used for larger degrees. For example, the crossover between Karatsuba's method and Cantor's multiplication is equal to 35840 in [7] .
There are usually two different ways to compute the inverse of an element of F 2 n . The first one is to compute an extended Euclidean GCD. The second one takes advantage of the group structure of F * 
Redundant Trinomials
With Algorithm 1, the product of two elements in F 2 n can be reduced with at most 4(n − 1) elementary operations using trinomials and at most 8(n − 1) operations using pentanomials. For some extension degree there is an even better choice, namely all one polynomials. They are of the form
Such a µ(x) is irreducible if and only if n+1 is prime and 2 is a primitive element of F n+1 . This occurs for 470 values of n up to 10, 000, but n has to be even. It is clear from the definition of µ(x) that µ(x)(x + 1) = x n+1 + 1. Thus an element of F 2 n can be represented on the anomalous basis (α, α 2 , . . . , α n ) where α is a root of µ(x). In other words an element of F 2 n is represented by a polynomial of degree at most n with no constant coefficient, the unity element 1 being replaced by x + x 2 + · · · + x n . The reduction is made modulo x n+1 + 1 and a squaring is simply a permutation of the coordinates. In one sense computations in F 2 n are performed in the ring F 2 [x]/(x n+1 + 1). Unfortunately this very particular and favorable choice does not apply very well to odd degrees. When n is odd, one can always embed F 2 n in a cyclotomic ring F 2 [x]/(x m + 1). But m 2n + 1 so that the benefits obtained from a cheap reduction are partially obliterated by a more expensive multiplication [13] . Note that for elliptic and hyperelliptic curve cryptography only prime extension degrees are relevant [5, 8, 10] .
We now adopt this idea and transfer it to the setting of polynomial bases. When there is no irreducible trinomial for some extension degree n one can try to find a trinomial t(x) = x m + x k + 1 with m slightly bigger than n such that t(x) admits an irreducible factor µ(x) of degree n. Such a trinomial is called a redundant trinomial. The idea is then to embed
From a practical point of view an element of F 2 n is represented on the redundant basis 1, α, . . . , α m−1 where α is a root of µ(x) and the computations are reduced modulo t(x). As µ(x) divides t(x), one can reduce modulo µ(x) at any time and obtain consistent results. If m − n is sufficiently small then the multiplication of two polynomials of degree less than m has the same cost as the multiplication of two polynomials of degree less than n, since multiplications are performed at a word level.
To reduce the results one needs at most 2 iterations using Algorithm 1 since one can always choose t(
However with these settings, the expression of a field element is no longer unique, but the result can of course be reduced modulo µ(x), when it is required.
Note that it is possible to perform a fast reduction modulo µ(x) knowing only t(x) and δ(x) = t(x)/µ(x).
The same kind of idea provide a quick way to test if two polynomials represent the same field element. Finally, one examines how inversion algorithms behave with this representation.
These topics are discussed in the next section.
Efficient Implementation of Redundant Trinomials
To reduce a polynomial f (x) modulo µ(x) one could perform the Euclidean division of f (x) by µ(x), but this method has a major drawback. It obliges to determine or to know µ(x) which is not sparse in general. A better idea is to write
The last division is exact and can be obtained by an Algorithm easily derived from Jebelean's one for integers [9] . Now two elements f 1 (x) and f 2 (x) correspond to the same element in F 2 n if and only if µ(
We could compute an exact division but there is a more efficient way to proceed. First note that if f 1 (x) and f 2 (x) are both of degree at most m − 1 then
Writing the division explicitly we see that if
then q(x) is equal to the quotient of the division of δ(x) f 1 (x) + f 2 (x) by x m . This is just a shift and it is a simple matter to determine if
or not. Now one can check, cf. [4] , that all the redundant trinomials found for n up to 10, 000 satisfy m − k > m − n − 1.
Concerning inversion, it is clear that the algorithm based on Lagrange's theorem works without any problem with redundant polynomials. One must be careful with the extended GCD algorithm. Let α ∈ F 2 n be represented by f (x). When the algorithm returns u and v such that
then the inverse of α is given by u(x). But one could have 
(x) | δ(x) and the inverse of α is given by u(x)e(x) where e(x) is the inverse of d(x) modulo µ(x).
Nevertheless there is a more simple technique. Indeed, as we will see, t(x) is squarefree. So the gcd of f (x)δ(x) and t(x) is equal to δ(x) and
so that
and the inverse of f (x) is directly given by u 1 (x). The degree of δ(x) is usually much smaller than the degree of e(x). So the multiplication is faster. No reduction modulo t(x) is required at the end. It is not necessary to compute or precompute anything new. Even when gcd f (x), t(x) = 1 this last technique works. So one can either compute the extended gcd f (x), t(x) , test its value and compute the extended gcd f (x)δ(x), t(x) if necessary, or always perform only this last computation. The tradeoff in time depends on the number of irreducible factors of δ and the cost of a modular multiplication. Indeed the degree and the number of factors of δ(x) determine the probability that a random polynomial is prime to t(x). If δ(x) is irreducible of degree r then this probability is clearly equal to 1 − 1/2 r . If δ(x) has two factors of degree r 1 and r 2 , necessarily distinct since t(x) is squarefree, the probability becomes 1 − 1/2 r1 − 1/2 r2 + 1/2 r1+r2 . By induction, if δ(x) has distinct factors of degree r 1 , r 2 , . . . , r then the probability that t(x) = x m + x k + 1 is prime to a random polynomial of degree less than m is
Note that δ(x) is irreducible in about 95% of the cases, cf. Section 6.
Example
Let us consider F 2 8 . There is no trinomial of degree 8 irreducible over F 2 . Instead one usually chooses the irreducible pentanomial p(x) = x 8 + x 4 + x 3 + x + 1. Nevertheless it is easily seen that t(x) = x 11 + x 5 + 1 splits as µ(x) times δ(x) where µ(x) = x 8 + x 6 + x 5 + x 4 + x 2 + x + 1 and δ(x) = x 3 + x + 1 are both irreducible. The explicit expression of µ(x) is not important. In fact t(x) and δ(x) = x 3 + x + 1 are enough to compute in F 2 8 . Let f (x) and g(x) be two polynomials of degree 7, namely
The product of f (x) and
but there is no need to reduce h(x) at this stage. Now let us compute the inverse of f (x) and g(x). Using an extended GCD algorithm. One obtains
and
We conclude immediately that the inverse of f (x) is
For the inverse of g(x) one can first multiply g(x) with δ(x) and compute an extended Euclidean GCD again. We get
Using Lagrange's theorem, one gets directly
The results are different representations of the same elements. If one wants to check it out, for example for the inverse of f (x), it is enough to compute
which is equal to x 12 + x 11 + x 6 + x 5 + x + 1 and test if this polynomial is a multiple of t(x). If so the quotient must be x + 1 and indeed (x + 1)(
Search of Redundant Trinomials
An exhaustive search of redundant trinomials has been conducted using NTL [12] for extension degrees n 10, 000 when no irreducible trinomial exists. More precisely, given n we try to find a trinomial t(x) = x m + x k + 1 such that
has an irreducible factor of degree n • m is as small as possible • k is as small as possible.
It turns out that such a polynomial always exists for the investigated range of degree. To simplify the search one notes that such a trinomial is necessarily squarefree. Indeed gcd t(x), t (x) is equal to 1 when m or k is odd. Both m and k cannot be even otherwise 
t(x) . If t(x) has a factor δ(x) of degree m − n the irreducibility of t(x)/δ(x) is finally checked.
For all the extensions up to the degree 10, 000 which do not have an irreducible trinomial, our proposal provides a redundant trinomial. There are 4748 such extensions. Note that when an all one polynomial is available it is given even if an irreducible trinomial exists for that extension degree.
Tables containing the redundant trinomials discovered, or all one polynomials when they exist, can be found in [4] . In this paper, we only give results for extensions of degree less than or equal to 1002, see Table 1 .
The redundant trinomials x m + x k + 1 where m = n + deg δ and the all one polynomial (x n+1 +1)/(x+1) are respectively represented by n, deg δ, k and n, 1. The degree of δ is rather small in general. In about 95% of the cases it is less than or equal to 10. It is maximum for n = 5373 and equals 40.
In about 87% of the cases δ is irreducible. With 32-bit processors, redundant trinomials require the same number of words as an irreducible polynomial of degree n in more than 86% of the cases to represent field elements. Otherwise one more word is necessary, except for the extension of degree 5373 which needs two more words. For each degree, the factor δ is not explicitly given in Table 1 , but it is easy to retrieve since
Also δ(x) can be found by trial divisions when its degree is small. The complete data, including the expression of δ(x), are available on the Internet [4] .
Tests
Computations have been done on a PC with a Pentium IV processor at 2.6 Ghz running Linux. The test program was written in C++, compiled with gcc-2.96 using NTL 5.3.1 [12] and compares the efficiency of irreducible pentanomials against redundant trinomials for some basic operations within extension fields of F 2 of prime degree between 50 and 400. For both systems of representation, namely Table 2 the running times and the respective speedup (in percent) for
• the reduction of a polynomial of degree 2n − 2 (resp. 2m − 2) modulo p(x) (resp. t(x)).
• the squaring of an element of F 2 n • the multiplication of two elements of F 2 n • the exponentiation of an element of F 2 n to an exponent less than 2 n .
The unit used is 10 −7 s for reduction, squaring and multiplication. It is 10 −5 s for exponentiation.
Redundant trinomials are not well suited for inversions, at least when computed with an extended GCD computation. Results show that inversions are about 15% slower with redundant trinomials.
We remark that prime extension degrees 59, 197, 211, 277, 311, 317, 331, 347, 389, and 397 are quite particular. Indeed for these n, there exists a trinomial of degree m = n/32 × 32 with an irreducible factor of degree n. We call such a polynomial an optimal redundant trinomial. For all these degrees, except for n = 317, another redundant trinomial of smaller degree exists. However tests show that the results are much better with optimal trinomials. Thus when it is possible, these polynomials are used instead. With the same conventions as previously they are Table 4 .
Unfortunately the extension degrees which allow the use of optimal redundant trinomials are quite rare. However an optimal redundant quadrinomial whose degree is a multiple of 32 and having an irreducible factor of degree n are much easier to find for a given n. Tests with NTL showed that in some cases optimal redundant quadrinomials give better result than nonoptimal redundant trinomials and even than irreducible trinomials. In Table 3 we perform the same computation for bigger degrees. The units are in µs for reduction and squaring, 10 −5 s for multiplication and 10 −4 s for exponentiation.
Finally, we have done some computations on elliptic curves defined over finite fields represented with pentanomials and redundant trinomials. Table 4 contains the running times of an addition and a doubling in µs with Montgomery's method. The times for scalar multiplications, also with Montgomery's method, are in ms.
Conclusion
In this paper we propose to use reducible trinomials, called redundant trinomial, instead of irreducible pentanomials to represent finite fields of characteristic 2. This allows a faster reduction and more generally a faster arithmetic. The improvement is about 20% for reductions and squarings. For multiplications it is usually less than 5%. We also propose to use sparse reducible polynomials of degree a multiple of the word length (usually 32 bits) having an irreducible factor of degree n to represent F 2 n . This idea seems promising but has to be investigated further. Testing the equality of two elements is a costly operation, and should be avoided if possible.
This work naturally extends to other fields, in particular extension fields of characteristic 3. It can be applied to larger characteristic as well. Indeed Mersenne prime numbers or primes of the form 2 n ± c with c small are used to define prime fields of large characteristic and Optimal Extension Fields [1] because of the fast integer reduction they provide. However these primes are quite rare, but when N = 2 n ± c is not prime but has a large prime factor p the same kind of idea applies, namely working in F p by actually computing in Z/N Z.
