Abstract. Suppose the fractional integration operator I σ is generated by the sequence {(k + 1) −σ } in the setting of Laguerre and Hermite expansions. Then, via projection formulas, the problem of the norm boundedness of I σ is reduced to the well-known fractional integration on the half-line. A corresponding result with respect to the modified Hankel transform is derived and its connection with the Laguerre fractional integration is indicated.
Introduction
The aim of this note is to present a new approach for the derivation of boundedness properties of fractional integration operators generated by multipliers with respect to Laguerre and Hermite expansions as well as with respect to modified Hankel transforms. The method of proof consists in reducing the problem to classical fractional integration via projection formulas as given, e.g., in Askey and Fitch [3] and then applying weighted norm inequalities for the resulting integral operators as given in Samko, Kilbas and Marichev [12] and in Andersen and Heinig [1] , thus separating two difficulties: The orthogonal setting is handled via the projection formulas, and the behavior of classical fractional integration on the half-line in a weighted setting is essentially known.
Let us mention two different approaches in the case of Laguerre series. (i) In Gasper, Stempak and Trebels [6] the delicate convolution structure for Laguerre expansions a k L α k is essentially used (thus restricting the parameter α to nonnegative values) to obtain an unweighted fractional integration theorem which is then extended to power weights by a method due to E. M. Stein and G. Weiss.
(ii) Kanjin and Sato [10] consider Laguerre expansions a k L α k with respect to the orthonormalized Laguerre functions, apply the intricate transplantation theorem due to Kanjin (cf. [10, Theorem A] ) to reduce the problem to the case α = 0 and, by a transplantation theorem between a k L 0 k and one-dimensional Fourier series, can switch to fractional integration for Fourier series (generated via a multiplier sequence). The advantage of this method is that negative values of α are also admitted.
The benefits of the present approach are the following: (a) It is elementary; (b) it improves, e.g., the known fractional integration theorems for Laguerre expansions in two ways: more power weights are admitted and sharper norm inequalities in the following sense are derived (σ > 0)
(the notation A B is used to indicate that A ≤ c · B with a constant c independent of significant quantities; the parameters r, p, σ, α satisfy the standard relation 1/r = 1/p − σ/(α + 1) in the "natural" weight case with respect to the convolution structure); (c) in principle those other than power weights are admitted; (d) the method should work for further expansions or integral transforms whenever relevant projection formulas and relevant results on classical fractional integration are available.
Laguerre expansions
We take over the notation from [9] and consider the Lebesgue spaces
We denote the Laguerre polynomials by L α k , α > −1, k ∈ N 0 (see [16, p . 100]), and normalize them by
.
Since the polynomials are dense in these L 
In order to use also related fractional integrals, equivalent to I σ (with respect to the mapping behavior), we need the idea of multipliers.
for all polynomials; the smallest constant C for which this holds is called the multiplier
which coincides of course with the operator norm of T m . We mention that I σ extends to a bounded operator from L 
which are equivalent to the above I σ . As a consequence, without loss of generality we can work with any of the fractional integrals generated by the preceding sequences. 
Proof of Theorem 1. From [3, (3.30 ) and (3.31)] we have that if α > −1, σ > 0, then the following projection formulas for Laguerre polynomials hold
On the one hand, we have by (1)
Observing that e −|x−y|/2 ≤ 1, we see that the problem is reduced to finding weighted L p -L q estimates for the Riemann-Liouville fractional integral
and for the Weyl fractional integral 
In order to estimate J 1 choose the parameters
Thus, if p ≤ q, we have under the above conditions
Similarly, we handle J 2 by replacing p, q in Theorem A by q, r, respectively, and choosing N = α − br, M = α + σ . Then (3) leads to
which in combination with M > σq − 1 gives b < (α + 1)/r. In the case 1
We can combine (5) and (7) if σ ≥ max{1/p − 1/q, 1/q − 1/r}; the maximum is assumed with 1/q = (1/p + 1/r)/2, thus, for this choice of q, we have p ≤ q ≤ r since by hypothesis p ≤ r. Finally, since (4) and (6) lead to the relation between r, p, α, σ, a, b, as asserted in Theorem 1, we arrive at the condition σ ≥ (1/p − 1/r)/2 = (σ − a − b)/(2α + 2) which implies a + b ≥ −σ(2α + 1). This finishes the proof of Theorem 1 and its Corollary.
Remark 3. In [1] and [2] there are admitted more general weights than those of power type as in Theorem A. We note that the conditions in [1] and [2] lead to more restrictions (e.g., the order of fractional integration is assumed to be ≤ 1). In the last years, a number of papers have been published which deal with the precise description of norm inequalities with two weights for fractional integrals or fractional maximal functions; the derived characterizations seem to be hard to apply in our situation.
Hermite expansions
We follow again [9] and consider for 1 ≤ p < ∞ the Lebesgue space
The Hermite polynomials (see [16, p. 106 ]) 
This time we derive results on the mapping behavior of I σ H by reducing the problem to the corresponding one for Laguerre expansions. Observe that H 2n and H 2n+1 are even and odd polynomials, respectively, and that one can uniquely decompose f ∈ L p w(H) into its even and odd parts:
and for their Hermite coefficients we obtain 
As a consequence we have
by Theorem 1. Similarly,
by Theorem 1 with a = 1/2 − 1/p, b = 1/r − 1/2 and a + b = 1/r − 1/p ≥ −2σ by hypothesis. On account of (8) we can combine these two estimates to obtain the following result.
Hankel transforms
Consider the weighted Lebesgue spaces
Here J α denotes the Bessel function of the first kind of order α (see [16, (1. 
71.1)]).
We mention the connection with the multidimensional Fourier transform: If α = (n − 2)/2, n ∈ N, the Hankel transform H α f (τ ) coincides with the Fourier transform of the radial extension f (|x|) to R n of f (t). One convenient substitute of the set of polynomials in the Laguerre case is now described by H α (C 
We note that the Hankel transform is self inverse on
Motivated by the definition of the Riesz fractional integral on L p (R n ) via its Fourier symbol, we define a fractional integral operator on H α (C ∞ 0 ) by
To obtain a norm estimate for I σ we proceed as in the Laguerre series case and work with the parameters of the Hankel transform. We slightly extend Theorems 3.1 and 3.2 of [15] and interpret them in a new way. In the "natural" weight case γ = α, we can at once conclude from [15, Theorem 3 
For α = (n − 2)/2 this reduces to the well-known result for Riesz-potentials restricted to the radial functions of L p (R n ). More generally there holds the following. 
For the proof of Theorem 4 we observe that the relevant projection formulas for the Bessel functions are given by [5, 8.5 (32) and 8.5(33)]. Formula [5, 8.5(32) ] leads to [15, (3.9) ] which, when taking g = H α+σ (H α (I 2σ f )), may be rewritten in the form 
Variable changes lead to
We are now in a situation to apply Theorem A and follow the pattern of the proof to Corollary 2. Concerning Here we may restrict ourselves to elements of the (self-explaining) set H α (C A straightforward computation at once yields that the last integral is uniformly bounded in ε > 0. Therefore, by Theorem B, the mapping behavior of the fractional integration, generated by the (modified) Hankel symbol (1 + τ ) −σ , can be deduced from the corresponding one for fractional integration of order σ/2 in the Laguerre series setting, i.e., from Theorem 1 in the case a = b = 0.
Of course, when 1 < p < r < ∞, α ≥ −1/2,
, 
