Abstract−Projection-based face recognition has been widely studied during the past two decades. One of the problems is to require a huge storage space to save the face features obtained from training faces. This paper proposes an SVD-based face retrieval system which requires less memory than the PCA, 2DPCA, Fisher, and 2DFisher approaches. The algorithm tested on the famous ORL (AT&T) face database, consisted of 400 112 × 92 gray level face images equally contributed by 40 subjects, achieves 97.5% recognition rate of retrievals.
I. INTRODUCTION
Projection-based face recognition has been widely studied since the late 1980s. Turk and Pentland [7] investigates the method of Eigenfaces based on (PCA) Principal Component Analysis. Belhumeur et al. [1] investigates the method of Fisherfaces based on Fisher's discriminant analysis. Phillips et al. summarizes a comparison of various algorithms by testing part of FERET face database consisted of 14126 face images contributed by 1199 individuals [6] . Yang et al. [8] investigates the method of 2DPCA by acquiring face features from the right projection of a face image. Li and Yuan [5] investigates 2D-LDA method based on Fisher'r ratio of projections to compute face features. Yang et al. [9] proposes another unsupervised discriminant projection analysis for face feature extraction which takes the local and non-local scatter information into account simultaneously. Dagher and Nachar [3] proposes an algorithm by combining PCA and independent component analysis (ICA) running sequentially. Cho et al. [2] presents an efficient face recognition algorithm based on two directions and 2 dimensional linear discriminant analysis ((2D) 2 DLDA) to get the projected face features. Hsu [4] studies various projection methods [10] and proposes a singular value decomposition (SVD) based method for face recognition. The recognition rates reported by the aforementioned research works varied even on testing the commonly used ORL database constructed by AT&T Laboratories at Cambridge [11] between April 1992 and April 1994 in the lab. We realize that using different subsets of training images and different definitions of recognition rates may obtain various results.
This paper propses a simple algorithm based on singular value decomposition and defines the recognition rate of face image retrievals explicitly. We shall test our algorithm running on ORL database. The remaining of this paper is described as follows. Section 2 introduces an SVD-based algorithm to compute left and right projection vectors, and describes feature extraction by projection and defines the retrieval rate. Section 3 illustrates the ORL face image database, shows the result of performance. Section 4 draws the discussion and conclusion.
II. SVD-BASED FACE REPRESENTATION AND RECOGNITION
Hsu [4] proposed SVD-based face recognition method which applies singular value decomposition for face image reconstruction and recognition. It could be viewed as a two-sided 2DPCA method [8] . The matrix inverse of huge image size is also reduced. The face features are stored in the matrix composed of left and right singular vectors of the face image under studies.
Let the gray level face images of m rows and n columns from the jth person out of K persons be denoted as F
such that α = y t Ax for the average image A from the training set to maximize
The solution from numerical linear algebra supports that the vectors y and x are the left and right singular vectors corresponding to the largest singular value.
In practical applications, we first compute the mean image.
For
The face features are stored in the matrix F ∈ R r×c acquired by
For reconstruction,
A. SVD-Based Algorithm for Face Representation and Recognition
The face image features based on SVD are computed as follows.
(1) Compute the mean face image Ψ by Ψ =
i V c where r and c are user-specified and
Compute the distance between a test face image T and a traning face images X
(6) Retrieve the top 8 subjects of the database according to the rank of R ji by
III. ILLUSTRATION OF ORL FACE IMAFES AND EXPERIMENTS
We test our algorithm on the famous ORL (AT&T) face database which was constructed by AT&T Laboratories at Cambridge [11] . The ORL has 40 subjects, each contributs 10 face images stored in PGM format with slightly different facial expression, pose, or with/without eyeglasses. We use 200 face images selected from the first 5 images of each subject as training and the remaining face images for testing. Training face images of the subjects 3,8,12,17,1,2,4,5,6,7 are illustrted in Figure 1 .
A. Performance on ORL Database
In our experiment, we select the parameters r = 12 and c = 12 in step (3) based on the ratio of the singular values where the sum of the first 12 singular values achieves approximately 97% of the sum of all singular values. We not only report the rate of recognition but also report the rank of retrievals for better understanding the performance. For each test subject image T , we first compute the distance R(i) between this test image and the ith image of the 200 training images according the feature matrices computed from steps (3) and (4) from the SVD-based algorithm as introduced in Section 2. We report the ranks of the best matched subjects according to the distance R(i) from 1 up to 8. The rate of recognition is shown in Figure 2 . The rate indicates the correct recognition occurs when the top h (1 ≤ h ≤ 8) matches contains at least one successful match. Since there are 5 training images for each subject, if we define a correct recognition for each test image when the best matched rank is within 5, inclusively. For the aforementioned testing procedures operations, we achieve 97.5% recognition rate.
The three test images, subject 17-10, subject 19-9, subject 32-7 with none of their corresponding matched subjects is within rank 8 are also interesting. We report . these three face images and their corresponding best but wrongly matched face images subject 36-2, subject 11-4, subject 15-1 in Figure 3 for reference.
IV. DISCUSSION AND CONCLUSION
Face recognition is one of the most popular applications when Biometric Recognition was involved [10] . We propose an SVD-Based face representation and recognition system with very good performance (97.5%) on the commonly used ORL (AT&T) face database. The environments of face image acquisition with experiments to promote the proposed SVD-based face recognition merit further studies.
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