During recent years, penalized likelihood approaches have attracted a lot of interest both in the area of semiparametric regression and for the regularization of high-dimensional regression models. In this paper, we introduce a Bayesian formulation that allows to combine both aspects into a joint regression model with a focus on hazard regression for survival times. While Bayesian penalized splines form the basis for estimating nonparametric and flexible time-varying effects, regularization of highdimensional covariate vectors is based on scale mixture of normals priors. This class of priors allows to keep a (conditional) Gaussian prior for regression coefficients on the predictor stage of the model but introduces suitable mixture distributions for the Gaussian variance to achieve regularization. This scale mixture property allows to device general and adaptive Markov chain Monte Carlo simulation algorithms for fitting a variety of hazard regression models. In particular, unifying algorithms based on iteratively weighted least squares proposals can be employed both for regularization and penalized semiparametric function estimation. Since sampling based estimates do no longer have the variable selection property well-known for the Lasso in frequentist analyses, we additionally consider spike and slab priors that introduce a further mixing stage that allows to separate between influential and redundant parameters. We demonstrate the different shrinkage properties with three simulation settings and apply the methods to the PBC Liver dataset.
Introduction
In recent years, penalization approaches have emerged as a general tool that allows to address different problems in applied regression analyses. On the one hand, penalization has been considered for regularizing regression models with a large number of covariates, where penalization introduces shrinkage of estimated coefficients towards zero (e.g. Goeman, 2007 , Park and Hastie, 2006 or Efron, Hastie, Johnstone and Tibshirani, 2004 . The ultimate goal is to separate between important, influential variables and nuisance covariates that are not associated with the response. On the other hand, smoothness penalties have a long tradition in semiparametric regression, with smoothing splines and penalized polynomial splines as the most prominent examples (see Wood, 2006 or Ruppert, Wand and Carroll, 2003 for overviews) . In this case, the penalty represents a roughness measure for unknown functions that avoids overly flexible function estimates. In this paper, we introduce a unifying Bayesian perspective and general Markov chain Monte Carlo (MCMC) simulation algorithms that allow to combine both regularization and smoothing into a general framework. This unifying concept is applied to hazard regression models for continuous time survival analyses based on either the full or the partial likelihood but can also be applied to other types of regression models such as exponential family regression.
From a Bayesian perspective, adding a penalty term to the likelihood corresponds to the assignment of an informative prior distribution to the regression coefficients. More specifically, the penalty term coincides with the negative log-prior, leading to the equivalence of penalized likelihood and posterior mode estimates. For example, the Bayesian analogue of the quadratic ridge penalty is an i.i.d. Gaussian prior, whereas an i.i.d. Laplace prior corresponds to the Lasso (Park and Casella, 2008) . The squared difference penalty typically applied in penalized spline smoothing (Eilers and Marx, 1996) relates to a Gaussian random walk assumption for the polynomial spline coefficients Brezger, 2004, Brezger and Lang, 2006) . For Gaussian prior distributions, efficient proposal densities for exponential family and hazard regression can be derived based on iteratively weighted least squares (IWLS) proposals as introduced by Gamerman (1997) in the context of random effects models (see Brezger and Lang, 2006 for exponential family regression and Hennerfeind, Brezger and Fahrmeir, 2006 for hazard regression). Since the density of the Gaussian prior for the regression coefficients is differentiable, the corresponding full conditionals can be approximated with a Taylor series expansion. The general idea of IWLS proposals is then to obtain a Gaussian proposal by matching the mode and the curvature of the full conditional based on the Taylor expansion. This proposal has two advantages: Firstly, it can be used with multivariate coefficient vectors to take correlations into account in the proposals and, secondly, it automatically adapts to the form of the full conditional thereby avoiding manual tuning of the proposal densities. Park and Casella (2008) demonstrate how a convenient feature of the Laplace prior allows to construct a Gibbs sampler for Gaussian response models. The Laplace prior can be represented as a scale mixture of normals prior with an exponential mixing hyperprior on the variance. This leads to a hierarchical prior formulation, where Gaussian priors are assigned to the regression coefficients whereas adapted hyperpriors for the variances induce the desired regularization properties. We will employ this representation to extend IWLS proposals in non-Gaussian regression models to spiked regularization priors like the Lasso. Note that the scale mixture of normals class is actually quite large, as demonstrated for example in Griffin and Brown (2005) and other types of regularization priors than the Lasso may be considered in the same framework.
We will employ such extended scale mixtures to address one inherent difficulty with sampling based estimation of regularized regression coefficients: Since estimation is based on samples from the posterior, the posterior mean or median are typically used as point estimates whereas the posterior mode is not available from the samples. As a consequence, estimates obtained with MCMC do no longer have the sharp selection effect that sets some coefficients exactly to zero, a property that led to the popularity of the Lasso penalty. This drawback can be circumvented with Bayesian variable selection schemes that introduce auxiliary binary indicators for non-zero coefficients or non-zero variances (for example Smith and Kohn, 1996 , Clyde and George, 2000 or Panagiotelis and Smith, 2008 . This leads to discrete-continuous-mixture priors where the discrete mixture component is a point mass in zero. The Bayesian variable selection scheme is particularly attractive in Gaussian regression models or models with a latent Gaussian structure (such as probit models) since efficient marginal samplers can be constructed for the binary indicators in this case.
Instead of a discrete-continuous mixture, Rao (2003, 2005) introduce Gaussian regression models with a mixture prior of two continuous components (the spike and slab prior) that mimics the Bayesian variable selection idea. One component is a very spiked component that approximates the point mass in zero, whereas the other component is rather flat and noninformative, i.
e. corresponds to the slab. This approach has the advantage to ease sampling since no discrete component is involved, but still has the convenient property that small (i. e. practically zero) and -4 -larger coefficients can be separated by the mixture indicator in posterior analyses. Note also that in particular in the context of prediction, Hans (2008) provides some evidence that despite its missing variable selection property, the posterior mean may be more attractive than the posterior mode.
In summary, several regularization and smoothing priors can be cast into a hierarchical representation, where the conditional prior for the regression coefficients is Gaussian with suitable (mixture) hyperpriors for the variance. In Gaussian response models, this property facilitates the construction of Gibbs samplers, at least for the regression coefficients. In this paper, we extend both the Lasso prior and the spike and slab prior of from Gaussian regression models to Bayesian hazard regression models by adapting the IWLS proposal scheme developed in Hennerfeind, Brezger and Fahrmeir (2006) for geoadditive survival models. In addition to partial likelihood estimation, we consider a full likelihood specification, where the baseline hazard rate is approximated by a penalized spline. The full likelihood approach has the advantage that it facilitates prediction and combines determination of the baseline hazard rate and the regression coefficients into one single estimation scheme that can also be extended to structured additive predictors including nonparametric and timevarying effects.
The rest of the paper is organized as follows: Section 2 introduces different types of hazard regression models and Bayesian regularization priors. In particular, scale mixture representations of the ridge, the Laplace, and the spike and slab prior will be introduced along with regularization priors for penalized spline smoothing. Section 3 discusses posterior inference based on MCMC simulations. The Sections 4 and 5 are devoted to simulations and applications to demonstrate the flexibility and applicability of the proposed methodology. Finally, the concluding discussion section 6 contains a summary and comments on directions of future research.
Bayesian Regularization of Hazard Rate Models
This section extends the classical Cox model in two directions: First, the vector β of covariate effects is high-dimensional, possibly including the p n > paradigm arising in microarray-based survival studies. Second, time-varying or nonlinear effects of further covariates may have to be incorporated.
Additionally, a smooth nonparametric estimate of the baseline hazard is of interest in many situations.
After introducing the models and corresponding likelihoods, we describe regularization in terms of shrinkage priors to deal with the first issue, and through smoothness priors for nonlinear functional effects for the second issue including the baseline hazard as special case.
Survival models and likelihoods
Let right censored survival data be given in usual form by x (x ,..., x ) ′ = is a vector of time independent covariates. We consider noninformative censoring, with independent lifetimes i T and censoring times i C . Additionally we assume that continuous covariates are standardized in advance, thus avoiding adjustment of shrinkage priors for different covariate scales.
In Cox's proportional hazard model (Cox, 1972) , the hazard rate for individual i is
The baseline hazard 0 (t) λ is left unspecified and, for small p , the parameters 1 p ( ,..., )′ β = β β are usually estimated via maximization of the partial likelihood. The Breslow estimate may be computed in a second step yielding a step function for the cumulative baseline hazard (e. g. Lin, 2007) .
For full Bayesian inference, we include the log-baseline hazard
Specifying, for example, 0 g (t) through a regression spline with a smoothness prior for the basis coefficients (see subsection 2.3), joint inference for covariate effects and the baseline hazard based on the full likelihood becomes feasible. Obtaining a full probabilistic framework is a useful feature if modelling of individual hazards and predictions are of interest.
The semiparametric predictor i (t) η in (2.2) can be further extended to ( ) Assuming noninformative right-censoring, the full likelihood is given by ( )
inserting i i (t ) λ and the expressions for the predictors. For the predictor in (2.2), we obtain ( )
as a special case. Apart from simple parametric forms of the baseline hazard rate, for example a
Weibull model or a piecewise constant function, the integral has to be evaluated numerically, using, e.g., the trapezoidal rule as in Hennerfeind et al. (2006) .
If primary interest is on β for model (2.2), without specification of the baseline hazard, estimation is usually carried out by maximization of the partial likelihood
where pl denotes the logarithm of the partial likelihood. The indicator function in the denominator is used to describe if individual k is still under risk at time point i t − . The partial likelihood only depends on the order of the failure times not on the exact values of failure times. Modifications are required if tied failure times are present. For simplicity we assume no ties and refer e. g. to Therneau and Grambsch (2000) for corrections to handle with ties.
For Bayesian inference it seems questionable if the partial likelihood can be used instead of the genuine full likelihood (2.4) or (2.5) for posterior analysis. Sinha et al. (2003) provide a rigorous justification for model (2.2), when the (cumulative) baseline hazard is specified through a gamma process prior. We will instead specify 0 (t) λ through a log-normal process prior. Because gamma and log-normal process priors are closely related from a practical point of view, we argue heuristically that Bayesian inference can again be based on the partial likelihood. Section 4 provides empirical evidence for this conjecture.
Shrinkage Priors
To deal with the problem of variable selection and regularzation we consider and compare several shrinkage priors. Some of these priors correspond to well-known frequentist shrinkage penalties, such as the Lasso or Ridge penalty. A desirable feature of shrinkage priors used for variable selection is to shrink small effects close to zero, but to shrink significant effects only moderately to prevent them -8 -from large bias, see the discussion in Brown (2005, 2007) or Zou (2006) . All priors considered in the following sections can be represented as scale mixtures of normal priors, which is very useful for MCMC inference.
Ridge prior
A well known penalty to deal with multicollinearity or the problem of p n > in classical regression is the Ridge penalty. The Bayesian version of the Ridge penalty is given by the assumption of i.i.d.
Gaussian priors for the regression coefficients
The symbol a (t) δ denotes the Kronecker function which is 1 if t a = and 0 if t a ≠ . For given λ posterior mode estimation corresponds to penalized likelihood estimation. Due to conjugacy to the Gaussian family, an additional gamma prior is used for the shrinkage parameter 
The additional prior assumption about the shrinkage parameter leads to a more flexible modelling of our prior knowledge and a refinement of the prior tuning in order to shrink the parameters via the two hyperparameters in ( )
compared to the normal prior ( ) j | π β λ . Besides, we get another method to determine the shrinkage parameter, via the mean or the median of the posterior sample of the marginal shrinkage parameter. Compared to the crossvalidation methods in "classical" penalized regression, the Bayesian approach provides a very simple access to an estimate λ , especially compared to the burden crossvalidation can cause for complex models.
Lasso prior
Just as well known as Ridge regression is the Lasso regression (Tibshirani, 1996) with common density Park and Casella (2008) . Figure. 2.1 shows the Laplace prior in the univariate case. This is the well-known Lasso penalty, and as in Ridge regression -for given λ -posterior mode estimation corresponds to penalized likelihood estimation. For full Bayesian inference, it is again convenient to express the Laplace density as a scale mixture of normals introducing a further stage in the hierarchical model formulation:
To obtain a data driven penalty we additionally use a gamma prior for the squared shrinkage parameter This hierarchy leads to the following density of the marginal distributions for the variance parameter
We denote this distribution as 
with the parabolic cylinder Function 2a 1 D λ − − , see Brown (2005, 2007) . As mentioned above in the Ridge penalty section, we also get a further method to estimate the shrinkage parameter and a more flexible prior for the regression coefficients.
NMIG prior
As a further mixture prior we consider a normal mixture of inverse gamma distributions, shortly named as NMIG prior. This prior has been suggested for regularizing high-dimensional linear Gaussian regression models by Rao (2003, 2005) . The conditional Gaussian distribution for the regression coefficients is Gaussian as in the Lasso and Ridge case, i. e. 
We assume a uniform prior for the parameter ω to express an indifferent prior knowledge about the model complexity
To transport more information into the model it is possible to use a beta prior Beta(a , b ) ω ω for ω , which reduces to the uniform prior in the special case a b 1
With an appropriate choice of the hyperparameters a ,b 0 ω ω > we are able to favour more or less sparse models. Apart from the special choice of the prior for ω the use of a continuous prior for ω has several advantages than using a degenerate prior as for example in George and McCulloch (1993) or Geweke (1996) . First, the update of the variance parameter components can easily be done via Gibbs sampling and no complicated updates are necessary, compare George and McCulloch (1997) for variable selection priors with a point mass at zero for linear models. Furthermore, it is possible to select important model variables via the posterior mean of the corresponding indicators j I and to simultaneously estimate their values like in the Lasso case. Finally, the uniform prior allows for a greater amount of adaptiveness in estimating the model size. In addition, the estimates for relevant covariates should be less biased than in the case of unimodal priors for the regression coefficients because the bimodality supports less penalization of large coefficients.
The marginal density for the variance parameters, after integrating out ω is the mixture
which corresponds to the conditional density ( ) 
so that the marginal distribution for the components of β is a mixture of scaled t-distributions
Adaptive priors
To achieve more flexibility, we can equip the models above with separate complexity parameters. The resulting models are additionally named with "adaptive". For example, the adaptive version of the Lasso prior is given through 
Variable selection
Since the Bayesian regularization priors do not share the strong variable selection property of the frequentist Lasso, hard shrinkage rules are considered to accomplish variable selection. A first rule is based on the 95% credible intervals (CI95), obtained from the corresponding sample quantiles of the regression coefficient's MCMC samples. A second interval criterion is constructed using the sample standard deviation, so that only regression coefficients with zero outside the one standard deviation 
Smoothness priors
Smooth modelling and estimation of nonlinear and time-varying effects including the (log-) baseline hazard, is based on Bayesian P-splines. If we use the partial likelihood for Bayesian inference in model (2.1), no additional prior assumption for the baseline hazard is needed. A justification for using the partial likelihood instead of a genuine likelihood in a Bayesian setting is given in Sinha et al. 
We can express the predictors as ( )
To guarantee smoothness for the unknown log baseline hazard 0 g (t) , we assume Bayesian P-spline priors as in Lang and Brezger (2004) . This implies the use of B-spline basis functions of degree to model the log-baseline and first or second order random walk smoothness priors for the parameter δ controls the amount of the penalization and acts as a smoothness parameter.
The smaller the variance parameter, the stronger is the penalization. The joint prior for the parameter 0 γ as the product of the conditional densities is
, where D is a first or second order difference matrix and
A standard option for the variance parameter is a diffuse inverse gamma prior 2 0 00
InvGamma(a ,b ) δ with density 
with precision or penalty matrix j K and j j k rank(K ), j 0,1,..., m = = .
Posterior inference
We first describe MCMC inference for the basic model (2.2) with predictor i 0 i (t) g (t) x′ η = + β, where shrinkage estimates of β , possibly together with a smooth estimate of the log-baseline rate 0 g (t) , are of interest. Joint shrinkage and smoothing in the extended model (2.3) is outlined subsequently.
MCMC with shrinkage priors
For inference based on the full likelihood, the posterior has the general form for all shrinkage priors, the full conditional of the regression parameters β is
.., τ = τ τ denotes the matrix of the variance parameters. This distribution has no closed form to draw a new/proposed state for the Markov chain. We use an MH-algorithm with socalled IWLS-proposals to update the regression coefficients. To do so, the log-likelihood is approximated by a second order Taylor expansion at the current state of the parameter vector
with Hessian matrix H β and score vector s β . The likelihood is then approximated by a multivariate
Gaussian distribution with precision matrix and mean
The approximation of the full conditional ( )
| , π ⋅ β ⋅ with precision and mean ( )
is used as the proposal density to draw a new proposal ( ) p β of the Markov chain which is accepted with the probability
MH steps for updating the baseline coefficients 0 γ can conceptually be carried out in the same way as for β , replacing the (conditional) precision matrix 
Bayesian Ridge
The full conditionals for the variance parameters simplify to 2 j 1 | , j 1,.., p. 2 τ ⋅= = λ and the full conditional for the shrinkage parameter is a gamma density,
Bayesian Lasso
The full conditionals for the variance parameters 
The full conditional for the quadratic lasso parameter is given as
Bayesian NMIG
The diagonal matrix D τ now contains the diagonal elements 
The full conditionals for the second variance parameter component 2 j ψ are inverse gamma densities
The full conditional for the mixing parameter is a Beta density
If we use a beta prior we get ( ) 1 0 | Beta a n ;b n . 
MCMC for jointly shrinking and smoothing
1
ζ of the Markov chain is accepted with probability
For a flat prior ( ) const π ζ ∝ we simply set the precision to 
The full conditionals for the variance parameters 2 j δ are (proper) inverse Gamma with parameters
For the basis coefficients of time-varying effects, it is computationally more efficient to use MH-steps with conditional prior proposals instead of IWLS proposals.
The most costly computation in running the whole MCMC samplers are the inversions of the precision matrices within the IWLS parts of the corresponding parameter vectors. To reduce the running time in the case of high dimensional parameters, a better approach is to update these parameters in blocks of smaller size than the size of the whole parameter vector.
Simulations
The performance of the Bayesian Ridge, Lasso and NIG priors, is compared to the frequentist Ridge, 
To draw a new proposal (p) α for the shape parameter we use a Gamma distribution
π ⋅ α α based on the current value (c) α which leads to the acceptance
The value of d α is determined during the burn in to achieve reasonable acceptance rates.
We measure the estimation accuracy based on the mean squared errors (MSE) over r 50 where 0 g denotes the vector of estimates of the log-baseline in r-th simulation. To compare the results of P-spline-based log-baseline estimation and the corresponding Breslow estimates from the partial likelihood approaches, we use the trapezoidal rule to compute the cumulative baseline hazard.
Concordantly, if f denotes the vector of nonlinear effects of covariate x with estimate r f , the MSE is given as
Additionally, we report the average number of correct and incorrect zero coefficients in the final models achieved after applying one of the hard shrinkage rules discussed in Section 2.2.5.
Simulation settings:
For our first simulations we use the configuration from Tibshirani (1997) In Figure 4 .5, the box plots of the MSE for the regression coefficients are displayed together with the MSE obtained after applying the hard shrinkage criteria for the Bayesian Lasso. The results for the HS.STD criterion are omitted in this figure since they perform worse than the HS.CI95 criterion. The MSE of the Bayesian Lasso tends to be improved, if the hard shrinkage criterion is applied but the performance of the Bayesian NMIG still remains better. Furthermore, the HS.IND criterion only slightly improves the MSE of the Bayesian NMIG since the estimates of the zero effects are very close to zero anyway, i. e. it is negligible if they are removed from the final model. If we take a look on the frequencies of the selected final models, listed for the different hard shrinkage rules in as noted above are used for comparable models. As in model 2, the hard shrinkage criteria do not improve the MSE (Figure 4 .16). For model 3, the STEP procedure detected the true effects in most cases followed by the frequentist Lasso, compare Table 4 .1: Number of "true" estimated coefficients where ˆ0 , 0 β ≠ β ≠ denotes the case that the estimated effect is nonzero (ˆ0 β ≠ ) when corresponding true effect is nonzero ( 0 β ≠ ) and ˆ0 , 0 β = β = denotes the case that the estimated effect is zero (ˆ0 β = ) when corresponding true effect is zero ( 0 β = ) The columns (MF) display the frequencies of the final models that contain only the three effects 1 2 6 0, 0, 0 β ≠ β ≠ β ≠ for model 1, 2 and 3.
Results for model 1

Results for model 2
Results for model 3
β = β = MF ˆ0 0 β ≠ β ≠ ˆ0 0 β = β = MF ˆ0 0 β ≠ β ≠ ˆ0 0 β = β =
Results for model 4
We only briefly summarize results for the models 4.a and 4.b due to the similarity to the results of model 1. We restrict ourselves to the Bayesian methods based on the full likelihood with P-spline approximation for the baseline. At present, there are no distributed packages in R available to perform frequentist Lasso regression in combination with nonlinear effects for Cox PH models. Ridge regression is possible but the shrinkage parameter lambda has to be prespecified.
In Figure 4 .17, the MSEs of the estimated regression coefficients are shown together with the MSEs if the hard shrinkage criteria are applied. As in model 1 the Bayesian NMIG performs better than the Bayesian Lasso regardless of whether hard shrinkage is applied or not. The comparison of the variance parameters and the indicator variables are leading to similar results as in model 1. Table 4 .2: Number of "true" estimated coefficients where ˆ0 , 0 β ≠ β ≠ denotes the case that the estimated effect is nonzero (ˆ0 β ≠ ) when the corresponding true effect is nonzero ( 0 β ≠ ) and ˆ0 , 0 β = β = denotes the case that the estimated effect is zero (ˆ0 β = ) when the corresponding true effect is zero ( 0 β = ) The columns (MF) display the frequencies of the final models that contain only the three effects 1 2 6 0, 0, 0 β ≠ β ≠ β ≠ for model 4.a and 4.b.
-39 -
Application
The presented methods are applied to the primary biliary cirrhosis (PBC) data provided for example in the R package survival or the book-homepage of Therneau and Grambsch (2000) . Primary biliary cirrhosis is an autoimmune disease of the liver, marked by the slow progressive destruction of the small bile ducts (bile canaliculi) within the liver. When these ducts are damaged, bile builds up in the liver and over time damages the tissue. This can lead to scarring, fibrosis, cirrhosis, and ultimately liver failure and death of the patient. In Section 5.1 we give a description of the data and refer to Therneau and Grambsch (2000) for a more detailed account and an extended frequentist analysis. The PBC data is also used in Tibshirani (1997) We compare our methods with a stepwise-backward procedure for Cox's regression model based on the AIC and frequentist Lasso regression provided in the R package {penalized} (Goeman, 2007) . In the latter case, the penalization parameter was determined by n-fold generalized cross validation. An alternative implementation of Lasso regression based on the Cox model is provided in the R package {glmpath} (Park and Hastie, 2006) . For the Bayesian MCMC methods, we use 20000 iterations with a burnin of 5000 and thin the chain by 10 which results in an MCMC sample of size 1500. The hyperparameters of the Bayesian Lasso and Ridge are the same as in the simulations settings of Section 4.
Primary Biliary Cirrhosis of Liver
The data has been collected from the Mayo Clinic trial in primary biliary cirrhosis of the liver for the Lasso are obtained by the approximate method described in Tibshirani (1997) . All methods are leading to models that include the five covariates age, alb, bili, stage and copper and eliminate hepmeg, platelet, spiders, trt and trig. The covariate ascites is only chosen by the Lasso, but the effect of ascites is very small. Obviously, the NMIG methods shrink small effects to a larger extent than the Lasso based methods, so that most of the remaining covariates (except edrt) are excluded if selection is implemented based on the frequency of the NMIG indicator variables. Figure 5 .2 shows the indicator frequencies of 1 1 ν = for the partial and the full likelihood. 
Summary and Discussion
We have developed different types of regularization priors for flexible hazard regression models that allow to combine modelling of complex predictor structures with regularization of effects of possibly high-dimensional covariate vectors. Besides classical penalization based regularization priors that mimic the frequentist Ridge or Lasso approach, we considered a normal mixture of inverse gamma distributions as prior that supplements regularization with a natural possibility for variable selection based on latent indicator variables. The basic advantages of the Bayesian formulation of the regularization problem are two-fold: On the one hand, complex models can be built from blocks considered in previous approaches due to the modularity of MCMC simulations. On the other hand, the Bayesian formulation allows for the simultaneous estimation of all parameters involved while allowing for significance and uncertainty statements even about complex functions of these parameters. The Deviance Information Criterion provides a natural means of model comparison, for example between models with and without nonparametric effects. The restriction that posterior mean estimates in regularized regression models do not directly provide the variable selection property known for example from the frequentist Lasso can be overcome by the latent indicator approach in the NMIG prior model. Furthermore, Hans (2008) provides some evidence that posterior mean models without hard shrinkage of coefficients may even be beneficial when considering prediction from regularized regression models, in particular if the sparsity assumption is not fulfilled by the data under consideration. The NMIG prior model also has shown very satisfying properties in our simulation studies and applications. In the future, application in models with more variables than observation will be of obvious interest. In the context of gene expression data, for example, the advantages of the Bayesian approach will be particularly valuable since flexible modelling of clinical covariates can be combined with regularization of high-dimensional microarray features.
In future research, adaptive versions of the proposed regularization priors will be considered. These allow for separate smoothness parameters in addition to the separate variance parameters already included in the scale mixture representation, yielding further flexibility and adaptivity to the scaling of covariates. Hopefully it will therefore be possible to overcome the necessity to standardize covariates up-front, since the priors are allowed to adapt to the varying scaling. The class of regularized regression models for survival times will be broadened by considering accelerated failure time (AFT) models. In the Bayesian formulation, the problem of censoring can be overcome by imputing the unobserved survival times, leading to a regularized linear regression model that is to be fitted in every MCMC iteration. For the special case of log-normal AFT models, the estimation problem then essentially boils down to estimation of Gaussian regression models.
To establish a connection between regularization priors and model choice criteria such as AIC and BIC, Griffin and Brown (2005) compare the log-marginal priors induced by the hierarchical prior formulation with the penalty terms of these model choice criteria. To make the different priors comparable, they are standardized to contain a fixed probability mass within the interval [ ] 2, 2 − . Griffin and Brown (2005) then establish some relations for Gaussian regression models that could be studied in the context of hazard regression in future research. In addition, investigation of asymptotic properties of the NMIG prior in analogy to the results presented in for Gaussian regression models is of obvious interest. In this case, it might be necessary to modify the priors to achieve a non-vanishing impact of the regularization priors even for large sample sizes.
