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Introduction
Jacobi forms play a significant role in the theory of modular forms. One place
where they naturally show up is as the Fourier–Jacobi coefficients of Siegel mod-
ular forms. They were systematically studied, in the classical case (of integer
index) in [EZ], where in particular they were shown to have theta decomposi-
tions. This essentially means that unary theta functions are the most basic Ja-
cobi forms, and all the others can be constructed from them using modular forms
of weight 12 less. The theta decomposition thus establishes an isomorphism be-
tween holomorphic Jacobi forms and holomorphic vector-valued modular forms,
involving the Weil representation dual to that of a positive definite lattice of
rank 1. The latter are also known to be related to the Kohnen plus-spaces of
modular forms from [K1], [K2], and others (see also [LZ] for generalizations of
this connection). Indeed, some initial special cases of what is now known as
the Borcherds lift were stated in terms of Jacobi forms, and this connection
lies underneath the translation to this interpretation (after adding copies of the
lattice II1,1).
The notion of Jacobi forms has been generalized in several directions. First,
Fourier–Jacobi coefficients of Siegel modular forms of higher rank are Jacobi
forms in which both variables are now taken from higher-dimensional varieties:
τ from a Siegel upper half-plane of a larger degree, and ζ from a space of complex
matrices. The paper [Zi] considers some of the properties of the classical Jacobi
forms, and shows how they extend to this more general setting. Closely related
objects are Jacobi forms (with τ in the usual upper half-plane H again) in which
the index is no longer an integer, but rather a positive definite lattice (see, e.g.,
[BK]). These are the subject of several recent papers, including the Hecke theory
developed in one thesis [A], and later in another, [Mo].
Another type of Jacobi forms is related to the fact that sometimes the
Kohnen plus-space is not related to the space of modular forms with the re-
quired Weil representation, but rather with its dual. The space of Jacobi forms
that was seen to be isomorphic to modular forms with these representations is
the space of skew-holomorphic modular forms, see, e.g., [Sk]. They are no longer
holomorphic in τ (though they are in ζ), and even their functional equations are
not holomorphic. They are, however, annihilated by an appropriate differential
1
operator. Note that as modules over scalar-valued modular forms, they involve
conjugation of the variable. The extension of this notion to the positive definite
lattice case appears in, e.g., [H].
One may therefore ask whether there are Jacobi forms that are isomorphic
to vector-valued modular forms with (dual) Weil representations that are asso-
ciated with lattices that are not necessarily positive definite. Note that while
it is true that every discriminant form can be obtained from a positive definite
lattice, we consider the lattice as part of the data. We answer this question to
the affirmative, once the lattice is supplemented with the choice of an element
of its Grassmannian. The construction is based on a Jacobi version of the Siegel
theta function defined in, e.g., Section 4 of [Bor], and indeed, once the correct
theta function is defined, the proofs work like in the classical setting. The main
result, which appears as Theorem 2.4 and Proposition 2.6, is as follows.
Theorem. Let L be an even lattice of signature (b+, b−), take v in the Grass-
mannian of LR, and let ΘL(τ, ζ; v) denote the value at τ ∈ H and ζ ∈ H of the
Jacobi–Siegel theta function of L and v. Then the map taking a modular form
with representation ρ∗L to its pairing with ΘL defines an isomorphism between
Jacobi forms of weight (k, l) and index (L, v) and modular forms
(
k− b+2 , l− b−2
)
and representation ρ∗L. Moreover, F is holomorphic if and only if its associated
Jacobi form is annihilated by the operator 4pii∂τ − ∆hv− , where ∆hv− is an ap-
propriate Laplacian acting holomorphically on the variable ζ.
We remark that all of our Jacobi forms are holomorphic in ζ, and the fact
that v is included in the index affects their functional equations (both the mod-
ular and the “periodic” ones). Moreover, the operator ∆hv− disappears when L
is positive definite, so that the differential equation is equivalent to holomor-
phicity in this case. The precise definition is given in Definition 2.3. Note that
we allow linear exponential growth of our modular forms at the cusp, so that
the appropriate analogue might be some version of weak Jacobi forms, but al-
tering the growth conditions would produce analogues of the usual Jacobi forms
in the same manner. In addition, the dependence of our Jacobi forms on the
Grassmannian variable v may lead to interesting results.
Note that the skew-holomorphic Jacobi forms of [Sk] and [H] are not covered
in this setting, in particular because the differential operator defining them in-
volves ∂τ rather than ∂τ . However, the vector-valued version of the conjugation
of the variable combines with our result to generalize these Jacobi forms as well
(see Proposition 3.3).
We then establish the behavior of several operations on vector-valued mod-
ular forms and Jacobi forms, and relate them via this connection: Direct sums,
arrow operators to and from a sub-lattice of finite index, partial substitution of
0, and products of Jacobi forms. Note that the latter action, which was very nat-
ural when the indices were integers, becomes more complicated to define when
the index is a lattice, and even more delicate when this lattice is indefinite. On
the level of the vector-valued modular forms it produces interesting maps, with
non-trivial action on the weights. Our Conjecture 3.9 aims at describing its be-
2
havior, based on some initial examples. The partial substitution of 0 is related,
on the vector-valued side, to an operation called theta contraction, introduced
in [Ma] and generalized in [Ze3].
We remark that the relation involving one of the arrow operators cannot
be phrased in terms of our theta functions and Jacobi forms alone. We thus
make use of the “generalized modularity” of the theta functions from Theorem
4.1 of [Bor] for establishing an analogue of theta functions with characteristics
(see, e.g., Section 1.3 of [FZ] for their definition in general), and an appropriate
combination of those gives the answer for the missing arrow operator.
This paper is divided into 4 sections. Section 1 defines the Jacobi–Siegel
theta functions that we work with, and proves some of its properties. Section 2
contains the definition of our Jacobi forms, and establishes the main correspon-
dence. Section 3 investigates the behavior of the operations on both types of
objects, and Section 4 considers the theta functions with characteristics.
1 Jacobi–Siegel Theta Functions
A lattice is a free Z-module L of finite rank, with a non-degenerate bilinear
map taking λ and µ in L to their pairing (λ, µ) ∈ Z. The signature of L is the
signature (b+, b−) of the corresponding real quadratic space LR. We say that L
is even if the pairing λ2 := (λ, λ) is even for every λ ∈ L, or equivalently if the
associated quadratic form λ 7→ λ22 is Z-valued on L.
The pairing produces a canonical isomorphism
L∗ := Hom(L,Z) ∼= {λ ∈ LR|(λ, L) ⊆ Z} ⊆ LR,
so that the dual lattice L∗ contains L. The quotient DL := L
∗/L is a finite
group, called the discriminant group of L. It carries the non-degenerate bilinear
and quadratic forms with values in Q/Z arising from those of L, and we denote
them by the same symbols for those on L.
Theta functions of positive definite lattices are functions of the variable τ
in the upper half-plane H := {τ = x + iy ∈ C|y > 0}. If L is indefinite (i.e.,
b+b− > 0), then the theta function depends on another parameter, coming from
the Grassmannian of LR. This is the (connected) real manifold of dimension
b+b− that is defined by
Gr(LR) :=
{
LR = v+ ⊕ v−
∣∣v+ ≫ 0, v− ≪ 0, v+ ⊥ v−}. (1)
It is clear that for every element v ∈ Gr(LR) we have dim v± = b±, and that
each v± determines the other vector space as v∓ = v
⊥
± . It is not hard to verify
that Gr(LR) from Equation (1) is acted transitively by the Lie group O(LR) as
well as by its connected component SO+(LR), with maximal compact stabilizers
(i.e., it is the symmetric space of these groups). The former group contains the
group O(L) of automorphisms of L as a discrete subgroup, and we denote the
intersection O(L) ∩ SO+(LR) by SO+(L). The most natural discrete group
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associated with L is its discriminant kernel, or stable orthogonal group, which
is defined by
ΓL := ker
(
SO+(L)→ O(DL)
)
=
{A ∈ SO+(L)∣∣Aλ− λ ∈ L ∀λ ∈ L∗}. (2)
Finally, given a vector λ ∈ LR, we shall denote its orthogonal projection onto
the spaces v± associated with an element v ∈ Gr(LR) by λv± .
The upper half-plane H carries a natural action of the group SL2(R), in
which the element A =
(
a b
c d
)
operates as τ 7→ Aτ := aτ+bcτ+d . The denominator
j(A, τ) := cτ+d is called the factor of automorphy for this action, and it satisfies
the cocycle condition
j(AB, τ) = j(A,Bτ)j(B, τ). (3)
This allows one to have an explicit description of the unique non-trivial double
cover of that group: It is denoted by
Mp2(R) :=
{
(A, φ)
∣∣A ∈ SL2(R), φ : H → C holomorphic, φ2(τ) = j(A, τ)},
(4)
and called the (real) metaplectic group, in which the product rule is
(A, φ) · (B,ψ) := (AB, (φ ◦B) · ψ).
It is used for the natural definitions in the theory of modular forms of half-
integral weight.
The integral metaplectic group is the inverse image Mp2(Z) of SL2(Z) inside
Mp2(R). It contains the three special elements
T :=
((
1 1
0 1
)
, 1
)
, S :=
((
0 − 1
1 0
)
,
√
τ ∈ H
)
and Z := (−I, i),
which generate it modulo the relations S2 = (ST )3 = Z and the triviality of
Z4. To the discriminant group DL (or directly to the lattice L) one associates
a Weil representation ρL of Mp2(Z) on the space underlying the group ring
C[DL], which becomes unitary if we endow that space with the inner product
in which the natural basis, which we denote by {eγ}γ∈DL , is orthonormal. The
explicit formulae for the action of the generators are
ρL(T )eγ = e
(
γ2
2
)
eγ , ρL(S)eγ =
e
( b−−b+
8
)
√
|DL|
∑
δ∈DL
e
(− (γ, δ))eδ, (5)
and ρL(Z)eγ = i
b−−b+
e−γ , where we write e(w) for e
2piiw for every w in C or in
C/Z. For the explicit expression for ρL(A, φ) for every (A, φ) ∈Mp2(Z), consult
[Sch], [Str], or [Ze1].
The Siegel theta function associated with L is the function taking the vari-
ables τ ∈ H and v ∈ Gr(LR) to
ΘL(τ ; v) :=
∑
λ∈L∗
e
(
τ
λ2v+
2
+ τ
λ2v−
2
)
eλ+L =
∑
γ∈DL
[ ∑
λ∈L+γ
e
(
τ
λ2v+
2
+ τ
λ2v−
2
)]
eγ ,
(6)
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where the scalar-valued function multiplying eγ in Equation (6) is denoted by
θL+γ(τ ; v). Theorem 4.1 of [Bor] states that the function τ 7→ ΘL(τ ; v), with
v fixed, is a (typically non-holomorphic) modular form of weight
( b+
2 ,
b−
2
)
and
representation ρL (see Equation (11) below for the precise definition). It is also
clear that for fixed τ , the value of ΘL(τ ; v) remains invariant under the action
of the group ΓL from Equation (2) on the variable v.
Jacobi forms involve another variable ζ, where in case the index is the lattice
L it is taken from LC. We recall that our extension of the pairing on LC
is bilinear, and the quadratic form extends as well (neither involve complex
conjugations). Adapting the definitions from the positive definite lattice index
case from, e.g., Definition 3.32 of [Boy] or Definition 2.3.2 of [A] (among others),
we define the Jacobi–Siegel theta function that is associated with L by
ΘL(τ, ζ; v) :=
∑
γ∈DL
[ ∑
λ∈L+γ
e
(
τ
λ2v+
2
+ τ
λ2v−
2
+ (λ, ζ)
)]
eγ , (7)
where the coefficient in front of eγ in Equation (7) is denoted by θL+γ(τ, ζ; v).
It satisfies the following “periodicity” property in ζ, generalizing the one given
in Equation (2.32) of [A].
Proposition 1.1. Consider τ ∈ H and v ∈ Gr(LR) as fixed, and take two
elements σ and ν from L. Then the Jacobi–Siegel theta function from Equation
(7) satisfies, as a function of ζ ∈ LC, the equality
ΘL(τ, ζ + τσv+ + τσv− + ν; v) = e
(
− τ σ
2
v+
2
− τ σ
2
v−
2
− (σ, ζ)
)
ΘL(τ, ζ; v).
Proof. Adding τσv+ +τσv−+ν to ζ in the summand associated with λ in Equa-
tion (7) multiplies it by e
(
τ(λv+ , σv+) + τ (λv− , σv−)
)
(because the projections
are orthogonal) as well as by e
(
(λ, ν)
)
= 1 (since ν ∈ L and λ ∈ L∗). Then the
multipliers of τ and of τ in the exponent are
λ2v±
2 +(λv± , σv±) =
(λ+σ)2v±
2 −
σ2v±
2 ,
and we write (λ, ζ) as (λ+ σ, ζ) − (σ, ζ). This gives the desired multiplier, and
since adding σ ∈ L to the summation index λ leaves the set L+ γ invariant for
every γ ∈ DL, we indeed obtain the original function from Equation (7). This
proves the proposition.
Following the proof of Theorem 4.1 of [Bor] or Theorem 3.1 of [Boy], we also
establish the following result, in which we recall that the derivative j′A of the
function jA(τ) is a (real) constant, which is the lower left entry of the matrix
A.
Theorem 1.2. For every (A, φ) ∈Mp2(Z) we have the equality
ΘL
(
Aτ,
ζv+
j(A,τ)+
ζv−
j(A,τ)
; v
)
=φ(τ)b+φ(τ)
b−
e
(
j′Aζ
2
v+
2j(A,τ)+
j′Aζ
2
v−
2j(A,τ)
)
ρL(A, φ)ΘL(τ, ζ; v).
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Note the complex conjugation in the denominators under ζv− and ζ
2
v− .
Proof. The usual argument, using Equation (3) and its logarithmic derivative,
shows that if this relation holds for two metaplectic elements then it holds for
their product. It therefore suffices to verify the desired equality for T , T−1, and
S (the latter being of finite order). For T±1 we only add ±1 to τ on the left
hand side, with ζ fixed. But this only multiplies the summand associated with
λ in Equation (7) by e
(± λ22 ), and this is the same as e(± γ22 ) in case λ ∈ L+γ
with γ ∈ DL. We thus obtain just ρL(T±)ΘL(τ, ζ; v), which is the desired result
since φ = 1 and j′T± = 0. Considering now the left hand side with A = S, the
multiplier θL+γ in front of eγ in the corresponding Equation (7) is
∑
λ∈L+γ
e
(
− λ
2
v+
2τ
+
(λv+ , ζv+)
τ
− λ
2
v−
2τ
+
(λv− , ζv−)
τ
)
,
which we can write as
e
(
− ζ
2
v+
2τ
− ζ
2
v−
2τ
) ∑
λ∈L+γ
e
(
− (λ − ζ)
2
v+
2τ
− (λ− ζ)
2
v−
2τ
)
.
When ζ ∈ LR the usual argument with the Poisson Summation Formula, with
the variable translated, shows that the latter sum is e
( b−−b+
8
)
τ
b+
2 τ
b−
2
/√
DL
times
∑
µ∈L∗ e
(
τ
µ2v+
2 + τ
µ2v−
2 +(µ, ζ)− (γ, µ)
)
, which by the definition of ρL(S)
in Equation (5) yields the desired equality. But since both sides are, for fixed
τ , holomorphic functions of ζ ∈ LC that coincide on LR, they are the same
function. This proves the theorem.
One of the most useful properties of holomorphic Jacobi theta functions is
that they are solutions of the (holomorphic) heat equation. For non-holomorphic
Jacobi forms there is a variety of differential operators, which act as weight
changing operators—see, e.g., [CR], [BRR], and [RR]. We shall shorthand the
partial derivative ∂∂z to ∂z for every variable z, and given a real quadratic space
V of some dimension d, we denote by ∆V the Laplacian operator on functions
on V (this means that if ξi, 1 ≤ i ≤ d a set of variables associated with a basis
for V , and ξ∗i , 1 ≤ i ≤ d correspond to the basis that is dual to the previous
one by the pairing, then ∆V =
∑d
i=1 ∂ξi∂ξ∗i , and this is independent of the
choice of basis). We shall write ∆hV for the holomorphic Laplacian operator on
functions on VC, that is obtained from ∆V by replacing each real derivative by its
complex holomrphic counterpart. We remark that there are analogous operators
∆RV and ∆
h
V , in which one or both of the real derivatives are replaced by an
anti-holomorphic one (as in, e.g., [Ze2]), but since all the functions considered
in this paper will be holomorphic in ζ, only the Laplacian ∆hV will be of interest.
We can now determine some useful functional equations that are satisfied by
our Jacobi–Siegel theta functions.
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Proposition 1.3. The theta function from Equation (7) is annihilated by the
differential operators 4pii∂τ −∆hv+ , 4pii∂τ −∆hv− , and ∂ζi for 1 ≤ i ≤ b+ + b−.
Proof. We shall consider the action of each operator on the summand associated
with a fixed element λ ∈ L∗ in Equation (7). The derivatives ∂τ and ∂τ multiply
this summand by piiλ2v± . On the other hand, a direct evaluation, which is
most easily seen using orthonormal bases for v±, shows that ∆
h
v± multiplies this
summand by (2pii)2λ2v± . The vanishing under the first two operators now follows
from a simple subtraction, and the vanishing under the last operators is just
the holomorphicity of ΘL as a function of ζ. This proves the proposition.
Recall that the Laplacian ∆LR is the sum ∆v+ +∆v− for every v ∈ Gr(LR),
and that the difference ∆v+ − ∆v− is the operator, that we denote by ∆LR,v
following [Ze3] and others, that corresponds to the space LR endowed with the
quadratic structure coming from the majorant associated with v. The equalities
∂x = ∂τ + ∂τ and ∂y = i(∂τ − ∂τ ) allow us to write the first two differential
equations also as 4pii∂x−∆hLR and 4pi∂y−∆hLR,v, as indeed, the actions of ∂x and
partial y multiply the summand associated with λ by piiλ2 and −pi(λ2v+ − λ2v−)
(the latter is −pi times the norm of λ in the majorant in question).
2 Jacobi Forms
We begin with some observations about Fourier expansions.
Lemma 2.1. A function of (τ, ζ) ∈ H × LC that, for fixed τ ∈ H, is holo-
morphic and L-periodic in ζ, admits a formal Fourier expansion of the form∑
λ∈L∗ fλ(τ)e
(
τ
λ2v+
2 + τ
λ2v−
2 + (λ, ζ)
)
. In case it satisfies the functional equa-
tion in ζ from Proposition 1.1 (or Equation (9) in Definition 2.3 below), the
function fλ depends only on the coset λ+ L ∈ DL.
Proof. Holomorphicity and L-periodicity allow us to expand, for every τ , the
function in question as
∑
λ∈L∗ f˜λ(τ)e
(
(λ, ζ)
)
. By writing each function f˜λ(τ) as
e
(
τ
λ2v+
2 + τ
λ2v−
2
)
times another function fλ(τ), we establish the first assertion.
For the second one we fix σ ∈ L, and after substituting this expansion we get
∑
λ∈L∗
fλ(τ)e
(
τ
λ2v+
2
+ τ
λ2v−
2
+ (λ, ζ) + τ(λv+ , σv+) + τ (λv− , σv−)
)
on the left hand side, while the right hand side becomes
∑
µ∈L∗
fµ(τ)e
(
τ
µ2v+
2
+ τ
µ2v−
2
+ (µ, ζ)− τ σ
2
v+
2
− τ σ
2
v−
2
− (σ, ζ)
)
.
Since by substituting µ = λ+ σ the exponent on the latter expression becomes
that from the former, the uniqueness of Fourier expansions yields fλ+σ = fλ as
functions of τ , which implies the required assertion. This proves the lemma.
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For presenting the consequence of Lemma 2.1 in convenient terms, we recall
that the lattice L(−1), in which the signs of the quadratic and bilinear forms
are inverted, produces the discriminant group DL(−1) = DL(−1), the basis for
which we write as {e∗γ}γ∈DL . Identifying the space C[DL(−1)] with the dual
of C[DL] by taking the latter basis to be the dual to {eγ}γ∈DL , we obtain a
canonical identification of the representation ρL(−1) with the representation ρ
∗
L
dual to ρL. We denote the resulting bilinear pairing C[DL] × C[DL(−1)] → C
by 〈·, ·〉L, so that the meaning of this duality is that the equalities〈
ρL(A, φ)U, V
〉
L
=
〈
U, ρ∗L(A, φ)
−1V
〉
L
and
〈
ρL(A, φ)U, ρ
∗
L(A, φ)V
〉
L
=
〈
U, V
〉
L
(8)
hold for every U ∈ C[DL], V ∈ C[DL(−1)], and (A, φ) ∈Mp2(Z).
We now obtain the following consequence of Lemma 2.1.
Corollary 2.2. Given a smooth function Φ : H×LC → C satisfying the condi-
tions of the second assertion in Lemma 2.1, there exists a unique smooth func-
tion F : H → C[DL(−1)] such that the equality Φ(τ, ζ) =
〈
ΘL(τ, ζ; v), F (τ)
〉
L
holds for every (τ, ζ) ∈ H× LC.
Proof. Lemma 2.1 allows us to define fγ for γ ∈ DL to be fλ for any λ+L ∈ DL,
and we set F (τ) =
∑
γ∈DL
fγ(τ)e
∗
γ . Then the expansion from that lemma
becomes just
∑
γ∈DL
fγ(τ)
∑
λ∈L+γ e
(
τ
λ2v+
2 + τ
λ2v−
2 + (λ, ζ)
)
, which amounts
to the asserted pairing by Equation (7) and the definition of the pairing. The
uniqueness of F follows from the fact that its components are determined from
the Fourier expansion of Φ in ζ. This proves the corollary.
We can now define the main object of this paper.
Definition 2.3. Let Γ be a finite index subgroup of Mp2(Z), and take k and l
in 12Z. Then a Jacobi form of weight (k, l) and index (L, v) with respect to Γ is
a smooth function Φ : H× LC → C satisfying the functional equation
Φ(τ, ζ + τσv+ + τσv− + ν) = e
(
− τ σ
2
v+
2
− τ σ
2
v−
2
− (σ, ζ)
)
Φ(τ, ζ) (9)
for every τ ∈ H, ζ ∈ LC, and σ and ν in L and the functional equation
Φ
(
Aτ,
ζv+
j(A,τ) +
ζv−
j(A,τ)
)
= φ(τ)2kφ(τ)
2l
e
(
j′Aζ
2
v+
2j(A, τ)
+
j′Aζ
2
v−
2j(A, τ)
)
Φ(τ, ζ) (10)
for such τ and ζ and (A, φ) ∈ Γ, such that ζ 7→ Φ(τ, ζ) is holomorphic for fixed
τ ∈ H and the functions fλ from Lemma 2.1 have at most linear exponential
growth toward each cusp. The Jacobi form is called pseudo-holomorphic if it
is annihilated by the operator 4pii∂τ − ∆hv− from Proposition 1.3. It is called
skew-holomorphic in case it is annihilated by the other operator 4pii∂τ − ∆hv+
from that proposition.
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We remark that as in [BRR], [RR], and others, one can consider the Heisen-
berg group covering L2R (with kernel R or S
1 = e(R/Z)) and the real Jacobi
group in which SL2(R) (or Mp2(R)) operates on this Heisenberg group. Then
Equations (9) and (10) can be viewed as invariance under the corresponding
slash operators, when one reduces attention to Γ acting on the integral Heisen-
berg group of L (which is either L× L or its cover with kernel Z).
In this paper we consider a modular form of weight (k, l) and representation
ρ∗L with respect to Γ to be a smooth function F : H → C[DL(−1)] satisfying
F (Aτ) = φ(τ)2kφ(τ)
2l
ρ∗L(A, φ)F (τ) (11)
for every τ ∈ H and (A, φ) ∈ Γ, having at most linear exponential growth at
the cusps. We can now state the first main theorem of this paper.
Theorem 2.4. If Φ is a Jacobi form of weight (k, l) and index (L, v) with
respect to Γ as in Definition 2.3 then the corresponding function from Corollary
2.2 is a modular form of weight
(
k − b+2 , l − b−2
)
and representation ρ∗L with
respect to Γ. Conversely, given a modular form F with these parameters, the
formula ΦFL,v(τ, ζ) :=
〈
ΘL(τ, ζ; v), F (τ)
〉
L
from that corollary defines such a
Jacobi form.
Proof. Assume first that Φ is as in Definition 2.3, and then Equation (9), Lemma
2.1, and Corollary 2.2 produce the unique smooth function F : H → C[DL(−1)]
such that Φ is its pairing with ΘL from Equation (7). As F has the required
growth conditions by Definition 2.3, we need to check its modularity. We there-
fore fix τ ∈ H, ζ ∈ LC, and (A, φ) ∈Mp2(Z), and expand both sides of Equation
(10) using the pairing from Corollary 2.2. The right hand side is thus just
φ(τ)2kφ(τ)
2l
e
(
j′Aζ
2
v+
2j(A, τ)
+
j′Aζ
2
v−
2j(A, τ)
)〈
ΘL(τ, ζ; v), F (τ)
〉
L
,
while Theorem 1.2 and the bilinearity of the pairing transform the left hand
side of that equation into
φ(τ)b+φ(τ)
b−
e
(
j′Aζ
2
v+
2j(A, τ)
+
j′Aζ
2
v−
2j(A, τ)
)〈
ρL(A, φ)ΘL(τ, ζ; v), F (Aτ)
〉
L
.
Comparing and applying Equation (8), we deduce that〈
ΘL(τ, ζ; v), φ(τ)
2k−b+φ(τ)
2l−b−
F (τ)
〉
L
=
〈
ΘL(τ, ζ; v), ρ
∗
L(A, φ)F (Aτ)
〉
L
as functions on H × LC, from which the uniqueness of Fourier expansions (as
in the proof of Corollary 2.2) produces the desired modularity from Equation
(11), with the asserted weights.
Conversely, assume that F satisfies the required modularity condition, and
define ΦFL,v as above. Proposition 1.1, the bilinearity, and the fact that F does
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not depend on ζ imply that Φ = ΦFL,v satisfies Equation (9). On the other hand,
given (A, φ) ∈ Mp2(Z), Theorem 1.2 and Equation (11) express the left hand
side of Equation (10) (with Φ = ΦFL,v) as
e
(
j′Aζ
2
v+
2j(A, τ)
+
j′Aζ
2
v−
2j(A, τ)
)
φ(τ)2kφ(τ)
2l
〈
ρL(A, φ)ΘL(τ, ζ; v), ρ
∗
L(A, φ)F (τ)
〉
L
.
As this becomes the right hand side of the latter equation by Equation (8)
and the definition of ΦFL,v, we deduce from the growth of F that Φ
F
L,v has the
required properties from Definition 2.3. This proves the theorem.
Remark 2.5. As the group Γ contains some power TN of T , for which j′TN = 0,
Equation (10) implies that every Jacobi form Φ as in Definition 2.3 is also N -
periodic in τ . Then the convenient form for the Fourier expansion from Lemma
2.1 is
∑
m∈ 1
N
Z
∑
λ∈L∗ cm,λ(y)e
(
mx + (λ, ζ)
)
e
−pi(λ2v+
−λ2v−
)y
. The consequence
of Equation (9) is the equality cm,λ = cm+(σ,λ)+σ22 ,λ+σ
(as functions of y) for
all σ ∈ L, which is more familiar from the classical theory of Jacobi forms. It
follows that if we define an,λ, for n ∈ Q, to be the function cn+λ22 ,λ (and 0
when the first index is not in 1NZ), then for every n it depends only on the
image of λ in DL, hence we can write it as an,γ for γ ∈ DL. Noting the
exponent of x arising from changing the index m in this process, we deduce
that
∑
γ∈DL
∑
n∈Q e(nx)an,γ(y) is the Fourier expansion of F from Corollary
2.2, i.e., the modular form F such that Φ = ΦFL,v as in Theorem 2.4. However,
for avoiding the convergence questions, it was easier to begin with F (τ) itself,
rather that its Fourier expansion.
Theorem 2.4 produces the desired isomorphism on the analytic level. The
relation to holomorphicity on the level of vector-valued modular forms is as
follows.
Proposition 2.6. Given a modular form F with the parameters from Theorem
2.4, let ΦFL,v be the Jacobi form corresponding to it in that theorem. Then F
is weakly holomorphic if and only if ΦFL,v is pseudo-holomorphic. In particular,
pseudo-holomorphic Jacobi forms exist only in weights
(
k, b−2
)
.
Proof. The fact that F does not depend on ζ, the bilinearity of the pairing, and
the action of ∂τ on products shows that applying the operator 4pii∂τ−∆hv− from
Definition 2.3 to the definition of ΦFL,v expresses (4pii∂τ −∆hv−)ΦFL,v(τ, ζ) as〈
(4pii∂τ −∆hv−)ΘL(τ, ζ; v), F (τ)
〉
L
+ 4pii
〈
ΘL(τ, ζ; v), ∂τF (τ)
〉
L
.
Since the first term vanishes by Proposition 1.3, the uniqueness of Fourier ex-
pansions in ζ implies that ΦFL,v is pseudo-holomorphic if and only if ∂τF = 0.
The fact that F is smooth on H and has at most linear exponential growth
at ∞ implies that the latter equality is equivalent to the weak holomorphicity
of F . The fact that weakly holomorphic modular forms cannot have weights
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(k, l) with l 6= 0 now immediately implies the last assertion. This proves the
proposition.
Remark 2.7. In terms of the Fourier expansions from Remark 2.5, holomorphic-
ity is easier to check if the Fourier expansion of F is in terms of holomorphic
exponentials. We therefore write the function an,γ(y) from that expansion as
a˜n,γ(y)e
−2piny (so that it indeed multiplies e(nτ)), which means that the func-
tion cm,λ(y) = am−λ22 ,λ+L
(y) is e−2pimy+piλ
2y times c˜m,λ(y) = a˜m−λ22 ,λ+L
(y).
Recalling that λ2 = λ2v+ + λ
2
v− , the corresponding expansion of Φ
F
L,v(τ, ζ) is as∑
m∈ 1
N
Z
∑
λ∈L∗ c˜m,λ(y)e
(
mτ+(λ, ζ)
)
e
2piλ2v−
y
. This makes Proposition 2.6 a bit
more visible, since F is weakly holomorphic if and only if the functions c˜m,λ are
constant. Indeed, this is equivalent to the operator 4pii∂τ from Definition 2.3
operating only on the latter exponentials, in the same way that ∆hv− acts on the
exponential of (λ, ζ).
Note that the last formula in Remark 2.7 is in correspondence with F and
Φ being holomorphic together in the positive definite case, since then the expo-
nentials in y all become trivial.
We conclude by remarking that in the indefinite case, we obtain the isomor-
phisms from Theorem 2.4 and Proposition 2.6 for every v ∈ Gr(LR). Therefore,
for a fixed modular form F , we obtain a function on H×LC ×Gr(LR), namely
the one taking τ , ζ, and v to ΦFL,v(τ, ζ) (perhaps better written as Φ
F
L(τ, ζ; v),
or just Φ(τ, ζ; v), for this point of view). It is clear that this function is smooth,
and since one easily checks that the Jacobi–Siegel theta function from Equa-
tion (7) is invariant under the diagonal action of the discriminant kernel ΓL
from Equation (2) on the two latter variables, we deduce that the equality
Φ(τ, ζ; v) = Φ(τ,Aζ;Av) holds for every such variables and A in the latter
group (in particular, in the definite case, all our Jacobi forms are invariant un-
der the action of the finite group ΓL on the variable ζ). It will be interesting to
see what other properties does this function have.
3 Some Operations
It is clear that the Grassmannians associated with L and with L(−1) are canoni-
cally isomorphic (with v+ and v− interchanged for every v in the common Grass-
mannian). Moreover, if complex conjugation is defined to take eγ ∈ C[DL] to
e
∗
γ ∈ C[DL(−1)], then we get the canonical identification of ρL(−1) = ρ∗L with
the complex conjugate representation ρL. This shows that for U ∈ C[DL] and
V ∈ C[DL(−1)] we have 〈U, V 〉L = 〈U, V 〉L(−1). It also follows that if F is a
modular form of weight
(
k− b+2 , l− b−2
)
and representation ρ∗L Then the complex
conjugate function F is modular of weight
(
l − b−2 , k − b+2
)
and representation
ρL. Let Φ
F
L,v be the Jacobi form of weight (k, l) and index (L, v) that is as-
sociated with F by Theorem 2.4, and similarly ΦFL(−1),v is the Jacobi form of
weight (l, k) index
(
L(−1), v) corresponding to F . Then conjugating Equation
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(7) and the formula from Corollary 2.2 yields the equalities
ΘL(−1)(τ, ζ; v) = ΘL(τ, ζ; v) and Φ
F
L(−1),v(τ, ζ) = Φ
F
L,v(τ, ζ)
(note that the double conjugation on ζ is in correspondence with the require-
ment that all our Jacobi forms, including the Jacobi–Siegel theta functions, be
holomorphic in this variable).
However, the relation to skew-holomorphic Jacobi forms, as defined in Defi-
nition 2.3 (the special cases from the literature will be explained below), is not
obtained by complex conjugation of the modular forms. For describing it we
need the following lemma.
Lemma 3.1. For (A, φ) ∈Mp2(R), with A =
(
a b
c d
)
, set A˜ =
(
a −b
−c d
)
, and let φ˜
be the function τ 7→ φ(−τ). Then the map (A, φ) 7→ (A˜, φ˜) is a group involution
of Mp2(R). Moreover, if ωL : C[DL]→ C[DL(−1)] be the C-linear map sending
eγ to e
∗
γ for every γ ∈ DL, then the equality ρ∗L(A, φ) ◦ωL = ωL ◦ ρL(A˜, φ˜) holds
for every (A, φ)Mp2(Z).
Proof. The first assertion follows from the fact that the definition of Mp2(R) in
Equation (4) can be extended to a double cover of GL2(R), and the operation in
question is just conjugation by the pair
((
−1 0
0 1
)
, 1
)
, which is of order 2, inside
this larger group. Next, we note that T˜ = T−1 and S˜ = S−1, and then the
equality for T holds because eγ and e
∗
γ are eigenvectors of ρL(T ) and ρ
∗
L(T ),
with multiplicative inverse eigenvalues. As the formula for S is verified by a
direct comparison, and these elements generate Mp2(Z), the assertion follows
for every element of that group. This proves the lemma.
We remark that the relation (ST )3 = S2 defining the braid group covering
Mp2(Z) and Mp2(Z), which is equivalent to (TS)
3 = S2 by conjugation, is
preserved under taking the generators S and T to their inverses, as in the proof
of Lemma 3.1. The last equality in that lemma may also be verified using the
formulae from [Sch], [Str], and [Ze1], but our argument seems to be shorter.
Corollary 3.2. For a subgroup Γ of finite index in Mp2(Z), let Γ˜ be its image
under the involution from Lemma 3.1, and take a modular form G of weight
(k, l) and representation ρL with respect to Γ˜. Then the function defined by
G˜(τ) = ωL
(
G(−τ)) is a modular form of weight (l, k) and representation ρ∗L
with respect to Γ.
Proof. We have the equality −Aτ = A˜(−τ) using the map from Lemma 3.1
(this is essentially the definition using the conjugation in the extended group
in the proof of that lemma), and since (A, φ) ∈ Γ if and only if (A˜, φ˜) ∈ Γ˜,
Equation (11) implies that
G˜(Aτ) = ωL
(
G
(−Aτ )]=ωL[G(A˜(−τ ))]=ωL[ρL(A˜, φ˜)φ˜(−τ)2kφ˜(−τ )2lG(−τ )].
But using the last equality from that lemma and the fact that φ˜(−τ ) = φ(τ)
by definition, the right hand side here is φ(τ)2lφ(τ)
2k
times ρ∗L(A, φ) acting on
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ωL
(
G(−τ )) = G˜(τ), thus yielding the corresponding Equation (11). This proves
the corollary.
In fact, the extension of Equation (4) sometimes involves complex conjuga-
tion in the definition of φ for matrices of negative determinant (for their action to
preserve H), which is in correspondence with the picture arising from Corollary
3.2.
We can now prove the following result.
Proposition 3.3. Let G be a modular form of weight
(
k − b−2 , l − b+2
)
and
representation ρL with respect to the group Γ˜ from Corollary 3.2. Then if G˜
is the modular form from that corollary, write Φ˜GL,v for the Jacobi form Φ
G˜
L,v,
which is of weight (l, k) and index (L, v) with respect to Γ. Then the map taking
G to Φ˜GL,v is an isomorphism between the spaces of modular forms and Jacobi
forms with these parameters, and Φ˜GL,v is skew-holomorphic if and only if G is
weakly holomorphic, a case which can occur only if l = b+2 .
Proof. Since the map from Corollary 3.2 is clearly an isomorphism between
the vector spaces of these modular forms, the fact that the map G 7→ Φ˜GL,v is
an isomorphism follows directly from Theorem 2.4. Next, as in the proof of
Proposition 2.6, we can write (4pii∂τ −∆hv+)Φ˜GL,v(τ, ζ) as〈
(4pii∂τ −∆hv+)ΘL(τ, ζ; v), G˜(τ)
〉
L
+ 4pii
〈
ΘL(τ, ζ; v), ∂τ G˜(τ)
〉
L
,
and the first term again vanishes by Proposition 1.3. Therefore the skew-
holomorphicity of Φ˜GL,v is equivalent to G˜ being annihilated by ∂τ , i.e., being
anti-holomorphic. But the definition of G˜ and the growth conditions in Defini-
tion 2.3 again imply that this is the case if and only if G is weakly holomorphic.
This proves the proposition.
The case of positive definite L, with b− = 0, indeed reproduces the definition
from [H], and in case b+ = 1 we obtain the skew-holomorphic Jacobi forms from
[Sk] and others.
Let Λ be a finite index sub-lattice of L, a case in which L is called an over-
lattice of Λ, and DL is the quotient H
⊥/H for the isotropic subgroup H = L/Λ
of DΛ. Then the Grassmannians Gr(LR) and Gr(ΛR) are clearly the same.
Recall from [Ma] and others that there are two maps ↑LΛ: C[DL] → C[DΛ] and
↓LΛ: C[DΛ]→ C[DL], that are defined by
↑LΛ eγ :=
∑
δ∈H⊥, δ+H=γ
eδ and ↓LΛ eδ :=
{
eδ+H in case δ ∈ H⊥
0 when δ 6∈ H⊥.
respectively. Lemma 2.1 and Corollary 2.2 of that reference show that when
these spaces are the representation spaces of ρL and ρΛ respectively, then both
maps are maps of Mp2(Z)-representations, and they thus take modular forms
with each representation (with respect to any subgroup of Mp2(Z)) to modular
13
forms with the other representation, with the same weight. One relation between
these operators and the maps from Theorem 2.4 and Proposition 3.3 is the
following one.
Proposition 3.4. Let F and G be modular forms with the parameters from
Theorem 2.4 and Proposition 3.3 respectively, and consider the lattice L as an
over-lattice of the lattice Λ. We then have the equalities
Φ
↑
L(−1)
Λ(−1)
F
Λ,v = Φ
F
L,v and Φ˜
↑LΛG
Λ,v = Φ˜
G
L,v.
Proof. We first observe that the Jacobi–Siegel theta functions from Equation
(7) satisfy the equality ΘL(τ, ζ; v) =↓LΛ ΘL(τ, ζ; v) (this is well-known for the
theta functions from Equation (6), and works here exactly in the same man-
ner). Therefore the first equality follows directly from the well-known rela-
tion
〈
U, ↑L(−1)Λ(−1) V
〉
L
=
〈 ↓LΛ U, V 〉L for U ∈ C[DL] and V ∈ C[DΛ(−1)] (see,
e.g., Lemma 2.2 of [Ze3]). Now, we have the immediate commutation relation
ωΛ◦ ↑LΛ=↑L(−1)Λ(−1) ◦ωL, and therefore if G˜ is the modular form associated with
G in Corollary 3.2, then the one associated with ↑LΛ G is ↑L(−1)Λ(−1) G˜ (changing
the variable to −τ is not affected by these operations). Therefore the second
equality follows from the first. This proves the proposition.
The relation involving ↓L(−1)Λ(−1) F (or ↓LΛ G) will require theta functions with
characteristics, and will be proved in Proposition 4.3 below.
Consider now another lattice K, of signature (a+, a−), and the orthogonal
direct sum L⊕K, of signature (a++ b+, a−+ b−). Then we have the equalities
DL⊕K = DL ⊕ DK , C[DL⊕K ] = C[DL] ⊗ C[DK ], and ρL⊕K = ρL ⊗ ρK , and
the same after dualizing. Given elements v ∈ Gr(LR) and w ∈ Gr(KR), the
pair of spaces v+ ⊕ w+ and v− ⊕ w− represent an element of Gr(LR ⊕ KR),
that we denote, following [Ze3], by v ⊕ w. If F is a modular form of weight
(k, l) and representation ρ∗L with respect to a subgroup Γ of Mp2(Z), and H is
a modular form of some other weight (κ, µ) and representation ρ∗K with respect
to the same group Γ, then F ⊗H is a modular form of weight (k+ κ, l+µ) and
representation ρ∗L⊕K with respect to Γ. We then obtain the following result.
Proposition 3.5. With τ ∈ H, and writing elements of (L ⊕K)C as sums of
pairs of elements ζ ∈ LC and ξ ∈ KC, we obtain, in this notation, the equality
ΦF⊗HL⊕K,v⊕w(τ, ζ + ξ) = Φ
F
L,v(τ, ζ) · ΦHK,w(τ, ξ).
Proof. The Jacobi–Siegel theta functions from Equation (7) have the property
that
ΘL⊕K(τ, ζ + ξ; v ⊕ w) = ΘL(τ, ζ; v) ⊗ΘK(τ, ξ;w)
14
(this is also well-known for the functions from Equation (6), and is verified
similarly here). The result now follows from the definition of these Jacobi forms
in Theorem 2.4, via the equality 〈U⊗X,V ⊗Y 〉L⊕K = 〈U, V 〉L ·〈X,Y 〉K holding
for U ∈ C[DL], V ∈ C[DΛ(−1)], X ∈ C[DK ], and Y ∈ C[DK(−1)]. This proves
the proposition.
Remark 3.6. If the lattice K is the trivial lattice, of rank 0, then ρ∗K is trivial,
and so is the theta function ΘK (also the Jacobi–Siegel one, since the variable
ξ in the corresponding Equation (7) is taken from the trivial space KC). Then
the construction from Theorem 2.4 associated to a modular form h (which is
now scalar-valued) the Jacobi form which is just h again (since ξ is trivial).
Therefore this special case of Proposition 3.5 reduces to the statement that the
maps from Theorem 2.4, when combined over all the possible weights, is a map
of algebras over the ring of scalar-valued modular forms with respect to Γ (with
the analytic properties that one wishes to consider).
We recall that in the classical case, of an index which is a number (rather
than a lattice), the product of Jacobi forms is a Jacobi form, where both the
weights and the index are added. With lattices one cannot expect such a formula
in general, since the variable ζ is taken from two different spaces (sometimes in
different dimensions). In the positive definite lattice index case, a formula can be
obtained by representing lattices using Gram matrices. However, working in the
terminology of abstract lattices, and extending to our more general situation,
this definition takes the following form.
Proposition 3.7. Let L, K, v, and w be as in Proposition 3.5. Assume that
there is a group isomorphism ι : L → K such that its extension ιR : LR → KR
takes each of the spaces v± onto the respective space w±, so that in particular
a+ = b+ and a− = b−. Set L +ι K to be the group L with the quadratic
form defined by λ 7→ λ22 + (ιλ)
2
2 . Let v +ι w be the vector space decomposition
of (L +ι K)R = LR as v+ ⊕ v−. Then L +ι K is a (non-degenerate) lattice
of the same signature (b+, b−) as L and K, v +ι w represents an element of
Gr
(
(L+ιK)R
)
, and for a Jacobi form Φ of weight (k, l) and index (L, v) and a
Jacobi form Ψ of weight (κ, µ) and index (K,w), the map ΦΨ taking τ ∈ H and
ζ ∈ LC to Φ(τ, ζ)Ψ(τ, ιCζ) is a Jacobi form of weight (k + κ, l + µ) and index
(L+ι K, v +ι w).
Proof. Checking non-degeneracy and the signature can be carried out on the
level of the real quadratic spaces, where it is clear from the assumption that the
(L+ιK)R-norm of any non-zero element of (v+ιw)+ = v+ (resp. (v+ιw)− = v−)
is positive (resp. negative). Moreover, the (L +ι K)R-pairing of two elements
there are the sum of their LR-pairings and the KR-pairing of their ιR-images, so
that if one is in (v+ιw)+ and the other is in (v+ιw)− then the pairing vanishes.
Therefore (L+ιK)R is indeed the orthogonal direct sum of the b+-dimensional
positive definite space (v+ι w)+ and the b−-dimensional positive definite space
(v +ι w)−, yielding the non-degeneracy, the signature, and the identification
of v +ι w as a Grassmannian element. Moreover, applying Equations (9) and
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(10) for Φ and Ψ and the same considerations produce these equalities for the
product ΦΨ, and since the coefficient multiplying each Fourier coefficient from
Lemma 2.1 in each of Φ and Ψ satisfies the growth condition from Definition
2.3, the same happens in the product. This proves the proposition.
The typical case for Proposition 3.7 is the case where L is the lattice M(m)
obtained from a lattice M by multiplying the forms by the integer m > 0,
K = M(n) for another integer n > 0, ι = IdM , and w and v come from the
same element u ∈ Gr(MR). Then L +ι K = M(m + n) and v +ι w = u,
and we obtain the expected addition of the indices. Note that in the positive
definite case the Grassmannians are trivial, the isomorphism ι from Proposition
3.7 takes the form of taking bases for L and K and expressing the bilinear
forms in terms of positive definite integral-valued symmetric matrices (with even
diagonal entries). Then L+ιK is represented by the sum of these matrices, and
Proposition 3.7, in the holomorphic case, reproduces the product rule from [Sk],
[Zi], [BK], and others.
Combining Proposition 3.7 with Theorem 2.4, we obtain the following result,
in which An(H, V ) stands for the ring of real-analytic functions from H to the
complex vector space V . We consider An(H,C) as a commutative ring, and
each An(H, V ) as a module over it, with the usual point-wise operations.
Theorem 3.8. Take two lattices L and K of the same signature (b+, b−), and
fix a group isomorphism ι : L → K, with real extension ιR. Assume that ιR
takes the spaces v± associated with an element v ∈ Gr(LR) onto the respective
spaces v± corresponding to u ∈ Gr(KR), and take L +ι K and v +ι w to be as
in Proposition 3.7. Then there exist maps of An(H,C)-modules
Pv,wι : An
(H,C[DL(−1)])⊗An (H,C[DK(−1)])→ An (H,C[D[L+ιK](−1)]),
which takes the tensor product of a modular form F of weight (k, l) and rep-
resentation ρ∗L with a modular form H of weight (κ, µ) and representation ρ
∗
K ,
both with respect to the same subgroup Γ of Mp2(Z), to a modular form of weight(
k+κ+ b+2 , l+µ+
b−
2
)
and representation ρ∗L+ιK such that in this situation we
have the equality
Φ
Pv,wι (F⊗H)
L+ιK,v+ιw
(τ, ζ) = ΦFL,v(τ, ζ) · ΦHK,w(τ, ιCζ) for τ ∈ H and ζ ∈ LC.
Proof. We have seen in Remark 3.6 that the isomorphisms from Theorem 2.4
are isomorphisms of modules of rings of modular forms. Indeed, the formula for
ΦFL,v from that theorem does not depend on F being a modular form, and easily
extends, by Lemma 2.1 and Corollary 2.2, to an isomorphism of An(H,C)-
modules from An
(H,C[DL(−1)]) to functions in An(H × LC,C) that satisfy
Equation (9). The fact that this isomorphism can be inverted (for L +ι K
and v +ι w) and the product formula from Proposition 3.7 is bilinear yield the
existence of the desired map Pv,wι on the level of An(H,C)-modules and the last
asserted formula, and Theorem 2.4 implies that it has the property involving
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modular forms (with the shift of the weights being that from the theorem). This
proves the theorem.
The An(H,C)-linearity of the map Pv,wι from Theorem 3.8 implies that this
map is determined by its values on constant vectors of the sort e∗γ⊗e∗β for γ ∈ DL
and β ∈ DK . For determining its form, we write
θL+γ(τ, ζ; v)θK+β(τ, ιCζ;w) =
∑
α∈DL+ιK
pv,w,αι,γ,β (τ)θL+ιK,α(τ, ζ)
for some functions pv,w,αι,γ,β (τ), which are modular forms of weight
( b+
2 ,
b−
2
)
for
the intersection of the kernels of ρ∗L, ρ
∗
K , and ρ
∗
L+ιK
(it is a congruence subgroup
of Mp2(Z)—see, e.g., Lemmas 2.2 and 2.4 of [Ze1]). Then P
v,w
ι takes e
∗
γ ⊗ e∗β to∑
α∈DL+ιK
pv,w,αι,γ,β (τ)e
∗
α.
To see the complexity of the map from Theorem 3.8, we consider the most
classical case, where L and K are positive definite of rank 1. Denoting by
A2 the lattice Z with a generator of quadratic value 1, we write L = A2(m)
and K = A2(n) for positive integers m and n. The discriminants DL and
DK are Z/2mZ and Z/2nZ respectively, the Grassmannians are trivial, the
corresponding theta functions and Jacobi theta functions from Equations (6)
and (7) are just the holomorphic functions θr+2mZ(τ) :=
∑
h∈Z+ r2m
e(mh2τ)
and θr+2mZ(τ, ζ) :=
∑
h∈Z+ r2m
e(mh2τ + 2mζ) (with ζ ∈ C), and the same for
K, L +ι K = A2(m + n), and any other such lattice. Set d = gcd{m,n}, and
then for residues r modulo 2m and s modulo 2n, one can show that there is a
set Rr,s of residues modulo 2(m+n), all of which have the same parity as r+ s,
and a residue l(r, s, t) modulo mn(m+n)d2 for every t ∈ Rr,s, such that
θr+2mZ(τ, ζ)θs+2nZ(τ, ζ) =
∑
t∈Rr,s
θ
l(r,s,t)+2mn(m+n)
d2
Z
(τ)θt+2(m+n)Z(τ, ζ)
(note that l(r, s, t) is defined only up to a sign, which makes explicit formulae
for it more delicate). Thus the map from Theorem 3.8 sends e∗r+2mZ ⊗ e∗s+2nZ
to
∑
t∈Rs,t
θ
l(r,s,t)+2
mn(m+n)
d2
Z
(τ)e∗t+2(m+n)Z.
For an explicit example, take m = n = d = 1, so that m+n = mn(m+n)d2 = 2,
and write θ(τ) and θ˜(τ) for θ0+2Z(τ) and θ1+2Z(τ) respectively. Then with the
index 2, the functions θ0+4Z(τ) and θ2+4Z(τ) are just θ(2τ) and θ˜(2τ) respec-
tively, and the remaining functions θ1+4Z(τ) and θ3+4Z(τ) coincide to a single
function, which we denote by θˆ(τ). The corresponding map from Theorem 3.8
is then defined by
e
∗
0+2Z ⊗ e∗0+2Z 7→ θ(2τ)e∗0+4Z + θ˜(2τ)e∗2+4Z,
e
∗
1+2Z ⊗ e∗1+2Z 7→ θ˜(2τ)e∗0+4Z + θ(2τ)e∗2+4Z,
and
e
∗
0+2Z ⊗ e∗1+2Z, e∗1+2Z ⊗ e∗0+2Z 7→ θˆ(τ)(e∗1+4Z + e∗3+4Z).
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It would be interesting to see how such formulae combine with the theory of
theta blocks, from, e.g., [GSZ]. In any case, based on the form from the case of
general m and n we pose the following conjecture.
Conjecture 3.9. For L, K, v, w, and ι as in Theorem 3.8, there exists another
lattice Λ of the same signature with an element u ∈ Gr(ΛR), such that the
coefficient pv,w,αι,γ,β (τ) multiplying e
∗
α in P
v,w
ι (e
∗
γ ⊗ e∗β) for γ ∈ DL, β ∈ DK , and
α ∈ DL+ιK is either 0 or some theta function θΛ+δ from Equation (6) for some
δ ∈ [O(Λ)\DΛ] that depends on γ, β, and α.
The reason why we divide DΛ by O(Λ) in Conjecture 3.9 is that the theta
functions from Equation (6) are invariant under the action of O(Λ). As in the
example with m = n = 1 one cannot distinguish between the presentations of
θˆ as θ1+4Z(τ) or as θ3+4Z(τ), we cannot expect to have δ ∈ DΛ (i.e., a presen-
tation), but just the function itself. Moreover, the fact that Λ = A2
(mn(m+n)
d2
)
when L = A2(m), K = A2(n), and L+ιK = A2(m+n) indicates that the con-
struction of Λ from L, K, and ι is non-trivial. It would be interesting to see if in
the case where L = M(m), K = M(n), and ι = IdM (with some u ∈ Gr(MR))
for some other lattice M , so that L +ι K = M(m + n) (and v +ι w = u), we
still get Λ =M
(mn(m+n)
d2
)
(with the same u) in Conjecture 3.9.
Consider now the case where M is a primitive non-degenerate sub-lattice
of L. Denote the intersection of the space M⊥ with L by M⊥L , and assume
that the element v ∈ Gr(LR) is the direct sum u ⊕ u⊥ for u ∈ Gr(MR) and
u⊥ ∈ Gr(M⊥R ). Then every ζ ∈ LC is the orthogonal sum of the projections ζMC
and ζM⊥
C
, and ζv± is the orthogonal direct sum of ζu± and ζu⊥
±
for each sign ±.
In analogy with Proposition 1.6 of [Ze3], we have the equality
ΘL(τ, ζ; v) =
yL
M⊕M⊥
L
[
ΘM (τ, ζMC ;u)⊗ΘM
(
τ, ζM⊥
C
;u⊥
)]
(because we have already established the analogues of Lemmas 1.2 and 1.5 from
that reference for our Jacobi–Siegel Theta functions).
However, there is another expression for ΘL(τ, ζ; v) in this case. Denote by
piM the composition of the surjective projections from L
∗ ontoM∗ and fromM∗
onto DM , and observe that the projection onto M
⊥
R , hence also onto u
⊥
±, are
well-defined for elements of L∗/M . Following Equation (8) of [Ze3] we define,
for η ∈M⊥C and τ and u⊥ as above, the function
ΘL,M (τ ; η;u
⊥) :=
∑
δ∈DM
∑
λ∈L∗/M
piM(λ)=δ
e
(
τ
λ2
u⊥+
2
+ τ
λ2
u⊥
−
2
+
(
λM⊥
R
, η
))
eλ+L ⊗ e∗δ (12)
with values in C[DL]⊗ C[DM(−1)], and obtain the following result.
Theorem 3.10. The theta function ΘL,M from Equation (12) satisfies the func-
tional equation from Proposition 1.1 for σ and ν from M⊥L , as well as that
from Theorem 1.2, with the weight being
( b+−c+
2 ,
b−−c−
2
)
and the representation
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ρL⊗ ρ∗M . In particular, the function τ 7→ ΘL,M(τ ; v) := ΘL,M (τ, 0; v) is a mod-
ular form of weight
( b+−c+
2 ,
b−−c−
2
)
and representation ρL ⊗ ρ∗M . In addition,
for every τ ∈ H and ζ ∈ LC we have the equality
ΘL(τ, ζ; v) =
〈
ΘM (τ, ζMC ;u),ΘL,M
(
τ, ζM⊥
C
;u⊥
)〉
M
.
Proof. The third assertion follows from the proof of Proposition 1.8 of [Ze3],
mutatis mutandis. Now, the analogue of Lemma 1.9 of that reference presents
ΘL,M , in the case where L = M ⊕M⊥L , as ΘM⊥L (with the same variables), to
which Proposition 1.1 and Theorem 1.2 give the desired properties, tensored
with
∑
δ∈DM
eδ ⊗ e∗δ . In the general case the presentation from Lemma 1.10 of
that reference, using the operator ↓L⊕M(−1)Λ⊕M(−1) for Λ = M ⊕M⊥L , is valid here as
well. Thus the first assertion is proved like Theorem 1.11 there, and the second
one is an immediate consequence of the first (or of the latter theorem). This
proves the theorem.
The paper [Ma] defines an operation called theta contraction, which was
generalized in [Ze3] to the following notion. For a modular form F of weight (k, l)
and representation ρ∗L, a primitive non-degenerate sub-lattice M of L, and an
element v ∈ Gr(LR) which is the direct sum of u ∈ Gr(MR) and u⊥ ∈ Gr(MR⊥),
we define the theta contraction of F with respect to u⊥ to be
Θ(L,M)(F ;u
⊥) : H → C[DM(−1)], Θ(L,M)(F ;u⊥) : τ 7→
〈
ΘL,M(τ ;u
⊥), F (τ)
〉
L
.
(13)
The second assertion of Theorem 3.10 implies that Θ(L,M)(F ;u
⊥) is a modular
form of weight
(
k + b+−c+2 , l +
b−−c−
2
)
and representation ρ∗M . We then obtain
the following result.
Proposition 3.11. Let Φ be a Jacobi form of weight (k, l) and index (L, v) with
respect to Γ, and decompose LC as MC ⊕M⊥C . Then the map
ResLM Φ : H×MC → C, ResLM Φ(τ, ξ) = Φ(τ, ξ + 0) with 0 ∈M⊥C
is a Jacobi form of weight (k, l) and index (M,u) with respect to Γ. Moreover,
if we write Φ as ΦFL,v for F as in Theorem 2.4 then Res
L
M Φ is Φ
Θ(L,M)(F ;u
⊥)
M,u .
Proof. Restricting Equation (9) for Φ to σ and ν in M and recalling that
σv± = σu± and (σ, ξ) = (σ, ξ + 0) for such σ yields the same equation for
ResLM Φ. Equation (10) also transforms easily, using the fact that the M
⊥
C -part
of ξ +0 vanishes. Since the resulting combinations of the Fourier coefficients of
Φ, which grow at most linearly exponentially, also grows at most linearly ex-
ponentially, this proves the first assertion. For the second one, write Φ = ΦFL,v
as in Corollary 2.2 and Theorem 2.4, and express θL(τ, ξ + 0; v) as in Theorem
3.10. But now the simple Lemma 2.2 of [Ze3] expresses the resulting pairing as〈
ΘM (τ, ξ;u), 〈ΘL,M (τ, 0;u⊥), F (τ)〉L
〉
M
, and as in the proof of Theorem 2.6 of
that reference, the internal pairing is Θ(L,M)(F ;u
⊥) by Equation (13). We thus
obtain the desired result by Theorem 2.4 again. This proves the proposition.
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Note that for a general element ζ ∈ LC, namely ζ = ξ + η for such ξ and
some η ∈M⊥C , the proof of Proposition 3.11 expresses ΦFL,v(τ, ξ+η; v) as theM -
pairing of ΘM (τ, ξ;u) with the function
〈
ΘL,M(τ, η;u
⊥), F (τ)
〉
L
, which we may
consider as a generalized theta contraction. The latter, viewed as a function on
H×M⊥C , is a (vector-valued) Jacobi form, of the weight
(
k+ b+−c+2 , l+
b−−c−
2
)
,
the type (M⊥L , u
⊥), and the representation ρ∗M . It will be interesting to see which
properties do such functions have, especially in relation to ΦFL,v(τ, ξ + η; v).
We conclude this section by remarking that formulae similar to those from
Propositions 3.5 and 3.11 and Theorem 3.8 hold for the Jacobi forms from
Proposition 3.3, with F (resp. H) replaced by a modular form with the repre-
sentation ρL (resp. ρK). Combining this with Remark 3.6 explains why in the
isomorphisms involving skew-holomorphic Jacobi forms, in [Sk] and others, the
algebra structure involves multiplying by h(−τ) (which is the formula for h˜(τ)
from Corollary 3.2 in the case of trivial representation).
4 Jacobi Forms with Characteristics
Recall that Section 4 of [Bor] concerns theta functions that are more general
than those from Equation (6). We take, in addition to the parameters from that
equation, two vectors α and β from LR, and set
ΘL
(
τ ;
(
α
β
)
; v
)
:=
∑
λ∈L∗
e
(
τ
(λ+ β)2v+
2
+ τ
(λ+ β)2v−
2
− (λ+ β2 , α)
)
eλ+L.
Recall that the group SL2(Z) ⊆ SL2(R), hence also Mp2(Z) ⊆ Mp2(R), acts on
such column vectors (more naturally, it acts on R2 and we view these vectors
as elements of R2 ⊗R LR). Then Theorem 4.1 of [Bor] states that
ΘL
(
Aτ ;A
(
α
β
)
; v
)
= φ(τ)b+φ(τ)
b−
ρL
(
(A, φ)
)
ΘL
(
τ ;
(
α
β
)
; v
)
for every (A, φ) ∈ Mp2(Z). We combine this generalization with Equation (7)
and set
ΘL
(
τ, ζ;
(
α
β
)
; v
)
:=
∑
λ∈L∗
e
(
τ
(λ+ β)2v+
2
+τ
(λ+ β)2v−
2
+(λ+β, ζ)−(λ+ β2 , α)
)
eλ+L,
(14)
for which we prove the following extension of Theorem 4.1 of [Bor] and of our
Propositions 1.1 and 1.3 and Theorem 1.2.
Theorem 4.1. Take such τ , v, ζ, α, and β. Then if σ and ν are in L then
ΘL
(
τ, ζ + τσv+ + τσv− + ν;
(
α
β
)
; v
)
equals
e
(
− τ σ
2
v+
2
− τ σ
2
v−
2
− (σ, ζ) + (ν, β) + (σ, α)
)
ΘL
(
τ, ζ;
(
α
β
)
; v
)
,
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and if (A, φ) ∈Mp2(Z) then ΘL
(
Aτ,
ζv+
j(A,τ) +
ζv−
j(A,τ)
;A
(
α
β
)
; v
)
equals
φ(τ)b+φ(τ)
b−
e
( j′Aζ2v+
2j(A,τ) +
j′Aζ
2
v−
2j(A,τ)
)
ρL(A, φ)ΘL
(
τ, ζ;
(
α
β
)
; v
)
.
The differential operators 4pii∂τ−∆hv+ , 4pii∂τ−∆hv− , and ∂ζi for 1 ≤ i ≤ b++b−
from Proposition 1.3 annihilate these theta functions as well.
Proof. For the first equality we follow the proof of Proposition 1.1, with adding
β to each λ, where we have the additional term with (ν, β), and the index change
from λ to λ+ σ produces (σ, α) as well. Proving the second one for T±1 and S
suffices, where for the former element the term associated with λ is multiplied
by e
(±(λ+β)2
2
)
because of adding ±1 to τ , but also by e(−(±λ+ β2 , β)) because
we have added ±β to α. As this combines to e(± λ22 ) once again, the equality
for T± is proved, and as in the proof of Theorem 1.2, we can restrict attention
to the equality for S with ζ ∈ LR by holomorphicity. Because the vector is now(
−β
α
)
, The coefficient multiplying eγ on the left hand side is the desired exponent
e
(
− ζ
2
v+
2τ −
ζ2v−
2τ
)
times
∑
λ∈L+γ
e
(
− (λ + α− ζ)
2
v+
2τ
− (λ+ α− ζ)
2
v−
2τ
+ (λ+ α− ζ, β) + (ζ − α2 , β)
)
.
The Poisson Summation Formula, with the Fourier transform modified as in,
e.g., Lemma 3.1 of [Bor], transforms it into e
( b−−b+
8
)
τ
b+
2 τ
b−
2
/√
DL times
∑
µ∈L∗
e
(
τ
(µ+ β)2v+
2
+ τ
(µ+ β)2v−
2
+ (µ, ζ)− (γ, µ)− (α, µ) + (ζ − α2 , β)
)
,
which once again becomes the desired right hand side. The action of the dif-
ferential operators is verified exactly as in the proof of Proposition 1.3. This
proves the theorem.
Following Lemma 2.1 and Corollary 2.2, we now obtain the following result.
Proposition 4.2. For every α and β, the map taking F ∈ An (H,C[DL(−1)])
to the function (τ, ζ) 7→ 〈ΘL(τ, ζ; (αβ); v), F (τ)〉L is an isomorphism onto the
space of smooth functions Φ on H× LC that are holomorphic in ζ and satisfy
Φ(τ, ζ+ τσv+ + τσv− + ν) = e
(
− τ σ
2
v+
2
− τ σ
2
v−
2
− (σ, ζ)+ (ν, β)+ (σ, α)
)
Φ(τ, ζ)
for every τ ∈ H, ζ ∈ LC, and σ and ν in L.
Proof. The fact that the pairing of ΘL
(
τ, ζ;
(
α
β
)
; v
)
with any function F satisfies
this functional equation is immediate from the fact that ΘL itself satisfies it.
On the other hand, if Φ(τ, ζ) satisfies this equation then Φ(τ, ζ)e
( − (β, ζ)) is
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invariant under translations from L. Thus, as in the proof of Lemma 2.1, we can
write Φ(τ, ζ) as
∑
λ∈L∗ fλ(τ)e
(
τ
(λ+β)2v+
2 + τ
(λ+β)2v−
2 +(λ+ β, ζ) +
(
λ+ β2 , α
))
,
and using the formula involving σ produces, as in the proof of Corollary 2.2,
the desired result. This prove the proposition.
As in Proposition 2.6, the isomorphism from Proposition 4.2 takes the holo-
morphic functions F : H → C[DL(−1)] onto those functions Φ that are also an-
nihilated by the operator 4pii∂τ −∆hv− from Proposition 1.3 and Theorem 4.1.
Note, however, that modularity properties of F and the pairing from Proposi-
tion 4.2 are no longer related, because of the action of Mp2(Z) on the column
vectors
(
α
β
)
.
The theta functions from Equation (14) resemble closely theta functions
with characteristics, as defined in, e.g., [FZ], among earlier references. For
this we shall define ΘˆL
(
τ, ζ;
(
α
β
)
; v
)
to be e
(− (α,β)2 )ΘL(τ, ζ; (αβ); v), as with this
normalization the following properties are better-behaved. To put it in a broader
context, if L is positive definite of rank g, with a Gram matrix M, then the
Grassmannian is trivial, and τ 7→ τM is an embedding ofH into the Siegel upper
half-plane of degree g. Then considering α and β as the corresponding elements
of Rg, and lifting each γ ∈ DL to an appropriate element of Rg, the coefficient
θˆL+γ
(
τ, ζ;
(
α
β
))
is the theta function θ
[
2β+2γ
−2α
]
(Mζ, τM) in the notation of that
reference. Hence our functions θˆL+γ
(
τ, ζ;
(
α
β
)
, v
)
are a generalization of this
restriction of theta functions with characteristics to the indefinite case.
Indeed, the usual arguments show that the theta function ΘˆL
(
τ, ζ;
(
α
β
)
; v
)
satisfies the following properties of theta functions with characteristics: The
parity formula ΘˆL
(
τ, ζ;
(
α
β
)
; v
)
= ΘˆL
(
τ,−ζ; (−α−β); v), the periodicity relation
ΘˆL
(
τ, ζ;
(
α+ν
β+σ
)
; v
)
= e
(− (β, σ))ΘˆL(τ, ζ; (αβ); v) for ν and σ in L (15)
(by a summation index change), and the general relation
ΘˆL(τ,ζ;
(
α+ν
β+σ
)
;v)=e
(
τ
σ2v+
2
+τ
σ2v−
2
+(σ, ζ−α−ν)
)
ΘˆL(τ,ζ+τσv++τσv−−ν;
(
α
β
)
; v)
with respect to changing the variable (here σ and ν are arbitrary in LR, and
the proof is similar to that of the first equality in Theorem 4.1). In particular
it follows from Equation (15) that if β ∈ L∗ then the theta function is defined
with characteristics coming from cosets modulo L. Then, for α and β in DL the
function θˆL+γ
(
τ, ζ;
(
α
β
)
; v
)
is just e
( − (α, β + γ)) times the initial component
θL+β+γ(τ, ζ; v) of Equation (7). This shows, in fact, that in this setting the
vector-valued nature of ΘˆL contains no more information than any single scalar-
valued component.
While the lack of modularity of the functions from Proposition 4.2 makes
their applicability less evident, we can present the following application, which
complements Proposition 3.4.
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Proposition 4.3. Assume that L is an over-lattice of another lattice Λ, take v
in the common Grassmannian of LR and ΛR, and let F be a modular form of
weight (k, l) and representation ρ∗Λ with respect to Γ ⊆Mp2(Z). Then by setting
H = L/Λ ⊆ DΛ as above we obtain the equality
Φ
↓
L(−1)
Λ(−1)
F
L,v (τ, ζ) =
1
|H |
∑
α∈H
∑
β∈H
〈
ΘˆΛ
(
τ, ζ;
(
α
β
)
; v
)
, F (τ)
〉
Λ
.
Proof. The left hand side is
∑
δ∈H⊥ fδ(τ)θL+(δ+H)(τ, ζ; v) by the definition of
↓L(−1)Λ(−1) F . On the other hand, for every δ ∈ DΛ the effect of the characteristic
β ∈ H is to replace θΛ+δ by θΛ+δ+β , and the effect of α ∈ H is to multiply the
summand associated with λ ∈ Λ + δ + β by e( − (λ, α)). But as α ∈ H , its
pairing with Λ and with β ∈ H is trivial in Q/Z, so that the (scalar-valued)
theta function is simply multiplied by e
( − (δ, α)), regardless of β. Therefore
1
|H| times the sum over α leaves only the terms with δ ∈ H⊥, and since the sum∑
β∈H θΛ+δ+β is just θL+(δ+H)(τ, ζ; v), we obtain the desired expression. This
proves the proposition.
As for Propositions 3.5 and 3.11 and Theorem 3.8, combining Proposition
4.3 with Proposition 3.3 and the commutation relation ωL◦ ↓LΛ=↓L(−1)Λ(−1) ◦ωΛ also
yields, for a modular form G of weight (k, l) and representation ρΛ with respect
to the group Γ˜ from Corollary 3.2, the equality
Φ˜
↓LΛG
L,v (τ, ζ) =
1
|H |
∑
α∈H
∑
β∈H
〈
ΘˆΛ
(
τ, ζ;
(
α
β
)
; v
)
, ωΛ
(
G(−τ ))〉
Λ
.
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