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Abstract-Over the last ten years, Salamanca has been con­
sidered among the most polluted cities in Mexico. This paper 
presents a Self-Organizing Maps (SOM) Neural Network appli­
cation to classify pollution data and automatize the air pollution 
level determination for Sulphur Dioxide (S02) in Salamanca. 
Meteorological parameters are well known to be important 
factors contributing to air quality estimation and prediction. In 
order to observe the behavior and clarify the influence of wind 
parameters on the S02 concentrations a SOM Neural Network 
have been im plemented along a year. The main advantages of the 
SOM is that it allows to integrate data from different sensors and 
provide readily interpretation results. Especially, it is powerful 
mapping and classification tool, which others information in 
an easier way and facilitates the task of establishing an order 
of priority between the distinguished groups of concentrations 
depending on their need for further research or remediation 
actions in subsequent management steps. The results show a 
significative correlation between pollutant concentrations and 
some environmental variables. 
I. INTRODUCTION 
Nowadays, many countries make big efforts to minimize 
air pollution [1], [2], [3]. In polluted countries like Mexico 
a continuous monitoring of Air Quality to measure pollutant 
concentrations to reduce possible negative effects in 
popUlation health is necessary. A special case with great 
pollution is Salamanca, Guanajuato in Mexico. Salamanca 
city is catalogued as one of the most polluted cities in 
Mexico [4]. The main causes of pollution in Salamanca are 
due to fixed emission sources such as Chemical Industry 
and Electricity Generation, being Sulphur Dioxide (S02) 
(measured in Parts Per Billion, (PPB), and Particulate Matter 
less than 10 micrometers in diameter PMlO (measured 
in micrometers, (/-lm) the most important air pollutants. 
This article focuses the analysis on Sulphur Dioxide (S02) 
concentrations. S02 is one air pollutants with the highest 
concentration in Salamanca, where three monitoring stations 
have been installed in order to know the level of air 
pollution; the measure records of each monitoring station are 
handled separately. Actually, an environmental contingency 
alann is activated when daily average pollutant concentration, 
in a single monitoring station, exceeds a established threshold. 
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Meteorology is well known to be an important factor 
contributing to air quality [5], [6], [7], [8], [9]. It is extremely 
important to consider the effect of meteorological conditions 
on atmospheric pollution, since they clearly influence disper­
sion capability in the atmosphere. It is well known that severe 
pollution episodes in the urban environment are not usually 
attributed to sudden increases in the emission of pollutants, but 
to certain meteorological conditions which diminish the ability 
of the atmosphere to disperse pollutants [10], [11]. However, 
the concentrations of air pollutants usually vary randomly 
and are correlated with several factors such as types of fuels 
consumed, geographical and topographical peculiarities, town 
planning and meteorological factors, etc. [12]. 
In recent years, the considerable progress has been in the 
developing of Artificial Neural Network (ANN) models for 
air quality [13], [14]. The Self-Organizing Maps (SOM) [15], 
an ANN with unsupervised learning is the other commonly 
used clustering algorithm in environmental data [16]. SOM 
is suitable for data classification because of its visualization 
property [17]. For example, the SOM has been used to 
identify patterns in satellite imagery in oceanography [18]; to 
visualize and cluster volcanic ash [19]; or to estimate the risk 
of insect species invasion associated with geographic regions 
[20]. In this paper the application of the Self-organizing Maps 
as clustering algorithm is presented in order to classify the 
S02 pollutant concentration. 
The paper is organized as follow, in section II the case of 
study is presented were the conditions of the city of Salamanca 
are introduced. Section III introduce the Artificial Neural 
Networks with especial emphasis in the Self-organizing Maps. 
Section IV shows the obtained results and finally, section V 
presents the generated conclusions. 
II. CASE OF STUDY 
In recent years, the city of Salamanca has been catalogued 
as one of the most polluted cities in Mexico [21]. Salamanca 
is a city in the state of Guanajuato with a population of 
approximately 234,000 inhabitants and located around 350 
km to the northwest of Mexico city [22]. Currently, an 
Environmental Monitoring Network (EMN) is installed in 
Salamanca. EMN is composes for three monitoring stations. 
Time series of criteria pollutants among other meteorological 
variables are obtained in each monitoring station. Figure 1 
shows the EMN distribution. 
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Although environmental management in Mexico began in 
1971 with the Law to Prevent and Control Environmental 
Pollution, in the last decade Mexico began its efforts to 
generate and compile environmental information [23]. In 
Salamanca, the Program to Improve the Air Quality (ProAire) 
is composed of measures that affect transportation, industry, 
the service sector, natural resources, health, and education. 
The ProAire program integrate the urgent and immediate 
reduction of S02 and PMlO emissions when measurements 
of these pollutants register levels above those established by 
Health Authorities. As was previously mentioned, this work 
focus the analisys in S02. 
S02 is a colorless gas with a sharp, irritating odor. It is 
produced from the burning of fossil fuels (coal and oil) and 
the smelting of mineral ores that contain sulfur. When sulfur 
dioxide combines with water, it forms sulfuric acid, which is 
the main component of acid rain. When acid rain falls it can 
cause deforestation, acidify waterways to the detriment of 
aquatic life and corrode building materials and paints. S02 
can affect the respiratory system, the functions of the lungs 
and irritate eyes. When S02 irritates the respiratory tract it 
causes coughing, mucus secretion, aggravates conditions such 
as asthma and chronic bronchitis and makes people more 
prone to respiratory tract infections [24]. 
III. ARTIFCIAL NEURAL NETWORKS 
Artificial Neural Networks (ANNs) are biologically 
inspired networks based on the neuron organization and 
decision making process in human brain [25]. One advantage 
of ANN approach is that most of the intense computation 
takes place during the training process. Once ANNs are 
trained for a particular task, operation is relatively fast and 
unknown samples can be rapidly identified in the field. ANNs 
can be classified as supervised and unsupervised. A kind 
of unsupervised ANN is the Self-organizing Map (SOM) [15]. 
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A. Self-Organizing Maps (SOM) 
The basic SOM Neural Network consists of the input layer, 
and the output (Kohonen) layer which is fully connected with 
the input layer by the adjusted weights (prototype vectors). 
The number of units in the input layer corresponds to the 
dimension of the data. The number of units in the output layer 
is the nwnber of reference vectors in the data space. In SOM, 
the high-dimensional input vectors are projected in a nonlinear 
way to a low-dimensional map (usually a two-dimensional 
space), and SOM can perform this transformation adaptively 
in a topologically ordered fashion. Therefore, the neurons 
are placed at the nodes of a two-dimensional lattice. Every 
neuron of the map is represented by an n dimensional weight 
vector (prototype vector), 8 = [81, ... , 8n], where n denotes 
the dimension of the input vectors. The prototype vectors 
together form a codebook. The units (neurons) of the map are 
connected to adjacent ones by a neighborhood relation, which 
indicates the topology of the map. The rectangular topology 
was used in this study. SOM can adjust the weight vectors 
of adjacent units in the competitive layer by competitive 
learning. Figure 2 shows a hexagonal SOM topology. 
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Fig. 2. A basic hexagonal SOM topological neighbourhood. 
In the training (learning) phase, the SOM forms an elastic 
net that folds onto the "cloud" formed by the input data. 
Similar input vectors should be mapped close together on 
the nearby neurons, and group them into clusters. SOM 
is an unsupervised classification which is used to cluster 
a data set based on statistics only, and can be trained by 
an unsupervised learning algorithm in which the network 
learns to form its own classifications of training data without 
external help. The SOM is trained iteratively. The learning 
steps are as follows [26]: 
Step 1. Initialize randomly the weight vectors, 8j(0), drawn 
from the input dataset and set t = o. 
Step 2. Present an input vector x to the network and compute 
the Euclidean distance, dj, between a sample of input vectors 
and all the prototype vectors at iteration t. 
(1) 
Step 3. Find the winner unit c (best matching unit, BMU) 
which has the minimum Euclidean distance: 
Ue = min{dj} (2) 
Step 4. Update the connecting weight vectors of all neurons: 
ei(t+1) = ej(t) + 1](t)hej (t) [x(t) - ej(t)] (3) 
Step 5. Increase time t to t + 1. If t < T then go to step 
2, otherwise stop the training. 
Here, t is the time of iteration and T is a predefined 
number of iterations, respectively; x(t) is an input vector 
randomly chosen at time t; 1](t) is the learning rate and is a 
decreasing function of time; hej (t) is called the neighborhood 
function. 
The neighborhood function will decrease in time. The 
topological distance I = II'j -lell is calculated between unit 
j and winner unit c. The most commonly used neighborhood 
function is the Gaussian: 
h (t) = exp ( II I j - 'e 11
2 
) 
(4) o 2a2�) 
where a(t) is called the neighborhood radius. 
Both the learning rate and neighborhood radius decrease 
monotonically during training, and the 1]( t) will converge 
towards O. The learning is broken down into two phases: the 
ordering phase and tuning phase. In the ordering phase, the 
neighborhood radius decreases linearly from 5 to 1, and the 
value of 1 was maintained over the tuning phase. 
Figure 3 illustrates the clustering process. In the first 
step, the data are separated into two groups: training and 
testing. A SOM with four neurons is created and trained 
using a training dataset. Clustering results are compared with 
pollution levels established by Health Autorities. Another 
SOM is created with an additional neuron and trained. The 
evaluation criterion is compared. The number of neurons in 
SOM is increased until the evaluation criterion is achieved. 
The SOM with the best evaluation results is selected and the 
testing dataset is clustered using the best SOM. We stop the 
training process when all neurons in SOM structure have a 
difference of 1 % of each variable in the feature space and 
will be considered in the error classification. Finally, the 
evaluation criterion values are reported. 
Each pattern (pollutant concentration and meteorological 
variables) can be represented as a point in a 3-dimension space 
and its projection on the ID lattice using an SOM has been 
used to detect similar or different behavior among patterns 
during the analysis period. Patterns with a similar behavior 
can be expected to be projected onto the same neuron, while 
patterns with different behavior will tend to be assigned to 
different neurons in the SOMs. An optimal mapping would be 
the one that preserves on the ID lattice, in the most faithful 
fashion, the exist ing distances in the 3-dimensions space. 
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Fig. 3. Clustering process. 
IV. RESULTS 
SOM 
optimization 
In the experiments, The SOM structures start with 4 neu­
rons, and the number of neurons is increased one by one. A 
I-dimensional SOM structure is used and number of neurons 
is increased only in one direction, such as 4 x 1 x 1, 5 x 
1 x 1, 6 x 1 x 1, ... , 20 x 1 x 1 (a total of 17 structures). 
Error classification level is computed by Mean Absolute Error 
(MAE) as: 
1 N 
MAE = NLIXi-YiI (5) i=l 
where Xi and Yi are the observed and estimated value at i 
time, and N is the total number of observations. The best 
SOM will be the one with the smallest error classification 
level. 
Table I summarizes the SOM neuron position in the feature 
space. Continuous lines separate the established contingency 
levels by Health Authorities. 
Figure 4 display the neuron positions in the feature 
space created with maximum and minimum daily S02 
concentrations. A [16 x 1 x 1] SOM structure performs better 
to classify S02 pollutant concentrations correlated with wind 
parameters. 
V. CONCLUSION 
In this paper, a Self-organizing Maps (SOM) Neural 
Network were applied in order to classify the Sulphur 
Dioxide (S02) pollutant concentrations. In the experiments, 
the SOM Neural Network was trained iteratively allowing to 
Neu ron positions 
Cruz Roja 
neuron S02 Dir. Vel. 
ppb 0 m/s 
1 20.5 1.9 354.8 
2 40.8 1.8 346.3 
3 47.2 1.9 295.3 
4 22.7 2.2 248.7 
5 20.1 2.0 201.8 
6 24.6 1.7 127.8 
7 19.7 2.0 76.7 
8 12.1 2.2 28.2 
9 15.0 2.0 7.1 
10 37.6 1.9 12.3 
II 103.2 2.7 42.1 
12 171.8 3.4 58.8 
13 270.2 3.3 66.7 
14 379.2 3.1 69.5 
15 493.0 2.8 64.7 
16 578.9 2.8 63.1 
TABLE I 
SOM NEURON POSITION IN THE FEATURE SPACE FOR THE THREE 
MONITORING STATIONS. THE INVERTER ORDER IN NATIVITAS STATION IS 
DUE TO THE ALEATORY SOM NEURON ORDER INITIALIZATION. 
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Fig. 4. Optimum SOM Neural Network with [16 x I x I] structure to classifY 
S02 pollutant concentrations correlated with wind parameters in Cruz Roja 
station 
compare among the trained SOM networks. SOM clustering 
process, several SOM Neural Network structures (topologies) 
have been tested and trained in order to obtain a minimum 
S02 classification error. Presented methodology shows good 
results due to Contingency levels were knows, allowing to 
select the SOM network prototype. In order to obtain a robust 
SOM network, experiments can be extended in the future, 
using other variables such as Temperature, Relative Humidity, 
Rain, etc. 
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