Abstract. We consider a class of non-quasiconvex frame indifferent energy densities which includes Ogden-type energy densities for nematic elastomers. For the corresponding geometrically linear problem we provide an explicit minimizer of the energy functional satisfying a nontrivial boundary condition. Other attainment results, both for the nonlinear and the linearized model, are obtained by using the theory of convex integration introduced by Müller andSverák in the context of crystalline solids.
Introduction
Nematic elastomers are rubber-like solids made of a polymer network incorporating nematogenic molecules. One of the main features of these materials is their ability to accommodate macroscopic deformations at no energy cost. Indeed, while the nematic mesogens are randomly oriented at high temperature, below a certain transition temperature they align to have their long axes roughly parallel and this alignment causes a spontaneous elastic deformation of the underlying polymer network. If n ∈ S 2 represents the direction of the nematic alignment, the gradient of the induced spontaneous deformation is given by where a > 1 is a non-dimensional material parameter. Choosing as reference configuration Ω the one the sample would exhibit in the high-temperature phase [10] , we consider the energy density
where F ∈ M 3×3 is a 3×3 matrix representing the gradient (at a single macroscopic point) of a deformation, which maps the reference configuration into the current configuration. Moreover, γ i and c i , for i = 1, ..., N , are material constants such that γ i ≥ 2, c i > 0. Note that in (1.2) the power . This is an energy density studied in [2] and can be considered as an "Ogden-type" generalization of the classical "Neo-Hookean" expression originally proposed by Bladon, Terentjev and Warner [4] to model an incompressible nematic elastomer. This is obtained from (1.2) by setting N = 1 and γ 1 = 2. Passing to the energy stored by the system when this is free to adjust n at fixed F , we define W (F ) := min This energy density is always nonnegative and it vanishes precisely when F F T = L n , for some n ∈ S 2 . In other words, by left polar decomposition, the set of wells of W is given by
n R : R is a rotation .
Some experimental tests on samples of nematic elastomers show that these materials tend to develop microstructures. In the mathematical model presented above, the formation of microstructures, which heavily influences the macroscopic material response, is encoded in the energy-wells structure, which makes the density non quasiconvex. In fact, minimization with respect to n leads to a loss of stability of homogeneously deformed states with respect to configurations which exhibit shear bands and look like stripe domains. Adopting a variational point of view, one is then typically interested in the study of the free-energy functional I(y) := Ω W (∇y)dx, with y : Ω → R 3 a deformation, under the basic assumption that the observed microstructures correspond to minimizers or almost minimizers of I. It is also worth mentioning that some appropriate dynamical models for nematic elastomers and the associated time-dependent evolutions may select, in the limit as the time goes to infinity, some minimizers of I. In fact, the study of the existence of exact minimizers attempted in this paper is a natural first step before attempting the analysis of time-dependent models.
In this paper, we provide some results concerning the existence of minimizers for I, subject to suitable boundary conditions, focussing on solutions y which minimize the integrand pointwise, that is W (∇y) = 0 a.e. in Ω. More in general, we deal with energy densities of the form
where 0 < λ 1 (F ) ≤ λ 2 (F ) ≤ λ 3 (F ) are the ordered singular values of F , and 0 < e 1 ≤ e 2 ≤ e 3 are three fixed ordered real numbers such that e 1 e 2 e 3 = 1 and e 1 < e 3 . The case e 1 = e 3 is trivial because in this case expression (1.4) corresponds to the classical Neo-Hookean model. The Ogden-type energy density obtained by minimizing (1.2) with respect to n is included in (1.4) choosing e 1 = e 2 = a −1/6 and e 3 = a 1/3 (see [2, Proposition 5.1] ). By using the standard inequality between geometric and arithmetic mean, it is easy to see that the function W (F ) is minimized at the value zero if F is in the set K := F ∈ M 3×3 : det F = 1 and λ i (F ) = e i , i = 1, 2, 3 .
(1.5)
In this paper, we also treat the geometrically linear counterpart of the minimization problem associated with the density (1.3) . In this case, the problem consists in finding minimizers (which again minimize the integrand pointwise) of the free-energy functional Ω V (e(u))dx, where u : Ω → R 3 is a displacement vector field subject to suitable boundary conditions and e(u) denotes the symmetric part of ∇u. Here, the energy density V governing the purely mechanical response of the system in the small strain limit is given, up to a multiplicative constant, by V (E) := min 6) for every symmetric matrix E ∈ M 3×3 such that tr E = 0. The derivation of this expression from (1.2)-(1.3) is recalled in Section 2. Clearly, we have that V (E) = 0 if and only if E = U n for some n ∈ S 2 or, equivalently, if and only if E is in the set
where µ 1 (E) ≤ µ 2 (E) ≤ µ 3 (E) are the ordered eigenvalues of E. In Theorem 2.1 we provide the explicit expression of a solution to the problem 8) when Ω = B(0, r) × R, and w(
2 ). Note that the affine extension of w to the interior of Ω is such that e(w) is a constant matrix not belonging to the set of minimizerŝ K 0 . As a consequence, the chosen boundary datum w is nontrivial in the sense that V (e(w)) is a strictly positive constant. The explicit solution we find, which is of class W 1,p for every 1 ≤ p < ∞, allows us to construct solutions to problem (1.8) (endowed with the same regularity), for domains of the form ω × R, ω being an open subset of R 2 . Theorem 2.1 shows that, thanks to the symmetries ofK 0 , one can exhibit a simple explicit solution. For general domains such an explicit solution is no longer available and, just as in the case of solid crystals, many solutions of the minimization problem exist but they can only be defined through iterative procedures.
Theorem 3.2 states that for every function v : Ω → R 3 which is piecewise affine and Lipschitz, if det ∇v = 1 a.e. in Ω, 9) then there exists a Lipschitz function y : Ω → R 3 such that
The same holds if v is of class C 1,α (Ω; R 3 ), for some 0 < α < 1, and satisfies (1.9). Moreover, the solution y can be chosen to be arbitrarily close to v in L ∞ -norm. This result is an application of the theory developed by Müller andSverák in [16] where the authors use Gromov's convex integration theory to study the existence of solutions of the first order partial differential relation ∇y ∈K a.e. in Ω, y = v on ∂Ω.
Here the setK is contained in {F : M (F ) = t}, M (F ) being a fixed minor of F , and t = 0. The case M (F ) = det F and t = 1 perfectly applies to our minimization problem (1.10), which can be rewritten as (1.11) withK = K. A crucial step in the theory is the construction of a suitable approximation ofK by means of sets relatively open in {F : det F = 1} and satisfying some technical assumptions (see Definition 3.3). To obtain Theorem 3.2 we provide such an approximation for our set K and apply the results of [16] directly. To give a corresponding attainment result in the geometrically linear setting, we have to consider the case where the setK appearing in (1.11) is contained in {F : tr F = 0}. The constraint on the determinant is then replaced by a constraint on the divergence. This case is not explicitly treated in [16] and it has been considered in [14] to study a partial differential relation arising in the study of the Born-Infeld equations. Moreover, convex integration techniques coupled with divergence constraints have been fruitfully employed by De Lellis and Székelyhidi in the study of the Euler equations (see, e.g., [9] ). In order to be self-contained we state and prove Theorem 4.1 and Proposition 4.2, which are a "linearized" version of some of the results in [16] . We then apply Theorem 4.1 and Proposition 4.2 to obtain the result which is described next (Theorem 3.7).
Consider the small strain energy density V and let us introduce the set 12) whereK 0 is defined in (1.7). We have that V ( A+A T 2 ) = 0 for every A ∈ K 0 . We prove that for every piecewise affine Lipschitz map w : Ω → R 3 such that div w = 0 a.e. in Ω, ess inf Ω µ 1 (e(w)) > − 1 2 , ess sup Ω µ 3 (e(w)) < 1, (1.13)
there exists a Lipschitz function u : Ω → R 3 satisfying (1.8). The same conclusion holds if w is of class C 1,α (Ω; R 3 ), for some 0 < α < 1, and satisfies (1.13). Moreover, as for the nonlinear case, the solution can be chosen to be arbitrarily close to w in L ∞ -norm. To prove this result, we apply Theorem 4.1 to the minimization problem (1.8) , where the condition V (e(u)) = 0 a.e. in Ω is equivalent to ∇u ∈ K 0 a.e. in Ω. As for the nonlinear case, also in the linearized context the main point consists in exhibiting a suitable approximation of K 0 by means of sets relatively open in {F ∈ M 3×3 : tr F = 0} and satisfying some technical assumptions. For sake of completeness, we state and prove the 2-dimensional version (Theorem 3.6) of this result, where the condition (1.13) is slightly simplified and the energy well structure allows for more geometrical intuition and a more explicit proof.
The rest of the paper is organized as follows: in Section 2 we explain how to construct an explicit solution to problem (1.8) , and in Section 3 we state and prove the attainment results obtained by using the theory of convex integration, for the nonlinear as well as for the geometrically linear case. Section 4 is devoted to the proof of the results used in Section 3, which are an adaptation of the approach of [16] to divergence free vector fields.
An explicit solution
In this section, we focus on the geometrically linear model. The set of N ×N (real) matrices is denoted by M N ×N , while Sym(N ) is the subset of symmetric matrices. M
and Sym 0 (N ) denote the subsets of matrices in M N ×N and Sym(N ), respectively, which have null trace. The symbols symA and skwA stand for the symmetric and the skew symmetric part of a matrix A, respectively. Given a displacement field u : Ω → R 3 , where Ω ⊂ R 3 is the reference configuration, we use the notation e(u) := sym(∇u).
To derive the linearized version (1.6) of the energy density W defined by (1.2)-(1.3), consider the nematic tensor L n given in (1.1), choose a = (1 + ε) 3 , and relabel L n by L n,ε . By expanding in ε we have L
For sake of completeness, let us derive the geometrically linear model in the compressible case.
We then obtain expression (1.6) by restricting to null trace matrices. The following is a natural compressible generalization of expression (1.2):
where F is any matrix in M 3×3 such that det F > 0, and W vol is defined as
c being a given positive constant. As its incompressible version, the energy density (2.1) is always nonnegative and it is equal to 0 if and only if F F T = L n (see [1] , [2] , and [12] for more details). We denote by W if µ 1 (E) ≤ µ 2 (E) ≤ µ 3 (E) are the ordered eigenvalues of E, then V (E) can be rewritten as
and the minimum is attained for n parallel to the eigenvector of E corresponding to its maximum eigenvalue. The set of wells of V is the setK 0 defined in (1.7). In order to conform our language to the one used in the engineering literature, we remark that an equivalent way to present the small strain theory is to say that in the small strain regime |∇u| = ε we have that, modulo terms of order higher than two in ε,
where W is given by (1.2)-(1.3) and µ is a function of the constants appearing in (1.2). We have in this case that W (I + ∇u) = 0 (modulo terms of order higher than two in ε) if and only if the eigenvalues of e(u) are − ε 2 , − ε 2 , and ε. We consider the problem of finding a minimizer of the functional Ω V (e(u))dx, under a prescribed boundary condition. We find solutions by solving the following problem: given a Dirichlet datum w, find u such that V (e(u)) = 0 a.e. in Ω satisfying u = w on ∂Ω. Considering the set K 0 defined in (1.12), note that if A ∈ K 0 and w(x) = Ax, then the affine function x → Ax is trivially a solution.
Denoting by (x 1 , x 2 , x 3 ) the coordinates of a point x ∈ R 3 , we restrict attention to domains of the type Ω = ω × (0, 1), ω being an open subset of R 2 , and look for solutions u of the form
whereũ : ω → R 2 is such thatũ = 0 on ∂Ω, and
This choice ensures that e 33 (u) is constantly equal to −1/2 and that the minima of the twodimensional theory represent minima of the three-dimensional theory as well (see [6] , where a similar point of view is adopted). In particular, we have that
This preliminary remark leads to the following theorem.
Theorem 2.1. Given r > 0, the function 5) and belongs to W
It is worth commenting on the steps that led us to the construction of the function u given in Theorem 2.1. To do this, let us proceed as anticipated before and look for solutions of type (2.2)-(2.3) on R × ω. We denote byũ 1 andũ 2 the components ofũ. Note that if E ∈ Sym 0 (3) is of the form 6) then, considering the setK 0 of the minimizers of V (see (1.7)), it is easy to see that
In view of this and of (2.4), we look for solutions of the following nonlinear system of partial differential equations in ω:
(2.8)
In order to solve this system, a possible strategy is to chooseũ as a π 2 -(counterclockwise) rotation of the gradient of a function ϕ :
This gives automatically divũ = 0 and the second equation in (2.8) becomes
This a fully nonlinear second order partial differential equation for which, to the best of our knowledge, a general theory is not available. To find a solution to this equation, we look for solutions of the form ϕ(x 1 , x 2 ) = ψ(ρ 2 ), where ρ := x 2 1 + x 2 2 . In this case, equation (2.10) becomes an ordinary differential equation in ρ 2 :
Plugging this expression in (2.9) and imposingũ = 0 on ∂B(0, r), we obtaiñ
where w is defined as in (2.3), is then a solution of problem (2.5).
We emphasize that the case of Ω = ω × R with ω = B(0, r) is very special, leading to the explicit solution u defined in (2.11)-(2.12). To find a solution when ω is not a disk, the strategy is to express ω as a disjoint union of a sequence of disks and a null set (see Remark 2.2). This method does not provide solutions as explicit as those on B(0, r) × R.
Observe that the functionũ defined in (2.11) is of class C(B(0, r); R 2 ) and that (2)), whereas ∇ũ is unbounded about the origin. Nevertheless,ũ ∈ W 1,p (B(0, r); R 2 ), for every 1 ≤ p < ∞. 
and r i > 0 be the centre and the radius of the ball B i , respectively. Considering the functionũ defined in (2.11), the function given by
This function is a solution to problem (2.8) in ω. To see this, let us introduce the functions
Extending each u (i) at zero outside B i , we can also writeṽ = i u (i) and
, for every 1 < p < ∞, by Korn's inequality. This fact, together with the pointwise convergence (2.13) gives thatṽ ∈ W 1,p 0 (ω; R 2 ), for every 1 < p < ∞. Finally, sinceṽ satisfies (2.8) a.e. in each B i and |ω \ i B i | = 0, we conclude thatṽ satisfies (2.8) a.e. in ω. Therefore, we have obtained that the function
We recall the following fundamental corollary of Vitali's Covering Theorem, which is also useful in Section 4. We refer the reader to [8] for its proof.
Theorem 2.3 (Corollary of Vitali's Covering Theorem). Let Ω ⊆ R
N be an open set and G ⊆ R N a compact set with |G| > 0. Let G be a family of translated and dilated sets of G such that for almost every x ∈ Ω and ε > 0 there existsĜ ∈ G with diamĜ < ε and x ∈Ĝ. Then, there exists a countable subset
Convex integration applied to nematic elastomers
In this section Ω is a bounded and Lipschitz domain of R 3 . The following notion is crucial in the sequel. Note that for every piecewise affine function y, the pointwise gradient ∇y(x) is defined for a.e. x, but it may happen that y / ∈ W 1,1 , even when ∇y is bounded. For instance, in dimension one, the Cantor-Vitali function is piecewise affine according to the previous definition.
3.1. The nonlinear case. We consider the following problem: find a minimizer of Ω W (∇y)dx, where W is defined in (1.4), under a prescribed boundary condition. We obtain a solution of this problem if we solve the following: given a Dirichlet datum v, find y such that W (∇y) = 0 a.e. in Ω and satisfying y = v on ∂Ω. To state and then prove the following theorem, let us introduce the set Σ := {F ∈ M 3×3 : det F = 1}, and recall that we denote by 0
We also use the notation Λ(
Then, for every ε > 0 there exists y ε : Ω → R 3 Lipschitz such that
and ||y ε − v|| ∞ ≤ ε. The same result holds if v ∈ C 1,α (Ω; R 3 ), for some 0 < α < 1, and satisfies (3.1).
Theorem 3.2 says that there exists a numerous set of minimizers of the energy (at the level zero). In these circumstances, the study of an appropriate dynamic model as a method to select minimizers, in the spirit, e.g., of [3] and [13] , would be of great interest, and we hope to address it in future work.
We recall that a set U ⊆ M m×n is lamination convex if
for every λ ∈ (0, 1) and every A, B ∈ U such that rank(A − B) = 1. The lamination convex hull U lc is defined as the smallest lamination convex set which contains U . We also recall (see [15, Proposition 3.1] ) that the lamination convex hull of U can be obtained by successively adding rank-one segments, that is
where U (0) := U and
We remark that the constraint Σ is stable under lamination, that is if U ⊆ Σ, then U lc ⊆ Σ. Indeed, if A, B ∈ Σ are such that rank (A − B) = 1, we can write A = B + a⊗b for some vectors a, b. (
We remark that in the literature the third condition in the above definition is stated in the slightly different way:
Note that this condition is not inherited by subsequences, therefore it does not imply condition (3) of Definition 3.3. To see this fact, we can consider an example of in-approximation {U i } according to Definition 3.3 with the additional property that
as in the proof of Theorem 3.2 below. We then define V i := U i if i is even, and
It is easy to see that {V i } satisfies properties (1) and (2) of Definition 3.3. It satisfies also (3.4) because if F i ∈ V i , then in particular F 2i ∈ U 2i and therefore property (3) of Definition 3.3 for {U i } implies that F ∈ K. To see that property (3) does not hold for
Property (3) rather than (3.4) is the crucial one in the proof of the following result, which is used to prove Theorem 3.2.
Theorem 3.4. Suppose that K ⊆ Σ admits an in-approximation {U i } in the sense of Definition 3.3. Suppose that v : Ω → R 3 is piecewise affine, Lipschitz, and such that
Then, for every ε > 0 there exists a Lipschitz map y ε : Ω → R 3 such that
The same result holds if v ∈ C 1,α (Ω; R 3 ), for some 0 < α < 1, and satisfies (3.6).
We refer the reader to [16] for the proof of this theorem, whose analogue in the case of the linear constraint div u = 0 (in place of det ∇y = 1) is shown in Section 4.
Proof of Theorem 3.2. Finding y : Ω → R 3 such that W (∇y) = 0 a.e. in Ω is equivalent to finding y such that ∇y ∈ K a.e. in Ω, where K, defined as in (1.5) , is the set of the wells of W . Thus, to prove the theorem, we can directly apply Theorem 3.4 showing that K admits an in-approximation in the sense of Definition 3.3. By assumption (3.1), it is possible to construct a strictly decreasing sequence {η i } i≥1 such that
To define a suitable in-approximation {U j } we need to distinguish the following three cases.
(1) If e 1 = e 2 < e 3 , we note that, up to a smaller η 1 ,
Hence, defining
we have that ∇v ∈ U 1 a.e. in Ω, also in view of (3.7). We then define for i ≥ 2
(2) If e 1 < e 2 < e 3 , we consider a strictly increasing sequence {ϑ i } ⊂ (e 1 , e 3 ) such that
and we define
By this definition, from (3.7) and (3.8) we get that ∇v ∈ U 1 a.e. in Ω. Note that if
(3) If e 1 < e 2 = e 3 , since in this case 1/ √ η i → 1/ √ e 1 = e 3 , we define
and for i ≥ 2
Also in this case, we have that, up to a smaller η 1 , ∇v ∈ U 1 a.e. in Ω.
It is clear that in each of these cases U i is open in Σ for every i ≥ 1, that {U i } i≥1 is bounded, and that if F i ∈ U i and F i → F , then Λ(F ) = {e 1 , e 2 , e 3 }. Now, let us check that U i ⊆ U lc i+1 for every i ≥ 1. We note that
To see this, let us focus on case (1) (in the other cases, inclusion (3.9) can be proved similarly). For every α > η i+1 sufficiently close to η i+1 , we have that η i+1 < α < η i (and 1/η
Thus,
where the first equality is guaranteed by Theorem 3.5 below. Therefore, since (3.10) is true for every α > η i+1 sufficiently close to η i+1 , inclusion (3.9) follows. The fact that trivially
) and (3.9) conclude the proof that condition (1) of Definition 3.3 holds and conclude the proof of the theorem.
We refer the reader to [11] for the proof of the following result, which has been used in the proof of Theorem 3.2.
Theorem 3.5. Let K be given by (1.5). We have that
where K (2) is the set of second order laminates of K.
3.2.
The 2-dimensional geometrically linear case. As done in Section 2, we restrict attention to displacement vector fields u : Ω → R 3 of the form
with Ω = ω × R,ũ = (ũ 1 ,ũ 2 ), and w given by (2.3). As we have already seen, displacements of this form are solution to the problem V (e(u)) = 0 a.e. in Ω,ũ =ṽ on ∂ω,
where V is defined in (1.6), if and only ifũ : ω → R 2 satisfies
in ω, u =ṽ on ∂ω. In Section 2 we have provided an explicit solution to problem (3.11) in the case whereṽ = 0. Our aim is now to allow for more general boundary conditions relying on the same techniques used for the nonlinear setting in the previous subsection. Let us do a preliminary observation which is true also in the 3-dimensional case. Referring to (2.6)-(2.7), note first that for any matrix E ∈ Sym 0 (2) represented asẼ = a b b −a , the condition a 2 + b 2 = 9/16 is equivalent to µ 1 (Ẽ) = −3/4, where µ 1 (Ẽ) is the smallest eigenvalue ofẼ. Defining
we have thatṼ (Ẽ) = 0 if and only ifẼ ∈Ũ. The results of [5] show that the relaxation of the functional ωṼ (e(ũ))dx in the weak sequential topology of W 1,2 (ω, R 2 ) is given by ωṼ qce (e(ũ))dx (for everyũ such that divũ = 0), whereṼ qce is the quasiconvex envelope on linear strains of V (see [18] for a definition). This is given bỹ
In particular, ifṽ ∈ W 1,2 (ω; R 2 ) is such that divṽ = 0 and The following theorem tells us that if the second condition in (3.13) is a bit stronger, then there exist minimizers of the unrelaxed functional too. In the remaining part of this subsection we use the notation u and v instead of the notationũ andṽ for 2-dimensional displacement vector fields. a.e. in ω,
Then, for every ε > 0 there exists u ε ∈ W 1,∞ (ω; R 2 ) such that V (e(u ε )) = 0 a.e. in ω, u ε = v on ∂ω, and ||u ε − v|| ∞ ≤ ε. The same result holds if v ∈ C 1,α (ω; R 2 ), for some 0 < α < 1, and satisfies (3.15).
Condition (3.13) and equality (3.14) lead to suppose that the result of Theorem 3.6 can be obtained even with |e(v)| ≤ (3/2 √ 2) a.e. in ω. Nevertheless, the proof of Theorem 3.6 strongly relies on the open relation appearing in (3.15). To prove Theorem 3.6 we apply Theorem 4.1 (restricted to the case N = 2). In order to do this, we have to exhibit an in-approximation in the sense of Definition 3.3 (with M N ×N 0 in place of Σ) of the set
whereŨ is defined in (3.12). We then use Proposition 4.2 to extend the result to the case 16) and denoting a := (a 1 , a 2 ), it is easy to verify that the condition rank (A − B) = 1 is equivalent to
17) and the set K 0 has the equivalent expression
Since an in-approximation has to be bounded, for the following proof it is useful to introduce the sets K Proof of Theorem 3.6. Suppose v : Ω → R 2 to be piecewise affine and Lipschitz. Since by hypothesis
by choosing max{3/8, M } < r 0 < 3/4, we have that starting from U 1 . We consider a strictly increasing sequence {r i } i≥1 ⊂ R such that r 1 > r 0 and r i → (3/4) − as i → ∞, and define . Also, it is clear from the geometry of these sets that whenever F i ∈ U i and
. It remains to check that the first condition of Definition 3.3 hold. Consider C ∈ U i and suppose for simplicity that 0 ≤ c 3 < m (the case −m < c 3 < 0 can be treated in a similar way). In particular, we have that |c| < r i and, if c 3 > m − 1, then
by definition of C m . We have to prove that there exist A, B ∈ U i+1 such that rank(A − B) = 1 and C = (1 − λ)A + λB, for some 0 < λ < 1,
i+1 (where U (1) i+1 is the set of first order laminates of U i+1 ) and therefore U i ⊆ U lc i+1 , as required. We fixr ∈ (r i , r i+1 ) and choose a :=r c |c| ,
so that |a − b| = 2r and c = (1 − λ)a + λb, with λ :=r − |c| 2r .
With this choice we have that the second condition in (3.21) is realized if and only if
Then, choosing a 3 = b 3 + 2r, the second condition in (3.21), which is equivalent to (3.17), is satisfied, and (3.23) is equivalent to
We have now to check that A ∈ U i+1 (the fact that B ∈ U i+1 can be verified equivalently). The property r i < |a| < r i+1 comes from (3.22) and from the choice ofr, and |a 3 | < m follows from (3.24). Indeed, (3.24) trivially gives a 3 > 0 (recall that we are supposing c 3 ∈ [0, m)), while 
i+1 . Thus, we have constructed an in-approximation {U i } of K m 0 ⊆ K 0 . Moreover, from (3.18), ∇v ∈ U 1 a.e. in Ω. We can now apply Theorem 4.1 to obtain the first part of the theorem. It remains to consider the case where v ∈ C 1,α (Ω; R 2 ) (and satisfies (3.15)). Proposition 4.2 ensures the existence of a piecewise affine Lipschitz function v δ : Ω → R 2 such that div v δ = 0 a.e. in Ω, ||v δ − v|| W 1,∞ ≤ δ, and v δ = v on ∂Ω. If δ is sufficiently small, we have that ∇v δ ∈ U 1 a.e. in Ω, where U 1 is defined in (3.19), and we can proceed as in the first part of the proof. (a 1 , a 2 , a 3 )-space. U i is the region between the two small cylinders, coloured in green.
3.3. The 3-dimensional geometrically linear case. In this section we consider the 3-dimensional geometrically linear model and we deal with the energy density V given by (1.6). Recall that we denote by µ 1 (E) ≤ µ 2 (E) ≤ µ 3 (E) the ordered eigenvalues of a matrix E ∈ Sym(3). We have the following theorem. Then, for every ε > 0 there exists u ε : Ω → R 3 Lipschitz such that
26)
and ||u ε − w|| ∞ ≤ ε. The same result holds if w ∈ C 1,α (Ω; R 3 ), for some 0 < α < 1, and satisfies (3.25).
Recall that the set
is the set which minimizes V at the level zero, so that problem (3.26) can be rewritten in the equivalent form ∇u ε ∈ K 0 a.e. in Ω, u ε = w on ∂Ω.
Therefore, in order to prove Theorem 3.7 we can use Theorem 4.1 restricted to N = 3 if we exhibit an in-approximation {U i } of the set K 0 such that
For positive constants α and m, the construction of {U i } in the following proof hinges on the sets
Analogously to the 2-dimensional case, the restriction |skwA| < m in the above definition is related to the fact that the sequence {U i } has to be bounded.
Proof. To define a suitable in-approximation of the set K 0 defined in (3.27), let us first introduce a strictly increasing sequence {r i } i≥1 of positive numbers such that r i → (1/2) − , as i → ∞, and satisfying
It is easy to check that such a sequence exists: it is enough to consider, e.g.,r i = i j=1 1/j 4 and r i :=r i − C + 1/2 where C := ∞ j=1 1/j 4 . We then choose {m i } i≥1 to be a bounded sequence of positive numbers such that
Note that {m i } can be chosen to be bounded in view of (3.30). We now define the sets U i of the in-approximation for i ≥ 2 and define U 1 later on. Setting and equibounded. Also, if {F i } is a sequence of matrices such that F i ∈ U i for every i and
i+1 , where U (2) i+1 is the set of the second order laminates of U i+1 . We have the following claim.
Claim. Setting
αi,mi+1 , where K αi,mi+1 is given by (3.29) with α i and m i+1 in place of α and m, respectively.
Note that, once we have proved the claim, the fact that U i ⊆ U
i+1 is straightforward, because K αi,mi+1 ⊆ U i+1 and in turn U i ⊆ K (2) αi,mi+1 ⊆ U (2) i+1 . This concludes the proof of the fact that {U i } i≥2 is an in-approximation. Once proved the claim we are then left to choose U 1 in such a way that {U i } i≥1 is still an in-approximation and condition (3.28) is satisfied. Proof of the claim. Fixed A ∈ U i , we can assume without restrictions that symA is the diagonal matrix diag (µ 2 (symA), µ 1 (symA), µ 3 (symA)). Proceeding as in [5, proof of Corollary 2], let us set
we obtain that δ is well-defined and positive because µ 1 (symA) > −r i > −α i , and we get
and that, since α i < 1/2, µ 3 (symA) < 1, and −r i+1 < −α i < −r i < µ 1 (symA) < −r i−1 , then
Estimates (3.35) and (3.36) give
Now we want to show that, given any matrix B ∈ M 3×3 0 such that
To see this, let us suppose that symB is in diagonal form
and, following [5, proof of Proposition 4], let us write
where
and
Choosing ε := (−2α i + µ 2 (symB))(−2α i + µ 3 (symB)), we obtain that ε is well-defined and positive because µ 3 (symB) < 2α i , and we get
Moreover, from (3.38)-(3.39) and from the fact that B ∈ M 3×3 0 we obtain
and in turn
Equations (3.31), (3.41) and (3.42) imply that C ± ∈ K αi,mi+1 . The fact that rank (C + − C − ) = 1 comes from the construction. Finally, going back to (3.33) and noting from (3.34) and (3.37) that B + and B − satisfy (3.38)-(3.39), we have that (3.33) holds with αi,mi+1 . This concludes the proof of the claim. Now, let us choose the first elements of the sequences {r i } i≥1 and {m i } i≥1 such that
By this choice we have that condition (3.28) is satisfied with
. Taking α 1 := (r 1 + r 2 )/2, proceeding as in the proof of the claim gives that U 1 ∈ K (2) α1,m2 and in turn U 1 ∈ U (2) 2 , being K α1,m2 ⊆ U 2 .
Appendix
In this section we prove the following Theorem 4.1 and Proposition 4.2, adapting the procedure used in [16] . Suppose that v : Ω → R N is piecewise affine, Lipschitz, and such that ∇v ∈ U 1 a.e. in Ω. (4.1) Then, for every ε > 0 there exists a Lipschitz map u ε : Ω → R n such that
The proof of this theorem is the last step of an approximation process which passes through some preliminary results: Lemma 4.3, Lemma 4.5, and Theorem 4.6. In Lemma 4.3 the following problem is considered: given two rank-one connected matrices A and B and given C = (1 − λ)A + λB for some λ ∈ (0, 1), we construct a map u which satisfies the constraint div u = 0 and the boundary condition u(x) = Cx, and whose gradient lies in a sufficiently small neighbourhood of . Lemma 4.5 states that for every affine boundary data x → Cx with C ∈ U lc , there exists a piecewise affine and Lipschitz map u whose gradient is always in U lc and is such that the set where ∇u / ∈ U is very small. Then, by the same iterative method used in the proof of Lemma 4.5 it is possible to remove step by step the set where ∇u / ∈ U and allow for boundary data v such that ∇v ∈ U lc a.e. in Ω: this is the content of Theorem 4.6. Finally, the relatively open set U is replaced by a set K 0 satisfying the in-approximation property (see Theorem 4.1). This last step requires another iteration process.
The following proposition, whose proof is postponed at the end of this section, allows us to extend Theorem 4.1 to the case where the boundary data v is of class C 1,α (Ω; R N ) for some α ∈ (0, 1), and satisfies (4.1).
The following lemma represents the first step of the process leading to the proof of Theorem 4.1.
be such that rank(A − B) = 1 and consider
For every ε > 0 there exists a piecewise affine Lipschitz map u ε : Ω → R N such that
The constant c appearing in (4.6) is such that 0 < c < 1 and depends only on the dimension N .
For the proof of Lemma 4.3 it is useful to construct an explicit divergence-free vector field u on the equilateral triangle T with vertices
Let V 4 , V 5 , and V 6 be the middle points of the segments joining the centre O of T to the middle
, respectively. We divide T into the triangles T i , i = 1, ..., 7, illustrated in Figure 4 .1. They are such that
Consider the following vectors representing displacements applied at the points V 4 , V 5 , V 6 , respectively: have the same direction as
, respectively. Finally, we define u as the piecewise affine function defined by
It is obvious that u = 0 on ∂T . Moreover, using the following lemma it is easy to check that div u = 0 a.e. in T . Proof. Suppose for simplicity that V 1 − V 2 is parallel to the first vector of the canonical basis of R 2 . Let ν 1 , ν 2 , and ν 3 be the outer unit normals on the sides [
Since ∇u is constant, from the Divergence Theorem we infer that
Using the equivalence
In view of (4.12), this implies that div u = 0 if and only if the second component of u(V 3 ) is zero.
Proof of Lemma 4.3. We follow [17] and provide the explicit proof in the case N = 2 for the readers' convenience. Here, we use the notation (x, y) or (ξ, η) for a point of R 2 , and we consider M 2×2 endowed with the l ∞ norm denoted by | · | ∞ . It is not restrictive to suppose that dist is the distance corresponding to this norm. The proof is divided into three cases. Case 1. Consider the matrix 14) and suppose that A − B = E and C = 0. In this case, equation (4.2) gives that A = λE and B = (λ − 1)E, and
From the definition of E we have in particular that
The idea is to construct a piecewise affine function w ε which satisfies (4.3)-(4.7) on a compact set T ε with |T ε | > 0, and then conclude the proof of Case 1 applying Theorem 2.3. Consider the piecewise affine function u of components (u 1 , u 2 ) defined by (4.10)-(4.11) on the triangle T with vertices (4.8). Computing the explicit expression of u we get that
and relabelling u by u ε , we obtain that ∂u 16) and that
for some constantĉ > 0 independent of ε. Direct computations show that
Seting m ε := ε 3 max{1/λ, 1/(1 − λ)} and choosing ε 3 < min{λ, 1 − λ}, we have that
Then, define where the last equality is due to (4.9) and to the fact that S −1 ε is volume-preserving. This proves (4.6). From the definition of w ε and from (4.17), we infer that
max{λ, 1 − λ} , so that ||w ε || L ∞ (Tε;R 2 ) < ε, if ε is sufficiently small, and property (4.7) follows. We remark that the function (ξ, η) → λw ε (ξ/λ, η/λ) satisfies (4.3)-(4.7) on the dilated set λT ε for every λ > 0, and the same holds for the function (ξ, η) → w ε (ξ −ξ, η −η) on the translated set T ε + (ξ,η). By Theorem 2.3, there exists a disjoint numerable union i T By the same iterative method used in the proof of Lemma 4.5 one can remove step by step the set where ∇u / ∈ U obtaining the following theorem. For every ε > 0 there exists a piecewise affine Lipschitz map u ε : Ω → R N such that ∇u ε ∈ U a.e. in Ω, (4.30)
Proof. Consider first the case where v is affine, so that ∇v(x) = Cx for every x ∈ Ω, for some C ∈ U lc . Fixed ε > 0, by Lemma 4.5 there exists a Lipschitz map u (1) :
in Ω, u (1) = v on ∂Ω, and such that u
|Ωi is affine on countably many mutually disjoint Lipschitz domains Ω i ⊆ Ω with |Ω \ i Ω i | = 0. Note that we can write Ω = i∈A (1)
Note that u (2) = u (1) on Ω \ M (1) . By iterating this procedure, we find the piecewise affine Lipschitz function
. . .
Moreover, {M (m) } is a strictly decreasing sequence of sets,
, and
From the above properties we infer that the sequence of functions {u (m) } defines in the limit m → ∞ a piecewise affine Lipschitz function on Ω satisfying (4.30)-(4.32). To conclude the proof it remains to consider the case where v is piecewise affine. In this case, one can repeat the above argument on every domain where v is affine.
We are now in a position to prove Proof of Theorem 4.1. As in the proof of Theorem 4.6, we can assume without loss of generality that v is affine. Fix ε > 0. Since ∇v ∈ U 1 ⊆ U lc 2 , by Theorem 4.6 there exists a piecewise affine Lipschitz map u 2 : Ω → R N such that ∇u 2 ∈ U 2 a.e. in Ω, u 2 = v on ∂Ω, and ||u 2 − v|| ∞ < ε/2 =: ε 2 . Consider the set
which is nonempty up to replacing 1/2 by some smaller positive constant, and let {ρ δ } be a family of mollifiers, so that there exists 0 < δ 2 ≤ 1/2 such that
For i ≥ 3, choosing 0 < δ i ≤ min{δ i−1 , 1/2 i } and setting ε i := δ i ε i−1 , an application of Theorem 4.6 at each step yields that there exists a piecewise affine Lipschitz map u i : Ω → R N such that
Moreover,
where Ω i := x ∈ Ω : dist(x, ∂Ω) > 1/2 i−1 . Since ε i → 0, from the third condition in (4.36) we deduce that {u i } is a Cauchy sequence in L ∞ (Ω; R N ). This fact, together with the first condition in (4.36) and Definition 3.3 (2), implies that {u} i converges uniformly on Ω to some u ∈ W 1,∞ (Ω; R N ). This implies in particular that u satisfies (ii) and (iii), also in view of the fact that
It remains to show that u satisfies condition (i). Since ||∇ρ δi || L 1 (Ω;R N ) ≤ C δi for some constant C > 0 independent of δ i , using again the third condition in (4.36) we get
From this estimate and from (4.37) we can deduce that
In particular, we have that, up to a subsequence, ∇u i → ∇u a.e. in Ω and in turn, by the first condition in (4.36) and by Definition 3. In order to do this, we use a procedure already used in [16] , which is based on a preliminary result (Lemma 4.7 below). This consists in proving that starting from a divergence-free function u ∈ C 1,α (B 1 ; R N ) such that [∇u] α ≤ δ, it is possible to construct another divergence-free functionũ which is affine on B 1/2 and such that u ∈ C 1,α (B 1 \ B 1/2 ; R N ) and u −ũ W 1,∞ (B1;R N ) ≤ Cδ. Such a construction can be done by using [7, Theorem 14.2] . This result of Dacorogna says that for m ≥ 0 and 1 < α < 1 there exists a constant K = K(m, α, Ω) > 0 with the following property: if f ∈ C m,α (Ω) satisfies 
i , i = 1, ..., n 1 ,
i ,
Note that, since the ratio between the volume of a ball and the volume of a circumscribed cube is a constant λ = λ(N ) ∈ (0, 1), we have that Repeating the same construction on Ω 1 and then iterating it defines the sequences {Ω k } and {u (k) }.
