Abstract: Recurrent event data arise frequently in many longitudinal follow-up studies. Hence, evaluating covariate effects on the rates of occurrence of such events is commonly of interest. Examples include repeated hospitalizations, recurrent infections of HIV, and tumor recurrences. In this article, we consider semiparametric regression methods for the occurrence rate function of recurrent events when the covariates may be measured with errors. In contrast to the existing works, in our case the conventional assumption of independent censoring is violated since the recurrent event process is interrupted by some correlated events, which is called informative drop-out. Further, some covariates may be measured with errors. To accommodate for both informative censoring and measurement error, the occurrence of recurrent events is modelled through an unspecified frailty distribution and accompanied with a classical measurement error model. We propose two corrected approaches based on different ideas, and we show that they are numerically identical when estimating the regression parameters. The asymptotic properties of the proposed estimators are established, and the finite sample performance is examined via simulations. The proposed methods are applied to the Nutritional Prevention of Cancer trial for assessing the effect of the plasma selenium treatment on the recurrence of squamous cell carcinoma.
Introduction
In many longitudinal follow-up studies, recurrent event data are collected when subjects experience an event multiple times. For example, patients with superficial bladder cancer may experience tumor recurrence many times; patients with cystic fibrosis may experience repeated lung exacerbations; patients with chronic granulomatous disease may experience repeated pyogenic infections [1, 2] . Models for recurrent event data can be categorized into two different classes: time-to-event or gap time models. In time-to-event models, interest focuses on the occurrence rate of an event over time [3] [4] [5] . In gap time models, interest lies in the gap time between two consecutive events [6] .
In this study, we focus on the time-to-event models. The time-to-event models may be constructed on the basis of an intensity function [7] or a rate function [3, 8] . The intensity function uniquely determines the probability structure of the recurrent event process. However, it needs to specify the occurrence of an event given the prior event history correctly. On the other hand, the rate function allows for arbitrary dependence among the recurrent events and provides a direct interpretation on the occurrence rate without conditioning on the prior event history. Our primary focus is to assess the average effects of treatments or risk factors, that is, we are mainly interested in the inference of the rate function. Lawless and Nadeau [9] estimated the cumulative rate function nonparametrically, and applied their approach to industrial warranty data. In addition, Hu and Lagakos [8] proposed a nonparametric method to study the rate function of viral load changing process for HIV infected patients. Nevertheless, all of the above approaches need to assume noninformative censoring or the observation mechanism is independent of the recurrent process. In practice, the assumption is usually violated; for example, when the recurrent event process is interrupted by some terminal events that are related to the recurrent events. A potential remedy is to consider a frailty model which allows dependence between the recurrent event process and the informative drop-out through a nonnegative frailty variable. In general, the distribution of the frailty variable is assumed to be known [10] and thus the likelihood-based approach [11] is preferred. More recently, Kalbfleisch et al. [12] proposed a weighted estimating equation approach with the weight specified by a gamma frailty distribution. However, in general it is not easy to verify the frailty distribution due to invisibility of the frailty variables. To avoid specification of the frailty distribution, Wang et al. [13] and Wang and Huang [14] considered a conditional likelihood approach, where the unobserved frailty variables are "conditioned away" in their proposed estimating equations.
The aforementioned approaches, nevertheless, require that the covariates are correctly measured. In many epidemiologic or medical studies, the covariates may suffer from measurement errors. For example, baseline plasma selenium level is an important predictor for the occurrence of skin cancers in the Nutritional Prevention of Cancer (NPC) trial study [15] . However, the true value of plasma selenium level can never be measured because of intrinsic biological variability or limited instrumental precision. Instead, the values we observed are contaminated with measurement errors. The most convenient approach is to treat the observed covariates as the true covariates in the regular estimating procedure, which is also referred to as the naive approach. However, the naive estimator obtained from this approach is generally known to be inconsistent ( [16] , Chapter 3). In survival and longitudinal data analysis, intensive research has been done to deal with measurement error problems. For Cox regression, Prentice [17] proposed likelihood approaches with normal measurement error and rare disease assumptions. Wang et al. [18] applied regression calibration to the partial score function, and investigated the performance of the regression calibration estimator through simulation studies; whereas, Nakamura [19] constructed unbiased estimating equations based on the concept of corrected scores. For nonlinear mixed models, Wu [20] , Liu and Wu [21] and Wu et al. [22] proposed estimating approaches for longitudinal response data when the covariates are measured with errors, which can also handle censoring in the response and missing data. In recurrent event analysis, nonetheless, little has been addressed for measurement error problems. Under a normal measurement error assumption, Jiang et al. [23] proposed a moment corrected method to adjust for the bias of a naive estimator under a semi-parametric model. However, their approach not only requires the assumption of non-informative censoring but also assumes that the censoring distribution is independent of the covariates.
The present study is motivated by the NPC trial study, which aimed to assess the efficacy of oral supplement of plasma selenium in preventing the development of skin cancers such as squamous cell carcinoma (SCC). This clinical trial began in 1983 and had included approximately 1,300 patients with dermatologic cancer histories. Nearly half of the patients in the NPC trial were randomly assigned to the placebo or treatment group respectively. Patients in the treatment arm were supposed to take 200 μg of plasma selenium supplement per day. In the study period, the patients in the trial might experience SCC events repeatedly. Each incidence of a new SCC was diagnosed and recorded by certified doctors. The medical records were reviewed by the clinical coordinators at the semi-annual visit, the annual contact or by self-report to ensure the completeness of the data. At the time of randomization, many prognostic risk factors of SCC were recorded including the baseline plasma selenium level. As we mentioned, the plasma selenium level may be measured with errors. In the original study, Clark et al. [15] did not take measurement error into account and found a nonsignificant negative plasma selenium effect on developing SCC. The result contradicted the evidence of the previous studies which showed high correlation between plasma selenium level and several kinds of cancer. Later, many studies focused on the effect of plasma selenium level on the recurrences of SCC by assuming an independent censoring assumption, some of which also took measurement error into account [23] . However, we found a significant negative relationship between the censoring time and the SCC occurrence rate. This implies that the independent censoring assumption is not satisfied. Therefore, the existing methods are not appropriate for the NPC trial data. This paper is organized as follows. In Section 2, statistical models for recurrent events and measurement errors are given. In Section 3, we propose a regression calibration method and a moment corrected method to correct the measurement errors in the presence of informative censoring. The simulation results are given in Section 4 to investigate the finite sample performance of the proposed methods. Then, we applied the proposed methods to the NPC trial data to evaluate the effect of selenium on the recurrence of SCC in Section 5, and concluded with a discussion in Section 6. The regularity conditions and technical proofs are provided in the Appendix and the Supplementary Information.
Model illustration

Recurrent event model
Assume that there are n independent individuals in the cohort. Let subscript i be the index for a subject, i = 1, . . . , n. For the ith subject, let N i ðtÞ denote the number of recurrent events occurring up to t within a fixed time period ½0, τ, where the recurrent event process could be observed beyond τ. Let Z i be a q × 1 vector of covariates that is precisely measured and X i be a p × 1 vector of covariates that can be measured with errors. Let e denote expectation over the samples, ν i be the unobserved frailty variable with mean eðν i jX i , Z i Þ = μ ν which does not depend on ðX i , Z i Þ, and C i be the informative censoring time, i = 1, . . . , n. Suppose that conditional on ðν i , X i , Z i Þ, N i ðtÞ follows a Poisson process with a multiplicative intensity function
where λ 0 ðtÞ is a baseline function and ðβ
′ is a vector of regression parameters. Note that when ν is given, model (1) is also a rate function due to the assumption of the Poisson process. In general, regression parameters can be estimated by either a likelihood-based approach or by solving a set of unbiased estimating equations. If the distribution of the frailty variable, ν, is assumed and the true covariates can be observed, then the standard procedure of the likelihood-based approaches can be conducted by integrating ν out ( [24] , Chapter 3). There are several popular choices for the frailty distribution such as gamma, log-normal, and positive stable distribution. Balakrishnan and Peng [25] advocated using the generalized gamma distribution as the frailty distribution since it includes many distributions (e. g., Weibull, log-normal, gamma, positive stable distribution) as special cases. Recently, Mazroui et al. [26] and Zeng et al. [27] proposed a joint frailty model with two independent frailty variables to distinguish the dependence within the recurrent events and the association between the recurrent event process and terminal events. However, the determination of the frailty distribution usually depends on computational convenience instead of biological reasons or data characteristics. Further, Balakrishnan and Peng [25] pointed out that an inappropriate frailty distribution may result in large bias in the estimation. Alternatively, we can construct a set of unbiased estimating equations based on the cumulative rate function. According to model (1), the cumulative rate function up to time t is
where Λ 0 ðtÞ = Ð t 0 λ 0 ðuÞdu and α 0 = logðμ ν Þ. It should be noted that an advantage of using estimating equations over a likelihood-based approach is to avoid misspecification of the frailty distribution. However, to solve estimating equations based on eq. (2), Λ 0 ðtÞ needs to be known and the true covariates need to be observed. Both deficiencies motivate us to consider the recurrent event process with an unspecified distribution of the frailty variable and an unknown Λ 0 ðtÞ in this article.
Measurement error model
For subject i, let W ij be the jth replicated surrogate measurement of the true covariate vector X i , and k i be the number of the replicates of W i . Assume that the surrogate measurement satisfies the classical measurement error model,
where U ij are random errors. Suppose that U ij are independent of ðν i , X i , Z i Þ and C i , which implies that the measurement errors are non-differential. In other words, W i provides no additional information about the event process when the true covariate X i is given ([16] , Chapter 2). Let μ s and AE s be the mean and covariance matrix of a random vector s, AE sh be the covariance matrix of two random vectors ðs, hÞ, and γ = ðμ X , μ Z , AE U , AE X , AE Z , AE XZ Þ be the parameter of the distribution of X given ðW, ZÞ. We assume that X given ðW, ZÞ follows a multivariate normal distribution with mean
and variance
As in Carroll et al. ([16] , Chapter 4), the formula given above is the best linear approximation of eðXjW, Z, γÞ, and it can also be applied when Z is discrete.
Correction for errors-in-variable
Assume the observed data
. . , ng are independent and identically distributed (iid), where T ij denotes the observed event times for j = 1, . . . , m i , and m i denotes the number of recurrent events occurred before C i for subject i. As we mentioned in Section 2.1, C is conditionally independent of the recurrent event process NðtÞ given ðν, X, ZÞ. Then, by eq. (2) we have
If Λ 0 ðtÞ and X are known, the estimating equations
In practice, they cannot be implemented since X i is unobserved and Λ 0 ðtÞ is unknown. To deal with the unknown function Λ 0 ðtÞ, we start with the conditional likelihood function of ðT i1 , . . . ,
Under the Poisson process assumption, such a conditional likelihood can be constructed from a set of iid random variables with truncated density
Define a rescaled baseline function ϕðtÞ ≡ λ 0 ðtÞ=Λ 0 ðτÞ and ΦðtÞ = Ð t 0 ϕðuÞdu = Λ 0 ðtÞ=Λ 0 ðτÞ for t 2 ½0, τ, where ΦðτÞ = 1. The conditional likelihood is given by
As pointed out by Wang et al. [13] , the conditional likelihood shares the same form as the nonparametric likelihood for right-truncated data. Thus, ΦðtÞ can be consistently estimated by the product limit estimator
where fT ðlÞ g are the ordered and distinct values of fT ij g i = 1, ..., n;j = 1, ..., m i , n ðlÞ is the number of events occurred at T ðlÞ , and N ðlÞ is the number of events which satisfy T ij ≤ T ðlÞ ≤ C i . Note that the non-parametric estimation of Φ does not require any information from the covariates and the unobserved frailty variable. Hence, b ΦðtÞ is a consistent estimator even if X is measured with errors or the frailty distribution is unspecified.
For the issue of identifiability, let μ ν = 1 without loss of generality. The expectation of the event number divided by the rescaled baseline function before time C is
where β 0 = logðΛ 0 ðτÞÞ. With the above equation, we can construct the unbiased estimating equations by ΦðtÞ instead of the unknown Λ 0 ðtÞ. After replacing the unknown X with the average of the replicates
we can obtain the naive estimating equations
Then, the naive estimator b 
Regression calibration approach
The regression calibration (RC) method is based on the assumption that the induced model of the response conditioning on ðW, ZÞ can be well approximated by the underlying model with X being replaced by the conditional mean eðXjW, ZÞ. The RC estimator is obtained by treating eðXjW, ZÞ as the true covariate X in the standard estimating procedure ( [16] , Chapter 4). Although the RC method generally yields to an inconsistent estimator in non-linear models, it is still valuable with the advantage of computational efficiency and limited bias under some conditions [16, 17] . Under our framework, the RC method substitutes W with eðXjW, Z, γÞ in eq. (3). If the measurement error covariance matrix AE U is known, we can estimate the other components of γ by using the observed data without replicates. If not, replicated data is needed to estimate AE U [16, 18, 28] . By the method of moments, the estimatorγ of γ can be obtained by solving the equations n 
Coincidently, the conditional expectation of mΦ − 1 ðCÞ given the observed covariate ðW, ZÞ is
The result implies that the RC estimator is consistent for the regression coefficients but not for the intercept. Note that b β R, 0 converges to β 0 + β ′ X AEðγÞβ X =2. Let b AE be the estimator of AEðγÞ which is calculated as
to Λ 0 ðtÞ. In the Supplementary Information, we show that
with mean zero and variance A − 1 AE g fA − 1 g ′ , where A and AE g are defined in Proposition 1 in Appendix A. The covariance matrix estimation of the RC estimator is also given in Appendix B.
Moment corrected approach
The moment corrected (MC) method is motivated by the bias-correction method proposed by Stefanski [29] . Under the classical measurement error model, Stefanski [29] showed that the naive estimator converges to a limit which is a function of the true parameter and the error variance. Accordingly, the bias of the naive estimator can be corrected based on the relationship between the limit of the naive estimator and the true parameter.
Based on this idea, we can show that the naive estimator b β N converges to a limit
In the Supplementary Information, we have shown that the root of eq. (5) is unique. As described in Section 2.2, we assume that X given ðW, ZÞ follows a multivariate normal distribution. For the convenience of derivation, we re-parametrize the conditional mean as eðXjW, Z, γÞ = η 0 + η W W + η Z Z, where I p denotes an identity matrix of size p,
Z AE ZX Þ − 1 , and
Z . By the non-differential error assumption, it follows that eðmΦ − 1 ðCÞjW,
Z ZÞ. Thus, we can easily show that the unique root β N of eq. (5) is related to the true parameter β as 
where In the Supplementary Information, we show that ffiffiffi n p ð b β M − βÞ is asymptotically normally distributed with mean zero and covariance matrix B − 1 AE h fB − 1 g ′ where B and AE h are defined in Proposition 2 in Appendix A.
The covariate matrix estimation of the MC estimator is also illustrated in Appendix C. An important feature of the MC estimator is that it is numerically identical to the RC estimator for the regression parameter ðβ 
Simulation study
In this section, we evaluate the performance of the RC and MC methods with the naive approach under the semi-parametric model via the simulation studies. Additionally, the corrected partial likelihood (CPL) approach proposed by Jiang et al. [23] is also listed for comparison. The CPL estimator takes measurement error into account but assumes non-informative and covariate-independent censoring.
We consider a regression model with a continuous covariate X and a discrete covariate Z. Let X⁓Nð0, σ 2 X = 1=3Þ be the error-prone covariate which is unobserved, while Z⁓Binð0.5Þ be a random treatment assignment and is precisely obtained. For subject i, we generate k i repeated surrogates W ij = X i + U ij for X i where k i is generated from a discrete uniform distribution ranging from 1 to 4 and
With the repeated surrogates, we estimate the nuisance parameter γ by solving P n i = 1 Ψ i ðγÞ=n = 0, where Ψ is shown in the Appendix. We conduct the simulations with reliability ratio (RR) σ 2 X =ðσ 2 X + σ 2 U Þ = 0.8 and 0.5. The reliability ratio is used to represent the magnitude of the error contamination, and lower reliability ratio indicates higher error contamination. We generate ν * i from a mixture model of which ν * i follows a uniform distribution ranging from 0.5 to 1.5 when Z i = 0, and follows a uniform distribution ranging from 1.5 to 4 otherwise. Then, the frailty variable is ν i = expð − Z logð2.75ÞÞν * i . When ðν i , X i , Z i Þ is given, the recurrent event process fN i ðtÞg is generated with intensity function λðtjν i , X i , Z i Þ = ν i λ 0 ðtÞ expðβ X X i + β Z Z i Þ in which λ 0 ðtÞ = ðt − 6Þ 3 =360 + 0.6, t 2 ½0, τ, τ = 10 for i = 1, . . . , n. We consider two distinct coefficient parameters ðβ X , β Z Þ = ðlogð1.5Þ, logð1.5ÞÞ and ðβ X , β Z Þ = ðlogð3Þ, logð1.5ÞÞ. To show the robustness of the proposed estimators, the first two scenarios are conducted under different censoring time settings. In Scenario 1, we let the censoring time C depend on W. When W i1 > 0, C i is generated from an exponential distribution with mean 10ν
and is truncated after τ = 10; otherwise, C i is generated from an exponential distribution with mean 0.5ν
and is truncated after τ = 10. In Scenario 2, we let the censoring time C depend on X. We generate C i from the mixed exponential distribution in the same way as in Scenario 1 with W i replaced by X i . In addition, we conduct two cases to investigate the sensitivity of the conditional normal assumption imposed on the covariate X. In Scenario 3, X is uniformly distributed over the interval − Tables 1 to 4 . In general, the naive estimator for the error-prone covariate X has large biases and disastrous coverage probabilities as shown in all tables. This phenomenon is due to the common attenuation effect. The degree of bias becomes critical when the errorprone covariate effect is large and the reliability ratio is low. In Scenarios 1 and 2, the naive estimation of the effect of Z is not affected by the measurement errors since X and Z are generated to be mutually independent. In Scenario 3 in which X and Z are correlated, the naive estimator for β Z also has low coverage probabilities which is shown in Tables 3 and 4 . Further, the numerical equivalence of the RC and MC estimators is also seen in the simulation results. Table 1 demonstrates the results when C depends on W. Comparing to the proposed estimators, we can see that the CPL estimator generally has larger but not significant biases when reliability ratio becomes lower (RR = 0.5). However, when C depends on X, the coverage probabilities of the CPL estimator for β X dramatically decline due to the substantial biased problem which is presented in Table 2 . The bias problem becomes more serious as the coefficient parameter β X increases or the reliability ratio decreases. Table 3 shows the results when X follows a uniform distribution. We can see that the coverage probabilities of the CPL estimators for ðβ X , β Z Þ are both nearly zero in the setting with a large coefficient parameter, a large sample size and a low reliability ratio. In contrast, the proposed methods have good performance with at least 92 % coverage probabilities and limited biases even if the conditional normal assumption on X is violated. In Table 4 , it can be seen that the proposed estimators still have good performance in terms of bias and coverage probability compared to the CPL estimator. However, when the sample size increases to n = 2000, the coverage probabilities of the 95 % confidence intervals for the proposed estimators may be lower than 90 %. To summarize, the simulation study reveals that the proposed methods can effectively correct the bias due to measurement errors even when the conditional normal assumption of X is violated. However, the CPL estimator is sensitive to the assumption of the independence between the censoring time and the covariates, and is also sensitive to the distributional assumption imposed on the covariates. The both assumptions may not be verified since X is unobservable. The simulation study also shows that the naive approach which ignores measurement errors in the covariates in general will cause a large bias. We note that the proposed estimators are not consistent in Scenarios 3 and 4 because of a violation of the normal assumption imposed on X given ðW, ZÞ. Hence, the corresponding coverage probabilities obtained from the 95 % confidence intervals may be lower than 90 % when the sample size is large (such as n = 2000), especially under a skewed measurement error distribution.
Data analysis
In this section, we apply the proposed methods to the NPC trial dataset to assess the effect of plasma selenium treatment on SCC recurrences. This randomized, double-blinded clinical trial recruited 1312 patients with histories of skin cancer, including 653 and 659 patients in the treatment and placebo groups respectively, and the study period had lasted up to 12 years.
Many critical risk factors for SCC were recorded at baseline, particularly the plasma selenium level. As we mentioned, the plasma selenium level is measured with error due to the measuring instrument or temporary biological fluctuation. Some patients in the placebo group had more than one plasma selenium measurement that can be treated as replicates. However, the repeat plasma selenium measurements of the treatment group patients can not represent the baseline value. Therefore, the treatment group patients had only one baseline plasma selenium measurement. Multiple occurrences of SCC can be observed for each patient because each new incidence of SCC was diagnosed and recorded during the follow-up time.
In this analysis, we consider two covariates: the baseline plasma selenium measurement, and the treatment assignment indicator. The latter is our primary covariate of interest, whereas the former is an important predictor for adjusting the model but is contaminated with measurement errors. After taking logarithm, the plasma selenium measurement follows a normal distribution (shown in Figure 1 ). Thus, we let X be the logarithm of the baseline plasma selenium measurement (abbreviated as log(selenium)), and Z be the treatment assignment. We assume that the recurrence of SCC follows a non-homogeneous Poisson process with intensity function λðtjν, X, ZÞ = νλ 0 ðtÞ expðβ X X + β Z ZÞ, where the frailty variable ν accounts for the correlations among the SCC recurrences and between the SCC event process and informative censoring time. Here, X is independent of Z since the NPC trial is a randomized clinical trial. Assume that X given W follows a conditional normal distribution. By using the replicate data, the variance of X given W is estimated by b To verify the distributional assumptions imposed on the covariates, a subset consisting of 292 placebogrouped patients with 10 or more selenium measurements is used. Because the numbers of replicates of these patients are large enough, the average of replicates should be very close to the true value of the plasma selenium level. Thus, we estimate X i by b
in which X i is the true plasma selenium level of the ith patient in the subset. Figure 1 shows the histograms of b X and b U, which suggest the marginal normal distributions for X and U. The correlation between b X and b U is only -0.069 with P-value = 0.234. Under the assumption of normality, the non-significant correlation implies the independence between the two variables. Therefore, the conditional normal assumption of X is appropriate for the NPC dataset.
The patients in the trial were arranged to receive the dermatologic examination periodically. Let C i denote the last examination time from the randomization for subject i, and τ = 149.5ðmonthsÞ denote the maximum time of C i 's. Fifty five patients without any record of dermatologic examination and SCC event are excluded from the data analysis. The existing recurrent event studies [15, 23] for the NPC data assumed that the censoring is non-informative, which might be improper. Figure 2 shows the weighted average of the SCC recurrences versus time for subjects in the four selected risk sets (t 1 = 54.9, t 2 = 86.3, t 3 = 115.5, t 4 = 135.2). Note that for a subject i the number of SCC recurrences by time t is calculated as N i ðt^C i Þ, where a^b = minða, bÞ. If the censoring time is independent of the SCC recurrence, we expect that all lines should be close to each other. However, it can be seen that the subjects stayed in the trial longer (censoring time after 115.5 months and 135.2 months) tended to have fewer SCC recurrences in the early and middle stages. The result implies that the independent censoring assumption is not satisfied and the proposed methods are necessary.
After excluding 55 patients without any record of examination and SCC event and 2 without baseline plasma selenium measurements, 1,255 patients are included in the analysis to fit the semi-parametric model for the SCC recurrences. Among these patients, 473 had at least one SCC occurrence. The result of the fitted model is presented in Table 5 . Since the RC and MC estimates are identical, only the RC estimates t (month since randomization) Weighted average of the SCC recurrences at time t subjects with censoring time after t 4 subjects with censoring time after t 3 subjects with censoring time after t 2 subjects with censoring time after t 1 Figure 2 : Weighted average of the SCC recurrences versus time (month since randomization) for subjects in the four selected risk sets (t 1 = 54.9, t 2 = 86.3, t 3 = 115.5,t 4 = 135.2), where the weighted average of the SCC recurrences for subjects in the rth risk set at time t is calculated by are shown in the table. As illustrated, the treatment effect estimates of all approaches are positive but statistically non-significant. That is, the supplement of plasma selenium has no significant effect on preventing the recurrence of SCC. This result agrees with the previous studies [15, 23] . In Table 5 , we can also observe the attenuation phenomenon exists in the naive estimation of the plasma selenium effect. Under the 95 % confidence level, the adjusted estimates obtained from the RC and MC methods are significant with values equal to − 1.502. The result implies that patients with higher plasma selenium level at baseline have fewer SCC recurrences.
Discussion
To identify the population risk factor in the recurrent event analysis, inference on the rate function is commonly preferred. The existing methods depend on the assumptions of either accurately measured covariates or independent censoring, which may not be always realistic. In this article, we consider statistical methods for recurrent event data with measurement error and informative censoring. Under the informative censoring and normal error assumption, our proposed estimators are consistent. In our estimating procedure, we do not need any additional assumptions on the frailty distribution or on the censoring time. The numerical results have shown that the naive method which ignores measurement errors in the covariates leads to a large biased estimator and that the CPL method strongly depends on the independence between the covariates and censoring time. Whereas, our proposed methods correct measurement errors effectively and give accurate confidence intervals under different scenarios. The corrected methods considered in this paper are developed under a parametric distribution for the covariates and measurement errors, in which the distributions of the errors and covariates are specified. In the NPC data example, the distributional assumptions for the error model can be validated via adequate replicates. In practice, we may not have enough information to validate these distributional assumptions of the errors and covariates. To relax such assumptions, a non-parametric correction method, similar to Huang and Wang [30] for Cox regression with measurement error, might be further developed. However, the extension of nonparametric correction to the regression analysis of recurrent event data is not straightforward, and hence future research is warranted. The idea of measurement error correction can be applied not only to recurrent event data but also to panel count data, of which the number of events can only be observed at several random times. Note that condition (a4) can be satisfied under the normality assumption imposed on the covariates. Define Q 1 ðtÞ ≡ GðtÞΛ 0 ðtÞ, Q 2 ðtÞ ≡ Ð t 0 GðuÞdΛ 0 ðuÞ. Under conditions (a1) through (a3), Wang et al. [13] had shown that b ΦðtÞ − ΦðtÞ = 1 n
where 
where Ψ i ðγÞ are iid terms. With the same techniques as these in M-estimators [31] , it can be shown that b γ converges in probability to γ. Let R ≡ ef − ∂Ψ i ðγÞ=∂γ ′ g where R is non-singular under condition (a4), and thus by a Taylor expansion,
By the central limit theorem, ffiffiffi n p ðb γ − γÞ converges to a normal distribution with mean zero and a covariance-
With the consistencies of b γ and b ΦðtÞ, ∀t 2 ½0, τ, we can prove the following propositions of which the 
B Covariance estimation of RC
To develop covariance estimation of the RC estimator, we first illustrate the covariance estimation of ffiffiffi n p ðb γ − γÞ and ffiffiffi n p ð b ΦðtÞ − ΦðtÞÞ, ∀t 2 ½0, τ. Let R n = n 
