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Abstract
In this paper we generalize the Tannakian theory which gives a correspondence between groupoids
and Tannakian categories over a field k to the case where k is a valuation ring. We give a general
theorem how to reconstruct groupoids in arbitrary categories from their category of representations
and we show that this theorem can be applied to groupoids over Dedekind rings. We also give a
partial answer how to see whether a category is the representation category of a groupoid over a
valuation ring.
 2004 Elsevier Inc. All rights reserved.
Introduction
In 1939, Tannaka established a duality between compact groups and their representa-
tions [15]. He proved that a compact group is already determined by its unitary dual. In
1972, Saavedra, using ideas of Grothendieck, developed a “Tannakian theory” by estab-
lishing a functorial correspondence between gerbes over arbitrary fields which are tied by
an affine group scheme and their representation category [11]. In particular, he obtained
a duality between affine group schemes over a field and so called neutral Tannakian cate-
gories. A gap in Saavedra’s proof was closed by Deligne in 1990 [3]. This way we get a
correspondence between properties of affine group schemes (or certain gerbes) and proper-
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and Milne [4].
One can divide the duality established by Saavedra and Deligne in two parts:
(1) The reconstruction problem: given a “group-like” object G (e.g., a group scheme,
a gerbe, a quantum group), is it possible to recover G from the category of its rep-
resentations, using the forgetful functor?
(2) The description problem: give a purely categorical description which ensures that a
given category is equivalent to a category of representations of some “group-like”
object.
The description problem has been solved in a satisfying manner only for gerbes tied
by affine group schemes over fields of characteristic zero [3, 7]. The reconstruction prob-
lem is much better understood. It has been generalized to quantum groupoids and braided
groups (e.g., by Majid [9] and Bruguières [2]) over fields. Majid has also given a general
categorical approach [7] but unfortunately his hypotheses are very restrictive.
Further, all those “group-like” objects were required to be over fields. But in mathe-
matics there are also lots of such objects over more general rings (e.g., over the p-adic
completion of Z or over Cq).
The goal of this work is therefore three-fold. First, to give a general categorical method
to reconstruct “group-like” objects from their category of representations even in the non-
neutral case. This is obtained by 2.14 and 2.18. The second goal is to use this general and
purely formal theorem to recover affine groupoids (and in particular affine group schemes)
over Dedekind rings (or more generally Prüfer rings) from their category of representations
(5.13 and 5.17). The last objective is to give a partial answer about the description problem
for groupoids over discrete valuation rings (or more generally over valuation rings of height
at most one) (6.18 and 6.20).
The reason why we work in the maybe somewhat unfamiliar setting of Prüfer rings and
valuation rings of height one (instead of their noetherian counterparts, Dedekind rings and
discrete valuation rings) is the following. First of all they occur in mathematical applica-
tions (e.g., the integral closure of a discrete valuation ring in an algebraic closure of its field
of fractions). Further, if R is a valuation ring of height one, a fibre functor of an R-linear
representation category exists in general only over some non-noetherian valuation ring of
height one, even if R itself is noetherian.
I will now give an overview of the structure of this work. In the first section some
categorical notions are recalled. Section 2 considers the main tool for the solution of the
reconstruction problem, the comonoid of coendomorphisms of a functor. This notion goes
back to MacLane [10]. The definition and the statement of the basic properties here are
obvious generalizations of [3, §4]. The abstract reconstruction theorem (2.14) is therefore
a formal generalization of [3, 4.13]. It describes how to recover a comonoid from its repre-
sentation category using the forgetful functor. In case we started with a Hopf monoid (e.g.,
the Hopf algebra associated to some group scheme) we also recover the Hopf structure
(2.18). Here we refer to [7] for the necessary diagram chasing.
The next two sections collect some tools to attack the reconstruction of groupoids over
Prüfer rings. In the third section we give some basic definitions and properties of R-linear
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connection of groupoids and gerbes over arbitrary schemes. Most of these properties are
easy generalizations of [3] where the case of groupoids and gerbes over a field is consid-
ered.
The fifth section starts with the description of coalgebroids and their comodules. We
check that all conditions of the abstract reconstruction theorem (2.14) are satisfied over
a Prüfer ring. For this we have to show some properties of comodules over Prüfer rings.
Most of these properties are well known for Dedekind rings (e.g., [13]), and most of the
time the proofs are easy modifications. After these technical lemmas we obtain the recon-
struction theorem for coalgebroids (5.13) and for affine groupoids (and hence for affine
group schemes) (5.17).
In the last section we define the notion of a Tannakian lattice over a valuation ring of
height at most one (6.9). Roughly speaking it is a rigid pseudo-abelian symmetric monoidal
category which admits a fibre functor ω over some faithfully flat R-scheme such that the
skalar extension of the category to the field of fraction of R is a Tannakian category in
the sense of [3]. We show that the category of representations of a groupoid is in fact
a Tannakian lattice (6.17). For this we use the theory of gerbes provided by Section 5
and the fact that every Tannakian lattice has a fibre functor over a sufficiently “nice” R-
scheme (6.14). The main theorem of this section is 6.18 which assures that the fibre functor
always provides a fully faithful embedding of a Tannakian lattice into the category of
representation of a groupoid G and that G is universal with this property. We conclude
with a corollary for the neutral case (6.20).
1. Monoidal categories
1.1. By a monoidal category we mean a tuple (M,⊗,1, α,λ,ρ) where M is a cat-
egory, ⊗ :M ×M→ M is a bifunctor, αX,Y,Z : (X ⊗ Y ) ⊗ Z ∼−→ X ⊗ (Y ⊗ Z) is an
associativity constraint, 1 is a unit object, λX :X ⊗ 1 ∼−→ X is a left unit constraint, and
where ρX :X ⊗ 1 ∼−→ X is right unit constraint. These are to satisfy
(a) (Pentagon axiom): (idX ⊗ αY,Z,W ) ◦ αX,Y⊗Z,W ◦ (αX,Y,Z ⊗ idW) = αX,Y,Z⊗W ◦
αX⊗Y,Z,W .
(b) (Unit axiom): (idX ⊗ λY ) ◦ αX,1,Y = ρX ⊗ idY .
By abuse of notation we will often simply write M for the monoidal category.
A monoidal category is called symmetric, if there is given a commutativity constraint
whose square is the identity. We also have the weaker notion of a braided monoidal cate-
gory. We refer to [8] for the precise definition.
Let M1 and M2 be two monoidal categories. A functor M1 → M2 of monoidal
categories (or a monoidal functor) is a functor T :M1 →M2 together with a functor-
ial isomorphism T (X) ⊗ T (Y ) ∼−→ T (X ⊗ Y ) which is compatible with the associativity
constraint equipped with an isomorphism T (1M1)
∼−→ 1M2 compatible with the unit con-
straints. If M1 and M2 are braided (or symmetric) we call a monoidal functor a tensor
functor if it is compatible with the braiding.
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monoidal categories are strict, i.e., all constraints are the identity. By the coherence the-
orem (e.g., [10, Chapter XI]) every monoidal category is equivalent to a strict monoidal
category. If M is a symmetric monoidal category we also can and will assume by loc. cit.
that the commutativity constraint is the identity. Similar for braided monoidal categories.
1.2. Let X be an object of M. A (left) dual object of X is a triple (X∨, ev, δ) where
X∨ is an object of M and where ev :X ⊗ X∨ → 1 and δ : 1 → X∨ ⊗ X are morphisms
such that
X
idX⊗δ−−−−→ X ⊗ X∨ ⊗X ev⊗idX−−−−→ X,
X∨ δ⊗idX∨−−−−→ X∨ ⊗X ⊗X∨ idX∨⊗ev−−−−−→ X∨
are the identity.
Note that δ is uniquely determined. Further, a dual (X∨, ev, δ) is unique up to unique
isomorphism.
We call an object X rigid if there exists a dual of X. We call M rigid if every object in
M is rigid.
1.3. Let X and Y be objects in M. If X and Y admit dual objects X∨ and Y∨, then
Y∨ ⊗ X∨ is a dual of X ⊗ Y where evX⊗Y is given by evX ◦ (idX ⊗ evY ⊗ idX∨). In this
case δX⊗Y is given by (idX ⊗ δY ⊗ idX∨) ◦ δX.
In particular, the full subcategory of rigid objects of M inherits the structure of a
monoidal category.
1.4. Example. Let A be a commutative ring. Then the category of A-modules endowed
with the usual tensor structure is a symmetric monoidal category. An A-module M is rigid
if and only if M is finitely generated projective. In this case we have M∨ = Hom(M,A)
and (using the identification M∨ ⊗ M = End(M)) evM (respectively δM ) are given by the
usual evaluation (respectively by the map A → End(M), a → aidM ).
1.5. Let T :M1 → M2 be a functor of monoidal categories and let X be an ob-
ject which admits a dual (X∨, ev, δ). Then T (X) admits a dual which is given by
(T (X∨), T (ev), T (δ)). In particular, T induces a functor from the full subcategory of rigid
objects in M1 into the full subcategory of rigid objects of M2.
1.6. A comonoid in M is a triple (X, c, e) consisting of an object X of M, a comulti-
plication c :X → X ⊗X, and a morphism e :X → 1 such that
(COM1) c is coassociative, i.e., the compositions
X
c
X ⊗X
id⊗c
c⊗id
X ⊗ X ⊗ X
are equal.
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X
c
X ⊗X
id⊗e
e⊗id
X
are the identity.
Note that the counit is unique if it exists. We have the dual notion of a monoid in a
monoidal category.
Let M be a braided monoidal category. A bimonoid in M is an object X which carries
the structure of a monoid (X,m,u) and of a comonoid (X, c, e) such that c and e are
morphisms of monoids.
Finally a Hopf monoid in M is bimonoid (X,m,u, c, e) together with an antipode
ι :X → X satisfying the usual conditions for a Hopf algebra (see, e.g., [14]).
1.7. Let M be a braided monoidal category and let (X, c, e) and (X′, c′, e′) be two
comonoids in M. Then the compositions
X ⊗ X′ c⊗c′−−−→ (X ⊗X) ⊗ (X′ ⊗X′)= (X ⊗ X′)⊗ (X ⊗X′),
X ⊗ X′ e⊗e′−−−→ 1 ⊗ 1 = 1
define the structure of a comonoid on X ⊗ X′. This is trivial if M is symmetric. For the
general case we refer to [8, 2.1].
1.8. Definition. A category with right M-action is a category C together with a functor
⊗ :C×M→ C and functorial compatible isomorphisms X ⊗ (M ⊗N) ∼−→ (X ⊗M)⊗N
and X⊗ 1 ∼−→ X for M , N objects ofM and X object of C . Again we can and will assume
by the coherence theorem that these functorial isomorphisms are the identity.
Let C and C ′ be two categories with M-action. A functor ω :C → C ′ together with a
functorial isomorphism ξ :ω(X ⊗ M) → ω(X) ⊗ M for M ∈M and X ∈ C is called an
M-functor.
More generally, let h :M→ M′ be a functor of monoidal categories and let C (re-
spectively C ′) be a category with rightM-action (respectively rightM′-action). A functor
ω :C→ C ′ together with a functorial isomorphism ξ :ω(X⊗M) → ω(X)⊗h(M) is called
an h-functor.
Let (ω, ξ) and (ω′, ξ ′) be twoM-functors. A morphism of functors ϕ :ω → ω′ is called
a morphism of M-functors or shorter an M-morphism if ϕ commutes with ξ and ξ ′. The
set of M-morphisms ω → ω′ is denoted by HomM(ω,ω′).
This way we get the 2-category of categories with M-action.
1.9. Definition. Let M be a monoidal category and let C be a category with a right M-
action. Let (L, c, e) be a comonoid in M. A pair (X, r) consisting of an object X in C and
a morphism r :X → X ⊗ L is called L-comodule if it satisfies the following conditions:
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X
r
X ⊗ L
idX⊗c
r⊗idL
X ⊗ L⊗ L
are equal.
(CM2) r is compatible with the counit, i.e., (idX ⊗ e) ◦ r = idX .
A homomorphism of L-comodules (X, r) → (X′, r ′) is a morphism ϕ :X → X′ in C
such that the following diagram commutes:
X
ϕ
r
X′
r ′
X ⊗ L ϕ⊗idL X′ ⊗L.
We denote the category of L-comodules in C by CL.
1.10. A monoidal category acts on itself. More generally, let C be a comonoid in M.
Then the monoidal structure of M induces a left M-action on the category MC of right
C-comodules.
If f :C → C′ is a homomorphism of comonoids in M, the induced functor MC →
MC ′ is an M-functor.
1.11. We keep the notations of 1.9. Let X be any object of C . Then
X ⊗L idX⊗c−−−−→ X ⊗L ⊗L
defines the structure of an L-comodule on the object X ⊗ L of C . This way
X → X ⊗ L, f → f ⊗ idL
defines a functor C → CL. This functor is right adjoint to the forgetful functor CL → C .
Indeed, for every object X of C and every L-comodule (Y, rY ) the maps
HomC(Y,X) → HomCL(Y,X ⊗ L), f → (f ⊗ idL) ◦ rY ,
HomCL(Y,X ⊗L) → HomC(Y,X), g → (idX ⊗ e) ◦ g,
are functorial and inverse to each other.
Now assume that X itself is an L-comodule and denote by r its coaction. Then r :X →
X ⊗ L is a homomorphism of comodules. Further we have (e ⊗ 1) ◦ r = idX, i.e., r is a
section of e ⊗ 1.
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2.1. In this section we fix the following notations: let M be a monoidal category and
C be a category with a right M-action. We write M̂ for the category of copresheaves on
M, i.e., the category of covariant functors from M in the category of sets. Denote by D
an essentially small category and by ωi :D→ C (i = 1,2, . . .) a family of functors.
2.2. For every object M in M write ωi ⊗M for the functor
D→ C, X → ωi(X) ⊗ M.
Then
M → Hom(ω2,ω1 ⊗M)
is a copresheaf on M. We denote it by CoHom(ω1,ω2) = CoHomM(ω1,ω2). In this case
we have a functorial isomorphism
Hom(ω2,ω1 ⊗M) ∼= HomM̂
(
CoHom(ω1,ω2),M
)
.
In the case that the copresheaf is corepresentable, we denote the corepresenting object also
by CoHom(ω1,ω2) = CoHomM(ω1,ω2) and call it the object of cohomomorphisms from
ω1 to ω2. Then we have the universal morphism of functors
ω2 → ω1 ⊗ CoHom(ω1,ω2). (2.2.1)
Finally, we set
CoEndM(ωi) := CoEnd(ωi) := CoHom(ωi,ωi).
2.3. From now on, we assume that all CoHom(ωi,ωj ) are corepresentable for i  j .
Iterating (2.2.1), we get a morphism of functors
ω3 → ω2 ⊗ CoHom(ω2,ω3) → ω1 ⊗ CoHom(ω1,ω2)⊗ CoHom(ω2,ω3)
and therefore a morphism
CoHom(ω1,ω3) → CoHom(ω1,ω2)⊗ CoHom(ω2,ω3). (2.3.1)
This “coproduct” is coassociative, i.e., we have a commutative diagram
CoHom(ω1,ω4) CoHom(ω1,ω2)⊗ CoHom(ω2,ω4)
CoHom(ω1,ω3)⊗ CoHom(ω3,ω4) CoHom(ω1,ω2) ⊗ CoHom(ω2,ω3)⊗ CoHom(ω3,ω4).
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i.e., the compositions
CoHom(ω1,ω2) → CoHom(ω1,ω2)⊗ CoEnd(ω2) id⊗ε2−−−→ CoHom(ω1,ω2),
CoHom(ω1,ω2) → CoEnd(ω1)⊗ CoHom(ω1,ω2) ε1⊗id−−−→ CoHom(ω1,ω2)
are the identity. Therefore, we see:
Proposition. Let ω :D → C be a functor, such that CoEnd(ω) is corepresentable. Then
CoEnd(ω) is a comonoid in M.
2.4. Let ω :D→ C be a functor, such that CoEnd(ω) is corepresentable. Let C be any
comonoid in M. Then the bijection Hom(CoEnd(ω),C) = Hom(ω,ω ⊗ C) induces an
identification
HomCM
(
CoEnd(ω),C
)= HomCM(ω,ω ⊗C),
where the left-hand side denotes the set of comonoid homomorphism CoEnd(ω) → C and
where the right-hand side denotes the set of morphisms such that for every object X in D
the induced arrow ω(X) → ω(X) ⊗ C defines a C-comodule structure on ω(X).
2.5. Let C ′ be a subcategory of C . For every object C′ in C ′ we have the functor
(
C′ ⊗ −) :M→ C, M → C′ ⊗M.
This induces a functor from C ′ into the category Hom(M,C) of functorsM→ C . We say
that the action of M on C is coclosed for C ′ if, for any C′ ∈ C , (C′ ⊗ −) has a left adjoint
functor. If this is the case, we denote by FC ′ :C →M this left adjoint. Then C′ → FC ′
defines a functor C ′ → Hom(C,M)opp.
2.6. Let D be the final category. Then to give ω is the same as to give an object X in C .
Assume that the functor M→ C which sends M to X ⊗ M admits a left adjoint FX (in
other words, the action of M on C is coclosed for the subcategory which consists of X
and idX). Then FX(X) represents CoEnd(ω). Indeed, for every object M in M we have
functorial bijections
Hom
(
FX(X),M
)= Hom(X,X ⊗ M) = Hom(ω,ω ⊗ M) = Hom(CoEnd(ω),M).
In particular, FX(X) carries a comonoid structure. Further, by 2.4 we see that for every
comonoid L inMmorphisms of comonoids FX(X) → L correspond to L-coactions on X.
2.7. Proposition. Let C ′ be a subcategory of C such that ω factorizes through C ′ and assume
that the action of M on C is coclosed for C ′. Further suppose that there exist in M small
inductive limits. Then CoHom(ω1,ω2) is corepresentable.
T. Wedhorn / Journal of Algebra 282 (2004) 575–609 583Proof. Denote by FC ′ the right adjoint of (C′ ⊗ −) for C′ ∈ Ob(C ′). For every morphism
f :X → Y in D define the category If as the subcategory ofM consisting of three objects
Fω1(Y )(ω2(X)), Fω1(X)(ω2(X)), and Fω1(Y )(ω2(Y )) and the only morphisms in If (besides
the identity morphisms) are
Fω1(f )(id) :Fω1(Y )
(
ω2(X)
)→ Fω1(X)
(
ω2(X)
)
,
Fid
(
ω2(f )
)
:Fω1(Y )
(
ω2(X)
)→ Fω1(Y )
(
ω2(Y )
)
.
Denote by I the disjoint union of the categories If where f runs through all morphisms
of D. We have a canonical functor I →M, and it follows from 2.6 that its inductive limit
represents CoHom(ω1,ω2). 
2.8. Corollary. Let C =M be a braided monoidal category, and let ω1,ω2 :D→M be
functors. Assume that ω1 and ω2 factorize through the full subcategory of rigid objects in
M and that small inductive limits exist in M. Then CoHom(ω1,ω2) is corepresentable.
Proof. For every rigid object C in M the functor (C∨ ⊗ −) is left adjoint to (C ⊗ −)
because we have C = C∨∨ as C is symmetric. Therefore, the action of M on itself is
coclosed for the subcategory of rigid objects in M, and we can apply 2.7. 
2.9. Let C ′ be another category with a right action by a monoidal category M′. Let
h :M→M′ be a tensor functor and let f :C → C ′ be an h-functor. Then the universal
morphism ω2 → ω1 ⊗ CoHom(ω1,ω2) induces by applying f a morphism
f ◦ ω2 → f ◦
(
ω1 ⊗ CoHom(ω1,ω2)
)= (f ◦ω1)⊗ h(CoHom(ω1,ω2))
and therefore a canonical morphism of objects in M′,
CoHom(f ◦ω1, f ◦ ω2) → h
(
CoHom(ω1,ω2)
)
. (2.9.1)
For ω1 = ω2 it follows by 2.4 that this is a morphism of comonoids in M′.
2.10. We keep the notations of 2.9. Assume that h (respectively f ) admits a right
adjoint h′ :M′ →M (respectively f ′ :C ′ → C) and that we are given an isomorphism of
functors C ×M′ → C ,
η :⊗ ◦ (id × h′)∼= f ′ ◦ ⊗ ◦ f × id (∗)
such that the following diagram of functorial morphisms is commutative:
(id × (h′ ◦ h)) ◦ ⊗ (id×h)◦η ((f ′ ◦ f )× id) ◦ ⊗
⊗ ⊗,
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and where the vertical arrows are given by the adjunctions id → h′ ◦ h and id → f ′ ◦ f .
Note that we assume neither that h′ is a tensor functor nor that f ′ is an h′-functor.
Proposition. With these notations and assumptions (2.9.1) is an isomorphism.
Proof. Indeed, for every object M ′ in M′ we have functorial isomorphisms
Hom
(
h
(
CoHom(ω1,ω2)
)
,M ′
)= Hom(CoHom(ω1,ω2), h′(M ′))
= Hom(ω2,ω1 ⊗ h′(M ′))
∼= Hom(ω2, f ′ ◦ (⊗M ′) ◦ f ◦ω1)
= Hom(f ◦ ω2, (f ◦ ω1)⊗ M ′)
= Hom(CoHom(f ◦ ω1, f ◦ ω2),M ′).
Setting M ′ = h(CoHom(ω1,ω2)), one sees that this functorial isomorphism gives an in-
verse of (2.9.1). 
2.11. Let ψ :D′ →D be a functor. The canonical morphism
ω2 → ω1 ⊗ CoHom(ω1,ω2)
defines for every object D′ of D′ a morphism (ω2 ◦ ψ)(D′) → (ω1 ◦ ψ)(D′) ⊗
CoHom(ω1,ω2) and this gives
CoHom(ψ) : CoHom(ω1 ◦ψ,ω2 ◦ψ) → CoHom(ω1,ω2).
For ω1 = ω2 this is a morphism of comonoids in M by 2.4.
2.12. Let C =M be a tensor category, and let ω :D→M be a functor. Assume that
C := CoEnd(ω) is corepresentable. For every object X in D the image ω(X) carries a
right C-comodule structure, i.e., ω factorizes through the categoryMC of right C-modules
in M
ω :D ωC−−→MC →M.
Let L be any other comonoid in M such that ω factorizes through ωL :D→ML. This
means that ω(X) is equipped with an L-comodule structure, functorial in X. Then by 2.4
there exists a unique homomorphism C → L of comonoids in M such that ωL factorizes
through the induced functorMC →ML.
In particular, if ML is equivalent to a small category, we can set D =ML, and we see
that the identity ML →ML factorizes in ML →MC →ML where the second functor
is given by the homomorphism C → L of comonoids.
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is equipped with a functorial isomorphism Φ(X ⊗ Y ) ∼= Φ(X) ⊗ Y which is compatible
with the associativity and the units constraints. Let (L, c, e) be a comonoid in M and let
CL be the category of L-comodules in C . The composition
Φ(L)
Φ(c)−−−→ Φ(L ⊗ L) ∼= Φ(L) ⊗L
defines an L-comodule structure on Φ(L).
Now let D be a full subcategory of C and denote by DL the category of L-comodules
in C whose underlying object lies in D. We have the canonical functor ω :DL →D ↪→ C
of forgetting the coaction of L. We make the following assumptions:
(a) The category DL is equivalent to a small category. The action of M on C is coclosed
for D (2.5) and in M exist small inductive limits.
(b) Set C = CoEnd(ω). By (a) it is corepresentable by a comonoid in C (2.7). Assume that
in C exist small filtered inductive limits and that the forgetful functors CL → C and
CC → C reflect these (we already know that they preserve inductive limits because
they admit a right adjoint (1.11)).
(c) The functors X → X ⊗L and X → X ⊗C from C into C commute with small filtered
inductive limits.
(d) Every L-comodule in CL is a small filtered inductive limit (in CL) of L-comodules
in DL, and L itself is the filtered inductive limit of comonoids Li in M such that the
Φ(Li) are in D.
(e) The functor Φ is faithful and preserves and reflects filtered inductive limits.
2.14. Theorem (cf. [3, 4.13]). We keep the assumptions of 2.13. By 2.4 we get a homomor-
phism of comonoids u :C → L. This is an isomorphism.
Proof. We first note that (b) implies that in CL and CC exist small filtered inductive
limits. Let X be an object in CL, filtered inductive limit of L-comodules Xi in DL.
By the universal property of C the functor ω factorizes through ωC :DL → CC . Setting
ωC(X) := lim−→ωC(Xi), we get a functor
ωC :CL → CC.
Note that ωC commutes with the forgetful functors by (c).
By (d) we have L = lim−→Li for comonoids Li in M. By (e) we also have that Φ(L) is
the inductive limit of the Φ(Li). Applying ωC we get a C-comodule structure Φ(L) →
Φ(L)⊗C on Φ(L). Because Φ reflects inductive limits and because of (c), this morphism
is induced by a morphism c′ :L → L ⊗C in M. Define a as the composition
a :L c
′−→ L ⊗C e⊗idC−−−−→ C.
586 T. Wedhorn / Journal of Algebra 282 (2004) 575–609We claim that a is an inverse of u. Using (c), one sees that (idΦ(L) ⊗ u) ◦ Φ(c′) = Φ(c)
(because this holds for Φ(Li). Therefore, we have Φ(u) ◦ Φ(a) = Φ(e ⊗ idL) ◦ Φ(c) =
idΦ(L). As Φ is faithful this implies u ◦ a = idL.
Now let (M,ρ) be an object of DL and let (M,ρ′) = ωC((M,ρ)). We can consider
ρ :M → M ⊗ L as homomorphism of L-comodules (1.11). Applying ωC , ρ is also a
homomorphism of C-comodules, i.e., the diagram
M
ρ
ρ′
M ⊗L
idM⊗c′
M ⊗C ρ⊗idC M ⊗ L⊗ C
is commutative. Composing (idM ⊗ c′) ◦ρ and (ρ ⊗ idC) ◦ρ′ from the left with idM ⊗ e⊗
idC we see that ρ′ = (idM ⊗ a) ◦ρ. The morphism FM(M) → C corresponding to ρ′ (2.6)
admits therefore a factorization FM(M) → L a−→ C. By construction of C (2.7) this implies
that a is an epimorphism. As every epimorphism with a left inverse is an isomorphism, the
theorem follows. 
2.15. Now assume that C is itself a monoidal category, thatM is a symmetric monoidal
category and that the monoidal structure of C is compatible with the action ofM, i.e., there
are given isomorphisms
αX,Y,M : (X ⊗ Y )⊗ M ∼−→ X ⊗ (Y ⊗ M),
σX,Y,M : (X ⊗ Y )⊗ M ∼−→ (X ⊗ M)⊗ Y
functorial in X,Y ∈ Ob(C) and M ∈ Ob(M) such that they are compatible with the asso-
ciativity and unit constraints in C and M and the commutativity constraint in M and such
that for X, Y in C and N , M in M we have σX,Y,M⊗N = σX⊗M,Y,N ◦ (σX,Y,M ⊗ idN) and
the following diagram is commutative:
(X ⊗M)⊗ (Y ⊗N) (X ⊗ (Y ⊗ N))⊗ MσX,Y⊗N,M ((X ⊗ Y )⊗ N ⊗ MαX,Y,N⊗idM
((X ⊗M)⊗ Y )⊗N
αX⊗M,Y,N
((X ⊗ Y )⊗ M)⊗NσX,Y,M⊗idN ∼= (X ⊗ Y )⊗M ⊗ N.
comm.constr.
Then we have a canonical morphism of functors
ω2 ⊗ ω2 →
(
ω1 ⊗ CoHom(ω1,ω2)
)⊗ (ω1 ⊗ CoHom(ω1,ω2))
∼= ω1 ⊗ω1 ⊗ CoHom(ω1,ω2)⊗ CoHom(ω1,ω2),
which induces a morphism
µ : CoHom(ω1 ⊗ ω1,ω2 ⊗ ω2) → CoHom(ω1,ω2)⊗ CoHom(ω1,ω2). (2.15.1)
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corepresentable if ω factors through a monoidal subcategory C ′ of C such that the action of
M on C is coclosed for C ′ and if in M exist small inductive limits.
2.17. We keep the notations of 2.15 and we assume that CoEnd(ω) and CoEnd(ω⊗ω)
are corepresentable and that (2.15.1) is an isomorphism. LetD be also a monoidal category
and let ω :D→ C be a tensor functor. We get a multiplication as the composition
CoHom(ω1,ω2)⊗ CoHom(ω1,ω2) µ
−1−−→ CoHom(ω1 ⊗ ω1,ω2 ⊗ω2)
= CoHom(ω1 ◦ ⊗,ω2 ◦ ⊗)
→ CoHom(ω1,ω2), (2.17.1)
where the last morphism is given by 2.9.
2.18. Now assume that C =Mwith the canonical right action and that CoHom(ω1,ω2)
and CoHom(ω1 ⊗ω1,ω2 ⊗ω2) are corepresentable (2.8). Then (2.15.1) is an isomorphism
[7, 2.3]. Further as in loc. cit. 2.4–2.9 we have:
Proposition. The product 2.17 makes CoHom(ω1,ω2) into a monoid in M. If M and D
are braided (respectively symmetric) monoidal categories, CoHom(ω1,ω2) is a dual qua-
sitriangular (loc. cit. 2.8) (respectively commutative) monoid. If ω1 = ω2 = ω, we further
have:
(1) The comultiplication and counit of C = CoEnd(ω) are homomorphisms of monoids,
i.e., C is a bimonoid and ω factorizes in
D ωC−−→MC forget−−−→M.
(2) If L is any other bimonoid in M such that ω factorizes through a tensor functor
D → ML and the forgetful functor ML → M, then there exists a unique homo-
morphism of bimonoids C → L such that ω factorizes through the induced functor
MC →ML.
(3) If D is rigid C has an antipode.
2.19. We remark that the very restrictive assumptions on M made in loc. cit. 2.2
(namely that M is rigid and has arbitrary inductive limits) are needed only to ensure the
representability of CoHom(ω) and CoHom(ω ⊗ω) which follows here from 2.8.
2.20. Corollary. LetM be a braided monoidal category and let L be a Hopf monoid inM.
Denote by D the monoidal subcategory of rigid objects in M and by ω :DL →M the
canonical functor. Assume that 2.13(b)–(d) hold. Then CoEnd(ω) = L as Hopf monoids.
Proof. It is easy to see thatDL is again rigid because L admits an antipode. Therefore, the
corollary follows from 2.8, 2.14, and 2.18. 
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3.1. Let R be a commutative ring. A monoidal category M is called R-linear if the
underlying category is R-linear and if ⊗ is an R-bilinear functor. An R-linear monoidal
category is called pseudoabelian (respectively abelian), if the underlying R-linear category
is pseudoabelian (respectively abelian).
3.2. If M is an R-linear monoidal category and if ϕ :A → R is a homomorphism of
commutative rings, M is also an A-linear monoidal category. We call this the underlying
A-linear monoidal category and write also ϕ∗M if we consider M as an A-linear tensor
category via ϕ.
Conversely, let M be an additive monoidal category. Then R = End(1) is a ring. For
every object X of M the action of R an X induced by X ∼−→ 1 ⊗ X is equal to the action
of R on X induced by X ∼−→ X ⊗ 1. In particular, R is commutative and the category M
gets the structure of an R-linear monoidal category. Let us denote by M/R this R-linear
monoidal category. The ring R has the following universal property. Let A be a commuta-
tive ring and let M/A be an A-linear monoidal category such that the underlying additive
monoidal category is M. Then there exists a unique ring homomorphism ϕ :A → R such
that ϕ∗(M/R) =M/A. Indeed, R = EndM/A(1) is an A-algebra and this defines ϕ.
3.3. Let C be an R-linear category and letM be an R-linear monoidal category acting
on C from the left. We call this action R-bilinear if the functorM× C→ C is R-bilinear.
3.4. Let ϕ :R → R′ be a homomorphism of commutative rings, and let C be an R-
linear category. Then the category CR′ obtained from C by scalar extension ϕ is defined as
follows. The objects are the same as the objects of C and for two objects X and Y in CR′
define
HomCR′ (X,Y ) := HomC(X,Y )⊗R R′.
This way we get an R′-linear category which is denoted by CR′ .
3.5. We have an obvious R-linear functor
iR′ :C→ CR′,
which is bijective on objects.
If C ′ is an R′-linear category and F :C → C ′ is an R-linear functor, F factorizes in
F ′ ◦ iR′ where F ′ :CR′ → C ′ is an R′-linear functor which is uniquely determined.
3.6. Let ϕ :R → R′ be flat, and let f :X → Y be a morphism in C . Then if f is a
monomorphism (respectively an epimorphism) in C its image in CR′ is a monomorphism
(respectively epimorphism) in CR′ . The converse holds if R′ is faithfully flat over R.
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Then ω induces a functor ωR′ :CR′ → DR′ . If ω is fully faithful, so is ωR′ . Further, if R′
is flat over R and if ω is faithful, then ωR′ is also faithful. The converse holds if R′ is
faithfully flat over R.
3.8. Now assume that M is a monoidal R-linear category. The R-bilinear functor
⊗ :M×M→M extends to an R′-bilinear functor ⊗ :MR′ ×MR′ →MR′ . This way
MR′ is a monoidal R′-linear category. It is symmetric (respectively braided, respectively
rigid) if M is symmetric (respectively braided, respectively rigid).
3.9. Let T be an R-linear monoidal category. Then there exists an R-linear pseudo-
abelian monoidal hull T ′. Its underlying category is the pseudo-abelian hull of the un-
derlying additive category, i.e., the objects of T ′ are pairs (X,p) where p ∈ End(X) is
a projector and we set Hom((X,p), (Y, q)) = q Hom(X,Y )p. We set (X,p) ⊗ (Y, q) :=
(X⊗Y,p⊗q). The unit in T ′ is defined as (1, id1). As associativity, left unit, and right unit
constraint are functorial we get induced constraints on T ′. This defines the structure of a
monoidal category on T ′. The same argument applied to a commutativity constraint shows
that T ′ is symmetric if and only if T is symmetric. The canonical ⊗-functor T → T ′ in-
duces End(1T ) = End(1T ′), in particular 3.2, T ′ is again R-linear, and ⊗ is R-bilinear.
Further, T is rigid if and only if T ′ is rigid. Indeed, if X admits a dual X∨, the dual of
(X,p) is given by (X∨,p∨) where p∨ denotes the transpose of p.
4. Groupoids and gerbes
4.1. Let S = (Sch/S) be the site of schemes over some scheme S equipped with the
fpqc-topology.
A stack in groupoids G over S is called a gerbe if the following two conditions are
satisfied:
(a) G is locally nonempty, i.e., there exists a covering (Ui → S) in S such that the fibre
categories GUi are nonempty.
(b) G is locally connected, i.e., for every object T in S and for all objects x, y ∈ GT there
exists a covering (Vi → T ) such that Hom(x|Vi , y|Vi ) is nonempty.
A gerbe G over S is called neutral if it is globally nonempty, i.e., if GS is nonempty. If
G is a sheaf of groups in the topos of S , the fibered category Tors(G) whose fibre over
an object T of S is the category of right G-torsors on T is a neutral gerbe.
Conversely, let G be a neutral gerbe, and let x be an object in GS . Set G = Aut(x). By
definition this is a group in the topos of S . Then
GT → Tors(T ,G), y → Isom(xT , y)
is an equivalence of G with Tors(G).
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S-morphisms t, s :G → X and a composition law ◦ :Gs×X,tG → G which is a scheme
morphism over X ×X such that for every S-scheme T the data
X(T ), G(T ), t, s :G(T ) → X(T ), ◦ :G(T )× G(T ) → G(T )
define a category (where X(T ) is the set of objects, G(T ) the set of morphisms, t (re-
spectively s) the target (respectively source), and ◦ the composition law) in which every
morphism is invertible.
The identity in the morphisms sets defines a morphism of X × X-schemes ε :X → G
(X diagonally embedded in X ×X).
Let (G′, t ′, s′,◦′) be a second S-groupoid acting on X. A homomorphism G → G′ of
groupoids is an X ×S X-morphism G → G′ which is compatible with ◦ and ◦′ in the
obvious sense. We denote by GrpdS(X) the category of S-groupoids acting on X.
4.3. Let G be an S-groupoid acting on an S-scheme X. For every morphism of schemes
u :Y → X the inverse image u∗(G) = GY is defined by the Cartesian diagram
GY G
s×t
Y ×S Y u×u X ×S X.
This way we get a fibered category GrpdS over (Sch/S).
4.4. Let X be an S-scheme and let p :G → X be an X-group scheme. If we set t =
s = p, then the morphism (t, s) :G → X ×S X factorizes through the diagonal ∆ :X →
X ×S X. The group multiplication ◦ :G ×X G → G is therefore a morphism of schemes
over X ×S X, and the data (G, t, s,◦) define a groupoid.
Conversely, if G is a groupoid acting on an S-scheme X such that s = t , i.e., (t, s) :G→
X ×S X factorizes through the diagonal, then the data (G, s = t,◦) define a group scheme
over X. Therefore, we can identify the fibered category GrS of group schemes over various
S-schemes with a full fibred subcategory of the fibered category of groupoids.
In particular, every groupoid acting on S is a group scheme over S.
4.5. For a groupoid G acting on X, the fibre product of
G
(t,s)
X
∆
X ×S X
is a group scheme over X which we will denote by G∆. This construction defines a
(Sch/S)-functor of fibered categories GrpdS → GrS which is right adjoint to the in-
clusion GrS → GrpdS (it suffices to show that for every S-scheme X the induced functor
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obvious).
4.6. Note that if G is a group scheme over an S-scheme X, the pull back u∗(G) via a
morphism u :Y → X (4.3) is in general no group scheme over Y . But we have u∗(G)∆ =
G×X Y .
4.7. Let (G, t, s,◦) be an S-groupoid acting on an S-scheme X. Let S′ → S be a
morphism of schemes. Define G′ = G×S S′, X′ = X ×S S′, t ′ = tS ′ , s′ = sS ′ , and ◦′ = ◦S ′
where we identify (G×X G)×S S′ = (G×S S′)×X×SS ′ (G×S S′). Then (G′, t ′, s′,◦′) is
an S′-groupoid acting on X′. It is called the base change of (G, t, s,◦) by S′ → S.
4.8. The groupoid G acts transitively on X (with respect to the fpqc-topology) if there
exists a fpqc-covering (T → X ×S X) such that HomX×SX(T ,G) 
= ∅.
If u :Y → X is an S-scheme morphism and if GT = u∗(G) is the inverse image of G,
GT acts transitively on T .
4.9. Lemma. Let G p−→ X be a group scheme over some S-scheme X, which we consider as
an S-groupoid acting on X. Then G acts transitively if and only if X → S is a monomor-
phism.
Proof. The morphism X → S is a monomorphism if and only if the diagonal ∆ :X →
X ×S X is an isomorphism. Therefore the condition is obviously sufficient. Let c :T →
X ×S X be a faithfully flat quasi-compact morphism such that there exists an (X ×S X)-
morphism v :T → G. We get a commutative diagram
T
v
c
G
p
X ×S X X.∆
In particular, c factorizes through ∆. Therefore ∆ is a closed surjective immersion. We
have to show that the defining ideal I of ∆ is zero. Let V ⊂ X ×S X be some open subset
and x be a section of I over V . Then its image under c# :Γ (V,OX×X) → Γ (c−1(V ),OT )
is zero. But this map is injective because c is faithfully flat. Therefore x is zero. 
4.10. Let S = Spec(R) be affine and let G be an S-groupoid acting on an affine S-
scheme X = Spec(B). Assume that G is affine over X ×S X, say G = Spec(L). Then
L is a B ⊗R B-module via (t, s), i.e., a (B,B)-bimodule such that the two induced R-
module structures coincide. We write the B-module structure induced by t (respectively
by s) as left (respectively right) B-module structure. Further, the (B,B)-bimodule has the
following additional structures:
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m :L⊗B⊗RB L → L.
(b) The composition law G×X G → G corresponds to a B ⊗R B-algebra homomorphism
c :L → L ⊗B L,
the identity ε :X → G corresponds to a B ⊗R B-algebra homomorphism
e :L → B,
and the inversion morphism G → G defines an antipode
S :L → L.
This way L obtains the structure of a Hopf monoid (1.6) in the category of (B,B)-
bimodules. Conversely, every Hopf monoid in the category of (B,B)-bimodules defines
an affine groupoid G acting on X.
4.11. Let G be an S-groupoid acting on an S-scheme X. For every S-scheme T we
have a category G0T = (X(T ),G(T ),◦) in which all morphisms are isomorphisms. This
categories form a fibered category G0 = G0X:G over the category of S-schemes. The inverse
image functors are given as follows: Let u :T ′ → T be a morphism of S-schemes. The
inverse image of an object x of G0T (that is of an element x ∈ X(T )) is the composition
x ◦ u. The inverse image of a morphism f of G0T (that is of an element f ∈ G(T )) is the
composition f ◦ u.
If x, y ∈ X(T ) are two objects of G0T the functor on Sch/T which associates to
u :T ′ → T the set HomG0
T ′
(u∗x,u∗y) is representable by the fibre product of
G
(b,s)
T ′
(x,y)◦u
S × S
In particular, it is a sheaf for the fpqc-topology, and G0X:G is a pre-stack for the fpqc-
topology. Denote by G = GX:G the associated stack.
4.12. Proposition. Let X be an S-scheme such that X → S is a fpqc-covering and let G
be a groupoid which acts on X. Then the stack GX:G is a gerbe if and only if the action of
G on X is transitive.
If in this case G is a group scheme over X, then X → S is an isomorphism.
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action of G on X is transitive if and only if GX:G is locally connected. The last assertion
follows from 4.9 and the following lemma.
Lemma. Let f :X → S be a faithfully flat quasicompact monomorphism of schemes. Then
f is an isomorphism.
Proof. By faithfully flat descent, the morphism f is an isomorphism if and only if f × idX
(base change of f by f ) is an isomorphism. But this is the second projection X×S X → X
which is an isomorphism, because f is a monomorphism. 
4.13. The construction above is functorial in the following sense. Let u :G1 → G2 be
a morphism of groupoids acting on an S-scheme X. Then for every S-scheme T , u defines
a functor GX:G1(T ) → GX:G2(T ) by inducing the identity on objects and by sending a
morphism a ∈ G1(T ) to u◦a ∈ G2(T ). It is easy to check that this gives indeed a (Sch/S)-
functor G0X:G1 → G0X:G2 and therefore also a fibered functor of the associated stacks.
4.14. Proposition. Let u :G1 → G2 be a (Sch/S)-functor between gerbes on (Sch/S).
Let X be an S-scheme. For some object ω in Gi,X let AutX(ω) be the sheaf over X which
associates to p :T → X the set of automorphisms of p∗ω in Gi,T .
Assume that X → S is a fpqc-covering such that there exists an object ω in G1,X and
assume that u : AutX(ω) → AutX(u(ω)) is an isomorphism. Then ω is an equivalence.
Proof. This follows from [6, Chapter IV, 2.2.6(iii)]. 
4.15. Corollary. Let G1 and G2 be two S-groupoids acting transitively on a fpqc-covering
X → S and let u :G1 → G2 be a morphism of groupoids. Then u is an isomorphism if and
only if u∆ :G∆1 → G∆2 is an isomorphism.
Proof. The group scheme G∆i represents the functor AutX(idX) and we conclude by
4.14. 
4.16. Let G be a gerbe over (Sch/S). If for every S-scheme X and for ω1,ω2 ∈ G(X)
the fpqc-sheaf IsomX(ω1,ω2) if representable by a scheme which is affine over X we say
that G is affinely tied.
As a gerbe is by definition locally connected, it is affinely tied if IsomX(ω1,ω2) → X is
representable and affine for one fpqc-covering X → S and for one choice ω1,ω2 ∈ G(X).
4.17. Denote by Cov(S) the full subcategory of (Sch/S) which are a fpqc-coverings
of S. Define a fibered category AffGerb over Cov(S): a fibre over a covering X → S
consists of pairs (G,ω) where G is an affinely tied gerbe over (Sch/S) and where ω ∈
G(X). The inverse image functors are given by pulling back ω. A morphism (G,ω) →
(G′,ω′) in AffGerb(X) is a morphism of gerbes over (Sch/S) sending ω to ω′.
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over a covering X → S consists of groupoids G acting transitively on X and which are
affine over X ×S X.
Then we get an equivalence of fibred categories AffGerb≈ AffGrpd via
G = IsomX×SX
(
pr∗2ω,pr∗1ω
) (t,s)−−→ X ×S X,
G = GX:G, ω = idX ∈ GX:G(X).
If G is a groupoid acting on a cover X which is an X-group scheme, then X → S is
an isomorphism and its image in AffGerb is isomorphic to a pair consisting of a neutral
gerbe and an element ω ∈ G(S).
4.18. Let G be an S-groupoid acting on an S-scheme X. A representation of G is a
quasi-coherent OX-module M together with an action ρ of G, i.e., for every S-scheme
T and for every g ∈ G(T ) there is a morphism ρ(g) : s(g)∗(M) → t (g)∗(M) between the
inverse images of M under s(g) and t (g) :T → X. These morphisms are supposed to be
compatible with base change T ′ → T , to satisfy ρ(gh) = ρ(g)ρ(h) (for s(g) = t (h)), and
such that for g = idx = ε(x) with x ∈ X(T ) the homomorphism ρ(g) is the identity of
x∗(M). As G is a groupoid the homomorphisms ρ(g) are automorphisms.
Let Rep(X:G) be the category of finite locally free OX-modules equipped with an
action of G. Together with the obvious symmetric monoidal structure it is a rigid symmetric
monoidal category. If G acts transitively on X = S, G is a group scheme and we get the
category Rep(G) of representations on finite locally free OS-modules.
4.19. Let F be some fibered category over (Sch/S). A representation of F is a
(Sch/S)-functor of F into the stack of quasi-coherent sheaves over Sch/S which is com-
patible with base change. We write Rep(F) for the category of representations of F .
If F0 is a pre-stack over Sch/S with associated stack F , the universal property of F
implies Rep(F0) = Rep(F).
4.20. Let G be an S-groupoid acting on an S-scheme X and let R be a representation
of the fibered category G0X:G. For every S-scheme T and for every S-morphism x :T → X
in G0X:G(T ) we have an isomorphism
R(x)
∼−→ x∗R(idX),
and R is determined by the quasicoherent OX-module R0 = R(idX) and by the
R(g) :x∗R0 → y∗R0 for g :x → y in G0T . These R(g) form a representation of the
groupoid G on R0 and we get an equivalence
Rep(GX:G) = Rep
(G0X:G
)≈ Rep(X:G).
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be an S-morphism and denote by GY = u∗G the pullback of G which acts transitively
on Y . Suppose that X → S and Y → S are coverings. The morphisms of pre-stacks
u :G0Y :GY → G0X:G induces an isomorphism of the automorphism sheaf of idY in G0Y :GY
with the sheaf of automorphisms of u in G0X:G. The induced morphisms of gerbs
u :GY :GY → GX:G
is therefore an equivalence (4.14). In particular, we get
Rep(X : G) ≈ Rep(Y : GY ).
5. Reconstruction of groupoids over Prüfer rings
5.1. In this section we denote by R a (commutative) ring and by B a unital R-algebra
(not necessarily commutative). If R′ is a second ring and B ′ a unital R′-algebra a morphism
(R,B) → (R′,B ′) is by definition a pair (ψ,ϕ) where ψ :R → R′ is a homomorphism of
rings and ϕ :B → B ′ is a homomorphism of R-algebras.
Denote byM the category of (B,B)-bimodules such that the two underlying R-module
structures coincide. Tensorizing over B endows M with the structure of an R-linear
monoidal category. The 1 is given by the (B,B)-bimodule B . Less symmetrically, we
can M also consider as the category of right (Bopp ⊗R B)-modules.
Denote by C the category of right B-modules. For every right B-module X and every
(B,B)-bimodule L, X ⊗B L is again a right B-module and this defines a right action of
M on C .
Following Deligne [3, 1.15], we call a comonoid in the monoidal category M an R-
coalgebroid acting on B . If L is an R-coalgebroid acting on B we call an L-comodule in C
(1.9) simply an L-comodule over B .
5.2. Let L be an R-coalgebroid acting on B . Assume that L is flat as a left B-module.
A comodule homomorphism is a monomorphism (respectively an epimorphism) if and
only if it is injective (respectively surjective). It follows that the category of L-comodules
is abelian and the functor “forgetting the coaction” is exact.
5.3. Let (L, c, e) be an R-coalgebroid acting on B . We want to define the base change
of (L, c, e) with respect to a morphism (R,B) → (R′,B ′). We do this in three steps.
(1) Let B ′ be an R-algebra, and let ϕ :B → B ′ be a homomorphism of R-algebras. Then
L′ = B ′ ⊗B L ⊗B B ′ is a (B ′,B ′)-bimodule. Define a comultiplication c′ as the com-
position
B ′ ⊗B L⊗B B ′ 1⊗c⊗1−−−−→ B ′ ⊗B L ⊗B L⊗B B ′
−−−−→ (B ′ ⊗B L⊗B B ′)⊗B ′ B ′ ⊗B L ⊗B B ′,
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define a counit e′ as the composition
B ′ ⊗B L ⊗B B ′ 1⊗e⊗1−−−−→ B ′ ⊗B B ′ → B ′,
where the second arrow is given by the multiplication in B ′. It is straightforward to see
that (L′, c′, e′) is an R-coalgebroid acting on B ′. We denote it by ϕ∗(L, c, e) or simply
ϕ∗(L).
(2) Now let R → R′ be a homomorphism of commutative rings and set B ′ = B ⊗R R′.
Then L ⊗R R′ is a (B ′,B ′)-bimodule such that the underlying R′-module struc-
tures coincide. Further, c ⊗ idR′ defines a comultiplication on L ⊗R R′ if we identify
(L⊗R R′)⊗B⊗RR′ (L⊗R R′) with (L⊗B L)⊗R R′. Then (L⊗R R′, c⊗ idR′, e⊗ idR′)
is an R′-coalgebroid acting on B ′ which we denote by (L, c, e)R′ or simply LR′ .
(3) Now consider the general situation. Let R → R′ be a homomorphism of commutative
rings, let B ′ be an R′-algebra, and let ϕ :B → B ′ be a homomorphism of R-algebras.
Then ϕ induces a R′-algebra homomorphism ψ :B⊗R R′ → B ′ and ψ∗(LR′) is an R′-
coalgebroid acting on B ′ which we will also denote simply by ϕ∗(L). The underlying
(B ′,B ′)-bimodule is given by
(
B ′ ⊗B L ⊗B B ′
)⊗R′⊗RR′ R′ ∼−→ B ′ ⊗B⊗RR′
(
L ⊗R R′
)⊗B⊗RR′ B ′.
5.4. Denote by D the full subcategory of C of B-modules which are finitely generated
projective. Then the action of M on C is coclosed for D (2.5). Indeed, if M is a finitely
generated projective right B-module, the functor
FM :C→M, N → M∨ ⊗R N
is left adjoint to (M⊗B) and FM depends functorially (and contravariantly) on M .
5.5. Now let L be an R-coalgebroid acting on B which is flat over B for both B-
module structures. We now want to apply 2.14 to the forgetful functor ω :DL → C (for a
special class of rings B). For this we have to check that the assumptions in 2.13 hold. First,
forgetting the left action defines a functor Φ :M→ C . This functor is faithful. Further,
it preserves and reflects filtered inductive limits because this holds for any functor which
forgets an algebraic structure (e.g., [12, 18.5.3]). Therefore 2.13(e) holds.
Further,D is equivalent to a small category and therefore this holds forDL as well, and
inM exist inductive limits. Therefore by 5.4 the assumption 2.13(a) holds. Further 2.13(b)
and (c) are clear. It remains to check (d).
5.6. Let L be an R-coalgebroid acting on B . Assume that L is flat as a left B-module.
If (M, r) is an L-comodule we call a subset N ⊂ M an L-subcomodule if N is a B-
submodule and if r(N) ⊂ N ⊗B L (note that because of the flatness of L we can consider
N ⊗B L as a subset of M ⊗B L).
The intersection of L-subcomodules is again an L-subcomodule. In particular, for every
subset S of M there exists a smallest L-subcomodule containing S which will be called
the L-comodule generated by S.
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a left B-module. Let (M, r) be an L-comodule and let E be a B-submodule of L which
is finitely generated. Then there exists an L-subcomodule N containing E which is also
finitely generated as a B-module.
Proof. It suffices to show the following:
Lemma. Let m be an element of M and let N be the L-subcomodule generated by {m}.
Then N is finitely generated as a right B-module.
Proof. Write
r(m) =
d∑
i=1
ni ⊗ ai
with ni ∈ N and ai ∈ L and let N ′ be the B-module generated by the ni . We claim that
N ′ = N . We have to show that N ⊂ N ′. We set E = r−1(N ′ ⊗ L) ⊂ M . Using (COM2)
we see that E ⊂ N ′ and by definition m ∈ E. Therefore it suffices to show that E is an
L-subcomodule of M , i.e., r(E) ⊂ E⊗L. As L is flat we have E⊗L = (r ⊗ idL)−1(N ′ ⊗
L⊗ L). By (COM1), we have
(r ⊗ idL)
(
r(E)
)= (idM ⊗ c)(r(E))⊂ (idM ⊗ c)(N ′ ⊗L)⊂ N ′ ⊗ L⊗ L
and therefore E is an L-subcomodule. 
5.8. Corollary. Let L be an R-coalgebroid acting on B such that L is flat as a left B-
module. Then every L-comodule is the filtered union of L-subcomodules which are finitely
generated as B-modules.
5.9. Let B be a commutative integral domain. Recall that B is called Prüfer ring if the
following equivalent conditions hold:
(a) Every localization of B at a prime ideal is a valuation ring.
(b) Every finitely generated submodule of a flat B-module is projective.
Further, a module over R is flat iff it is torsionfree. In particular, every submodule of a
flat module is again flat. A noetherian Prüfer ring is a Dedekind ring.
5.10. Corollary. Let B be a Prüfer ring and let L be an R-coalgebroid acting on B such
that L is flat as a left B-module. Then every L-comodule which is flat as a B-module is the
filtered union of L-subcomodules which are finitely generated projective as B-modules.
5.11. Let (L, c, e) be an R-coalgebroid acting on B . We call a (B,B)-subbimodule M
of L a strict R-subcoalgebroid if the following conditions are satisfied:
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(b) We have c(M)⊂ (i ⊗ i)(M ⊗B M).
A strict R-subcoalgebroid carries an induced R-coalgebroid structure. Together with
this structure it is a subobject in the category of R-coalgebroids. The converse is in general
not true.
Note that (a) holds whenever M and L are flat with respect to both B-module structures.
5.12. Proposition. Let L be an R-coalgebroid acting on B such that L is flat with respect
to both B-module structures. Assume that B is a Prüfer ring. Then L is a filtered union of
strict R-subcoalgebroids (5.11) which are finitely generated projective with respect to both
B-module structures.
Proof (cf. [3, 4.9]). Via the comultiplication c :L → L ⊗B L we consider L itself as an
L-comodule. By 5.10 L is filtered union of L-comodules Vi which are projective finitely
generated over B . By 2.6 the L-comodule structure on Vi corresponds to an homomor-
phism of coalgebroids fi :V ∨i ⊗R Vi → L. Because B is a Prüfer ring and L is flat over
B , the image Mi ⊂ Li of fi is a strict R-subcoalgebroid of L which is finitely generated
projective over B . The counit e of L induces a linear form λi on Vi and for x ∈ Vi we have
fi(λi ⊗ x) = x . Therefore Mi contains Vi and L is the filtered union of the Mi . 
5.13. Let B be an R-algebra which is a Prüfer ring and let L be an R-coalgebroid
acting on B such that L is a flat B-module with respect to both B-module structures. Let
ω be the forgetful functor from the category of L-comodules over B which are finitely
generated projective as B-modules into the category of B-modules.
Theorem. The canonical homomorphism of R-coalgebroids
u : CoEnd(ω) → L
is an isomorphism.
Proof. The assumptions of 2.13 hold by 5.5, 5.10, and 5.12. Therefore, we can apply
2.14. 
5.14. We now go back to the general notations of 5.1. Assume that B is commutative.
Then the tensor product over B endows the category C of B-modules with a symmetric
monoidal structure and the action of M is compatible with this monoidal structure in the
sense of 2.15. Let D be a symmetric monoidal category and let ϕ1 and ϕ2 be two tensor
functors D → C . Denote by Hom⊗B (ϕ1, ϕ2) (respectively Isom⊗B (ϕ1, ϕ2)) the presheaf on
(Sch/Spec(B)) which associates to u :T → Spec(B) the set of morphisms (respectively
isomorphisms) of ⊗-functors u∗ϕ1 → u∗ϕ2.
Now assume that D is rigid. Then the functors ϕ1 and ϕ2 take values in the category of
finitely generated projective B-modules (1.4). Therefore the functors Hom⊗B (ω1,ω2) and
Isom⊗(ω1,ω2) are isomorphic [3, 2.7] and representable by affine schemes over B .B
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sentable by a commutative B-algebra and the definitions imply (cf. [3, 6.6])
Spec
(
CoHomC(ϕ1, ϕ2)
)= Hom⊗B (ϕ1, ϕ2) = Isom⊗B (ϕ1, ϕ2).
5.15. We keep the notations of 5.14. Let ι1, ι2 :B → B ⊗R B be the maps b → b ⊗ 1
respectively b → 1 ⊗ b. Then ι∗i (ϕi) is a tensor functor from D into the category of (B ⊗R
B)-modules and we have
Spec
(
CoEndM(ω)
)= Spec(CoHomModB⊗RB
(
ι∗1(ω), ι
∗
2(ω)
))= Hom⊗B⊗RB
(
ι∗1(ω), ι
∗
2(ω)
)
.
The comonoid structure of CoEndM(ω) endows Spec(CoEndM(ω)) with the structure of
a monoid scheme. It follows from the definitions (cf. [3, 6.7]) that this corresponds to the
composition of morphisms on the right-hand side.
5.16. Now let G be an affine R-groupoid acting on B (where B is commutative) and
denote by s, t :G → Spec(B) the morphisms source and target. Let D be the category of
representations of G on finitely generated projective B-modules. This is a rigid symmet-
ric monoidal category and we have the canonical forgetful functor ω :D → C (with the
notations of 5.1).
Endowing G = Spec(L) with the structure of an affine R-groupoid acting on B is equiv-
alent to endowing L with the structure of an R-Hopfgebroid acting on B , i.e., with the
structure of a Hopf monoid (1.6) in the categoryM. Further, to give a representation of G
on a B-module M is the same as to give M the structure of an L-comodule over B .
5.17. We keep the notations of 5.16 and set
Aut⊗R(ω) = Isom⊗B⊗RB
(
ι∗1(ω), ι∗2(ω)
)
with the notations of 5.15. Then Aut⊗R(ω) is an affine R-groupoid acting on B . The target
morphism t (respectively source morphism s) is given by composing the projection on
Spec(B) ×Spec(R) Spec(B) with pr1 (respectively pr2) from Spec(B) ×Spec(R) Spec(B) to
Spec(B).
Theorem. Assume that B is a Prüfer ring and that t and s are flat morphisms. Then we
have a canonical isomorphism of R-groupoids acting on B
G
∼−→ Aut⊗R(ω).
Proof. This follows by combining 5.13, 2.18, 5.14, and 5.15. 
5.18. Denote byMf (respectively fM, respectively fMf ) the full subcategory ofM
which consists of those (B,B)-bimodules which are flat as right B-modules (respectively
as left B-modules, respectively as left and a right B-modules).
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(1) Then there exist small inductive limits in these categories.
(2) If B is a flat R-algebra the action of fMf on C is coclosed for the subcategory D of
finitely generated projective B-modules.
Proof. (1) As there exists small direct sums we only have to show that there exist coker-
nels. Let us first do this forMf . Let ϕ :M → N be a homomorphism inMf . Let C be the
cokernel in the category of all (B,B)-bimodules and denote by Ct its right torsion, i.e., Ct
consists of those x ∈ C such that xb = 0 for some 0b ∈ B . Then Ct is a (B,B)-submodule
and C/Ct is a cokernel of ϕ in Mf as being flat is equivalent to being torsionfree over
a Prüfer ring. Symmetrically, it follows that if ϕ is a morphism in fM then C/tC is a
cokernel in fM where tC denotes the left torsion submodule of C. Finally the cokernel in
fMf is given by C/(Ct + tC).
To prove (2) we have to show by 5.4 that M∨ ⊗R N is flat as a left and as a right B-
module for all finitely generated projective B-modules M and N . If M and N are free
B-modules this follows from the flatness of B over R. In general M and N are direct sum-
mands of free modules and this gives (2) as direct summands of flat modules are flat. 
5.19. We keep the assumptions of 5.17 and assume that B is flat over R. Then we can
apply 5.13 and 2.18 to fMf instead of M by 5.18 and we get an isomorphism of G with
Spec(CoEndfMf (ω)).
5.20. Corollary. Let R be a Prüfer ring and let G be an affine flat (and hence faithfully
flat) R-group scheme. Denote by D the category of representations of G on finitely gen-
erated projective R-modules and by ω the forgetful functor from D into the category of
R-modules. Then we have a canonical isomorphism of R-group schemes
G ∼= Aut⊗R(ω).
5.21. In fact, we can associate to every affine R-groupoid G acting on B an affine
group scheme over B . The general procedure is as follows.
Let (L, c, e) be an R-coalgebroid acting on B . We can consider the (B,B)-bimodule
L as a right (Bopp ⊗R B)-module. As B is commutative, the multiplication B ⊗R B → B
is a homomorphism of R-algebras and we denote by L∆ the B-module L ⊗B⊗RB B . We
endow L∆ with a comultiplication c∆ defined as the composition
L⊗B⊗RB B c⊗idB−−−−→ L⊗B L ⊗B⊗RB B κ⊗idB−−−−→ (L⊗B⊗RB B) ⊗B (L⊗B⊗RB B),
where κ is defined by x ⊗ x ′ → x ⊗ 1 ⊗ x ′ for x, x ′ ∈ L. Further, we define a counit e∆ as
the composition
L⊗B⊗RB B e⊗idB−−−−→ B ⊗B⊗RB B ∼−→ B.
Then (L∆, c∆, e∆) is a cogebra over B .
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acting on B , then multiplication, unit, and antipode of L define on L∆ the structure of a
Hopf-algebra over R, i.e., G∆ = Spec(L∆) is an affine group scheme over R. This defini-
tion agrees with 4.5.
6. Tannakian lattices over valuations rings of height one
6.1. We fix the following notations. Let R be a valuation ring with field of fractions K .
Denote by ΓR its value group. Every ring homomorphism ϕ :R → B of valuation rings R
and B induces a homomorphism of totally ordered groups Γϕ :ΓR → ΓB .
Recall that if Γ is a totally ordered abelian group, a subgroup Γ ′ of Γ is called isolated
if the relations 0 < y < x and x ∈ Γ ′ imply y ∈ Γ ′. The number of isolated subgroups of
ΓR which are distinct from ΓR is called the height of R and denoted by ht(R). It is equal
to the Krull dimension of R.
6.2. Lemma. Let B be a valuation ring with field of fraction F and let ϕ :R → B be
a homomorphism of rings. Denote by f : Spec(B) → Spec(R) the induced morphism of
schemes.
(1) The following conditions are equivalent:
(i) f is surjective.
(ii) ϕ−1({0})= {0} and ϕ−1(mB) =mR .
(iii) ϕ is injective and via the induced embedding K ↪→ F we have B ∩K = R.
(iv) f is faithfully flat and open.
(v) ϕ and Γϕ are injective.
(2) If the equivalent conditions of (1) hold, we have ht(R) ht(B). In particular, R is of
finite height if B is of finite height.
(3) Let ΓB be the value group of B and ΓR ⊂ ΓB the value group of R. Assume that the
conditions of (1) hold and that B is of finite height. Then the following assertions are
equivalent:
(i) The morphism Spec(B) → Spec(R) is bijective (and therefore an homeomor-
phism by (1)).
(ii) We have ht(R) = ht(B).
(iii) For every isolated subgroup ∆ of ΓB and for every x ∈ ∆ there exists a y ∈
∆∩ ΓR such that y  x .
(4) Assume that the conditions in (1) hold. Then the following assertions are equivalent:
(i) For every x ∈ ΓB there exists a y ∈ ΓR such that y  x .
(ii) The homomorphism B ⊗R K → F is an isomorphism.
Proof. Let us prove (1). The implications (iv) ⇒ (i) ⇔ (ii) ⇔ (iii) are obvious. Every
torsionfree module over a valuation ring is flat [1, Chapitre VI, §3, no. 6, Lemme 1],
therefore B is flat over R and we see that (i) and (iii) imply that f is faithfully flat. As
the prime ideals of R and B are linearly ordered this implies that Spec(B) → Spec(R) is
open. If ϕ is injective, B∩K = R also implies B× ∩R = R× and therefore (iii) implies (v).
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Condition (2) then follows from (1) because ht(B) = dim(B) dim(R) = ht(R).
Let us prove (3). The equivalence of (i) and (ii) is clear by (1). Denote by ΣB (re-
spectively ΣR) the set of isolated subgroups of ΓB (respectively ΓR). These sets are totally
ordered by inclusion. The map ∆ → ∆∩ΓR is a surjective map ΣB → ΣR . A right inverse
is given by sending ∆′ ∈ ΣR to the set I (∆′) of elements y ∈ ΓB such that there exists an
y ′ ∈ ∆′ such that −y ′  y  y ′. Now assume that there exists an isolated subgroup ∆ of
ΓB and an x ∈ ∆ such that y < x for all y ∈ ∆ ∩ ΓR . Let Γ ′ ∈ ΣB be the isolated sub-
group which is the largest among those isolated subgroups of ∆ which do not contain x .
Then we have I (∆∩ΓR) ⊂ Γ ′. As Γ ′ 
= ∆ this contradicts (i) and we have proved that (i)
implies (iii).
Conversely let ∆,∆′ ∈ ΣB be isolated subgroups such that ∆ ∩ ΓR = ∆′ ∩ ΓR . Let
0  x ∈ ∆′. By (iii) there exists a y ∈ ∆′ ∩ ΓR such that y  x . Then we have y ∈ ∆
and this implies x ∈ ∆ because ∆ is an isolated subgroup. Therefore we see ∆′ ⊂ ∆.
By reversing the roles of ∆ and ∆′ it follows that ∆′ = ∆ and we have shown that (iii)
implies (ii).
Finally, (4) is obvious. 
6.3. Lemma and Definition. Let F be an extension of K . Then there exists a valuation
ring B of F such that B ∩ K = R and ht(B) = ht(R) (and hence R ⊂ B satisfies all the
properties of 6.2(3) and (4), if R is of finite height).
We call such a ring B a height preserving extension of R.
Proof. Let v be the valuation of K given by R. If F is an algebraic extension every exten-
sion of v to F has the same height [1, Chapitre 6, §8, no. 1, Corollaire 1 de Proposition 1].
Therefore, we can assume that F is purely transcendental over K with transcendence basis
(Xi)i∈I . It follows from loc. cit. §10, no. 1, Proposition 2 that for every finite subset J ⊂ I
there exists a unique extension w of v to FJ = K((Xi)i∈J ) such that w(Xi) = 0 and such
that the images of the Xi in the residue class field kw of w form a transcendental basis of
kw over the residue field of v. Further, the induced inclusion of the value group of v into
the value group of w is a bijection. Writing F as the directed inductive limit of the FJ for
J ⊂ I finite we get an extension of v to F with the same value group, in particular the
heights are equal. 
6.4. Let F be an extension of K and B a valuation ring of F such that B ∩K = R and
such that the heights of R and B are equal and finite. In particular we have B ⊗R K = F
by 6.2. If L is an R-coalgebroid acting on B then LK (5.3) is a K-coalgebroid acting on
B⊗R K = F . If M is an L-comodule over B then M ⊗B F = M ⊗R K is an LK -comodule
over K . This defines a functor from the category (ProjB)L of L-comodules which are
finitely generated projective over B into the category (VecK)LK of LK -comodules which
are finite dimensional vector spaces over K . This induces a tensor functor
Φ : (ProjB)LK → (VecK)LK ,
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Proposition. Assume that L is flat as a left B-module. Then the functor Φ is an equivalence
of monoidal categories.
Proof. We first show that Φ is essentially surjective. Giving an LK -comodule V over F is
equivalent giving an L-comodule V which is a F -vector space. Let V be finite dimensional
and choose a B-submodule M of V such that M ⊗B F = V . Then M is finitely generated
over B and by 5.7 it is contained in an L-subcomodule N which is finitely generated
over B . Further N is projective as a finitely generated submodule of the flat B-module V
and we have N ⊗B F = V , i.e., Φ(N) = V .
Now we prove that Φ is fully faithful. Let M and N be two objects in (ProjB)L. We
have to show that
α : HomL(M,N) ⊗R K → HomL(M ⊗B F,N ⊗B F)
is an isomorphism. We have a commutative diagram
HomL(M,N)⊗R K α HomL(M ⊗B F,N ⊗B F)
HomB(M,N)⊗R K
= HomB(M,N)⊗B F
∼ HomB(M ⊗B F,N ⊗B F)
= HomB(M ⊗R K,N ⊗R K),
where the lower horizontal arrow is bijective because M and N are finitely generated pro-
jective. In particular, α is injective. On the other hand, if f :M ⊗B F → N ⊗B F is a
B-linear map there exists a b ∈ B such that bf (M) ⊂ N because M is finitely generated.
By 6.2(3) there exists an r ∈ R such that v(r)v(b) where v denotes the valuation of B (and
its restriction to R). Therefore rf (M) ⊂ N . If f is a homomorphism of L-comodules then
this holds for rf as well. This proves the surjectivity of α. 
6.5. If X is any R-scheme then the category FLF(X) of finite locally free OX-
modules is a rigid symmetric monoidal R-linear category and the canonical functor
Ψ :FLF(X)K → FLF(X ⊗R K) is a fully faithful tensor functor. Indeed, to show this
we can assume that X = Spec(A) is affine. Denote by S the image of R \ {0} in A. This is
a multiplicative subset and we have S−1 HomA(M,N) = HomS−1A(S−1M,S−1N) if M is
an A-module of finite presentation.
6.6. Let L be an R-coalgebroid acting on B and let M and N two L-comodules
which are finitely generated projective over B . We can consider HomL(M,N) ⊗R K and
HomB(M,N) as B-submodules of HomF (M ⊗B F,N ⊗B F) = HomB(M,N) ⊗R K .
Then we have
(
HomL(M,N)⊗B F
)∩ HomB(M,N) = HomL(M,N).
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isomorphism R ∼−→ EndT (1) where R is a valuation ring. This endows T with the structure
of an R-linear category. Denote by K the field of fractions of R.
Let X be some R-scheme and ω an R-linear tensor functor from T with values in the
category of quasicoherent OX-modules. Then ω takes its values in the category of finite
locally freeOX-modules (1.4). Further, after skalar extension to K we have a tensor functor
ωK from TK with values in the category of finite locally free OX⊗RK -modules which is
faithful if and only if ω is faithful (6.5).
We consider the following conditions for T :
(TL1) There exists an essentially finite-dimensional R-scheme X → Spec(R) (i.e., every
local ring of X is finite-dimensional) which is faithfully flat over R and an R-linear
tensor functor ω from T into the category of quasicoherentOX-modules.
(TL2) TK with the induced monoidal structure is a rigid abelian symmetric monoidal cat-
egory and ωK is exact.
Note that (TL2) implies that TK is a Tannakian category over K .
6.8. Lemma. Let T be satisfying (TL1) and (TL2) and let ω be a functor as in (TL1) and
(TL2).
(1) The functor ω has its values in the category of finite locally free OX-modules. It is
faithful and preserves monomorphisms.
(2) For all objects M and N in T the R-module HomT (M,N) is flat.
(3) The induced map
HomT (M,N)⊗R OX → HomOX
(
ω(M),ω(N)
) (6.8.1)
is injective.
Proof. (1) As T is rigid, ω(M) is also rigid for M in T and therefore finite locally free.
By [4, 1.19] the functor ωK is faithful, hence ω is faithful (3.7). Now let f :M → N be a
monomorphism in T . Then we have a commutative diagram
ω(M)
ω(f )
ω(N)
ω(M)⊗R K
ωK(f )
ω(N) ⊗R K.
As f is a monomorphism, its image in TK is also a monomorphism (3.6) and hence the
lower horizontal arrow is injective because ωK is exact. Further the vertical arrows are
injective as ω(M) and ω(N) are torsionfree over R. This implies that ω(f ) is injective.
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ω(N))) which is flat over R because X is flat over R. Therefore HomT (M,N) is also
flat (5.9).
(3) The proof of (3) is the same as in [3, 2.13(ii)] using (1), (2), and that every finitely
generated submodule of a flat R-module is free. 
6.9. Definition. Let R be a valuation ring with ht(R)  1. A rigid additive symmetric
monoidal category T with a given isomorphism R ∼−→ EndT (1) is called quasi-Tannakian
lattice over R if there exists a functor ω as in (TL1) such that (T ,ω) satisfies (TL2) and
the following property:
(TL3) For every height preserving extension B of R and every R-morphism f : Spec(B) →
X the injection (6.8.1) makes HomT (M,N) ⊗R B into a direct B-summand of
HomB(f ∗ω(M),f ∗ω(N)).
A functor as in (TL1), (TL2) and (TL3) is called fibre functor of T over X. A quasi-
Tannakian lattice T is called Tannakian lattice if T is pseudo-abelian.
6.10. For every faithfully flat R-scheme Y and every morphism of R-schemes
f :Y → X the inverse image f ∗ω :M → f ∗(ω(M)) is also a fibre functor.
6.11. Note that (TL3) is equivalent to
(TL3′) For every height preserving extension B of R and every R-morphism f : Spec(B) →
X the cokernel of the injection HomT (M,N)⊗RB ↪→ HomB(f ∗ω(M),f ∗ω(N))
is flat.
Indeed, as f ∗ω(M) and f ∗ω(N) are finitely generated projective (and hence free)
B-modules, H := HomB(f ∗ω(M),f ∗ω(N)) is finitely generated free as well. Therefore
any B-submodule H ′ of H is a direct summand, if and only if the quotient H/H ′ is flat
(which is equivalent to being free as H/H ′ is finitely generated).
6.12. The pseudo-abelian hull T of a quasi-Tannakian lattice T ′ over R is a Tannakian
lattice. Indeed, T is rigid, symmetrically monoidal and we have R ∼−→ EndT (1T ) by 3.9.
Let ω′ be a fibre functor of T ′ over some faithfully flat R-scheme X. As the category of
quasicoherent OX-modules is abelian this fibre functor factorizes over a functor ω from
T into the category of quasicoherent OX-modules. As T ′K is abelian, we have T ′K = TK .
Hence (T ,ω) satisfies (TL1) and (TL2), and (TL3) is obvious by the definition of the
morphisms in the pseudo-abelian hull.
6.13. If R is a field and T satisfies (TL1) and (TL2), it also satisfies (TL3) as every
height preserving extension B of R is a field extension. Moreover, we have T = TK , in
particular T is abelian. Therefore in this case the notions of quasi-Tannakian lattice, of
Tannakian lattice, and of Tannakian category in the sense of [3] coincide.
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of X is finite-dimensional) which is faithfully flat over a valuation ring R of height at most
one. Then there exists a morphism Spec(B) → X where B is a height preserving extension
of R (6.3). If R is noetherian and X is locally of finite type over R, we can assume that B
is also noetherian.
Proof. If R is of height zero, i.e., R is a field, this is trivial. Therefore, assume that R is of
height one. As X is faithfully flat over R we can find x,η ∈ X such that x (respectively η)
is mapped to the closed (respectively the generic) point of Spec(R) and such that x is a
specialization of η and there exists no other specialization of η which is a generization
of x . Let A be the quotient of OX,x by the prime ideal which is defined by η. Then we
have a canonical morphism Spec(A)→ X and A is a local integral domain of dimension 1.
Further, the morphism Spec(A) → Spec(R) is bijective. Therefore the propositions follows
from the following lemma.
Lemma. Let A be a local integral domain of dimension 1 with field of fractions F . Then
there exists a valuation ring B of F which contains A such that Spec(B) → Spec(A) is
bijective. If A is noetherian we can assume that B is a discrete valuation ring.
Proof. Every local subring of F is contained in a valuation ring C of F [1, Chapitre 6,
§1, no. 2, Corollaire de Théorème 2] and by localizing C, we see that A is contained in a
valuation ring B of height one. We have to show thatmB∩A =mA wheremB (respectively
mA) denotes the maximal ideal of B (respectively A). If this were not the case we would
have mB∩A = {0} and this would imply that A → B/mB is injective which is absurd as A
and B have the same field of fractions. The last assertion follows from [5, 0I , 6.5.8]. 
6.15. Corollary. Let T be a quasi-Tannakian lattice over a valuation ring R with
ht(R) 1. Then there exists a fibre functor of T over a faithfully flat R-algebra B which
is height preserving extension.
6.16. Corollary. Let T be a quasi-Tannakian lattice over a valuation ring R with
ht(R)  1. Then for all objects M and N in T the R-module HomT (M,N) is finitely
generated and free.
Proof. By 6.8 we know that H = HomT (M,N) is flat over R. Therefore it suffices to
show that it is finitely generated. By 6.15 there exists a fibre functor ω over a height pre-
serving extension B of R. By (TL3) we have that H ⊗R B is a direct summand of the
finitely generated B-module HomB(ω(M),ω(N)). Hence H ⊗R B itself is finitely gen-
erated over B and this implies that H is finitely generated as an R-module because B is
faithfully flat over R (6.2(1)). 
6.17. Denote by R a valuation ring with ht(R) 1 and by K its field of fractions. Let
X be an essentially finite-dimensional scheme which is an fpqc-cover of S = Spec(R) and
let G be an R-groupoid acting on X such that (s, t) :G → X ×S X is affine and faithfully
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of quasicoherentOX-modules.
The category T is R-linear, pseudo-abelian, and carries an obvious symmetric monoidal
structure with unit 1 being the trivial representation on OX . Further, T is rigid (the dual of
a representation F is given by the contragredient representationHom(F ,OX)).
6.18. Theorem. T is a Tannakian lattice over R and ω is a fibre functor.
Proof. As G is quasicompact and faithfully flat over X ×S X, it acts transitively on X. It
follows that the associated stack GX:G is a gerbe (4.12). By 6.14 there exists an S-morphism
Spec(B) → X where B is a height preserving extension of R. By 4.21 we can assume that
X = Spec(B). As B is flat over R it follows that the morphisms s, t :G → Spec(B) are
flat. Further G is affine, say G = Spec(L).
The unital representation is given by B → B⊗B L, b → b⊗1L = 1B ⊗1L ·b. Therefore
we have EndT (1T ) = {b ∈ B | b · 1L = 1L · 1} =: R′. This is an R-subalgebra of B . As
R is a valuation ring and B is faithfully flat over R, R′ is also faithfully flat over R. The
groupoid G acts also on S′ = Spec(R′) and it is a group scheme over S′ (4.4). We claim
that R′ is a valuation ring. For this denote by K ′ the field of fractions of R′ and by F
the field of fractions of B . As every element y ∈ F is of the form b/r for some b ∈ B
and r ∈ R (6.2), we see that K ′ = {y ∈ F | y · 1LK = 1LK · y}, hence R′ = K ′ ∩ B which
implies that R′ is a valuation ring as B is a valuation ring. It follows that B is faithfully flat
over R′ and therefore G acts transitively on S′. By 4.12 we have R = R′ which proves that
EndT (1T ) = R.
It remains to prove that (TL2) and (TL3) are satisfied. By 6.4, TK is the category of finite
dimensional representations on K-vector spaces of GK and ωK is the forgetful functor,
hence (TL2) is satisfied. To check (TL3) it suffices to consider the case f = idSpec(B)
by 6.10. Let M and N be two projective finitely generated (hence free) modules over
B which are L-comodules. The B-module H = HomB(M,N) is finitely generated, hence
the submodule H ′ = HomL(M,N) is a direct summand iff H/H ′ is torsion free. By 6.2(3)
some B-module has B-torsion if and only if it has R-torsion. But if f :M → N is a B-
linear map such that rf is a homomorphism of L-comodules for some r ∈ R \ {0}, then f
is a homomorphism of L-comodules. 
6.19. Theorem. Let T be a quasi-Tannakian lattice over a valuation ring R with ht(R) 1
and field of fractions K . Then there exists an affine R-groupoid G acting on an R-algebra
B such that T is equivalent to a full sub-tensor category T ′ of Rep(G) of representations
of G which are finitely generated projective over B and such that T ′K = Rep(GK) where
GK denotes the general fibre of G.
More precisely, if ω is a fibre functor of T over a height preserving extension B of R
then ω induces a fully faithful functor of T into the category of representations of the R-
groupoid CoEndfMf (ω) (5.18) which is after skalar extension to K essentially surjective.
Further, G is universal with this property in the sense of 2.18(2).
Proof. By 6.15 there exists a fibre functor ω of T over a height preserving extension
B of R. Now use the notations of 5.1 and 5.18. Then Spec(CoEndfMf (ω)) =: G is an
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factorizes through Rep(G) inducing a functor
ωG :T → Rep(G).
The functor ωK is a fibre functor of the Tannakian category TK over B ⊗R K = F where
F is the field of fractions of B . By [3, 1.12 and 6.7], ωK induces an equivalence of TK
with Rep(GK) where GK is the generic fibre of G. This is a K-groupoid acting on F . By
6.4 the canonical functor Rep(G)K → Rep(GK) is an equivalence. Therefore ωG is after
skalar extension to K essentially surjective. It remains to show that ωG is fully faithful.
Let M and N be two objects in HomT (M,N). Then we have a commutative diagram
HomT (M,N) HomRep(G)(ω(M),ω(N)) HomB(ω(M),ω(N))
HomT (M,N) ⊗R K ∼ HomRep(GK)(ωK(M),ωK(N)) HomB(ω(M),ω(N)) ⊗R K,
where all arrows are injective. As the right rectangle is cartesian (6.6) it suffices to show
that the composite rectangle is cartesian. For this consider the commutative diagram
HomT (M,N) HomT (M,N) ⊗R B HomB(ω(M),ω(N))
HomT (M,N) ⊗R K HomT (M,N) ⊗R F HomB(ω(M),ω(N)) ⊗B F.
Again all arrows are injective (6.8). As HomT (M,N) is a finitely generated free R-
module (6.16), the relation B ∩ K = R implies that the left rectangle is cartesian. Fur-
ther the right rectangle is cartesian because HomT (M,N) ⊗R B is a direct summand
of HomB(ω(M),ω(N)) by (TL3) and we are done. The last assertion follows from
2.18(2). 
6.20. We keep the hypothesis of 6.19. As Rep(G) is pseudo-abelian, the fully faithful
functor T → Rep(G) factorizes over the pseudo-abelian hull of T which is a Tannakian
lattice (6.12).
6.21. Corollary. Let T be a quasi-Tannakian lattice over a valuation ring R with ht(R) 1
such that there exists a fibre functor ω of T over R. Then there exists a flat affine group
scheme over R and a fully faithful tensor functor I :T → Rep(G) such that
(1) If F denotes the forgetful functor from Rep(G) into the category of finitely generated
free R-modules, then ω =F ◦ I .
(2) Assume that G′ is a second flat affine group scheme over R and that I ′ :T → Rep(G′)
is a tensor functor such that ω =F ′ ◦ I ′ where F ′ is the forgetful functor of Rep(G′).
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is the composition of I and the functor Rep(G) → Rep(G′) induced by Φ .
(3) If K denotes the field of fractions of R the induced functor after skalar extension to K ,
FK , induces an equivalence of categories TK ≈ Rep(GK).
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