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1. Introduction and result
Let {Xk}k∈Z , Z = {. . . ,−1,0,1,2, . . .}, be a strictly stationary sequence deﬁned on a probability space (Ω,F , P ) taking
values on the real line R and Fmk be the σ -ﬁeld generated by Xk, Xk+1, . . . , Xm . Denote by T the usual shift operator on RZ ,
i.e., for ω := (ωk;k ∈ Z) ∈ RZ , the element Tω ∈ RZ is given by (Tω)k = ωk+1,k ∈ Z. We say that {Xk} is ergodic if T is
ergodic. For n ∈ N = {1,2, . . .} set
ϕn = sup
{∣∣P (B|A) − P (B)∣∣; P (A) > 0, A ∈ F0−∞, B ∈ F∞n }.
{Xk} is said to be uniformly strong mixing or ϕ-mixing if ϕn →n 0 (cf. [5]). Let Sn = ∑nk=1 Xk and for 0 < r < 2 set b =
b(r) = 0 or E[X1] according as r < 1 or r  1. Recall, that a sequence {Yn} is bounded in probability (b.i.p.) if for each  > 0
one can ﬁnd M > 0 with supn P [|Yn| > M] <  . It is well known that if E[|X1|r] < ∞, r ∈ (1,2], then {n− 1r (Sn − nE[X1])} is
b.i.p. for sequences of random variables centered at conditional expectations given their preceding sums (cf. [1, Theorem 2])
and functionals of uniformly ergodic Markov chains or of digits of continued fraction expansion (cf. [22]).
The main result is a generalization of Théorème 9 in [16] and Theorem 1 in [2].
Theorem 1. Suppose r ∈ (0,2) and {Xk} is a strictly stationary ergodic sequence such that m = inf{n ∈ N | ϕn < 1} < ∞. Then the
following conditions are equivalent
n−
1
r Sn → 0 almost surely, (1.1)
E
[|X1|r]< ∞, b = 0 and {n− 1r Sn} is b.i.p., (1.2)
∞∑
k=1
k−1P
[
max
1ik
|Xi | > k 1r
]
< ∞ for any  > 0, b = 0 and {n− 1r Sn} is b.i.p., (1.3)
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k=1
k−1P
[
max
1ik
|Si| > k 1r
]
< ∞ for any  > 0, (1.4)
∞∑
k=1
k−1P
[|Sk| > k 1r ]< ∞ for any  > 0. (1.5)
Theorem 1 generalizes Corollary 8.3.3 in [13] (see also [22, Theorem 3.1]) with (1.3), (1.5) (here b.i.p. replaces∑∞
k=1
√
ϕ2k < ∞). Moreover, Theorem 1 completes Theorem 1.1(a), (b), (c) in [18] for p = r, α = 1r with (1.5). In partic-
ular, in the case r ∈ (0,1], by the Markov and triangle inequalities {n− 1r (Sn − nb)} is b.i.p. Therefore for strictly stationary
ergodic sequences with limn ϕn < 1 the Kolmogorov (cf. [11, p. 67 (2nd English ed.); pp. 110–112 (2nd Russian ed.)]) and
the Baum–Katz (cf. [2, Theorem 1]) for t ∈ (0,1] and for t ∈ (1,2), if supn E|Sn−nb|
t
n < ∞, theorems are also true. Never-
theless, it appears to be unknown whether supn
E|Sn−nb|r
n = ∞, r > 1, is possible under the conditions of Theorem 1. Note
also that there exists a bounded and centered strictly stationary sequence such that (1.1) does not hold with r > 1 (cf. [3,
Proposition 2.2]).
The proof of Theorem 1 relies on summation by parts (cf. [10, p. 322]) dependent Borel 0–1 criterion (cf. [13, p. 199]),
symmetrization inequalities (cf. [14, p. 247]), variants of Cauchy’s condensation principle (cf. [10, p. 121], [15]), dependent
versions of the Hoffmann-Jørgensen (Proposition 1) and the Lévy (Proposition 2) inequalities and Berbee’s decomposition of
strictly stationary sequences (cf. [4]).
For an application of the main result denote by an(x) the digits in the simple non-terminating continued fraction expan-
sion of an irrational number x ∈ (0,1] (cf. [9, p. 4]). Let B be the σ -algebra of Borel subsets of (0,1] and P denote the Gauss
measure: P(A) = (ln 2)−1 ∫A(x + 1)−1 dx, A ∈ B. It is well known that the random sequence {an} deﬁned on the probability
space ((0,1],B,P) is strictly stationary exponentially fast ϕ-mixing sequence (cf. [9, pp. 17 and 49]).
Corollary 1. Suppose that f is a Borel function and r ∈ (0,2). Then these statements are equivalent:
(i) n− 1r
∑n
k=1 f (ak) → 0 almost surely;
(ii) E[| f (a1)|r] < ∞ and b = 0;
(iii)
∑∞
k=1 k−1P[max1ik | f (ai)| > k
1
r ] < ∞ for any  > 0 and b = 0;
(iv)
∑∞
k=1 k−1P[max1ik |
∑i
ν=1 f (aν)| > k
1
r ] < ∞ for any  > 0;
(v)
∑∞
k=1 k−1P[|
∑k
i=1 f (ai)| > k
1
r ] < ∞ for any  > 0.
In the next section of this note some preliminary results required for the proofs in the last section are collected.
2. Preliminaries
Here is a collection of different results that will be used in the proof of Theorem 1 and Corollary 1. Let X1, X2, . . . , Xk, . . .
be a random sequence deﬁned on a probability space (Ω,F , P ). Denote its independent copy by X˜1, X˜2 . . . , and its sym-
metrized sequence X1 − X˜1, X2 − X˜2, . . . , by Xˆ1, Xˆ2, . . . while in the case of stationarity by X∗1, X∗2, . . . , its i.i.d. associated
sequence (all sequences are sharing the same probability space). Set
Zn = max
1kn
|Sk|, Sˆn =
n∑
k=1
Xˆk, Zˆn = max
1kn
| Sˆk|,
Mn = max
1kn
|Xk|, Mˆn = max
1kn
| Xˆk|, M∗n = max
1kn
|X∗k |.
Since, in this section we also deal with non-stationary sequences we need to redeﬁne ϕn as
ϕn = sup
J∈Z
{∣∣P (B|A) − P (B)∣∣; A ∈ F J−∞, B ∈ F∞J+n}.
By Theorem 5.2 in [5] the symmetrized coeﬃcient ϕˆn of the sequence { Xˆk} satisﬁes
ϕˆn  1− (1− ϕn)2, (2.6)
for every n 1.
The following proposition is a generalization of the Hoffmann-Jørgensen inequality (cf. [7], [12, p. 155]) and its proof is
a modiﬁcation of the proof of Lemma on p. 155 in [17] with the window of the size m deleted (cf. [23]).
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P [Zn > s + 2t + u] P [mMn > u] +
(
ϕm + P [Zn > t]
)
P [Zn > s].
The following is a variant of the Lévy inequality and its proof requires the window of size m − 1 removed (cf. [13,
p. 192], [23]).
Proposition 2. Suppose n >m 1 and ϕm < 12 and L(Sn − Sk) are symmetric for n > k 1. Then for t > 0
P
[
|Sn| + (m − 1) max
1in
|Xi| > t
]

(
1
2
− ϕm
)
P
[
max
1kn−m+1
|Sk| > t
]
. (2.7)
The statement below generalizes Proposition 6.8 in [12] and follows from Proposition 1 (cf. [23]).
Proposition 3. Suppose p > 0,n >m 1, τ ∈ (0,1) and
tτ = inf
{
t > 0;ϕm + P
[
max
mkn
|Sk| > t
]
 4−pτ
}
.
If E[|X1|p] < ∞ then
E
[
max
1kn
|Sk|p
]
 4
p
1− τ
(
mpE
[
max
1in
|Xi|p
]
+ t pτ
)
. (2.8)
The following inequality allows to compare maxima of a strictly stationary sequence with maxima of its associated
sequence (cf. [19, p. 298]).
Proposition 4. Suppose {Xk} is a strictly stationary sequence and ϕm < 1. For every x 0 and every nm 1
(1− ϕm)P
[
M∗ nm  > x
]
 P [Mn > x]m(1+ ϕm)P
[
M∗ nm +1 > x
]
.
The next statement follows from Proposition 4 and the Cauchy condensation principle (cf. [21, p. 53]).
Proposition 5. Suppose that r > 0 and {Xk} is a strictly stationary sequence such that ϕm < 1 for some m 1. Then for any  > 0 the
following statements are equivalent:
∞∑
k=1
1
k
P
[
Mrk > k
]
< ∞;
∞∑
k=1
P
[
Mr2k > 2
k]< ∞; E[|X1|r]< ∞.
3. Proofs
Proof of Theorem 1. Fix r ∈ (0,2) and set cn = n 1r . Assume, for the time being, that ϕn → 0. Suppose (1.1) holds. For n > 1
| Xˆn|r
n
 Cr
| Sˆn|r
n
+ Cr | Sˆn−1|
r
n − 1 ·
n − 1
n
,
where log2 Cr = max{0, r − 1} (cf. [14, p. 155]), hence by the Borel 0–1 criterion for ϕ-mixing (cf. [13, p. 199])
E
[| Xˆ1|r] ∞∑
k=0
P
[| Xˆ1|r  k]< ∞ (3.9)
and by an argument on p. 243 in [14] it follows that E[|X1|r] < ∞. Moreover, Proposition 3 and (2.7) yield n−1E[| Sˆn|r] → 0.
Therefore, for r ∈ [1,2), by Lemma 4 in [1]
(2n)−1E
[| Sˆn|r] n−1E[∣∣Sn − nE[X1]∣∣r] n−1E[| Sˆn|r]→ 0 (3.10)
so that by (1.1) E[X1] = 0 and we arrive to (1.2).
If the condition (1.2) holds then Proposition 5 entails (1.3).
Assume (1.3) holds true and, without loosing generality, that  = 1. Set Xki = Xi I[|Xi |ck] , Yki = Xi I[|Xi |>ck] , Sˆki =∑i
ν=1 Xˆkν , Tˆki =
∑i
ν=1 Yˆkν , Zˆkν = max1iν | Sˆki |. We have
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k=1
1
k
P
[| Zˆk|r > k] ∞∑
k=1
1
k
P
[
2Cr | Zˆkk|r > k
]+ ∞∑
k=1
1
k
P
[
2Cr max
1ik
|Tˆki|r > k
]
= I + II.
By (1.3), (2.7), Proposition 5 and
∞∑
k=1
1
k
P
[
4Cr |Tˆkk|r > k
]
 2
∞∑
k=1
1
k
P
[
8Cr
∣∣∣∣∣
k∑
ν=1
Ykν
∣∣∣∣∣
r
> k
]
 2
∞∑
k=1
P
[|X1|r  k]< ∞
we get that the series II converges. For the series I observe that by Proposition 3 with p = 2 and τ = 0.5 and by Proposi-
tion 4
∞∑
k=1
1
k
P
[
2Cr | Zˆkk|r > k
]

∞∑
k=1
1
k1+ 2r
(2Cr)
2
r E
[
Zˆ2kk
]
 25(2Cr)
2
r
∞∑
k=1
1
k1+ 2r
(
m2E
[
max
1ik
| Xˆki|2
]
+ t20.5
)
 29(2Cr)
2
r
∞∑
k=1
1
k
2
r
m3E
[| Xˆk1|2]+ 25(2Cr) 2r ∞∑
k=1
1
k1+ 2r
t20.5 = I1 + I2,
where
t0.5 = inf
{
t > 0; ϕˆm + P
[
max
mik
∣∣∣∣∣
i∑
ν=1
Xˆkν
∣∣∣∣∣
r
> tk
]
 2−5
}
.
The series I1 converges since ( 2r − 1)
∑
kν
1
k
2
r
∼ 1
ν
2
r −1
(cf. [24, Theorem 8.7]) (an ∼ bn means limn anbn = 1) and
1
8
∞∑
k=1
1
k
2
r
E
[| Xˆk1|2] ∞∑
k=1
1
k
2
r
E
[|Xk1|2]

∞∑
k=1
1
k
2
r
k∑
ν=1
ν
2
r P
[
ν − 1 |X1|r < ν
]= ∞∑
ν=1
ν
2
r P
[
ν − 1 |X1|r < ν
] ∞∑
k=ν
1
k
2
r
 C
∞∑
ν=1
νP
[
ν − 1 |X1|r < ν
]
< ∞, for some C < ∞.
For the series I2 it is enough to prove that t0.5 < ∞, i.e., that
{
k−1 max
1ik
∣∣∣∣∣
i∑
ν=1
Xˆkν
∣∣∣∣∣
r}
is bounded in probability.
But this follows from (2.7) and observation that by the weak symmetrization inequalities (cf. [14, p. 245]) the sequences
{
k−1 max
1ik
| Xˆki|r
}
,
{
k−1
∣∣∣∣∣
k∑
ν=1
Xˆkν
∣∣∣∣∣
r}
,
are bounded in probability. This proves (1.4) for the sequence { Xˆk} and  = 1. It is easy to see that for 0 <  
= 1 the proof
is the same. In particular c−1n Sˆn → 0 in probability and Proposition 3, (2.7), (3.10), (1.3) entails n−1E[|Sn|r] → 0 which in
turn enforces c−1k max1ik |median(Si)| → 0. Whence by symmetrization inequalities (cf. [14, p. 247]) we get (1.4).
The condition (1.4) yields (1.5) trivially.
Suppose that (1.5) holds and set uk() = P [|Sk|r > k]. Thus by stationarity for 0 ν < 2k , k 0,
u2k+1(Cr) = P
[|S2k+1 |r > Cr2k+1]= P[|S2k−ν + S2k+1 − S2k−ν |r > Cr2k+1]
 P
[
Cr |S2k−ν |r + Cr |S2k+1 − S2k−ν |r > Cr
((
2k − ν)+ (2k + ν))]
 P
[|S2k−ν |r > (2k − ν)]+ P[|S2k+ν |r > (2k + ν)]= u2k−ν() + u2k+ν().
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∞ >
∑
k1
uk()
k
+
∑
k0
u2k ()
2k
=
∑
k0
2k+ 2k3 ∑
i=2k− 2k3 
ui()
i
+
∑
k0
u2k ()
2k
=
∑
k0
∑
03ν<2k
(
u2k−ν()
2k − ν +
u2k+ν()
2k + ν
)

∑
k0
∑
03ν<2k
u2k−ν() + u2k+ν()
2k(1+ 13 )

∑
k0
∑
03ν<2k
u2k+1(Cr)
2k(1+ 13 )
>
∑
k0
u2k+1(Cr)
2k(1+ 13 )
2k
3
= 1
4
∑
k1
u2k (Cr)
(cf. [15, p. 356]). Therefore |S2n |
r
2n → 0 almost surely. Because (S0 = 0)
∞∑
k=1
1
k
P
[|Xk| > k 1r ]= ∞∑
k=1
1
k
P
[|Sk − Sk−1| > k 1r ]

∞∑
k=1
1
k
P
[
|Sk| > 12k
1
r
]
+
∞∑
k=2
2
k − 1 P
[
|Sk−1| > 12(k − 1)
1
r
]
< ∞
thus (1.5) and Proposition 5 imply 2−nMr2n → 0 almost surely. Moreover, by symmetrization inequalities | Sˆ2n |
r
2n → 0 and
2−nMˆr2n → 0 almost surely. Hence, by (2.7), stationarity and the Borel–Cantelli lemma
Uk = max
2k−1<i2k
2−k| Sˆ i − Sˆ2k−1 |r → 0 almost surely.
For 2k−1 < n 2k we have
| Sˆn|r
n
= n−1∣∣( Sˆn − Sˆ2k−1) + Sˆ2k−1 ∣∣r  Cr
(
2k
n
Uk + 2
k−1
n
2−k+1| Sˆ2k−1 |
)
 Cr
(
2Uk + 2−k+1| Sˆ2k−1 |
)
.
It follows that
| Sˆn|r
n
→ 0 almost surely. (3.11)
Further, since |S2n |
r
2n → 0 almost surely, thus by (3.11), (2.7), (2.8) and (3.10) for r ∈ [1,2), E[X1] = 0 and |Sn|
r
n → 0 in
probability. Therefore median( |Sn|
r
n ) → 0 and (3.11) with symmetrization inequalities yield (1.1).
Now, assume that T is ergodic, ϕm < 1 and limn ϕn 
= 0 (see (1.11), Remark 2(b) on p. 124 and Theorem 4.1(3c) in [5]).
By Theorem 4.2 in [5] (cf. [4, p. 292]) there exists 1< p < ∞ such that the invariant σ -ﬁeld I of T p is purely atomic with
(modulo null sets) p atoms E, T E, T 2E, . . . , T p−1E . Further, if we set P E(A) = P (A|E), E ∈ I , A ∈ F∞−∞ ,
ϕEn = sup
{∣∣P E(B|A) − P E(B)∣∣; P E(A) > 0, A ∈ F0−∞, B ∈ F∞n }
then Wk = X(k−1)p+1 + X(k−1)p+2 + · · · + Xkp satisﬁes limn ϕEn ({Wk}) = 0 and ϕEm({Wk}) < 1. Therefore conditions (1.1)–(1.5)
are equivalent for {Wk} under P E . On the other hand for k > p
Sk = W1 + · · · + W kp  + (Sk − W kp ) = W1 + · · · + W kp  + Rk, |Rk| p maxk−p<ik |Xi|. (3.12)
Thus, by (3.12), the condition (1.1) holds iff n− 1r |W1 + · · · + Wn| → 0 P E -a.s., say (1.1)(E) holds for every E ∈ I . Now,
assuming (1.2)(E) we get similarly that {n− 1r Sn} is b.i.p., pE X1 = EW1 = 0 and E|W1|r < ∞. Hence
E
∣∣Wˆ L − Wˆ L(T )∣∣r = E| Xˆ1 − XˆL+1|r < ∞,
where L is such that ϕˆEL < 0.5. Furthermore,
P E
[| Xˆ1 − XˆL+1| > x 1r ] P E[ Xˆ1 − XˆL+1 > x 1r ] P E[ Xˆ1 > x 1r ; XˆL+1  0]
 P E
[
Xˆ1 > x
1
r
](
0.5− ϕˆEL
)
and
P E
[| Xˆ1 − XˆL+1| > x 1r ] P E[ XˆL+1 − Xˆ1 > x 1r ] P E[− Xˆ1 > x 1r ; XˆL+1  0]
 P E
[
Xˆ1 < −x 1r
](
0.5− ϕˆE)L
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2P E
[| Xˆ1 − XˆL+1| > x 1r ] P E[| Xˆ1| > x 1r ](0.5− ϕˆEL ).
Consequently, E[| Xˆ1|r] < ∞ and E[|X1|r] < ∞. Thus we proved (1.1) ⇒ (1.2). Step (1.2) ⇒ (1.3) does not need ϕ-mixing so
assume (1.3). It is easy to see that {n− 1r Wn} is b.i.p. and ∑∞k=1 k−1P E [max1ik |Wi | > k 1r ] < ∞ so (1.4)(E) holds. Now,
by (3.12) the condition (1.4) is satisﬁed as well. Further, since ϕ–mixing is not required and (1.4) ⇒ (1.5) so assume (1.5).
Clearly the latter entails (1.5)(E) so we have n− 1r Wn → 0, P E almost surely. By (3.12) it is evident that n− 1r Sn →a.s. 0, too.
The proof is completed. 
Proof of Corollary 1. By Corollary 1.3.15 in [9] ψn coeﬃcient for the sequence { f (ak)} deﬁned by
ψn = sup
k∈N
sup
{∣∣∣∣ P (A ∩ B)P (A)P (B) − 1
∣∣∣∣; P (A)P (B) > 0, A ∈ Fk1 , B ∈ F∞n+k
}
fulﬁlls
ψ1  2 ln2− 1< 0.387, ψ2  π
2
6
ln2− 1< 0.141,
and
ψn 
1
2
(ln2)(3.5− 2√2 )n−2, n 3.
Because ψn  2ϕn , n 1 (cf. [5, (1.11)]), therefore ϕ1 < 1 and the dependence condition in Theorem 1 is satisﬁed. Thus we
need to prove that {n− 1r Sn} is b.i.p. If E[ f 2(a1)] < ∞ then the CLT holds (cf. [8, Theorem 18.5.2], and [6, Remark 5]) and
since n
1
r > n
1
2 so {n− 1r Sn} is b.i.p. Now assume E[ f 2(a1)] = ∞. Note that by Proposition A3.1 on p. 326 in [9], for some
C > 0 and ρ ∈ (0,1)∣∣Cov[ f (a1)I[| f (a1)|n 1r ] f (ak)I[| f (ak)|n 1r ]
]∣∣ CρkE2[∣∣ f (a1)∣∣I[| f (a1)|n 1r ]
]
.
Because limx→∞ E[| f (a1)|2 I[| f (a1)|x]] = ∞ thus
E2
[∣∣ f (a1)∣∣I[| f (a1)|n 1r ]
]= o(E[∣∣ f (a1)∣∣2 I[| f (a1)|n 1r ]
])
(cf. (2.6.14) in [8]) and therefore
Var
[
n∑
k=1
f (ak)I[| f (ak)|n 1r ]
]
= nVar[ f (a1)I[| f (a1)|n 1r ]
]+ 2 n∑
k=2
(n − k + 1)Cov[ f (a1)I[| f (a1)|n 1r ] f (ak)I[| f (ak)|n 1r ]
]
∼ nE[∣∣ f (a1)∣∣2 I[| f (a1)|n 1r ]
]
.
Hence by the Lyapunov inequality (cf. [14, 9.3c, p. 156], [20, (1.9), p. 7])
E2
[
n−1
∣∣∣∣∣
n∑
k=1
(
f (ak)I[| f (ak)|n 1r ]
− E[ f (a1)I[| f (a1)|n 1r ]
])∣∣∣∣∣
r]
 Er
[
n−
2
r
∣∣∣∣∣
n∑
k=1
(
f (ak)I[| f (ak)|n 1r ]
− E[ f (a1)I[| f (a1)|n 1r ]
])∣∣∣∣∣
2]
 Crρ
(
n1−
2
r E
[∣∣ f (a1)∣∣2 I[| f (a1)|n 1r ]
])r  Crρ(n r−2r n 2−rr E[∣∣ f (a1)∣∣r I[| f (a1)|n 1r ]
])r = Crρ(E[∣∣ f (a1)∣∣r I[| f (a1)|n 1r ]
])r
.
Since nP[| f (a1)| > n 1r ] → 0 and
n1−
1
r
∣∣E[ f (a1)I[| f (a1)|n 1r ]
]∣∣= n1− 1r ∣∣E[ f (a1)I[| f (a1)|>n 1r ]
]∣∣ E[∣∣ f (a1)∣∣r I[| f (a1)|>n 1r ]
]
thus the b.i.p. condition holds. 
Remark 1. By the proof of Theorem 1 in [23] the boundedness in probability of {n− 1r Sn} in conditions (1.2) and (1.3) can
be replaced by n− 1r Sn → 0 in probability (cf. [12, Theorem 7.9 on p. 186]). Thus for a strictly stationary ϕ-mixing sequence
{Xk} the stability of {n− 1r Sn}, r ∈ (0,2), is strong if and only if E[|X1|r] < ∞. Moreover, if the latter holds then one can take
dn = n1− 1r b (cf. [11, pp. 61–67 (2nd English ed.) and pp. 88–112 (2nd Russian ed.)]).
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