In optical imaging systems, the wavelength-dependency of the refraction indices of lenses causes chromatic aberrations: electromagnetic radiation from an object point is dispersed in a rainbow-like manner on the sensor. These aberrations were so far only measured and modeled for up to three, often relatively wideband wavelength bands like R, G and B. Moreover, no relation between the aberrations of these color channels was generally considered.
Introduction
Chromatic aberrations are caused by the wavelength-dependency of the refraction indices of glasses and are therefore almost unavoidable in any optical imaging system. The radiation of different wavelengths emitted by an object point is not propagated in the same way by the lenses, thus does not focus exactly on the same point and reaches the sensor plane at slightly different positions. The chromatic aberrations are divided into two categories: longitudinal ones, caused by the variation of the focus along the optical axis and resulting in a blurring of the image, and transversal ones, 1 caused by the wavelength-dependent displacement of the image points in the sensor plane and producing color fringes 2 (see Fig.1 ).
In this work, we analyze the transversal chromatic aberrations.
Since chromatic aberrations appear in all color imaging systems, understanding their effects is quite important. This includes RGB as well as multispectral imaging systems. For the latter ones, examining the chromatic aberrations is particularly relevant since they allow a separation of the electromagnetic spectrum into narrow wavelength bands. Multispectral cameras use for instance a tunable filter or between five and thirteen optical bandpass filters [3] [4] [5] [6] [7] [8] [9] [10] [11] to divide the electromagnetic spectrum into different passbands. These spectral filters allow the acquisition of as many color components as there are filters, each color component being represented by a grayscale image that corresponds to the wavelength band. The grayscale images are then combined to a multispectral image. We estimate the incident spectra from the color components via Wiener estimation 6, 12 and transform them to an RGB image to enable their visualization on a computer monitor; other, more sophisticated methods may be used. 13 Because of the chromatic aberrations, the grayscale images are slightly shifted and blurred relative to each other. This causes color fringes when the different color channels, i.e., the different wavelength bands, are combined to a multispectral image. Multispectral systems may also encounter other aberrations, like the filter induced aberrations discussed by Brauers et al. 12 Analyzing the chromatic aberrations separately allows a better modeling and a better compensation of each of them, and the output image contains thus less errors.
Chromatic aberrations have already been measured in prior work. Beads are simultaneously stained with three different narrowband fluorescent dyes and the weight centers of these beads are used to measure the chromatic aberrations by Kozubek and Matula. 14 Edges of a pattern with known geometry are detected on three broadband color planes -the red, green and blue color planes of an RGB camera -to estimate the chromatic aberrations. [15] [16] [17] Using the same three color planes, the detected edges can be the crossings of a checkerboard pattern. 18 However, the use of wideband color channels implies an integration of radiation over a large bandwidth and does not allow a wavelength specific analysis. In our case, we use much narrower color bands and increase the number of bands to seven.
Some models describing the lateral chromatic aberrations are also introduced in the literature. In some papers, the distortions are split into their horizontal and vertical components and then analyzed. 14, 15 When analyzing chromatic aberrations independently for pairs of fluorochromes, these two components turn out to be almost linearly dependent on the position of the image point.
14 The two components can be approximated separately by a cubic spline for the two coordinates of the image point with chromatic aberrations measured between the reference color plane blue and the color planes red and green. 15 Joshi et al. 17 compute a radial correction in order to align the edges in the red and blue planes to the edges in the green plane, which is taken as reference plane. Radial and tangential distortion terms are introduced by Conrady 19 and Brown 20 and used by Mallon and Whelan: 18 the distortions of an image point in a color plane are calculated as a function of the corresponding image point from a reference color plane, being for instance the green color plane. An affine model, in which the displacements of an image point between two color channels are described by a rotation, a translation and a nonisotropic scaling, 12 can also be used. In [21] [22] [23] , the chromatic aberrations in digital RGB images are compensated using image processing, but no model of the distortions, which is what we aim at, is proposed. Transversal and longitudinal chromatic aberrations of single images are characterized by Kang 24 by modeling the optics, the pixel sampling and the in-camera post-processing. This model as well as the previous ones consider the chromatic aberrations in each color plane separately and no link between the planes is given. Here, we therefore analyze the chromatic aberrations over the whole set of narrowband color channels as a function of the wavelength bands and of the image position to derive a more general model. Since all presented models describe relative chromatic aberrations between two color planes, we also sought to avoid the use of any reference color plane or any reference image point. Moreover, we use a principal component analysis of the spectra of gray objects images to compare the first principal component at each pixel position: in the presence of chromatic aberrations, this spectrum can have any spectral composition, but after compensation of the chromatic aberrations, it should be a constant gray spectrum. The first principal component of compensated images of a gray object being a gray spectrum will thus confirm the accuracy of the models. Finally, we confirm the robustness of our wavelength-dependent model by compensating chromatic aberrations after incomplete calibration measurements.
In the following, we first describe how the chromatic aberrations appear, how they can be measured and how the distortions present in images can be compensated. We then derive models for the relative chromatic aberrations, give results concerning the parameters of the models and calculate their accuracy. We also compare the measurements with simulated chromatic aberrations before we finish with conclusions.
Physical Background
We consider an object point and its image formed on the sensor plane via the objective lens. Without any aberration, its image would be a single point. However, since the refraction indices of optical elements are wavelength-dependent, each spectral component of the object point is refracted differently in the lenses and finally reaches the sensor plane at a different position. The wavelengths composing the object point thus form a rainbow-like cloud of image points. For instance, the blue wavelength band is in general refracted stronger than the red one. 25 In our images, the image points corresponding to low wavelengths are therefore nearer to the optical axis, or, more precisely, the image center, than those corresponding to high wavelengths. This results in color fringes at lines and edges in the images, as shown in Fig. 1 : here, the image points corresponding to blue wavelengths are nearer to the optical axis, which is situated towards the upper right of the displayed image part. This results in blue color fringes at the upper and right edges of the white squares. In the same way, there are red fringes at the bottom and left edges of the white squares. T , which is the point where the optical axis intersects with the sensor plane. This means that the rays on the optical axis are free of transversal chromatic aberrations and that the image center (u 0 , v 0 )
T on the sensor is also the center of the transversal chromatic aberrations.
Measurement of Chromatic Aberrations
The chromatic aberrations can be measured by following one specific object point and its image points for different wavelengths. Since a continuous measurement over the entire visible spectrum is not feasible, the aberrations are only measured for discrete wavelength values. The specific object points we use are the crossings of a checkerboard pattern. These crossings are detected and their positions are determined with subpixel accuracy using the algorithm from Mühlich and Aach. 26 In relatively low-noise images such as ours, the crossings can be localized with an accuracy of 0.03 pixels.
To isolate the image points for different known wavelengths, we use spectral bandpass filters that enable us to allow only the rays of one wavelength band coming from the object point to pass through the lenses and to hit the sensor. We place the spectral filters in front of the light source, because filters placed in the optical path, i.e., between the object and the sensor, lead to additional aberrations as explained in [12] , which we need to avoid. As shown in Fig. 2 , the scene is directly illuminated with the radiation of a wavelength band and only the radiation of this wavelength band arrives at the optical system (except in case of fluorescent paper where the wavelength band is slightly shifted, as explained in the next paragraph). With this experimental setup, each color component of the scene corresponding to each wavelength band is recorded separately on a grayscale image. Each object point then is projected to a different image point on the sensor plane, depending on the wavelength band.
The seven spectral filters we use are mounted in a filter wheel and have center wavelengths ranging from 400 nm to 700 nm in steps of 50 nm and bandwidths of 40 nm, see Fig. 2 . Note, though, that the light irradiated onto the paper sheet with the checkerboard pattern may be reemitted with slightly different wavelengths due to fluorescence caused by optical brightener contained in the paper. This holds particularly for illumination wavelengths close to ultraviolet at about 400 nm. Although the paper we used is labeled "without any optical brightener" (GMG ProofPaper semimatte 250), it is still fluorescent. We measured the spectrum of the paper under the different illuminations and the central reemission wavelength of the color channel corresponding to the 400 nm filter is 418 nm. The center wavelengths λ c of the color channels we used are thus 418, 450, 500, 550, 600, 650 and 700 nm. The coordinates of the image points are denoted by (u c , v c ) T , where c represents the chosen color channel that corresponds to a particular wavelength band. In the following, we will use the relative coordinates p c of the image points, which relate to the center of the distortions (u 0 , v 0 )
T :
Since the optics is not modified during the measurements, the center of the distortions (u 0 , v 0 )
T remains the same for all the color channels. One of the color channels is taken as a reference channel and the chromatic aberrations are then calculated relative to this reference channel. The corresponding image points p r = (x r , y r )
T in the reference channel and p c in another color channel c are localized and the relative distortions ∆e c in the color channel c are defined by
as shown in Fig. 3 . The aim of this work is the modeling of p c or of ∆e c , respectively, as a function of the image position p r and of the color channel c which corresponds to a certain wavelength λ c . 
Observations
The chromatic aberrations observed at the crossings of a checkerboard pattern using several different wavelength bands are shown in Fig. 4a . The wavelength-dependency of the lens is evident, since the distortions vary with the wavelength band. We selected the 700 nm channel as reference color channel. Fig. 4a depicts the displacements ∆e c (p r ) from the crossings p r in the reference channel to the crossings p c in the other channels from 418 to 650 nm: the distortions exhibit a radial symmetry around the center of the chromatic aberrations. The displacements of the low wavelengths are stronger than those of the high wavelengths and they point toward the center of the chromatic aberrations. For each crossing of the checkerboard pattern, the displacements relative to the reference color channel exhibit approximatively the same direction, as shown in Fig. 4b .
Simulation of the Aberrations
We also simulated the chromatic aberrations of a representative lens, details of which are described in the patent [27] , with the simulation software Zemax (Zemax Development Corporation, Bellevue, WA, USA). This professional software enables to simulate all rays coming from an object point and arriving at the sensor plane with very high accuracy, thus providing a ground truth. With the simulation, we are independent of the crossing detection accuracy, image noise and other practical issues. The objects at the entry of the optical system are isolated points placed at the crossings of a grid. We calculated the coordinates of their image points for the wavelengths 418, 450, 500, 550, 600, 650 and 700 nm. We then took the image points corresponding to the wavelength 700 nm as reference and calculated the relative distortions of the other color channels, as we did previously with the checkerboard pattern images. These simulated relative distortions displayed in Fig. 5 are similar to those measured using the crossings of a checkerboard pattern ( Fig. 4a) : they point to the center of the chromatic aberrations and the image points near this center are less distorted than those situated on the edges of the image. 
Compensation of the Chromatic Aberrations
Once the distortions have been measured, the color channels constituting the multispectral image can be corrected. Each spectral channel c is compensated separately so as to match the reference spectral channel. Since the compensated image of each spectral channel must be equidistantly sampled, the compensation starts with the final coordinates p c,comp of the compensated image that cover all pixels. The corresponding distorted coordinates p c,dist of the input image, i.e., of the distorted image of the color channel c, can then be traced back by inserting the measured distortions in Eq. (1). The pixel values of the positions p c,dist in the distorted image are calculated using a bilinear interpolation and are then transferred to the coordinates p c,comp in the final compensated image, as explained by Brauers and Aach.
28 All channels -except the reference channel -are processed separately in order to complete the compensation of the distortions in the multispectral image. In addition to this measurement-based compensation of distortions, we will in the following use these measurements to also derive distortion models. Towards this end, we start out from an affine model, but as we will see, a sufficiently accurate description of the distortions requires a more sophisticated model accounting explicitly for both radial and tangential distortion components. We will show that this model can be generalized to include the wavelength-dependency of the distortions. Once the model parameters are estimated from the above calibration measurements, the distortions can be compensated in a model-based manner for other captured image data as well.
Modeling Chromatic Aberrations
As mentioned in the section explaining the physical background, a reference color channel r is selected and the chromatic aberrations ∆e c of all other color channels c are defined relative to the reference channel. The chromatic aberrations of a color channel c are calculated using the image points p r in the reference channel and the image points p c in the channel c, see Eq. (1).
We investigate several ways to model either the coordinates p c of the image points or the relative chromatic aberrations ∆e c . We examine the role of the wavelength in the parameters of these models to finally develop a global model for the chromatic aberrations that takes as free variables the positions in the image and the wavelengths. Fig. 6 illustrates our step-by-step approach: We begin by a straightforward affine model for the spatial distortions. As it will turn out, this model will not allow generalization towards wavelength-dependency. Based on the observations in Fig. 4 , we therefore develop a more specific radial model for the distortions, which is then refined by also taking tangential distortions into account. The thus resulting radial and tangential model is then in a final step extended to include the wavelength-dependency of the distortions. Step-by-step approach utilized in this paper to model the relative chromatic aberrations.
Affine Model
The relative chromatic aberrations are first modeled by a straightforward affine transformation. An affine transformation includes a rotation, a translation and a nonisotropic scaling. The image point in the color channel c that is estimated using the affine model is calledp
using the image point p r in the reference channel and the matrix T c ∈ R 2×3 . The translation is described by the elements T c (1, 3) and T c (2, 3), while the rotation and the nonisotropic scaling are described by the elements T c (1, 1), T c (1, 2), T c (2, 1) and T c (2, 2).
The estimated distortion ∆e aff c =p aff c − p r caused by the chromatic aberrations is then computed by:
As shown in the results section, this straightforward model compensates a certain amount of the distortions, but becomes inadequate for increasing distortions: it is not appropriate to model the chromatic aberrations over all pixels and all wavelengths. Moreover, the wavelengthdependency of the matrix coefficients T c (i, j), 1 ≤ i ≤ 2, 1 ≤ j ≤ 3, could for the six center wavelengths λ c of the color channels not be approximated by an elementary function of λ, such as a low-order polynomial. The affine model was therefore not further investigated.
Radial Model
A first glance at the distortions of the crossings in Fig. 4a shows that the chromatic aberrations exhibit a prominent radial component. This is corroborated by Fig. 7 : the orientations of the measured distortion vectors p c − p r are displayed in black as a function of the orientations of the vectors p r pointing to the crossings, and their correspondence is quite good. The difference between both orientations is also displayed: for the color channel shown, the mean absolute difference is 1.54
• and the maximum absolute difference 15.7
• . Over all channels, the mean absolute difference is 1.72
• and the maximum difference is 33.8
• . There are occasional outliers for which the difference of the orientations can reach 10
• or more. These are mainly the crossings situated near the center of the chromatic aberrations, where any small error in the measured position of the center leads to large errors in the orientations of these crossings.
We therefore model only the radial components of the chromatic aberrations in this step. This means that for each crossing of the checkerboard pattern, its image point p r in the reference color channel, its image pointp The orientations of the distortion vectors p c − p r are displayed with respect to the orientations of the vectors p r in black, and the differences of both orientations are displayed in gray. The orientations of p c − p r and of p r are quite similar: the maximum difference between them is 15.7
• for some outliers in this color channel, while 95 percent of the differences lie between −2.65
• and +3.63
• .
and the center of the chromatic aberrations are in line. Fig. 8 shows the distortion p c − p r between the points in the color channel c and the reference channel as a function of p r , where . denotes the Euclidean norm. With the above approximation of vanishing tangential distortions, we have
is the estimate of p c using the radial model. In our case, p c is closer to the center than p r and the values p c − p r are therefore negative. Our aim is to find a function
that describes the distortions displayed in Fig. 8 
Inserting p c = p rad c yields finally for the estimation of the chromatic aberrations
Brown expresses the radial distortions 29 as
for positions p r = (0, 0) T , with the parameters K i , i = 1, 2, . . . . This means that the function f c could be approximated using the powers 3, 5, . . . of p r . However, our observations of the distortions p c − p r as a function of the distances p r in Fig. 8 do not lead to the same approximation. For some lenses like the Cosmicar lens (Fig. 8a) , the function f c is almost linear. For other lenses like the Tarcus lens (Fig. 8b) , the measured values can not be approximated by a linear function and a third-order polynomial is necessary, including the powers 1 and 2 of p r . In order to utilize as many parameters as required but also as few as possible, the function f c is approximated by a third-order polynomial of p r
with specific coefficients l c,i , i = 1, . . . , 3 for each color channel c. The coefficients l c,i correspond to the term of power i in the polynomial for the center wavelength λ c of the c-th color channel, λ c being 418, 450, 500, 550, 600 or 650 nm. The coefficient corresponding to the term of power 0 in the polynomial is kept null, so that f c ( p r = 0) = 0 can be satisfied. For other types of lenses requiring more complex approximation, polynomials with higher order could be utilized.
We will now show that the wavelength-dependency of these coefficients can, in turn, be modeled parametrically, thus allowing to determine chromatic aberrations also for color channels with other center wavelengths than the ones above (see also the incomplete calibration in the results section). To this end, we describe the wavelength-dependency of the coefficients l c,i by a function of the wavelength λ c . Polynomial functions were tested and, because only 6 values are available for each coefficient, the order of these polynomials was restricted. From the values shown in Fig. 11 , a third-order polynomial with coefficients m i,j , j = 0, . . . , 3, turned out to be sufficient for the approximation, yielding
This model allows to calculate the coefficients of Eq. (8) for any wavelength λ between 418 nm and 650 nm, rather than only for the center wavelengths λ c of the color channels. These coefficients extended to the whole wavelength range are denoted l i (λ) and are given by
By incorporating the coefficients l i (λ) into Eq. (8), the lengths of the distortions become f (λ, p r ), a function of the wavelength λ and of the distance p r between the crossings in the reference color channel and the center of the chromatic aberrations. This generalizes the function f c ( p r ) which is only defined for discrete color channels. The function f (λ, p r ) is defined by 12 coefficients m i,j , i = 1, . . . , 3, j = 0, . . . , 3:
As shown in the results (Fig. 12) , this model captures radial distortions almost perfectly. However, a slight tangential error remains. The amplitude of these errors depends on the direction of the image point. In the next section, we therefore take these tangential distortion components into account as well.
Radial and Tangential Model
The previously explained radial model relies on observations of the distortions. As illustrated in Fig. 3 , there may additionally occur tangential components of the chromatic aberrations. For the radial and tangential model, we take three components into account: the radial distortions, the tangential distortions and the effects of a linear dependency of the refraction index on the wavelength.
18 These three types of distortions can be found in the literature and are denoted d rad , d tan and d lin , respectively.
The radial distortions from [29] were already given in Eq. (7). When only the terms up to the third order of (x, y) are kept and the remaining coefficient is renamed, this model becomes
where n 2 is a parameter for the spherical aberrations.
2 Decentering -or tangential -distortions were first introduced by Conrady 19 and then adopted by Brown, 20 which resulted in the BrownConrady model that classifies the lens distortions into radial and tangential distortions. The tangential ones 29 up to the third order of (x, y) are given by
with the coma parameters n 3 and n 4 .
2 Another distortion term that does not appear in the two previous equations is also taken into account. This first-order term results from the linearity of the refraction index of lenses with respect to the wavelength within the visible spectrum 18 and is expressed as
We use the three distortion terms from Eqs. (12) (13) (14) for each color channel and finally obtain the distortions ∆e T in the color channel c with the radial and tangential model that takes up to the third order of (x, y) into account:
To each color channel c correspond specific parameters n c,i , i = 1 . . . , v 0 , n c,1 , n c,2 , n c,3 , n c,4 ) T groups the six unknowns of the model. It is calculated by solving a nonlinear least squares problem where the model error, i.e., the difference between the estimated and the measured chromatic aberrations, is minimized with respect to the cost function ∆e
2 which is a function ofθ rtm c . 18 A Gauss-Newton method is used to find the solution of the nonlinear least squares problem by solving a sequence of linear least squares problems. 30 The parameter vector is first initialized, e.g., withθ Since the optical elements utilized (lens, sensor) were not modified during the measurements and only the wavelengths of the incoming rays were changed, the seven color channels we used had the same center for the chromatic aberrations. We therefore took into account that the two first elements of the vectorsθ rtm c should be the same for every channel c. The wavelengthdependency of this radial and tangential model is analyzed next.
Radial, Tangential and Wavelength-Dependent Model
The parameters n c,i , i = 1, . . . , 4, from the previous model are displayed separately in Fig. 9 as functions of the wavelength. The six values n c,i , with c corresponding to the color channels from 418 to 650 nm, that result from the optimization are marked by points in each of the four subfigures. These six values can be approximated by third-order polynomials of the wavelength that represent the value of the parameter n λ,i for any wavelength λ between 418 and 650 nm (see the solid gray lines in the figure) .
Once it has become clear that the parameters n c,i can be expressed as functions of the wavelength, this wavelength-dependency is used further and directly included in the definition of the model. The model becomes also wavelength-dependent.
To include the wavelength-dependency in the optimization, the parameters n c,i , i = 1, . . . , 4, are first approximated by third-order polynomials of the wavelength model then becomes a function of the wavelength λ (and not only of the center wavelengths λ c of the color channels) and of the position p r of the image point in the reference color channel. The distortion is described by a set of sixteen coefficients q i,j , i = 1, . . . , 4, j = 0, . . . , 3: 
The coordinates of the center of the chromatic aberrations (u 0 , v 0 ) T and these sixteen parameters q i,j form the vectorθ wl that describes the model of the aberrations over the whole wavelength range:θ
The parameter vectorθ
wl can then be calculated like the parameter vectorθ rtm in the radial and tangential model, i.e., by minimizing a quadratic cost function using a Gauss-Newton scheme. The difference here is that the cost function takes the model errors for all the color channels into account at once and not for each color channel separately. The advantage of this model is that all the parameters are optimized simultaneously and that the chromatic aberrations can be estimated for any wavelength λ, even if it is not the center wavelength of one of the color channels. The results of the optimization are shown in Fig. 9 : the dotted black lines are the third-order polynomial using the optimized coefficients q i,j . The values are quite comparable to those from the radial and tangential model, especially for the lower order terms.
Absolute Chromatic Aberrations
A model for the absolute chromatic aberrations, i.e., a model giving the coordinates p c of the distorted image points for each color plane c without using any reference color plane, would enable the entire correction of the chromatic aberrations without taking any color channel as a reference. One consideration is to model the coordinates p c with respect to the coordinates p u of the undistorted image points, which are the image points without any aberrations that result from pinhole projection.
Such models for camera calibration giving the undistorted image points are derived in [31, 32] . The camera is modeled using extrinsic and intrinsic parameters: the extrinsic parameters are the rotation and translation coefficients describing the transformation between the 3D coordinate systems of the object and of the camera, and the intrinsic parameters describe the transformation between the 3D coordinate system of the camera and the 2D coordinate system of the computer image. Regardless of whether a normalized image plane is used 32 or not 31 for this latter transformation, the intrinsic parameters include the effective focal length of the camera, the coordinates of the center of the image and coefficients corresponding to the pixel size.
The utilization of the models from Tsai 31 and Forsyth and Ponce 32 on calibration images illuminated with a specific wavelength band can thus provide the undistorted image point coordinates p u . These points are, e.g., computed by mathematically projecting three-dimensional points of a checkerboard pattern to the image plane by a pinhole model. However, since the refraction indices of the lens are wavelength-dependent, the effective focal length, e.g., is wavelength-dependent too. This means that the undistorted image point coordinates p u , which are computed using -among other parameters -the focal length, also depend on the wavelength. Therefore, there is no single undistorted image point which is valid for all spectral channels. These camera models are not appropriate to find any undistorted image point common to all spectral channels and thus are not appropriate to deduce a model for the absolute chromatic aberrations.
Results
The effects of the chromatic aberrations on multispectral images of a gray and of a color object are shown in Fig. 10 . The scenes are recorded with the same experimental setup as the previously acquired checkerboard patterns and the spectra of the objects are estimated using the seven color channels. 6, 12 As explained before, color fringes appear, and they are especially noticeable near edges of the objects. The color fringes are more visible on sharp edges like the black lines of a millimeter paper (Fig. 10a) or the perforations of the film and the edges of the petals in Fig. 10c . To compensate these chromatic aberrations, we take a multispectral image of a checkerboard pattern with the same optical system in order to calculate the parameters of the models for the system. After that, we use these parameters to compensate the distortions. As Figs. 10b and 10d show, the fringes then vanish completely. Since the distortions depend only on the position of the reference image point on the sensor (see Eqs. (3, 11, 15, 17) ), i.e., on the angles of the rays arriving at the optical system but not on the object distances, the models can also be utilized for natural scenes in which the objects are not planar and are positioned at different distances from the imaging device. 
Evaluation of the Model Parameters on Real Data
In the radial model, the distortions in the spectral channel c can be described by third-order polynomials of p r with the coefficients l c,i , i = 1, . . . , 3, as shown in Eq. (8) . The coefficients corresponding to a given power, i.e., the values l c,i for a given i, are considered as a function of the channel center wavelength λ c and are displayed in Fig. 11 . This figure shows that the points l c,i , i = 1, . . . , 3, can in their turn be approximated by third-order polynomials l i (λ) of the wavelength, represented by gray lines in the figure. These values are then approximated by a third-order polynomial of the wavelength λ (see Eq. (9)). The polynomials are represented by gray curves and give the values l i (λ) for any λ between 418 and 650 nm. These continuous representations l i (λ) of the discrete coefficients l c,i are valid for the whole wavelength range from 418 to 650 nm and ideally we have l i (λ c ) = l c,i . The results of the approximations are given in Tab. 1. The radial model, which only uses the approximated lengths of the distortion and assumes that the distortion is radial, can thus be integrated into a model in which the distortions are a function of both the wavelength and the distance to the distortion center, as defined in Eq. (11) . Table 1 : Approximation of the coefficients for the radial model in Eq. (8) with third-order polynomials of the wavelength.
The errors of the radial model, i.e., the difference between the measured relative chromatic aberrations and the modeled ones, are displayed in Fig. 12 . The errors only have tangential components, which means that the approximation of the radial components was quite good. These tangential errors are taken into account in the radial and tangential model. The parameters n c,i , i = 1 . . . 4, of the radial and tangential model calculated for the utilized optical system are shown in Fig. 9 , with the gray lines corresponding to their approximation using a third-order polynomial of the wavelength. Considering the approximated values (gray lines) instead of the calculated ones (dots) gave practically the same results and the errors remained almost the same.
error 0.1 pixel Figure 12 : Errors of the radial model for all spectral channels on a 1280 × 1024 pixels image, with the same color code as in Fig. 4 and with a 400× magnification. The errors exhibit evidently only a tangential component, which is not accounted for in the model. They are very small for the crossings situated in one particular direction (about 70
• ) and larger in the perpendicular direction.
In the next step, we directly include this wavelength-dependency into the optimization for the radial, tangential and wavelength-dependent model by approximating the coefficients n c,i with a third-order polynomial of the wavelength (see Eq. (16)). The validity of the wavelengthdependency of the model was confirmed by the errors that remained almost the same as those of the preceding step (in which the coefficients n c,i were optimized and then approximated by a polynomial). The resulting polynomials n i (λ), i = 1 . . . 4, define the coefficients for the whole wavelength range, in the same manner as l i (λ) previously. They are given in Tab. 2 for the used optical system. In this model, the chromatic aberrations become a function of both the wavelength and the position of the image point in the reference color channel. 
Accuracy of the Models for Real Acquisition
The accuracy of the models is estimated using three approaches. First, the initial distorted image is visually compared to the images resulting from the compensation. Second, the errors in pixels between the estimated and the measured positions of the crossings of the checkerboard pattern are calculated. Third, the accuracy is assessed using a principal component analysis of the spectra in images of gray objects.
The visual comparison of parts of distorted and compensated images is shown in Fig. 10 . Color fringes are present in the initial images (see Fig. 10a and 10c) and particularly visible at the sharp edges between dark and bright regions. A compensation of the chromatic aberrations with one of the models previously explained makes these color fringes disappear (see Fig. 10b  and 10d ). All the models seem to perform a good compensation of the chromatic aberrations, but their accuracy can not be estimated quantitatively using this visual approach. Fig. 13 . Evidently, the mean errors (solid lines in the figure) of the different models are quite close to each other: they lie between 0.019 and 0.062 pixel for the channels from 500 nm to 650 nm. For the channels 418 nm and 450 nm, they become higher (between 0.048 and 0.162 pixels). There is only one model for which the mean errors do not increase for these two channels: the radial, tangential and wavelength-dependent model, whose errors remain stable. The reason may be the global optimization of the parameters of this model that is performed over all wavelength bands. A parameter set leading to high errors for individual color channels would not be selected by this global optimization, although the utilization of the wavelength-dependency in a model that has already been optimized could result in outliers, as it is the case for the radial model and for the radial and tangential model. As the maximum errors show (dashed lines in Fig. 13 ), the affine model is not very precise for the increasing aberrations at lower wavelengths, such as in the color channels 418 and 450 nm: the maximum errors are above 0.28 pixels. The radial model also fails to describe the chromatic aberrations for the color channel 418 nm with a maximum error of about 0.35 pixels. The maximum errors over all color channels for the other models are 0.209 pixels for the radial and tangential model and 0.185 pixels for the radial, tangential and wavelength-dependent model. The latter model is the one with the lowest maximum error, when the entire error over all the color channels is considered.
We employ principal component analysis (PCA) on images of gray objects to assess the potential occurrence of color fringes: the first principal component of an image containing only gray pixels should be a flat spectrum, since each gray pixel has a spectrum constant over the visible spectrum range. The eigenvalues corresponding to the other principal components should vanish. A non-constant first principal component or large eigenvalues for the other principal components indicate that colors are present. The PCA makes the reduction of the dimensionality of a dataset possible by using a new coordinate system suited to the dataset. Starting from the initial coordinate system, a new coordinate system, whose axes are called principal components and which are expressed in the initial coordinate system, is calculated.
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Its principal components are sorted so that the variance of the data that are projected onto these axes becomes smaller and the PCA thus minimizes the energy contribution of the last components of the data in the new coordinate system. 34, 35 For pure gray level images, the seven color channels will for each pixel exhibit the same value. A PCA on this data thus leads to a first principal component consisting of seven equal values as well, while the eigenvalues for the other principal components are null.
We perform a PCA on the initial uncompensated image of a gray millimeter paper (Fig. 10a) , where color fringes are visible due to the chromatic aberrations. It is not surprising that the first component of this PCA does not exhibit seven equal values, as shown in Fig. 14 . The variances (eigenvalues) of the uncompensated image along the seven sorted principal components are shown in Fig. 15 (black solid line) . The variance of the data along the second principal component is almost the same as along the first one. This proves that the initial image is far from containing only gray pixels. We also perform a PCA on compensated images of the millimeter paper. The models for the relative chromatic aberrations we described previously all lead to similar first principal components composed of almost equal values, as shown in 7% for the radial model, 98.5% for the radial and tangential model, and 98.5% for the wavelength-dependent model: they only vary by 3 and the radial model is best by very low margin. Moreover, already the second principal component is way less important that the first one, since the eigenvalues of the second component are more than 100 times smaller than those of the first component in Fig. 15 . The results of the PCA of the compensated images are thus close to those of the PCA of a perfect gray image and the compensations we performed led to similarly good gray images.
Aberrations Measured with Simulation
After the evaluation of the parameters and the accuracy of the models developed in the two previous subsections, we will now discuss the chromatic aberrations simulated with the raytracing software. The simulated aberration vectors p c − p r have the same orientations as the corresponding crossings p r , as shown in Fig. 16a . The difference between the orientations of the crossings and those of the distortions remains below 9.3 · 10 −11 degrees for all color channels, and even below 4.1 · 10 −11 degrees for the color channel shown here. This means that the simulated chromatic aberrations only have a radial component and the lengths p c − p r are thus equivalent to the lengths | p c − p r |. The relation between the distances p r from the crossings p r to the center of the chromatic aberrations and the values p c − p r of the radial distortions are shown in Fig. 16b . They are similar to the measured values displayed in Fig. 8 and can also be approximated by third-order polynomials.
For our experiments, we were able to limit the radiation of the light source to narrow (40 nm bandwidth) but not infinitesimal small passbands. The analysis of individual wavelengths is, however, possible for the simulation. While we are thus not able to genuinely measure the distortions for all wavelengths experimentally, the similar results of the measurements and the simulations confirm that our approach is valid. The wavelength-dependent models we deduced for wavelength bands should thus be also valid for individual wavelengths. Due to the specific simulated lens, the radial model here works better, but all the maximum errors between the simulated and the estimated image points lie below 0.121 pixel.
Compensation Using Incomplete Calibration Data
We tested the robustness of the radial, tangential and wavelength-dependent model with respect to the wavelengths used for the measurement and calibration step. Indeed, when the wavelength-dependent model is correct, it is possible to measure the chromatic aberrations on just some of the color channels and calculate the aberrations for all the color channels.
In the section concerning the models accuracy, the results of the compensation with a complete calibration were exposed, that is with all the six color channels being measured to calculate the parameters of the models. Here, we will show how the errors of the compensation are modified when an incomplete calibration is performed. We only utilized five out of the six color channels to measure the chromatic aberrations and left the color channel with the center wavelength 500 nm aside. We thus calculated the functions n i (λ), i = 1 . . . 4, using exclusively the measurements on the color channels 418, 450, 550, 600 and 650 nm. Table 3 shows the mean and the maximum pixel errors obtained with these two calibrations. The errors are calculated as they were for Fig. 13 : the distance between the position of the crossings estimated with the model and the real ones are measured. As expected, the pixel errors for the color channel 500 nm that was not used for the calibration are larger: 0.08020 pixels with the incomplete calibration instead of 0.06131 with the complete calibration for the mean error. This represents an increase of 30% for the mean value of the pixel error. Still, the Figure 15 : Variances of the data along each of the seven sorted principal components for the uncompensated image (black line) and for the images compensated with the four described models. The variances are normalized so that the sum over the seven principal components for one data set is 1.
mean error remains low (about 0.08 pixels at the most), which could not be obtained without a wavelength-dependent model. For the neighbor color channel 550 nm, the errors were also slightly larger than with the complete calibration. For the color channels 600 and 650 nm, the results remain stable with the incomplete data set. The pixel errors even decreased for the color channels 418 and 450 nm. The wavelength-dependency of this model thus makes the estimation more robust: even with a missing measurement, all the color channels can be compensated with good accuracy. Table 3 : Pixel errors of the compensation of chromatic aberrations using the radial, tangential and wavelength-dependent model with a complete calibration data (the calibration is performed utilizing the 6 color channels) and with an incomplete calibration data (the calibration is performed without the color channel 500 nm). The errors are calculated on each color channel separately and the mean and maximum errors values are multiplied by 100 and 10, respectively. 
Pixel

Conclusions
We have measured relative transversal chromatic aberrations for seven narrowband wavelength bands by illuminating a checkerboard pattern with narrowband radiation of a light source. The chromatic aberrations measured between two color channels with our lenses amounted to as much as 3.5 pixels. We used several existing models to describe the distortions and analyzed the parameters of these models and their wavelength-dependency: it turned out that the parameters can be approximated by third-order polynomials with respect to the wavelength. We furthermore directly included the wavelength-dependency into an existing model, which thus computes the relative transversal chromatic aberrations as a function of both the wavelength and the position in the image. All its parameters can then be optimized jointly by using all calibration coordinates from all spectral channels. We also simulated chromatic aberrations for the center wavelengths of our color channels and the results were similar to those obtained with the wavelength bands, thus indicating that the models could also be applicable to individual wavelengths. The principal component analysis we performed on images of a gray object that were compensated with the presented models showed that the compensated images are almost only gray, i.e., free of color fringes: images containing chromatic aberrations can be compensated so that no visible color fringes remain. With our wavelength-dependent model, the distortions are calculated with a model error lower than 0.1849 pixels and even lower than 0.2458 pixels in case of incomplete calibration measurement.
