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Эргодическое свойство стационарных случайных процессов позволяет 
находить их вероятностные характеристики по одной реализации  tx  осредне-
нием по времени t , что существенно упрощает и удешевляет эксперимент [1, 
2]. Однако практически это свойство используется только для определения ма-
тематического ожидания xm , дисперсии xD  и автокорреляционных 
 τxR  или 
взаимных корреляционных  xyR  функций, где сдвиг во времени между 
двумя сечениями  tx  и  τtx  процесса, а также реализациями  tx  и  τty  
совместно эргодических процессов. Распределения вероятностей, плотностей 
вероятностей и их характеристические функции так до настоящего времени не 
находили. В докладе приводятся известные и введенные автором определения 
этих характеристик. 
Одномерное распределение вероятности  XW1  выражается через одно-
мерную плотность распределения вероятности  Xw1 , и определено выражени-
ем [2–4] 
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1 единичная функция [5]; 2 T длительность 
реализации  tx . 
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Аналогично определяется двумерное распределение вероятности 
 τ,; 212 XXW  через соответствующую плотность распределения вероятности 
 τ,; 212 XXw  в виде [2–4] 
 














       (2) 
 
Наконец n-мерное распределение вероятности  nnn XXXW 11221 ,;...;,;   
определяется следующим образом [2–4] 
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   (3) 
где  11 ttii временной сдвиг между первым и i -м сечениями процесса, 
.,...,3 ,2 ni   
Двумерное взаимное распределение вероятности  τ,;2 YXW  совместно 
эргодических процессов с реализациями    τ  и  tytx  выражается через дву-
мерную взаимную плотность распределения вероятности  τ,;2 YXw  и вводится 
следующим образом [2–4] 
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Одномерная плотность распределения вероятности  Xw1  находится из 
определения (1) и равна [2–4] 
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дельта-функция Дирака, которая связана с 
единичной функцией   txX 1  следующими соотношениями [5]: 








txXdtxX δ1       и      1δ
. 
Двумерная плотность распределения вероятности  ,; 212 XXw  находится 
из выражения (2) и равна [2–4] 
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а n-мерная плотность распределения вероятности  nnn XXXw 11221 ,;...;,;   из 
выражения (3) [2–4] 
   
         .τδ...δ δ
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Двумерная взаимная плотность распределения вероятности  ,;2 YXw  
совместно эргодических процессов согласно (4) равна [2–4] 
 















Одномерная характеристическая функция  νθ1 j  согласно (5) равна [2–4] 















Аналогично определяется n-мерная характеристическая функция 
 nnn jjj 11221 τ,ν;...;τ,ν;νθ  [2–4] 
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Двумерная взаимная характеристическая функция  τη,;θ 2 jj  совмест-
но эргодических процессов вводится аналогично и с учетом (6) равна 


















Введенные определения распределений позволили получить с их помо-
щью хорошо известные определения вероятностных характеристик случайных 
процессов [6, 7]: математическое ожидание 
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взаимную корреляционную функцию двух процессов 













Вытекающие из них спектральные характеристики случайного процесса 
определяются следующим образом: спектральная плотность мощности 








взаимная спектральная плотность мощности двух процессов 








Таким образом, введенные определения распределений вероятностей и 
плотностей распределений вероятностей существенно расширяют возможности 
описания эргодических случайных процессов. Они позволяют не только полу-
чить с их помощью известные моментные характеристики случайных процес-
сов, но и ввести характеристические функции, которые для описания эргодиче-
ских процессов практически не применялись [8]. 
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