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Este proyecto trata sobre la compresión y el transporte sobre redes IP de flujos 
de vídeo 3D (estereoscópicos).  
 
En lo que a la compresión se refiere, se han utilizado dos codificadores de 
vídeo multivista (MVC), que es un tipo específico de codificador que permite 
una alta compresión de flujos 3D, y los hemos analizado detenidamente y 
comparado mediante la realización de una serie de pruebas. Uno de los 
codificadores ha sido desarrollado por la empresa de telefonía móvil NOKIA y 
el otro por el grupo de expertos en compresión de vídeo Joint Video Team 
(JVT). En el estudio nos centraremos principalmente en el factor de 
compresión y el coste computacional de los codificadores, pero también 
analizaremos características como la compilación, los archivos de 
configuración o el análisis de la estructura de paquetes que genera cada uno 
de ellos. 
 
Para el trabajo experimental hemos tenido como objetivo que las pruebas 
realizadas se encuentren bajo igualdad de condiciones y hemos intentado que 
las configuraciones de los codificadores se parezcan lo máximo posible. 
Además los vídeos de entrada han sido flujos 3D nativos extraídos de 
diferentes capturas de señales side by side entre las que se encontraban 
algunas de las emisiones que TV3-HD realiza periódicamente a través de la 
televisión digital terrestre.  
 
Por otro lado para el transporte sobre redes IP se ha tomado como referencia 
el protocolo de tiempo real RTP y un draft de RFC que define el transporte de 
MVC sobre RTP. Asimismo una parte importante del proyecto se ha centrado 
en la  implementación de un módulo para el codificador de JVT que encapsula 
los datos MVC en paquetes RTP, en la que es, por lo que sabemos, la primera 
implementación de dicho esquema de transmisión. Una vez realizado el 
estudio sobre los dos codificadores hemos realizado una completa 
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This project focuses on the compression and transport over IP networks 
of 3D (stereo) video streams.                                             .  
 
Regarding the compression aspects, two coders multiview video (MVC) coders 
were used. MVC coders are able to achieve high compression when applied to 
3D flows. We analyzed carefully and compared both coders by performing a 
series of tests. One of the encoders has been developed by NOKIA and the 
other is the reference software provided by the Joint Video Team (JVT) experts 
group. In this study we focus mainly in the compression ratio and 
computational cost coders, but we also discuss features such as compilation, 
configuration files or the analysis of the structure of the bitstream generated as 
output. 
 
We also carried out experimental work, trying to conduct a comparison under 
equal conditions and similar configurations. The input videos used are native 
3D TV flows taken from files or real transmissions (in side-by-side format) such 
as those performed regularly by TV3 HD  through digital terrestrial television. 
 
Regarding the transport over IP networks, we have studied how the Real-Time 
Protocol (RTP) is used for 3D transmissions, and focused on a draft RFC that 
defines the transport of MVC over RTP. An important part of the project has 
focused on the implementation of an RTP module for the JVT, being the the 
first implementation of this scheme, as far as we know. The document ends 
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Capítulo 1. Introducción     1 
CAPÍTULO 1. INTRODUCCIÓN 
 
La televisión 3D es una de las últimas novedades tecnológicas, y como tal, 
tiene mucho impacto mediático. Actualmente se están vendiendo las primeras 
televisiones 3D y se están haciendo las primeras emisiones de prueba 
destinadas a esta nueva tecnología. Para que exista una sensación de 
profundidad cuando vemos la televisión necesitamos que el contenido al que 
queremos dar esa profundidad haya sido capturado desde, como mínimo, dos 
puntos de vista diferentes. Si tenemos dos cámaras tenemos, por tanto, dos 
flujos de vídeo, y como consecuencia de ello ocuparemos el doble de ancho de 
banda para transmitir el contenido.  
 
En las últimas décadas se han producido grandes avances tecnológicos en los 
canales de transmisión que nos permiten el envío de datos a unas velocidades 
muy elevadas. Aun así, tanto en las redes clásicas (televisión terrestre, 
televisión por cable etc.) como en Internet, el ancho de banda sigue siendo un 
problema y la compresión de los datos se hace imprescindible. Aún se hace 
más trascendental comprimir si se trata de dos flujos como en el caso de los 
contenidos en 3D. 
 
Cabe destacar que en los últimos años la capacidad de compresión de 
contenidos audiovisuales ha aumentado a gran escala. A día de hoy el códec 
de compresión de vídeo más potente es H.264 o MPEG-4 parte 10, diseñado 
por Joint Video Team (JVT), un comité que se dedica principalmente al estudio 
y al desarrollo de codificadores de vídeo de alta compresión. H.264 permite 
realizar compresión de vídeo con unos factores muy altos basándose en 
técnicas de compensación de movimiento y eliminación de altas frecuencias 
visuales, entre otras. 
 
En el caso específico de la televisión en 3D, donde tenemos más de una  
secuencia de imágenes considerablemente parecidas, no sería óptimo 
comprimir cada uno de los flujos mediante H.264 por separado sino que lo ideal 
sería aprovechar la similitud entre los flujos para poder comprimir aún más. 
MVC (Multiview Video Coding) es una extensión de H.264 que tiene la 
particularidad de codificación intervista, es decir, el algoritmo es capaz de 
basarse en más de un punto de vista para aprovechar las similitudes entre las 
imágenes para comprimir. El codificador, por tanto, codifica la primera imagen 
de una de las vistas siguiendo los mismos procedimientos que H.264 o MPEG-
4 parte 10, y a continuación codifica únicamente las diferencias de la/s vista/s 
siguiente/s respecto a la primera vista codificada. De esta manera la 
compresión de los flujos es mucho más alta que si comprimiésemos cada uno 
de los flujos mediante un codificador sin capacidad intervista. 
 
Este TFC tiene como objetivo realizar un análisis del estado actual de la 
codificación y transmisión de televisión 3D sobre redes IP y experimentar con la 
compresión MVC. A tal fin, se han realizado pruebas con codificadores MVC 
comerciales. Concretamente nos centraremos en el estudio de dos 
codificadores MVC. En primer lugar estudiaremos el codificador MVC de la 
multinacional de telefonía móvil NOKIA, presentado a finales de 2009 en la 
 página web oficial de la empresa como código abierto. Únicamente se 
proporciona un codificador y un descodificador. Y en segundo lugar 
analizaremos el codificador MVC de JVT, presentado a principios de 2009 pero 
con periódicas actualizaciones. Las pruebas serán realizadas desde diferentes 
puntos de vista: 
 
• Por un lado estudiaremos cada uno de los codificadores desde el punto 
de vista de la codificación propiamente dicha, es decir, todas aquellas 
características técnicas de los codificadores relacionadas con la 
compresión, coste computacional y puesta en marcha, entre otras 
características. 
 
• Por otro lado nos centraremos en el análisis de la transmisión de los 
flujos generados, estudiando la estructura de los ficheros generados y, 
en el caso del codificador JVT, mejorando su código complementándolo 
con un módulo específico para encapsular los datos codificados en 
paquetes RTP y posteriormente realizando una transmisión RTP/MVC. 
 
 
El proyecto está directamente relacionado con otro proyecto de estudiantes de 
la EPSC [15] que se basa principalmente en la adquisición de señales 3D 
(cámaras, proceso de calibración, software de control, etc.). A lo largo del 
trabajo se han tenido periódicas reuniones con ellos para comentar avances y 
dudas. A medio plazo los dos proyectos se podrían unir y dar como resultado 
una plataforma de captación, compresión y transmisión de vídeo 3D sobre una 
red IP. 
 
El resto del TFC está dividido en cinco capítulos más. En el siguiente capítulo 
se describirán una serie de fundamentos teóricos de televisión 3D necesarios 
para facilitar la comprensión de los capítulos posteriores. Esta introducción 
teórica tratará desde los conceptos más genéricos como la sensación de 
movimiento, la sensación de profundidad, etc., hasta conceptos más 
específicos como podría ser el concepto de Capa de Abstracción de Red o la 
codificación H.264. En los capítulos 3 y 4 nos centraremos en analizar 
detenidamente los codificadores de NOKIA y de JVT, respectivamente. 
Realizaremos diferentes pruebas de codificación/descodificación bajo un 
mismo escenario para mantener una igualdad de condiciones. Estudiaremos la 
estructura de los archivos generados por los codificadores, los tiempos de 
codificación y los factores de compresión, entre otros aspectos. Además, al 
final del capítulo 4 explicamos detenidamente como hemos mejorado el código 
de JVT incorporando un módulo especifico RTP y realizando la transmisión 
RTP/MVC. Con los resultados de este análisis hemos realizado una 
comparativa entre los dos codificadores, en el capítulo 5. Finalmente, en el 
último capítulo se describen las conclusiones generales, la ambientalización y 
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CAPÍTULO 2.CONCEPTOS BÁSICOS DE TELEVISIÓN 3D 
 
2.1 Sensación de movimiento 
 
Cuando visualizamos una secuencia de fotogramas a una determinada 
frecuencia de imágenes por segundo, nuestro cerebro percibe una sensación 
de movimiento. Este fenómeno se produce debido a que el cerebro bloquea la 
capacidad de ver las imágenes como fotografías a partir de una cierta 
frecuencia de fotogramas por segundo, mezclando las imágenes y 
consiguiendo así interpretar estas imágenes como un movimiento contínuo. A 
mayor número de imágenes por segundo nuestra sensación de movimiento 
será más real. Para conseguir que nuestro cerebro nos genere una sensación 
de movimiento se deben cumplir dos fenómenos: 
 
• Fenómeno Phi: Fenómeno responsable de que el sistema visual 
humano sea capaz de interpolar movimientos de los que sólo dispone de 
información fraccionada para producir una sensación de continuidad. La 
frecuencia mínima para que se produzca es de 18 imágenes por 
segundo. [11] 
 
• Fenómeno de persistencia: La percepción de la imagen se mantiene 
durante unas fracciones de segundo después de haberse producido la 
excitación. Para que desaparezca el parpadeo y exista sensación de 
continuidad la frecuencia crítica será de 40 imágenes por segundo. [11] 
2.2 Sensación de profundidad 
 
Cuando la vista humana percibe una imagen se crea un proceso llamado 
estereopsis [29] que lleva a la sensación de profundidad a partir de dos 
proyecciones ligeramente diferentes en las retinas de los ojos. La reproducción 
en 3D es toda aquella capaz de darnos una sensación de profundidad donde 
no la hay. Para poder simular esta sensación de profundidad en un sistema 
visual (televisión, vídeo proyector etc.), el sistema debe mostrar imágenes 
pertenecientes a dos puntos de vista diferentes y conseguir destinar cada punto 
de vista hacia un ojo diferente. 
  
2.2.1 Técnicas de visualización 3D 
 
Existen diferentes técnicas para conseguir que cada ojo se fije sólo en el punto 
de vista que le corresponde. El proceso previo a cada una de estas técnicas 
consiste en tomar una secuencia de imágenes desde dos puntos de vista 
diferentes. Entre las técnicas más comunes destacaremos tres [17]: 
 
• Técnica de anáglifo: A una de las secuencias de imágenes se le filtra el 
color rojo y a la otra se le filtran los colores verde y azul. Una vez 
aplicado el filtro, las imágenes se superponen. Cuando vemos la imagen 
Gafas anaglíficas. [24] 
 superpuesta con unas gafas de anáglifo (figura 2.2), en las que cada 
lente filtra un color, recibimos una imagen ligeramente diferente para 
cada ojo.  
 
• Técnica de gafas polarizadas: Consiste en el uso de unas gafas cuyas 
lentes usan unos filtros polarizados (una lente esta polarizada 
verticalmente y la otra lo está de forma horizontal) de manera que cada 
ojo percibe una imagen diferente al estar polarizada cada vista en una 
dirección. 
 
• Técnica de frames alternados: Este sistema es el más sofisticado y el 
que da mejores resultados en la actualidad. Consiste en el uso de unas 
gafas que cierran y abren las lentes de manera periódica (gafas activas) 
y sincronizada haciendo que cada ojo sólo se fije en la imagen que le 
corresponde. La pantalla deberá estar sincronizada con las gafas para 
poder destinar a cada ojo una secuencia de imágenes. 
 
 
Cabe destacar que también existe la posibilidad de crear sensación de 
profundidad sin necesidad de usar gafas (autoestereoscopía [18], [30]), pero 
estos métodos son mucho más caros y sus resultados aún están a modo de 
prueba.  
 
Como hemos podido ver para cualquier sistema en tres dimensiones es 
necesario visualizar  imágenes pertenecientes a dos puntos de vista diferentes. 
Para ello las cámaras deberán tener dos objetivos (figura 2.1) separados entre 
sí una distancia de entre 3 y 5 centímetros (una aproximación a la distancia 
natural entre los ojos) y totalmente sincronizados en enfoque. La cámara debe 
pasar un proceso de calibración para corregir diferencias en las dos ópticas. En 












2.2.2 Concepto de side by side 
 
Side by side es un tipo de señal destinada a dispositivos 3D estereoscópicos 
pero que se puede transmitir sobre la infraestructura actual de televisión 2D y 
se basa principalmente en la agregación de los dos vistas en un mismo flujo de 
vídeo mediante la reducción de la resolución horizontal a la mitad de la señal 
original, de manera que si descodificamos la señal en una televisión 2D 
veríamos lo siguiente: 
Fig. 2.2: Gafas anaglíficas 
[25] 
Fig. 2.1: Cámara 3D 
profesional [26] 
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Fig. 2.3: Captura side by side [36] 
 
Pero si disponemos de una televisión 3D podemos indicarle que el contenido 
es side by side y esta separará las dos imágenes y las mostrará de forma 
alterna como ya comentamos en el apartado 2.2.1. Esta solución es temporal y 
además no es óptima en calidad de vídeo debido a que la resolución horizontal 




Uno de los problemas para la transmisión de vídeo o televisión es el altísimo 
ancho de banda necesario, como veremos a continuación: 
2.3.1 Necesidad de comprimir 
 
Considerando una cámara de resolución 720x576 píxeles (resolución de 
televisión estándar, comparable a la norma europea PAL) y que cada uno de 










  1.244.160 bytes  1,187 MB cada imagen 
  
Si la cámara capta 25 imágenes por segundo (norma europea, PAL): 
 
1.244.160 bytes + 8 bits1 byte,
	





-./  248,832 Mbps 
Ecuación 2.1: Demostración de necesidad de comprimir en modelo RGB 
 
 
Cada canal utiliza una tasa de 248,832 Mbps, una cifra demasiado alta. Para 
solucionar este problema de elevada tasa debemos comprimir esta secuencia 
de imágenes de manera que el ancho de banda necesario para cada canal 
será reducido considerablemente y así se podrán enviar múltiples secuencias 
sobre un mismo canal (cable coaxial, fibra óptica, vía radio). 
 
 2.3.2 Fundamentos de compresión 
 
Un algoritmo de compresión puede ser con pérdidas o sin pérdidas de la 
información en función de si la información descomprimida es exacta o 
parcialmente igual que la información original [10]. En general los algoritmos de 
compresión de fuentes audiovisuales consisten principalmente en eliminar todo 
aquel contenido que el ser humano es incapaz de apreciar (compresión con 
perdidas). En el caso de la vista por ejemplo, nuestro ojo muestra algunas 
insensibilidades que comentaremos a continuación así como su aplicación a la 
compresión de imágenes y de vídeo. 
2.3.2.1 Insensibilidad a la crominancia y modelo de color YUV 
 
El ojo humano es más sensible a la luminancia que al color. Podemos 
aprovechar esta limitación para tomar menos muestras de crominancia y más 
de luminancia. Mediante procesos de tratamiento digital de señal podemos 
eliminar todo aquello que no podemos ver y quedarnos únicamente con lo que 
realmente pueden captar nuestros sentidos. 
 
YUV es un modelo de color que aprovecha la insensibilidad humana a la 
crominancia permitiendo tomar menos muestras de crominancia que de 
luminancia. Este modelo permite la representación de imágenes en tres capas, 
de manera que juntando las tres capas obtendremos la imagen en color. 
 
El modelo tiene una representación del tipo Y:Cb:Cr y expresa la proporción 
entre muestras de luminancia (Y) crominancia azul (Cb) y crominancia roja (Cr). 
Por tanto, una imagen codificada en YUV a razón de 4:2:2 quiere decir que 
para cada 4 muestras de luminancia tenemos 2 muestras de cada una de las 
crominancias. De esta manera podemos distinguir entre diferentes calidades de 
imagen (tabla 2.1)  en función de esta relación. 
 
4:1:1/4:2:0 Calidad Broadcast/calidad PAL 
4:2:2 Calidad de estudio de televisión 
4:4:4 Calidad de cine digital y televisión HD 
Tabla 2.1: Formatos YUV y calidades asignadas [11] 
 






Si repetimos los cálculos realizados en la ecuación 2.1 para el modelo de color 
YUV 4:2:0 en igualdad de condiciones (misma resolución, mismo número de 
Fig. 2.4: Ejemplo modelo de color YUV [11] 
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bits por muestra y misma tasa de imágenes por segundo) obtenemos los 
resultados de la ecuación 2.2. 
 
















  622080 
  607,5 78/	
 
 
Si la cámara capta 25 imágenes por segundo (norma europea, PAL): 
 
622080 
  + 8 	1 
,
	





-./  124,41 9 
Ecuación 2.2: Demostración de necesidad de comprimir en modelo YUV 
 
 
Aunque todavía es una cifra muy elevada, hay una reducción del 50% respecto 
al modelo RGB (ecuación 2.1) simplemente aprovechando que el ojo no ve tan 
bien los colores. Sin embargo hay que reducir más la tasa, como veremos a 
continuación: 
2.3.2.2 Insensibilidad a las altas frecuencias y algoritmo JPEG 
 
La insensibilidad a las altas frecuencias se produce cuando captamos una 
imagen en la que hay un cambio radical de color o de luminancia en un espacio 
reducido. El ojo es muy poco sensible a estos cambios así que podemos 
eliminar las altas frecuencias visuales. 
 
JPEG es un algoritmo de compresión de imágenes con pérdidas que se basa 
principalmente en la insensibilidad humana a la crominancia y a las altas 
frecuencias. En primer lugar el algoritmo convierte la imagen a comprimir desde 
su modelo de color original al modelo de color YUV, eliminando muestras de 
crominancia respecto de la imagen original. A continuación el algoritmo divide 
la imagen en macrobloques de 8x8 píxeles y aplica la Transformada DCT 
(Discrete Cosine Transform) que permite trabajar en el dominio frecuencial. De 
esta manera mientras que los coeficientes de baja frecuencia se mantienen, los 
coeficientes de alta frecuencia se ven minimizados y/o eliminados. Finalmente 
el algoritmo aplica una codificación Huffman que consiste en codificar con 
códigos de longitud variable mínima generados mediante un algoritmo 
específico que tiene la propiedad de codificar de manera que la cadena de bits 
que representa un determinado símbolo no será nunca prefijo de la cadena de 
bits de otro símbolo. En la tabla 2.2 podemos ver los factores de compresión 












8 0.15 53 Reconocible 
8 0.25 32 Útil 
8 0.75 11 Excelente 
8 1,5 5 Indistinguible 
Tabla 2.2: Factores de compresión típicos en JPEG [11] 
2.4 Compresión de vídeo 
 
Los procedimientos de compresión de vídeo se basan principalmente en las 
dos insensibilidades comentadas y en la similitud entre imágenes consecutivas, 
lo que permite aplicar la compensación de movimiento descrita a continuación. 
 
Cuando tenemos una serie de fotogramas, podemos aprovechar la similitud 
temporal que tienen codificando un conjunto de píxeles, también llamado 
macrobloque (que podrían simbolizar una zona de la imagen en movimiento 
como podría ser un objeto o parte de él) y especificar hacia donde se han 
movido respecto de la imagen anterior (vector de movimiento). De esta manera, 
sólo es necesario codificar los vectores de movimiento y la diferencia entre la 
imagen original y la imagen “compensada en movimiento”. Sobre esta 
diferencia podemos aplicar la eliminación de coeficientes de alta frecuencia 
(como en JPEG). 
 
Utilizando estas técnicas se pueden conseguir unos factores de compresión 
muy elevados que varían en función del códec de compresión utilizado. Por 
ejemplo, en MPEG-2 se puede comprimir una señal PAL (720 píxeles x 576 
líneas) a unos 3 o 4 Mbps, y en H.264 (explicado a continuación), a unos 1,5 o 
2 Mbps [12], [13]. 
 
2.5 Estándar H.264 / MPEG-4 parte 10 
 
Existen diferentes normas y estándares de compresión pero nos centraremos 
en el estándar H.264 o MPEG-4 parte 10 [4] que es una norma que define un 
códec de vídeo de alta compresión, desarrollada conjuntamente por el ITU-T 
Video Coding Experts Group (VCEG) y el ISO/IEC Moving Picture Experts 
Group (MPEG). Existen diferentes tipos de perfiles de codificación para H.264 
(ver anexo C2). 
 
El procedimiento seguido se basa principalmente en aplicar JPEG sobre las 
imágenes de referencia y a partir de esta, y mediante técnicas de 
compensación de movimiento (aplicadas sobre macrobloques 8x8, 16x16 etc.), 
aprovechar la redundancia temporal entre imágenes consecutivas 
pertenecientes a la misma escena. Únicamente se codifican las diferencias. 
Estas diferencias se describen mediante los vectores de movimiento, que 
especifican, si se ha movido un macrobloque, cual es la nueva posición dentro 
de la imagen del macrobloque y de esta manera poder hacer una predicción de 
la imagen. Sobre esta imagen diferencia también se aplica JPEG. 
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El estándar define cinco tipos de imágenes en la codificación [1]: 
 
Imágenes Intra (I): Sólo contienen macrobloques intra. Son imágenes 
codificadas teniendo en cuenta únicamente la propia imagen (son imágenes de 
referencia). Las imágenes I suelen ser codificadas de manera similar a la 
codificación JPEG. Las imágenes I son las que más ocupan y se utilizan como 
puntos de acceso aleatorio ya que sólo dependen de sí mismas en la 
descodificación. 
  
Imágenes Predicted (P): Contienen macrobloques P y/o macrobloques I. Este 
tipo corresponde a las imágenes predichas que hacen referencia a una imagen 
de tipo I o P anteriores en tiempo. Ocupan entre un 30% y un 50% menos que 
una imagen I.  
 
Imágenes Bi-Predicted (B): Contienen macrobloques B y/o macrobloques I. Son 
imágenes predichas con referencia a la imagen I anterior y a la P posterior. Es 
necesario que el descodificador tenga las dos referencias, anterior y posterior, 
para poder descodificarlas correctamente. Suelen ser aproximadamente un 
50% más pequeñas que las imágenes P. 
 
Imágenes Switching Predicted (SP): Contienen macrobloques P y/o I.  Facilita 
el cambio entre secuencias codificadas. Sólo se utilizan en versiones 
extendidas del estándar. 
  
Imágenes Switching Intra (SI): Son iguales que las SP pero contienen 
macrobloques SI, que son un tipo especial de macrobloques intra. Sólo se 
utilizan en versiones extendidas del estándar. 
 
Cuando una imagen es codificada esta puede ser almacenada en un 
contenedor de bytes o directamente transmitida. La transmisión seguirá un 
patrón fijo que consistirá en el envío de una imagen I seguida de imágenes P 
y/o imágenes B.  
 
En la figura 2.5 podemos ver un posible patrón de transmisión. 
 
 
Fig. 2.5: Estructura típica de transmisión de H.264 [27] 
 
Es importante tener en cuenta que el descodificador necesitará una imagen de 
referencia (imagen I) para empezar a descodificar, debido a que las demás 
imágenes (hasta la siguiente imagen I) hacen referencia a ella. Un ejemplo 
claro lo tenemos cuando cambiamos de canal y nuestro descodificador TDT 
 tarda un tiempo aleatorio antes de mostrar el contenido del canal deseado. 
Esto es, entre otras causas, porque nuestro descodificador está esperando a 
que le llegue una imagen I para mostrar su contenido. 
 
2.6 Multiview Video Coding (MVC) 
Multiview Video Coding (MVC) es una extensión o mejora a la norma 
H.264/MPEG-4 [2]. Consiste en un estándar de codificación capaz de aplicar 
algoritmos de alta compresión a flujos multivista, es decir, flujos en los que 
existen dos o más secuencias de imágenes muy parecidas pero no idénticas. 
Para predecir imágenes no sólo se basa en la relación temporal entre 
fotogramas de la misma secuencia, sino que también se basa en los 
fotogramas de la secuencia de imágenes de la cámara vecina. Esta 
dependencia hace más eficiente la compresión [22].  
 
En la figura 2.6 podemos ver la estructura de imágenes para cinco puntos de 
vista diferentes, en función del tiempo: 
 
 
Fig. 2.6: Estructura de imágenes codificadas en MVC [31] 
 
 
En la figura 2.6 podemos ver que la misma relación de compensación de 
movimiento que habíamos visto en la figura 2.5 vuelve a aparecer pero esta 
vez entre dos vistas. Por un lado el tiempo y por otro lado el punto de vista. De 
esta manera las vistas 2 a 5 se basan en la vista principal para realizar la 
compensación de movimiento. 
 
Cabe destacar la escasa aparición de imágenes tipo intra (únicamente en la 
vista principal) y de imágenes tipo P (que aparecen en las vistas impares 
excepto en la principal). La gran cantidad de imágenes de tipo B nos hacen 
prever un alto factor de compresión. Por otro lado, si de una transmisión se 
tratase, la gran ausencia de imágenes intra podría llegar a dar problemas a 
posibles incorporaciones de receptores que quisiesen descodificar el contenido 
y deberían esperar a la aparición de una imagen de tipo intra en la vista 
principal. 
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2.7 Transporte y almacenamiento
 
Cuando una imagen ha sido codificada existe la posibilidad de enviarla a un
a varios destinatarios sobre una red DVB 
por cable satélite o TDT, una red
2.7.1 Network Abstraction Layer
 
La Capa de abstracción de red (
estándar que se encarga del encapsulado de los datos H.264 ya sea para 
transmisión o para almacenamien
muy relacionada con el protocolo de tiempo real RTP y por tanto claramente 
orientada a streaming [2]
 
El objetivo principal de la NAL es abstraer la red de la capa de codificación.
estructura de datos de una unidad NAL se compone de una cabecera
de un único byte seguida del campo de datos.
especifica tres parámetros:
 
• F: 1 bit (forbidden_zero_bit
de 1 como una violación de la sintaxis. El 
contenido. 
• NRI: 2 bits (nal_ref_idc
unidad NAL no se utiliza para reconstruir imágenes de ref
unidades NAL pueden ser descartadas sin poner en riesgo la integridad 
de los cuadros de referencia. Los valores mayores 
es necesaria la descodifi
integridad de los cuadros prin
• Type: 5 bits (NAL_unit_type
carga de la unidad NAL. En el anexo C1
 
El estándar considera una imagen codificada como unidad de acceso. Por tanto 
en el campo de datos encontraremos






 de H.264  
(Digital Video Broadcasting
 IP o de almacenarla en un fichero
 (NAL) 
Network Abstraction Layer) es la parte del 
to. Aun así la capa de abstracción de red está 
. 
 Este único byte de cabecera 
 
)  La especificación H.264 declara un valor 
descodificador
)  Un valor de 00 indica que el contenido de la 
que 00 indican que 
cación de la unidad de la NAL para mantener la 
cipales. 
)   Este componente especifica el tipo de 
 se especifican los tipos.
 siempre una imagen codificada o parte de 
 La figura 2.8 ilustra la estructura de una unidad 
: Estructura de unidad NAL simple [2] 
 
7: Cabecera NAL genérica [2] 
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o o 









 2.7.1.1 Agregación de unidades NAL  
 
Existe la posibilidad de agregar unidades NAL en una misma estructura de 
datos, pero hay que especificar el orden de descodificación ya que el orden de 
transmisión de las unidades NAL puede diferir del orden de descodificación. 
Para asegurar una correcta descodificación es necesario definir un campo que 
especifique el orden en el que las imágenes deben ser descodificadas. Este 
campo es el Decoding Order Number (DON). Sólo es obligatoria su presencia 
en algunos tipos concretos de NAL en las que en un mismo paquete se 
agregan unidades referenciadas a diferentes intervalos de tiempo. Si este 
campo no aparece, el descodificador respetará el orden de transmisión para 
descodificar. Las unidades NAL agregadas pueden pertenecer al mismo 
intervalo de tiempo (estructura STAP) o a diferentes intervalos temporales 
(estructura MTAP). La figura 2.9 ilustra la estructura de un contenedor de 
unidades NAL referenciadas al mismo intervalo de tiempo (STAP): 
 
Fig. 2.9: Estructura STAP [2] 
 
Podemos ver la presencia del campo DON (una sola vez) y también la de un 
campo llamado NALU_x_Size que especifica el tamaño de los datos de la 
unidad en bytes y es imprescindible cuando una misma estructura contiene 
más de una unidad para que el descodificador pueda saber donde se 
encuentran el resto de unidades. En la figura 2.10 podemos ver la estructura de 
un contenedor de unidades NAL referenciadas a diferentes intervalos de tiempo 
(MTAP): 
 
Fig. 2.10: Estructura MTAP [2] 
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Nótese que la diferencia principal radica en el campo 
es una marca que indica el desfase temporal que tiene una unidad NAL con 
respecto a la siguiente. 
 
2.7.1.2  Fragmentación de unidade
 
Por otro lado la capa de abstracción de red también permite la fragmentación 
de unidades a pesar de que exige el cumplimiento de algunos requisitos:
 
• La fragmentación 
para una agregación de unidades.
 
• Un fragmento de una unidad NAL consiste en un 
bytes. 
 
• Cada byte de una unidad debe de formar parte de un único fragmento de 
la misma unidad. 
 
• Los fragmentos de una misma unidad NAL deben ser enviados 
consecutivamente y en orden de 
 
• Una unidad fragmentada no puede contener otra unidad fragmentada.
 
Si hay fragmentación, 
NAL_unit_type de la cabecera estándar







• S: 1 bit (start bit)
fragmento de una unidad.
 
• E: 1 bit (end bit)
fragmento de una unidad.
 
• R: 1 bit (reserved 
el receptor. 
 
• Type: 5 bits (NAL_unit_type








está definida únicamente para una unidad NAL, nunca 
 
número
número de secuencia RTP ascendente.
esta deberá ser especificada mediante el 
 (ver Anexo B) y además deberá 
 El bit de start indica si la carga transporta el primer 
 
 El bit de end especifica si la carga transporta el 
 
bit) Bit reservado. Si su valor es 0 será ignorado por 
)  Este componente especifica el tipo de 
 
 









 La figura 2.12 muestra parte de una unidad NAL fragmentada:
 
Fig. 2.12: 
El campo FU_indicator pertenece a la cabecera NAL estándar ya comentada 
pero indicando mediante el 
unidad fragmentada. Por otro lado el campo 
comentado en este mismo apartado.
 
2.7.2 Multiview Video C
 
La capa de abstracción de red permite el transporte de Multiview Video Coding. 
Cuando la NAL transporta MVC el 
una cabecera adicional de tres bytes
 
 
• R: 1 bit (reserved_zero_one_bit
por el receptor. 
 
• I: 1 bit (idr_flag) 
descodificado instantáneamente.
 
• PRID: 6 bits (priority_id
prioridad para la unidad. Un valor más bajo de PRID indica una mayor 
prioridad.  
 
• VID: 10 bits (view_id
pertenece la NAL.
 
• TID: 3 bits (temporal_id
indicar la tasa. 
 
• A: 1 bit (anchor_pic_flag
imagen de anclaje o no.
Fig. 2.13
 
Estructura de unidad NAL fragmentada 
 
 
NALl_unit_type que el contenedor transporta una 
FU_header pertenece al campo 
 
oding y Network Abstraction Layer
NAL_unit_type debe ser 14 o 20 y se añade 
 a la cabecera estándar. 
)  Bit reservado.  Si es 0 será ignorado 
Este bit nos indica si el contenido de la NAL puede ser 
 
)  Este campo especifica un identificador de 
)  Indica el valor del identificador de 
 
)  Este campo indica la capa temporal. Puede 
)  Este flag indica si la NAL contiene una 
 
 
: Cabecera NAL específica para MVC 
 
 
vista a la que 
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• V: 1 bit (inter_view_flag)  Este bit especifica si la imagen que contiene 
la NAL se utiliza para predecir en vistas o no. 
 
• O: 1 bit (reserved_one_bit)  Bit reservado. 
 
2.8 Transporte sobre redes IP 
 
En este apartado se tratara un tipo de transmisión específica: la transmisión 
sobre una red IP, que es un conjunto de dispositivos que se intercomunican 
mediante el protocolo IP (Internet Protocol). Antes de entrar en detalle en el 
transporte de H.264/MVC sobre IP, se presentan algunos detalles sobre los 
protocolos básicos usados en Internet. 
2.8.1 Protocolo IP 
 
Es un protocolo no orientado a conexión. Está diseñado para una red de 
conmutación de paquetes donde estos son encaminados desde el origen hasta 
su destino mediante direcciones IP origen/destino. El protocolo no garantiza la 
llegada de estos paquetes y por este motivo es necesario dejar la integridad de 
los paquetes en manos de otros protocolos de nivel superior [7].  
2.8.2 Protocolos de transporte 
 
En ocasiones una misma máquina (una dirección IP) puede necesitar recibir 
paquetes para diferentes aplicaciones (aplicación multimedia, mensajería 
instantánea, navegador etc.). La maquina receptora determinará a que 
aplicación van destinados cada uno de los paquetes recibidos en función de un 
número de la cabecera de los protocolos de transporte llamado puerto. Existen 
dos protocolos de transporte principales: TCP y UDP. 
2.8.2.1  Protocolo TCP (Transport Control Protocol) 
 
Este protocolo está pensado para transportar paquetes destinados a 
aplicaciones que no se pueden permitir la pérdida de un paquete. Mediante un 
esquema de confirmaciones y retransmisiones garantiza la integridad de los 
paquetes y se cerciora de la llegada de los mismos al destino. Todos estos 
procedimientos consisten en el envío de una serie de mensajes de control que 
no transportan información, sino confirmaciones. Este hecho provoca que, en 
caso de redes propensas a errores en la comunicación, la llegada de datos 
útiles pierda fluidez, lo que puede ser perjudicial para transmisiones de audio o 
vídeo [6]. 
2.8.2.2  Protocolo UDP (User Datagram Protocol) 
 
Este protocolo no asegura la llegada de los paquetes sino que deja su 
integridad en manos de protocolos de nivel de aplicación. Es muy apropiado 
para aplicaciones en las que no es trascendental la recepción del 100% de los 
 paquetes, como por ejemplo una videoconferencia, en la que la pérdida de un 
paquete quizá no es crítica y en cambio la respuesta temporal si es importante 
para mantener la interactividad. Básicamente añade el puerto a IP, y es muy 
ligero en lo que a cabeceras se refiere respecto a TCP [8]. 
2.8.3 Protocolo RTP (Real-time transport Protocol) 
 
Es un protocolo utilizado para la transmisión de información en tiempo real que 
complementa a UDP con unos campos adicionales que son importantes para 
una transmisión de información audiovisual y de los que UDP carece. Su 
cabecera incorpora campos como el número de secuencia del paquete, 
utilizado para reordenarlos, y un timestamp, que es un número que especifica 
una marca temporal del contenido que transporta el paquete y se usa 
normalmente para la sincronización de audio y vídeo. En el anexo B3 podemos 
ver la cabecera del protocolo RTP detalladamente [5], [9]. 
2.8.4 Transporte de H.264 sobre RTP 
 
El RFC 3984 [4] especifica el transporte de unidades NAL sobre RTP. Las 
unidades NAL se encapsulan en paquetes que contienen la cabecera RTP 
indicada anteriormente. Las estructuras de paquetes que hemos visto en el 
apartado 2.7 están basadas en el protocolo RTP. Para cualquier tipo de 
estructura de unidad NAL (simples, agregadas, fragmentadas etc.) la estructura 
de los campos RTP siempre será igual, es decir, nunca se alterara el formato 
de la cabecera RTP en función de su contenido. 
2.8.4.1 Caso especifico de transporte de MVC sobre RTP 
 
En la actualidad todavía se está discutiendo el RFC para transportar MVC 
sobre RTP, prueba de ello son las constantes modificaciones sobre el draft 
(versión 5, abril 2010) que especifica el transporte de MVC sobre RTP [2]. El 
transporte de MVC sobre RTP consiste simplemente en encapsular las NAL 
que transportan MVC (comentadas anteriormente) en paquetes RTP.  
 
En la figura 2.14 podemos apreciar la estructura de cabeceras (y el número de 
bytes que ocupa cada una de ellas) que sigue un paquete de datos que 
transporta información MVC/H.264 
 
 
Fig. 2.14: Arquitectura de cabeceras para el transporte de H.264 MVC sobre 
IP/UDP/RTP (tamaños en bytes)
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CAPÍTULO 3. SOFTWARE MVC DE NOKIA 
3.1 Introducción 
 
A mediados de 2009 la NOKIA publica en su página web un software 
compuesto por un codificador y un descodificador MVC en código abierto y 
totalmente gratuito [28]. La versión que se ha tomado para ser estudiada en 
este proyecto es la MVC_SW_v03, descargada en marzo de 2010 y sin 
ninguna actualización hasta la fecha de escritura de este TFC. 
3.2 Características del codificador 
 
En la carpeta en la que se encuentra el codificador podemos encontrar archivos 
para poner en marcha el codificador en cualquier plataforma que pueda 
interpretar el lenguaje de programación C. Y además podemos encontrar un 
archivo con extensión .dsp que contiene el codificador en forma de proyecto de 
Microsoft Visual Studio, lo cual facilita enormemente su compilación en 
Windows. 
 
3.2.1 Compilación  
 
Se ha decidido realizar la compilación en Linux por motivos de disponibilidad, 
estabilidad y por su condición de software libre que nos permite analizar el 
código  interno del sistema operativo en caso de que lo necesitásemos. En 
nuestro caso utilizaremos OpenSuse 10.2. El manual especifica cómo se debe 
realizar la compilación. Pero siguiendo los pasos del manual no es posible 
realizar una compilación con éxito. 
 
En primer lugar tenemos que cambiar el nombre de los archivos RateControl.c 
y RateControl.h, que se encuentran en las carpetas src e include 
respectivamente, por ratecontrol.c y ratecontrol.h. 
 
Una vez cambiados debemos trasladarnos por línea de comandos a la carpeta 
src de codificador y generar los archivos .o mediante el siguiente comando: 
 
gcc I./../include -c  air.c bitbuffer.c dpb.c frame.c globals.c 
intrapred.c invtransform.c loopfilter.c macroblock.c meutility.c 
modedecision.c motcomp.c motest.c nccglob.c parameterset.c 
prederrorcod.c  prederrordec.c ratecontrol.c refframe.c rtp.c 
scenecut.c searchwin.c sei.c sequence.c slice.c stream.c transform.c 
vlc.c vlcutility.c encoder.c 
Fig. 3.1: Comando para compilar el codificador de NOKIA 
 
 
Con  los archivos .o generados sólo nos falta generar un ejecutable con el 
comando de la figura 3.2: 
 
 
 gcc -lm air.o bitbuffer.o dpb.o frame.o globals.o intrapred.o 
invtransform.o loopfilter.o macroblock.o meutility.o modedecision.o 
motcomp.o motest.o nccglob.o parameterset.o prederrorcod.o  
prederrordec.o ratecontrol.o refframe.o rtp.o scenecut.o searchwin.o 
sei.o sequence.o slice.o stream.o transform.o vlc.o vlcutility.o 
encoder.o  
o ./../MVCEncoder 
Fig. 3.2: Comando para generar el ejecutable del codificador de NOKIA 
 
Con este paso ya tenemos el ejecutable MVCEncoder creado y listo para 
codificar. 
 
El manual no especifica la opción –lm pero es necesario ponerla ya que si no el 
compilador no sabe que debe recurrir a la librería Math.c del sistema operativo. 
3.2.2 Parámetros 
 
Para poner en marcha el ejecutable, le debemos pasar algunos parámetros que 
determinaran aspectos de la codificación. En el siguiente comando podemos 
ver los parámetros más importantes: 
 
./CodecExec -inyuv left.yuv -in2 right.yuv -out salida -rframes 2 -
frames 400 -width 400 -height 240 -q 24 -qintra 24 -skip 0 –rtp 
 
• inyuv: Mediante este parámetro especificamos la ruta del archivo en 
formato YUV perteneciente a la vista izquierda. (Se dan más detalles de 
este formato en el apartado 3.2.3) 
 
• in2: Igual que el anterior pero para la vista derecha. 
 
• out: Nombre del archivo de salida codificada en MVC. 
 
• rframes: Número de imágenes de referencia. Si el valor es 0 todas las 
imágenes serán intra. 
 
• frames: Número de imágenes que el codificador extraerá del archivo 
YUV para realizar la codificación MVC. 
 
• width: ancho del vídeo de entrada. 
 
• height: alto del vídeo de entrada. 
 
• q: coeficiente de luminancia. Su valor por defecto es 24. 
 
• qintra: coeficiente de luminancia aplicado a imágenes I e IDR. Su valor 
por defecto es 24. 
 
• skip: Número de imágenes que serán excluidas a la entrada del 
codificador.  
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• rtp: Con este parámetro el codificador encapsula los datos de la 
codificación en paquetes RTP. 
 
En los anexos podemos ver la lista de todos los parámetros posibles para el 
codificador. 
3.2.3 Entrada  
 
El codificador espera recibir por entrada dos archivos pertenecientes a cada 
una de las vistas que contengan imágenes YUV en formato 4:2:0. Este archivo 
de imágenes YUV no debe tener ningún tipo de cabecera y debe seguir la 
estructura 4:2:0p (cuya especificación podemos encontrar en el anexo E). Para 
conseguir generar un archivo de este tipo se ha utilizado el software FFmpeg 
[19],[20], que es una colección de software libre que puede grabar, convertir y 
hacer streaming de audio y vídeo. Podemos encontrar más información acerca 
de este software en el anexo A1. Hemos utilizado el siguiente comando 
FFmpeg para convertir un vídeo en cualquier formato a un archivo de imágenes 
YUV 4:2:0: 
 
ffmpeg -i archivo_a_codificar.mp4 –s 400x240 video.yuv 
 
4:2:0 es la relación por defecto usada por FFmpeg. El codificador de NOKIA 
acepta hasta una resolución de 400x240 píxeles a su entrada. 
 
Para tratar con vídeos estéreos hemos realizado una captura de la señal de 
TV3HD durante unas emisiones side by side [36]. Una vez obtenida la captura 
la hemos sometido a un tratamiento que consistía en dividir espacialmente de 
manera vertical la imagen separando las vistas en dos archivos diferentes. 
Lamentablemente nos hemos visto obligados a transcodificar en la resolución 
ya que el codificador de NOKIA no acepta la resolución nativa de la señal de 
TV3 (1440 píxeles x 1080 líneas). El procedimiento de tratamiento de la señal 
lo podemos encontrar en el anexo G. 
3.2.4 Codificación  
 
Una vez tenemos preparados los vídeos de entrada ejecutamos el codificador 
con los parámetros oportunos para la realización de las diferentes pruebas. El 
codificador muestra por la pantalla (salida estándar) la siguiente información 
para cada par de imágenes: 
 
view0: 1 
 0 0,  
numShorts 1, IdxOldest 0  
 0 0,  
  1(P) bits 704 PsnrYUV 46.00 47.33 46.17 intraMb 3 6903 0 
view1: 1 
 0 1,  1 0,  
numShorts 2, IdxOldest 1  
 0 1,  1 0,  
  1(P) bits 496 PsnrYUV 45.98 47.22 46.01  intraMb 2 6965 0 
Fig. 3.3: Datos salida estándar del codificador de NOKIA 
 
 Podemos ver que queda especificada la siguiente información: 
 
• Identificador de vista e imagen asociada: view0:1, view1:1 
corresponden a la imagen 1 de las vistas 0 y 1. 
 
• Numshorts: Indica el número de imágenes entre una imagen y su última 
referencia. (Si todas son intra este valor será siempre 1 para la vista 
principal y 2 para la vista no principal). 
 
• Idx oldest: Imagen más antigua a la que hace referencia. 
 
• Tipo de imagen: (I) (P) (p) (las imágenes p serán comentadas en la 
prueba 4 del apartado 3.2.4.1). 
 
• Número de bits de la imagen codificada (704,496). 
 
• PsnrYUV (Peak Signal-to-Noise Ratio YUV). Es una medida cuantitativa 
de la calidad de la reconstrucción de la imagen, en dB, para las tres 
componentes. 
 
• IntraMb: Número de macrobloques codificados como intra, para las tres 
componentes (3, 6903,0 y 2, 6965,0). 
 
3.2.4.1 Pruebas realizadas 
 




Podemos ver como pasamos de dos vídeos convencionales a un 
MVCbitstream que representa el archivo codificado contenedor de las dos 
vistas. Hemos realizado las siguientes pruebas, cuya especificación queda 
reflejada en el anexo D, para analizar los tiempos de codificación, la estructura 
de los archivos codificados y los factores de compresión: 
 
Prueba 1:  
 
La prueba 1 la hemos realizado con el siguiente comando: 
 
 
Fig. 3.4: Procedimiento seguido en las pruebas realizadas 
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./CodecExec -inyuv video1.yuv -in2 video2.yuv -out prueba1.xvi32 -
frames 200 -width 400 -height 240 -q 24 -qintra 24 -skip 0 -rframes 2 
-rtp > prueba1.txt 
 
En los datos de codificación hemos podido comprobar que se han codificado 
400 frames en total (200 por vista), de las cuales dos son intra (una por vista) y 
las podemos encontrar en las dos primeras posiciones. El resto de imágenes 




Cuando realizamos la prueba 2 encontramos un error: 
 
./CodecExec -inyuv video1.yuv -in2 video2.yuv -out prueba2.xvi32 -
frames 200 -width 400 -height 240 -q 24 -qintra 24 -skip 0 -rframes 0 
-rtp > prueba2.txt 
ViolaciÃ³n de segmento 
 
La diferencia respecto de la prueba anterior es el valor de rframes, en este 
caso 0. Según el manual en caso de 0 todas las imágenes serán codificadas 
como intra: 
 
-rframes Number of reference frames used in encoder.  
0 means, all frames are intra. 
 
Hemos podido comprobar que no es así. El error (violación de segmento) nos 
indica que el programa está cometiendo un error del tipo división por 0, o un 
acceso a memoria a una posición imposible o temporalmente bloqueada. 
 
Por tanto para codificar todas las imágenes como intra hemos probado utilizar 
el parámetro –intrafreq = 1. Hemos usado el siguiente comando: 
 
./CodecExec -inyuv video.yuv -in2 video2.yuv -out prueba2.xvi32 -
intraFreq 1 -frames 200 -width 400 -height 240 -q 24 -qintra 24 -skip 
0 -rtp > prueba2.txt 
  
En los datos de la codificación hemos podido ver que, ahora sí, el 100% de las 




En esta prueba comprobaremos si realmente el parámetro rframes está 
relacionado con el número de imágenes intra en el archivo codificado. 
 
Este es el comando utilizado en la prueba 3: 
 
./CodecExec -inyuv video1.yuv -in2 video2.yuv -out prueba3.xvi32 -
frames 200 -width 400 -height 240 -q 24 -qintra 24 -skip 0 -rframes 
100 -rtp > prueba3.txt 
 
En esta ocasión el valor de rframes era de 100 pero igualmente se han 
codificado 2 imágenes como intra. Por lo tanto el valor del parámetro rframes 
nada tiene que ver con el número de imágenes codificadas como imágenes 





Con el parámetro –IpP podemos especificar al codificador el número de 
imágenes no referentes insertadas después de una imagen de referencia. 
 
Este es el comando utilizado: 
 
./CodecExec -inyuv video1.yuv – video2.yuv -out prueba4.xvi32 -frames 
200 -width 400 -height 240 -q 24 -qintra 24 -IpP 5 -skip 0 –rtp > 
prueba4.txt 
 
En los datos de codificación hemos podido ver que se han codificado 2 
imágenes como intra y 308 imágenes como P. La codificación en este caso de 
410 imágenes es debida a que tras la última imagen, al haber finalizado la 
codificación, el codificador se ve obligado a insertar las 5 imágenes no 
referentes por vista solicitadas por línea de comandos. En otras palabras 
podemos decir que durante la codificación constantemente se insertan 5 
imágenes no referentes por vista pero al llegar a la última imagen el codificador 
se ve obligado a insertar 10 imágenes más (5 por vista). 
 
Hemos podido apreciar imágenes p dentro del grupo de imágenes P. Este 
nuevo tipo pertenece al grupo de imágenes no referentes insertadas tras una 
imagen de referencia. Hemos llegado a la conclusión de que este tipo de 
imágenes pertenecen a un nuevo grupo de tipos de frames que incorpora 
H.264. Las imágenes IDR son básicamente imágenes intra pero con la 
particularidad de que las imágenes IDR no sirven de referencia para la 
siguiente imagen codificada. Se añadieron al estándar para evitar que 
imágenes codificadas como P hiciesen referencia a imágenes anteriores a la 
última imagen codificada como intra. A mayor número de imágenes IDR mayor 
tiempo tanto en codificación como en descodificación. La misión principal que 
tienen estas imágenes es la de facilitar la descodificación sin necesidad de 
esperar la aparición de una imagen intra [24]. 
 
En las pruebas realizadas hemos redireccionado la salida estándar del 
codificador a un archivo de texto y hemos adjuntado los datos de la codificación 
en el anexo F.  
3.2.4.2 Tiempos de codificación 
 
Todas las pruebas han sido realizadas con dos maquinas diferentes con las 
características que podemos ver en la tabla 3.1. 
 
 
 Procesador Memoria RAM 
Maquina 1 Intel Core 2 CPU 6300 @ 1,86 Ghz 2 GB 
Maquina 2 Intel core i5 CPU 660 @  3,33Ghz  4 GB 
Tabla 3.1: Propiedades de las maquinas utilizadas 
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En la tabla 3.2 podemos ver el tiempo de codificación de las diferentes pruebas 
realizadas. En el mejor de los casos tenemos un tiempo de codificación de 400 
imágenes de 42 segundos (prueba 2 con la maquina 2). Esto significa una 
imagen codificada cada 9,52 segundos. Es un tiempo inaceptable si se desea 
hacer una transmisión en la que se codifique en tiempo real (25 imágenes/s).  
 
 MAQUINA 1 MAQUINA 2 








1 352,49 s 1,13  224,4 s 1,78 
2 59,18 s 6,76 42 s 9,52 
3 3444,40 s 0,12 1817,16 s 0,22 
4 264,15 s 1,51  143,31 s 2,79 
Tabla 3.2: Tiempos de codificación del codificador de NOKIA 
 
 
El sistema, por tanto, está pensado para una previa preparación de la fuente de 
transmisión antes de iniciar la emisión. Un detalle importante es que a mayor 
cantidad de imágenes codificadas como intra la codificación se efectúa más 
rápido. La prueba 2 ha sido la más rápida debido a que todas las imágenes son 
intra. Esto tiene sentido ya que para una maquina representa menor coste 
computacional realizar el algoritmo de codificación de una imagen intra (similar 
al algoritmo JPEG) que realizar algoritmos relacionados con la compensación 
de movimiento respecto a otras imágenes que deben de permanecer 
guardadas en memoria. 
3.2.5 Salida 
 
El codificador genera un único archivo con información codificada perteneciente 
a las dos vistas. Para hacer un análisis detallado de este archivo hemos 
utilizado el software Xvi32 que es un editor hexadecimal gratuito con el que 
podemos hacer una lectura detallada de cada uno de los bytes del archivo. 
Podemos ver más información acerca de este software en el anexo B. 
3.2.5.1 Compresión 
 
En todas las pruebas que hemos realizado se han codificado 400 frames (200 
por vista). Como hemos comentado en el apartado 3.2.3 el modelo YUV es 
4:2:0. Al ser un formato sin comprimir el tamaño de los vídeos a codificar 
siempre será el mismo: 
 








  144000 	./	





  8 	  ñ/ .
 ;	.
/ 
 =6-./  >?@AAAAA BCDEF 
Ecuación 3.1: Tamaños de los archivos en crudo 
 
  
 En la tabla 3.3 podemos ver cuánto ocupa en bytes cada vista y el factor de 
compresión entre vistas (tamaño vista 0 / tamaño vista 1) y factor de 
compresión total (referenciado al vídeo en crudo). Los factores más bajos de 











1 464037 68696 6,8 108,1 
2 1145633 1146274 0,1 25,1 
3 469514 142663 3,3 94,1 
4 866637 703893 1,2 36,7 
Tabla 3.3: Compresión del codificador de NOKIA 
 
 
En la prueba 2 la causa es la gran cantidad de imágenes intra y en la prueba 4 
es la alta cantidad de imágenes IDR. Por otro lado los factores más altos de 
compresión los podemos encontrar cuando se han codificado pocas imágenes 
intra y pocas o ninguna imagen IDR. 
 
En cuanto a la codificación entre vistas tenemos exactamente las mismas 
causas. Cabe destacar la compresión entre vistas de la prueba 2 que ronda un 
factor de compresión de 1, lo que quiere decir que no hay compresión entre 
vistas. Esto es debido a que con el parámetro intraFreq=1 forzamos a codificar 
todas las imágenes como intra y el codificador de NOKIA sólo se basa en las 
imágenes no referentes (no intra) de la vista principal para comprimir. 
3.2.5.2 Cabecera RTP 
 
Aun contando con la ayuda de Xvi32, buscar una estructura coherente entre 
miles de bytes resulta complicado y por tanto tenemos que buscar un criterio o 
estrategia de búsqueda. En este caso la estrategia se basara principalmente en 
la búsqueda de un patrón, es decir, una serie de bytes que se repiten 
periódicamente. Es difícil encontrar un patrón entre los datos y lo es más si los 
datos están codificados pero no lo es tanto encontrar patrones mediante 
cabeceras.  
 
Sabemos que el codificador se basa en H.264 para codificar. Este estándar 
encapsula las unidades de acceso en unidades NAL. El problema es que una 
cabecera NAL estándar sólo ocupa un byte y no podemos seguir un patrón de 
un sólo byte, por tanto utilizaremos la opción –rtp del codificador para que este 
encapsule las unidades NAL en paquetes RTP, cuya cabecera es de 12 bytes, 
y nos resultará mucho más fácil buscar un patrón. 
 
Si miramos el código, en el archivo rtp.c del codificador podemos encontrar la 
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void generateRTPHeader(bitbuffer_s *bitbuf, 
                      rtpPacket_s *rtpPacket) 
{ 
  int i; 
 
  for(i=0;i<32;i++) 
    bibPutByte(bitbuf,0); 
 
  bibPutByte(bitbuf,0x80); 
  bibPutByte(bitbuf,0x66); 
   
  bibPutByte(bitbuf,((rtpPacket->seq & 0x0000FF00)>>8)); 
  bibPutByte(bitbuf,((rtpPacket->seq & 0x000000FF))); 
 
  bibPutByte(bitbuf,(rtpPacket->timestamp>>24)); 
  bibPutByte(bitbuf,rtpPacket->timestamp>>16); 
  bibPutByte(bitbuf,(rtpPacket->timestamp>>8)); 
  bibPutByte(bitbuf,rtpPacket->timestamp); 
     
 
  bibPutByte(bitbuf,0x55); 
  bibPutByte(bitbuf,0xaa); 
  bibPutByte(bitbuf,0x55); 
  bibPutByte(bitbuf,0xaa); 
 
  rtpPacket->seq++; 
    
} 
Fig. 3.5: Función generateRTPHeader del código de NOKIA 
 







CSRC COUNT 0 
Marker bit 0 
Payload type 51 




Tabla 3.4: Valores de los campos de la cabecera 
RTP del codificador de NOKIA 
 
En hexadecimal nos encontramos con lo siguiente: 
 
80 66 00 00 00 00 00 00 55 AA 55 AA 
 
Podemos destacar el campo payload type que tiene un valor de 51 y 
actualmente no está asignado oficialmente por la IANA, y también los campos 
de sincronización de fuentes y fuentes contribuyentes que se mantienen 
 siempre en un valor estático de 0x55AA. En el código anterior no se incrementa 
el timestamp en ningún momento. La función que incrementa el timestamp la 
hemos encontrado en el mismo archivo rtp.c y es la siguiente: 
 
void incrementRTPTimeStamp(rtpPacket_s *rtpPacket) 
{ 
  rtpPacket->timestamp += rtpPacket->timestamp_inc; 
} 
void modifyRTPSize(bitbuffer_s *bitbuf, 
                  int size, 
                  int bytePos) 
{ 
  bitbuf->bufAddr[bytePos+3] = (u_int8) ((size+40) & 0x000000FF); 
  bitbuf->bufAddr[bytePos+2] = (u_int8) (((size+40) & 0x0000FF00)>>8); 
  bitbuf->bufAddr[bytePos+1] = (u_int8) (((size+40) & 
0x00FF0000)>>16); 
  bitbuf->bufAddr[bytePos]   = (u_int8) (((size+40) & 
0xFF000000)>>24); 
} 
Fig. 3.6: Función incrementRTPTimeStamp del código de NOKIA 
 
Después de revisar uno por uno todos los archivos del código hemos podido 
comprobar que esta función no se llama nunca. Por tanto el timestamp nunca 
variará de 0 (más adelante se comentará el motivo). A priori los únicos bytes 
que cambian de un paquete a otro son los pertenecientes al número de 
secuencia (indicados en rojo), por tanto podemos usar como patrón de 
búsqueda los campos SSRC y CSRC que engloban 4 bytes. La probabilidad de 
que se repitan estos 4 bytes en el campo de datos es muy baja. 
 
Si abrimos el archivo generado por cualquiera de las diferentes codificaciones 
con Xvi32 podemos ver que aparece lo que nos esperábamos después de una 




Fig. 3.7: Captura Xvi32  240 bits a 0 
 
 
Una vez comprobado que la cabecera es la esperada en el primer paquete 
podemos buscar los siguientes paquetes utilizando el patrón 55 AA 55 AA que 
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3.2.5.3 Cabecera NAL genérica 
 
Utilizando el archivo obtenido en la prueba 1 vemos que después de la 
cabecera RTP nos encontraremos la cabecera NAL genérica, compuesta por 
un sólo byte como ya vimos en la figura 3.7. 
 
En los diez primeros paquetes RTP nos encontramos los bytes mostrados en la 
tabla 3.5. Hasta el final del archivo los bytes 55 AA 55 AA siempre irán 
seguidos del byte 2E. Podemos ver que existe un encabezado para todos los 
archivos codificados antes de que lleguen las primeras cabeceras NAL. Más 
tarde comentaremos el significado de este encabezado común. 
 
 
Byte encontrado F (1 bit) NRI (2 bits) TYPE (5 bits) 
27 0  0 01   1 00111   7 
2F 0  0 01   1 01111  15 
28 0  0 01   1 01000   8 
28 0  0 01   1 01000   8 
2E 0   0 01   1 01110  14 
2E 0   0 01   1 01110  14 
2E 0   0 01   1 01110  14 
2E 0   0 01   1 01110  14 
2E 0   0 01   1 01110  14 
2E 0   0 01   1 01110  14 
Tabla 3.5: Búsqueda de cabecera NAL genérica 
 
 
El byte 2E tiene sentido desde el punto de vista de una cabecera NAL genérica 
ya que el campo F tiene un valor de 0 (de lo contrario sería ignorado por el 
receptor). El campo NRI tiene un valor de 1, lo que significa que la información 
transportada es usada para reconstruir imágenes de referencia. Y finalmente el 
campo TYPE tiene un valor de 14, lo que significa que transporta MVC y por 
tanto el descodificador debe seguir leyendo la cabecera específica para MVC.  
Etiquetar todas las unidades NAL con el campo NRI a 1 quiere decir que todas 
las unidades son utilizadas para reconstruir imágenes de referencia. 
 
Esto no es exactamente así ya que como hemos visto en el apartado 3.2.4.1 
además de imágenes P (utilizadas para reconstruir imágenes de referencia) 
podemos encontrar también imágenes I (imágenes de referencia).  Además el 
campo NRI está definido según el RFC de H.264 como un campo que en caso 
de tomar un valor de 0 significará que la imagen podrá ser descodificada de 
manera instantánea. Una intra siempre puede ser descodificada de manera 
instantánea ya que es una imagen de referencia para las demás imágenes. 
 
Para asegurarnos de que no pasamos por alto ninguna cabecera realizaremos 
un recuento. Con Xvi32 podemos contar el número de veces que aparece un 
byte o cadena de bytes en un archivo. Si contamos cuantas veces aparece el 
byte 2E en el archivo puede que nos equivoquemos ya que podría pertenecer 
 al campo de datos con alta probabilidad. De nuevo utilizaremos los últimos 
bytes de la cabecera RTP para realizar el recuento. 
 
Número de apariciones de la cadena de bytes 55 AA 55 AA 2E: 400 
 
El número de unidades NAL con cabecera genérica 2E coincide con el  número 
de imágenes codificadas en el archivo. El codificador, por tanto, no especifica 
en la cabecera NAL si la imagen que contiene la unidad es I o es P. 
 
Aun así, hemos podido comprobar que el archivo generado en la prueba 4 es 
diferente. Tan sólo hemos encontrado 70 unidades con el byte 2E. El motivo de 
esto es la aparición de nuevas imágenes no referentes después de las 
imágenes de referencia (IDR). Si cambiamos el campo NRI de la cabecera NAL 
genérica a diferentes valores y buscamos posibles resultados nos encontramos 
que cuando el valor del campo NRI es 00, y por tanto la cabecera NAL genérica 
forma el byte 0E, encontramos los resultados mostrados en la tabla 3.6. 
 
  Número de apariciones 
Cadena de bytes               
  Prueba 4 
55 AA 55 AA 0E 41 00 41 170 
55 AA 55 AA 0E 41 00 03 
 170 
55 AA 55 AA 0E 01 00 07 0 
Tabla 3.6: Recuento cabeceras genéricas 
 
 
Si realizamos un recuento final vemos que las 70 que teníamos más las 340 
nuevas que acabamos de encontrar suman 410 imágenes codificadas. Valor 
que coincide con el valor de frames codificadas de los datos de codificación de 
la prueba 5 que hemos podido ver en el apartado 3.2.4.1. 
 
Esta vez sí, los recuentos coinciden con las imágenes codificadas. De esta 
manera no sólo aseguramos que no hemos pasado por alto ninguna cabecera, 
sino que también nos cercioramos de que cada unidad NAL contiene sólo una 
imagen. No existe ni fragmentación ni agregación de unidades. Esto explica la 
decisión de NOKIA de no incrementar el timestamp en cada paquete. 
 
Hemos podido comprobar que la cabecera 0E pertenece a las imágenes tipo 
IDR (que el codificador etiqueta en los datos de codificación como p frames), 
que son las imágenes insertadas en la prueba 4 mediante el parámetro –IpP. El 
codificador asigna a estas imágenes el byte 0E. El único campo que cambia 
respecto al byte 2E que habíamos visto hasta ahora es el campo NRI, que en 
este caso toma un valor de 0 indicando, esta vez sí, que la imagen puede ser 
descodificada instantáneamente. 
 
Además, según el RFC RTP para H.264 [4] el NAL_unit_type 14 corresponde a 
las imágenes pertenecientes a la vita principal (en este caso la vista izquierda) 
y el NAL_unit_type 20 corresponde a las demás vistas. El codificador marca las 
400 imágenes con el NAL_unit_type=14. Esto nos hace pensar que todas las 
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imágenes pertenecen al mismo punto de vista. Podremos comprobar si las 
imágenes pertenecen o no al mismo punto de vista mediante la cabecera 
especifica de MVC.  
3.2.5.4 Cabecera NAL específica 
 
Como se ha comentado en el apartado 2.7.2 cuando el NAL_unit_type toma un 
valor de 14 o de 20, el descodificador deberá seguir leyendo una cabecera 
adicional específica para MVC. 
 
Siguiendo los criterios de búsqueda utilizados hasta el momento hemos 
realizado el recuento de la tabla 3.7 para las diferentes pruebas: 
 
 
  Número de apariciones 
Cadena de bytes               
  P1 P2 P3 P4 P5 P6 P7 
55 AA 55 AA 2E 41 00 41 
 200  200  200  200 35  200 200  
55 AA 55 AA 2E 41 00 03 
 199 199  199  199 34  199 199  
55 AA 55 AA 2E 01 00 07 
 1  1 1  1   1  1 1  
55 AA 55 AA 0E 41 00 41 0 0 0 0 170 0 0 
55 AA 55 AA 0E 41 00 03 0 0 0 0  170 0 0 
55 AA 55 AA 0E 01 00 07 0 0 0 0 0 0 0 
Tabla 3.7: Recuento cabeceras específicas 
 
 
Podemos ver que en todos los archivos las seis cadenas suman 400, que 
coincide con el número de imágenes codificadas. Como hemos comentado en 
el apartado anterior, el archivo codificado en la prueba 4 es diferente. Si 
analizamos bit a bit el contenido de las tres cabeceras específicas diferentes 
que hemos encontrado obtenemos los resultados de la tabla 3.8. 
 
 41 00 41 41 00 03 01 00 07 
R: 1 bit 
reserved_zero_one_bit.  
0 0 0 
I: 1 bit idr_flag.  1 1 0 
PRID: 6 bits priority_id.  000001 000001 000001 
VID: 10 bits view_id.  0000000001 0000000000 0000000000 
TID: 3 bits temporal_id.  000 000 000 
A: 1 bit anchor_pic_flag.  0 0 1 
V: 1 bit inter_view_flag.  0 1 1 
O: 1 bit reserved_one_bit.  1 1 1 
Tabla 3.8: Análisis cabecera específica 
 Podemos ver que los tres tipos de cabecera mantienen el bit R y el bit O a 0. 
 
En el análisis, lo primero que hemos encontrado ha sido la unidad NAL con la 
cabecera específica 01 00 07. Esta cabecera tiene el bit I a 0, lo que significa 
que podrá ser descodificada instantáneamente por el receptor. Después de 
esta cabecera y hasta el final del archivo encontramos una unidad con 
cabecera específica 41 00 41 seguida de una unidad con cabecera específica 
41 00 03. 
 
Si nos fijamos en el campo VID (identificador de vista) podemos ver que las 
unidades con cabeceras 41 00 03 y 01 00 07 pertenecen a la vista principal 
(vista0) y que la unidad con cabecera 41 00 41 pertenece a la vista 1. A esto se 
debe que el bit V, que indica la interdependencia entre vistas, tenga un valor de 
1 en las unidades de la vista principal. Por tanto las imágenes de la vista 0 se 
utilizaran para predecir las imágenes de la vista 1. 
 
Las cabeceras 41 00 41 y 41 00 03 mantienen el bit I a 1. Esto significa que, a 
diferencia de la NAL 01 00 07, no podrán ser descodificadas instantáneamente. 
 
El campo PRID, que indica la prioridad, se mantiene en las tres cabeceras a 1. 
El codificador establece la misma prioridad a todas las unidades 
independientemente del tipo de imagen que transporten. Un valor inferior 
significaría mayor prioridad. Por otro lado el campo TID (temporal ID) siempre 
se mantiene a 0, por lo que suponemos que el codificador prescinde de él. 
 
Por último el bit anchor que anuncia una imagen de anclaje lo podemos ver 
activado únicamente en las imágenes IDR. Teóricamente lo deberíamos ver 
activado también en las imágenes de tipo intra ya que estos dos tipos de 
imágenes son los únicos tipos en los que podríamos iniciar la descodificación. 
Por tanto, un descodificador recién incorporado a una transmisión esperará a 
ver el bit anchor activado para iniciar la descodificación. 
 
3.3 Características del descodificador 
 
Los archivos necesarios para poner en marcha el descodificador de NOKIA los 
podemos encontrar en la carpeta MVCDecoder de la carpeta descargada. 
3.3.1 Compilación 
 
Hemos encontrado algunos problemas a la hora de compilar el descodificador. 
Problemas que han sido básicamente debidos a un error en el manual ya que 
este especifica una compilación en la que figura un archivo llamado debug.c 
que en la carpeta no está. Lo hemos ignorado por tanto. Pero su ausencia ha 
provocado algunos errores en archivos adicionales. En los archivos principales 
no hemos tenido ningún problema y hemos podido poner en marcha sin ningún 
problema el descodificador. Por tanto hemos cambiado ligeramente los 
comandos de compilación que establece el manual por los comandos 
siguientes: 
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gcc  
I./../include  
c  bitbuffer.c conversion.c decoder.c dpb.c errorconcealment.c 
framebuffer.c globals.c intrapred.c invtransform.c loopfilter.c 
macroblock.c motcomp.c nccglob.c parameterset.c prederrordec.c sei.c 
sequence.c slice.c vld.c 
 
Con  los archivos .o generados sólo nos falta generar un ejecutable con el 
comando de la figura 4.1: 
 
gcc bitbuffer.o conversion.o decoder.o dpb.o errorconcealment.o 
framebuffer.o globals.o intrapred.o invtransform.o loopfilter.o 
macroblock.o motcomp.o nccglob.o parameterset.o prederrordec.o sei.o 
sequence.o slice.o vld.o -o ./../MVCDecoder `pkg-config --cflags xv` 
`pkg-config --libs xv` 




Una vez generado el ejecutable podemos poner en marcha el codificador. Para 
ponerlo en marcha debemos pasarle únicamente dos parámetros, los 
siguientes: 
 
• -i: Entrada del archivo codificado. 
 
• -recoyuv: Salida de dos archivos en formato YUV pertenecientes a cada 
una de las vistas. 
 
Cabe destacar que el descodificador no recibe ningún parámetro relacionado 
con las características del vídeo. Características propias del archivo codificado 
como podrían ser la resolución, el número de frames codificadas etc., son 
estrictamente necesarias para poder descodificar correctamente. Si 
recordamos el apartado 3.2.5.3 hacíamos referencia a un encabezado que se 
repetía en todos los archivos codificados. Ante el más que probable hecho de 
que la información de la codificación que necesita el descodificador se 
transportase en este encabezado hemos hecho algunas sencillas pruebas con 
diferentes frames y con diferentes resoluciones apreciando ligeras diferencias 
en esta cabecera. Por tanto se ha llegado a la conclusión que la información de 
codificación se transporta en esta pequeña cabecera adicional que 
encontramos al principio de cada archivo codificado. 
3.3.3 Prueba del descodificador 
 
Para asegurarnos que la codificación/descodificación se ha realizado 
correctamente, debemos intentar reproducir el archivo de salida del 
descodificador. 
 
Como ya hemos comentado el descodificador nos proporciona una salida para 
cada una de las vistas en formato YUV. Debido a que este formato no tiene 
cabecera, los reproductores como Windows media player, quicktime player… 
tienen problemas para reproducirlo. Deberemos convertir este archivo a un tipo 
 de archivo con una cabecera que indique a los reproductores parámetros 
importantes como la resolución la tasa de imágenes por segundo etc.  
 
Para realizar esta conversión utilizaremos de nuevo FFmpeg y el siguiente 
comando: 
 
ffmpeg –s 240x400 –b 1200kb –i Outleft.yuv SalidaIzquierda.avi 
 
Todos los parámetros anteriores al parámetro –i (en el que se especifica la 
entrada) serán utilizados por FFmpeg para crear una cabecera para el 
contenedor de salida avi. Si a FFmpeg le faltan parámetros utilizara sus valores 
por defecto. La codificación por defecto para un contenedor avi es H.264. A 
continuación, a la izquierda podemos ver la imagen original y a la derecha 
podemos ver la imagen descodificada. 
 
 
Fig. 3.8: Imágenes original/decodificada MVC de NOKIA 
 
 
Visualmente no apreciamos diferencias, así que nos tendremos que basar en el 
PSNR para hacer una estimación de la calidad. En las codificaciones el valor 
mínimo de PSNR lo tenemos en la prueba 4 con 38,6 dB para las imágenes 
intra. En todas las demás pruebas tenemos valores superiores. A partir de unos 
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CAPÍTULO 4. SOFTWARE MVC DE JVT 
 
4.1 Introducción  
 
JVT (Joint Video Team) es un grupo de expertos creado en 2001 para 
desarrollar un codificador de vídeo avanzado y de alta compresión que 
pertenece conjuntamente a la UIT y a la ISO. Su principal proyecto es el 
estándar MPEG-4 Parte 10 AVC, cuya primera versión fue completada en 
mayo de 2003. Periódicamente realizan supervisiones y mejoras del estándar. 
Las últimas incorporaciones a la especificación fueron el modo de vídeo 
escalable (JSVC) a mediados de 2007 y la extensión de codificación multivista 
(JMVC) a principios de 2009. 
 
Esta última mejora del estándar es también objeto de estudio de este proyecto. 
JVT pone a disposición de todos aquellos que se registren en su página web un 
paquete de software con la implementación de referencia (que no suele estar 
optimizada) y al igual que el paquete de NOKIA está formado por un codificador 
y un descodificador de MVC. La carpeta está compuesta por un manual y 
archivos para poner en marcha el software tanto en UNIX como en Windows. 
La descarga se realiza mediante una aplicación CVS (Concurrent Versions 





En este caso comentaremos primero la compilación ya que todos los 
ejecutables han sido generados al mismo tiempo. 
 
Como hemos comentado, el paquete contiene librerías para poner en marcha 
el software tanto en UNIX como en Windows, pero debido a la gran cantidad de 
problemas de compilación que hemos tenido en UNIX hemos optado por 
Windows. Mediante Microsoft Visual Studio .NET hemos compilado el paquete 
y se han generado dentro de una carpeta llamada bin 6 ejecutables 
relacionados con la codificación/descodificación. Estos ejecutables los 
podemos ver en la tabla 4.1.  
 
Serán objeto de estudio de este proyecto H264AVCEncoderLibTestStatic, 










 Ejecutable Descripción 
DownConvertStatic Puede ser usado para el re 
muestreo espaciotemporal de las 
secuencias de vídeo. 
H264AVCEncoderLibTestStatic Es el ejecutable perteneciente al 
codificador. 
H264AVCDecoderLibTestStatic Este ejecutable pone en marcha el 
descodificador. 
MVCBitStreamAssembler Sirve de punto intermedio entre la 
codificación y la descodificación. 
Agrupa los archivos pertenecientes 
a cada una de las vistas. 
MVCBitStreamExtractor Realiza un proceso contrario al 
anterior. Extrae cada una de las 
vistas de un archivo con vistas 
agregadas. 
PSNRStatic Esta herramienta sirve para medir 
la PSNR (pico de relación señal a 
ruido). 
Tabla 4.1: Descripción ejecutables JMVC 
 
4.3 Codificador: H264AVCEncoderLibTestStatic  
 
El codificador se ejecuta mediante el siguiente comando: 
 
H264AVCEncoderLibTestStatic.exe –vf <mcfg> <view_id> 
 
Simplemente recibe por línea de comandos la ruta de un archivo de 
configuración y el número de vista a codificar. No haremos, por tanto, mención 




El codificador debe recibir por entrada un archivo crudo YUV del modelo 4:2:0. 
Para conseguir un archivo de este tipo hemos seguido el mismo procedimiento 
que en el apartado 3.2.3. Hemos usado los vídeos tratados de las capturas del 
canal TV3HD ya comentadas. 
4.3.2 Archivo de configuración 
 
Como hemos comentado anteriormente el codificador necesita un archivo de 
configuración donde quedan establecidos los principales parámetros de la 
codificación. El manual considera los parámetros: InputFile, OutputFile, 
FrameRate, FramesToBeEncoded y GOPSize como los más importantes. Pero 
nosotros destacaremos algunos más que también hemos considerado de vital 
trascendencia en la codificación. El archivo de configuración completo  
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podemos verlo en el anexo G pero a continuación comentaremos los 
parámetros más importantes: 
 
• InputFile: Con este parámetro especificamos la ruta donde el 
codificador encontrara el archivo a codificar. Como hemos 
comentado deberá ser un archivo en formato YUV 4:2:0 (Mismo 
formato de entrada que el codificador de NOKIA). 
 
• OutputFile: Especifica la ruta donde el codificador depositará el 
archivo codificado. 
 
• FrameRate: Representa la tasa del vídeo de entrada en hercios.  
 
• FramesToBeEncoded: Se refiere al número de imágenes que se 
codificarán del vídeo original. 
 
• GOPSize: Un GOP (group of pictures) consiste en todas las 











El parámetro especifica la longitud del GOP. 
 
• IntraPeriod: Este parámetro debe ser igual o mayor al tamaño del 
GOP y especifica el periodo de aparición de imágenes intra. 
 
• NumViewsMinusOne: Hemos querido destacar este parámetro a 
pesar de su sencillez (simplemente especifica el número de vistas 
menos 1) es uno de los pocos parámetros que de no tener valor o 
tener un valor incorrecto impide el arranque del codificador.  
 
• ViewOrder: El codificador nos permite elegir el orden de codificación 
de las diferentes vistas. 
 
• View_ID: Este parámetro especifica el identificador de vista. 
 
• Fwd_NumAnchorRefs: Este parámetro se usa para que la vista en 
cuestión use las imágenes de referencia fordward de la vista 
especificada mediante el parámetro Fwd_AnchorRefs. 
 
• Bwd_NumAnchorRefs: Es un parámetro igual que el anterior pero 
para la basarse en las imágenes de referencia backward. 
 
predicción 
Imagen de anclaje Imagen de anclaje 
GOP GOP 
 
Fig. 4.2: Ejemplo GOP 
 • Fwd_NumNonAnchorRefs y Bwd_NumNonAnchorRefs: Tienen el 
mismo sentido que los dos anteriores pero para imágenes no 
referentes de fordward y backward respectivamente. 
 
También comentaremos más adelante las variaciones que hemos hecho a este 
archivo para realizar las diferentes pruebas. 
4.3.3 Codificación 
 
Para realizar la codificación debemos ejecutar el codificador tantas veces como 
vistas queramos codificar. Siempre se hará con el mismo archivo de 
configuración: 
 
H264AVCEncoderLibTestStatic.exe –vf <mcfg> <1> 
H264AVCEncoderLibTestStatic.exe –vf <mcfg> <2> 
H264AVCEncoderLibTestStatic.exe –vf <mcfg> <3> 
Fig. 4.3: Comandos del codificador JMVC 
 
Cuando codificamos podemos ver en pantalla los siguientes datos de cada 
imagen: 
 
  0 I IDR REF_VIEW    0  QP 31  Y 37.2127 dB  U 36.9586 dB  V 
37.1753 dB   bits   47888 
   1 P REF            4  QP 31  Y 37.1262 dB  U 36.5980 dB  V 
37.0451 dB   bits   39920 
   2 B REF            2  QP 34  Y 34.5697 dB  U 36.2196 dB  V 
36.1122 dB   bits    7184 
   3 B                1  QP 35  Y 37.2648 dB  U 37.0113 dB  V 
37.1890 dB   bits     352 
   4 B                3  QP 35  Y 34.2117 dB  U 36.0049 dB  V 
35.9120 dB   bits    3888 
   5 P REF            8  QP 31  Y 38.0321 dB  U 37.6673 dB  V 
37.9410 dB   bits   25096 
   6 B REF            6  QP 34  Y 34.2617 dB  U 36.1998 dB  V 
36.8236 dB   bits    8448 
   7 B                5  QP 35  Y 34.6508 dB  U 35.4684 dB  V 
36.4557 dB   bits    4528 
   8 B                7  QP 35  Y 34.5934 dB  U 36.2839 dB  V 
36.7960 dB   bits    1416 
   9 I REF REF_VIEW   12  QP 31  Y 37.3720 dB  U 42.1494 dB  V 
37.4536 dB   bits   24288 
Fig. 4.4: Ejemplo salida estándar del codificador JMVC 
 
En todas las pruebas realizadas hemos redireccionado estos datos de la 
codificación a un fichero. En la figura 4.4 podemos ver, por orden: número de 
imagen, tipo de imagen, imagen más cercana a la que hace referencia, 
parámetro de cuantificación, PSNR para macrobloques Y, PSNR para 
macrobloques Cb, PSNR para macrobloques Cr y finalmente el número de bits 
de la imagen codificada. 
4.3.3.1 Pruebas realizadas 
 
Hemos realizado unas pruebas utilizando el escenario de la figura 3.1 para 
respetar la igualdad de condiciones entre los dos codificadores. Hemos 
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manipulado el archivo de configuración del codificador de manera que las 
pruebas realizadas se parezcan lo máximo posible a las pruebas realizadas 
con el codificador de NOKIA. Los archivos de configuración de cada una de las 




En esta primera prueba realizaremos una codificación con el mínimo número 
de imágenes intra insertadas. Para ello estableceremos el mismo valor  en el 
archivo de configuración para los parámetros FramesToBeEncoded e 
IntraPeriod. En el anexo E podemos comprobar que la prueba ha resultado 
exitosa ya que sólo hay una imagen intra por vista (la primera). 
 
Prueba 2  
 
La siguiente prueba consistirá en codificar todas las imágenes como intra. Para 
ello estableceremos un valor de 1 tanto en el parámetro GoP como en el 
parámetro IntraPeriod. Tras realizar la prueba hemos podido ver que como 




Mediante el archivo de configuración podemos manipular libremente como 
deseamos que se realice la codificación multivista. Los parámetros multivista del 
archivo de configuración son: Fwd_NumAnchorRefs, Bwd_NumAnchorRefs, 
Fwd_NumNonAnchorRefs,Bwd_NumNonAnchorRefs, Fwd_AnchorRefs,Bwd_ 
AnchorRefs, Fwd_Non AnchorRefs, Bwd_NonAnchorRefs. 
 
En esta prueba realizaremos una codificación con los parámetros multivista 
siguientes (teniendo en cuenta que en la vista principal, que es la primera 
codificada, todos los parámetros serán 0 debido a que no se basa en ninguna 
otra vista): 
 
View_ID                  1 
Fwd_NumAnchorRefs      1 
Fwd_AnchorRefs      0 0 
 
De esta manera pretendemos que las imágenes de referencia de la vista 
principal sean también referentes en la vista 1. 
 
Realizamos la codificación y efectivamente, las imágenes de referencia de las 
vista 1 se basan en las imágenes de referencia de las vista 0 ocupando un 




En esta prueba lo que intentaremos es que la vista1 no se base sólo en las 
imágenes de referencia de la vista principal, sino también en las que no sean de  




 View_ID                  1 
Fwd_NumAnchorRefs      1 
Fwd_NumNonAnchorRefs     1 
Fwd_AnchorRefs      0 0 
Fwd_NonAnchorRefs      0 0 
 
Esta vez hemos conseguido que todas las imágenes de la vista1, tanto de 
referencia (I) como las que se basan en imágenes anteriores (P), se basen en 
las imágenes de la vista0 para codificar. Incluso vemos que las imágenes Bref 





Tras muchas sub-pruebas intentando que la vista1 se base también en las 
imágenes tipo B de la vista principal hemos llegado a la conclusión de que el 
codificador no se puede basar en la misma vista para codificar imágenes P e 
imágenes B, es decir si la vista 1 se basa en la vista 0 para las imágenes tipo P, 
no lo podrá hacer también con las imágenes tipo B y viceversa. Por tanto para 
basarnos en ambas necesitaremos como mínimo tres puntos de vista diferentes. 
La codificación de esta prueba ha sido realizada con tres fuentes de vídeo 
iguales y los parámetros multivista han sido los siguientes: 
 
View_ID  0           
Fwd_NumAnchorRefs 0           
Bwd_NumAnchorRefs 0           
Fwd_NumNonAnchorRefs    0           
Bwd_NumNonAnchorRefs    0           
 
View_ID              1                                                    
Fwd_NumAnchorRefs  1 
Bwd_NumAnchorRefs  1 
Fwd_NumNonAnchorRefs     1 
Bwd_NumNonAnchorRefs     1 
Fwd_AnchorRefs       0 0 
Bwd_AnchorRefs       0 2 
Fwd_NonAnchorRefs  0 0 
Bwd_NonAnchorRefs  0 2 
 
View_ID             2           
Fwd_NumAnchorRefs  1 
Bwd_NumAnchorRefs  0 
Fwd_NumNonAnchorRefs     1 
Bwd_NumNonAnchorRefs     0 
Fwd_AnchorRefs         0 0 
Fwd_NonAnchorRefs         0 0 
 
4.3.3.2 Tiempos de codificación  
 
La tabla 4.2 nos muestra el tiempo (en segundos) que el H264AVCEncoder 
LibTestStatic tarda en codificar cada una de las vistas para las diferentes 
pruebas y la tasa de imágenes por segundo teniendo en cuenta que en total se 
codifican 400 imágenes (200 por vista). Las pruebas han sido realizadas con 
las maquinas cuyas características se han mencionado en la tabla 3.1. 
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1 532,46  689,57 0,32 262,52 390,76 0,61 
2 20,41  87,18 3,72 16,51 80,75 4,11 
3 498,31 584,86 0,37 251,14 306,72 0,72 
4 521,57  694,79 0,33 328,68 546,72 0,46 
5 778,37  805,84/864,85 0,26 462,16 451,76/471,78 0,43 
Tabla 4.2: Tiempos de codificación JMVC 
 
Podemos comprobar que en el mejor de los casos tenemos una tasa de 4.11 
imágenes codificadas por segundo. Es una cifra pequeña y no sería posible 
codificar en tiempo real. Podemos ver que nuevamente la prueba más rápida 
ha sido la que más imágenes intra ha codificado (en la prueba 2 sólo hemos 
codificado imágenes intra).  
4.3.4 Salida 
 
El codificador genera un archivo codificado cada vez que es ejecutado. Esto 
implica que cada vista tenga un propio archivo. 
4.3.4.1 Compresión 
 













1 164228 29354 5,6 297,5 
2 528571 5393 98,0 107,9 
3 171575 125391 1,4 194,0 
4 171575 25099 6,8 292,9 
 
Recordemos que la prueba 5 contiene 3 vistas: 
 
P vista 0 vista 1 vista 2 vista0/vista1 Vista1/vista2 Factor 
5 134372 19070 14158 7,1 1,3 515,5 
Tabla 4.3 Factores de compresión JMVC 
 
 
Podemos ver que a medida que aumenta el número de vistas el factor de 
compresión sube considerablemente. De nuevo podemos ver que a mayor 
número de imágenes intra menor es el factor de compresión. El procedimiento 
seguido para calcular los factores de compresión es idéntico al seguido en el 
apartado 3.2.5.1. 
4.3.4.2 Cabecera NAL genérica 
 
Nuevamente utilizando Xvi32 hemos podido analizar la salida de los archivos 
generados por el codificador. El software de JVT no incluye ningún módulo que 
 encapsule los datos en paquetes RTP, por tanto, no podremos usar como 
patrón la cabecera RTP. Deberemos cambiar la estrategia de búsqueda. 
 
Si nos fijamos en la captura de la figura 4.5 podemos ver como al final de cada 
imagen codificada, el programa muestra el tamaño de la imagen en bits. 
Hemos utilizado este dato como punto de partida para comenzar nuestro 
análisis. Si colocamos el puntero de Xvi32 al inicio de cualquier archivo 
codificado perteneciente a la vista 1 y lo avanzamos el mismo número de bytes 
que la primera imagen codificada encontramos lo siguiente: 
 
 
Fig. 4.5: Captura cabecera NAL genérica JMVC 
 
 
Byte encontrado F (1 bit) NRI (2 bits) TYPE (5 bits) 
9C 1   1 00 11100  28 
Tabla 4.4: Análisis byte 9C como cabecera NAL genérica 
 
 
No parece una cabecera NAL ya que el bit F es 1 (la unidad seria ignorada por 
el receptor) y además el NAL_unit_type seria 28. 
 
Pero si colocamos el puntero al final y lo retrasamos el mismo número de bytes 
de tamaño de la última imagen encontramos lo siguiente: 
 
 
Fig. 4.6: Captura cabecera NAL genérica JMVC 
 
 
En la captura anterior podemos apreciar la cadena 00 00 00 01 0E. Las ráfagas 
de 0 suelen ser usadas por los codificadores para establecer marcas (por 
ejemplo el final de una imagen y el principio de otra). Esto es debido a que en 
la codificación hay procedimientos que precisamente se encargan de eliminar 
ráfagas para comprimir más. Por tanto si analizamos el byte 0E podemos ver 
que sí podría pertenecer a una cabecera NAL: 
 
Byte encontrado F (1 bit) NRI (2 bits) TYPE (5 bits) 
0E 0   0 00 01110  14 
Fig. 4.7: Análisis byte 0E como cabecera NAL genérica 
 
Capítulo 4. Software MVC de JVT                                                                                              41 
Si repetimos el procedimiento para las 10 siguientes  unidades NAL nos 
encontramos con lo siguiente: 
 
Byte encontrado F (1 bit) NRI (2 bits) TYPE (5 bits) 
4E 0   0 10   2 01110  14 
2E 0   0 01   1 01110  14 
0E 0   0 00   0 01110  14 
0E 0   0 00   0 01110  14 
4E 0   0 10   2 01110  14 
2E 0   0 01   1 01110  14 
0E 0   0 00   0 01110  14 
0E 0   0 00   0 01110  14 
2E 0   0 01   1 01110  14 
0E 0   0 00   0 01110  14 
Tabla 4.5: Búsqueda unidades NAL genéricas JMVC 
 
 
Todas corresponden a unidades NAL de tipo 14. Si nos fijamos en los datos de 
codificación de las 11 últimas imágenes podemos ver el tipo (I, P, B). 
 
189 I REF REF_VIEW  192  QP 31  Y 35.0109 dB  U 36.4435 dB  V 
35.8138 dB   bits   88320 
 190 B REF          190  QP 34  Y 31.9841 dB  U 35.8614 dB  V 
34.4123 dB   bits   17424 
 191 B              189  QP 35  Y 31.9508 dB  U 36.1124 dB  V 
34.4911 dB   bits    9816 
 192 B              191  QP 35  Y 31.9173 dB  U 36.0623 dB  V 
34.3033 dB   bits    9496 
 193 P REF          196  QP 31  Y 35.1568 dB  U 36.6743 dB  V 
35.5449 dB   bits   59400 
 194 B REF          194  QP 34  Y 32.7389 dB  U 36.4540 dB  V 
34.7024 dB   bits   10712 
 195 B              193  QP 35  Y 34.8422 dB  U 36.4537 dB  V 
35.6994 dB   bits     496 
 196 B              195  QP 35  Y 32.9491 dB  U 36.4100 dB  V 
34.2326 dB   bits    6456 
 197 P REF          198  QP 34  Y 31.6645 dB  U 35.6636 dB  V 
33.3472 dB   bits   21272 
 198 B              197  QP 35  Y 32.8611 dB  U 36.5986 dB  V 
33.7191 dB   bits    4960 
 199 P              199  QP 35  Y 31.6548 dB  U 35.6750 dB  V 
33.2257 dB   bits     616 
Fig. 4.8: Datos de codificación de las 11 últimas imágenes 
 
 
En todas las codificaciones realizadas, a la última imagen siempre se le ha 
asignado una cabecera NAL genérica de 0E. Las demás siguen el patrón 
marcado en las tablas 4.6 y 4.7. 
 
Hemos podido ver que en todos los casos el bit F tiene un valor de 0. Es lo que 
esperábamos ya que si no el receptor ignoraría el contenido de la unidad. 
 
 
 Tipo de 
imagen 
Cabecera NAL Descripción 
 F NRI Type 
 6E 0 11 01110(14) 
 
Es la imagen IDR. Sólo hemos 
encontrado 1 en cada archivo. 
4E 0 10 01110(14) 
 
Pertenece a las imágenes de tipo P 
y tipo I. 
2E 0 01 01110(14) 
 
 
Son las imágenes de tipo B que 
encontramos tras una imagen de 
tipo P. 
0E 0 00 01110(14) 
 
 
Pertenece a todas las demás 
imágenes de tipo B que no tienen 
una imagen tipo P delante. 
Tabla 4.6: Análisis cabecera NAL genérica 
 




Cabecera NAL Descripción 
 F NRI Type 
 74 0 11 10100(20) 
 
Es la imagen IDR. Sólo hemos 
encontrado 1 en cada archivo. 
54 0 10 10100(20) 
 
 
Son las imágenes de tipo B que 
encontramos tras una imagen de 
tipo P. 
34 0 01 10100(20) 
 
Pertenece a las imágenes 
únicamente de tipo P. 
14 0 00 10100(20) 
 
 
Pertenece a todas las demás 
imágenes de tipo B que no tienen 
una imagen tipo P delante. 
Tabla 4.7: Análisis cabecera NAL genérica 
 
Si nos fijamos en el campo NRI podemos ver que se establece un tipo de 
prioridad en función del tipo de imagen. De manera que las imágenes más 
importantes, que son las intra recibirán valores de prioridad más altos y las 
menos trascendentales como las B y las P no referentes son menos prioritarias. 
El codificador establece las imágenes IDR como las más prioritarias seguidas 
de las I o P de referencia, P o B de referencia, y finalmente imágenes B no 
referentes. 
 
Finalmente cabe destacar la diferencia del NAL_unit_type entre archivos 
pertenecientes a diferentes vistas. El NAL_unit_type 14 especifica que la 
unidad NAL contiene datos MVC pertenecientes a la vista principal y el 
NAL_unit_type 20 específica que la información MVC pertenece a una vista no 
principal. En este caso hemos comprobado que el codificador respeta este 
campo. 
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4.3.4.3 Cabecera NAL específica 
 
Analizaremos ahora la cabecera específica para MVC correspondiente a los 
tipos 14 y 20. En las dos tablas siguientes podemos ver un análisis a la 
cabecera específica de MVC: 
 











R: 1 bit 
reserved_zero_one_bit. 
0 0 0 0 0 
I: 1 bit idr_flag. 1 1 1 1 0 
PRID: 6 bits priority_id. 10 (2) 01 (1) 0 0 0 
VID: 10 bits view_id. 0 0 0 0 0 
TID: 3 bits temporal_id. 10 (2) 1 0 0 0 
A: 1 bit anchor_pic_flag. 0 0 0 1 1 
V: 1 bit inter_view_flag. 0 0 0 1 1 
O: 1 bit reserved_one_bit. 1 1 1 1 1 
Tabla 4.8: Análisis cabecera NAL específica JMVC (vista 0) 
 











R: 1 bit 
reserved_zero_one_bit. 
0 0 0 0 0 
I: 1 bit idr_flag. 1 1 1 1 0 
PRID: 6 bits priority_id. 100(4) 100(4) 100(4) 100(4) 100(4) 
VID: 10 bits view_id. 01 (1) 01 (1) 01 (1) 01 (1) 01 (1) 
TID: 3 bits temporal_id. 10 (2) 1 0 0 0 
A: 1 bit anchor_pic_flag. 0 0 0 1 1 
V: 1 bit inter_view_flag. 0 0 0 0 0 
O: 1 bit reserved_one_bit. 1 1 1 1 1 
Tabla 4.9: Análisis cabecera NAL específica JMVC (vista 1) 
 
En este caso no ha sido necesario realizar un recuento ya que hemos 
encontrado los 5 tipos de imágenes que habíamos visto en los datos de la 
codificación. En primer lugar destacamos el bit R, que tanto en los archivos de 
la vista principal como de la vista secundaria tiene un valor de 0. Es el valor 
esperado debido a que es un bit reservado para necesidades futuras. Podemos 
 ver también que el bit I, que simboliza la posibilidad de descodificar la imagen 
de manera instantánea, sólo está a 0 en las imágenes IDR de las dos vistas. 
Esto es debido a que las imágenes IDR son las únicas en este caso que 
pueden ser descodificadas instantáneamente ya que no dependen de ninguna 
otra imagen. 
 
En tercer lugar destacaremos la prioridad asignada a cada una de las 
unidades. Esta prioridad depende del tipo de imagen y del identificador de vista 
de manera que las unidades de las vista principal tendrán una prioridad más 
alta que las de la vista secundaria (todas las imágenes de la vista secundaria 
toman un valor de PRID de 4). La prioridad de las unidades de la vista principal 
queda repartida de tal manera que las imágenes de tipo IDR, I y P tienen 
máxima prioridad (valor de PRID más bajo) mientras que las imágenes de tipo 
B tienen un valor de PRID de 2 a excepción de las imágenes B de referencia, 
que son las que siguen a imágenes de tipo P y tienen una prioridad superior 
(valor de PRID 1). La prioridad de cada una de las imágenes, por tanto, está 
relacionada con la importancia de la propia imagen en la compresión. De esta 
manera las imágenes de referencia tendrán una mayor prioridad que las 
imágenes no referentes. No encontramos, por tanto, valores inesperados en el 
campo de prioridad. Como tampoco en el campo de identificador de vista (VID) 
en el que los archivos de la vista 0 toman un valor de 0 y los de las vista 1 
toman un valor de 1. 
 
El bit V sólo lo vemos activado (valor 1) en las imágenes IDR e intra de la vista 
principal. Como hemos comentado anteriormente, este bit se activa cuando hay 
dependencia entre vistas, es decir, las imágenes que tengan activado este bit 
servirán de referencia para descodificar imágenes de otra/s vista/s. En algunas 
de las pruebas hemos podido comprobar que este bit cambia en función de los 
parámetros de codificación intervistas del archivo de configuración. El bit 
reservado O se mantiene siempre a 1. En este caso, y como era de esperar, 
podemos ver el bit anchor activado tanto en las imágenes intra como en las 
imágenes del tipo IDR. 
 
4.4 Ensamblador: MVCBitStreamAssembler 
 
Este módulo del software se encarga de generar un archivo con la agrupación 
de la información perteneciente a cada una de las vistas. Se pone en marcha 
mediante el siguiente comando: 
 
MVCBitStreamAssemblerStatic –vf assembler.cfg 
 
Y recibe un archivo de configuración muy sencillo que simplemente contiene el 
nombre de los archivos que contienen las vistas codificadas. 
 
#====================== Assembler: View Encode order 
========================== 
OutputFile              ballroom.264 
NumberOfViews   2 
InputFile0              stream_0.264  
InputFile1              stream_2.264  
Fig. 4.9: Archivo de configuración de MVCBitStreamAssembler 
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El archivo de salida ballroom.264 tiene un tamaño equivalente a la suma de los 
archivos codificados agregados más 53 bytes que comentaremos más 
adelante. Es imprescindible agrupar la codificación de las vistas en un único 
archivo ya que el descodificador sólo acepta un único archivo por entrada. 
 
4.5 Descodificador: H264AVCDecoderLibTestStatic 
 
El ejecutable del descodificador es H264AVCDecoderLibTestStatic y se crea en 
la compilación del paquete. Se ejecuta mediante el siguiente comando: 
 
H264AVCDecoderLibTestStatic <str> <rec> <numViews> 
 
Podemos ver que recibe tres parámetros por línea de comandos: 
 
• str: es el bitstream codificado en MVC. 
 
• rec: nombre de los archivos .yuv de salida. 
 
• numViews: número de vistas codificadas. 
 
Cabe destacar que el descodificador no recibe ningún parámetro relacionado 
con la codificación. Nos encontramos en una situación idéntica a la que vimos 
con el descodificador de NOKIA. Cuando hemos observado los archivos 
codificados hemos podido apreciar nuevamente una cabecera común que sólo 
cambia con el cambio en el archivo de configuración de los parámetros de 
codificación. 
 
Finalmente hemos repetido la prueba del apartado 3.3.3 usando el 
descodificador de JVT y FFmpeg y los vídeos descodificados tienen una 
calidad subjetiva similar. La media de PSNR de las tres componentes (Y,Cb,Cr) 
en las codificaciones ha sido de 41,32 dB 
4.6 Ampliación del software de JVT: Módulo RTP 
 
Hemos considerado que la Capa de Abstracción de Red (NAL) no es suficiente 
objeto de estudio en lo que a la transmisión de los datos del codificador de JVT 
se refiere. Y teniendo en cuenta que el software no encapsulaba las unidades 
NAL en paquetes RTP hemos decidido adaptar un módulo que se encargue de 
ello. 
 
4.6.1 Encapsulado en paquetes RTP 
 
En primer lugar debemos tener en cuenta que datos vamos a empaquetar. 
Deberemos saber dónde empieza y dónde acaban cada una de las unidades 
NAL del archivo de salida de MVCBitStreamAssembler. En los archivos 
codificados hemos podido apreciar que antes de cada cabecera NAL aparece 
la combinación hexadecimal 00 00 00 01. El descodificador utiliza este patrón 
para saber dónde empieza y dónde acaba cada unidad, ya que no existe 
 ningún campo de longitud de la unidad en las cabeceras NAL. Nosotros 
utilizaremos el mismo patrón para separar las unidades NAL y añadir entre 
ellas las oportunas cabeceras (RTP, fragmentación…). 
 
En las pruebas realizadas hemos podido comprobar que algunas de las 
imágenes exceden del tamaño de carga útil de una red Ethernet (1500-20-8-
12=1460 bytes, tengamos en cuenta que las cabeceras NAL son consideradas 
como parte de los datos). Para poder transmitir estas imágenes deberemos 
fragmentarlas y enviarlas en diferentes paquetes teniendo en cuenta las reglas 
de fragmentación comentadas en el apartado 2.7.1.2. Por tanto nuestro código 
deberá tener en cuenta el tamaño de cada una de las imágenes para 
determinar si se transportara en uno o más paquetes RTP. El módulo diseñado 
encapsula las unidades NAL de manera que cada paquete puede ser 
identificado de forma inequívoca mediante el número de secuencia y cada 
imagen por el campo timestamp.  
 
 
Campo Valor Definición 
Version 2 La versión de RTP implementada será 
la 2. 
Padding 0 No consideraremos padding en ningún 
caso. 
Extension 0 Este bit no está activado porque no 
incrementaremos la cabecera. 
CSRC COUNT 0 Este campo tomara siempre un valor 
de 0. Como máximo podrá haber un 
contribuyente  
MarkerBit 0/1 Será activado en el último paquete que 
transporte datos de la última imagen 
asociada a un instante de tiempo 
determinado 
Payload type 51 Respetaremos el payload_type que 
utiliza el software de NOKIA. 
Sequence number // Incrementará en cada paquete. Su 
valor inicial se especifica por línea de 
comandos. 
Timestamp // Incrementa cada dos unidades NAL. 
SSRC // Se especifica por línea de comandos. 
CSRC // Se especifica por línea de comandos. 
Tabla 4.10: Cabecera RTP en módulo de ampliación [5] 
 
 
Utilizaremos el MarkerBit de la cabecera RTP para indicar que el paquete 
transporta el último fragmento de una unidad de acceso. Cabe destacar que el 
draft de MVC [2] define una unidad de acceso como un grupo formado por las 
imágenes de todas las vistas pertenecientes al mismo instante temporal. Por 
tanto activaremos el MarkerBit siempre en el último paquete que transporte 
datos de la última imagen asociada a un instante de tiempo determinado.  En la 
tabla 4.10 podemos ver los valores que toma la cabecera RTP. 
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En el caso de que la unidad transporte una imagen, las cabeceras NAL, tanto 
genérica como específica para MVC, serán exactamente las mismas que 
propone el codificador y que vimos en las figuras 2.7 (cabecera NAL genérica) 
y 2.13 (cabecera NAL específica para MVC). Pero en el caso de que la unidad 
transporte un fragmento de una imagen, deberemos añadir la cabecera 
específica de fragmentación de unidades NAL que podemos ver en la figura 
2.11. 
 
A continuación podemos ver la estructura completa de los dos tipos de 
paquetes que vamos a generar: 
 
 
Fig. 4.10: Estructura completa de unidades simples 
 
 
Fig. 4.11: Estructura completa de unidades fragmentadas 
 
 
Asimismo, las unidades fragmentadas deberán indicar si el fragmento 
transportado es el primero y si es el último de manera que los tres bits iniciales  
de la cabecera específica de fragmentación podrán tomar tres posibles 
combinaciones [2], [3], [4]: 
 
• 101 en caso de tratarse del primer fragmento de una imagen. 
• 001 en caso de tratarse de un fragmento de una imagen que no es ni 
el primero, ni el último. 
• 011 en caso de tratarse del último fragmento de una imagen. 
 
También hay que destacar que estamos añadiendo un byte adicional a la 
estructura por tanto además de tener en cuenta las cabeceras Ethernet, IP, 
UDP y RTP deberemos tener en cuenta el byte especifico de fragmentación 
que estamos añadiendo y que a diferencia de las demás cabeceras NAL 
(cabecera NAL genérica y específica de MVC) no forma parte de los datos. 
 
 Finalmente, tengamos en cuenta que debemos sustituir el NAL_unit_type de la 
cabecera genérica por el NAL_unit_type 28 (que es el destinado para unidades 
fragmentadas). Y el NAL_unit_type que tenia la cabecera genérica lo 
colocaremos como NAL_unit_type de la cabecera específica de fragmentación, 







Fig. 4.12: Esquema de fragmentación 
 
El siguiente esquema muestra el diagrama de bloques de nuestro módulo: 
 
 
Fig. 4.13: Diagrama de bloques del módulo RTP 
 
En el anexo C podemos ver los parámetros y la compilación del módulo así 
como una demostración de su correcto funcionamiento. 
Capítulo 4. Software MVC de JVT 
4.6.2 Transmisión RTP/MVC
 
Para finalizar el estudio implementaremos un transmisor de paquetes RTP
tiempo real que leerá del archivo de sa
correspondientes paquetes RTP 
 
Para sincronizar el envío
paquetes que contienen datos de una misma imagen de la vista principal y 
enviarlos junto con todos aquellos paquetes que contienen datos de la 
imagen del punto de vista no principal. La figura 
envío de imágenes. 
 
Podemos ver el envío 
uno de los fragmentos 
pertenecientes a una imagen en 
concreto para sus dos vistas
 
Asimismo, podemos ver como 
entre imagen e imagen existe un 
espacio temporal de 
Donde tn es el instante de envío 
de una imagen y tn-1 es el instante 
de envío de la imagen siguiente. 
Este tiempo corresponde al 
periodo de imagen. Por ejemplo, 
si la frecuencia de imagen fuese 
de 25 imágenes por segundo, 
entonces: 
 
Ecuación 4.1: Intervalo temporal 
entre imágenes
 
Cabe destacar, también, que 
para cada imagen de la vista 
principal, tenemos su imagen 
análoga en la vista no 
Por tanto estas dos imágenes 
estarán referenciadas al mismo 
instante de tiempo y serán 
enviadas en el mismo intervalo.
 
En el anexo C podemos ver tanto 
la puesta en marcha del 
transmisor como las 
comprobaciones pertinentes de 
su correcto funcionamiento.
                                                                                            
 
lida de nuestro módulo
en orden y sincronizados con su 










Fig. 4.14: Transmisión de paquetes RTP
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 CAPÍTULO 5. COMPARATIVA 
 
A continuación realizaremos una comparativa final entre los dos codificadores 
teniendo en cuenta todas aquellas características que hemos estudiado como 
son la compilación, los tiempos de codificación, la compresión entre vistas, etc. 
Además,  en la tabla 5.1 podemos ver resumidas las principales características 
de los dos codificadores. 
 
En primer lugar trataremos la compilación, que en el caso del software de JVT 
nos ha llevado múltiples problemas y hemos debido de optar por realizarla en 
Windows mediante Microsoft Visual Studio .NET. El software de NOKIA se ha 
podido ejecutar en Linux y en lo que a la compilación del codificador se refiere 
no nos ha traído más problemas que el cambio de algún archivo sin 
importancia, pero en el caso del descodificador, la ausencia del archivo 
debug.c nos ha complicado muchísimo y ha ralentizado considerablemente el 
ritmo de trabajo. Aun así, y a pesar de los problemas causados por las dos 
partes, no podemos destacar a ninguno de los dos por encima del otro en 
compilación. 
 
Cualquier programa con código abierto puede ser modificado pero tanto la 
complejidad de los algoritmos como la estructura de programación utilizada 
limitan la intervención y manipulación del código a informáticos especializados. 
Los programadores dejan por tanto una serie de opciones computacionales a 
libertad del usuario en forma de paso de parámetros por línea de comandos 
(como es el caso de NOKIA) o de un archivo de configuración (como es el caso 
de JVT). Lógicamente a mayor cantidad de opciones mayor libertad tenemos 
sobre el código. En esta característica NOKIA ofrece 40 parámetros y JVT 58. 
En este caso tampoco encontramos una diferencia notable entre los dos. 
 
En lo que a entrada/salida se refiere los dos aceptan por entrada únicamente 
archivos en el formato crudo YUV 4:2:0 pero el codificador de NOKIA acepta 
una resolución máxima a la entrada de 400x240 mientras que el codificador de 
JVT no especifica ningún límite (mediante el manual hemos averiguado que los 
parámetros de resolución tanto vertical como horizontal son asignados a través 
de un integer cuyos 4 bytes nos podrían llegar a permitir introducir el exagerado 
valor de 232), por tanto la potencia de la máquina codificadora determinará el 
límite de resolución. La salida de NOKIA es igual que la salida de JVT: un 
archivo codificado en MVC. La diferencia esta vez la encontramos en que el 
codificador de NOKIA da las dos vistas directamente unidas en un mismo 
archivo tras finalizar la codificación mientras que el software de JVT obliga a 
realizar un paso intermedio para agregar las vistas en un mismo archivo, lo que 
nos hace perder algo más de tiempo. 
 
Hemos de tener en cuenta que, en un principio, el objetivo de un codificador, 
además de comprimir, es preparar unos datos que más tarde van a ser 
descodificados. De manera que si la entrada al codificador coincide con la 
salida del descodificador podemos catalogar el sistema como estable. Aun así 
es importante considerar como están estructurados estos datos debido a que 
cuanto más sistemático sea el encapsulado de los datos más versátil será el 
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sistema y menos modificaciones serán necesarias realizar en el codificador en 
caso de que aparezcan nuevos descodificadores. En este sentido hemos 
podido ver en los análisis de los archivos codificados como respetan uno y otro 
los principales campos de las cabeceras de las Capa de Abstracción de Red 
(NAL). En estos análisis hemos podido comprobar un respeto más riguroso de 
los campos en el caso de la codificación realizada mediante el codificador de 
JVT frente al codificador de NOKIA ya que el primero etiqueta de manera 
desigual a los diferentes tipos de imágenes (I,P,B), incluso redefiniendo el 
campo NRI utilizándolo para otorgar mayor prioridad a unas imágenes que a 
otras, mientras que el segundo etiqueta las imágenes I y P exactamente igual y 
cambia únicamente el valor del campo NRI en caso de que la imagen haya sido 
insertada como no referente tras una de referencia (imágenes p). 
 
Una propiedad importante de todo sistema de codificación es su coste 
computacional, que se ve reflejado en el tiempo de codificación / 
descodificación. Cabe destacar que el motivo principal por el cual nos interesa 
analizar el tiempo es para saber si se podrá poner en marcha un sistema en 
tiempo real o de lo contrario deberemos orientar el uso del sistema a gestión de 
archivos cerrados. La línea que puede romper si el sistema es apto o no para 
trabajar en tiempo real es la tasa de codificación / descodificación. Las dos 
tasas deben ser capaces de proporcionarnos una fluidez de imágenes por 
segundo que podamos considerar como aceptable que cumpla las condiciones 
de sensación de movimiento que ya comentamos en los fundamentos teóricos. 
Lamentablemente ninguno de los dos codificadores está preparado para 
trabajar en tiempo real en una maquina de categoría media-alta (procesador de 
doble núcleo a una frecuencia de reloj de 2,66Ghz por núcleo), ya que no se 
han superado en ningún momento las 13 imágenes por segundo. Debemos de 
tener en cuenta que son codificadores de referencia y no están destinados a 
ser eficientes. Necesitaríamos una maquina potentísima y lejos de nuestras 
posibilidades económicas para trabajar en tiempo real. Debemos tener en 
cuenta que la mayoría de codificadores de H.264 trabajan sobre hardware y no 
sobre software y soportando la carga de un sistema operativo como es nuestro 
caso. Podemos concluir este apartado considerando que los dos sistemas han 
sido desarrollados para preparar la fuente; en otras palabras, el objetivo de los 
dos sistemas es codificar una secuencia de imágenes y después emitirlas y 
descodificarlas, esta vez sí, en tiempo real (recordamos que la tasa de 
descodificación de ambos descodificadores es suficientemente alta como para 
poder establecer un escenario en tiempo real). 
 
A pesar de todas las características mencionadas hasta el momento la 
característica por excelencia de todo codificador (con permiso del tiempo de 
codificación) es su capacidad para comprimir. Y en esta característica el 
codificador de JVT se mantiene muy por encima del codificador de NOKIA. 
Esto es en gran parte debido al perfil de compresión H.264 que mantienen los 
codificadores. El perfil de JVT (High profile) permite la codificación de imágenes 
B (que predicen hacia imágenes pasadas y futuras) mientras que el perfil de 
NOKIA (Baseline profile) no cuenta con ellas [21]. La gran ventaja que 
representa para JVT contar con este tipo de imágenes determina un factor de 
compresión mucho más elevado. 
 
 La transmisión sobre una red IP de un contenido orientado parcialmente a 
tiempo real (únicamente descodificación en tiempo real) se realiza mediante un 
protocolo especializado en flujos en tiempo real como lo es RTP. NOKIA lo ha 
tenido en cuenta y ha incorporado en su codificador la opción de encapsular los 
datos en paquetes RTP mientras que JVT no lo ha tenido en cuenta. Hemos 
considerado que era una lástima que la potencia del codificador de JVT se 
viese limitada por este factor y por eso hemos decidido programar un módulo 
que lo haga. 
 
A pesar de que en la actualidad la mayoría de sistemas 3D son 
estereoscópicos y por tanto únicamente se basan en dos vistas para darnos 
sensación de profundidad cabe la posibilidad que en un futuro inmediato los 
sistemas de más de dos vistas ganen posiciones respecto a los 
estereoscópicos incluso llegando a retirarlos del mercado, sobre todo por la 
posible desaparición de las tradicionales gafas que exigen la mayoría de los 
sistemas estereoscópicos. De realizarse este radical cambio en los sistemas en 
tres dimensiones el codificador de NOKIA quedaría totalmente obsoleto 
mientras que el de JVT podría sobrevivir ya que acepta hasta el 
desproporcionado valor de 1024 vistas. 
 
Dadas todas estas características, y teniendo en cuenta que el codificador de 
NOKIA sólo supera al codificador de JVT en el tiempo de codificación, 
podemos afirmar que el codificador de JVT es muy suprior. 
 
Finalmente cabe destacar la importancia y el merito que tiene el hecho de ser 
de los primeros sistemas MVC y todo nos hace pensar que ambos sistemas 




 Software de NOKIA Software de JVT 
Factor de compresión máximo 108,1 297,5 
Factor de compresión máximo 
entre vistas 
6,8 98,0 
Tiempo de codificación mínimo (s) 42 97,26 
Tasa máxima (imágenes/segundo) 9,52 4,11 
Codificación en tiempo real No No 
Descodificación en tiempo real Si Si 
Imágenes P Si Si 
Imágenes B No Si 
Nº de vistas posibles 2 1024 
Admite alta definición  No Si 
Número de parámetros 40 58 
Encapsula las imágenes  
en paquetes RTP 
Si Si(*) 
Tabla 5.1: Resumen de características de los codificadores 
 
(*) A pesar de no poseer esta característica inicialmente gracias al módulo que 
hemos implementados las imágenes codificadas con  el codificador de JVT 
pueden ser encapsuladas en paquetes RTP. 
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CAPÍTULO 6. CONCLUSIONES  
 
6.1 Conclusiones generales 
 
Ante la mas que inminente futura incorporación de la televisión 3D a las redes 
IP este proyecto se ha centrado en el estudio de la compresión y el transporte 
IP de flujos estereoscópicos.  
 
Debido a la temática del proyecto relativamente nueva nos encontramos ante 
muy pocas fuentes en las que basarnos para iniciar un estudio. Empezamos 
por tanto en una fase previa por revisar detenidamente el “draft-wang-avt-rtp-
mvc-05” [2] que, como ya hemos mencionado, define el transporte de datos 
MVC sobre el protocolo RTP. 
 
En una primera fase del proyecto se hizo una detallada búsqueda de 
codificadores MVC y conseguimos encontrar los dos que hemos estudiado pero 
consideramos que el de NOKIA podía ser una opción viable de estudio y 
elaboración del proyecto. A medida que iniciamos las primeras pruebas y tras 
muchísimos problemas en la compilación del descodificador nos dimos cuenta 
que el software de NOKIA tenía muchas limitaciones y que sería interesante 
poder orientar el trabajo a una comparativa respecto al software de JVT. Esta 
decisión fue tomada debido a que consideramos más importante plantar cara a 
cara los dos software de MVC disponibles a día de hoy y analizar todas sus 
principales características que hacer un análisis detallado de uno de los dos 
dejando al otro de lado. 
 
Una vez tomada esta decisión se inicio una segunda fase de pruebas del 
software de JVT con el objetivo básico que las pruebas se realizasen bajo un 
mismo escenario y en igualdad de condiciones tanto para un software como 
para el otro. 
 
En una fase final del proyecto se ha trabajado en la incorporación de un módulo 
al software de JVT capaz de encapsular las unidades NAL de salida del 
codificador en paquetes RTP siguiendo estrictamente las normas propuestas 
por el draft. La implementación de este módulo se complicó al darnos cuenta 
de que algunas unidades superaban la carga útil posible para una red Ethernet 
y nos vimos obligados a fragmentar las unidades en diferentes paquetes 
siguiendo nuevamente las normas del draft que define el tratamiento y 
encapsulado de unidades fragmentadas. Con el objetivo de poder contar con 
una transmisión RTP/MVC se ha decidido implementar un transmisor que 
extrae los paquetes del módulo RTP implementado y los emite hacia un 
receptor que desencapsulará (realizará la función inversa del módulo RTP) y 




 6.2 Ambientalización  
 
Resulta curioso como desde cualquier temática de la ciencia se puede aportar 
un granito de arena a la mejora y el cuidado del medio ambiente.  
 
En este proyecto estamos estudiando un tipo de compresor específico (MVC) y 
el objetivo de cualquier proceso de compresión es la reducción de los datos a 
enviar. Podemos asegurar, por tanto, que se enviarán menos paquetes IP que 
si de de una transmisión de datos sin comprimir se tratase y como 
consecuencia el consumo en los nodos de la red será menor. Por contra el 
consumo de proceso en el emisor y en el receptor será mayor ya que estos se 
ven obligados a realizar los procedimientos de compresión y descompresión de 
los datos.  
 
6.3 Futuras mejoras 
 
Para acabar debemos destacar la posible investigación que se puede llevar a 
cabo tomando este proyecto como referencia: 
 
• A lo largo de los capítulos tres y cuatro hemos podido comprobar que las 
implementaciones que hemos puesto en marcha no pueden trabajar en 
tiempo real debido a que el codificador no es lo suficientemente rápido. 
Una posible mejora, efectivamente, seria optimizar el código de los 
codificadores para disminuir su coste computacional y que estos fuesen 
más eficientes. Podemos encontrar un ejemplo de ello en [16]. 
 
• Como hemos comentado, los sistemas estereoscópicos no sólo se 
basan en mecanismos anaglíficos sino que también son estereoscópicos 
los nuevos sistemas de gafas activas (actualmente con mucha potencia 
en el mercado internacional). Por tanto si en un futuro cercano los 
investigadores cuentan con sistemas de reproducción con gafas activas 
sincronizadas con el monitor podrían tomar este proyecto como 
referencia para desarrollar un sistema de compresión/reproducción con 
una sensación de profundidad de mayor calidad que la que nos dan los 
sistemas de anáglifo. 
 
• Otra posible mejora respecto al módulo RTP que hemos implementado 
consistiría en un estudio detenido sobre la posibilidad de realizar 
agregación de unidades NAL en un mismo paquete RTP y estudiar la 
utilización de la red para las diferentes opciones de agregación. 
 
• Con la incorporación del módulo RTP para el codificador de JVT y la 
implementación del transmisor RTP/MVC hemos creado un escenario de 
compresión - transmisión. Pero en un futuro inmediato se podría llevar a 
cabo un escenario completo de adquisición - compresión - transmisión - 
descompresión - reproducción en tiempo real como el de la figura 6.1. 
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Fig. 6.1: Escenario MVC completo [32] [33] 
 
En primer lugar tenemos la adquisición que se podría realizar con una cámara 
3D o dos cámaras convencionales sincronizadas [15]. A continuación las 
imágenes pertenecientes a cada una de las vistas serian codificadas mediante 
MVC y encapsuladas en paquetes RTP. Finalmente una vez transmitidas las 
imágenes se descodificarían y se enviarían a un monitor 3D que sincronizado 
con unas gafas activas nos dará sensación de profundidad. Una posible 
aplicación a este escenario, sería la de una videoconferencia 3D en tiempo real 
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CSRC Contributing source 




Discrete Cosine Transform 
Decoding Order Number 
Internet Assigned Numbers Authority 
IDR Instantaneous Decoding Refresh 
IEC International Electrotechnical Commission 
IP Internet Protocol 
ISO International Organization for Standardization 
ITU International Telecommunication Union 
ITU-T Sector de Normalización de Telecomunicaciones de la ITU 
JPEG Joint Photographic Experts Group 
JVT Joint Video Team 
MPEG  Moving Picture Experts Group 
MTAP 
MTU 
Multi-time Aggregation Packet 
Maximum TransmissionUnit 
MVC Multiview Video Coding 
NAL Network Abstraction Layer 





Phase Alternating Line  
Priority Identification 
Request for Comments 
Red Green Blue 
RTP Real-time Transport Protocol 




Single-time Aggregation Packet 
Scalable Video Coding 
Transport Control Protocol 
TDT Televisión Digital Terrestre 
TID Temporal Identification 
UDP User Datagram Protocol 
VCEG  Video Coding Experts Group 
VID View Identification 
 
 
 ANEXO A. Software específico utilizado 
 
A.1  FFmpeg 
 
FFmpeg es una colección de software libre que puede grabar, convertir y 
hace streaming de audio y vídeo. Incluye libavcodec, una biblioteca de códecs. 
FFmpeg está desarrollado en GNU/Linux, pero puede ser compilado en la 
mayoría de los sistemas operativos, incluyendo Windows. El proyecto comenzó 
por Gerard Lantau, un seudónimo de Fabrice Bellard, y ahora es mantenido 
por Michael Niedermayer. Es destacable que la mayoría de los desarrolladores 
de FFmpeg lo sean también del proyecto MPlayer, más un miembro del 




Fig. A.1: Captura de pantalla de FFmpeg 
 




• MPEG-4 Parte 2 (el formato utilizado por los códecs DivX y Xvid). 
• H.261. 
• H.263. 
• H.264/MPEG-4 AVC (únicamente la decodificación). 
• WMV versión 7, 8 y 9 (únicamente la decodificación). 
• Sorenson codec. 
• Cinepak. 




• Theora (únicamente la decodificación). 
• VP3 / VP5 / VP6 (únicamente la decodificación). 
• El códec de MPEG-4 utilizado por defecto en el FFmpeg tiene el 
código FourCC de FMP4. 
A.2  Xvi32 
 
Xvi32 es un completo editor/analizador de archivos que permite realizar 
búsquedas de determinados bytes o cadenas de bytes en un archivo. También 




Fig. A.2: Captura de pantalla de XVI32 
A.3  VideoLAN 
 
VideoLAN es una solución de software completa para transmisión de vídeo, 
desarrollada por estudiantes de École centrale Paris y desarrolladores de todo 
el mundo, dentro de GNU General Public License (GPL). VideoLAN está 
diseñado para transmitir vídeo MPEG en redes con gran capacidad de ancho 
de banda [23], [35]. 
 
Fig. A.3: Diagrama de bloques de estructura interna de VLC [23] 
 A.4  Wireshark 
 
 
Wireshark es un analizador de protocolos
solucionar problemas en redes de comunicaciones para desarrollo 
de software y protocolos
Cuenta con todas las características estándar de un analizador de protocolos.
 
Wireshark es software libre
operativos Unix y compatibles, 




 utilizado para realizar análisis y 
, y como una herramienta didáctica para educación. 
, y se ejecuta sobre la mayoría de sistemas 
incluyendo Linux, Solaris,FreeBSD
 Microsoft Windows. 
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Anexo B. Ampliación teórica 
 
B.1  Tipos de unidades NAL: 
 
A continuación podemos ver el tipo de paquetes asignados a cada tipo de 
unidad NAL: 
 
NAL unit type Packet type Packet type name 
0 reserved -- 
1--23 NAL unit  Single NAL unit packet  
24 STAP-A Single-time aggregation packet  
25 STAP-B  Single-time aggregation packet  
26 MTAP16       
. 
Multi-time aggregation packet  with 16-bit 
timestamp offset  
27 MTAP24       
. 
Multi-time aggregation packet with 24-bit 
timestamp offset  
28 FU-A  Fragmentation unit  
29 FU-B Fragmentation unit 
30--31 reserved  -- 
Tabla B.1: Tipos de unidades NAL [2] 
 
B.2  Tipos de perfiles de codificación en H.264 [21]: 
 
The standard defines 17 sets of capabilities, which are referred to as profiles, 
targeting specific classes of applications. 
 
Profiles for non-scalable 2D video applications include the following: 
 
Constrained Baseline Profile (CBP) 
 
Primarily for low-cost applications, this profile is most typically used in 
videoconferencing and mobile applications. It corresponds to the subset of 
features that are in common between the Baseline, Main, and High Profiles 
described below. 
 
Baseline Profile (BP) 
 
Primarily for low-cost applications that require additional data loss robustness, 
this profile is used in some videoconferencing and mobile applications. This 
profile includes all features that are supported in the Constrained Baseline 
Profile, plus three additional features that can be used for loss robustness (or 
for other purposes such as low-delay multi-point video stream compositing). 
The importance of this profile has faded somewhat since the definition of the 
Constrained Baseline Profile in 2009. All Constrained Baseline Profile 
 bitstreams are also considered to be Baseline Profile bitstreams, as these two 
profiles share the same profile identifier code value. 
Main Profile (MP) 
 
This profile is used for standard-definition digital TV broadcasts that use the 
MPEG-4 format as defined in the DVB standard. It is not, however, used for 
high-definition television broadcasts, as the importance of this profile faded 
when the High Profile was developed in 2004 for that application. 
 
Extended Profile (XP) 
 
Intended as the streaming video profile, this profile has relatively high 
compression capability and some extra tricks for robustness to data losses and 
server stream switching. 
 
High Profile (HiP) 
 
The primary profile for broadcast and disc storage applications, particularly for 
high-definition television applications (for example, this is the profile adopted by 
the Blu-ray Discstorage format and the DVB HDTV broadcast service). 
 
High 10 Profile (Hi10P) 
 
Going beyond typical mainstream consumer product capabilities, this profile 
builds on top of the High Profile, adding support for up to 10 bits per sample of 
decoded picture precision. 
 
High 4:2:2 Profile (Hi422P) 
 
Primarily targeting professional applications that use interlaced video, this 
profile builds on top of the High 10 Profile, adding support for the 4:2:2 chroma 
subsampling format while using up to 10 bits per sample of decoded picture 
precision. 
 
High 4:4:4 Predictive Profile (Hi444PP) 
 
This profile builds on top of the High 4:2:2 Profile, supporting up to 4:4:4 chroma 
sampling, up to 14 bits per sample, and additionally supporting efficient lossless 
region coding and the coding of each picture as three separate color planes. 
For camcorders, editing, and professional applications, the standard contains 
four additional all-Intra profiles, which are defined as simple subsets of other 
corresponding profiles. These are mostly for professional (e.g., camera and 









ANEXO B: Ampliación teórica                        65 
 
Feature/Profile CBP BP XP MP HiP Hi10P Hi422P Hi444PP 
B slices No No Yes Yes Yes Yes Yes Yes 
SI and SP slices No No Yes No No No No No 
Flexible macroblock 
ordering (FMO) No Yes Yes No No No No No 
Arbitrary slice ordering 
(ASO) No Yes Yes No No No No No 
Data partitioning No No Yes No No No No No 
Interlaced coding 
(PicAFF, MBAFF) No No Yes Yes Yes Yes Yes Yes 
CABAC entropy coding No No No Yes Yes Yes Yes Yes 
8×8 vs. 4×4 transform 
adaptivity No No No No Yes Yes Yes Yes 
Quantization scaling 
matrices No No No No Yes Yes Yes Yes 
Separate Cb and Cr QP 
control No No No No Yes Yes Yes Yes 




Sample depths (bits) 8 8 8 8 8 8 to 10 8 to 10 8 to 14 
Separate color plane 
coding No No No No No No No Yes 
Predictive lossless 
coding No No No No No No No Yes 
Tabla B.2: Tipos de perfiles de codificación en H.264 [21] 
 
B.3  Cabecera RTP: 
 
 
Fig. B.1: Cabecera RTP 
 
• Número de versión de RTP (V – número de versión): 2 bits. La versión 
definida por la especificación actual es 2. 
 • Relleno (P - Padding): 1 bit. Si el bit del relleno está colocado, hay uno o 
más bytes al final del paquete que no es parte de la carga útil.  
• La extensión (X - Extensión): 1 bit. Si el bit de extensión está colocado, 
entonces el encabezado fijo es seguido por una extensión del 
encabezado. Este mecanismo de la extensión posibilita 
implementaciones para añadir información al encabezado RTP. 
• Conteo CSRC (CC): 4 bits. El número de identificadores CSRC que 
sigue el encabezado fijo. Si la cuenta CSRC es cero, entonces la fuente 
de sincronización es la fuente de la carga útil. 
• El marcador (M - Marker): 1 bit. Un bit de marcador definido por el perfil 
particular de media. 
• Tipo de Carga útil (PT - Payload Type): 7 bits. Describe el formato de 
carga útil.  
• El número de Secuencia: 16 bits. Un único número de paquete que 
identifica la posición de este en la secuencia de paquetes. El número del 
paquete es incrementado en uno para cada paquete enviado. 
• Sellado de tiempo: 32 bits. Refleja el instante de muestreo del primer 
byte en la carga útil. Varios paquetes consecutivos pueden tener el 
mismo sellado si son lógicamente generados en el mismo tiempo - por 
ejemplo, si son todo parte del mismo frame de vídeo. 
• SSRC: 32 bits. Identifica la fuente de sincronización.  
• CSRC: 32 bits cada uno. Identifica las fuentes contribuyentes para la 
carga útil.                                                                                             . 
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Anexo C. Módulo RTP para JMVC 
 
C.1  Comprobación del funcionamiento del módulo 
 
Para poder comprobar que nuestro módulo funciona correctamente 
utilizaremos nuevamente el programa Xvi32 y una hoja de cálculo Excel. En 
primer lugar insertaremos en una hoja de cálculo los datos de codificación de la 
prueba 1. Abrimos el archivo de salida de nuestro módulo con Xvi32 y nos 
situamos al final del archivo. A continuación buscamos la combinación 
00320000 que coincide con el campo CSRC=50 y, efectivamente, encontramos 
el último paquete RTP: 
 
 
Fig. C.1: Búsqueda del último paquete RTP del archivo 
 
Podemos ver que su número de secuencia es 0x022E que en decimal es 558. 
Teniendo en cuanta que el número de secuencia inicial era 0 tenemos 559 
paquetes RTP. 
 
Utilizamos la hoja de cálculo para introducir los datos de codificación de las dos 
vistas de la prueba 1. En la columna contigua a la perteneciente al tamaño de 
la imagen en bits introducimos una sencilla formula que nos da un valor de 1 en 




Fig. C.2: Hoja de cálculo con formula de fragmentación 
 
 
Y en la columna de al lado introducimos la formula que podemos ver en la 
figura C.3. 
  
Fig. C.3: Hoja de cálculo con formula de número de fragmentos 
 
 
Con esta fórmula conseguimos saber en cuantos fragmentos se dividirá la 
imagen. 
 
Si nos desplazamos al final de la hoja y realizamos la suma vemos que hay en 
total 321 paquetes RTP para la vista 0 y  238 paquetes para la vista 1 (si el 
valor de número de fragmentos es 1 significa que no ha habido fragmentación 





Fig. C.4: Hojas de cálculo con resultados de fragmentación 
 
 
238+321=559. Este valor coincide con el número de paquetes RTP. 
 
Asimismo, si contamos el número de repeticiones de la combinación 
0x0000000180E6 (que simboliza una cabecera RTP con el bit M activado, 
primer fragmento de una imagen) podremos saber cuántas imágenes han 




Fig. C.5: número de cabeceras con bit M=1 encontradas 
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Encontramos 83. Este valor coincide con la suma de los valores 35 y 48 que 
mostraban cuantas imágenes han necesitado ser fragmentadas en la hoja de 
cálculo. 
C.2  Parámetros y compilación: 
 






Con este parámetro podemos especificar el número de serie del 
primer paquete. El RFC de RTP propone un número aleatorio por 
motivos de seguridad. 
-in: Este parámetro especifica la ruta donde el programa encontrará el 
archivo a tratar. 
-o: Especifica la ruta donde el módulo depositara el archivo tratado. 
-ts Especifica el incremento de timestamp entre imagen e imagen 
Tabla C.1: Parámetros del módulo RTP 
 




 gcc -Wall -o rtp.exe rtp.o 
rtp.o:rtp.c 
 gcc -c rtp.c 
 
Ejemplo: ./rtp.exe –in ballroom.264 –o paquetesRTP –sn 0 –ts 3600 









#define MAX 100000 
 
int main(int argc, char *argv[]){ 
 if (argc<=1) 
 { 
 printf("ERROR:  No se han encontrado parametros \n"); 
 exit(-1); 
 } 
 //en primer lugar iniciamos las variables que vamos a utilizar 
 int fd,fd2,unidadesFragmentadas=0,primerFragmento=1; 
 int rec=0,e=0; 
 short seqNumber=0; 
 short ssrc=43605; 
 short csrc=43605; 
 int fileInput=0; 
  int fileOutput=0; 
 short in=0; 
 short out=0; 
 short verM=26240; 
 short verF=59008; 





 char cadena[MAX]; 
 int v[MAX]; 
 //analizamos los parametros que se han pasado por linea de 
comandos 
 for(rec=0;rec<argc;rec++){ 
   if (strcmp(argv[rec],"-sn")==0) 
     seqNumber=atoi(argv[rec+1]); 
   if (strcmp(argv[rec],"-mtu")==0){ 
     mtu=atoi(argv[rec+1]); 
  mtu=mtu-56; 
   } 
   if (strcmp(argv[rec],"-in")==0) 
   { 
     fd = open(argv[rec+1],O_RDONLY); 
       if (fd<0) 
       printf("ERROR: No se ha encontrado el archivo de entrada 
\n"); 
       in++; 
   } 
   if (strcmp(argv[rec],"-o")==0) 
   { 
    //abrimos el archivo donde depositaremos los datos 
     fd2 = open(argv[rec+1],O_WRONLY|O_CREAT|O_TRUNC,0660); 
       if (fd2<0) 
       printf("ERROR: en el archivo de salida \n"); 
       out++; 




 if (in==0){ 
   printf("ERROR: Debe especificarse un archivo de entrada \n"); 
   exit(0); 
 } 
 if (out==0){ 
   printf("ERROR: Debe especificarse un archivo de salida \n"); 
   exit(0); 
 } 
 //buscamos la combinacion 00000001 que indica el inicio de 
unidad NAL 
 printf("Empaquetando... \n"); 
 while(ret>0){ 
 
  ret=read(fd,&hex,1); 
 
   if (opc==3){ 
    if (hex==0x01){ 
    cont++; 
    if((cont!=6)&&(cont>4)&&(cont%3!=0)){ //Solo 
cada 3 cadenas 00000001 empieza una nueva imagen 
    v[z]=pos; 
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    z++; 
    }     
    opc=0; 
    } 
   } 
   if (opc==2){ 
    if (hex==0x00) 
    opc=3; 
    else 
    opc=0;    
   } 
   if (opc==1){ 
    if (hex==0x00) 
    opc=2; 
    else 
    opc=0; 
    } 
   if (opc==0){ 
    
    if(hex==0x00)    
    opc=1;     
    else 
    opc=0;    
   } 
 pos++; 










 //Si la imagen no debe ser fragmentada 
 if ((v[y+1]-v[y])<mtu){ 
printf("encapsulo unidad simple\n"); 
 
   if (f==0) 
    write(fd2,&verM,sizeof(verM)); 
   else{ 
    write(fd2,&verF,sizeof(verF)); 
    f=0;     
    } 
 seqNumber = ((seqNumber&0xFF00)>>8)|((seqNumber&0x00FF)<<8); 
 write(fd2,&seqNumber,sizeof(seqNumber)); 
 timeStamp = ((timeStamp&0xFF000000)>>24) | 










 seqNumber = ((seqNumber&0xFF00)>>8)|((seqNumber&0x00FF)<<8); 
 timeStamp = ((timeStamp&0xFF000000)>>24) | 






 }  
 ret=read(fd,&cadena,(v[y+1]-v[y])); 
 write(fd2,&cadena,(v[y+1]-v[y])); 
 printf("he escrito %d\n",(v[y+1]-v[y])*8); 
 y++; 
 } 
//Si la imagen debe ser fragmentada 
 if ((v[y+1]-v[y])>mtu){ 
 start=v[y]; 
 stop=v[y+1]; 
printf("encapsulo unidad fragmentada de %d bytes\n",stop-start); 
 
  while(e==0){ 
 
   unidadesFragmentadas++; 
 
    if ((start+mtu)>=stop){ 
 
     if (imagenes%2==0){ 
      write(fd2,&verM,sizeof(verM)); 
      f=1;} 
     else 
      write(fd2,&verF,sizeof(verF)); 
  
     seqNumber = 
((seqNumber&0xFF00)>>8)|((seqNumber&0x00FF)<<8); 
     write(fd2,&seqNumber,sizeof(seqNumber)); 
     timeStamp = ((timeStamp&0xFF000000)>>24) 
| ((timeStamp&0x00FF0000)>>8) | ((timeStamp&0x0000FF00)<<8) | 
((timeStamp&0x000000FF)<<24); 
     write(fd2,&timeStamp,sizeof(timeStamp)); 
     write(fd2,&ssrc,sizeof(ssrc)); 
     write(fd2,&csrc,sizeof(csrc)); 
     seqNumber = 
((seqNumber&0xFF00)>>8)|((seqNumber&0x00FF)<<8); 
     timeStamp = ((timeStamp&0xFF000000)>>24) 
| ((timeStamp&0x00FF0000)>>8) | ((timeStamp&0x0000FF00)<<8) | 
((timeStamp&0x000000FF)<<24); 
     printf("he escrito una cabecera RTP\n"); 
     seqNumber++;  
     lastF=(lastF)|(nal_u); 
     write(fd2,&nal,1); 
     write(fd2,&lastF,1); 
     lastF=0x60; 
     printf("he escrito cabecera 
fragmentacion del ultimo fragmento  %c\n",lastF); 
     ret=read(fd,&cadena,stop-start); 
     write(fd2,&cadena,stop-start); 
     e=1; 
     primerFragmento=1; 
     printf("he escrito %d bytes\n",stop-
start); 
    } 
    if ((start+mtu)<stop){ 
     write(fd2,&verM,sizeof(verM)); 
     seqNumber = 
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((seqNumber&0xFF00)>>8)|((seqNumber&0x00FF)<<8); 
     write(fd2,&seqNumber,sizeof(seqNumber)); 
     timeStamp = ((timeStamp&0xFF000000)>>24) 
| ((timeStamp&0x00FF0000)>>8) | ((timeStamp&0x0000FF00)<<8) | 
((timeStamp&0x000000FF)<<24); 
     write(fd2,&timeStamp,sizeof(timeStamp)); 
     write(fd2,&ssrc,sizeof(ssrc)); 
     write(fd2,&csrc,sizeof(csrc)); 
     seqNumber = 
((seqNumber&0xFF00)>>8)|((seqNumber&0x00FF)<<8); 
     timeStamp = ((timeStamp&0xFF000000)>>24) 
| ((timeStamp&0x00FF0000)>>8) | ((timeStamp&0x0000FF00)<<8) | 
((timeStamp&0x000000FF)<<24); 
     printf("he escrito una cabecera RTP\n"); 
     seqNumber++;  
     if (primerFragmento==1){ 
      lseek(fd,4,SEEK_CUR); 
      read(fd,&nal,1); 
      lseek(fd,-5,SEEK_CUR); 
      nal_u=nal<<3; 
      nal_u=nal_u>>4; 
      nal_u=(nal_u)&(0x0f); 
      nal_u=nal_u<<1; 
      nal=nal>>5; 
      nal=(nal<<5)|(0x1c); 
      firstF=0xa0; 
      firstF=(firstF)|(nal_u); 
      write(fd2,&nal,1); 
      write(fd2,&firstF,1); 
      primerFragmento=0; 
     } 
     else{ 
      medF=(medF)|(nal_u); 
      write(fd2,&nal,1); 
      write(fd2,&medF,1); 
      medF=0x20; 
     } 
     ret=read(fd,&cadena,mtu); 
     write(fd2,&cadena,mtu); 
     start=start+mtu; 











printf("Unidades NAL empaquetadas: %d\nEl proceso de empaquetado se ha 
realizado con exito.\n",imagenes); 





Fig. C.6: Codigo del módulo RTP 
 Anexo D
 
Hemos implementado un programa que consiste en emitir en tiempo real los 
paquetes que encapsulamos con el 
comprobar mediante el analizador de protocolos 
 
Además esta implementación puede servir a futuros
herramienta básica para configurar el escenario de la figura 6.1.
 
A continuación (figura D.1) se ilustran todos los pasos de la transmisión:
 
 
Fig. D.1: Diagrama de bloques de una transmisión MVC/RTP
 
 
En primer lugar ejecutamos el módulo RTP (comentado en el apartado 4.6 y en 
el anexo C) dándole como entrada cualquier archivo estéreo codificado con el 
codificador MVC. El módulo
las cabeceras pertinentes de
salida, por tanto, del módulo
del codificador pero empaquetados. Estos datos pueden ser enviados al 
transmisor de paquetes, que emitirá en tiempo real los paquetes 
recibir estos paquetes debemos ejecutar antes el receptor de paquetes que 
permanecerá a la espera hasta que inicie la transmisión. Finalmente hemos 
implementado un módulo
principal y cuya entrada es e
último consiste básicamente en extraer los datos útiles prescindiendo de las 
cabeceras RTP añadidas. De esta manera el archivo de salida de este 
podrá ser enviado directamente al descodificador MVC.
 
D.1  Captura de transmisión
 
Se ha tomado la captura mostrada en la
para comprobar si los paquetes son enviados correctamente y en su debido 
instante de tiempo. En esta captura podemos ver como todos los paquetes 
pertenecientes a la misma imagen (tanto para la vista 0 como para la 1) se 
envían juntos y con el mismo valor de 
en la columna de time que el tiempo transcurrido entre el primer paquete de 
una imagen y el primer paquete de la siguiente imagen es de 40 ms 
aproximadamente (no es exacto debido a la precisión del 
de la maquina). Estos 40 ms corresponden al periodo de imag
imágenes/segundo) (ver figura 4.14
 
. Transmisión RTP/MVC 
módulo RTP y de este modo poder 
wireshark (anexo A).
 investigadores como 
 
 encapsulará los datos en paquetes RTP y añadirá 
 fragmentación si es necesario. El archivo de 
 RTP contendrá exactamente los datos de salida 
 que efectúa la función inversa del 
l archivo de salida del receptor de paquetes. Este 
 
 
s figuras D2 y D3 mediante 
timestamp. Podemos, también, apreciar 
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Fig. D.2: Captura Wireshark transmisión RTP/MVC 
 
 
Fig. D.3: Captura Wireshark transmisión RTP/MVC (II) 
 
En el paquete 2 (figura D.2) podemos ver un paquete diferente a los demás, ya 
que su versión de RTP es la 0. Esto es debido a que este paquete es de 
control, y transporta los 53 bits que utiliza el descodificador como control y que 
no transporta datos de ninguna imagen. En el último paquete de la transmisión 
 hemos usado un patrón de 8 bytes (0xffffffffffffffff) para indicar al receptor que 
ya no hay más imágenes a transmitir. 
 
Otro detalle interesante de esta captura es el marker bit. Podemos ver que este 
bit se activa cuando finaliza la transmisión de una unidad de acceso (una 
unidad de acceso corresponde a el conjunto de imágenes de todas las vistas 
referenciadas  a un mismo instante temporal). Asimismo, todos los fragmentos 
de una misma imagen tienen la opción de FU-A correspondiente a una unidad 
NAL fragmentada y cuyo significado ya comentamos en el apartado 2.7.1.2. 
Las unidades con la opción NAL unit – Reserved (figura D.3)  corresponden a 
todas aquellas unidades no fragmentadas que debido a que su NAL_unit_type 
tiene un valor de 14 o de 20 (en función del punto de vista que represente) 
wireshark las considera reservadas. 
 
Finalmente cabe destacar que el incremento del timestamp es de 3600 ticks de 
reloj por imagen. El valor de 3600 está relacionado con el periodo de imagen 
referenciado al reloj de wireshark de 90 Khz (3600/90K = 0,04s). En la figura 
D.4 podemos ver una grafica que representa el número de paquetes enviados 
en función del tiempo: 
 
Fig. D.4: Grafico de paquetes enviados en función del tiempo 
 
 
Podemos apreciar el envío de 7 imágenes (una cada 40 ms). Los altos valores 
de los instantes 0ms y 40ms son debidos a que las primeras imágenes de cada 
una de las vistas son intra. 
D.2  Transmisor de paquetes: 
 





Parámetro 1 Dirección IP destino de los paquetes RTP 
Parámetro 2 Archivo de salida del módulo RTP. 
Parámetro 3 Periodo de imagen. 
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Este es el archivo makefile que compilará y creará el ejecutable rtpSend.exe: 
#Makefile 
rtpSend.exe: rtpSend.o 
 gcc -Wall -o rtpSend.exe rtpSend.o 
rtpSend.o: rtpSend.c 
 gcc -c rtpSend.c 
 





















#define MYPORT 4950 /* el puerto donde se enviaran los datos */ 
#define MAX 100000 
char cadena[MAX]; 
int main(int argc, char *argv[]) 
{ 
int sockfd; 
struct sockaddr_in their_addr; /* Almacenara la direccion IP y número 
de puerto 
del servidor */ 
struct hostent *he; 
int numbytes; 
if (argc != 4) 
{ 
fprintf(stderr,"Error en el paso de parametros\n"); 
exit(1); 
} 
/* convertimos el hostname a su direccion IP */ 





/* Creamos el socket */ 





their_addr.sin_family = AF_INET; /* host byte order */ 
their_addr.sin_port = htons(MYPORT); /* network byte order */  
their_addr.sin_addr = *((struct in_addr *)he->h_addr); 
bzero(&(their_addr.sin_zero), 8); 
 struct timeval ti, tf,tmed; 
double tiempo,tiempo2; 
int numFrag=0,ret=1,fd,opc=0,cont=0,pos=0,z=0,vec=0,x=0; 
unsigned char hex,FU; 
int v[MAX],frag[MAX]; 




  ret=read(fd,&hex,1); 
 
   if (opc==3){ 
    if (hex==0xaa){ 
    cont++; 
    v[z]=pos-12; 
    z++;     
    lseek(fd,1,SEEK_CUR); 
    read(fd,&FU,1); 
    lseek(fd,-2,SEEK_CUR); 
    if((FU==0xae)||(FU==0xb4)){ 
    numFrag=1;    
    } 
    if((FU==0x2e)||(FU==0x34)){ 
    numFrag++;    
    } 
    if((FU==0x6e)||(FU==0x74)){ 
    numFrag++; 
    frag[vec]=numFrag; 
    vec++;   
    } 
    if (FU==0x00){ 
    numFrag=1; 
    frag[vec]=numFrag; 
    vec++;  
    } 
    } 
    opc=0; 
   } 
   if (opc==2){ 
    if (hex==0x55) 
    opc=3; 
    else 
    opc=0;    
   } 
   if (opc==1){ 
    if (hex==0xaa) 
    opc=2; 
    else 
    opc=0; 
    } 
   if (opc==0){ 
    
    if(hex==0x55)    
    opc=1;     
    else 
    opc=0;    














sendto(sockfd, cadena, 53, 0, (struct 
sockaddr*)&their_addr,sizeof(struct sockaddr)); 
 
while(frag[r]!=0) {  
   
  for(h=0;h<frag[r];h++){ 
   
   if ((h==0)&&(r%2==0)){ 
    gettimeofday(&ti, NULL);   // Instante inicial 
    } 
  ret=read(fd,&cadena,(v[i+1]-v[i])); 
  numbytes=sendto(sockfd, cadena, (v[i+1]-v[i]), 0, (struct 
sockaddr*)&their_addr,sizeof(struct sockaddr)); 
  i++; 
  }  
  if (r%2==0){ 
   vista=0; 
   printf("He enviado la imagen %d de la vista 
%d\n",img,vista);  
   } 
  else{ 
   vista=1; 
   printf("He enviado la imagen %d de la vista %d\n", 
img,vista);  
   gettimeofday(&tf, NULL);   // Instante final 
   tiempo= (tf.tv_sec - ti.tv_sec)*1000 + (tf.tv_usec - 
ti.tv_usec)/1000.0; 
                 printf("Tiempo de transmision de las imagenes: %g 
milisegundos\n", tiempo);  
   img++; 
   }   
  if((((periodo-tiempo)*1000)>0)&&(r%2!=0)){ 
  printf("me espero: %f microsegundos\n", ((periodo-
tiempo)*1000)+((periodo-tiempo2)*1000));  
  printf ("RETRASO: %f \n",(periodo-tiempo2));   
usleep(((periodo-tiempo)*1000)+((periodo-tiempo2)*1000)); 
  gettimeofday(&tmed, NULL);   // Instante medio 
  tiempo2= (tmed.tv_sec - ti.tv_sec)*1000 + (tmed.tv_usec - 
ti.tv_usec)/1000.0; 
  printf("TIEMPO TOTAL:  %f \n", tiempo2);  
  } 
  if (((periodo-tiempo)*1000)<0){ 
  printf("ERROR: El framerate es demasiado alto\n"); 
  exit(0); 
  } 
  r++; 
} 





Fig. D.5: Código del transmisor 




Este es el archivo makefile que compilará y creará el ejecutable rtpRcv.exe: 
#Makefile 
rtpRcv.exe: rtpRcv.o 
 gcc -Wall -o rtpRcv.exe rtpRcv.o 
rtpRcv.o: rtpRcv.c 
 gcc -c rtpRcv.c 
 
El receptor no tiene parámetros, simplemente se debe ejecutar antes de que el 






















#define MYPORT 4950 /* puerto donde los cliente envian los paquetes */ 
#define MAXBUFLEN 100000 /* Max. cantidad de bytes que podra recibir 
en una 




struct sockaddr_in my_addr; /* direccion IP y numero de puerto local 
*/ 
struct sockaddr_in their_addr; /* direccion IP y numero de puerto del 
cliente */ 
/* addr_len contendra el tamanio de la estructura sockadd_in y 
numbytes el 
numero de bytes recibidos */ 
int addr_len, numbytes=1; 
char buf[MAXBUFLEN]; /* Buffer de recepcion */ 
/* se crea el socket */ 





/* Se establece la estructura my_addr para luego llamar a bind() */ 
my_addr.sin_family = AF_INET; /* host byte order */ 
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my_addr.sin_port = htons(MYPORT); /* network byte order */ 
my_addr.sin_addr.s_addr = INADDR_ANY; /* se asigna automaticamente la 
direccion IP local */ 
bzero(&(my_addr.sin_zero), 8); /* rellena con ceros el resto de la 
estructura */ 
/* Se le da un nombre al socket */ 






/* Se reciben los datos */ 
addr_len = sizeof(struct sockaddr); 
int fd; 
/*se abre el archivo donde escribiremos los datos recibidos*/ 
fd = open("datos.xvi32",O_WRONLY|O_CREAT|O_TRUNC,0660); 
int e=1; 
while(e){ 
if ((numbytes=recvfrom(sockfd, buf, MAXBUFLEN, 0, (struct sockaddr 





/* Se visualiza lo recibido */ 
printf("paquete proveniente de : 
%s\n",inet_ntoa(their_addr.sin_addr)); 
printf("longitud del paquete en bytes : %d\n",numbytes); 





/*escribimos los datos recibidos*/ 
write(fd,&buf,numbytes); 
} 




Fig. D.6: Código del receptor 
 










 gcc -Wall -o rtp_inverse.exe rtp_inverse.o 
rtp_inverse.o: rtp_inverse.c 
 gcc -c rtp_inverse.c 
 
  
El único parámetro especifica el archivo de datos creado por el ejecutable 
rtpRcv.exe: 
 




















#define MAX 100000 





unsigned char hex; 
//abrimos el archivo recibido con los paquetes RTP 
fd = open(argv[1],O_RDONLY); 
//abrimos el archivo en el que escribiremos unicamente datos utiles 
fd2 = open("datos.xvi32",O_WRONLY|O_CREAT|O_TRUNC,0660); 
while(ret>0){ 
//buscamos donde esta las cabeceras RTP 
  ret=read(fd,&hex,1); 
 
   if (opc==3){ 
    if (hex==0xff){ 
    cont++; 
    v[z]=pos+2; 
    z++;     
    opc=0; 
    } 
   } 
   if (opc==2){ 
    if (hex==0xff) 
    opc=3; 
    else 
    opc=0;    
   } 
   if (opc==1){ 
    if (hex==0xff) 
    opc=2; 
    else 
    opc=0; 
    } 
   if (opc==0){ 
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    if(hex==0xff)    
    opc=1;     
    else 
    opc=0;    
   } 
 pos++; 











  for(i=0;i<z;i++){ 
 
  lseek(fd,14,SEEK_CUR);  
  //leemos cada uno de los fragmentos y restamos 14 por la 
cabecera RTP y la cabecera que hemos añadido 
  ret=read(fd,&cadena,(v[i+1]-v[i])-14); 
ret2=ret2+ret; 
printf("ret-->%d\n",ret); 
  printf("longitud imagen: %d : %d\n",i,(v[i+1]-v[i])-14); 
  //escribimos los datos del fragmento 
  write(fd2,&cadena,(v[i+1]-v[i])-14); 











 Anexo E. Tratamiento genérico de señales side by side 
 
Hemos diseñado un programa que se encarga de separar las imágenes de un 
vídeo en side by side ya sea horizontal o vertical. En el diagrama de bloques 
mostrado a continuación podemos ver el procedimiento completo para dividir 
un vídeo en side by side: 
 
 
Fig. E.1: Diagrama de bloques de procedimiento side by side 
 
 
En primer lugar necesitamos un contenido en side by side en cualquier tipo de 
formato de vídeo. FFmpeg se encargara de convertir este vídeo a formato yuv. 
La entrada deberá ser un vídeo en formato crudo (YUV 4:2:0p) bajo la 




Una vez obtenido el vídeo en formato yuv podemos iniciar el programa 
divide.exe con sus debidos parámetros para obtener dos archivos 
pertenecientes a cada una de las vistas (izquierda y derecha) en formato YUV. 
Finalmente para visualizar el contenido en un reproductor de vídeo como 
Windows Media Player debemos de volver a utilizar FFmpeg para convertir los 
archivos YUV a archivos MPEG en contenedores AVI mediante el siguiente 
comando: 
Fig. D.8: Modelo YUV 4:2:0p E 2
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ffmpeg -s 720x1080 -i video.yuv -s 1440x1080 video.avi 
 
Cabe destacar la especificación de la resolución del archivo yuv (-s 720x1080) 
debido a que no tiene cabecera. 
E.1  Parámetros y compilación: 
 
Parámetro Función 
-w: (int) Ancho de la imagen original.  
-h: (int) Alto de la imagen original.  
-f: (int) f=1 side by side horizontal / f=0  side by side vertical. 
-in: (String) Archivo de entrada a tratar. 
-out: (String) Archivo de salida izquierda. 
-out2: (String) Archivo de salida derecha. 
Tabla E.1: Parámetros módulo side by side 
 




 gcc -Wall -o divide.exe divide.o 
divide.o:divide.c 
 gcc -c divide.c 









int main(int argc, char *argv[]){ 
 if (argc<4){ 
 printf("Especifica las rutas de los archivos\n");  
 exit(-1); 
 } 
 int ret=1, fd, fd2,fd3,i=0,rec,format,width,height; 
  
 for(rec=0;rec<argc;rec++){ 
   
   if (strcmp(argv[rec],"-w")==0) 
     width=atoi(argv[rec+1]); 
   if (strcmp(argv[rec],"-h")==0) 
     height=atoi(argv[rec+1]); 
   if (strcmp(argv[rec],"-f")==0) 
     format=atoi(argv[rec+1]); 
   if (strcmp(argv[rec],"-in")==0) 
   { 
     fd = open(argv[rec+1],O_RDONLY); 
   if (fd==-1){ 
   printf("No se ha encontrado el archivo 
especificado\n");  
   exit(-1); 
    } 
    } 
   if (strcmp(argv[rec],"-out")==0) 
   { 
     fd2 = open(argv[rec+1],O_WRONLY|O_CREAT|O_TRUNC,0660); 
   if (fd2==-1){ 
   printf("No se ha encontrado el archivo 
especificado\n");  
   exit(-1); 
    } 
   } 
          if (strcmp(argv[rec],"-out2")==0) 
   { 
     fd3 =open(argv[rec+1],O_WRONLY|O_CREAT|O_TRUNC,0660); 
   if (fd3==-1){ 
   printf("No se ha encontrado el archivo 
especificado\n");  
   exit(-1); 
    } 
   } 
 
 } 
   
   if (format ==1){ 
 width=width/2; 
 char cadena[width],cadena2[width]; 
 int contador=0; 
 while(ret>0){  
  contador++; 
  ret=read(fd,&cadena,width); 
  printf("ret= %d \n",ret); 
  if(ret>0){ 
  write(fd2,&cadena,width); 
  } 
  ret=read(fd,&cadena2,width); 
  printf("ret= %d \n",ret); 
  if(ret>0){ 
  write(fd3,&cadena2,width); 
  } 
  if ((contador==height)&&(ret>0)){ 
  contador=0; 
  for(i=0;i<height;i++){ 
  ret=read(fd,&cadena,width/4); 
  write(fd2,&cadena,width/4); 
  ret=read(fd,&cadena2,width/4); 
  write(fd3,&cadena2,width/4);  




close(fd3);      
return 0; 
   } 
   else{ 
    int cont=0,cont2=0; 
                  char cadena3[(width*height)/2]; 
    while(ret>0){ 
     ret=read(fd,&cadena3,(width*height)/2); 
   printf("leo luminancia vista 0  --> %d 
\n",(width*height)/2); 
   if (ret>0) 
   write(fd2,&cadena3,(width*height)/2); 
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   ret=read(fd,&cadena3,(width*height)/2); 
   printf("leo luminancia vista 1  --> %d 
\n",(width*height)/2); 
   if (ret>0) 
   write(fd3,&cadena3,(width*height)/2); 
   ret=read(fd,&cadena3,(width*height)/8); 
   printf("leo crominancia vista 0  --> %d 
\n",(width*height)/4); 
   if (ret>0) 
   write(fd2,&cadena3,(width*height)/8); 
   ret=read(fd,&cadena3,(width*height)/8); 
   printf("leo crominancia vista 1  --> %d 
\n",(width*height)/4); 
   if (ret>0) 
   write(fd3,&cadena3,(width*height)/8); 
 
   ret=read(fd,&cadena3,(width*height)/8); 
   printf("leo crominancia vista 0  --> %d 
\n",(width*height)/4); 
   if (ret>0) 
   write(fd2,&cadena3,(width*height)/8); 
   ret=read(fd,&cadena3,(width*height)/8); 
   printf("leo crominancia vista 1  --> %d 
\n",(width*height)/4); 
   if (ret>0) 
   write(fd3,&cadena3,(width*height)/8); 





   }} 
Fig. E.3: Código tratamiento side by side 
E.3  Ejemplo: 
 
./divide -in side.yuv -out left.yuv -out2 right.yuv -w 1440 -h 576-f 1 
 










En la figura E.4 podemos ver como los dos archivos generados tienen el mismo 
tamaño (la mitad que el vídeo original): 
 
 
Fig. E.4: Tamaños de los archivos de salida 
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ANEXO F. Descarga mediante cliente CVS de JMVC 
 
El texto del apartado E.1 ha sido extraido directamente del manual del software 
de JMVC. 
F.1  Accessing the latest JMVC Software 
 
In order to keep track of the changes in software development and to always 
provide an up-to-date version of the JMVC software, a CVS server for the 
JMVC software has been set up at the Rheinisch-Westfälische Technische 
Hochschule (RWTH) Aachen. The CVS server can be accessed using WinCVS 
or any other CVS client. The server is configured to allow read access only 
using the parameters specified in Table 1. Write access to the JMVC software 
server is restricted to the JMVC software coordinators group. 
 
authentication: pserver 
host address: garcon.ient.rwth-aachen.de 
path: /cvs/jvt 
user name: jvtuser 
password: jvt.Amd.2 
module name: jmvc 
Table 1: CVS access parameters 
  
 
Example 1 shows how the JMVC software can be accessed by using a 
command line CVS client. 
 
cvs –d :pserver:jvtuser:jvt.Amd.2@garcon.ient.rwth-aachen.de:/cvs/jvt login 
cvs –d :pserver:jvtuser@garcon.ient.rwth-aachen.de:/cvs/jvt checkout jmvc 
Example 1: Accessing the JMVC software with a command line CVS client 
 
 
In Example 2, it is shown how a specific JMVC software version – specified by a 
tag (JMVC_2_1 in Example 2) – can be obtained using a command line CVS 
client. Note that co represents an abbreviation for the command checkout, 
which was used in Example 1. 
 
cvs –d :pserver:jvtuser:jvt.Amd.2@garcon.ient.rwth-aachen.de:/cvs/jvt login 
cvs –d :pserver:jvtuser@garcon.ient.rwth-aachen.de:/cvs/jvt co –r JMVC_2_1 
jmvc 
Example 2: Accessing the JMVC software version with the tag JMVC_2_1 with 





 ANEXO G. Pruebas del codificador de NOKIA 
 
G.1  Datos de codificación  
Prueba 1: 
 
I: 2, P: 398 
Skipped frames: 0 
Total bits in the stream: 4262112 
Bits in all NAL headers: 32 
Bits in Sequence Parameter Set: 160 
Bits in Picture Parameter Set: 56 
I-frame bits: 54520, P-frame bits: 4207344 
P-frame bit rate: 317136 bits/second 
Overall bit rate: 319640 bits/second 
Average PSNR: 43.90 
I: 46.02, P: 43.89 
Prueba 2: 
 
Total frames being encoded: 400 
I: 400, P: 0 
Skipped frames: 0 
Total bits in the stream: 18335504 
Bits in all NAL headers: 32 
Bits in Sequence Parameter Set: 160 
Bits in Picture Parameter Set: 56 
I-frame bits: 18335256, P-frame bits: 0 
Average PSNR: 44.67 
I: 44.67, P: 9999.00 
Prueba 3: 
 
Total frames being encoded: 400 
I: 2, P: 398 
Skipped frames: 0 
Total bits in the stream: 4897696 
Bits in all NAL headers: 32 
Bits in Sequence Parameter Set: 176 
Bits in Picture Parameter Set: 72 
I-frame bits: 54520, P-frame bits: 4842896 
P-frame bit rate: 365042 bits/second 
Overall bit rate: 367306 bits/second 
Average PSNR: 43.90 
I: 46.02, P: 43.89 
Prueba 4: 
 
Total frames being encoded: 410 
I: 2, P: 408 
Skipped frames: 0 
Total bits in the stream: 12972760 
Bits in all NAL headers: 32 
Bits in Sequence Parameter Set: 160 
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Bits in Picture Parameter Set: 56 
I-frame bits: 54520, P-frame bits: 12917992 
P-frame bit rate: 949852 bits/second 
Overall bit rate: 949208 bits/second 
Average PSNR: 43.73 
I: 46.02, P: 43.71 
 
 
G.2  Parámetros del codificador de NOKIA 
 
A continuación podemos ver los parámetros (directamente extraídos del 
manual) del codificador de NOKIA: 
 
Parameter Usage 
-inyuv Input file name (consecutive YUV frames in a single file) for 
each frame of the left eye view. Note that encoder supports 
only 4:2:0 color space 
-in2 Input file for the right eye view. Input format is the same as 
for the left eye view. 
-out File name of the encoded output. Note that encoder  uses 
Annex-B file format, specified in ITU-T Rec. H.264 
 
 
Parameter Usage Default 
-level Sets the Level of the encoded bitstream 
(20 means level 2.0) 
20 
-width Width of the input video 176 
-height Height of the input video 144 
-intraview Flag to turn off inter-view prediction, i.e. 
use only intra-view prediction 
Off, i.e. use 
inter-view 
prediction 
-qcif Sets the picture resolution to QCIF format 
(176x144) 
- 
-cif Sets the picture resolution to CIF format 
(352x288) 
- 
-start First frame number 0 
-origfps Frame rate of the input uncompressed 
video 
30 
-skip Number of frames to be skipped from input 
video. Encoded frame rate is input frame 
rate divided by number of skipped frames 
plus 1, 
2 
-frames Number of frames to be encoded 2^31-1 
-IpP Number of non-reference frames inserted 
between reference frames. 0 means no 
nonreference frame is put. 
0 
-qNonref Luma QP for the non-reference frames. 
Same as -q if not provided.  
Q 
-tuneIntra Tune intra frame quality. Only works when 
–rdo is 1. If is larger than 1024, more 
256 
 compression, otherwise higher quality. 
-tuneInter Tune inter frame quality. Only works when 
–rdo is 1. If is larger than 1024, more 
compression, otherwise higher quality. 
256 
-tuneNonref Tune non-reference frame quality. Only 
works when –rdo is 1. If is larger than 
1024, more compression, otherwise higher 
quality. 
256 
-intraFreq Intra frame frequency. 0 means only first 
frame is intra. 
0 
-idrFreq IDR frame frequency. 0 means only first 
frame is IDR. 
0 
-qintra Luma QP for the intra/idr frames. Same as 
–q if not provided. 
-q 
-q Luma QP for the P frames 32 
-q2Start Used to have different QP’s for different 
parts of video. Use QP provided by –q2 
after –q2Start frames. 
2^31-1 
-q2 Luma QP for the second part of the clip. -q 
-cumul Write the encoding statistics to a file - 
-reco Output the reconstructed video to a file. 
Y,U,V are output to separate files. Use –
recoyuv if YUV should be in the same file 
- 
-recoyuv Output the reconstructed video to a file. 
Y,U,V are output to the same file. Use –
reco if YUV should be in separate files 
- 
-rframes Number of reference frames used in 
encoder. 0 means, all frames are intra. 
1 
-modes Define which block sizes are used. Input to 
this parameter is a 7 digit number, each 
digit being zero or one corresponging to 
seven different block sizes. First digit 
corresponds to 16x16, second digit to 
16x8, and so on. (e.g. 1111000 disables 




-range Maximum search range used in motion 
estimation process 
16 
-constipred Defines if constrained intra prediction is 
employed. If disabled, intra macroblocks 
are predicted from inter macroblocks 
resulting in higher coding efficiency with 




Number of bytes used for each slice. 0 
means one slice per picture. 
0 
-br Bitrate of the encoded bitstream. If 
enabled, -qintra &-q are not used. 
0 
-brcBufSize Size of encoder virtual buffer verifier in 
bytes. For low delay operation, buffer size 
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-brcQPStart QP for the first frame of the video. Is used 
only when rate control is enabled. If not 
specified, first frame’s QP will be estimated 
using the size of the video and desired 
bitrate. 
0 
-prof Encoder speed profile.  
0: Favor coding efficiency 
1: Favor encoding  speed 
2: Favor encoding speed more  
0 
-rdo If defined, mode decision is based on rate 
distortion optimization (RDO). Otherwise 
non-RDO based mode decision is used. 
Note that, setting this parameter to 1, 
significantly increase the encoding time, 
but has increased coding efficiency. 
1 
-RIR Put intra macroblocks at random locations 
to increase the error resiliency of the 
bitstream. Number of intra macroblocks to 
be added is given using this parameter. 
0 
-SIR Use a more complex algorithm to place 
intra macroblocks.  
Disabled 
-PLR Packet loss rate. This is information is 
used by SIR algorithm if enabled. 
 
 Anexo H. Pruebas del codificador de JVT 
 
A continuación podemos ver los archivos de configuración correspondientes a 
cada una de las pruebas realizadas con el codificador de JVT. 








InputFile               input      # input file 
OutputFile              stream     # bitstream file 
ReconFile               rec        # reconstructed file 
MotionFile              motion     # motion information file  
SourceWidth             400        # input  frame width 
SourceHeight            240        # input  frame height 
FrameRate               25.0       # frame rate [Hz] 




SymbolMode              1          # 0=CAVLC, 1=CABAC 
FRExt                   1          # 8x8 transform (0:off, 1:on) 




MbAff                   0          # 0=frameMb, 1=MbAff 




GOPSize                 4          # GOP Size (at maximum frame 
rate)  
IntraPeriod             200    # Anchor Period 
NumberReferenceFrames   3          # Number of reference pictures 
InterPredPicsFirst      1          # 1 Inter Pics; 0 Inter-view Pics 
Log2MaxFrameNum         11         # specifies max. value for 
frame_num (4..16) 
Log2MaxPocLsb           7          # specifies coding of POC’s (4..15) 
DeltaLayer0Quant        0          # differential QP for layer 0 
DeltaLayer1Quant        3          # differential QP for layer 1 
DeltaLayer2Quant        4          # differential QP for layer 2 
DeltaLayer3Quant        5          # differential QP for layer 3 
DeltaLayer4Quant        6          # differential QP for layer 4 
DeltaLayer5Quant        7          # differential QP for layer 5 
MaxRefIdxActiveBL0      2          # active entries in ref list 0 for 
B slices 
MaxRefIdxActiveBL1      2          # active entries in ref list 1 for 
B slices 
MaxRefIdxActiveP        1          # active entries in ref list for P 
slices 
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#======================= MOTION SEARCH 
================================== 
SearchMode              4          # Search mode (0:BlockSearch, 
4:FastSearch) 
SearchFuncFullPel       3          # Search function full pel 
                                   #   (0:SAD, 1:SSE, 2:HADAMARD, 
3:SAD-YUV)  
SearchFuncSubPel        2          # Search function sub pel 
                                   #   (0:SAD, 1:SSE, 2:HADAMARD)  
SearchRange             32         # Search range (Full Pel) 
BiPredIter              4          # Max iterations for bi-pred search 
IterSearchRange         8          # Search range for iterations (0: 
normal) 
 
#======================== LOOP FILTER 
==================================== 
LoopFilterDisable       0          # Loop filter idc (0: on, 1: off, 
2: 
                                   #   on except for slice boundaries) 
LoopFilterAlphaC0Offset 0          # AlphaOffset(-6..+6): valid range 
LoopFilterBetaOffset    0          # BetaOffset (-6..+6): valid range 
 
#========================= WEIGHTED PREDICTION 
============================ 
WeightedPrediction      0          # Weighting IP Slice (0:disable, 
1:enable) 
WeightedBiprediction    0          # Weighting B  Slice (0:disable, 
1:explicit, 
                                                         2:implicit) 
#=================== PARALLEL DECODING INFORMATION SEI Message 
================== 
PDISEIMessage           0          # PDI SEI message enable (0: 
disable, 1:enable) 
PDIInitialDelayAnc      2          # PDI initial delay for anchor 
pictures 




#============================== NESTING SEI MESSAGE 
============================= 
NestingSEI              0          #(0: NestingSEI off, 1: NestingSEI 
on) 
SnapShot                0          #(0: SnapShot off, 1: SnapShot on) 
#========================== ACTIVE VIEW INFO SEI MESSAGE 
======================== 
ActiveViewSEI           0          #(0: ActiveViewSEI off, 1: 
ActiveViewSEI on) 
#===================== VIEW SCALABILITY INFOMATION SEI MESSAGE 
================== 
ViewScalInfoSEI         0          #(0: ViewScalSEI off, 1: 
ViewScalSEI on) 
 
#============== Level conformance checking of the DPB size 
============== 
DPBConformanceCheck      1      # (0: disable, 1: enable, 1:default)  
 
#================= MULTIVIEW CODING PARAMETERS 
=========================== 
NumViewsMinusOne     1          # (Number of view to be coded minus 
1) 
 ViewOrder               0-1   # (Order in which view_ids are coded) 
 
View_ID      0          # view_id (0..1024): valid range 
Fwd_NumAnchorRefs     0          # (number of list_0 references for 
anchor)  
Bwd_NumAnchorRefs      0      # (number of list 1 references for 
anchor) 
Fwd_NumNonAnchorRefs     0      # (number of list 0 references for 
non-anchor) 




View_ID                  1 
Fwd_NumAnchorRefs      1 
Bwd_NumAnchorRefs      0 
Fwd_NumNonAnchorRefs     1 
Bwd_NumNonAnchorRefs     0 
Fwd_AnchorRefs      0 0 
Bwd_AnchorRefs      0 0 
Fwd_NonAnchorRefs      0 0 








InputFile               input      # input file 
OutputFile              stream     # bitstream file 
ReconFile               rec        # reconstructed file 
MotionFile              motion     # motion information file  
SourceWidth             400        # input  frame width 
SourceHeight            240        # input  frame height 
FrameRate               25.0       # frame rate [Hz] 




SymbolMode              1          # 0=CAVLC, 1=CABAC 
FRExt                   1          # 8x8 transform (0:off, 1:on) 




MbAff                   0          # 0=frameMb, 1=MbAff 




GOPSize                 1          # GOP Size (at maximum frame 
rate)  
IntraPeriod             1    # Anchor Period 
NumberReferenceFrames   3          # Number of reference pictures 
InterPredPicsFirst      1          # 1 Inter Pics; 0 Inter-view Pics 
Log2MaxFrameNum         11         # specifies max. value for 
frame_num (4..16) 
Log2MaxPocLsb           7          # specifies coding of POC’s (4..15) 
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DeltaLayer0Quant        0          # differential QP for layer 0 
DeltaLayer1Quant        3          # differential QP for layer 1 
DeltaLayer2Quant        4          # differential QP for layer 2 
DeltaLayer3Quant        5          # differential QP for layer 3 
DeltaLayer4Quant        6          # differential QP for layer 4 
DeltaLayer5Quant        7          # differential QP for layer 5 
MaxRefIdxActiveBL0      2          # active entries in ref list 0 for 
B slices 
MaxRefIdxActiveBL1      2          # active entries in ref list 1 for 
B slices 
MaxRefIdxActiveP        1          # active entries in ref list for P 
slices 
 
#======================= MOTION SEARCH 
================================== 
SearchMode              4          # Search mode (0:BlockSearch, 
4:FastSearch) 
SearchFuncFullPel       3          # Search function full pel 
                                   #   (0:SAD, 1:SSE, 2:HADAMARD, 
3:SAD-YUV)  
SearchFuncSubPel        2          # Search function sub pel 
                                   #   (0:SAD, 1:SSE, 2:HADAMARD)  
SearchRange             32         # Search range (Full Pel) 
BiPredIter              4          # Max iterations for bi-pred search 
IterSearchRange         8          # Search range for iterations (0: 
normal) 
 
#======================== LOOP FILTER 
==================================== 
LoopFilterDisable       0          # Loop filter idc (0: on, 1: off, 
2: 
                                   #   on except for slice boundaries) 
LoopFilterAlphaC0Offset 0          # AlphaOffset(-6..+6): valid range 
LoopFilterBetaOffset    0          # BetaOffset (-6..+6): valid range 
 
#========================= WEIGHTED PREDICTION 
============================ 
WeightedPrediction      0          # Weighting IP Slice (0:disable, 
1:enable) 
WeightedBiprediction    0          # Weighting B  Slice (0:disable, 
1:explicit, 
                                                         2:implicit) 
#=================== PARALLEL DECODING INFORMATION SEI Message 
================== 
PDISEIMessage           0          # PDI SEI message enable (0: 
disable, 1:enable) 
PDIInitialDelayAnc      2          # PDI initial delay for anchor 
pictures 




#============================== NESTING SEI MESSAGE 
============================= 
NestingSEI              0          #(0: NestingSEI off, 1: NestingSEI 
on) 
SnapShot                0          #(0: SnapShot off, 1: SnapShot on) 
#========================== ACTIVE VIEW INFO SEI MESSAGE 
======================== 
ActiveViewSEI           0          #(0: ActiveViewSEI off, 1: 
ActiveViewSEI on) 
 #===================== VIEW SCALABILITY INFOMATION SEI MESSAGE 
================== 
ViewScalInfoSEI         0          #(0: ViewScalSEI off, 1: 
ViewScalSEI on) 
 
#============== Level conformance checking of the DPB size 
============== 
DPBConformanceCheck      1      # (0: disable, 1: enable, 1:default)  
 
#================= MULTIVIEW CODING PARAMETERS 
=========================== 
NumViewsMinusOne     1          # (Number of view to be coded minus 
1) 
ViewOrder               0-1   # (Order in which view_ids are coded) 
 
View_ID      0          # view_id (0..1024): valid range 
Fwd_NumAnchorRefs     0          # (number of list_0 references for 
anchor)  
Bwd_NumAnchorRefs      0      # (number of list 1 references for 
anchor) 
Fwd_NumNonAnchorRefs     0      # (number of list 0 references for 
non-anchor) 




View_ID                  1 
Fwd_NumAnchorRefs      1 
Bwd_NumAnchorRefs      0 
Fwd_NumNonAnchorRefs     1 
Bwd_NumNonAnchorRefs     0 
Fwd_AnchorRefs      0 0 
Bwd_AnchorRefs      0 0 
Fwd_NonAnchorRefs      0 0 








InputFile               input      # input file 
OutputFile              stream     # bitstream file 
ReconFile               rec        # reconstructed file 
MotionFile              motion     # motion information file  
SourceWidth             400        # input  frame width 
SourceHeight            240        # input  frame height 
FrameRate               25.0       # frame rate [Hz] 




SymbolMode              1          # 0=CAVLC, 1=CABAC 
FRExt                   1          # 8x8 transform (0:off, 1:on) 
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MbAff                   0          # 0=frameMb, 1=MbAff 




GOPSize                 4          # GOP Size (at maximum frame 
rate)  
IntraPeriod             12    # Anchor Period 
NumberReferenceFrames   3          # Number of reference pictures 
InterPredPicsFirst      1          # 1 Inter Pics; 0 Inter-view Pics 
Log2MaxFrameNum         11         # specifies max. value for 
frame_num (4..16) 
Log2MaxPocLsb           7          # specifies coding of POC’s (4..15) 
DeltaLayer0Quant        0          # differential QP for layer 0 
DeltaLayer1Quant        3          # differential QP for layer 1 
DeltaLayer2Quant        4          # differential QP for layer 2 
DeltaLayer3Quant        5          # differential QP for layer 3 
DeltaLayer4Quant        6          # differential QP for layer 4 
DeltaLayer5Quant        7          # differential QP for layer 5 
MaxRefIdxActiveBL0      2          # active entries in ref list 0 for 
B slices 
MaxRefIdxActiveBL1      2          # active entries in ref list 1 for 
B slices 
MaxRefIdxActiveP        1          # active entries in ref list for P 
slices 
 
#======================= MOTION SEARCH 
================================== 
SearchMode              4          # Search mode (0:BlockSearch, 
4:FastSearch) 
SearchFuncFullPel       3          # Search function full pel 
                                   #   (0:SAD, 1:SSE, 2:HADAMARD, 
3:SAD-YUV)  
SearchFuncSubPel        2          # Search function sub pel 
                                   #   (0:SAD, 1:SSE, 2:HADAMARD)  
SearchRange             32         # Search range (Full Pel) 
BiPredIter              4          # Max iterations for bi-pred search 
IterSearchRange         8          # Search range for iterations (0: 
normal) 
 
#======================== LOOP FILTER 
==================================== 
LoopFilterDisable       0          # Loop filter idc (0: on, 1: off, 
2: 
                                   #   on except for slice boundaries) 
LoopFilterAlphaC0Offset 0          # AlphaOffset(-6..+6): valid range 
LoopFilterBetaOffset    0          # BetaOffset (-6..+6): valid range 
 
#========================= WEIGHTED PREDICTION 
============================ 
WeightedPrediction      0          # Weighting IP Slice (0:disable, 
1:enable) 
WeightedBiprediction    0          # Weighting B  Slice (0:disable, 
1:explicit, 
                                                         2:implicit) 
#=================== PARALLEL DECODING INFORMATION SEI Message 
================== 
PDISEIMessage           0          # PDI SEI message enable (0: 
disable, 1:enable) 
PDIInitialDelayAnc      2          # PDI initial delay for anchor 
pictures 




#============================== NESTING SEI MESSAGE 
============================= 
NestingSEI              0          #(0: NestingSEI off, 1: NestingSEI 
on) 
SnapShot                0          #(0: SnapShot off, 1: SnapShot on) 
#========================== ACTIVE VIEW INFO SEI MESSAGE 
======================== 
ActiveViewSEI           0          #(0: ActiveViewSEI off, 1: 
ActiveViewSEI on) 
#===================== VIEW SCALABILITY INFOMATION SEI MESSAGE 
================== 
ViewScalInfoSEI         0          #(0: ViewScalSEI off, 1: 
ViewScalSEI on) 
 
#============== Level conformance checking of the DPB size 
============== 
DPBConformanceCheck      1      # (0: disable, 1: enable, 1:default)  
 
#================= MULTIVIEW CODING PARAMETERS 
=========================== 
#============== Level conformance checking of the DPB size 
============== 
DPBConformanceCheck      1      # (0: disable, 1: enable, 1:default)  
 
NumViewsMinusOne     1          # (Number of view to be coded minus 
1) 
ViewOrder               0-1      # (Order in which view_ids are coded) 
 
View_ID  0          # (view_id of a view 0 - 1024)                       
Fwd_NumAnchorRefs 0          # (number of list_0 references for 
anchor)  
Bwd_NumAnchorRefs 0          # (number of list 1 references for 
anchor) 
Fwd_NumNonAnchorRefs    0          # (number of list 1 references for 
non-anchor) 
Bwd_NumNonAnchorRefs    0          # (number of list 1 references for 
non-anchor) 
 
View_ID              1                                                    
Fwd_NumAnchorRefs  1 
Fwd_AnchorRefs       0 0       
Prueba 4 





InputFile               input      # input file 
OutputFile              stream     # bitstream file 
ReconFile               rec        # reconstructed file 
MotionFile              motion     # motion information file  
SourceWidth             400        # input  frame width 
SourceHeight            240        # input  frame height 
FrameRate               25.0       # frame rate [Hz] 
FramesToBeEncoded       200        # number of frames 




SymbolMode              1          # 0=CAVLC, 1=CABAC 
FRExt                   1          # 8x8 transform (0:off, 1:on) 




MbAff                   0          # 0=frameMb, 1=MbAff 




GOPSize                 4          # GOP Size (at maximum frame 
rate)  
IntraPeriod             12    # Anchor Period 
NumberReferenceFrames   3          # Number of reference pictures 
InterPredPicsFirst      1          # 1 Inter Pics; 0 Inter-view Pics 
Log2MaxFrameNum         11         # specifies max. value for 
frame_num (4..16) 
Log2MaxPocLsb           7          # specifies coding of POC’s (4..15) 
DeltaLayer0Quant        0          # differential QP for layer 0 
DeltaLayer1Quant        3          # differential QP for layer 1 
DeltaLayer2Quant        4          # differential QP for layer 2 
DeltaLayer3Quant        5          # differential QP for layer 3 
DeltaLayer4Quant        6          # differential QP for layer 4 
DeltaLayer5Quant        7          # differential QP for layer 5 
MaxRefIdxActiveBL0      2          # active entries in ref list 0 for 
B slices 
MaxRefIdxActiveBL1      2          # active entries in ref list 1 for 
B slices 
MaxRefIdxActiveP        1          # active entries in ref list for P 
slices 
 
#======================= MOTION SEARCH 
================================== 
SearchMode              4          # Search mode (0:BlockSearch, 
4:FastSearch) 
SearchFuncFullPel       3          # Search function full pel 
                                   #   (0:SAD, 1:SSE, 2:HADAMARD, 
3:SAD-YUV)  
SearchFuncSubPel        2          # Search function sub pel 
                                   #   (0:SAD, 1:SSE, 2:HADAMARD)  
SearchRange             32         # Search range (Full Pel) 
BiPredIter              4          # Max iterations for bi-pred search 
IterSearchRange         8          # Search range for iterations (0: 
normal) 
 
#======================== LOOP FILTER 
==================================== 
LoopFilterDisable       0          # Loop filter idc (0: on, 1: off, 
2: 
                                   #   on except for slice boundaries) 
LoopFilterAlphaC0Offset 0          # AlphaOffset(-6..+6): valid range 
LoopFilterBetaOffset    0          # BetaOffset (-6..+6): valid range 
 
#========================= WEIGHTED PREDICTION 
============================ 
WeightedPrediction      0          # Weighting IP Slice (0:disable, 
1:enable) 
 WeightedBiprediction    0          # Weighting B  Slice (0:disable, 
1:explicit, 
                                                         2:implicit) 
#=================== PARALLEL DECODING INFORMATION SEI Message 
================== 
PDISEIMessage           0          # PDI SEI message enable (0: 
disable, 1:enable) 
PDIInitialDelayAnc      2          # PDI initial delay for anchor 
pictures 




#============================== NESTING SEI MESSAGE 
============================= 
NestingSEI              0          #(0: NestingSEI off, 1: NestingSEI 
on) 
SnapShot                0          #(0: SnapShot off, 1: SnapShot on) 
#========================== ACTIVE VIEW INFO SEI MESSAGE 
======================== 
ActiveViewSEI           0          #(0: ActiveViewSEI off, 1: 
ActiveViewSEI on) 
#===================== VIEW SCALABILITY INFOMATION SEI MESSAGE 
================== 
ViewScalInfoSEI         0          #(0: ViewScalSEI off, 1: 
ViewScalSEI on) 
 
#============== Level conformance checking of the DPB size 
============== 
DPBConformanceCheck      1      # (0: disable, 1: enable, 1:default)  
 
#================= MULTIVIEW CODING PARAMETERS 
=========================== 
#============== Level conformance checking of the DPB size 
============== 
DPBConformanceCheck      1      # (0: disable, 1: enable, 1:default)  
 
NumViewsMinusOne     1          # (Number of view to be coded minus 
1) 
ViewOrder               0-1      # (Order in which view_ids are coded) 
 
View_ID  0          # (view_id of a view 0 - 1024)                       
Fwd_NumAnchorRefs 0          # (number of list_0 references for 
anchor)  
Bwd_NumAnchorRefs 0          # (number of list 1 references for 
anchor) 
Fwd_NumNonAnchorRefs    0          # (number of list 1 references for 
non-anchor) 
Bwd_NumNonAnchorRefs    0          # (number of list 1 references for 
non-anchor) 
 
View_ID              1                                                    
Fwd_NumAnchorRefs  1 
Fwd_NumNonAnchorRefs     1 
Fwd_AnchorRefs       0 0       
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InputFile               input      # input file 
OutputFile              stream     # bitstream file 
ReconFile               rec        # reconstructed file 
MotionFile              motion     # motion information file 
SourceWidth             400        # input  frame width 
SourceHeight            240        # input  frame height 
FrameRate               25.0       # frame rate [Hz] 




SymbolMode              1          # 0=CAVLC, 1=CABAC 
FRExt                   1          # 8x8 transform (0:off, 1:on) 




MbAff                   0          # 0=frameMb, 1=MbAff 




GOPSize                 12          # GOP Size (at maximum frame 
rate)  
IntraPeriod             12    # Anchor Period 
NumberReferenceFrames   2          # Number of reference pictures 
InterPredPicsFirst      1          # 1 Inter Pics; 0 Inter-view Pics  
DeltaLayer0Quant        0          # differential QP for layer 0 
DeltaLayer1Quant        3          # differential QP for layer 1 
DeltaLayer2Quant        4          # differential QP for layer 2 
DeltaLayer3Quant        5          # differential QP for layer 3 
DeltaLayer4Quant        6          # differential QP for layer 4 
DeltaLayer5Quant        7          # differential QP for layer 5 
PicOrderCntType         0          # Picture order count type (0 or 2) 
 
#============================== MOTION SEARCH 
================================== 
SearchMode              4          # Search mode (0:BlockSearch, 
4:FastSearch) 
SearchFuncFullPel       3          # Search function full pel 
                                   #   (0:SAD, 1:SSE, 2:HADAMARD, 
3:SAD-YUV)  
SearchFuncSubPel        2          # Search function sub pel 
                                   #   (0:SAD, 1:SSE, 2:HADAMARD)  
SearchRange             32         # Search range (Full Pel) 
BiPredIter              4          # Max iterations for bi-pred search 
IterSearchRange         8          # Search range for iterations (0: 
normal) 
 
#============================== LOOP FILTER 
==================================== 
LoopFilterDisable       0          # Loop filter idc (0: on, 1: off, 
2: 
                                   #   on except for slice boundaries) 
LoopFilterAlphaC0Offset 0          # AlphaOffset(-6..+6): valid range 
LoopFilterBetaOffset    0          # BetaOffset (-6..+6): valid range 
 
 #============================== WEIGHTED PREDICTION 
============================ 
WeightedPrediction      0          # Weighting IP Slice (0:disable, 
1:enable) 
WeightedBiprediction    0          # Weighting B  Slice (0:disable, 
1:explicit, 
                                                         2:implicit) 
 
#============================== NESTING SEI MESSAGE 
============================= 
NestingSEI              0          #(0: NestingSEI off, 1: NestingSEI 
on) 
SnapShot                0          #(0: SnapShot off, 1: SnapShot on) 
#========================== ACTIVE VIEW INFO SEI MESSAGE 
======================== 
ActiveViewSEI           0          #(0: ActiveViewSEI off, 1: 
ActiveViewSEI on) 
#===================== VIEW SCALABILITY INFOMATION SEI MESSAGE 
================== 
ViewScalInfoSEI         0          #(0: ViewScalSEI off, 1: 
ViewScalSEI on) 
 
#===================== MULTIVIEW SCENE INFORMATION SEI MESSAGE 
================== 
MultiviewSceneInfoSEI   1 #(0: off, 1: on) 
MaxDisparity   12 
#=================== PARALLEL DECODING INFORMATION SEI Message 
================== 
PDISEIMessage           0          # PDI SEI message enable (0: 
disable, 1:enable) 
PDIInitialDelayAnc      2          # PDI initial delay for anchor 
pictures 
PDIInitialDelayNonAnc   2          # PDI initial delay for non-anchor 
pictures 
 
#============== Level conformance checking of the DPB size 
============== 
DPBConformanceCheck      1      # (0: disable, 1: enable, 1:default)  
 
NumViewsMinusOne     2          # (Number of view to be coded minus 
1) 
ViewOrder               0-2-1      # (Order in which view_ids are 
coded) 
 
View_ID  0          # (view_id of a view 0 - 1024)                       
Fwd_NumAnchorRefs 0          # (number of list_0 references for 
anchor)  
Bwd_NumAnchorRefs 0          # (number of list 1 references for 
anchor) 
Fwd_NumNonAnchorRefs    0          # (number of list 1 references for 
non-anchor) 
Bwd_NumNonAnchorRefs    0          # (number of list 1 references for 
non-anchor) 
 
View_ID              1                                                    
Fwd_NumAnchorRefs  1 
Bwd_NumAnchorRefs  1 
Fwd_NumNonAnchorRefs     1 
Bwd_NumNonAnchorRefs     1 
Fwd_AnchorRefs       0 0 
Bwd_AnchorRefs       0 2 
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Fwd_NonAnchorRefs  0 0 
Bwd_NonAnchorRefs  0 2 
 
View_ID             2           
Fwd_NumAnchorRefs  1 
Bwd_NumAnchorRefs  0 
Fwd_NumNonAnchorRefs     1 
Bwd_NumNonAnchorRefs     0 
Fwd_AnchorRefs         0 0 
Fwd_NonAnchorRefs         0 0 
 
