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Abstract
Purpose
To examine the laboratory test ordering
patterns of interns to determine the
effects of more senior residents’ and
attendings’ supervision on trainees’
patterns and residents’ perceptions of
control in test ordering.
Method
In a 2007 cohort study of 2,066 patients
cared for by 85 interns, 56 residents, and
27 attendings on the University of
Pennsylvania general medical hospitalist
service, the authors studied variation in
laboratory test utilization and costs in
10,908 patient-days. Ordinary least
squares regression was used to partition
variance among supervised and
supervising physicians. Interns and
residents were surveyed about their
perceived control over lab test ordering.
Results
Forty-five percent (95% confidence
interval [CI]: 39–53) of the variation in
laboratory test utilization was
attributable to interns’ ordering,
26% (95% CI: 21–34) to residents, and
9% (95% CI: 7–16) to attendings; 20%
(95% CI: 6–25) could not be uniquely
attributed to a particular level of the care
team. Similar results were obtained for
variation in laboratory costs. Interns
underestimated their control over
laboratory test utilization, residents
overestimated their control, and both
groups had inaccurate assessments of
their utilization relative to peers.
Conclusions
Attending faculty had relatively little
impact on laboratory ordering patterns.
This may reflect a consistent baseline
impact of attending physicians on
laboratory use, but it may also represent
a missed opportunity to reduce practice
variation and improve patient care.
Observing variation in trainee practice
patterns in the face of different
supervisors represents a new approach to
measuring the supervision in clinical
settings.
Editor’s Note: A commentary on this article appears on
page 8.
Perhaps the most important goal of
medical education is to train competent,
knowledgeable, and self-directed
physicians, a process that begins early in
medical education. For instance, most
inpatient laboratory tests in teaching
hospitals are ordered by interns under the
supervision of more senior residents and
attending physicians. This system of
graded responsibility with supervision
serves educational and clinical goals.
However, the shared responsibility for
test ordering makes it difficult to
disentangle individual test-ordering
characteristics— characteristics that
might be important both to improve the
use of laboratory tests and to understand
variation in supervision and authority.
Understanding the use of laboratory tests
is important clinically and
economically,1,2 to ensure comprehensive
but not excessive evaluation of patients’
conditions. Current efforts to improve or
reduce laboratory test use often include
education for those ordering the tests,3–9
unbundling of laboratory panels so that
the unwanted tests are avoided,10,11 and
restricting repeat lab orders.12,13
In order understand these issues more
fully, we examined the frequency and
cost of laboratory test ordering in a large
general medical inpatient service at the
Hospital of the University of
Pennsylvania. Laboratory test utilization
serves as a test case to understand how
supervision and control can be measured
in hierarchical clinical teams. Using data
on more than 10,000 patient-days, we
tested the hypothesis that variation
between patient-days in lab test
utilization could be explained by
differences across interns, across
supervising residents, or across attending
physicians. Further, using survey data
from the same group of residents and
interns, we tested the hypotheses that
interns and residents were aware of their
lab test ordering patterns and that they
believed they influenced lab test
utilization on inpatient medical services.
Method
Analytic approach
Our general approach here is to examine
the relative sources of variation in the
number and cost of lab tests ordered for a
patient on any given day. Conceptually,
we seek to assess the extent to which
different numbers of tests are ordered on
two randomly selected patient-days,
which differ only in who the intern was.
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We want to compare that amount of
variation with the amount of variation
present on two randomly selected days
that differ only in who the attending
physician was. If interns are particularly
influential in laboratory utilization, then
there should be greater differences in the
number of tests ordered when comparing
two interns than when comparing two
attending physicians. If attendings are
closely supervising interns, conversely,
then we would expect greater variation
between patient-days with different
attending physicians than patient-days
with different interns. We implement this
approach more generally using a
regression framework to assess
explainable variation.
To examine control of day-to-day
laboratory utilization, we made use of the
overlapping but distinct rotation
schedules of interns, residents, and
attendings. Any given patient-day can be
uniquely assigned to a care team made up
of an intern, supervising resident, and
attending physician. The variation in
schedules means that each physician
participates in several distinct team
configurations, an important advantage
of our study over past work.17 We
examined this variation in our statistical
analyses to determine the degree to which
variation in day-to-day laboratory
utilization can be attributed to different
levels of supervision. We complemented
this statistical analysis with surveying of
the trainees.
This work was reviewed by the
institutional review board of the
University of Pennsylvania under
protocol no. 805231.
Setting
This study was conducted on the
hospitalist service of the Hospital of the
University of Pennsylvania. This service is
responsible for roughly 5,000 general
medical admissions each
year—approximately 40% of the
admissions for the Department of
Medicine. The admissions were made up
of patients admitted through the
Emergency Department without an
identified physician in the system (80%)
or those cared for by general internists in
the faculty group clinical practice. At any
given time, there were four teams of one
faculty member, one resident, and two
interns. The length of the rotations was
14 days for faculty and typically 28 days
for interns and residents. Attending
physicians were full-time hospitalists,
with a median of seven years of practice
at the time of this research.
Measurement of inpatient utilization
The unit of analysis was the patient-day,
defined as a 24-hour period from noon
until noon. Each patient on the
hospitalist service had a uniquely
identifiable primary intern. These data
were recorded with a high degree of
accuracy, as patient assignments drive the
electronic sign-out system for interns and
were also the primary mechanisms by
which nurses and consulting physicians
could identify physicians on call. Our
primary outcome was the number of lab
tests, although we considered total lab
costs as a secondary outcome.
Lab tests were simultaneously attributed
to each patient’s primary intern, resident,
and attending. Tests ordered by night
coverage interns or residents were
included because our program had
explicit norms that planning for evening
laboratory needs should be considered
part of the day teams’ responsibility. Lab
tests ordered in the outpatient setting or
during the initial workup in the
emergency room were not attributed to
the inpatient teams. Data for patients
who were transferred off the hospitalist
service (e.g., to the ICU) were included
only prior to the patients’ transfer.
Common lab tests were aggregated to
clinically meaningful composites if they
were collected at the same time. Thus, a
complete blood count was considered a
single test, as was a basic set of
chemistries—sodium, potassium,
chloride, bicarbonate, BUN, and
creatinine—whether it was ordered as a
bundle or separately. Point-of-care
fingerstick tests for blood glucose levels
were excluded because these are routinely
done by nurses without physician input.
Any laboratory specimens received by
pathology—including tests on nonblood
body fluids—were included. Lab costs
were based on marginal variable supply
costs obtained from the hospital cost-
accounting system, which reflects the
minimal costs associated with processing
the lab tests, excluding any overhead,
personnel fees, or markups.
We examined utilization data for the
period from January 3, 2007, to June 19,
2007. This period was chosen to be late
enough in the year that all interns would
be familiar with the mechanisms of lab
ordering and operations of the hospitalist
service.
There were 14,736 patient-days on the
hospitalist service during this period. We
excluded patient-days that could not be
mapped to the scheduling software,
usually the result of coverage by interns
rotating through the Department of
Medicine from another department. We
excluded patient-days that were cared for
by covering interns, residents, or
attending physicians, by requiring that all
providers included in the analysis had
cared for at least 30 patient-days.
Survey
We conducted a brief, Web-based survey
of all interns and residents shortly after
the completion of the 2006 –2007
academic year. Participation in the survey
was voluntary. Questions were validated
with cognitive interviewing and pre-
testing with house officers18 and are
reproduced in Appendix 1. Questions
were validated with cognitive
interviewing and pretesting with house
officers.18 Many nonmedicine interns
rotate through the hospitalist service, but
we surveyed only Department of
Medicine residents. Residents who
rotated in the first half of the academic
year were included in the survey but not
in the measurement of inpatient
laboratory test use. Thus, the
denominators differ somewhat from
those analyzed in the direct measurement
of inpatient utilization.
Statistical analysis
Our analyses of control of laboratory
utilization used ordinary least squares
regression.19 Overall explained variation
was defined as the R2 for a model
containing indicator variables for each
intern, resident, and attending. These
indicator variables provide a fixed effect,
controlling for all stable characteristics of
a provider without needing to directly
measure those characteristics.20 We
calculated the uniquely explained
variation for each category of provider as
the difference in R2 for models with and
without that category’s indicator
variables, after inclusion of the other
categories, and then divided by the
overall explained variation. We used the
Huber–White sandwich estimator to
adjust standard errors for clustering of
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patient-days within patient-visits. We
calculated 95% confidence intervals (CIs)
for the partitioning of the explained
variance by bootstrapping 1,000 replicate
samples at the patient-day level.21,22 We
report the percentile-based CIs. All
analyses and simulations were conducted
using Stata 9.2 (Stata Corporation Inc.,
College Station, Texas). We used each
patient’s Charlson comorbidity index in
our sensitivity analysis observing the
effect of patient severity on our results;
the Charlson score is a well-validated
comorbidity index.23–25
Results
Patient and physician populations
There were 10,908 (74.0%) patient-days
in our analytic sample. These represented
2,066 patients cared for across 2,351
hospitalizations by 85 interns, 56
residents, and 27 attending physicians.
Median length of stay was 3 days, with an
interquartile range of 2 to 6; mean length
of stay was 5.2 days. Mean patient age
was 57.3 years (SD 18.2 years), and 56.0%
of patients were female; 47.5% of patients
were black, 13.4% were white, and 31.9%
did not report race information. The
mean Charlson score was 1.9 (SD 2.1).
Variation in lab test ordering
The average patient-day had 5.9 lab tests
ordered (6.4 SD), with a median of 5
(interquartile range: 0, 8); 4.1% of the
variation in the number of laboratory
tests ordered could be explained on the
basis of members of the care team. As
shown in Figure 1, 45% (95% CI: 39 –53)
of that variation was explained by the
individual intern, 26% (CI: 21–34) by the
resident, and 9% (CI: 7–16) by the
attending physician; 20% (CI: 6 –25) of
the variation could not be uniquely
attributed to any level of the care team.
A complementary approach is to ask
whether adding interns to the equation
after controlling for resident and
attending increases the explanatory
power of the model more than chance
alone. In each case, adding interns,
residents, or attendings independently
and statistically significantly improved
explanatory power beyond the other two
categories alone; however, the effect for
attendings was of more marginal
significance. For example, adding intern
to a model already containing resident
and attending had an F statistic for the
change between the two models of 2.47
with 84 df, P ! .001. In contrast, adding
attending to a model already containing
interns and residents had an F statistic of
1.60 with 26 df, P " .027.
The observed patient data allow another
way to express the substantial observed
variation between low-ordering and
high-ordering interns and residents.
Interns and residents were divided into
quintiles, based on the mean number of
lab tests they ordered per patient-day. For
interns, members of the five quintiles
ordered an average of 4.48, 5.38, 5.97,
6.64, and 7.48 labs per patient-day. For
residents, who were associated with less
variation, the corresponding values were
4.80, 5.43, 6.00, 6.52, and 7.34 labs per
patient-day.
Variation in lab test costs
Variation in laboratory test costs follows
a similar pattern. The total number and
total cost of labs were well correlated at
0.75. Laboratory test costs were
determined using internal accounting
data as marginal variable supply costs. Of
the variation in daily cost, 3.2% was
explained by the identity of team
members: 46% (95% CI: 40 –58) of that
variation was attributable to the intern,
27% (95% CI: 22–38) to the resident, and
10% (95% CI: 6 –16) to the attending. In
sequential F testing of nested models,
interns and residents separately added
explanatory power at high levels of
significance (P ! .001). In contrast,
adding attending did not statistically
improve the explanatory power of models
already containing only intern identities
(F " 0.79, 26 df, P " .762), only resident
identities (F " 1.09, 26 df, P " .345), or
both (F " 1.33, 26 df, P " .123).
Interns’ and residents’ perceptions of
control and relative laboratory use
The survey completion rate for residents
was 57% (50/87) and for interns was 52%
(30/58). As shown in Table 1, 52% of
residents perceived that they had “much”
or “total” control over issues of resource
utilization; only 6% believed they had
“very little” or “no” control. Only 20% of
interns perceived themselves to have
“much” or “total” control. (Residents
perceived greater control than did
interns, P " .001 by Mann–Whitney
test.) Further, interns were asked to rank
the relative control of the attendings,
residents, and interns. Fifty-seven percent
of interns perceived that interns had the
least control, and 47% of interns felt that
attendings had the most control.
In the survey, we asked residents and
interns, “Compared to your peers on the
hospitalist service, do you think you used
more or less of the following?” The
results for “labs per day” and “cost of
labs” are shown in Figure 2. Two-thirds
of respondents felt that they were in the
middle 20%. Fewer than 10% of residents
and fewer than 20% if interns believed
themselves to be in the 40% of their
group with the highest use. No residents
believed themselves to be in the highest-
using quintile, and no interns believed
themselves to be in the lowest-using
quintile.
Sensitivity analyses
We conducted sensitivity analyses of our









Figure 1 Explained variation in laboratory
test utilization, by category of physician, on
the general medical hospitalist service,
Hospital of the University of Pennsylvania,
2007. R2 for the full model is 0.041.
Table 1
Perceptions of 50 Residents and 30
Interns About Control in Ordering Lab
Tests, From a 2007 Study of Lab








No control 0 (0) 0 (0)
...............................................................................................
Very little control 3 (6) 8 (28)
...............................................................................................
Some control 21 (42) 15 (52)
...............................................................................................
Much control 24 (48) 4 (17)
...............................................................................................
Total control 2 (4) 1 (3)
* The study was conducted at the Hospital of the
University of Pennsylvania general medical hospitalist
service. Residents perceived that they had greater
control than did interns, P " .001 by Mann–Whitney
test.
Clinical Decisions
Academic Medicine, Vol. 86, No. 1 / January 2011 141
Teams might vary in their utilization of
lab tests as a result of differences in their
patient composition or in the duration of
patients’ stays. To test this, we replicated
all of our regression analyses for numbers
of labs used and daily lab costs,
controlling for patient age, sex, Charlson
score (a measure of comorbidity), and
day of stay. Our results were unchanged.
Similarly, the bootstrapped CIs
demonstrate the degree to which our
findings are robust to the presence of
particular outliers. Further, it is
conceivable that the greater number of
interns might lead interns to have a
greater fraction of the variance explained
by chance alone. To test this, we
replicated our analyses 1,000 times, each
time randomly permuting the identity of
the intern while holding the rest of the
team structure and patient characteristics
constant; there was no support for this
alternative hypothesis.
Discussion
Part of the expense of graduate medical
education results from the heavier use of
testing by clinically inexperienced
trainees. Our findings demonstrate that
attending faculty had relatively little
residual impact on laboratory test
ordering patterns— even on a hospitalist-
run, teaching-intensive service at an
academic medical center. Although
supervision is a central component of
training residents and interns to use tests
wisely, in our study faculty contributed
very little to the variation we observed in
lab ordering. In addition, interns—who
seem to have the most control over lab
ordering—perceived themselves to have
the least control, and in general neither
interns nor residents recognized how
their utilization compared with others.’
These findings have implications for
patient care, graduate medical education,
and the evaluation of individual
practitioners in an increasingly team-
oriented environment.
Before explaining these findings, it is
worth asking why they matter. Our study
found that 4.1% of the variation in lab
test use between patient-days could be
explained by the composition of
individual teams compared with one
another. Past VA research from the early
1990s found a similar aggregate
magnitude but could not subcategorize
the effect to look inside the teams.17
Viewed exclusively from the perspective
of explaining variation in health care
utilization, our findings are modest.
Patient factors appropriately account for
far more of the observed variation than
team composition. However, our
research provides a perspective into
important but difficult-to-measure
dynamics and roles within teams. This
perspective is quantitative,
complementing past qualitative efforts.26
Lab testing is a model for the interaction
between graded levels of physician
supervision and clinical care more
generally.
There are several possible explanations
for attendings’ seeming lack of impact.
First, our findings address whether
differences between one attending and
another are reflected in differences in lab
test ordering. Attendings might still have
considerable influence. For example,
there were obviously no teams that had
no attendings, but we might wonder
whether variance in test ordering
attributable to those imaginary teams
might be considerably higher. In other
words, one contribution of attendings
might be to reduce the amount of
variation attributable to the team
composition. Second, different
attendings might behave more similarly
to one another than different interns or
residents. However, individual faculty
members do not seem to have distinctive
effects on lab test ordering. Faculty might
find it difficult or unnecessary to
supervise such a relatively low-risk,
diffuse activity; they may feel that
autonomy in lab ordering is necessary for
the refinement of clinical skills, they may
not understand the impact of excessive
test ordering,27 or they may feel that their
team’s test ordering has a negligible
impact on the financial state of the health
system. (Indeed, others have found that
teaching principles of cost-appropriate
care was the least well-done feature of
attending supervision in a pediatric
department.28)
The clinical effects of varying lab test
utilization are uncertain.29 Underuse of
lab testing can lead to missed diagnoses
or delayed intervention, and overuse can
lead to false-positives, further testing, and
unnecessary management.10,30,31
Although variation driven by patient
preferences might be desired, variation
driven by trainees’ preferences is harder
to justify.
Perhaps it is not so surprising that
teaching attendings seem to have such
little influence on laboratory test use. Yet
our findings suggest that this notion is
indeed surprising to the interns and
residents themselves, who believe their
lab ordering decisions are substantially
determined by others. In general, their
perceptions of their lab test use compared
with their peers was also different from
their actual use. Interns and residents
therefore made two related errors: They
failed to recognize how their practices
differ from those of others, and they
failed to recognize how much control
they have over those practices.
These are errors of calibration.


















Resident lab utilization Resident lab costs Intern lab utilization Intern lab costs
Figure 2 Residents’ and interns’ self-perceived utilization of laboratory tests on the general
medical hospitalist service, Hospital of the University of Pennsylvania, 2007.
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could benefit medical training. Electronic
test reporting, order entry, and medical
records have not been routinely
harnessed for graduate medical
education, particularly in the inpatient
setting. The same infrastructure used for
this research could be used to teach and
assess practice-based learning and
improvement. Measures could be
benchmarked against peer performance
with similar patients.32–38 As others have
shown,3,4,7,8,28,39 –45 interns and residents
are not getting good information about
their own practice patterns in the
inpatient setting.
The systematic analysis of electronic
medical record systems can suggest
alternative approaches to feedback for
practitioners (at many levels) and
managers. Apportioning the explained
variance in lab test utilization can help
disentangle the patterns of influence and
supervision that exist in teams. For
example, the same techniques could be
used to examine how patterns of
supervision and influence vary across
institutions and across medical
specialties. Our findings do not provide a
simple categorization into “good” or
“bad.” Instead, they yield objective
information that can provide a distinctive
perspective for supervisors seeking to
optimize the performance of their teams.
Our research has several limitations.
First, we conducted our study at a single
academic medical center. Yet although
our findings may not be generalizable to
other settings, it is notable that this
teaching hospitalist service emphasizes
the presence of and supervision by
attendings. Thus, it is possible that other
settings would demonstrate even less
influence by attendings. Second, we
examined only laboratory test use and
costs because they are frequent,
important in aggregate, and reliably
measured. Lab tests are often relatively
low cost and low risk at the individual
level, however. Had we examined the use
of more invasive or more expensive
procedures, we might have observed a
greater attending effect. Third, we have a
response rate to the survey typical of
those in the medical literature, but
incomplete46; in contrast, we do have full
information on lab test ordering. Finally,
we have not examined a causal link
between variation in medical education
practice and outcomes for current or
future patients.
Nevertheless, we have introduced a new
model of measuring supervision of
trainees in hierarchical clinical settings.
That model demonstrates that variation
in laboratory test use in our setting is
driven almost entirely by residents and
interns, suggesting little influence by
attending physicians. Although this
observation may reflect in part
appropriate leeway that allows residents
to develop autonomy and practice
experience, we have also observed that
interns and residents have little
understanding of their own control and
relative performance. Together, these
observations suggest one new approach
to measuring supervision in the inpatient
setting as well as missed opportunities to
reduce practice variation and improve
practices.
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Appendix 1
Survey Questions, from a 2007 Study of Interns’ and Residents’ Lab Test Ordering 
Patterns and their Perceptions of Control over Test Ordering, University of 
Pennsylvania (HUP)
Note: Surveys were administered using a Web-based form. 
This brief survey will assess your views about the resources used by your patients.
These answers will be kept strictly confidential, will not be a part of your individual 
residency evaluation, and are for research purposes only. Your participation is purely 
voluntary.
What year of training were you at the time of your last HUP hospitalist rotation? 
PGY 1 PGY 2  PGY 3  PGY 4 
Your name: ________________________ 
Your pager: ________________________ 
When was your last rotation with the hospitalists? ________________________ 
1. Compared to your peers on medicine rotations in the past, do you think you 













Labs per day 




Days in the 
hospital
Readmissions 
within 14 days 
of discharge 
2. How much control did you have over these decisions?
 No control 
 Very little control 
 Some control 
 Much control 
 Total control 
3. Please rank who had control over these decisions?
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