Abstract-Social network analysis is an important set of techniques that are used in many different areas. One such area is intelligence and law enforcement where social network analysis is used to study various kinds of networks. One of the problems with social networks that are extracted from social media is that easily becomes very large and as a consequence difficult to analyze. Therefore, there is a need for techniques that can divide a large network into smaller communities that are more feasible to analyze. Existing community detection algorithms usually only focus on creating communities based on the underlying networks structure and therefore it can be hard to interpret the meaning of communities.
Abstract-Social network analysis is an important set of techniques that are used in many different areas. One such area is intelligence and law enforcement where social network analysis is used to study various kinds of networks. One of the problems with social networks that are extracted from social media is that easily becomes very large and as a consequence difficult to analyze. Therefore, there is a need for techniques that can divide a large network into smaller communities that are more feasible to analyze. Existing community detection algorithms usually only focus on creating communities based on the underlying networks structure and therefore it can be hard to interpret the meaning of communities.
In this work, we present two methods for community detection that allows a user to detect communities with an underlying meaning not only based on the relations in the network but also on attributes of the nodes. Our methods use iterative approaches that allow the user to define meaningful properties and are applicable on large social networks with attributed nodes.
I. INTRODUCTION
Network theory is a valuable tool for describing and analyzing complex systems in various scientific fields. A social network is a graph where each node represents an actor, and an edge between two nodes represents a relation or interaction between two actors. Social networks platforms such as Facebook, Twitter, and Google+ has millions of users, something that makes these platforms valuable sources for data.
One of the most common tasks when studying large networks is to cluster the nodes to detect densely linked groups that are referred to as communities or clusters. These clusters are subsets of the original network and can be further analyzed. The task of clustering social networks is typically referred to as community detection. Community detection is a well-used method for analysis of social-and biological systems and the identification of network communities can discover underlying organizational principles as well as reveal nodes that share a functional property or role [23] .
In this work, we focus on identifying communities in large scale social networks using not only the relations in a network but also considering attributes of nodes. The standard approach to community detection finds communities based on how connected the nodes are, but the context of the community and the lack of interpretability gives little to no results when trying to find pre-defined types of communities. For example, an intelligence analyst working at a law enforcement agency may want to partition a network into communities where the members of a community have structural properties that motivate that they are a community, as well as they share some user-specified features (such as geographic location and online activity). Traditional community detection methods either lack the support for node-attributed networks and/or fall behind regarding runtime performance when analyzing large networks.
We present a user-oriented methodology that allows for the use of community detection to create communities with an underlying meaning not only based on the relations in the network. The first method divisively clusters a network, identifying communities and sub-communities fulfilling some constraint posted by the user. The second method allows for automatic generation of sample nodes for a community search algorithm. This method allows the user to specify a set of attribute associations and will generate the nodes matching these associations as a sample set. The proposed methods are tested in a set of experiments and their potential is displayed in an example case study.
A. Outline
This paper is outlined as follows. In Section II we describe social network analysis and community detection. Section III contains some information about community detection in large scale networks and work related to ours. In Section IV our method for iterative community detection using both attributes and network structure is presented. Section V describes an approach to evaluate our results and Section VI a case study where we have used our methods on a Twitter dataset. Finally, a discussion and some directions for future work are presented in Section VII.
II. SOCIAL NETWORK ANALYSIS AND COMMUNITY DETECTION
To identify network communities, most methods will try to cluster the set of nodes in the network, so that each cluster contains nodes of similar characteristics. In most real-life networks, there are two sources of information that can be used to perform the clustering task. The first is information about the nodes, often referred to as node attributes. The attributes may typically describe features of a single actor in a network. In a social network, these attributes may be age, geographical location or gender. The second source is the set of connections/edges between the nodes in the network. Edges describe the relations or interactions between the actors in a network. In a social network, a connection between two nodes could represent friendship, following or directed communication between two people.
Clustering algorithms focusing on attribute data, groups the nodes in the network into sets of nodes whose attributes are similar [2] , [10] . These algorithms ignore the relationships (edges) in the network. In contrast, traditional community detection algorithms find communities based on the connectivity structure of the network [7] , [19] . This way, nodes will be grouped depending on how densely connected they are with other nodes or other structural properties. These algorithms tend to ignore the node-attribute data.
Algorithms ignoring either the attributes or the connections in a network may lose important information about the network. For example, if node attributes are ignored, it may be hard to tell which community a node with few connections belongs to. Looking at just the network structure will most likely not give us enough information to determine community membership. Likewise, the network structure might indicate that two nodes belong together even though they do not share any attribute similarities or if one of them is missing attribute information. Combining both sources will result in communities who are densely connected, and whose nodes share some common attribute(s) [23] . Combining information about the attributes with the network structure leads to a more precise detection of network communities. Each source of information can also compliment the other source in case of noisy or missing data. Node attributes can also explain the detected communities in terms of what factors the community emerged from.
Recently, methods for detecting communities based on both structural and node attributes have started to emerge. Some of these methods use single-assignment clustering [5] , [14] , [16] , [25] . Single-assignment clustering does not allow a node to belong to more than one community, making overlapping communities nondetectable. Other methods are based on topic models which support detection of overlapping communities [1] , [11] , [20] , [18] . These methods assume "soft" node community memberships which mean that while they do allow for nodes to be part of multiple communities, nodes may not simultaneously have high "membership-strength" to multiple communities [23] . Soft node community membership may not be an appropriate assumption since a node may have high membership strengths to multiple ground-truth communities. For example, a person should be able to have high membership strength to both its classmates and its childhood friends. This makes the number of available methods and algorithms limited, especially if the method should be able to handle large networks.
Another approach to reducing the complexity of detecting communities in large node-attributed networks is community search. Community search reduces the complexity by only detecting a subset of all communities in the network, given that the user has specified a set of "query-nodes". Some notable algorithms for community search in large node-attributed networks are ACQ [6] and FocusCO [15] . Community search can be seen as a variant of the community detection problem. The major difference is that community search is querydependent. The goal of community search is to: given a query node q, find the most likely community of which q is a member. The difference between community detection and community search is that community detection partitions the entire network while community search finds one or more communities that a specified node belongs to [4] .
III. COMMUNITY DETECTION IN LARGE SCALE NETWORKS
Community detection is used with the hopes of getting an understanding of the hierarchical organization of the network, by identifying communities, using the information encoded in the network. Community detection methods have been thoroughly studied for small networks [8] , [24] . With the fast development of online social networks that have many millions of active users, there is an increasing need for algorithms that can handle large networks. Identifying interesting communities in large scale networks are infeasible with most of the well-established community detection methods. Some methods have been developed for large scale networks [21] , [22] , but few have support for networks where the nodes have attributes. One of the biggest challenges with large nodeattributed networks is that for each attribute introduced in the network, the number of combinations of different attribute values increases exponentially, something that is computationally challenging for the clustering process [3] . To reduce the computational complexity, algorithms such as CESNA [23] employs a probabilistic approach that allows clustering in large scale networks with less computational complexity.
Another approach to reducing the complexity of detecting communities in large node-attributed networks is a technique called community search (CS). Community search reduces the complexity by only detecting a subset of all communities in the network, given that the user has specified a set of "querynodes". Some notable algorithms for community search in large node-attributed networks are ACQ [6] and FocusCO [15] .
A substantial amount of the available community detection methods does not take attributed nodes into consideration. Most of them either relies only on the graph structure or only on the nodes' attributes. Community detection methods only relying on the graph structure, typically try to optimize modularity, cut-ratio, or conductance. Clustering methods only relying on the attributes/features of the nodes typically try to partition a set of feature vectors into clusters of similar feature vectors. Relying on only one of these sources of data may lead to a loss of important information about the network.
IV. PROBABILISTIC DIVISIVE CLUSTERING OF NODE-ATTRIBUTED NETWORKS
We have developed two methods for community detection that allows a user to create communities with an underlying meaning not only based on the relations in the network but also on attributes of the nodes. The methods are designed for large-scale networks and based on principles from divisive hierarchical clustering algorithms as well as community search algorithms.
Recently, methods have been presented for detecting communities that can overlap, and thus represent the actual behavior in social networks [13] , [9] . However, these methods ignore node attributes, and therefore methods for overlapping community detection with node attributes have been developed, for example, circles [12] , CODICIL [17] and topic-models such as Block-LDA [1] .
In 2013, Leskovec et al. presented CESNA [23] , a highly scalable method for detecting overlapping communities in large node-attributed networks. The authors of CESNA compared the runtime performance of CESNA and other methods (e.g. Circles, CODICIL, and Block-LDA) for overlapping community detection and showed that CESNA has a considerable advantage in scalability compared to its competitors. CESNA also has the property that the resulting communities easily can be interpreted by analyzing the attributes of the nodes belonging to each community. As discussed by Magnani et al. [3] , one of the open problems with community detection in node-attributed networks is how to interpret the resulting communities.
Other approaches that deals with large node attributed networks are community search methods. Community search reduces the complexity by only detecting a subset of all communities in the network, given that the user has specified a set of "query-nodes". The resulting subset of communities is candidate communities of which the query nodes could be members of. Some notable algorithms for community search in large node-attributed networks are ACQ [6] and FocusCO [15] .
A. User-oriented community detection CESNA and CODICIL are two community detection algorithms, but neither of them has any built-in functionality for letting the user steer the analysis in a query-like fashion. For example, if a user wants to detect communities where the members of a community have a particular combination of attributes or sub-communities within a community where certain node attributes are highly associated there is no support for this. The problem can be defined in the following way: given a community C where all nodes have attribute a 1 , find sub-communities C within community C such that the nodes in the community also have attribute a 2 . Alternatively, the algorithm could automatically find the most probable communities within C, not posting any constraints on the presence of a 2 .
In this paper we present an approach to tackle this problem, using two different methods. The first method we call probabilistic, divisive community detection, which is powered by the probabilistic approach of CESNA. This method is developed for large node attributed networks, letting the user incorporate his/hers high-level preferences and yields easily interpretable results. The second method we call top-sampled community search, which is a method for automatically generating a good pair of sample nodes given a query Q of attribute associations. This method is powered by FocusCO.
B. Probabilistic divisive community detection
Divisive clustering algorithms use a top-down approach where clusters are iteratively split by removing connected nodes that aren't similar enough. While these algorithms are well designed for finding sub-communities, they tend to be computationally expensive. Our method utilizes CESNA's probabilistic approach for the community detection and only splits clusters with an association, specified by the user. Our method will automatically find sub-communities within the first community that is associated with the combination of attributes, specified by the user. The user's query Q is a set of attributes and an indication whether a community should have an association to that attribute or a negative association to that attribute.
• Let G be a node-attributed network G(N, E, A) where N is the set of nodes in the network, E is the set of edges in the network, represented by pairs of nodes (i, j) ∈ E and A is the set of node-attribute pairs (n, a) for all nodes n ∈ N and each of their associated attribute a.
• Let c be a set of nodes representing a single community and C be the full set of communities such that c ∈ C. Initially, c is computed by running one iteration of CESNA on the network G.
• Let Q be the user's query of attributed association. Each attribute-association specified q ∈ Q is either positive or negative q ∈ {−1, 1}.
• Let W ac be the association weight of an attribute a to a community c ∈ C. New weights are generated for each iteration of CESNA.
• Let the similarity symbol ∼ represent the agreement of association weight W ac and the queried association q ∈ Q, such that each attribute weight W ac has a significant positive/negative weight that matches the queried association a ∈ Q. In order to iteratively detect communities within a community matching the specified query, a new network G (N , E , A ) is generated from the member-nodes of the matching communities C :
The new network G can then be further clustered, using a new query Q . The ordering of multiple queries will affect the resulting clusters, since nodes are removed from the network for each iteration. The user also has the option omit the query, letting CESNA find the most probable sub-communities without any constraints.
C. Top-sampled community search
Another way to incorporate high-level user-preferences into the analysis is to use community search methods instead of community detection methods. Community search requires the user to provide at least one sample node to create the communities, and it does not allow for prioritization of the attributes related to the sample node(s). However, it may be useful in cases where a well-defined sample has been retrieved, and the user wants to analyze the surroundings of the sample.
Here, we present a method for generating a set of sample nodes, matching a query Q. The set of sample nodes is then used as the input for the community search method FocusCO. The method to generate a set of sample nodes is described below:
• Let Q be a user-query of attribute associations, represented as a vector of attribute associations q ∈ Q.
• Let k be the number of nodes to generate for the sample set.
• Let N be the set of nodes in the network, where each node n ∈ N is represented as a feature vector corresponding to its attribute values.
• Let TopK(V, v q ) denote the procedure of selecting the k vectors from a set V of vectors, that are the most similar to the vector v q (using cosine similarity as a similaritymeasure).
• Let FeatureSelection(v, v q ) denote the procedure of reducing the number of dimensions/features on vector v, by only selecting the features that are present in v q .
A sample set N ex of k nodes with high similarity to the user-queried attribute association Q is created by generating a new set of vectors N f where attributes not present in the query Q are omitted from the similarity measurement in TopK. The resulting set of sample nodes N ex is then used as input to the FocusCO method. FocusCO will identify multiple sets of nodes similar to the sample nodes, both regarding attributed similarity, but also based on the network structure. Given the node-attributed network G(N, E, A) and the set of sample nodes N ex ⊂ N , FocusCO will return a set of communities C of which the nodes in N ex are the most likely to be members of.
D. Interpretable results
One big challenge with community detection, in general, is the interpretability of the resulting clusters. Analyzing the nature of why a community exists is a difficult problem. When CESNA produces a set of communities, the weights for the attributes associated with each community is generated as well. By studying these weights, additional information about what the community represents can be obtained.
V. EVALUATION
Clustering algorithms are in general difficult to evaluate, mostly because ground truth communities seldom are present in large datasets. To evaluate our methods, we have done some experiments. The methods and algorithms are hard to evaluate using typical cluster evaluation metrics such as accuracy or harmonic mean of precision and recall (F 1 -score). This is partly because of the lack of ground truth communities in the dataset that we have used. It is also difficult to compare the resulting communities to "known communities" because of the nature of communities. Communities can be assembled based on different characteristics where no assembly is a more valid community than the other. Each community detection algorithm is developed to find communities of different characteristics. The aim of our experiments was to examine the characteristics our methods succeeded in detecting. In particular, we are interested to explore whether communities formed around topics of interest can be detected using our two methods on a realistic dataset.
To evaluate our two methods we have used two different datasets based on the Twitter network surrounding the account @SAPOsverige -the official Twitter account of the Swedish security service. The account is run by the communication department of the security service and was created in January 2015. The different datasets that we use in our experiments are listed in Table I and described in more detail below. In the table Dataset denotes the name of the network, Nodes the number of nodes in the network, Edges the number of edges in the network, Attribute entries the number of occurrences of all different attributes, and Attribute space the number of different attributes in the dataset. a) SAPO Twitter: The dataset contains 80% (or 42.000) of @SAPOsveriges followers, as well as all the other accounts these 42.000 users are following. The data is publicly available, but usernames and all identity revealing attributes have been anonymized with respect to the users' privacy. The dataset contains edges corresponding to following and node-attributes such as location, account creation date, and the number of tweets.
b) SAPO Hashtags: The SAPO Hashtags dataset is a subset of the previously mentioned dataset SAPO Twitter. The 250 most frequently used hashtags were identified for this network. This was done by looking at the users' most recent tweets. These hashtags are used as attributes for the nodes in the network. A user is assigned a hashtag attribute if the hashtag was used in the latest 200 tweets of the user. 
A. Experiment 1 (Iterative community detection)
In this experiment, we have applied our probabilistic divisive community detection method on the SAPO Twitter dataset. Our method further clusters the communities that match a userprovided query, with the goal to find sub-communities with well-connected and attributed-similar nodes. The attributes selected to be part of the query was randomly selected. The cosine similarity and density are measured in comparison to the initially generated communities. The average cosine similarity is a measure of the average attributed similarity of the member-nodes, supporting high-dimensional positive spaces. Density is a measure of how densely connected the nodes are with each other, where in a dense network, the number of edges is close to the maximum number of possible edges. The cosine similarity of two nodes' feature vectors v and u is computed as cosine(v, u) = . For each iteration of our method, we compare the density and cosine similarity. Intuitively, the average cosine similarity of the member-nodes in each community should increase, as well as the edge-density.
Looking at the results in Table III and Table II , we can see that they are mostly in line with our intuition. In 8 out of 10 cases, the average cosine similarity between the member nodes was higher after four iterations. However, only 4 out of 10 cases displayed a sequential improvement for each iteration. It seems that in some cases, further clustering decreases the average cosine similarity. The reason for that might be that CESNA sometimes clusters nodes with a high association to a single common attribute, rather than nodes having a medium association to multiple attributes. This results in the nodes being less similar in many attributes, but very alike on a single attribute. The overall similarity for all attributed would thus decrease. Looking at the results, we can also see that, in all cases, the density increases for each iteration. This is not surprising since nodes not connected to the community are removed, reducing the maximum number of possible edges, which yields a higher density if communities have many edges within the community and sparse outbound edges.
VI. CASE STUDY: DETECTING TOPIC-BASED COMMUNITIES
The aim of this experiment was to investigate how well communities formed around a topic can be identified. In this experiment, the SAPO-Hashtag dataset was used. Our intuition is that communities formed around a topic should have members discussing things related to the community. Adding a hashtag to written text is a common way to assign a topic or context to the written text on social media. CESNA was set to identify ten communities, followed up by manually analyzing the resulting communities. Table IV , displays the resulting communities we believe are formed around a topic based on which attributes (hashtags) had the highest association with the community. The density of edges within each community was examined, as well as the fraction of nodes using each associated hashtag. Each resulting community contains nodes that have structural similarities, as well as an associations to some common topic(s). The resulting communities could further be clustered to detect sub-communities discussing subtopics. A selection of the resulting communities that we believe are formed around topics are listed in Table IV .
Looking at the communities in Table IV , we argue for the following:
• Community 1 is formed around politics related to Sweden and human rights. The hashtags having the highest association are either related to Sweden, Swedish politics, sustainable development and human rights in foreign countries. The hashtags having negative association is mostly generic hashtags such as "love". However, infosec (information security) does not seem to be discussed in this community. This is most likely an indication that the political discussions are about non-technical subjects.
• Community 3 is formed around politics related to immigration, national security, and defense. This community has a high association to hashtags, used for national security politics (säkpol), immigration politics (migpol), national defense politics (föpol), the Swedish Armed Forces (svfm) and Swedish politics in general (svpol). Looking at the hashtags with a negative association, this community does not seem to be interested innovation or sustainable development goals.
• Community 5 is formed around entrepreneurship and innovation. This community seems to be interested in things related to innovation. Discussing things such as the Stockholm tech-scene (sthlmtech) and "green" solutions for Sweden (swgreen), school (skola) and e-shopping (ehandel). Notable attributes with a negative association are "ifkgbg", used for discussing things related to the Swedish football team IFK Göteborg. However, this is most likely a negative association to sports in general and not a specific team.
• Community 6 is formed around football. Attributes hav- ing a high association with the community is some sports clubs with successful football teams. In addition to "ifkgbg", we can see that the Swedish teams AIK and Hammarby (also known as Bajen) are present. The English team Liverpool Football Club (lfc) is also highly associated. "twittboll" is also associated, used for discussing football in general. The hashtags having negative association are hashtags used for politics and business innovation.
• Community 7 is formed around privacy and surveillance concerns. This community seems interested in talking about information security, privacy, innovation, and Russia as well as sustainable development goals. Topics not discussed are things related to the Swedish media, immigration politics and sports.
Communities not listed in Table IV are either formed around very general hashtags such as "love" or "fun", or is a combination of the listed communities. In this experiment, the 250 most common hashtags of the network were selected as attributes. Incorporating domain knowledge by selecting attributes related to a specific use case could potentially detect communities that are formed around more specific topics than the topics we randomly selected. However, the topic related to each community listed in Table IV is specific enough for many use cases in different domains.
1) Detecting sub-topics: The next step was to try to see if we could get more fine-grained communities by using our divisive probabilistic method. To examine this, we tried to detect probable sub-communities within a community. It would be probable that sub-communities formed around different sports or teams exist within the community formed around sports (Community 6).
In Table V a selection of the detected sub-communities is displayed. We found three sub-communities corresponding to different sports or teams. Community 6.4 have a high association to topics related to hockey. The topic with the highest association is "shl" which is a hashtag for the Swedish hockey league. The other hashtags are names of Swedish hockey teams (hv71 and fbkse), as well as the name of the American hockey league "nhl" and the general hockey hashtag "twittpuck". This community has a negative association to soccer related hashtags such as "ifkgbg", "aik" and "twittboll". Community 6.9 has a high association to the topics "ifkgbg", and "gbgftw". Both of these are used when discussing the team IFK Göteborg. Community 6.10 has a high association to the hashtag "aik", representing the team AIK, and a negative association with the team IFK Göteborg. The interpretation of these results indicates that community 6.4 is formed around hockey, community 6.9 is formed around the team IFK Göteborg, and community 6.10 is formed around the team AIK.
2) Community search: The next step was to use FocusCO, with a well-defined query set, and see how the resulting communities compare to the ones identified by our iterative approach. The sports community (community 6 in Table IV ) was used as the input network. The query-set of nodes was selected using our top-sampled community search method, yielding the five users with the highest association to the hashtag "ifkgbg". Our intuition is that we should get communities associated with the team IFK Göteborg, similar to community 6.9 in Table V . The resulting communities can be seen in Table VI. Looking at Table VI, we can see that it yields four communities. Two of these communities (community CS1 and CS2) only has two member-nodes, community CS4 contains the majority of nodes in the network, and community CS3 which is about the same size as community 6.9 in Table V . Community CS3 also has a high association to hashtags related to the team IFK Göteborg. In fact, all nodes in community CS3 has been using the hashtag "ifkgbg" in contrast to the number of nodes in community 6.9 which was 58.7%. On the other hand, the density of community 6.9 (0.136) is higher than the density of community CS3 (0.093). Both community 6.9 yielded by our iterative approach and community CS3 yielded by our top-sampled community search approach, seems to detect the sub-communities we aimed at. However, there is a trade-off in density versus queried attribute association. One big challenge with community detection, in general, is the interpretability of the resulting clusters. Analyzing the nature of why a community exists is a difficult problem. When CESNA produces the resulting communities, the weights for attributes associated with each community is generated as well. Studying these weights, makes it much easier to see what the community represents.
The algorithms presented here are difficult to evaluate regarding accuracy. This is largely due to the nature of communities. Community detection algorithms for node-attributed networks makes a trade-off where the network's structural properties are taken less into account, in favor for incorporating attributed similarity. This leads to the resulting communities having a lower score in categories such as flow, density or modularity. While losing up the definition of communities as densely connected sub-networks, these algorithms may result in better communities for the specific use case.
Comparing the resulting communities to "known communities" is also difficult. Communities can be assembled based on different characteristics and no community is more "true" or correct than the other. Different algorithms yield different communities, and the resulting communities should be interpreted according to the domain and characteristics of the analysis. Methods such as CESNA yields easily interpretable results in the form of communities and weights for the associated attributes. The ease of interpretation is an important property for analyzing the characteristics in these types of networks. Social constructs such as communities are complex and manual evaluation of different characteristics is most likely the best method to understand the nature of that community.
When working with node-attributed networks, it is important to be careful when introducing a new attribute to the network. Any attribute present in the dataset may be the factor of which a group of nodes is grouped on. Attributes that are not of interest and/or should not have any effect on the resulting communities should thus be omitted.
