Risk management plans improve the likelihood of mission success by identifying potential failures early and planning mitigation methods to circumvent any issues. However, in the aerospace industry to date, risk management plans have typically only been used for larger and more expensive satellites, and have rarely been applied to lower cost satellites such as CubeSats. Furthermore, existing risk management plans typically require experienced personnel and significant time to run the analysis.
I. Introduction
ecision theory has commonly been used in applications of economics, investment strategy, game theory, medicine, the oil and gas industry, and operations engineering. [1] [2] [3] [4] [5] Existing applications in the aerospace industry are limited to large-scale missions or design studies. [6] [7] [8] [9] [10] This paper serves as the first known application of decision theory to the emerging topic of small spacecraft missions. The paper uses the methods of decision analysis in the area of risk management to identify the mission risk and/or root cause which, when mitigated, is the most efficient use of resources given the user-defined constraints of implementation cost, people required, and time to completion. This paper describes a software tool created for solving this problem via multi-attribute utility theory combined with decision analysis principles. The tool is purposely designed for use by a spacecraft mission designer of any background or experience level and prompts the user to enter their mission-specific data, as well as provides options for the user to select the calculations they wish to analyze. ‡ Small satellite missions, specifically CubeSats, are becoming more popular not only among universities, but corporate and government settings as well. CubeSats are satellites built using 10x10x10 centimeter cubes and were first developed at California Polytechnic Institue. 11 An initial effort has been made to appropriately scale risk management practices to these smaller satellites, since risks associated with larger (500 kg) class missions do not necessarily reflect risks associated with CubeSat missions. Earlier portions of this research have identified seven primary mission risks and 32 root causes for these risk events. 12, 13 These risks and their associated root causes are used as the framework for the software tool which is described in this paper.
This paper first describes the mathematical foundation for the decision analysis and multi-attribute utility theory techniques employed in the software tool. Then, the tool itself is presented. Finally, the paper discusses the methods of validation and testing used on the tool to ensure its functionality and accuracy.
B. Utility Theory
In some cases, such as with money or time, it is easy to measure the preference of an outcome. However, not all variables can be ranked so easily; a more general approach is to use utility theory. Utility is defined as a true measure of value to the decision-maker. 14 Furthermore, by using utility as a common measurement, comparisons between alternatives can be made and a set of axioms may be established. Before outlining the rules of utility theory, Table 1 explains the language of denoting preference between two alternatives. The axioms of utility theory are: orderability, transitivity, continuity, substitutability, monotonicity, and decomposability. Further details regarding the axioms may be found in Ref. 14. It is assumed that all the axioms hold for the purposes of this research.
Once the axioms explained in Ref. 14 are met, a utility function may be created to map the degree of preference to a numerical format, and must follow the same axioms. Because the preferences are now expressed in a numerical format, the preference of a certain outcome, or lottery, can be calculated. For the purposes of this research, the utility of an outcome is determined by the method of expected utility. It is acknowledged that several other forms of utility calculations exist. 15, 16 However, for the development of an initial software tool, expected utility was deemed to be the simplest to implement. Future iterations of the tool could implement these additional methods of utility assessment.
To determine the expected utility of an alternative, , the probability for each outcome of an alternative is multiplied by the utility value (u-value) for that outcome and summed over all the outcomes:
. In A is preferred to B the example provided in Fig. 1 , the expected utility for alternative A would be . Similarly, for alternative B, . The decision-maker would be indifferent between these two alternatives when their expected utilities are equivalent:
. Otherwise, the decision-maker would choose the alternative with the greater expected utility. 17 In the example of Fig. 1 , alternative A has the higher expected utility and normatively should be chosen.
In many cases it is necessary to determine a joint utility function which combines a set of important variables. Under the assumption of utility and preferential independence, a joint utility function, , can be obtained from the combination of the attribute utility functions, , by finding the value which satisfies Eq. (1) given a user's preference system captured by the values. 18 To obtain these values, the decision-maker would be asked whether they prefer attribute at its best value while and are at their worst or whether they prefer attribute at its best value while and are at their worst. A series of such questions fully characterize the values which then allows combination of the attribute utility functions into a joint multi-attribute utility function in accordance with Eq. (2). The and act as weights for the input parameters, placing a user-determined emphasis on the parameters when combining the attribute utility curves into the joint curve.
(1)
For the purposes of this research, the joint utility function determines the user's utility value for the combination of cost, people, and time required for implementing a given mitigation technique. The expected utility value for the mitigation technique is therefore a function of this joint utility value as well as the probability of success for the technique outcome. The optimal mitigation technique choice is the technique which has the maximum expected utility value, as this technique will provide the most value for the given set of input parameters, including the users risk preferences. It is the identification of this optimal mitigation technique that is the primary purpose of the software tool.
Utility theory may independently be used in order to describe a preference system, but the theory is arguably more powerful when applied to decision analysis problems. By mapping a decision-maker's preference system to the decisions at hand, the decision-maker can analyze which outcomes will benefit their unique situation. This approach is used in the CubeSat Decision Advisor, described in Section III, to model the choice between mitigation techniques for reducing mission risk and help the user identify which technique best represents their preferences.
C. Eliciting Utility Preferences
The utility function can take many forms. During initial tool development, exponential, natural log, linear, and power equation forms were considered. After talking with experts regarding methods used in the decision analysis industry, it was determined to use the exponential function only, as it provided the most possibilities by simply changing the exponent parameter. The baseline exponential function is given in Eq. (3). The initial version of the tool found that and best represented logical utility preferences with four possible values for each of the attributes: cost, people, and time. These parameters are listed in Table 2 . The attribute utility functions are scaled between the minimum value, 0, and maximum value designated by the user. Engineering judgment and experience led to the selection of the three sets of four utility functions, and it is acknowledged that an infinite number of alternative functions exist. However, for the purposes of this research, a few functions were selected with which to establish the software program. The four utility function choices for each of the three attribute utility attributes provide a starting point to determine the preference system of the user. To determine which function best describes a user's preference towards a certain attribute, industry applications typically ask the decision-maker a series of questions. There are many ways in which to ask these questions. The use of a single lottery system is called the Standard-Gamble method, whereas comparing two lottery scenarios is called a Paired-Gamble method. Assuming event A is the most preferred outcome, D is the least preferred, and events B and C fall in between A and D, Fig.2 and Fig. 3 explain the difference between the two methods, including the manners in which the lottery question may be posed. 20 The Standard-Gamble method relies upon the use of comparing a guaranteed outcome to the possibility of obtaining either the most preferred or the least preferred outcome. This is illustrated in Fig. 2 where event A is the most preferred outcome and D is the least preferred. Event B falls somewhere in between the two such that, . The Preference Comparison technique provides a probability of this A-D lottery and requests the decisionmaker to decide whether the lottery is more desirable than the guarantee of event B. This comparison is denoted by the equivalence expression, [A, p, D] R B. It is the preference, R, which is being determined by the user and is therefore represented by an underline in its equivalence expression.
The second comparison technique for the Standard-Gamble method is Probability Equivalence. In this scenario, it is the probability which is left for the user to determine and is thusly underlined in the expression, [A, p, D] ~ B. What probability, , would cause the user to be indifferent between a guarantee of event B and a possibility of the best or worst outcome? In other words, how likely would event A have to be before the user would accept a deal with a nonzero possibility of receiving their worst outcome? Similarly, the Value Equivalence method asks the user for the Event A which, given the probability and other outcomes, would cause the user to be indifferent between a chance at Events A or D, or receiving event B for certain. Since this method requires the user to enter the event A, it is represented by the expression [A, p, D] ~ B. Finally, the Certainty Equivalence method asks the user for the event B which would make them indifferent between receiving B for certain and a chance at either event A or D. Event B therefore represents the user's certain equivalent for the lottery of a probability for obtaining event A and a probability of obtaining event D. Similarly as with the Standard-Gamble method, the Paired-Gamble method uses a lottery system to obtain user outcome preferences. The Paired-Gamble method, however, uses a set of two lotteries and asks the decision-maker to compare the two scenarios with one of three methods: Preference Comparison, Probability Equivalence, or Value Equivalence. These three methods are identical to their Standard-Gamble relatives, only now there are two lottery scenarios to consider, as depicted in Fig. 3 . With two scenarios comes an additional event, event C. The preference order of these events is augmented to . The Preference Equivalence, denoted by [A, p, D] R [B, q, C], asks the user to identify which lottery they prefer. Would the user prefer a probability chance at their best scenario, or a probability of receiving the second-highest scenario? Both scenarios have a possibility of obtaining one of the least desirable outcomes. The Probability Equivalence scenario, denoted as [A, p, D] ~ [B, q, C], asks the user for the probability which would make them indifferent between the lottery of experiencing event A with probability and event D with probability or the lottery of experiencing event C with probability and event D with probability . Finally, the Value Equivalence, represented as [A, p, D] ~ [B, q, C], requests the user to identify the event A which would cause them to be indifferent between the same two scenarios.
As an example of each Standard-Gamble and Paired-Gamble situation, assume events A, B, C, and D are winning $100, $60, $20, and $0, respectively. Let the default probability be 0.8 and the default probability be 0.6; these are the and values unless the Gamble method requires the decision-maker to identify a probability. The Standard-Gamble Preference Comparison method asks the decision-maker to identify which lottery they prefer: (a) an 80% chance at winning $100 and a 20% chance at winning nothing, or (b) a guaranteed win of $60. The Probability Equivalence method asks a similar question, but requires the decision-maker to supply the probability of winning $100 which would make them indifferent between this lottery and a guaranteed win of $60. The Value Equivalence method returns to the default probability of 0.8 and asks the user to identify the outcome, with an 80% chance of winning, which would make them indifferent to a guaranteed win of $60. The Certain Equivalence method asks the decision-maker to decide what their guaranteed win value is which would make them indifferent between the default lottery of 80% chance of winning $100 and 20% chance of winning $0. This value is called the certain equivalent.
The Paired-Gamble methods are only slightly different from the Standard-Gamble comparisons in that the lotteries now feature a comparison between two scenarios. The Preference Comparison method now asks the users to indicate which lottery is more favorable: (a) an 80% chance at winning $100 and a 20% chance at winning $0, or (b) a 60% chance at winning $60 and a 40% chance at winning $20. The purpose of these comparisons is to determine the risk attitude of the decision-maker. Clearly, lottery (a) has a higher risk with a higher reward, but does this accurately describe the risk attitude of the decision-maker? The Probability Equivalence method once again asks the decision-maker for the probability which makes them indifferent between the two lotteries: (a) a probability of winning $100 and a probability of winning $20, or, (b) a 60% chance at winning $60 and a 40% chance at winning $20. Finally, the Value Equivalence method ask the decision-maker to indicate what outcome with an 80% chance of receiving would make them indifferent to a 60% chance at $60 and a 40% chance at $20.
The methods explained through example and summarized in Fig. 2 and Fig. 3 are a way in which to determine the decision-makers preference system. The Preference Comparison Paired-Gamble method is used in this software tool to establish the risk attitude of the user with regards to the individual attributes of cost, people, and time resources. The Probability Equivalence Standard-Gamble method is used to ascertain the manner in which the user is willing to trade worse outcomes of two individual attributes for a better outcome of the remaining attribute. The specific applications of these methods to the analysis of mitigation techniques are described in the next section.
III. Decision Advisor Software Tool
The preceding section described the principles of decision analysis used in the development of the CubeSat Decision Advisor. This section specifically describes how these concepts are used in practice throughout the software tool and describes the tool itself.
A. Theory as Applied to the Tool
The tool employs a normative risk management methodology with an interactive framework by which users can examine their spacecraft mission risks. Previous research identified seven primary mission risks: Schedule (SCH), Payload (PAY), Personnel (PER), Cost (COST), and three spacecraft risks (SC-1, SC-2, SC-3). 12 The same research also identified a total 32 root causes spread across the seven risks. While the tool has been built with regards to these seven risks and 32 root causes, any user would easily be able to modify them by changing the Visual Basic for Applications (VBA) code which is linked to the Excel file. However, the user would not easily be able to modify the number of risks or root causes, as the tool was built specifically for seven risks and 32 root causes. The risk management function of the software tool queries users for their choice of mitigation techniques and the probability of success for each technique, their cost, time, and people resource allocation, and their outcome preferences. Together, these inputs generate the utility curves which are then used for determining the expected utility of each mitigation technique and ultimately for providing the suggestions captured on the Summary page.
Utility Elicitation and Processing
The CubeSat Decision Advisor software uses the Preference Comparison Paired-Gamble method for obtaining the attribute utility function parameters, and employs the Probability Equivalence Standard-Gamble method to determine the values for combining the attribute functions into the joint function per the discussion in the Utility Theory section. The elicitation of the attribute utility function asks a series of eight lottery comparison questions.
The determination of the values exactly follows the Probability Equivalence Standard-Gamble method, and the user is requested to provide a probability that would make them indifferent between the attribute parameter scenarios.
To enter the attribute utility curve preferences, the user selects one of the following buttons on the Summary page: "Enter Time utility preference", "Enter Cost utility preference", or "Enter People utility preference," as shown in Fig. 4 . Once an option is selected, the associated preference Graphical User Interface (GUI) will appear, such as the one shown for the Cost attribute in Fig. 5 . The first screen for any of the attribute preference GUI screens will prompt the user to enter a maximum value to be used in the analysis. This maximum value identifies the best and worst scenarios. These limiting situations also scale the utility value results so that the best scenarios have a utility value of unity, and the worst situations have a utility of zero. The user must enter a maximum value, otherwise the program will not let them continue. For example, assume the maximum allowable cost to be spent on any mitigation technique is $5000.
Once the user has entered a maximum attribute value, the next eight screens go through a series of lottery comparison questions with the purpose of determining which exponential parameter best describes the user's value preference system. For a description of the utility function and parameters, see the previous section. Each question consists of a set of two lottery scenarios in which the user selects the more preferable scenario. By selecting one lottery over another, one of the utility function forms is selected. When the user finishes the series of eight questions, the tally of utility function selections is calculated and the function with the most scenarios selected is determined to be the user's preference system for the given attribute.
These lottery scenarios are created based on the user's defined maximum value and follow Utility Theory. Namely, the software is trying to find the certain equivalent that best describes the user's preferences. Recall that the utility functions follow an exponential form, , with and . Therefore, changes in utility function are solely due to the change of the gamma parameter. Because the attribute utility functions are scaled according to Eq. (4), the best and worst scenarios correspond to a utility of 1 and 0, respectively, and the utility of the certain equivalent is then the probability of the lottery. This is because of expected utility calculations:
. Rather than asking the user to supply a probability or a certain equivalent value, it was decided to provide two lottery options and have the user select the more preferred scenario; each option represents a different parameter for the exponential utility function. These certain equivalent options were calculated based on four probabilities, 0.1, 0.25, 0.5, and 0.75. Thus, these four probabilities represent the certain equivalent utility value. The certain equivalent value, , may then be calculated Eq. (5) and are shown, rounded as in the software, in Table for each probability and value. With a maximum allowable cost of $5000, the first lottery scenario is shown in Fig. 6 . This scenario provides two lottery options and asks the user to identify which option more accurately represents their opinion of the cost attribute. The best scenario is defined as a mitigation cost of $0 while the worst case scenario is defined as a cost of the maximum allowable amount. The left-side lottery is asking whether the user thinks $1151 is the certain equivalent of a 10% chance at the best scenario and a 90% chance at the worst scenario. Essentially, if someone were to say, "I guarantee that the mitigation cost will be $1151," would the user find this guarantee equivalent to a 10% chance at the best and a 90% chance at the worst scenarios? Or, as the right-side lottery suggests, does the user value a higher cost, but a higher chance at the best scenario? Is a guarantee of $3497 equivalent to a 25-75 chance at the best and worst scenarios? Most panels of lottery scenarios ask this question: is the user willing to sacrifice a higher chance at the worst scenario for a lower attribute value? If the answer is consistently yes, the user's responses will result in selecting the most conservative utility function. Some of the panels serve as consistency checks in that the questions purposely ask if the user would prefer a lower attribute value for a lower risk value. If the decision-maker is logical, they would consistently prefer the lower value-risk combination.
After submitting the preferences for each of the attributes to obtain three separate attribute utility functions, the user must supply their preferences for the combination of these attribute functions into the joint utility curve. Fig. 4 shows the option, "Enter joint utility preferences" from which the user can identify their preferences of the combined attributes.
After selecting the "Enter joint utility preferences" option, the user will see the screen given in Fig. 7 . This lottery uses the Probability Equivalence Standard-Gamble method and asks the user to supply a probability, , which would make them indifferent between receiving a specified guaranteed outcome and a probability chance at the best scenario with a chance at the worst scenario. There are only three panels for eliciting the joint utility preferences, as the resulting three values fully characterize the manner in which to combine the attribute utility functions into a joint function. The first panel shows a guaranteed outcome of cost at its best, people at its worst, and time at its worst. This combination is denoted by <cost at best, people at worst, time at worst>. Let the lottery of this first panel be denoted as and represent a chance with probability that all the attributes are at their best with a probability the attributes are at their worst. Recall that the best scenario consists of $0, 0 people, and 0 days to implement the mitigation technique, whereas the worst scenario consists of the maximum allowable values of each of the attributes. The user is asked to specify what probability would make them indifferent between the lottery and a guaranteed set of attribute values consisting of the best cost, $0, but the maximum number of people and time required for the mitigation technique implementation. Basically, the user is asked for the percentage of the "perfect" case they view the <cost at best, people at worst, time at worst> scenario. Similarly, the second panel asks the user for their preference of <cost at worst, people at best, time at worst> while the third panel focuses on <cost at worst, people at worst, time at best>.
These three panels are asking the user to decide which, if any, of the attributes they value more highly. It is possible to have all attributes viewed equally, in which case the probability values would be the same for each of the three panel scenarios. Users may value one or more of the attributes higher than the others. As an example, assume the user valued cost more highly than the people or time required to complete the mitigation technique, but viewed time and people as equally valuable. The responses for each of the panels in this case could be:
. A probability value of 0.9 for cost at its best signifies that the user believes this scenario is 90% of the best case possible. Similarly, people, , and time, , at their best are 70% of the best scenario.
The probability values obtained through the three joint utility elicitation panels are equivalent to the values necessary for combining the attribute utility functions into a joint utility function. That is,
. With these values, the value needed to properly combine the attribute utility functions can be found implicitly by an Excel Solver routine following Eq. (1) and then into the joint function according to Eq. (2). Once the user submits their joint attribute probability values via the GUI, these values are stored, and the software tool automatically calculates the value required to satisfy Eq. (1). With the attribute utility functions and values properly defined, the software tool is able to calculate the joint utility value (u-value) for any combination of cost, people, and time inputs. The resulting u-value is then scaled by the best and worst scenarios. It is these scaled uvalues which are used in the decision tree analysis.
Decision Trees and Utility Calculations
The software tool decision tree framework is illustrated in Fig. 8 . The mission risks and associated root causes, as identified by previous research, and identified mitigation techniques are represented as decision nodes, since the user faces the decision of which risk and root cause combination to mitigate as well as the technique to implement. The chance node consists of the possibilities that the mitigation technique fully works, partially works, and does not work. The user provides the necessary inputs data: probabilities, resource allocations, and the choice of mitigation technique through a series of Graphical User Interfaces (GUIs). In addition, the software tool prompts the user for their cost, time, and people value preference systems as explained in the previous section. After submitting all this data, the user prompts the tool to calculate the expected joint utilities and output the results on the summary page. With the analysis completed by the software tool, the user may then decide which risks or root causes to mitigate. The framework of Fig. 8 gives a high-level view of the entire tool while Fig. 9 shows a representative image of the Schedule (SCH) mission risk decision tree. Note that the tool is too large to view easily in images. To learn more about the tool, please visit the research website mentioned on the first page. The other six mission risks have a similar decision trees. The root causes are in numerical order down the page, each with the associated six mitigation techniques selected for analysis and the three possible outcomes of fully works, partially works, and does not work. When entering the data for each root cause, the user can choose to select up to six mitigation techniques but need not select all six. Any piece of information not provided is assumed to be zero and will not affect the decision analysis techniques. Similarly, if the user deems one of the root causes does not apply to their mission, they need not enter data for that root cause. The input data of cost, people, and time needed for technique implementation are listed to the right of the decision tree, in line with the mitigation technique to which they reference. The joint utility value completes the tree to the right of these input parameters.
Once the user has provided all the necessary input parameter data, they must select the option to replace their data into the decision tree, using the "Replace values and probabilities" option shown in Fig. 10 , which appears in the Options bar of the Summary Page. This button places the entered data in the appropriate location of the appropriate risk decision tree. Should the users realize they had incorrectly input data, they are able to update the information in the Form Responses sheet at any time, and simply click the button again to replace the new data.
After ensuring the replaced data is correct, the user may select "Only calculate utilities" from the Calculations option bar shown in Fig. 10 , and the software will automatically calculate the expected utility for each mitigation Schedule risk -the event of a slip in meeting schedule milestones or deadlines that could be caused by any number of things. The five root causes identified here were used in the gathering of survey data. technique of each root cause for all mission risks. The utility functions themselves, as defined in the Utility Theory section, are user-defined functions in Excel VBA. The functions rely upon the user preference system obtained from the Utility Elicitation methods mentioned previously. These values fully define not only the utility functions for a given attribute, but the manner in which the single functions are combined to the joint utility function. If "Only summarize utilities" is selected, the software highlights the mitigation technique with the maximum expected utility per each root cause, and places this information in a box at the root cause level of the decision tree as well as on the Summary Page. "Calculate and summarize utilities" first calculates the mitigation technique expected utilities and then summarizes these on the decision tree and on the Summary Page. It is recommended to always use the "Calculate and summarize utilities" option, so as to avoid having calculated the utilities but not having replaced the summary information. However, the options exist in separate buttons for tool flexibility. Refer to the Utility Theory section for explanations of expected utility theory.
Once the utilities have been calculated, and the summaries provided not only on the mission risk worksheets but on the Summary page, the user is ready to make their decision. The Summary page lists all of the mission risks, their root causes, the associated best mitigation technique, and expected utility values. In addition, the Summary page lists the rank of that root cause expected utility within the mission risk as well as compared to all root causes. Normatively, the user would choose to mitigate the root cause which has the highest expected utility, with an overall rank of 1. The highest expected utility means that the mitigation technique has the user-defined best combination of success probabilities and cost, people, and time required for implementation. However, it may be possible that the user can afford to implement more than one mitigation technique. The rankings allow the user to successively apply their resources to reduce their mission risk in the most effective manner.
B. Description of Tool
The CubeSat Decision Advisor software tool contains a number of worksheets, each of which serve a different purpose.
The Summary page, represented in Fig. 11 , displays all the relevant information needed to make a decision regarding which mitigation technique is the most effective way to decrease the mission risk likelihood and/or consequence given the user's preference system, assessment of success probabilities, and resources required for a given mitigation technique. The Summary page also contains the Options bar, displayed in Fig. 12 , which allows users to enter the relevant information for, and select, the analysis they wish to complete.
The Mitigation Techniques sheet displays all the possible mitigation techniques for each risk and root cause. This sheet allows users to select a pre-defined mitigation technique, or to write one of their own into the analysis.
Once the user enters information through the Options Bar on the Summary page, the results are captured in the Form Responses sheet. The user will be able to edit this page in the event they realize they entered data incorrectly. The data from the Form Responses sheet is used in the calculations and analysis throughout the tool, therefore it is imperative to ensure the data is correct. The next seven worksheets in the CubeSat Decision Advisor software tool represent the seven mission risks listed in Table 4 : Schedule (SCH), Payload (PAY), Spacecraft-1 (SC-1), Spacecraft-2 (SC-2), Personnel and Management (PER), and Cost (COST). 12 Each sheet contains the mission risk decision tree with pre-defined root causes and mitigation techniques to be analyzed. Note that the root causes do not have a description on the tree itself, and could be redefined by the user. The only time the root causes are defined is on the user interface where data is entered. The user-entered data is reflected the right-most columns of the decision tree -probabilities, implementation cost, people needed, and time estimates. A portion of the Schedule mission risk is shown in Fig. 9 , the other mission risks are similar in format, but will differ based on the users inputs.
The ucurves sheet contains the data obtained from eliciting the user's preference system. The restore worksheet replaces the current data with the default example case. This is primarily helpful for users wanting to begin working with the software tool.
After obtaining the user attribute preferences as explained in the Utility Elicitation section, the user enters their unique mission parameters for analysis through a graphical user interface (GUI) such as the one shown in Fig. 13 . A separate GUI exists for each mission risk, and each GUI includes all of the root causes for that mission risk along the tabs. The user selects the mitigation techniques they wish to analyze, as well as provides their estimates of success probabilities and resource allocation of cost, time, and people required for each mitigation technique. The user is then able to identify, based on their unique set of preferences and probabilities, the mitigation technique which will yield the maximum expected utility for a single root cause of a single mission risk. The maximum root cause utility values for all mission risks are then recorded on a summary page where the user can identify the technique(s) they wish to implement in order to reduce the mission risk(s). Table 4 . Seven mission risks with descriptions. Mission Risk (Acronym) Description
Schedule (SCH)
The event of a slip in meeting schedule milestones or deadlines.
Payload (PAY)
The event of failure to gather payload data.
Spacecraft-1 (SC1)
The event of inability to communicate with the spacecraft.
Spacecraft-2 (SC2)
The event of inability to gather health data from spacecraft.
Spacecraft-3 (SC3)
Inability to meet spacecraft standards (i.e. international standards for spacecraft design, development, launch, and operation).
Personnel and Management (PER)
The event of insufficient personnel management.
Cost (COST)
The event of lack or delay of funding.
While the software tool may be used fully with pages and capabilities mentioned above, the user may desire the use of the following additional analysis options illustrated in Fig. 12. 
Examine Joint Utility Curve
This option will direct the user to the Joint worksheet where there exists an interactive plot. The user must enter the number of people for which they wish to view the joint utility curve in order to hold one attribute constant for viewing in a 3-D manner, and then select the "PLOT!" button. Recall that the joint utility curve gives the user's preference system with respect to all three variables -cost, people, and time -required for a given mitigation technique. This plot details the importance of certain values of the cost, people, and time parameters. The user may determine the utility of any given set of parameters by examining the data table.
Determine Preferred Mitigation Techniques
This option directs the user to the Additional ("Addtl") page where the mitigation technique preferred the most number of times within a mission risk is displayed. This helps the user determine if there are any mitigation techniques which would be useful across the entire mission risk, not just for a given root cause. Note that the displayed mitigation technique should match with the mode for each mission risk category of the "Winning Mitigation Technique" column of the Summary page.
Sensitivity Analysis
This option requires the user to first indicate which risks they wish to analyze by checking or unchecking the checkboxes within the Options panel.The sensitivity analysis looks at the user's input and determines how the output would be affected if the user's preferences were slightly different. That is, the program re-calculates the decision result with different u-curve preference information in the form of varying and gamma values. Recall that the values are used to combine the individual parameter utility functions while the gamma value is a parameter of the utility function itself. The sensitivity analysis is meant to provide the user a sense of how their decision would change if their preference system was slightly different. This additional capability is based on the same algorithms employed by the validation and testing sensitivity analysis to be explained in the next section.
IV. Validation and Testing
Since there is no inherent data set associated with the Decision Advisor with which to test the assessment accuracy of the tool, and no similar existing tool is readily accessible, validation and testing is completed via case study analysis. Mathematically simple cases provided a method of error-checking the software to ensure that known results were obtained when the associated inputs were supplied. Sensitivity analysis supplied insights into how the decisions would change should a parameter only slightly deviate from its nominal value. Monte Carlo analysis investigated the effect of different combinations of parameters on the chosen mitigation technique and expected utility value. A full case study was completed on the ARMADILLO 3U CubeSat mission (described below) with current data to illustrate the impact this software tool can make on a mission at any point of its development cycle. Finally, the software tool was released to the Small Satellite community with a request to return feedback in addition to the data input and resulting conclusions for further case study material.
A. Mathematically simple cases / error checking
Before running more detailed validation and testing cases, it was necessary to ensure that the software tool was functionally correct. To do this, a series of mathematically simple or error-checking cases were devised. These cases consisted of inputs which would nominally yield a set of obvious outputs, if the software tool was working appropriately. Because both the inputs and nominal outputs were known, the accuracy of the tool could be established.
Missing or inappropriate data
The tool must be able to handle missing or blank data, since the user may wish to only analyze a single risk or root cause. As such, test cases were created to determine whether or not the tool would flag missing data as an error. One test case focused on the Schedule risk and provided inputs for two mitigation techniques (MT) associated with root cause (RC) 1, one MT with RC2, RC3 and RC4 were left blank, and two MTs associated with RC5. Thus, both data left blank within the root cause as well as whole root causes left blank were tested. The result was that the software tool treats missing data as if it is a zero value and indicates on the Summary page that no data was entered. It should be noted that a probability value may be left blank only if the remaining values sum to unity, or no data for the mitigation technique is entered. However, cost, time, and people input parameters may be left blank at any time. Another test case examined the outcome should a user leave the utility preferences blank. Since these values are necessary to determine the expected utility, the tool is unable to calculate the utilities and initially returned an error message. After implementing this test case, a feature was added so that when the user selects the calculation option, the tool automatically checks to make sure all the appropriate utility preference data has been entered. If any of the utility values are missing, then a message box appears with the missing data listed.
The input parameter user interface also checks to ensure the values are numeric. Should a user enter a nonnumerical value, e.g. $, %, *, then a message box appears when the user tries to Save the input parameters. The message box lists the boxes which contain a non-numerical value and the user is asked to change the values entered.
Maximum and Minimum Input Values
Because of the way the attribute utility functions are scaled, a maximum attribute parameter would yield a utility value of zero while a minimum attribute parameter would yield a utility value of one. Similarly, if all the attributes were at their maximum, then the joint utility would be zero. If all the attributes were at their minimum values, then the joint utility value would be one. These relationships provide a set of test cases to ensure that the utility values are properly calculated. A set of maximum values is shown in Table 5 . The minimum values are all zero, since it is not reasonable to have negative cost, people, or time.
Table 5. Maximum values for validation methods Cost (USD $) People (# people) Time (days)
Maximum value 5000 10 20 A first test case used all maximum values to ensure that the resulting utility calculations were all zero. Fig. 14 shows the decision tree result of this all maximum values test case. Notice that the far right column consists only of zeros and the expected utility value is also zero. The far right column, though, is the joint utility. This joint utility value will only be zero if all the attribute values correspond to the maximum values as indicated by the user. A similar test case was developed to test the tool response when all the minimum input parameters, namely all zeros, were entered. The result was a set of utility values equaling one, as expected. A final set of test cases employed involved testing inputs which go above and below the maximum and minimum values indicated by the user. Going above the maximum value for all three input parameters simply resulted in a negative utility. A negative utility value is not impossible; it simply indicates that the parameter is not acceptable given the user's preferences. No error notification exists for parameters above the maximum value primarily because a negative utility is only achieved when all three parameters are beyond the limit. Also, it is possible that the user may wish to investigate values beyond the designated maximums. An input value less than the minimum, namely a negative value, results in a message box during parameter entry indicating the user must supply a different value, since negative time, people, or cost is not within the scope of this research.
Modifying utility curve parameters
The utility curve parameters describe the user preference of a specific attribute -cost, people, or time. A set of test cases were devised to test how the software tool would react when these utility curve parameters were altered. In a way, these test cases comprised a controlled sensitivity analysis, because specific combinations of the gamma parameters were used in order to determine if changing the gamma values in a known fashion would result in a predicted outcome.
The utility functions, such as the People functions in Fig.  15 , show that with a lower gamma value, the same input parameter will yield a larger utility value. And so, all other values being the same, it is expected that a decrease in the gamma parameter would yield higher utility values. However, this is only true in the joint utility values for decreasing the people gamma. In fact the utility values decrease in the cost gamma case, and mostly increase in the time gamma cases. These outcomes could be due to the interaction of all three input parameters. This theory of interaction can be tested by examining the individual utility values for each gamma changing case. case letters a-b-c), the utility value increases as expected. Therefore, the non-increasing trend seen in the joint utility values must be due to interaction between all three of the cost, people, and time input parameters.
Modifying gamma and input parameters
Since the equations for the attribute utility functions are negative exponential curves, as the exponent increases, the utility value decreases. While the previous section outlined a set of test cases which studied the effects of changing only the utility curve parameter, gamma, a separate set of test cases were created to test the combined effect of changing both the input and gamma parameters. Four test cases were created using large and small gamma and input values, as shown in Table 7 . These four test cases consisted of the (A) large gamma-small input, (B) large gamma-large input, (C) small gamma-large input, and (D) small gamma-small input. The large gamma-large input should yield the smallest utility value while the small gamma-small input value should yield the largest utility value.
The results for this test are given in Table 8 . As expected from theory, when both the gamma and input parameters are small, the highest joint utility value is observed. Similarly, when both the gamma and input parameters are large, the lowest joint utility value is obtained. These values were first calculated by hand for the software tool to verify. The tool matched the calculations exactly.
B. Sensitivity Analysis
By conducting a sensitivity analysis, it is possible to determine how the choice of mitigation technique is subject to change given a slight modification of preferences. This is particularly insightful because users may realize during the course of inputting their data that they had misrepresented their preferences. Namely, how they value cost, people, and time. Because of the infinite combinations of inputs, an assumed set of probabilities, cost, people, and time parameters were held constant throughout the sensitivity analysis. Additionally, only one risk, Schedule, was analyzed, since the same inputs on other mission risks would yield the same output. Instead, the utility function values and gamma parameters were varied in order to examine how changing preferences would change the decision analysis outcome. Modifying all of the parameters will be described in the Monte Carlo Analysis section.
With four gamma parameters for each of the three attributes, 64 different gamma value combinations were possible. To bound the testing set, value combinations were limited to values between 0.2 and 1 in increments of 0.2. Thus, with three attributes, there were a total of 64 value combinations. The value is then dependent upon the three values according to Eq. (1). A software program stepped through each gamma and value combination and calculated the winning choice of mitigation technique and its associated expected utility for each root cause within the Schedule risk.
Recall the probabilities and attribute values are constant for all gamma and value combinations. Thus, the result shows only the effect of changing the gamma and/or values in the utility function calculations. That is, the results relate to changing the utility curve or the manner in which the utility curves are combined. The histograms shown in Fig. 16 illustrate the number of times a certain combination of gamma or values yielded the maximum expected utility. The more spread out the root cause is on the histograms of Fig. 16 , the more susceptible the root cause is to fluctuations in gamma or values. That is, a slight change in a user's preference will yield a different mitigation technique and expected utility result. As illustrated in Fig. 16 , Root Cause 3 and Root Cause 5 appear to be the most unstable due to their more varied distributions than the other root causes. This behavior could be explained by the input parameters of those specific root causes. In other words, the combination of probabilities and attribute values affects the utility values, and a slight change in gamma and values may sway the mitigation technique choice. Figure 17 shows a more detailed picture of the maximum expected utility values as a function of the gamma and value combination trials. Across the ucurve combo trials in Fig. 17 (a) , there is a 16 data point period -after 16 combinations, the first ucurve function is moved to the next parameter value, and the program continues to go through other parameters possible values. Clearly, the maximum expected utility value occurs at any combination of the first ucurve (representing cost) and the first (smallest) option of the other ucurve parameters (time, people). Conversely, when the non-cost parameters are their last (largest) options, the expected utility will be at its minimum. This sensitivity analysis was based on a pre-determined set of input parameters as an effort to see how the software tool would handle parameters changing by incremental amounts. The result was satisfyingly interesting that a sensitivity analysis capability was built into the tool so that users may produce their own sensitivity analysis to see how their decision could change if their preferences were slightly different. The sensitivity analysis tested the decision analysis output dependence upon the input parameters. There are levels of interaction due to the attribute utility values being a function of multiple inputs, and the joint utility value being a function of the attribute values with additional inputs. All in all, the sensitivity analysis provides insights into how the decision may change should user preferences slightly vary. 
C. Monte Carlo Simulation
While the sensitivity analysis looked at only changing the gamma and values while keeping a set of input parameters constant, the Monte Carlo simulation changed the input parameters as well. The same 64 combinations of gamma and values were used in this analysis as in the sensitivity analysis. Additionally, 21 probability combinations were created based on probabilities ranging from 0 to 1 in increments of 0.2. A constraint of probabilities summing to unity was applied to these probabilities totalling 21 unique combinations. Cost was varied from $0 to $5000 in increments of $500. The people parameter was varied from 0 to 10 in increments of 2. Time was varied from 0 to 30 days in increments of 5. Therefore, there were a possible 11 cost, 6 people, and 7 time values. Between the probability, attribute, gamma, and values, there were the order of 10 12 possible combinations for a single mitigation technique. Therefore, modeling an entire risk was out of the question, and the Monte Carlo analysis focused on modeling the parameter choices for a single mitigation technique. Additionally, the results from a single mitigation technique are applicable to the remaning techniques across all of the mission risks.
The purpose of the Monte Carlo simulation was to model the decision analysis outcome for the possible sets of inputs. 100 runs of 1000 samples in each run resulted in 100,000 trials for this analysis. The decision analysis outcome is based on the maximum expected utility. For each run, the inputs resulting in the maximum expected utility were stored as well as plotted. In this way, analysis could be completed on an individual run as well as on an aggregated basis.
Since no prior distribution was imposed on the input parameters, the Monte Carlo simulation should call upon each parameter an approximately equal number of times. This should be true both in terms of an individual run as well as the entire compilation of data. Figure  18 shows the approximately even distribution of cost, people, and time parameters chosen on an individual run basis. The aggregate data shows a similar trend.
The sensitivity analysis of the previous section assessed the effect of input parameters on changing the expected utility value and the mitigation technique choice. The Monte Carlo simulation is an effort to validate the decision theory applied in the software tool. In other words, the simulation shows that certain combinations of parameters yield the maximum expected utility as expected from decision theory. Matching theory, the minimum possible attribute parameters yielded most of the maximum expected utility values, as shown in Fig. 19 for the cost parameter. Similar plots exist for the people and time parameters. Note that the minimum value does not always provide the maximum expected utility. The other values may at times provide the maximum expected utility due to the other input parameters and the utility preference information. For example, if cost is not preferred as highly as people, then a higher cost value may be offset by a lower people value. Additionally, probabilities can play a significant role in a larger attribute value still resulting in a maximum expected utility.
The Monte Carlo simulation showed that the decision theory applied in the tool was working properly. Results were obtained which match theory. Namely, lower input parameters, higher probabilities on lower input parameters, or lower probabilities on higher input parameters are more likely to generate maximum expected utility values. 
D. ARMADILLO Case Study
The mathematically simple cases, sensitivity analysis, and Monte Carlo simulation were all based on artificial data. A case study was created using the ARMADILLO 3-Unit CubeSat mission 23 with input parameters current as of September 2014. The full set of inputs can be found in the Decision Advisor User's Guide.
§ Analysis of the output resulted in Table 9 in which the overall top five mitigation techniques are listed. These are the mitigation techniques across the seven mission risks with all 32 root causes which would be most advantageous to mitigate given the users preferences. Interestingly, risk analysis methods 13 applied to the ARMADILLO mission in its current status resulted in the identification of the COST and SCH risks as the highest concern. Table 9 shows four methods to help mitigate several of the root causes to combat these highest concern risks. PER was the lowest concern, but it obviously has one of the easiest and most worthwhile root causes to mitigate according to Table 9 . The Loss of Hardware root cause was deemed a personnel risk because of the possibility that team members may not adequately track their handling of hardware and the team may physically lose the hardware or it may be damaged without knowing the reason. A simple mitigation technique to implement is to introduce a hardware tracking method such as certification logs. This mitigation technique seems to work well for the Texas Spacecraft Lab.
E. Small Satellite Community case studies
As of October 2014, the Decision Advisor software tool was released to a small set of mission designers in an effort to gather initial feedback and work through any preliminary errors. The tool is being released to the general Small Satellite community in January 2015. With each release, the community is asked for feedback as well as their inputs and conclusions. The feedback will be incorporated to improve future iterations of the tool. The inputs and resulting conclusions obtained by using the Decision Advisor will be used as additional case studies to show the tool's functionality and usefulness.
V. Conclusion
A new Excel-based software tool has been validated and is ready for small satellite mission designers to use in an effort to increase the understanding of mission risks and contribute to the mission success for low-cost small satellite missions. The Decision Advisor tool allows users to determine how they can best mitigate seven categories of risk based on their mission-specific preferences. Before now, access to such software tools has been restricted to larger budget mission or would cost projects an extraordinary amount of money and time to develop internally. § For a copy of the user's guide, please visit: https://sites.google.com/site/brumbaughresearch/research/-6-cubesat-decisionadvisor 
