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ABSTRACT OF THE THESIS
Neural Dynamics of Human Seizures
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Professor Wentai Liu, Chair
Epilepsy, characterized by recurrent, unpredictable seizures, is one of the most common
neuropsychiatric disorders facing mankind. It is also one of the most debilitating. Apart
from the neurodegenerative and dissociative effects of acute seizure, a major factor in the
burden inherent to epilepsy is the unpredictability of upcoming seizures, which increases
risk of injury and enhances comorbidity of psychosocial disorders. A system that could
reliably deliver warnings before seizure would restore a feeling of control to patients, while
accelerating the development of new treatment options.
Ten seizures were isolated offline by extracting neural activity from intracranial record-
ings across two patients diagnosed with intractable epilepsy. Analyses were performed to
search for dynamics in brain activity preceding seizure onset. Then, SVMs and CNNs were
trained to distinguish clips of data sampled from either before or between seizures. This
work describes the results and provides suggestions for future progress in seizure predic-
tion.
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Chapter 1
Background
Each human brain contains billions of neurons that communicate on sub-millisecond timescales
across trillions of dynamic connections. Through these connections, neurons organize into
distributed networks that exhibit firing patterns of varying complexity (Kolchinsky et al.,
2014). Many networks generate large, synchronous oscillations through a rhythmic modu-
lation of shared firing rate (Uhlhaas and Singer, 2006; Singer, 1999). Others produce long
spatiotemporal sequences characterized by precise spiking patterns between groups of neu-
rons (Diba and Buzsáki, 2007). Signaling within brain networks requires a symphony of
pre-synaptic and post-synaptic cellular events (Barker-Haliski and White, 2015), regulated
by a balance of excitation and inhibition (Isaacson and Scanziani, 2011; Rubin, Abbott, and
Sompolinsky, 2017). Under normal physiological control, brain networks produce the suite
of functionalities allowing for healthy cognition, locomotion, etc. However, when coordi-
nation of these systems is impaired by injury or disease, the consequences can be drastic.
When large regions of brain exhibit uncontrolled excessive activity, a seizure results (Jirsa
et al., 2014).
1.1 Epilepsy
Epilepsy encompasses a family of brain disorders characterized by an “enduring predispo-
sition to generate epileptic seizures” (Abramovici and Bagić, 2016). Representing one of the
1
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most common neurological conditions, epilepsy affects about 1% of the global population,
with an incidence of around 50 new cases per year per 100,000 people (Stafstrom and Car-
mant, 2015). Around 1 in 26 people will develop epilepsy at some point in their lifetime
(Hesdorffer et al., 2011). In the U.S, this amounts to around 150,000 new cases diagnosed
each year, with a total estimated direct annual medical cost of $10B (England et al., 2012).
Common pharmaceutical treatments involve classes of molecules designed to reduce
the hyperexcitability of brain tissue associated with epilepsy. Examples of anticonvulsant
mechanisms include blocking voltage-gated Na+ or Ca++ ion channels (phenytoin, carba-
mazepine), facilitating GABAergic transmission (phenobarbital, clonazepam), and decreas-
ing neurotransmitter vesicle release (levetiracetam) (Brodie, 2017; Gonçalves et al., 2019).
Many patients may respond well to one or a combination of drugs, but around one-third
of epileptic patients are, or will eventually become, medication-resistant1 (Kwan, Schachter,
and Brodie, 2011; Woldman, Cook, and Terry, 2019).
Activity in the epileptic brain typically comprises long durations of interictal2 activity,
punctuated by transition periods of preictal activity that crescendo into seizure. Along with
the tendency to develop seizures, epilepsy also entails neurobiological, cognitive, psycho-
logical, and social consequences.
Approx. 8-10% of cases of refractory epilepsy are candidates for excision of epileptogenic
tissue. In these cases, surgical treatment is indicated if it can be shown (usually through one
or a combination of video EEG, MRI, PET, SPECT, and neuropsychological assessment) that
there is a focal origin in a brain region whose removal will introduce minimal complica-
tions and without producing a neurological deficit (Kilpatrick and Kaye, 2005). In order to
more precisely identify the spatial coordinates of the seizure onset zone, patients are often
implanted with intracranial electrodes to record epileptic biomarkers from candidate tissue
sections.
1Medication - resistant epilepsy is also known as refractory epilepsy or intractable epilepsy.
2“Ictus”, derived from the Latin prefix “Ico”, meaning to hit, strike, or smite, is defined in medical terminol-
ogy as a sudden attack or seizure.
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1.2 Intracranial Recordings
Intracranial recordings represent a unique opportunity to directly probe the activity patterns
from spiking neurons in the human brain. While scalp EEG recordings are cheaper and less
invasive, intracranial electrodes can record extracellular activity from inside brain regions of
clinical relevance (Kondylis et al., 2014). Introducing electrodes directly into neural tissue
creates an interface that allows investigators to record from the information-rich electrical
activity of brains at unrivaled spatial and temporal resolution (Obien et al., 2015). Recording
at a high sample rate produces a wide-band composite signal originating from local elec-
trical currents. Of particular significance are the intermittent high-amplitude waveforms
representing action potentials, the signature characteristic of communicating neurons. Neu-
rons up to 50µm away from each electrode tip are close enough that the slight differences in
their waveform shapes can be distinguished by clustering algorithms (Lewicki, 1998). Sig-
nal quality of action potentials deteriorates for neurons further from the electrode tip, but the
aggregated action potentials from active neurons up to a radius of 140µm can be detected
as multi-unit activity (Buzsáki, 2004). In the background of single- and multi-unit activity
is the local field potential (LFP – the superimposed electrical currents originating from all
nearby neurons and glia), the nature of which depends on the magnitude, distance, and ori-
entation of the individual current sources (Buzsáki, Anastassiou, and Koch, 2012; Einevoll
et al., 2013).
1.3 Seizure Prediction
Around 75% of cases will respond to medication or resective surgery. Unfortunately, this
leaves ∼25% of patients without adequate control over their condition (Picot et al., 2008;
Mormann et al., 2006). These patients must bear the brunt of their disease without effective
assistance. Apart from increased risk of brain injury and death from aberrant neural activity
during acute seizure, arguably the most debilitating facet of living with untreated epilepsy
3
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is that seizures seem to strike unannounced and at random times. This uncertainty not only
causes apprehension and feelings of helplessness (Hayden, Penna, and Buchanan, 1992), but
is a significant contributor to the risk of injury from accidents caused by loss of motor and
executive control (Nguyen and Zenteno, 2009).
Developing a means to predict the time of upcoming seizures, or to deliver warnings be-
fore imminent attacks, would significantly expand treatment options and enhance the qual-
ity of life for patients (Mormann et al., 2005; Elger, 2001). Predicting seizures with high sen-
sitivity (e.g., by detecting changes in brain states) would allow for new proactive treatments:
closed-loop systems that deliver precisely-timed electrical or pharmaceutical intervention
could prevent or diminish seizures before they occur (Ramgopal et al., 2014).
Historically, the medical consensus was that seizures were truly random events (Iasemidis,
2011). This contrasts with many accounts from patients reporting prodromal symptoms and
auras before their seizures.: a recent review (Besag and Vasey, 2018) found that 22% of epilep-
tics report prodromal symptoms, with a mean positive predictive value greater than 50%.
These patient reports are corroborated by a wide body of evidence demonstrating measur-
able changes in brain parameters before seizure, including changes in O2 availability (Adel-
son et al., 1999; Zhao et al., 2007), increases in cerebral blood flow (Baumgartner et al., 1998),
and cerebral hyperexcitability (Wright et al., 2006; Freestone et al., 2011; Richardson and
Silva, 2011).
Taken together, these lines of evidence seem to converge on the idea that brain activity,
revealed through the analysis of neural data, should contain features predictive of seizure
onset; this suggests that it should be possible to predict seizures by analyzing electrical ac-
tivity recorded from brain. In fact, since the first study published in the 1970s (Viglione and
Walsh, 1975), the number of papers addressing seizure prediction has grown steadily each
year (see Fig. 1.1). It is sobering, then, to note that as late as 2006 there was still no rigorous
proof that seizures could be predicted (Kuhlmann et al., 2018). In hindsight, the impact of
most early prediction studies is dampened by flaws in their methods. An influential review
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from Mormann et al. (2006) revealed multiple confounds, including a widespread inability
to reproduce earlier findings on more modern datasets. The authors noted: “…earlier op-
timistic findings obtained by applying highly optimized algorithms to small, selected data
sets could not be reproduced on more extended EEG recordings that are more closely related
to the real-life challenge of predicting seizures prospectively from continuous EEG.”
The field of seizure prediction has progressed since the review was published, and the
prospects look good. While the earliest publications used small datasets collected during
the few minutes to seconds before seizure onset, the continual advancement of offline stor-
age and computing power has allowed modern researchers to analyze continuous datasets
spanning the course of days, using statistical methods that would have been previously in-
tractable (Gao and Ganguli, 2015; Paninski and Cunningham, 2018).
A clinical trial for an implantable seizure prediction device, completed in 2011 (Cook et
al., 2013), showed that long-term intracranial recordings are safe and feasible. While their
results were mixed3, their study showed that seizure prediction is possible.
1.3.1 Recording Modalities
A literature search revealed that the two main modalities for predicting seizures from brain
activity are EEG and LFP.
EEG
Electroencephalography (EEG) is one of the most important tools in the diagnosis of epilepsy
(Noachtar and Rémi, 2009). It is used by clinicians to test for interictal epileptiform dis-
charges (IEDs), the characteristic biomarkers of epilepsy (Vollmar et al., 2018). Surface EEG
involves a montage of electrodes placed on the scalp, while intracranial EEG (iEEG) requires
3Per-patient sensitivities across a 4-month advisory phase ranged from 17% to 100%. Sensitivity for the two
patients with the greatest number of seizures – 109 and 58 – was 54% and 56%, respectively.
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Figure 1.1: Data from pubmed.gov
an invasive procedure to place electrodes inside the skull. In a variant known as electro-
corticography (ECoG), subdural electrodes lie directly on the surface of the brain (Wilke,
Worrell, and He, 2011). Most studies of seizure prediction have analyzed data from intracra-
nial EEG (Kuhlmann et al., 2018), followed by scalp EEG. As it is relatively noninvasive, and
ubiquitous in epilepsy diagnosis and monitoring, it’s natural that EEG represents the bulk
of datasets and publications dedicated to seizure prediction.
• Pros: Cheap, fast, and easy to set up and acquire signals. Can pool data across patients
wearing the same electrode montage. Low sample rate means less intensive data pro-
cessing: smaller computational load.
6
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• Cons: Low spatial resolution. Limited to recording from surface of brain. Scalp EEG
has worse spatial and temporal resolution compared to intracranial recordings.
LFP
LFP signals are acquired from electrodes that penetrate into neural tissue. Recording from
subcortical regions requires implantation of depth electrodes, while LFP from cortex can be
obtained from microelectrode arrays like the Utah array (Maynard, Nordhausen, and Nor-
mann, 1997). A few groups have used LFP to study seizure activity in humans, and some
have described models to predict seizures from LFP activity (Aghagolzadeh et al., 2016) .
1.4 Neural Dynamics
Modern electrode arrays can record from hundreds to thousands of neurons simultaneously
(Jun et al., 2017). How do neuroscientists make sense of, and extract findings from, the re-
sulting datasets? Extracting a small number of time-varying parameters that describe the
patterns observed in high-dimensional data is an important part of systems neuroscience
analyses, and is still an active area of research. This is the task of dimensionality reduction:
to find a low-dimensional representation of neural activity that is loyal to the true factors
generating the variability in the observed data.
A main assumption of dimensionality reduction for feature extraction in neural data is
that a local network of neurons forms a dynamical system whose activity patterns are gov-
erned by a set of rules (or latent factors), often with an allowance for some of the variability
in the activity to be driven by noise. Under this assumption, the D-dimensional vector for
each time point in a recording fromD neurons or electrodes represents a noisy estimate of the
state of a dynamical system, whose dynamics are governed by someK < D latent variables.
Finding a low-D representation of the population activity recorded from large amounts of
neurons allows for visualization of the internal dynamics governing neural activity during
7
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various behaviors. Dimensionality reduction techniques have been successfully applied to
a variety of neuroscience research questions and have helped to refine our understanding of
various phenomena, such as preparatory activity in motor cortex (Elsayed et al., 2016). For
a relevant review on dimensionality reduction for neural dynamics, see (Cunningham and
Byron, 2014).
Selected papers that exemplify the advancements in this field:
• Bittner et al. (2017)
• Saxena and Cunningham (2019)
• Gao and Ganguli (2015)
• Churchland et al. (2012)
• Pandarinath et al. (2018)
• Paninski and Cunningham (2018)
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Database
All datasets were provided by Itzhak Fried from the Cognitive Neurophysiology Labora-
tory1 at UCLA. Subjects were 2 patients with pharmacologically intractable temporal lobe
epilepsy who were implanted with 8-10 Behnke-Fried depth electrodes in order to localize
epileptogenic tissue for possible surgical resection.
2.1 Hardware
Behnke-Fried Depth Electrodes
Extracellular neural recordings were sampled from macro-micro depth electrodes. From
the end of each electrode, nine Platinum-Iridium microwires (each 40µm in diameter) were
splayed approximately radially with ∼500µm of inter-tip spacing. Eight were used as ac-
tive recording channels, leaving one as a reference. The analog signal from each microwire
was lowpass filtered (256-order, FIR) at 8000Hz and sampled at 40kHz, digitized with 16bit
precision (ATLAS Neurophysiology System, Neuralynx Inc., Tuscon, AZ).
The acquisition system recorded continuously during the extent of inpatient stay. At the
end of every hour of recording, the data from each electrode was saved into a separate .ncs
file containing the raw signal, timestamps, and a file header.
1http://itzhakfried.com/WP/about-cnl/
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2.2 Metadata
All datasets were clean from individually identifiable information. Intracranial signals were
recorded during inpatient stay at UCLA.
2.2.1 Brain Regions
Below is a list of implanted brain regions for each patient.
Patient 1it tit t
• Left Entorhinal Cortex (LEC)
• Left Medial Hippocampus (LMH)
• Left Amygdala (LA)
• Left Parahippocapmal Gyrus (LPHG)
• Right Parahippocampal Gyrus (RPHG)
• Left Orbitofrontal Cortex (LOF)
• Left Superior Temporal Gyrus (LSTG)
• Right Superior Temporal Gyrus (RSTG)
• Right Anterior Hippocampus (RAH)
Patient 2it tit t
• Left Entorhinal Cortex (LEC)
• Right Entorhinal Cortex (REC)
• Left Anterior Hippocampus (LAH)
• Right Anterior Hippocampus (RAH)
• Left Amygdala (LA)
• Right Amygdala (RA)
• Left Orbitofrontal Cortex (LOF)
• Right Orbitofrontal Cortex (ROF)
• Left Parahippocampal Gyrus (LPHG)
10
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Patient1 Recordings
Filename Date Rec. Time
t0 11/06 10:55
t12 10/27 09:03
t13 10/27 10:03
t20 10/27 16:44
t21 10/27 17:44
Patient2 Recordings
Filename Date Rec. Time
c105 08/12 22:59
c108 08/13 01:59
c120 08/13 13:59
c125 08/13 18:59
c130 08/14 00:49
c134 08/14 03:59
c138 08/14 07:59
c139 08/14 08:59
c144 08/14 13:59
c147 08/14 15:58
Table 2.1: Recording names, date and time for each dataset.
Bold names indicate recordings containing seizure.
• Left Superior Temporal Gyrus (LSTG)
In this work, each seizure is referred to by its corresponding filename (e.g. t12 from
Patient1; c130 from Patient2).
11
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108
5 4 3 2 1 0
Minutes
−2500
0
2500
130
5 4 3 2 1 0
Minutes
−2500
0
2500
138
5 4 3 2 1 0
Minutes
−25000
2500
144
5 4 3 2 1 0
Minutes
−50000
5000
Figure 2.1: LFP traces from 6 electrodes during selected seizures (c108, c130, c138, c144) for Pt.
2.
Estimated onset times indicated on each trace by red ×.
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Research Questions
This work was motivated by the following questions:
3.1 Is there unique temporal structure in preictal intracranial data?
Several prior studies have demonstrated the existence of transient changes in brain state re-
vealed through EEG signals prior to seizure. Together with findings describing changes in
physiological parameters such as excitability and oxygen dynamics, it seems that intracra-
nial electrical recordings should reveal a temporal feature within preictal intervals. Temporal
features could be revealed by examining the time-varying statistics of neural recordings, in-
cluding firing rates, ISI variability, and synchrony for spikes; and phase-locking, coherence,
power-in-band, accumulated energy, and approximate entropy for EEG / LFP.
3.2 Can spiking activity alone be used to predict a seizure?
Previous studies have identified features in EEG and LFP that are indicative of imminent
seizure onset. Since these signals originate from the spatially aggregated, low-pass filtered
activity of spiking neurons, might recording from the spikes themselves reveal these fea-
tures? In experiments that support this idea, Alvarado-Rojas et al., 2013 observed changes
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in firing rates from single units in human hippocampus during the several hundred millisec-
onds before interictal epileptiform discharges.
One way to address this question is to compare the statistics of spiking activity during
interictal vs. preictal periods. By analyzing spike rasters, this question can be directly inves-
tigated by testing the performance of decoders across different seizures.
3.3 How long before seizure do predictive features emerge?
There are two plausible models for seizure onset: 1) a sudden, rapid transition from inter-
ictal “baseline” to hypersynchronous seizure state; 2) a gradual transition (obeying lawful
dynamics) from baseline to seizure. In either case, the assumption is that a set of conditions
(excitability, synaptic specificity, etc.) arises which is favorable for the development of a
seizure. In case of the latter scenario, the preictal transition in neural dynamics may be re-
vealed well before seizure onset. An open question is how early these features are detectible.
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Analyses were performed using MATLAB and Python.
4.1 Preprocessing
In order to process.ncs files in MATLAB, they were converted into.mat files using a library
of functions1 provided by Neuralynx Inc. These functions allow the user to extract raw signal
and timestamps from each .ncs file.
All preictal data was clipped to include activity up to, but not including, time of seizure
onset. As all recordings represent contiguous 1-hr periods, and start time is independent of
seizure activity, naturally some seizures will occur earlier or later during a recording. For
Patient1, all recordings containing a seizure were kept intact for all subsequent processing,
except for the last seizure. The first 3 seizures occurred more than 45 minutes after the start
of recording, so that adequate time was represented before onset. For t21, the onset time
was only 10 minutes into the file. To address this, the last 50 minutes of the previous 1-hour
recording were concatenated before this data, and the result was trimmed to produce a new
contiguous hour of data ending just before seizure onset.
For Patient2, in order to represent the same length of time for all seizures, a similar proce-
dure was performed as for t21. Each recording containing seizure was trimmed directly at
1Available at https://neuralynx.com/software/category/matlab-netcom-utilities
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onset time and concatenated with the last few minutes from the previous recording to make
a continuous 1-hr record of preictal activity. Interictal recordings were selected as those with
at least 3 seizure-free hours before and after. These recordings served as a baseline for ex-
periments performed on Patient2 preictal data.
Upon inspection, it was noted that most of the data were intermittently sampled at un-
even intervals. Data were linearly interpolated and resampled at a uniform sample rate of
20kHz. There was no need to apply a lowpass filter before downsampling, as the hardware
system included an FIR LP filter at 8kHz. After extraction and resampling, data were further
processed in order to isolate relevant neural information from spiking activity and LFP. For
both patients, neural activity from all electrodes was concatenated in the same order for all
recordings.
4.1.1 Spikes
All filtering operations were performed with filtfilt() from MATLAB’s Signal Process-
ing Toolbox, in order to minimize waveform distortions (Yael and Bar-Gad, 2017). Before
spike detection, the resampled trace from each electrode was highpass filtered (Pt. 1: 300Hz;
Pt. 2: 500 Hz). For Patient1, notch filters at 60, 120, and 180Hz were applied to remove
the strongest harmonics of powerline noise. The signals were then passed into wave_clus
(Quiroga, Nadasdy, and Ben-Shaul, 2004) for spike sorting, which applied a lowpass filtered
at 3000Hz (fourth-order elliptic filter) for spike detection (as in (Rey, Pedreira, and Quiroga
(2015)); (Martinez et al. (2009))). For Patient2, each electrode was resampled at the nearest
multiple of 60Hz (19920 Hz) in order to apply a comb filter spaced at 60Hz intervals. This
helped to remove all powerline harmonics.
While bandpass filtering and comb filters worked to remove much of the apparent noise
in the recordings, intermittent artifacts of varying length and amplitude were conserved
across many of the electrodes. The most pervasive of these noise signals appear as time-
locked, common-noise artifacts present on multiple electrode arrays across spatially distinct
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brain regions. Several studies have reported successful denoising of multi electrode data
(EEG, iEEG) by combining one or more of empirical mode decomposition, wavelet analy-
sis, and independent component analysis. (These approaches are discussed in more detail
in chapter 6). To remove large artifacts, all samples surrounding a detected artifact (using
a window of width 10ms, centered at peak value) were overwritten with zeros to prevent
contributing to spike counts.
For Patient1, all 72 electrodes in the dataset were included for future processing steps.
For Patient2, electrodes were examined visually across all recordings and assigned a rank
based on the proportion of apparent noise in the signal. Electrodes with high noise score
across multiple recordings were dropped from the dataset, leaving a total of 37 electrodes
to analyze across all datasets. Care was taken to ensure each brain region had adequate
representation (at least 5 out of 8 electrodes present). Right Amygdala was ultimately left
out of analyses for Patient2.
Spike Rasters
For each recording of length T ms, from N units (putative single neurons), the end result of
spike extraction is a matrix2 of size N × T .
Spikes were detected in the following manner. The root-mean-square (RMS) voltage
was first computed for a clean window of 3s duration (selected by hand). Then, threshold-
crossing times were detected by counting all times when the signal increased past θ ∗RMS
(Pt. 1: θ threshold = 4.5; Pt. 2: θ = 4.0). Spike times for all rasters were quantized to 1ms
resolution, and then binarized to mandate against refractory period violations. For sorted
rasters, a short voltage clip was recorded before and after the threshold crossing for all de-
tected spikes. These voltage clips were used variously for spike sorting and artifact rejection
(see 4.2). Unsorted rasters were made by simply counting threshold crossings times. For
Patient2, unsorted spikes were further processed with a custom-built application described
2Referred to as a ”spike raster”
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in 4.2.2. Rasters were stored as sparse matrices (recording only the indices of entries equal
to 1) to optimize storage space.
4.1.2 LFP
LFP analyses are presented for Patient2 only.
Classically, the LFP band is considered to be from 0 to 100Hz (Buzsáki, Anastassiou, and
Koch, 2012). More recently, researchers have considered signals in the high gamma range,
as high as 250Hz (Salelkar, Somasekhar, and Ray, 2018). To extract LFP, each electrode was
first processed with notch filters at 60, 120, and 180 Hz to remove powerline noise. After low-
pass filtering at 180Hz (4th order Butterworth), each electrode was downsampled to 500Hz.
LFP was also filtered into eight different clinical bands (delta, 0.9-5Hz; theta, 4-8Hz; alpha,
8-12Hz; beta, 12-30Hz; gamma, 30-70Hz; high-gamma, 70-150Hz) using a fourth-order But-
terworth bandpass filter.
4.2 Spike Sorting
As neurons represent the basic computational units of the nervous system, the foundations
for much of our understanding of the brain mechanisms that drive behavior and cognition
comes from decades of neuroscientists recording the activity of single neurons in vivo (Rey,
Pedreira, and Quiroga, 2015). By implanting electrodes directly into brain tissue (See 1.2),
neural circuits have been probed with fine resolution by investigating the resulting record-
ings (Franke et al., 2012). The hallmark of single-neuron activity is the action potential, which
resembles a “spike” on bandpass-filtered extracellular recordings. [Motion artifacts and en-
vironmental noise may also contribute signals that look similar to spikes.] Since extracellular
electrodes record the spikes from all local cells (Buzsáki, 2004), questions involving the ac-
tivity of single neurons will require decomposing the spike train recorded by each electrode.
A common processing step is to assign each of the single spikes to one of several putative
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source neurons or “units.” A useful assumption is that the spikes fired by each neuron will
have a particular waveform shape, determined by its cell morphology, distance and ori-
entation to the electrode, and other properties (Gold et al., 2006). Exploiting these shape
differences, detected spikes can be separated into different clusters through a process called
spike sorting.
4.2.1 wave_clus
Originally, spikes from the first dataset were extracted and manually sorted usingwave_clus,
developed by Quiroga et al (Quiroga, Nadasdy, and Ben-Shaul, 2004), within a MATLAB
processing pipeline developed by Emily Mankin et al. from the Fried lab. wave_clus ex-
tracts wavelet coefficients for each spike using the discrete wavelet transform, and clusters
on the coefficients using superparamagnetic clustering (Blatt, Wiseman, and Domany, 1996).
Different temperatures (the main parameter for superparamagnetic clustering) yield differ-
ent degrees of cluster separation (see 4.1).
4.2.2 hoopSort
While spike sorting has proven indispensable in regions such as hippocampus, whose neu-
rons have high specificity (Ison, Quiroga, and Fried, 2015; Rey et al., 2015), several intriguing
studies (Drebitz et al., 2019; Christie et al., 2014; Todorova et al., 2014) have demonstrated
that population activity can be reliably decoded without the need for spike sorting. A more
recent work involving motor cortex illustrates that many of the same insights and conclu-
sions can be made about neural population activity using only unsorted multi-unit threshold
crossings (Trautmann et al., 2019).
As a compromise between manual sorting and unsupervised threshold-crossing meth-
ods, time-amplitude window discriminators, known colloquially as “hoops”, have been used
by Liu et al. (2016), Azin et al. (2010), and Mavoori et al. (2005) and described in (Santhanam
et al., 2004; Wessberg et al., 2000). Originally described in (Schmidt, 1971), the idea is that
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Figure 4.1: wave_clus interface. Spikes shown were extracted from electrode 19, seizure t21.
Temperature (bottom left): Parameter in superparamagnetic clustering algorithm. Cluster0: Noise
cluster.
20
Chapter 4. Methods
Suff. 0
2
4
6
8
10
12
Suff. 11
5
10
15
Suff. 12
2
4
6
8
Suff. 20
5
10
15
Suff. 21
5
10
15
Figure 4.2: Hour-long spike-sorted rasters for each recording from Pt. 1.
y-axis: Units extracted by wave_clus. x-axis: Time (binned at 500ms for visualization)
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Figure 4.3: hoopSort GUI. Features [1]-[17] are described in .
each stereotyped action potential waveform will pass through a few unique windows in a
time-amplitude plot. By overlaying several waveforms, it’s more or less straight forward to
determine these windows visually, and to draw the bounds manually. In order to use this
technique with .mat files, a GUI (hoopSort) was hand-built in MATLAB. Each component
was purposefully designed with the goal of maximizing the signal-to-noise ratio of the re-
sulting spike raster by allowing the user to judiciously prune noisy waveforms away from
the recording.
Main GUI
(1) Get Raw Datat tt t : Launches a modal dialog window to allow the user to navigate their
filesystem to locate the .mat file for an electrode recording.
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Figure 4.4: Spike waveforms plotted in hoopSort axes.
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(2) Set Save Dirit rit : Launches a model dialog window; allows the user to choose the directory
where spike-files are saved. This directory only needs to be set once.
(3) Erase Manuallyllr s ll : Opens a plot of the raw electrode recording, allowing the experi-
menter to manually erase (by setting to zero) any periods corrupted by high-amplitude
noise.
(4) Set Artifactit t tfr it t tf : Opens a plot of the raw electrode recording, and allows the user to select
an upper bound for clean spikes (see 4.5). Any samples with higher magnitude than
this artifact threshold will be counted as artifacts.
(5) Clean Artifact: Smooths a logical vector of artifact times. uses the result to index the
electrode recording.
(6) Detect Spikesit t sit t : Applies threshold-crossing algorithm to voltage trace for spike detec-
tion. Saves the time of each threshold crossing (putative spike time), and looks forward
and backward along the recording to extract a 2ms waveform for each spike.
(7) Threshold Knoblr s l : Can be used to quickly change the threshold multiplier used for spike
detection.
(8) Cluster Spikesl it rs sl it : Launches a second app to cluster the waveforms (detailed in Figure 4.6).
Using k = 6, the clustering app uses kmeans++ algorithm to find 6 clusters in PC space
extracted from the waveforms. Waves belonging to each cluster are plotted in each of 6
subplots. A second copy of all spiketimes and spike waveforms is created upon button
press.
(9) Fine Hoopii : Allows the user to draw a hoop around a single sample by clicking on the
axis.
(10) Broad Hoopr : Allows the user to draw a broad hoop, which is 5 samples wide, centered
at the point where the mouse click is recorded.
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(11) Undo: Removes the restrictions imposed by the last hoop. Restores the last rejected
waveforms.
(12) Plot Datal t tl t t : Opens a new window with all waveforms overlaid.
(13) Axis 1isi : Shows the middle 98 percentile of waveform amplitudes at each sample, over-
laid with 50 randomly selected waveforms. Red lines follow the maximum and mini-
mum amplitude at each sample across all waveforms.
(14) Axis 2isi : Shows a surface plot of 4000 randomly selected waveforms superimposed.
Maximum values are in red; minimum values in blue. Above the axis is the total num-
ber of spikes present on the current electrode, which updates after each rejection.
(15) Done: Saves a structured array into a .mat file for the current electrode in the Save di-
rectory. Included in the structured array are the spike times and each spike waveform.
Clears the plot windows and resets the environment.
(16) Load Nexttt: Assumes a numerical naming scheme to load the next electrode from a
recording.
(17) Trashr s : In case an electrode is too noisy or has no suitable spike waveforms present,
this button saves an empty struct into a .mat file for the current electrode and resets
the environment.
(18) Reject Outliersj lit t rsj lit t : Rejects any waveforms with values outside of the center 98 percentile.
Cluster GUI
(1) Axess: There are 6 axes, one for each cluster. Each axis displays up to 2000 randomly
sampled waveforms from within that cluster, with the mean waveform overlaid in a
unique color for each cluster. The xticks are switched off for a cleaner interface.
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Figure 4.5: Setting an upper bound (red dashed line) to reject artifacts.
(2) Rejectj tj t: Allows the user to efficiently remove noise waveforms (artifacts) from the over-
all spike count. Rejects all waveforms assigned to the associated cluster.
(3) Draw Hoopr : [Imports] the same functionality as Fine Hoopii from the main hoopSort
GUI for each individual cluster.
(4) Plot Rasterl t t rsl t t : Opens a new figure that displays two subplots. The bottom subplot shows
the normalized firing rates across time for spikes in each cluster, color-coded by cluster
ID. The firing rates are the binned spike-counts, smoothed using a one second sliding
window. In the top subplot, the electrode recording is plotted to serve as a reference for
the firing rates. Since the two subplots are time-locked, this allows the experimenter
to inspect
(5) Reset Spikesits sit : Reverts to the copy of waveforms and spike times stored earlier. The
purpose is to undo accidental rejection of clusters.
(6) Plot Alll lltl llt : Opens a new window with all waveforms overlaid.
(7) Accepttt: Saves any changes made from rejecting or drawing hoops on clusters. Closes
the clusterSpikes GUI
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Figure 4.6: clusterSpikes GUI
Figure 4.7: clusterSpikes GUI after rejecting cluster 6
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(a)
→
(b)
Figure 4.8: (a) Four time-amplitude windows (hoops) drawn over superimposed waveforms from
cluster. (b) Remaining waveforms after rejecting outliers defined in (a).
Figure 4.9: Pt. 2: Interictal Rasters
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Figure 4.10: Pt. 2: Preictal Rasters
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For both patients, spike rasters representing multi-unit activity at 1ms resolution were
smoothed by using a causal box car filter. For each electrode, the spike counts within each
interval (bin) of widthW were summed independently to yield a binned raster of length T/W .
4.3 Exploring Neural Dynamics
4.3.1 PCA
PCA is a dimensionality reduction technique that finds a projection of data to a lower di-
mensional subspace whose axes are ranked in order of the amount of variance captured.
The components (PCs) are computed such that the first PC accounts for the highest possi-
ble amount of variability in the data, while each successive component seeks to capture the
highest possible variance along an orthogonal direction to the previous component. PCA is
an attractive tool for exploratory data analysis, as it allows for a quick mapping to a reduced
dimension favorable for visualization (Jolliffe and Cadima, 2016). Two useful applications
of PCA for exploring neural data:
1. Dimensionality – How does the size of the subspace explored by units change across
time? This can be quantified by counting the minimum number of principal compo-
nents (the smallest number of latent dimensions) needed to capture some proportion
of the variance in the data.
2. Trajectories - If there is low-dimensional temporal structure in recorded population
activity, and it can be adequately extracted by PCA, it should become apparent in a
trajectory plot generated by plotting the projection from each spike-count bin as a point
in PC space. Color-coding each point according to its position along the recording
allows for visualization of temporal evolution, by comparing the distribution of points
from later bins to those of earlier bins.
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Dimensionality PCA was performed on each chunk (30s length, 6s sliding window) of pre-
ictal activity. Dimensionality was determined by counting the number of PCs required to
reconstruct the data with 95% fidelity.
Trajectories To explore the temporal structure of preictal recordings, smooth trajectories were
generated from each spike raster by first binning at 50ms resolution, and then smoothing
with a pseudo-Gaussian kernel (s.d.: 100ms). Next, to stabilize the variance across firing
rates, smoothed spike-counts were square-rooted, as in Byron et al., 2009; Santhanam et al.,
2009; Gallego et al., 2018. Finally, PCA was performed to get a low-dimensional representa-
tion at each time point.
4.3.2 dPCA
Demixed Principal Component Analysis (dCPA) is a recent extension (Brendel, Romo, and
Machens, 2011) of PCA that was developed for data with multiple independent sources of
variability (e.g., different decisions made in response to observing a trial-varying stimuli).
dPCA aims to find a low-D representation of the original data while separating (demixing)
the contributions of each source of variability (Kobak et al., 2016).
For the current project, one parameter that may be worth trying to de-mix is the seizure
episode. As the brain regions represented in these datasets are dynamically involved in di-
verse functions throughout the course of a day, the recorded activity patterns can be expected
to vary over time in a manner independent of seizure generation. If each seizure evolves
under the influence of a similar set of latent factors, across-seizure noise may obscure the
similarities between seizure evolution. By dividing each seizure into chunks, treating each
chunk as one trial, and forcing a dPCA model to demix seizure identity, it’s feasible to quan-
tify the amount of variation due to cross-seizure differences. From the chunks representing
firing rates of N neurons across T bins, the firing rates were combined across seizures into a
tensor of shape N × 1 × D × T ×M , in order to demix the D = 4 seizures. Here, M is the
number of chunks per raster.
31
Chapter 4. Methods
dPCA allows for demixing several task parameters, and can extract variance due to in-
teractions between parameters. To exploit this advantage, the chunks from each recording
were assigned to one of four sequential epochs according to time-until-seizure: (0:15] min-
utes, (15:30] minutes, and so on. This allowed for a comparison between variance due to
seizure episode and proximity to seizure. Following this scheme, the firing rates were ar-
ranged into a new tensor of shape N × 4 × 4 × T ×M , where M is the number of chunks
per epoch. The tensor was then decomposed using dPCA to find the percent variance from
each parameter: seizure episode vs. seizure proximity. dPCA code came from a publicly
available toolbox from Kobak et al., 2016.
4.3.3 VAF (variance accounted for)
In Gallego et al. (2017), the authors make the compelling argument that patterns of neural
population activity are constrained by their underlying network connectivity. They coined
the term ”neural modes” to describe these independent activity patterns that span a low-
dimensional neural manifold of the space defined by all possible neural activity from the
given population. Under this framework, it’s possible to compare the similarity of neural
manifolds extracted from separate epochs, e.g. by comparing their relative orientations.
If the preictal neural activity measured from the same population across different seizures
share similar dynamics, it’s reasonable to expect that they should occupy similar manifolds.
By measuring how much of the variance associated with one epoch is accounted for (VAF)
when the raw data is projected onto the manifold of a different epoch, it’s possible to compare
their orientation.
VAF Procedure
1. Compute a low-D manifold of chunk_i.
2. Mean-subtract chunk_j. Project this into manifold from chunk_i.
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3. Compute the variance captured by this projection, and divide it by the variance cap-
tured for chunk_iwhen projected into its own manifold.
This scalar result is the VAF ratio, and across all chunks will yield a numChunks ×
numChunks matrix of VAF.
The variance accounted for (VAF) was computed by projecting data from each preictal
epoch (chunk) onto the manifold (represented by the PCs needed to capture 95% of variabil-
ity) of another epoch. By pooling the VAF results from within all recordings, a VAF distribu-
tion was generated for preictal data. To compare preictal and interictal manifolds, the VAF
was then computed for interictal data from within each recording and pooled separately.
Then, to compare whether VAF from each class (preictal / interictal) was similar across
recordings, chunks from one recording were projected into manifolds of separate recordings
until all combinations of N-choose-2 were compared (for N= number of seizures). VAF was
also compared by projecting across classes, e.g. preictal data was projected into interictal
manifolds.
4.4 Decoding / Seizure Prediction
Cross-validation
Performance for all decoders was assessed using 5-fold cross validation (CV) unless other-
wise noted. For bins and chunks, custom functions were written to segregate all examples
into 5 unique splits of training and validation sets. Given the low number of seizures, no
data was reserved for a test set. Training and validation sets were built to have equal repre-
sentation from each class, without any cross-contamination between datasets (see Fig. 4.11).
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Figure 4.11: Demonstration of training/validation split for a given fold.
Top: The binned raster is first segmented into contiguous chunks. For 5-fold cross-validation, from a
given set of 5 adjacent chunks, one is reserved for the validation set, and the remaining 4 are added to
the training set. The next fold will select a different chunk to hold out for validation, such that across
all 5 folds, each chunk appears once in the validation set. Bottomtttt : Bins are removed from the edges
(shown in white) in order to prevent any information between training and validation sets.
4.4.1 SVMs
Support vector machines are a class of maximum margin classifiers. In the case of linear
kernels, the algorithm solves for the hyperplane that best separates 2 classes of data. For
Patient1, linear SVMs for binary classification were trained in MATLAB using the Statistics
and Machine Learning toolbox. The support vectors were fit analytically using the Sequen-
tial Minimal Optimization algorithm (Platt, 1998). For Patient2, linear SVMs were fit to the
data using sklearn.svm.LinearSVC() in Python.
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4.4.2 CNNs
Recently, convolutional neural networks have revolutionized the field of computer vision
since the release of (Krizhevsky, Sutskever, and Hinton, 2012). By treating each clip of data
as an image, CNNs were trained to classify each clip as either interictal or preictal.
CNN Layersrs
• CONV: Strides a parametrized kernel of size h1 × h2 across the input volume, and at
each step outputs the dot product of the kernel with overlapping elements from the
input. A trainable bias term is commonly added.
• Batch Normalization: A method of adaptive, differentiable reparametrization that
encourages the output of each layer to have zero mean and unit variance. The effect
is a smoother, typically faster learning process achieved by maintaining a constrained
upstream gradient during backpropagation (Ioffe and Szegedy, 2015).
• ReLU: Rectified linear unit. Nonlinear activation function on input x | ReLU(x) : 7→
max(0, x)
• Max Pooling: Parameterless downsampling layer. Convolves a window of sizew×h
across the input volume, and at each step outputs the maximum value of the entries in
view of the window.
• Dropout: Helps to prevent overfitting by dropping a random sample of units, and
their connections, at each forward training pass. At test time, all units and connec-
tions are restored, with activations scaled by the proportion of units dropped during
training. Approximates (Srivastava et al., 2014)
• Fully Connected: A single-layer perceptron (Rosenblatt, 1958) . Also calledDense()
layer in Keras.
• Softmax: Transforms the output of a neural network into a probability distribution
over predicted classes. A common output function for multi-class classification. In the
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case of two classes (binary classification), softmax is equivalent to sigmoid function
used for logistic regression (Costa, 1996).
For an excellent review on CNNs, and deep learning in general, see LeCun, Bengio, and
Hinton, 2015.
Patient1
CNNs for Patient1 rasters were developed in MATLAB, using the Deep Learning Toolbox.
These decoders were to discriminate between baseline (interictal) activity and preictal activ-
ity. With ”baseline” defined here as the period occurring at least 30 minutes before seizure
onset, several candidate intervals were chosen for the preictal interval (PI): 5, 15, 20, and 30
minutes before.
Bins-within-seizures To assess the structure before seizure within a given recording, the
CNN was trained to classify single 500ms bins as either baseline (labeled 0) or pre-ictal (la-
beled 1), after training on separate bins from within the same dataset. In this setup, a high
decode accuracy suggests the presence of features predictive of seizure onset.
For each recording, data was split into 5 folds for cross-validation. In order to avoid
sharing information between training and validation datasets, we employed the following
scheme (See 4.11). All bins within each consecutive one-minute interval were pooled into a
chunk. Since each chunk contained a minute’s worth of activity, choosing separate chunks
for training and validation data ensured that the pools from which we sampled training and
validation data represented distinct one-minute intervals. Since the input data in this case
were single bins, we wanted to avoid similar-looking adjacent bins from being distributed
between the datasets. To achieve this, the first and last five seconds worth of bins were re-
moved from each adjacent chunk. This ensured that any neural dynamics lasting up to ten
seconds would not be revealed across training and validation sets. When building the train-
ing sets, an equal number of examples were included from each class in order to prevent
the classifier from simply learning to guess the identity of the more prevalent class. In cases
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where there were fewer baseline chunks than those during the chosen PI (e.g., there are only
15m of baseline in a 1h recording with seizure onset at 45m), baseline chunks were boot-
strapped to ensure the same total number of training / testing examples in each class. Any
extra baseline chunks were randomly sampled without replacement to obtain the appropri-
ate number of chunks. The validation sets were built according to the same rule in order to
use classification accuracy as an effective metric of performance.
Chunks-across-seizures To test whether any predictive features may be shared  across seizures,
a CNN was trained on data from two seizures and classification accuracy was tested on the
recording from the held-out seizure using a 3-fold, leave-one-seizure-out train/test scheme.
Under this regime, a high accuracy suggests that features predictive of seizure onset are
shared across seizures. From each seizure, a PI was chosen, and all chunks during this inter-
val were labeled as 1. Then, an equal amount of chunks from baseline were separated and
labeled as 0. For each fold, the labeled chunks from two of the seizures were pooled as the
training set, and the remaining seizure was used as the test set. The same strategy was used
as for within-seizures to ensure equal representation within each class.
The architecture is described in 4.13.
Training Parameters:
• learningRate = 1E-4
• l2_penalty = 5E-3
Patient2
Promising results from Patient1 motivated a new set of investigations on a larger dataset.
CNNs for Patient2 were developed in Python 3 using the keras deep learning library
with TensorFlow backend. [Binned and chunked rasters were divided into training and
validation sets, as for Patient1. CNNs were first developed for the task of discriminating
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Figure 4.12: CNN Architecture for Patient 1: Bins-within-seizures
chunks sampled from the same recording, for each seizure. Next, the task of classifying data
from held-out recordings was approached through a grid search over model parameters.]
To confirm whether the CNN was decoding preictal features, as opposed to exploiting
irrelevant changes across time, the following experiment was devised. The null hypothesis
was that any significant, decodable differences between non-adjacent neural activity are in-
dependent of seizure onset. Under this hypothesis, the decoder should be able to distinguish
between early and late activity from any 1hr recording, with similar performance as for pre-
ictal rasters. To test this, 4 separate recordings were chosen, each having at least 2 hours
of seizure-free activity before and after to minimize any latent seizure dynamics. Then, the
same protocol of spike extraction, binning, and chunking was applied to generate rasters of
equivalent shape. Rasters were split into training + validation sets, and the last few min-
utes (first few minutes) of activity were labeled as “preictal” (“interictal”). The sham labels
were used to train the decoder (using the same architecture and hyperparameters) to classify
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Figure 4.13: CNN Architecture for Patient 1: Chunks-across-seizures
chunks from within each of the 4 surrogate rasters.
Finally, decoders were trained on chunks of rasters pooled across seizures.
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Results
5.1 Neural Dynamics
5.1.1 PCA
Dimensionality During seizures, synchrony is abnormally high (Jirsa et al., 2014). If changes
in synchrony were reflected in the spike raster, this would be revealed as a changing dimen-
sionality. Increased synchrony between units implies that a smaller number of latent factors
is needed to describe the activity. In Figure 5.1, it’s hard to notice any significant change in
dimensionality associated with seizure onset. There may be a common increase in dimen-
sionality towards the end of recordings from Patient2. The narrowband LFP dimensionality
for Patient2 also seems to have ambiguous structure.
Trajectories For patient 1, there may be a unique subspace occupied by later (red) bins (esp.
for t0, t12, t13 compared to earlier bins). Trajectories from Patient2 show some clear
patterns for later bins (e.g., activity seems clearly segregated) as well, but for both patients
it seems unlikely that the trajectories across seizures share a similar evolution.
5.1.2 dPCA
dPCA captured a similar amount of variance as PCA for both patients. Patient1 seemed to
have more variance attributed to differences across seizures (64% vs. 53%), but it’s unclear
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Figure 5.1: Dimensionality across time as estimated by PCA. x-axis ends at seizure onset. (a) Dimen-
sionality of 4 seizures from Patient 1. (b) Dimensionality of 4 seizures from Patient 2.
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(a) (b)
Figure 5.2: Dimensionality of each narrow-band frequency representation in LFP. (Patient 2)
whether this difference is significant.
5.1.3 VAF
Since we expect epochs from contiguous data to be more similar than those taken from non-
adjacent data (each recording is separated by at least 2 hours), we should expect that the
normalized VAF from data within the same recording would be higher than VAF across
recordings. Compared to across-recording VAF, the distribution of within-recording VAF
lies much closer to 1, indicating a higher similarity.
Comparing interictal and preictal VAF distributions, preictal activity tends to have greater
VAF than interictal, when comparing either within or across recordings. The difference be-
tween preictal and interictal distributions is more pronounced across recordings, suggesting
that activity from different pre-ictal periods are more similar than activity from different
randomly sampled interictal periods.
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(a) (b)
By pooling all possible cross-recording and within-recording projections, separated by
the class of projected epochs, a better estimate of the distributions emerge. The difference
between preictal and interictal VAF distributions is statistically significant (one-sided KS test:
p < 0.0001).
5.2 Seizure Prediction
5.2.1 Patient1
SVMs
SVMs with linear kernel achieved promising performance on held-out single bins from within
the same seizure. This suggested the existence of some neural feature predictive of seizure,
encoded by spike counts alone. However, the number of early false positives was concern-
ing: a good seizure prediction system should have minimal false positives to avoid problems.
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Figure 5.4: PC Trajectories: Patient 1
Red segments are closest to seizure onset.
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Figure 5.5: PC Trajectories: Patient 2
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Figure 5.6: Results from dPCA on seizures from patient 1.
TOP: Cumulative variance explained by PCs (black) and dPCs (red). dPCA explains a similar amount
of variance as PCA. MIDDLE: Variance of each demixed principal component. Bar height represents
the amount of total variance captured by that component, divided proportionally into color-coded
regions based on contributions from each of the parameters (seizure, epoch, interaction, or indepen-
dent). BOTTOM: The upper triangle shows the dot products between all pairs of the first 15 dPCs.
Each ∗ marks a pair of components that are significantly orthogonal (dot product is nonzero under
zero-mean Gaussian prior with p < 0.001 ) and robust (Kendall rank correlation, p < 0.001).
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Figure 5.7: dPCA results: Patient 2.
See Figure 5.6 for details.
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Figure 5.8: Cumulative distribution of VAF for each combination of preictal vs. interictal.
PI: Preictal - Interictal; IP: Interictal - Preictal.
One hypothesis to explain this result is that the small amount of data lead to overfitting. An-
other is that there might not exist a linear separation boundary for raw spike-counts that
optimally distinguishes preictal vs. interictal data.
A third hypothesis involves the training labels. The true length of a preictal period is
ambiguous, and likely varies across seizures (Bandarabadi et al., 2015). Some seizures may
develop rapidly, with a shift in neural dynamics only tens of seconds before onset, while
others may develop gradually over tens of minutes (Da Silva et al., 2003). When labeling
clips of neural data as preictal or interictal, the duration of the chosen preictal interval should
closely match the true underlying dynamics. Otherwise the classification results will suffer:
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too small of a PI will decrease the true positive rate, while a PI that is too long will increase
false positives (Mormann et al., 2005).
CNNs
Within-seizurei i it - rsi i it - :
The CNN decoder showed high accuracy when testing within seizures, for preictal intervals
(PIs) up to 30m in length. This suggests that spiking activity varies across time, in a manner
that may be associated with seizure onset. Across PIs, there is a strong downward trend
in accuracy as the interval grows longer (see Fig. 5.14). Two plausible explanations come
to mind: (1) Under the assumption that features in preictal activity become stronger as a
seizure becomes more imminent, spiking activity from earlier bins may not cause sufficient
activations in the CNN kernels to trigger a positive classification, and will instead cause a
false negative. In this case, supposing there are some burgeoning features weakly encoded
in these earlier bins, additional training examples may increase decoder performance. Train-
ing the classifier on additional seizures should also improve the features used for detection.
(2) Three out of the four seizures had less than an hour of data before seizure onset, so there
was less baseline activity to sample when dividing into training examples. In the case that
neural activity evolves more slowly (e.g., the true underlying PI is >30m), many of the later
clips labeled as “baseline” may have had some emergent preictal features, and would have
confused the decoder. Training on data with longer pre-ictal duration would ensure that
our baseline labels are accurate, and allow us to test PIs longer than 30m. Apart from using
more training examples (from longer recordings representing a greater number of seizures),
these accuracies may be improved by optimizing the preprocessing steps. Different spike ex-
traction and sorting techniques could help by extracting more accurate estimates of neural
activity. An alternate binning technique may improve performance by increasing the num-
ber of training examples: using a shorter bin width, or a sliding window, would increase the
number of unique bins seen by the decoder from each class. Alternatively, using a larger bin
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size, or convolving binned rasters with a smoothing kernel, may better capture the relevant
dynamics across bins. Finally, better-optimized model architectures and hyperparameters
would likely improve accuracies as well.
Across Seizuresir rss si :
When training across seizures by pooling all except one into the training data, accuracy was
decreased for all training configurations that included t0. While it’s uncertain what caused
the drop in performance, it suggests that the features in the remaining three seizures do not
help to explain the preictal activity in t0. This may be because the seizure dynamics are ac-
tually unique: due to longer timescale dynamics, seizures occurring closer in time may have
more similar features, while those occurring further apart may have more disparate fea-
tures. t12, t13, and t21 all occurred within the same 24-hr period, while t0was recorded
nearly two weeks later. A similar trend appears for the remaining three seizures: t12 and
t13 occurred less than an hour apart, while t21 was recorded almost 8 hours later. For
the within-seizure classifier, accuracies decreased with longer PIs, which matches intuition.
Across seizures, accuracies seem to increase with longer PIs. Using only 3 seizures for train-
ing and testing, we can only speculate why this is the case, but one explanation is that there
is less data overall for shorter PIs. For 30s chunks, a 10min PI leaves only 25 chunks in each
class (10min ÷ 0.8 stride x 2 chunks/min). Training any CNN on only 50 examples will likely
result in overfitting without strenuous regularization. One way to improve all accuracies
when testing across seizures could be to compute separate intervals when assigning labels.
Applying the same PI to all seizures when labeling bins could decrease the accuracy if any
of the seizures have different preictal periods (Bandarabadi et al., 2015). For a seizure with a
short preictal duration, choosing a PI that is too long will increase the false positives, as the
earlier bins will be labeled as preictal when their activity is actually closer to baseline. Sim-
ilarly, seizures with long preictal periods may need a cutoff greater than 30m before onset
when assigning chunks as baseline, to prevent false negatives.
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5.2.2 Patient2
CNNs
Within-Seizurei i it - ri i it -
CNNs tested on held-out data from within the same seizure achieved close to 95% accuracy
for all seizures, for PIs of 5, 10, 15, and 20m.
High decoder accuracy implies that the last few minutes of activity within each seizure
raster are unique from earlier activity. In the absence of a clearly defined preictal feature, it
was uncertain whether these differences were driven by dynamics underlying seizure onset.
Training the same decoder on each of 4 one-hour rasters generated from interictal record-
ings yielded similar accuracies around 95%. This strongly suggested that within-recording
decoder performance was independent of preictal feature extraction, and simply reflected
the differences in neural activity extracted from different periods of time. Since brain ac-
tivity displays organization across space and time, even at rest (Liégeois et al., 2019; Azin
et al., 2010), a binary classifier could presumably distinguish any two well-separated neural
epochs. The implication is that these decoders would not be predictive of preictal data from
unseen seizures.
Across Seizuresir rss si To test decoder performance across seizures, chunks from each of 4 seizures
were combined into training and validation sets, using the same method as for patient 1 (see
4.11). After an exhaustive search of architecture parameters on a traditional CNN, cross-
validated decoder performance struggled to reach higher than 55% classification accuracy
(results not shown). For some architectures and validation folds, low validation accuracy
was accompanied by oscillating training accuracy. This suggests a learning rate that was
too high, or other problems with the training process. Most folds and hyperparameter set-
tings, however, yielded a smooth increase in training accuracy along with slowly oscillating
validation accuracy. This seems to be a consequence of either overfitting, or training data
without strong features specific to preictal activity. In lieu of acquiring more training data,
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the next step was to try to reduce overfitting.
One way to reduce overfitting is to force a model to spread its capacity over multiple
tasks (Caruana, 1997). Zero-shot learning (ZSL), a fairly new topic in the machine learning
community, seeks to build models that can recognize objects whose instances may not have
been seen during training epochs (Socher et al., 2013). For example, zero-shot learning can
be used to allow a model trained on zebras and fish to classify whether a tiger has stripes,
or lives underwater (Xian et al., 2018).
To implement ZSL, a new CNN architecture was devised. Typically, the output layer of a
multi-class CNN is a single softmax layer. In this case, the next-to-last layer was modified to
send its output in parallel to two softmax layers: one with 2 units (to classify preictal vs. in-
terictal), and another with 4 units (to classify which of 4 seizures each training sample came
from). Both softmax layers were trained with categorical crossentropy. This new model was
also optimized by searching over hyperparameter space. On average, the resulting perfor-
mance was around 2% higher than for vanilla CNNs.
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(a) 5 minute PI (b) 15 minute PI
(c) 20 minute PI (d) 30 minute PI
Figure 5.9: SVM predictions on bins from T12, for each of 5 different preictal intervals.
Blue: classifier output; Red: true labels.
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Figure 5.10: This and the following set of similar plots show, for each seizure, the pooled counts of
each decision made by the classifier over sets of bins from the validation set. Each subplot shows the
results of labeling a different pre-ictal interval.
Red: Positive predictions (pre-ictal); Blue: Negative Predictions (Baseline / Interictal). The gray shad-
ing in each subplot is the length of the labeled preictal interval.
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Figure 5.11: Within-seizure Classification: Pt1, seiz. 12
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Figure 5.12: Within-seizure Classification: Pt1, seiz. 13
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Figure 5.13: Within-seizure Classification: Pt1, seiz. 21
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Figure 5.14: Average accuracies across 5-fold cross validation within each seizure (color-coded) for
Patient1. The length chosen for preictal interval is indicated on the X axis.
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(a) (b)
Figure 5.15: Cross-validated Error Rates for Patient 1. (Within-seizure)
Figure 5.16: 20-fold cross-validation accuracies from each of 3 seizures from Patient1.
30m PI.
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Figure 5.17: 25m PI
Figure 5.18: 20m PI
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Figure 5.19: 15m PI
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Figure 5.20: 10m PI
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Conclusion
6.1 Discussion
The goal of this work has been to explore the temporal dynamics of preictal neural activity
from human seizures in order to develop classification models for seizure prediction. Since
the datasets came from depth electrodes, it seemed fitting to focus on activity patterns of
single and multi-unit spiking activity, which are absent in data from less-invasive recording
methodologies. While identification of specific features predictive of seizure onset proved
somewhat elusive, promising results from CNNs trained on data from the first patient paved
the way for a new set of investigations on a larger dataset. The longer continuous data from
the second patient helped to develop new experiments and refine the original research ques-
tions.
6.1.1 Neural Dynamics
Across the series of unsupervised analyses for both patients, no technique stood out as hav-
ing extracted an undeniably clear structure across time. If previous reports describe the exis-
tence of features in EEG data in the minutes to hours before onset, what could have obscured
the features in the current work? If identified, could this explain why decoder performance
struggled, especially for Patient2?
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The success of any endeavor in data science hinges on the quality of the original dataset
and the application of appropriate preprocessing techniques. Preictal and interictal periods
represented in the current datasets were passed into feature extractors or decoders not as raw
neural activity, but as time series generated by processing the signals recorded in the vicinity
of neurons involved in the seizures. If recordings are generated under low SNR, the accu-
racy of all analyses are diminished unless the underlying signal can be recovered with high
fidelity. A low SNR in the current datasets would cause any feature extraction technique to
isolate noise uncorrelated with seizure onset as the primary component(s). The pervasive-
ness of 60Hz noise in the current data was treated by using notch and comb filters. Even with
an optimally-tuned Q factor, notch filters necessarily reduce the amount of information in
a signal. For these experiments, this is especially damaging for LFP. Other pervasive noise
appeared across electrodes after filtering. Various methods combining stochastic (e.g. ICA,
CCA) and deterministic (e.g. EMD, wavelet transform methods) decompositions have been
proposed for removing common-noise artifacts but were not explored in this work.
Each of the seizures may have had a unique development pattern, or shared a common
trajectory along variously warped time-scales. The a priori assumption that dynamics should
be shared among seizures in the same patient could, if incorrect, make it harder to identify
structure unique to each preictal period. However, it’s expected that most seizures in the
same patient, on the same day, will share some common characteristics. This may be less of
a concern for datasets with a greater number of seizures represented, but this could be tested
on the current work in future by using e.g. the dynamic time warping (DTW) algorithm.
Besides any structural obscurity introduced by noise and artifacts, the raster construc-
tion itself may be obfuscating some of the dynamics by concatenating brain regions under
independent dynamics into the same matrix. If one or two brain regions in particular are
involved strongly in seizure development, and exhibit some latent structure revealed by the
associated neural recordings, combining neural activity from these regions with that from
any uninvolved regions would mix the relevant feature(s) among noise, which could make
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it more challenging to accurately extract them. When exploring structure from depth elec-
trode recordings, it seems worthwhile to test the results obtained by treating each brain re-
gion separately.
6.1.2 Decoding
By what metric(s) should decoder performance be assessed? According to Mirowski et al.,
2009, that decoder is successful which predicts an upcoming seizure on at least one epoch
(has at least one true positive) during some defined preictal interval, without producing
false alarms. That is, as long as there are no false positives, and at least one true positive, the
number of false negatives should not diminish the score of a decoder. In a practical, clinical
application, this seems to make good sense: it’s expected that patients would not receive
extra benefit from multiple independent warnings distributed across time, as compared to
one warning delivered early enough with high positive predictive value. Under this rule,
the accuracy of a seizure warning system is not the best measure of performance. Future
decoders could be built that emphasize sensitivity, while optimizing for the earliest warning,
through e.g. custom loss functions that heavily penalize all false positives and later true
positives.
Another suggested consideration for future decoders: training and testing on interictal
data. In order for seizure prediction algorithms to provide insight into ictogenesis, they
should decode interpretable features that are unique to the preictal state (Kuhlmann et al.,
2018). Deep architectures can obscure the goal of interpretability (although there is promis-
ing work in this area – see e.g. Zhang, Nian Wu, and Zhu (2018); Dong et al. (2017)), but
one quick test to check whether a model is truly decoding preictal features was described in
Section 5.2.2: train and test your model on interictal data with sham labels.
When training a decoder for seizure prediction, is it better to use longer windows or
shorter windows of time? Somewhere there is a tradeoff: Using longer windows allows the
decoder to see longer dynamics unfold, or more cycles of a periodic dynamic, but this comes
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at the expense of number of distinct training examples, and would require a larger memory
buffer in an online advisory system. Shorter windows allow for splitting offline datasets into
more training examples, but each epoch may have insufficient temporal evolution to capture
important dynamics. Exploring the effects of various parameters for binning and chunking
spike rasters could improve decoder performance further.
66
Bibliography
1. Abramovici, S and A Bagić (2016). “Epidemiology of epilepsy”. In: Handbook of clinical
neurology. Vol. 138. Elsevier, pp. 159–171.
2. Adelson, P David et al. (1999). “Noninvasive continuous monitoring of cerebral oxy-
genation periictally using near-infrared spectroscopy: a preliminary report”. In: Epilep-
sia 40.11, pp. 1484–1489.
3. Aghagolzadeh, Mehdi et al. (2016). “Predicting seizures from local field potentials recorded
via intracortical microelectrode arrays”. In: 2016 38th Annual International Conference of
the IEEE Engineering in Medicine and Biology Society (EMBC). IEEE, pp. 6353–6356.
4. Alvarado-Rojas, Catalina et al. (2013). “Single-unit activities during epileptic discharges
in the human hippocampal formation”. In: Frontiers in computational neuroscience 7,
p. 140.
5. Azin, Meysam et al. (2010). “An activity-dependent brain microstimulation SoC with
integrated 23nV/rtHz neural recording front-end and 750nW spike discrimination pro-
cessor”. In: 2010 Symposium on VLSI Circuits. IEEE, pp. 223–224.
6. Bandarabadi, Mojtaba et al. (2015). “On the proper selection of preictal period for seizure
prediction”. In: Epilepsy & Behavior 46, pp. 158–166.
7. Barker-Haliski, Melissa and H Steve White (2015). “Glutamatergic mechanisms asso-
ciated with seizures and epilepsy”. In: Cold Spring Harbor perspectives in medicine 5.8,
a022863.
67
BIBLIOGRAPHY
8. Baumgartner, Christoph et al. (1998). “Preictal SPECT in temporal lobe epilepsy: re-
gional cerebral blood flow is increased prior to electroencephalography-seizure onset”.
In: Journal of Nuclear Medicine 39.6, pp. 978–982.
9. Besag, Frank MC and Michael J Vasey (2018). “Prodrome in epilepsy”. In: Epilepsy &
Behavior 83, pp. 219–233.
10. Bittner, Sean R et al. (2017). “Population activity structure of excitatory and inhibitory
neurons”. In: PloS one 12.8, e0181773.
11. Blatt, Marcelo, Shai Wiseman, and Eytan Domany (1996). “Superparamagnetic cluster-
ing of data”. In: Physical review letters 76.18, p. 3251.
12. Brendel, Wieland, Ranulfo Romo, and Christian K Machens (2011). “Demixed principal
component analysis”. In: Advances in neural information processing systems, pp. 2654–
2662.
13. Brodie, Martin J (2017). “Sodium channel blockers in the treatment of epilepsy”. In:
CNS drugs 31.7, pp. 527–534.
14. Buzsáki, György (2004). “Large-scale recording of neuronal ensembles”. In: Nature neu-
roscience 7.5, p. 446.
15. Buzsáki, György, Costas A Anastassiou, and Christof Koch (2012). “The origin of ex-
tracellular fields and currents—EEG, ECoG, LFP and spikes”. In: Nature reviews neuro-
science 13.6, p. 407.
16. Byron, M Yu et al. (2009). “Gaussian-process factor analysis for low-dimensional single-
trial analysis of neural population activity”. In: Advances in neural information processing
systems, pp. 1881–1888.
17. Caruana, Rich (1997). “Multitask learning”. In: Machine learning 28.1, pp. 41–75.
68
BIBLIOGRAPHY
18. Christie, Breanne P et al. (2014). “Comparison of spike sorting and thresholding of volt-
age waveforms for intracortical brain–machine interface performance”. In: Journal of
neural engineering 12.1, p. 016009.
19. Churchland, Mark M et al. (2012). “Neural population dynamics during reaching”. In:
Nature 487.7405, p. 51.
20. Cook, Mark J et al. (2013). “Prediction of seizure likelihood with a long-term, implanted
seizure advisory system in patients with drug-resistant epilepsy: a first-in-man study”.
In: The Lancet Neurology 12.6, pp. 563–571.
21. Costa, Mario (1996). “Probabilistic interpretation of feedforward network outputs, with
relationships to statistical prediction of ordinal quantities”. In: International journal of
neural systems 7.05, pp. 627–637.
22. Cunningham, John P and M Yu Byron (2014). “Dimensionality reduction for large-scale
neural recordings”. In: Nature neuroscience 17.11, p. 1500.
23. Da Silva, Fernando Lopes et al. (2003). “Epilepsies as dynamical diseases of brain sys-
tems: basic models of the transition between normal and epileptic activity”. In:Epilepsia
44, pp. 72–83.
24. Diba, Kamran and György Buzsáki (2007). “Forward and reverse hippocampal place-
cell sequences during ripples”. In: Nature neuroscience 10.10, p. 1241.
25. Dong, Yinpeng et al. (2017). “Towards interpretable deep neural networks by leverag-
ing adversarial examples”. In: arXiv preprint arXiv:1708.05493.
26. Drebitz, Eric et al. (2019). “Optimizing the Yield of Multi-Unit Activity by Including
the Entire Spiking Activity”. In: Frontiers in neuroscience 13, p. 83.
27. Einevoll, Gaute T et al. (2013). “Modelling and analysis of local field potentials for
studying the function of cortical circuits”. In: Nature Reviews Neuroscience 14.11, p. 770.
69
BIBLIOGRAPHY
28. Elger, Christian E (2001). “Future trends in epileptology”. In: Current Opinion in Neu-
rology 14.2, pp. 185–186.
29. Elsayed, Gamaleldin F et al. (2016). “Reorganization between preparatory and move-
ment population responses in motor cortex”. In: Nature Communications 7, p. 13239.
30. England, Mary Jane et al. (2012). “Summary: A Reprint from Epilepsy Across the Spec-
trum: Promoting Health and Understanding1”. In: Epilepsy currents 12.6, p. 245.
31. Franke, Felix et al. (2012). “High-density microelectrode array recordings and real-time
spike sorting for closed-loop experiments: an emerging technology to study neural
plasticity”. In: Frontiers in neural circuits 6, p. 105.
32. Freestone, Dean R et al. (2011). “Electrical probing of cortical excitability in patients
with epilepsy”. In: Epilepsy & Behavior 22, S110–S118.
33. Gallego, Juan A et al. (2017). “Neural manifolds for the control of movement”. In: Neu-
ron 94.5, pp. 978–984.
34. Gallego, Juan A et al. (2018). “Cortical population activity within a preserved neural
manifold underlies multiple motor behaviors”. In: Nature communications 9.1, p. 4233.
35. Gao, Peiran and Surya Ganguli (2015). “On simplicity and complexity in the brave new
world of large-scale neuroscience”. In: Current opinion in neurobiology 32, pp. 148–155.
36. Gold, Carl et al. (2006). “On the origin of the extracellular action potential waveform:
a modeling study”. In: Journal of neurophysiology 95.5, pp. 3113–3128.
37. Gonçalves, Joana et al. (2019). “Nose-to-brain delivery of levetiracetam after intranasal
administration to mice”. In: International journal of pharmaceutics 564, pp. 329–339.
38. Hayden, Malcolm, Carolyn Penna, and Neil Buchanan (1992). “Epilepsy: patient per-
ceptions of their condition”. In: Seizure 1.3, pp. 191–197.
70
BIBLIOGRAPHY
39. Hesdorffer, DC et al. (2011). “Estimating risk for developing epilepsy: a population-
based study in Rochester, Minnesota”. In: Neurology 76.1, pp. 23–27.
40. Iasemidis, Leon D (2011). “Seizure prediction and its applications”. In: Neurosurgery
Clinics 22.4, pp. 489–506.
41. Ioffe, Sergey and Christian Szegedy (2015). “Batch normalization: Accelerating deep
network training by reducing internal covariate shift”. In: arXiv preprint arXiv:1502.03167.
42. Isaacson, Jeffry S and Massimo Scanziani (2011). “How inhibition shapes cortical activ-
ity”. In: Neuron 72.2, pp. 231–243.
43. Ison, Matias J, Rodrigo Quian Quiroga, and Itzhak Fried (2015). “Rapid encoding of
new memories by individual neurons in the human brain”. In: Neuron 87.1, pp. 220–
230.
44. Jirsa, Viktor K et al. (2014). “On the nature of seizure dynamics”. In:Brain 137.8, pp. 2210–
2230.
45. Jolliffe, Ian T and Jorge Cadima (2016). “Principal component analysis: a review and
recent developments”. In: Philosophical Transactions of the Royal Society A: Mathematical,
Physical and Engineering Sciences 374.2065, p. 20150202.
46. Jun, James J et al. (2017). “Fully integrated silicon probes for high-density recording of
neural activity”. In: Nature 551.7679, p. 232.
47. Kilpatrick, Christine and Andrew H. Kaye (2005). “Epilepsy and its Neurosurgical As-
pects”. In: Essential Neurosurgery. 3rd ed. Blackwell, 269–280.
48. Kobak, Dmitry et al. (2016). “Demixed principal component analysis of neural popu-
lation data”. In: Elife 5, e10989.
49. Kolchinsky, Artemy et al. (2014). “Multi-scale integration and predictability in resting
state brain activity”. In: Frontiers in neuroinformatics 8, p. 66.
71
BIBLIOGRAPHY
50. Kondylis, Efstathios D et al. (2014). “Detection of high-frequency oscillations by hy-
brid depth electrodes in standard clinical intracranial EEG recordings”. In: Frontiers in
neurology 5, p. 149.
51. Krizhevsky, Alex, Ilya Sutskever, and Geoffrey E Hinton (2012). “Imagenet classifica-
tion with deep convolutional neural networks”. In: Advances in neural information pro-
cessing systems, pp. 1097–1105.
52. Kuhlmann, Levin et al. (2018). “Seizure prediction—ready for a new era”. In: Nature
Reviews Neurology, p. 1.
53. Kwan, Patrick, Steven C Schachter, and Martin J Brodie (2011). “Drug-resistant epilepsy”.
In: New England Journal of Medicine 365.10, pp. 919–926.
54. LeCun, Yann, Yoshua Bengio, and Geoffrey Hinton (2015). “Deep learning”. In: nature
521.7553, p. 436.
55. Lewicki, Michael S (1998). “A review of methods for spike sorting: the detection and
classification of neural action potentials”. In: Network: Computation in Neural Systems
9.4, R53–R78.
56. Liégeois, Raphaël et al. (2019). “Resting brain dynamics at different timescales capture
distinct aspects of human behavior”. In: Nature communications 10.1, p. 2317.
57. Liu, Xilin et al. (2016). “Design of a closed-loop, bidirectional brain machine interface
system with energy efficient neural feature extraction and PID control”. In: IEEE trans-
actions on biomedical circuits and systems 11.4, pp. 729–742.
58. Martinez, Juan et al. (2009). “Realistic simulation of extracellular recordings”. In: Jour-
nal of neuroscience methods 184.2, pp. 285–293.
72
BIBLIOGRAPHY
59. Mavoori, Jaideep et al. (2005). “An autonomous implantable computer for neural record-
ing and stimulation in unrestrained primates”. In: Journal of neuroscience methods 148.1,
pp. 71–77.
60. Maynard, Edwin M, Craig T Nordhausen, and Richard A Normann (1997). “The Utah
intracortical electrode array: a recording structure for potential brain-computer inter-
faces”. In: Electroencephalography and clinical neurophysiology 102.3, pp. 228–239.
61. Mirowski, Piotr et al. (2009). “Classification of patterns of EEG synchronization for
seizure prediction”. In: Clinical neurophysiology 120.11, pp. 1927–1940.
62. Mormann, Florian et al. (2005). “On the predictability of epileptic seizures”. In: Clinical
neurophysiology 116.3, pp. 569–587.
63. Mormann, Florian et al. (2006). “Seizure prediction: the long and winding road”. In:
Brain 130.2, pp. 314–333.
64. Nguyen, Rita and José F Téllez Zenteno (2009). “Injuries in epilepsy: a review of its
prevalence, risk factors, type of injuries and prevention”. In: Neurology international 1.1.
65. Noachtar, Soheyl and Jan Rémi (2009). “The role of EEG in epilepsy: a critical review”.
In: Epilepsy & Behavior 15.1, pp. 22–33.
66. Obien, Marie Engelene J et al. (2015). “Revealing neuronal function through microelec-
trode array recordings”. In: Frontiers in neuroscience 8, p. 423.
67. Pandarinath, Chethan et al. (2018). “Inferring single-trial neural population dynamics
using sequential auto-encoders”. In: Nature methods, p. 1.
68. Paninski, Liam and John P Cunningham (2018). “Neural data science: accelerating the
experiment-analysis-theory cycle in large-scale neuroscience”. In: Current opinion in
neurobiology 50, pp. 232–241.
73
BIBLIOGRAPHY
69. Picot, Marie-Christine et al. (2008). “The prevalence of epilepsy and pharmacoresis-
tant epilepsy in adults: a population-based study in a Western European country”. In:
Epilepsia 49.7, pp. 1230–1238.
70. Platt, John (1998). “Sequential minimal optimization: A fast algorithm for training sup-
port vector machines”. In:
71. Quiroga, R Quian, Zoltan Nadasdy, and Yoram Ben-Shaul (2004). “Unsupervised spike
detection and sorting with wavelets and superparamagnetic clustering”. In: Neural
computation 16.8, pp. 1661–1687.
72. Ramgopal, Sriram et al. (2014). “Seizure detection, seizure prediction, and closed-loop
warning systems in epilepsy”. In: Epilepsy & behavior 37, pp. 291–307.
73. Rey, Hernan G et al. (2015). “Single-cell recordings in the human medial temporal lobe”.
In: Journal of anatomy 227.4, pp. 394–408.
74. Rey, Hernan Gonzalo, Carlos Pedreira, and Rodrigo Quian Quiroga (2015). “Past, present
and future of spike sorting techniques”. In: Brain research bulletin 119, pp. 106–117.
75. Richardson, Mark P and Fernando H Lopes da Silva (2011). “TMS studies of preictal
cortical excitability change”. In: Epilepsy research 97.3, pp. 273–277.
76. Rosenblatt, Frank (1958). “The perceptron: a probabilistic model for information stor-
age and organization in the brain.” In: Psychological review 65.6, p. 386.
77. Rubin, Ran, LF Abbott, and Haim Sompolinsky (2017). “Balanced excitation and inhi-
bition are required for high-capacity, noise-robust neuronal selectivity”. In: Proceedings
of the National Academy of Sciences 114.44, E9366–E9375.
78. Salelkar, Siddhesh, Gowri Manohari Somasekhar, and Supratim Ray (2018). “Distinct
frequency bands in the local field potential are differently tuned to stimulus drift rate”.
In: Journal of neurophysiology 120.2, pp. 681–692.
74
BIBLIOGRAPHY
79. Santhanam, Gopal et al. (2004). “An extensible infrastructure for fully automated spike
sorting during online experiments”. In: The 26th Annual International Conference of the
IEEE Engineering in Medicine and Biology Society. Vol. 2. IEEE, pp. 4380–4384.
80. Santhanam, Gopal et al. (2009). “Factor-analysis methods for higher-performance neu-
ral prostheses”. In: Journal of neurophysiology 102.2, pp. 1315–1330.
81. Saxena, Shreya and John P Cunningham (2019). “Towards the neural population doc-
trine”. In: Current opinion in neurobiology 55, pp. 103–111.
82. Schmidt, E. M. (1971). “An Instrument for Separation of Multiple-Unit Neuroelectric
Signals”. In: IEEE Transactions on Biomedical Engineering BME-18.2, pp. 155–157. issn:
0018-9294. doi: 10.1109/TBME.1971.4502816.
83. Singer, Wolf (1999). “Neuronal synchrony: a versatile code for the definition of rela-
tions?” In: Neuron 24.1, pp. 49–65.
84. Socher, Richard et al. (2013). “Zero-shot learning through cross-modal transfer”. In:
Advances in neural information processing systems, pp. 935–943.
85. Srivastava, Nitish et al. (2014). “Dropout: a simple way to prevent neural networks
from overfitting”. In: The Journal of Machine Learning Research 15.1, pp. 1929–1958.
86. Stafstrom, Carl E and Lionel Carmant (2015). “Seizures and epilepsy: an overview for
neuroscientists”. In: Cold Spring Harbor perspectives in medicine 5.6, a022426.
87. Todorova, Sonia et al. (2014). “To sort or not to sort: the impact of spike-sorting on
neural decoding performance”. In: Journal of neural engineering 11.5, p. 056005.
88. Trautmann, Eric M. et al. (2019). “Accurate Estimation of Neural Population Dynamics
without Spike Sorting”. In: Neuron. doi: 10.1016/j.neuron.2019.05.003.
89. Uhlhaas, Peter J and Wolf Singer (2006). “Neural synchrony in brain disorders: rele-
vance for cognitive dysfunctions and pathophysiology”. In: neuron 52.1, pp. 155–168.
75
BIBLIOGRAPHY
90. Viglione, SS and GO Walsh (1975). “Proceedings: Epileptic seizure prediction.” In: Elec-
troencephalography and clinical neurophysiology 39.4, pp. 435–436.
91. Vollmar, Christian et al. (2018). “Unilateral temporal interictal epileptiform discharges
correctly predict the epileptogenic zone in lesional temporal lobe epilepsy”. In:Epilepsia
59.8, pp. 1577–1582.
92. Wessberg, Johan et al. (2000). “Real-time prediction of hand trajectory by ensembles of
cortical neurons in primates”. In: Nature 408.6810, p. 361.
93. Wilke, Christopher, Gregory Worrell, and Bin He (2011). “Graph analysis of epilepto-
genic networks in human partial epilepsy”. In: Epilepsia 52.1, pp. 84–93.
94. Woldman, Wessel, Mark J Cook, and John R Terry (2019). “Evolving dynamic networks:
An underlying mechanism of drug resistance in epilepsy?” In: Epilepsy & Behavior 94,
pp. 264–268.
95. Wright, M-ASY et al. (2006). “Cortical excitability predicts seizures in acutely drug-
reduced temporal lobe epilepsy patients”. In: Neurology 67.9, pp. 1646–1651.
96. Xian, Yongqin et al. (2018). “Zero-shot learning-a comprehensive evaluation of the
good, the bad and the ugly”. In: IEEE transactions on pattern analysis and machine in-
telligence.
97. Yael, Dorin and Izhar Bar-Gad (2017). “Filter based phase distortions in extracellular
spikes”. In: PloS one 12.3, e0174790.
98. Zhang, Quanshi, Ying Nian Wu, and Song-Chun Zhu (2018). “Interpretable convolu-
tional neural networks”. In: Proceedings of the IEEE Conference on Computer Vision and
Pattern Recognition, pp. 8827–8836.
76
BIBLIOGRAPHY
99. Zhao, Mingrui et al. (2007). “Focal increases in perfusion and decreases in hemoglobin
oxygenation precede seizure onset in spontaneous human epilepsy”. In: Epilepsia 48.11,
pp. 2059–2067.
77
