The objective of the classical Joint Replenishment Problem (JRP) is to minimize ordering costs by combining orders in two stages, first at some retailers, and then at a warehouse. These orders are needed to satisfy demands that appear over time at the retailers. We investigate the natural special case that each demand has a deadline until when it needs to be satisfied. For this case, we present a randomized 5/3-approximation algorithm. We moreover prove that JRP with deadlines is APX-hard. Finally, we extend the known hardness results by showing that JRP with linear delay cost functions is NP-hard, even if each retailer has to satisfy only three demands.
Introduction
The Joint Replenishment Problem (JRP) is one of the fundamental problems in inventory theory [1] . In this problem, we have a warehouse and some retailers 1, 2, . . . , N, which face demands that appear over time. The time horizon is finite and partitioned into periods 1, 2, . . . , T , and d it ∈ N 0 denotes the demand of retailer i in period t. We use an equivalent interpretation where we have a set demand points J, and each demand in J is defined by a tuple (i, t, h), where i is its release retailer, t is its appearance period, and h : N 0 → R + is a monotonously increasing function that defines its delay/holding cost. In the traditional setting discussed in [1] , this function is linear, and hence, for each retailer i, we have a positive constant H i such that delaying a demand at retailer i for one period results in delay cost H i . To satisfy arbitrary many demands in some period t, a retailer i needs to send an order to the warehouse in this period, which implies retailer ordering cost K i . In this case, the warehouse orders in period t as well, which implies additional warehouse ordering cost K 0 . However, this warehouse order can be used by arbitrary many retailer orders. More formally, a schedule for such an instance consists of a set of warehouse orders σ 0 ⊆ {1, . . . , T } and a sequence of subsets of retailer orders σ 1 , σ 2 , . . . , σ N ⊆ σ 0 of the retailers 1, 2, . . . , N, respectively. This inclusion ensures that whenever a retailer orders, the warehouse orders as well. Consequently, the warehouse and retailer ordering costs of such a schedule are K 0 |σ 0 | and N i=1 K i |σ i |, respectively. We assume that each demand (i, t, h) ∈ J is satisfied by the first order t ′ ∈ σ i with t ′ ≥ t, whereas it then needs to be delayed during the periods t, t + 1, . . . , t ′ − 1, which results in delay cost h(t ′ − t). The objective of JRP is to find a schedule that satisfies all demands with minimum cost, that is, the sum of warehouse ordering costs, retailer ordering costs, and delay costs. Consequently, we need to balance ordering costs and delay costs. As defined above, we study JRP in the make-toorder variant [3] , that is, each demand is satisfied after it appears. This variant is equivalent to the more common make-to-stock variant, where the demands are satisfied by goods which are ordered before the appearance of the demands, and then kept in inventory [14] .
In the traditional setting treated in [2] , the delay cost functions are linear, which corresponds to the well-known flow time objective from scheduling. We refer to this special case as JRP-L. However, in many scenarios, it is more reasonable to have fixed deadlines, which is for instance necessary if we have to deal with perishable goods in the make-to-stock variant, or with fixed contract deadlines in the make-to-order variant. Besides the flow time objective, this is also the most common timing constraint in basically all areas of scheduling. We refer to JRP with deadlines as JRP-D. To implement this special case, for each demand (i, r, h) ∈ J, there is a deadline d ≥ r such that h(t) = 0 for 0 ≤ t ≤ d − r, and h(t) = ∞ otherwise. We also refer to the periods {r, r+1, . . . , d} as the due interval of (i, r, h), and write this demand as (i, r, d). Hence, since this cost structure implies that a deadline is never exceeded, the cost of a schedule σ simplifies to
A common generalization of JRP in the make-to-stock variant is the One-Warehouse Multi-Retailer Problem (OWMR) [15] . In this generalization, we are allowed to store the goods satisfying the demands at the warehouse, which contrasts to JRP, where the warehouse only has the role of a cross-docking point. Note that OWMR contains JRP as a special case if we set the holding costs at the warehouse to infinity, which insures that a good is never stored there.
Previous work. Dozends of heuristics and exact algorithms with superpolynomial running time have been proposed for JRP and its variants during the last decades. For a survey, we refer to [12] . Moreover, the NP-hardness of JRP-L and hence JRP was shown in [2] , but little is known about its approximability. Only recently, there has been an increasing interest in finding constant factor approximation algorithms [13, 14, 15] . But as mentioned in [14] , it is not even known whether this problem is APX-hard, i.e., if there is an ǫ > 0 such that finding a (1 + ǫ)-approximation is NP-hard. Levi, Roundy, and Shmoys [13] presented a 2-approximation algorithm for JRP, even for arbitrary monotonously increasing delay cost functions, that can hence also be applied to JRP-D. Moreover, Levi and Sviridenko [15] improved the approximation ratio to 1.8, even for the more general OWMR setting, which is also the best known approximation guarantee for JRP-D. It is worth mentioning that this algorithm does not provide an improved approximation ratio in the special case that we only have deadlines (at least the used analysis does not yield an improved ratio). Finally, Buchbinder et al. [3] recently presented a 3-competitive online algorithm for JRP.
Both special cases, JRP-L and JRP-D, contain a prominent problem as a special case for N = 1, i.e., if there is a single retailer. In this case, JRP-L is a discrete time version of the well-known TCP Acknowledgment Problem [5] , and JRP-D is the Interval Stabbing Problem [10] , where, given a set of intervals, we have to find a minimum set of points such that each interval contains at least one of them (each due interval corresponds to an interval, and each order corresponds to a point). This problem is equivalent to Clique Cover in interval graphs [10] , and can be solved via a simple greedy procedure in linear time. Therefore, we can also think of JRP-D as Clique Cover in interval graphs with a submodular cost function on the cliques. As a matter of fact, Gijswijt, Jost, and Queyranne [9] used JRP-D as an NP-hard example for such a problem. Even et al. [6] showed that even the capacitated version of the Interval Stabbing Problem, where each point has a capacity that indicates how many intervals it may cover, is solvable in polynomial time. However, the Rectangle Stabbing Problem, which is a generalization of the Interval Stabbing Problem to two dimensions, is NP-hard [16] , but there is a 2-approximation algorithm [8] .
Contributions and outline. We prove the APX-hardness of JRP-D in Section 3, which is the first APX-hardness proof for a variant of JRP. Moreover, we significantly improve the approximation ratio for JRP-D by presenting a random-ized 5/3-approximation algorithm in Section 2.5. Note that none of the previous algorithms [13, 15] gives an improved approximation ratio for the special case of deadlines. On the other hand, JRP can be solved in polynomial time by dynamic programming for a fixed number of retailers, or for a fixed number of time periods [11, 17, 18] . We show in Section 3 that the traditional setting JRP-L with linear delay cost functions is strongly NP-hard, even if each retailer needs to satisfy a constant number of demands. This case is not included in the NP-hardness proof in [2] . Specifically, we show that three demands suffice.
A 5/3-Approximation Algorithm
The goal of this section is to prove the following theorem.
Theorem 1.
There is a randomized 5/3-approximation algorithm for JRP-D.
To prove Theorem 1, we adapt some ideas from the algorithm for JRP of Levi and Sviridenko [15] with approximation ratio 1.8. This algorithm has the following high-level structure: Combine two algorithms that both first select the warehouse orders σ 0 , and then, for each retailer i, select a subset of retailer orders σ i ⊆ σ 0 separately. Each selection step is based on an LP-rounding approach, which exploits the 'line'-structure of the problem implied by the notion of time.
Our algorithm has the same high-level structure and is based on a similar LProunding approach. We introduce this approach in Subsection 2.1, and show how to combine algorithms in the same Subssection. But since we have deadlines, we are able to select retailer orders more greedily than in the algorithm of Levi and Sviridenko [15] as explained in Subsection 2.2. This immediately allows us to adapt this algorithm to JRP-D in Subsection 2.3. It is worth noting that this adaption is simpler than the original algorithm, but surprisingly does not yield an improved approximation ratio. Therefore, we introduce a different randomized warehouse order selection method in Subsection 2.5, which depends on an input density function of a random variable. We use two techniques to analyze this algorithm: First, we show that an optimal input density function corresponds to an optimal strategy for a game, which we call generalized tally game. We introduce this game separately in Subsection 2.4, since we think that it is of independent interest and raises some interesting questions. Second, we use an adaption of Wald's equation, whereas we are not aware of any previous use of such an adaption in the analysis of a randomized algorithm.
LP-Formulation and Continuous Schedules
We formulate JRP-D as an integer program by introducing an integral variable y it for each retailer i and each period t that indicates whether retailer i orders in period t. Analogously, we have an integral variable x t for each period t that indicates whether the warehouse orders in this period.
Constraints (1) enforce that during the due interval of each demand its retailer orders at least once, and constraints (2) ensure that whenever a retailer orders, the warehouse orders as well. Let (LP) be the corresponding linear program where we replace the integrality constraints by the constraints 0 ≤ x t ≤ 1, for 1 ≤ t ≤ T , and 0 ≤ y it ≤ 1, for 1 ≤ i ≤ N, 1 ≤ t ≤ T . In the following, let (x, y) be an optimum of (LP), which we can compute in polynomial time with the Ellipsoid method. Let W := T t=1 x t and R i := T t=1 y it , for 1 ≤ i ≤ N.
Using the optimum (x, y) of (LP), we explain in the following how to replace the periods by 'continuous' time, which allows us to simplify the description of the following algorithms. To this end, we need the notion of a continuous schedule σ ′ , that is, a set of warehouse orders σ ′ 0 ⊆ [0, W ) with a sequence of subsets of retailer orders σ
. Hence, the difference to a schedule is that the warehouse orders are from the set [0, W ) instead of the set {1, . . . , T }. We also refer to a value t ∈ [0, W ) as a time. Finally, define x 0 := 0 and x t := t s=0 x s , for 0 ≤ t ≤ T . We can convert a continuous schedule σ ′ into a schedule σ as explained in the following paragraph.
We first compute the warehouse orders σ 0 as follows: For each period t = 1, . . . , T , if σ ′ 0 ∩ [x t−1 , x t ) = ∅, then add the order t to σ 0 . Afterwards, for each retailer i = 1, . . . , N, we separately compute the retailer orders σ i . We do this analgously as the computation of the warehouse orders σ 0 , but we replace σ 
, we obtain that σ i ⊆ σ 0 as well, and hence σ is truly a schedule. On the other hand, since we might pool orders during this conversion, for each retailer 0 ≤ i ≤ N, we have that
For each retailer i, define the multi-interval Analogously, we say that a continuous schedule σ ′ is feasible if the property from Lemma 2 is satisfied. We obtain the following lemma, which allows us to combine algorithms: 
and there is an x with
Proof. Let C W := K 0 W and C R := N i=1 K i R i be the warehouse ordering costs and retailer ordering costs of the optimum (x, y) of (LP), respectively (recall that
We compute a feasible continuous schedule σ ′ with algorithm A 1 or algorithm A 2 , whereas we choose A 1 if λ ≤ x and A 2 if λ > x, and then we use Lemma 2 to convert σ ′ into a feasible schedule σ. Because of inequalities (3), the cost
Moreover, the cost of an optimal schedule is bounded from below by C W + C R . Therefore, the choice of the algorithm above, linearity of expectation, and simple arithmetic shows that the cost of σ is at most (α 1 + β 1 x)/(1 + x) times the cost of an optimal schedule, which proves the claim.
Lemma 3 allows us to restrict our attention to the computation of continuous schedules. Hence, in Subsections 2.2, 2.3, and 2.5, a schedule is always a continuous schedule.
Greedy Selection of Retailer Orders
As explained in Subsection 2.1, recall that we only consider continuous schedules in the remainder of this paper, and we hence refer to a continuous schedule simply as a schedule. Now assume that we have already selected the warehouse orders σ 0 of a schedule σ such that each unit length interval
Then, in order to complete σ, we only have to select the retailer orders with respect to σ 0 . We can do separately for each retailer i = 1, . . . , N as explained in the next paragraph.
Iteratively increase a time t, where initially t ← 0. In each iteration, set t ′ > t to the time with m i (t, t ′ ) = 1 if such a time exists. If yes, then set I ← (t, t ′ ]
and t ← max(σ 0 ∩ I), and add t to σ i . Otherwise, terminate the retailer order selection of retailer i and proceed with the next retailer.
Note that in each iteration, the interval I is the next interval we need to cover with some retailer order in order to ensure the feasibility of σ, since no previously added retailer order covers this interval yet. Since we are only allowed to use warehouse orders, we greedily choose the warehouse order t that is as far away from the retailer order added in the last iteration as possible, but still covers I. Therefore, we also refer to I as the cover interval of the new retailer order t. The following lemma proves the correctness of this retailer order selection:
Lemma 4. The computed schedule σ is feasible.
Proof. Consider a fixed retailer i. We assume in each iteration that there is a warehouse order in σ 0 ∩ I. But this holds since t ′ − t ≥ m i (t, t ′ ) ≥ 1, and hence σ 0 ∩ I = ∅. We conclude that each interval with unit mass in r i is covered by some retailer order in σ i , which yields the feasibility of the computed schedule σ.
By Lemma 4, we only have to explain how to select the warehouse orders σ 0 . We do this twice in the following, in Subsection 2.3 and Subsection 2.5. Combining both approaches as explained in Lemma 3 results in the randomized 5/3-approximation algorithm.
Selecting the Warehouse Orders as a Grid
In this subsection, we present a simple adaption of the algorithm of Levi and Sviridenko [15] , named A. This adaption takes an additional parameter 0 ≤ c ≤ 1 as input.
A(J, c)
Select the warehouse orders as
2. Use the greedy retailer order selection described in Subsection 2.2 to turn the warehouse orders σ 0 into a feasible schedule σ.
We can think of the computed warehouse orders σ 0 as a grid with grid-length c.
The following theorem analyzes the computed schedule σ.
Theorem 5.
Proof. By the selection of the warehouse orders, we immediately conclude that |σ 0 |/W ≤ 1/c. Therefore, we only have to consider the retailer orders. To this end, consider a fixed retailer i. Let then t 1 < t 2 < . . . < t k be the retailer orders in σ i , and let t 0 := 0 and t k+1 := W . As in the claim of the theorem, we have to distinguish two cases:
Case c > 1/2: For each 1 ≤ j ≤ k, we conclude with the definition of the greedy retailer order selection that m i (t j−1 , t j+1 ) ≥ 1. Now observe that m i (t j−1 , t j+1 ) = m i (t j−1 , t j ) + m i (t j , t j+1 ). Using this, we find that
which completes this case.
Case c ≤ 1/2: Consider a fixed 1 ≤ j ≤ k, and let (t, t ′ ] be the cover interval of t j as defined in Subsection 2.2. Observe that t = t j−1 , and recall that m i (t, t ′ ) = 1.
′ ) = c, and therefore, by the definition of the warehouse order selection,
Hence, we find with the definition of the greedy retailer order
By applying these arguments to all retailer orders t 1 , t 2 , . . . , t k , we obtain that (1 − c)k ≤ R i , which completes this case and the proof of the theorem, since k = |σ i |.
Theorem 5 yields that in order to minimize the warehouse ordering cost, we have to choose c = 1, and in order to minimize the retailer ordering cost, we have to choose a small c. Note that the former case immediately results in a 2-approximation algorithm with Lemma 3. In the algorithm of Levi and Sviridenko [15] , a more involved warehouse and retailer selection method was used to deal with arbitrary delay cost functions. Specifically, they additionally shifted a similar grid randomly, but they used the same principle as in the proof of Theorem 5 to bound the ordering costs. Consequently, they derived a similar theorem as Theorem 5 for these costs. Finally, they used the arguments from Lemma 3 to combine the two algorithms for c = 1 and c = 1/3 to a 1.8 approximation algorithm. One might think that if we do not have to deal with arbitrary delay cost functions, it should be possible to improve the approximation ratio using the same principle. But surprisingly, this approach does not yield an improved approximation ratio for the special case that we only have deadlines (at least the used analysis does not yield an improvement). Hence, we need a significantly different method to select warehouse orders.
The Generalized Tally Game
In this subsection, we introduce two black-jack type games, the tally game and the generalized tally game. We need these games for the analysis of the algorithm described in Subsection 2.5. However, since we think that these games are of independent interest, we introduce them separately. In the tally game, we are initially given some value x ≥ 0. In each round of the game, we draw some random value d according to the density function f of a random variable X with 0 ≤ X ≤ 1 and E [X] = 1/2. If x−d ≥ 0, then we set x ← x−d, and proceed with the next round. Otherwise, the game finishes and we have to pay the remaining value of x (this is a pessimistic game, since we want to minimize the loss). For a density function f and an initial value x, let Z(f, x) be the random variable that describes the outcome of the game, i.e., the final value of x. Note that for any density function f and any 0 ≤ x ≤ 1, E [Z(f, x)] ≤ x. The generalized tally game is then the extension where we are allowed to choose the density function f , but some adversary chooses the initial value of x. Since X ≤ 1 we can wlog assume that x ≤ 1. The question is then how to choose f such that the expected final pay is minimized with respect to such an adversarial choice? Hence, we need to minimize max
Observe that the function x → E [Z(f, x)] which maps [0, 1] to itself satisfies the integral equation
Moreover, we have the two boundary conditions
To see the second boundary condition, note that for any density function f , Pr [Z(f, x) = x] → 1 as x → 0. Using this, we can formally interpret the generalized tally game as follows: Find a density function f such that the function which satisfies equation (5) and boundary conditions (6) with respect to f minimizes objective (4). However, consider the simple density function
which is basically a triangle. The following lemma analyzes f .
To prove Lemma 6, we need two preliminary lemmas:
Proof. Adapted to our choice of f , the integral equation (5) has the form
By taking the second derivative, this yields the second order linear differential equation
The claim follows by using standard methods to solve this differential equation with respect to the boundary conditions (6) .
Proof. Consider a fixed 1/2 ≤ x ≤ 1, and let d be the random value drawn in the first round of the generalized tally game according to the density function f . Let then E be the event that x − d ≤ 1/2, and let E be the complementary event.
We can write the expected value of Z(f, x) as the sum
In the following, we analyze the second part of this sum. Let E ′ ⊆ E be the
On the other hand, using Lemma 7, we compute that
Finally, since we can write
it is easy to verify with equations (8) and (9) that
Therefore, we conclude that equality (7) yields the inequality
which clearly shows with the definition of
Note that the arguments above allow us to avoid the technical process of computing the exact value of the function
Proof of Lemma 6. By Lemma 7 and computing the derivative of E [Z(f, x)], it is easy to verify that in the interval [0, 1/2] the expected value E [Z(f, x)] is maximal for
and hence, we can compute that
Moreover, by Lemma 8, this is also the global maximum in the interval [0, 1], which proves the claim.
This raises the question whether our choice of the function f is optimal. In the remainder of this subsection, we present some experiments that compare the function f with other natural density functions such as the density function of the uniform distribution. These experiments show that although the function f is relatively simply, and hence easy to formally analyze, it surprisingly meets or beats the performance of all other considered functions. However, finding the 'true' optimal function f remains an interesting open problem.
The first chart in Figure 1 depicts five density functions with support in [0, 1]. The first triangle-formed function is the density function f which we evaluated in Lemma 6, the second function is the constant function x → 1, the third function is x → 6x(1 − x), the fourth function is x → 12x 2 , for x ≤ 1/2, and x → 12(1 − x) 2 , for x > 1/2, and the fifth function is x → 32x 3 , for x ≤ 1/2, and x → 32(1−x) 3 , for x > 1/2. The second chart shows an experimental computation of the respective functions x → E [Z(f, x)]. In these experiments, we interpolated these functions at 50 equidistant points in [0, 1], and for each such points x, we simulated the tally game 50000 times to approximate E [Z(f, x)]. This chart shows that our choice of f meets or beats the performance of any other selected function. The only function that performs slightly better is the fourth function, but the improvement is not significant. Recall that we want to minimize max 0≤x≤1 E [Z(f, x)].
Random Selection of Warehouse Orders
In this subsection, we describe a randomized algorithm, named A ′ , which is our main building block in the 5/3-approximation algorithm. This randomized algorithm takes the density function f of a random variable X with 0 ≤ X ≤ 1 and E [X] = 1/2 as an additional input and works as follows.
1. Select the warehouse orders by iteratively increasing a time t, where initially t ← 0. In each iteration, draw a random d according to the density function f . If t + d < W , then set t ← t + d, and add t to σ 0 . Otherwise, stop the selection of warehouse order.
2. Apply the greedy retailer order selection method described in Subsection 2.2 to turn the warehouse orders σ 0 into a feasible schedule σ.
Our main tool for the analysis of this algorithm is the following adaption of Wald's equation.
Theorem 9. Let X 1 , X 2 , . . . be an infinite sequence of random variables such that
An interesting fact about Theorem 9 is that we do not require that the variables X 1 , X 2 , . . . are independent, but we only need that each expected value Before proving Theorem 9, recall that an infinite sequence of random variables
Moreover, a stopping time for such a martingale is a positive integer-valued random variable L such that for each i ≥ 1, the occurrence of the event {L = i} depends only on the outcome of the variables X 1 , X 2 , . . . , X i . We following theorem is the famous optional stopping theorem for martingales: 
To apply Theorem 10, we first need to prove the following weaker version of Theorem 9:
. . be an infinite sequence of random variables such that for each
Proof. For each i ≥ 1, let
Note that since X i ≤ c and E [X i | X 1 , X 2 , . . . , X i−1 ] ≥ µ, it is easy to verify that p i ≥ p, where
Then, for each i ≥ 1, let
Observe that for each i ≥ 1,
Let then
On the other hand,
The second line is due to inequalities (10) and the definition of z. The sum in the fourth line is finite since 1 − p < 1 and z is constant. This completes the proof with inequality (11) .
Proof of Theorem 9. Consider the infinite sequence of random variables Y 1 , Y 2 , . . . such that for each i ≥ 1,
This sequence is a martingale with the stopping time L, E [Y 1 ] = 0, and for each
Therefore, by linearity of expectation and Theorem 10,
The claim follows, since
Now we are ready to analyze the computed schedule σ:
Proof. Let t 1 < t 2 < . . . < t L be an ordering of the warehouse orders σ 0 , and let t 0 := 0. Hence, L is a random variable with L = |σ 0 |. Moreover, for each 1 ≤ j ≤ L, define X j := t j − t j−1 . We can think of X 1 , X 2 , . . . , X L as a sequence of random variables which describe the distances between the warehouse orders. By the definition of the warehouse order selection, for each 1 ≤ j ≤ L, we have 0 ≤ X j ≤ 1 and E [X j ] = E [X] = 1/2, where X is the random variable with the input density function f . By adding an infinite sequence of variables X L+1 , X L+2 . . ., where X j := 1 for j ≥ L + 1, we can extend the sequence X 1 , X 2 , . . . , X L to an infinite sequence X 1 , X 2 , . . . of random variables with 0 ≤ X j ≤ 1 and E [X j ] ≥ 1/2 for j ≥ 1. Moreover, we conclude with the definition of the warehouse order selection that L = max{k | k j=1 X j < W }. Consequently, Theorem 9 implies that E [L] ≤ 2W , which proves the claim of the lemma.
The following lemma establishes a relation to the generalized tally game introduced in Subsection 2.4:
.
Proof. Consider a fixed retailer i. Let t 1 < t 2 < . . . < t L be an ordering of the retailer orders σ i , and let t 0 := 0. For each 1 ≤ j ≤ L, define X j := m i (t j−1 , t j ). Thus, we can now think of X 1 , X 2 , . . . , X L as a sequence of random variables which describe the masses between the retailer orders. Note that 0 ≤ X j ≤ 1 for 1 ≤ j ≤ L. We will moreover show that for each 1 ≤ j ≤ L,
In this case, we can proceed similar to the proof of Lemma 12. Specifically, by adding an infinite sequence of variables X L+1 , X L+2 , . . ., where X j := 1 for i ≥ L+1, we can extend the sequence X 1 , X 2 , . . . , X L to an infinite sequence X 1 , X 2 , . . . of random variables such that inequality (12) even holds for each variable in this infinite sequence. By the definition of the greedy retailer order selection, we find
Combining this, Theorem 9 implies that
which proves the claim of the lemma.
To prove inequality (12), consider a fixed 1 ≤ j ≤ L, and let (t j−1 , t ′ ] be the cover interval of the retailer order t j as defined in Subsection 2.2 with t ′ − t j−1 ≥ m i (t j−1 , t ′ ) = 1, and hence t ′ − 1 ≥ t j−1 . On the other hand, since the warehouse orders are selected such that they have at most distance one, there is at least one warehouse order in the interval [t
, and let x := t ′ − t ′ 0 . By the definition of the greedy retailer order selection, we find that t ′ s = t j . Moreover, by the definition of the warehouse order selection, we have that the random variables t
are drawn according to the density function f . Therefore, the random variable t ′ − t j is identically distributed as the random variable Z(f, x). Consequently,
, which implies inequality (12) .
Note that x depends on the outcome of the variables X 1 , X 2 , . . . , X j−1 .
Now we are finally ready to prove Theorem 1
Proof of Theorem 1. By combining Lemma 6, Lemma 12, and Lemma 13, we find that we can choose the input density function f such that the randomized algorithm described in this subsection returns a schedule σ with E [|σ 0 |] /W ≤ 2 and E [|σ i |] /R i ≤ 3/2 for 1 ≤ i ≤ N. Now recall the algorithm described in Subsection 2.3, which by Theorem 5 returns for c = 1 a schedule σ with |σ 0 |/W ≤ 1 and |σ i |/R i ≤ 2 for 1 ≤ i ≤ N. The claim follows then from Lemma 3.
Hardness Results
In this section, we prove the following two theorems: We prove Theorems 14 and 15 both by reduction from Vertex Cover (VC). VC is APX-hard, even for d-regular graphs [7] with constant d, i.e., graphs where each vertex has constant degree d. Specifically, it cannot be approximated within 10 √ 5 − 21 ≈ 1.36, unless P = NP [4] . We will first briefly describe the NPhardness proof of Arkin et al. [2] , and then describe the proof of Theorem 14. Afterwards, we will prove Theorem 15.
Arkin et al. [2] reduce 3-SAT to JRP-L, whereas they represent each variable and each clause by a retailer. To this end, they assign demands to each retailer that represents a variable v such that, in any optimal schedule, there are only two ways to satisfy all demands, one that represents the true-state of v, and one that represents the false-state of v. Analogously, they assign demands to each retailer that represents a clause C such that, in any optimal schedule, there are only three possible ways to satisfy all demands, and these three ways correspond to the cases that C is satisfied by one of its three variables. However, to enforce these restrictions, Arkin et al. [2] need to assign a non-constant number of demands to each retailer, whereas we show that three demands suffice to obtain NP-hardness of JRP-L.
Let G = (V, E) be an undirected graph with V = {v 1 , v 2 , . . . , v n } and E = {e 1 , e 2 , . . . , e m }. We construct a JRP-L-instance J with m retailers and 3n demands. The number of periods T will be defined later. We call a subset of periods M ⊆ {1, . . . , T } open if for each triple a, b, c ∈ M with a < b < c, it holds b − a = c − b. Assume that we have an open set M of cardinality n such that max M is polynomial in n. In this case, we can also assume that T is polynomial in n. We will explain later how to construct such an open set M. For a pair a, b ∈ M with a < b, let then f (a, b) be chosen such that b − a = f (a, b) − b. Finally, let a 1 < a 2 < . . . < a n be an ordering of M. Now we are ready to construct J. First, let h be the linear identity function with h(x) = x. For each retailer 1 ≤ i ≤ m, we add the three demands (i, a r , h), (i, a s , h), and (i, f (a r , a s ), h) to J, where e i = {v r , v s } with r < s. Moreover, let K 0 := 1 − ǫ for some small ǫ > 0, and for each retailer i, let K i := a s − a r , where e i = {v r , v s } with r < s. Now we prove that we can construct the claimed open set M:
Proof. Assume wlog that n is a power of 2. If not, then we can simply add dummy elements to ensure that this property holds. Using this, we construct M inductively as a finite version of the Cantor set. Specifically, assume that we have already constructed an open set M ′ of cardinality k. Then we can construct a open set M of cardinality 2k as an open set M of cardinality n which was constructed as explained above, let g(n) := max M. Then we have that g(n) ≤ 3g(n/2), and hence, we conclude with the master theorem that g(n) = O(n log 2 3 ), which proves the claim of the lemma.
We need three more preliminary lemmas before proving Theorem 14:
Lemma 17. The orders of each retailer i in an optimal schedule σ for J are in {a r , a s , f (a r , a s )}, where {v r , v s } = e i with r < s.
Proof. Consider a fixed retailer i, and let t be an order of i. Independent of how many demands are satisfied with this order, if t ∈ {a r , a s , f (a r , a s )}, where {v r , v s } = e i with r < s, then we always save cost if we replace this order by the order max{t ′ ∈ {a r , a s , f (a r , a s )} | t ′ ≤ t}. To see this, observe that the number of retailer orders of i does not change, but the number of warehouse orders might increase by at most 1. In this case, the warehouse ordering costs increase by at most 1 − ǫ. On the other hand, since delaying a demand for one period results in delay cost 1, the delay costs decrease by at least 1, which shows that we save at least ǫ total cost. The claim of the lemma follows, since this contradicts to the optimality of σ.
Lemma 18. It is not possible that a retailer i only has the order f (a r , a s ) in an optimal schedule σ for J, where {v r , v s } = e i with r < s.
Proof. Consider a fixed retailer i, and assume for contradiction that i has only the order f (a r , a s ) in σ. In this case, all three demands of i are satisfied by this order. Consequently, the delay costs of these demands are 2(a s − a r ), a s − a r , and 0, respectively. In combination with the ordering cost a s − a r of retailer i for the single order f (a r , a s ), this sums up to 4(a s − a r ). On the other hand, if retailer i has the orders a r and f (a r , a s ), then the same calculation yields only cost 3(a s − a r ). Hence, if we replace the single order f (a r , a s ) of retailer i by the two orders a r and f (a r , a s ), then we decrease the retailer ordering costs by a s − a r . But if we do so, we might have to add the warehouse order a r , which increases the warehouse ordering costs by 1 − ǫ. However, since a s − a r ≥ 1, we conclude that this operation decreases the total cost by at least ǫ, which contradicts to the optimality of σ. The claim of the lemma follows.
Lemma 19. The size of a minimum vertex cover for G is k if and only if an optimal schedule σ for J has cost
Proof. We split the cost of σ in three parts. For each retailer i, let B i be the sum of the delay costs of the three demands of i and the ordering costs of i. Moreover, let B 1 be the warehouse ordering costs of orders at times a 1 , a 2 , . . . , a n , and let B 2 be the warehouse ordering costs of the remaining orders at times f (a r , a s ), 1 ≤ r < s ≤ n. Hence, the schedule σ has total cost
Consider a fixed retailer i, and let e i = {v r , v s } with r < s. By Lemma 17 and Lemma 18, the orders of i are either {a r , a s , f (a r , a s )}, or {a r , f (a r , a s )}, or {a s , f (a r , a s )} Observe that in all cases, we have that B i = 3(a s − a r ). Moreover, it always holds that a r or a s is an order of i. This includes also the case that both are orders of i. Using this, we can construct a vertex cover C for G from σ. Specifically, if a r is an order of i, then we add vertex v r to C, and if a s is an order of i, then we add vertex v s to C. Hence, observe that B 1 = (1 − ǫ)|C|. Moreover, since f (a r , a s ) is always an order of i, we have that B 2 = (1 − ǫ)m. Combining this, we obtain that the only variable part of the total cost (13) of σ is B 1 , and this part linearly depends on the size of the corresponding vertex cover C. Since we can analogously turn a vertex cover for G into a schedule for J, the claim follows since σ is optimal.
Proof of Theorem 14. The claim follows immediately from Lemma 19 and the NP-hardness of VC. We obtain strong NP-hardness because of Lemma 16, since this lemma implies that all used numbers are polynomially bounded. Now we will prove Theorem 15. Again, let G = (V, E) be an undirected d-regular graph with V = {v 1 , v 2 , . . . , v n } and E = {e 1 , e 2 , . . . , e m }. We construct a JRP-D-instance J with m + 1 retailers, 3n demands, n + 2 periods, and K i := 1 for 0 ≤ i ≤ m + 1. For each retailer 1 ≤ i ≤ m, we add the demands (i, 1, r + 1), (i, r + 1, s + 1), and (i, s + 1, n + 2) to J, where e i = {v r , v s } with r < s. Hence, if these demands are satisfied with only two retailer orders, then one of these orders must be r + 1 or s + 1. Finally, we add the two demands (m + 1, 1, 1) and (m + 1, n + 2, n + 2) to J. Therefore, since there is no choice when to satisfy these demands, every schedule contains at least the warehouse orders 1 and n + 2. We need two preliminary lemmas:
Lemma 20. We can transform any schedule σ for J in linear time into a schedule with less cost and the property that each retailer 1 ≤ i ≤ m + 1 orders exactly twice. Moreover, if 1 ≤ i ≤ m, then r + 1 or s + 1 is one of these orders, where e i = {v r , v s } with r < s.
Proof. We already know that retailer m + 1 orders exactly twice. Assume now that there is a retailer 1 ≤ i ≤ m that orders more than twice. Since each retailer 1 ≤ i ≤ m has to satisfy exactly three demands, assume wlog that i orders exactly three times, once for each demand, and we cannot remove any of these orders without affecting the feasibility. Let t, t ′ be the first two orders of retailer i, which satisfy the demands (i, 1, r + 1) and (i, r + 1, s + 1), where e i = {v r , v s } with r < s. Thus, since r + 1 and s + 1 cannot be an order of i if there are three orders, we have 1 ≤ t < r + 1 < t ′ < s + 1. However, we can replace the two orders t and t ′ with the single order r + 1, which saves cost K i = 1. In this case, if r + 1 was not previously a warehouse order, it is possible that we have to add this warehouse order. However, since also K 0 = 1, we find that the cost of σ can only decrease during this operation. Consequently, by iterating this operation, we can turn σ into a schedule with the claimed property.
Lemma 21. The size of a minimum vertex cover for G is k if and only if an optimal schedule for J has cost k + 2(m + 2), and we can transform any schedule for J with cost c into a vertex cover for G of at most size c − 2(m + 2) in linear time.
Proof. Consider an optimal schedule σ for J. We can wlog assume that σ satisfies the properties listed in Lemma 20. Using this, we construct a vertex cover C for G from σ as follows: First, for each retailer 1 ≤ i ≤ m, if r + 1 is an order of i, then add vertex v r to C, and if s + 1 is an order of i, then add vertex v s to C, where e i = {v r , v s } with r < s. By Lemma 20, for each retailer 1 ≤ i ≤ m, we added at least one adjacent vertex of edge e i to C, and hence C is a vertex cover. Observe that since K 0 = 1 and there are the two mandatory warehouse orders 1 and n + 2, the warehouse ordering costs of σ are exactly |C| + 2. Since each vertex 1 ≤ i ≤ m + 1 orders exactly twice, we conclude that the cost of σ is |C| + 2(m + 2). Hence, the cost of σ linearly depends on the size of C. On the other hand, we can analogously turn a vertex cover C for G into a schedule σ for J with cost |C| + 2(m + 2). Combining this yields the first part of the claim. The second part works analogously, which completes the proof of the claim.
Proof of Theorem 15. Let k be the size of a minimum vertex cover for G. Since G is d-regular, we have
By Lemma 21, there is a schedule for J with cost k + 2(m + 2). Now assume that for any ǫ > 0, we have a polynomial time algorithm for JRP-D with approximation ratio 1 + ǫ 4(d + 2)
. in polynomial time. Moreover, also by Lemma 21, we can transform this schedule into a vertex cover for G of size (1 + ǫ)k in linear time. Consequently, this gives us a (1 + ǫ)-approximation algorithm for VC, for any ǫ > 0, which contradicts to the APX-hardness of VC [4] . Therefore, JRP-D must be APX-hard as well.
