Abstract. We prove the sufficiency of the Linear Superposition Principle for linear trees, which characterizes the spectra achievable by a real symmetric matrix whose underlying graph is a linear tree. The necessity was previously proven in 2014. This is the most general class of trees for which the inverse eigenvalue problem has been solved. We explore many consequences, including the Degree Conjecture for possible spectra, upper bounds for the minimum number of eigenvalues of multiplicity 1, and the equality of the diameter of a linear tree and its minimum number of distinct eigenvalues, etc.
Introduction
Let G be an undirected graph on n vertices, and denote by S(G) the set of all n-by-n real symmetric matrices, the graph of whose nonzero off-diagonal entries is G. By convention, G places no restriction on the diagonal entries of A ∈ S(G), other than that they be real. Each element of S(G) has an ordered list of eigenvalues, including multiplicities, and, thus, S(G) exhibits a catalog of multiplicity lists occurring among the matrices in S(G). These may be presented as unordered lists (partitions of n) or as ordered lists that respect the order of the underlying eigenvalues. The former are denoted by L(G) and the latter as L 0 (G). It has long been a goal to understand these lists as a function of G, i.e. to understand how the structure of G limits the multiplicities of the eigenvalues of matrices in S(G). For several reasons, interest has focussed upon the case in which G = T is a tree; the problem is still not fully settled there. A recent book [6] describes the background and most known work on this subject (including generalizations beyond symmetric matrices). In [8] , the notion of a linear tree was introduced. A high degree vertex (HDV) in a tree is a vertex of degree ≥ 3, and a tree is called linear if all its HDV's lie on a single induced path. An example is given in Figure 1 the fraction of trees which are linear goes to 0 [11] . The purpose of introducing linear trees in [8] was to study the multiply list problem. Since not only multiplicity lists, but also the associated inverse eigenvalue problem (IEP), were fully understood for paths and generalized stars [4, 6] , and any linear tree may be simply decomposed into these, a superposition principle (generalizing that of [4] ) was introduced to generate the spectra of linear trees.
This linear superposition principle (LSP) was shown to produce all multiplicity lists that could possibly occur for a linear tree. It was also shown, using the implicit function theorem (IFT), that for certain subclasses of linear trees, all lists that the LSP produces do occur [8] . This left the important question of whether the LSP produces exactly L 0 (T ) for every linear tree T . Here, we answer that question affirmatively, settling a major part of the multiplicity list problem. A corollary of our main result is that, for linear trees, the multiplicity list problem and IEP are equivalent. This is not always the case for nonlinear trees [6] .
In Section 2 we provide some necessary background. Section 3 contains our main result: every multiplicity list generated by the LSP can be achieved by a linear tree. In Section 4 we explore several consequences of our main result, and in Section 5 we prove that all linear trees have diameter equal to their minimum number of distinct eigenvalues.
Background
A generalized star denotes a tree with only one HDV; equivalently, it has a central vertex to which we append arbitrarily long arms. We let L(T 1 , s 1 , T 2 , . . . , s k−1 , T k ) denote the linear tree obtained from connecting the centers of the generalized stars {T i } k i=1 by paths of length {s i } k i=1 . We require several concepts from the theory of partitions. A partition of a positive integer n is a decomposition (λ 1 , . . . , λ k ) such that λ 1 ≥ · · · ≥ λ k and k i=1 λ i = n. Given a partition, we can then introduce its Ferrers diagram, a left aligned diagram where the i-th row has λ i boxes. We can flip a Ferrers diagram across the main diagonal to obtain the dual partition, denoted by (λ 1 , . . . , λ k )
* . There is also natural partial ordering on the set of partitions called majorization. The partition λ = (λ 1 , . . . , λ k ) is majorized by the partition ν = (ν 1 , . . . , ν r ), denoted by λ ν, if they satisfy the inequalities
We let A(v) denote the principle submatrix of A obtained by removing the row and column corresponding to vertex v, A[T i ] the minor of A corresponding to vertices which are in the subtree T i , σ(A) the spectrum of A, and m A (λ) the multiplicity of the eigenvalue λ in the matrix A. We also introduce the set L 0 (T ), which consists of all possible ordered multiplicity lists of eigenvalues which are achievable by a matrix with graph T . We also requireL v (T ), which consists of the ordered multiplicity lists, with hats over eigenvalue multiplicities which increase whenever the vertex v is removed, which are referred to as upwards eigenvalues [6] . Note that eigenvalues with upwards multiplicity0 are allowed.
Theorem 1. [4]
Let T be a a generalized star on n vertices with central vertex v of degree k and arm lengths l 1 ≥ · · · ≥ l k . Thenq = (q 1 , · · · , q r ) ∈L v (T ) if and only ifq satisfies the following conditions:
(1) q i is a positive integer, 1 ≤ i ≤ r, and r i=1 q i = n; (2) if q i is an upwards multiplicity inq, then 1 < i < r and neither q i−1 nor q i+1 is an upward multiplicity in q; and
. . . Table 1 . The tabular form of the LSP (3) (q i1+1 , . . . , q i h +1 ) (l 1 , . . . , l k ) * , in which q i1 ≥ · · · ≥ q i h are the upwards multiplicities ofq.
Given this result, which completely characterizes the allowable eigenvalues for a matrix whose graph is a generalized star, Johnson, Li, and Walker [8] proposed the LSP for the allowable eigenvalues of a matrix whose graph is a linear tree:
Definition 2 (Linear Superposition Principle). Let T 1 , . . . , T k be generalized stars and s 1 , . . . , s k−1 nonnegative integers. Givenb i a complete upward multiplicity list for T i , i = 1, . . . , k, andĉ j a list of s j non-upward ones, Graphically, we can represent this in tabular form, as in Table 2 . The LSP is then equivalent to completing the given table so that (1) b + i is the multiplicity listb i along with some added non-upwards zeros; (2) c + i contains s i non-upwards ones and the remaining entries are non-upwards zeros; (3) no column has all non-upwards zeros; (4) if a column contains two non-upwards ones, they are separated by an element with upwards multiplicity.
We will also require the following standard theorems from matrix analysis, which will be needed in the proof of Lemma 9.
Theorem 3 (Parter-Weiner). [6] Let T be a tree, A have graph T , and suppose that there is a vertex v of T and a real number λ such that λ ∈ σ(A) ∩ σ(A(v)). Then 
Theorem 4 (Interlacing inequalities). [3]
Let A ∈ M n (C) be a Hermitian matrix with eigenvalues
Let B ∈ M n−1 (C) be the principal submatrix resulting from the deletion of row and column i, which is again Hermitian with eigenvalues
Then we have the inequalities
The interlacing inequalities significantly constrain the multiplicity lists of a matrix and its principal minors. For instance, if A has eigenvalue λ with multiplicity m A (λ) and we remove the row and column corresponding to a vertex v in the graph of A, we have the result
We also require the neighbors formula, a combinatorial expansion of the determinant which references the underlying graph of a matrix.
Theorem 5 (Neighbors formula). [6] When the underlying graph of a Hermitian matrix A = (a ij ) is a tree T , consider a particular vertex v with neighbors u 1 , . . . , u k . Let T j be the branch of T at v which contains u j . Let p A (t) = det(tI − A) denote the characteristic polynomial of A. Then
Sufficiency of the LSP
In [8] , the authors obtained a necessary condition for a k-linear tree to have ordered multiplicity list L = {a 1 , . . . , a ν }, for any numerical eigenvalues {λ 1 , . . . , λ ν }, was that L could be obtained by the linear superposition principle. In this work, we prove the sufficiency of these conditions, so that any multiplicity list obtained from the LSP is achieved by some linear tree. This was previously shown for all linear trees with two HDVs and all depth one linear trees (caterpillars) [8] , and the full converse has a number of interesting consequences which will be discussed later. Our basic method remains the same as in [8] , where the authors proved this result for simple stars.
Theorem 6 (Implicit Function Theorem). Let f : R n+m → R n be a continuously differentiable function. Suppose that, for x 0 ∈ R n and y 0 ∈ R m , f (x 0 , y 0 ) = 0 and the Jacobian ∂f ∂x (x 0 , y 0 ) is invertible. Then there exists a neighborhood U ⊂ R m around y 0 such that f (x, y) = 0 has a solution x for any fixed y ∈ U . Furthermore, there is a solution x arbitrarily close to x 0 associated with a y sufficiently close to y 0 .
The essence of the Jacobian method is to view a matrix with graph G as a multivariable function of the entries.
We then find a subgraph G 0 ⊂ G such that A (0) with graph G 0 has the spectrum we desire. So long as we can select enough variables, henceforth called implicit entries, to find a non-singular Jacobian with respect to those entries, we can then perturb the edges in G \ G 0 by some sufficiently small ǫ. By letting f be a set of eigenvalue conditions ensuring that the resulting graph has the spectrum we desire, the resulting matrix will have graph G but the same spectrum as A (0) .
We now appeal to the following lemma, which reduces the difficulty of checking the nonsingularity of the Jacobian in the case that the underlying graph of A is a tree.
Lemma 7. [7]
Let T be a tree and
, a vector of r determinant conditions, with S k ⊆ {1, 2, . . . , n} an index subset and λ k a real number, k = 1, . . . , r. Assume r implicit entries have been identified. Suppose that a real symmetric matrix A (0) , whose graph is a subgraph of T , is the direct sum of irreducible
p . Let J(A (0) ) be the Jacobian matrix of F with respect to the implicit entries evaluated at
, and suppose
(1) every off-diagonal implicit entry in A (0) has a nonzero value;
l ) = 0 for exactly one l ∈ {1, 2, . . . , p}; (3) for each l = 1, . . . , p, the columns of J(A (0) ) associated with the implicit entries of
The Jacobian reduces to a block diagonal form so we can merely check the nonsingularity of each component's Jacobian instead. We therefore only need to examine the case of a single generalized star. We can use the previous lemma to "chain together" multiple generalized stars into a linear tree, hence proving the sufficiency of the LSP conditions. Lemma 9, though extremely technical, ensures that we can select enough implicit entries to create a nonsingular Jacobian.
We also exploit a one-to-one correspondence between the entries of a tridiagonal matrix and the eigenvalues of it and its principal minor.
Theorem 8. [2]
Given {ω 1 , . . . , ω n } and {µ 1 , . . . , µ n−1 } which interlace as follows:
there exists a unique symmetric tridiagonal matrix J with positive off-diagonal entries, such that the spectrum of J is {ω k } n k=1 and the spectrum of J with its last row and column removed is {µ k } n k=1 .
Therefore, instead of regarding such a matrix as determined by its 2n − 1 matrix entries, we can regard it as determined (up to a sign) by 2n − 1 eigenvalues. This is our key technical innovation.
Lemma 9. Begin with a matrix A whose graph is a generalized star T , with arm lengths l 1 . . . l k and upwards multiplicity listq = ( q 1 , · · · , q u ). Let this have distinct upwards eigenvaluesμ 2 , . . . ,μ 2u and non-upwards eigenvalues λ 1 , λ 3 , . . . , λ 2u+1 . We may select u + 1 variables of A, such that the Jacobian of
Proof. First note that the upwards multiplicity list alternates upwards-nonupwards eigenvalues (including upwards zeros, if necessary). Therefore the hypothesis that upwardsμ i and non-upwards λ i alternate is justified. This allows us to pair each non-upwards λ i , except for the largest, with an upwards counterpart. We begin by assigning the upwards eigenvaluesμ i to a vertex onq i + 1 distinct arms of our stars T . By the Parter-Weiner theorem there must be a vertex v such that removing v increases the multiplicity of v; since we may take the vertex to have degree ≥ 3, this must refer to the central vertex of our generalized star. Hence we have m A(v) (μ i ) = m A (μ i ) + 1 =q i + 1, and A has eigenvalueμ i with multiplicityq i .
As we perturb our matrix, these eigenvalues are still assigned to arms, hence they must still be eigenvalues of the whole generalized star. Therefore, we only need a determinant condition on the u + 1 nonupwards eigenvalues.
When dealing with simple stars, we can assume our matrix is of the form 
whose determinant can be explicitly calculated [8] . However, since our matrix A has a generalized star as its underlying graph, we can assume it is of the form
where each a i is a row vector with a single nonzero entry in the first position. Each B i is also a symmetric tridiagonal matrix, corresponding to a single arm of our star.
We also fix some notation. If B i is the block matrix corresponding to arm i, we say that it has size n i if the underlying path consists of n i vertices. We will let B i (1) denote the principal submatrix of B i corresponding to deleting the first row and column. Let {γ
ni } denote the n i eigenvalues of B i , which must necessarily be distinct since B i is a symmetric tridiagonal matrix. Let {η
, and note that they strictly interlace the γ (i) eigenvalues by the interlacing inequalities 4; explicitly we have,
ni . Since the determinant is the product of all the eigenvalues, we also have the expansion
and similarly for B i (1).
Expanding the characteristic polynomial of A as a function of the matrix entries is an exercise in futility. Instead, our main technical innovation is to recognize that a real symmetric tridiagonal matrix is completely specified (up to a sign) by its eigenvalues and the eigenvalues of its principal submatrix. The exact statement of the result is provided by Theorem 8. Therefore, instead of expanding the characteristic polynomial of A in terms of the matrix entries, we expand it in terms of the eigenvalues of each B i and B i (1), along with the entries {a 0 , a 1 , . . . , a k }. We begin by applying the neighbors formula, expanding around the central vertex, and rewriting in our block matrix notation:
, and now we will form a (u + 1) × (u + 1) Jacobian matrix. Consider an arbitrary arm; some number of distinct upwards eigenvalues were initially assigned to this arm. We associate at most that many non-upwards eigenvalues to this arm. We associate u non-upward eigenvalue constraints to arms while respecting this llimitation. Considering an arbitrary arm, B i , to which we have associated l i eigenvalue constraints. We then form the Jacobian with respect to a i and l i − 1 eigenvalues of B i (1), which WLOG we relabel {η
li−1 }. We also always form the Jacobian with respect to a 0 , which accounts for the last eigenvalue constraint.
Our Jacobian is of the initial form
where each M i is the following (u + 1) × l i matrix
Each subsequent row will be a copy of the first, with λ 1 replaced by λ j . Note that a priori each M i is a rectangular matrix without a well defined determinant. However, for simplicity we will refer to its determinant, which refers instead to the determinant of the full Jacobian J. Since multiplying rows and columns by non-zero constants preserves singularity and non-singularity, we divide each row in our Jacobian by k l=1
p B l (λ j ), and divide out by nonzero prefactors such as negative signs, constants, and a i . This gives us the renormalized Jacobian
The ratio of characteristic polynomials simplifies as
We now denote by
We now take the second column and subtract it from each subsequent column (but not the first). For column j, we obtain
is a constant down the column, and is nonzero since the η's strictly interlace theμ's, we can
from the entire determinant while preserving singularity or nonsingularity. Note that we cannot factor out β i since it explicitly depends on λ. Iterating this process by subtracting the new third column from each subsequent column, and so on, yields the following simplified submatrix:
Bi (1) λ1
Regarding the numerators as polynomials in λ, the right-most column has numerator degree 0, the next has degree 1, and so on. Hence we can sweep left, subtracting appropriate multiples of the right most column from every other column so that the constant terms in the numerator are zero. We can iterate this process, subtracting appropriate multiples of the second right-most column from column to its left. In general, everything except the leading term can be cancelled, leaving
We can now sweep left again, creating an arbitrary λ polynomial of degree j in column j by adding appropriate multiples of columns to the right. We will in fact put
in the numerator, which will cancel with partial denominator products. This finally gives the much simpler matrix
In column j, we now employ the partial fraction decomposition
where each constant in front of
is nonzero since an upwards eigenvalue cannot be assigned to an arm twice. Since the left-most column has a single term in its partial fraction expansion, we can use it to eliminate any subsequent occurrence of
by subtracting appropriate multiples of the first column from subsequent columns.
Iterating this process from left to right and dividing out by the nonzero constants in the partial fraction expansion gives the further simplified matrix 
We finally stop regarding β i (λ 1 ) as a constant and partial fraction each entry again, giving
where each constant in the expansion is nonzero by strict interlacing and uniqueness of the eigenvalues under consideration. We now consider the entire Jacobian
The determinant is an alternating multilinear form on the columns of this matrix; hence, the determinant is additive across columns and zero if two columns are identical. We expand the determinant across every possible combination of columns with respect to the partial fraction expansion we just performed. However, every possibility except one leads to two identical columns -each λ was associated with a uniqueμ j , and there were u of these associations. If we pick a 1 λ−μ l for a differentμ l , we will have a repeated column by the pigeonhole principle. Therefore, relabelling the upwards eigenvalues we chose asμ 2 ,μ 4 , . . . ,μ 2u , since we have a column corresponding to each, we can consider the (u + 1)
This determinant is a bordered variant of Cauchy's double alternant [9] . The following rescaled determinant has already been explicitly computed [8] :
Since we have λ 1 <μ 2 < λ 2 < · · · <μ 2u < λ 2u+1 with strict interlacing, we finally have that
so that our Jacobian is nonsingular.
For example, consider the assignment of Figure 3 .1, to a generalized star T on 7 vertices with ordered upwards multiplicity listL v (T ) = (1,2, 1,0, 1,0, 1,0, 1) , corresponding to any numerical eigenvalues (λ 1 ,μ 2 , λ 3 ,μ 4 , λ 5 ,μ 6 , λ 7 ,μ 8 , λ 9 ).
A single unique instance of eachμ 2i has been outlined blue, and dictates what variables we construct a Jacobian with respect to. There are many possible choices, but any of them lead to a nonsingular Jacobian. 
with blue text corresponding to variables we construct a Jacobian with respect to. We now compose this map with a smooth change of variables (α, β, γ) → (η
2 ), and will construct a Jacobian with respect to a 0 , a 1 , a 2 , a 3 , η (3) 1 . Label the shortest arm as 1, the length 2 arm as 2, and the length 3 arm as 3. We then have several parameters attached to each arm:
• Arm 1: n 1 = l 1 = 1, β 1 (λ) = 1 (empty product);
Our Jacobian is then of the form . . . . . .
We then perform two sweeps left, first to leave only the highest possible powers of λ in the numerator, and then to form a polynomial designed to cancel a partial product in the denominator. In this case, we add η
1 −μ 4 times column 5 to column 4. This yields . . .
where for the second equivalence we partial fraction each rational function after a β i prefactor, and then perform column subtraction from left to right within each column grouping corresponding to an arm. Note that there is now a canonical method to associate a unique µ 2i to a column, by the factor after each β i . We now partial fraction each β i and exploit multilinearity of the determinant, by noting that every choice of columns besides the canonical one will lead to two repeated columns. Therefore, our determinant is proportional to the determinant of the bordered double alternant
which is nonzero.
Using this, we can provide a straightforward proof of the necessity of the LSP conditions by using the exact method of [8] . Proof. Necessity of the LSP was proved in [8] . For the converse, we will apply the implicit function theorem method. Consider the tabular form of the LSP, which has been completed for L. Our initial matrix A (0) will be the direct sum of several simpler matrices. Since each assignment to a single generalized star component is valid, and can be achieved with arbitrary numerical values of the eigenvalues, we use a generalized star satisfying this assignment as our initial matrix at each g-star component. For each connecting path, to which |s j | non-upwards eigenvalues have been assigned, we will then associate a diagonal matrix with those eigenvalues on the main diagonal. By Lemma 9 we can construct a Jacobian which is nonsingular at A (0) , and the conditions of Lemma 7 have now been met. Hence, by the implicit function theorem we can construct a matrix with graph L and spectrum generated by the LSP.
Corollary 11 (Inverse Eigenvalue Problem for Linear Trees).
Begin with a linear tree L, and an ordered list of eigenvalues L = {α 1 , . . . , α n }, where α i occurs with multiplicity λ i . This is the spectrum of a real symmetric matrix in S(T ) if and only if the ordered multiplicity list {λ 1 , . . . , λ n } can be constructed by the Linear Superposition Principle 2.
Consequences of the LSP
The sufficiency of the Linear Superposition Principle has a number of very interesting consequences, namely the Degree Conjecture, a result on subdivision of multiplicity lists, a result on augmentation of the underlying tree, a bound on the minimum number of ones among the multiplicity lists of T , and a formula for the maximum multiplicity of an eigenvalue in a multiplicity list.
Let L(T ) denote the set of unordered multiplicity lists matrices who graph is T . The Degree Conjecture asserts that a tree with k high degree vertices with degrees
Corollary 12. The Degree Conjecture holds for linear trees.
Proof. The work [8] proves that any family of linear trees satisfying the sufficiency of the LSP conditions then satisfies the Degree Conjecture.
We can also study the subdivision of multiplicity lists.
Corollary 13. Let T be a linear tree with
Proof. The paper [1, Theorem 9] shows that this result follows for any linear tree satisfying the sufficiency of the LSP.
We can prove a similar conjectured result concerning augmented multiplicity lists. Fix a tree T . Then we can augment T to construct T ′ in two ways: adding a pendant vertex or subdividing an edge by placing a vertex between its two endpoints. While constructing the set of ordered multiplicity lists L 0 (T ′ ) is equivalent to the entire multiplicity list problem and an extremely subtle question, we can easily limit the set L 0 (T ′ ). Let L 
and
Proof. The second claim follows from the first, since it simply ignores list orderings. Since T is linear, T ′ will also be linear, and will consist of T will an extra vertex in some intermediate path or with a generalized star whose arm has been elongated by 1.
Consider L ∈ L 0 (T ) and the underlying superposed lists that generate it. In the first instance, we construct an extra column in the tabular form of the LSP and insert a single 1 in the row corresponding to the path we've augmented. In the second, we add either two or three columns and then insert either 10,0 1, or0 10 in the row corresponding to the generalized star we augmented. The three cases account for augmenting the beginning, end, or middle of the row respectively. By the sufficiency of the LSP, each of these lists is actually achieved bt T ′ , so
Consider a multiplicity list L ′ ∈ L 0 (T ′ ). If T ′ was obtained from T by augmenting an intermediate path, we simply delete a 1 from the row corresponding to that path, which yields a valid superposition yielding L ∈ L 0 (T ).
The effect of adding this 1 back in is to augment some element of L by 1, hence L ′ ∈ L + 0 (T ). If we obtained T ′ from T by augmenting an arm in a generalized star, we can use the same reasoning but have multiple cases. In the row corresponding to the generalized star we augmented, either we remove 10,0 1,0 10, or map m → m − 1 for some m ≥ 1. This gives L ∈ L 0 (T ), and recovers L ′ by augmenting some element of L by 1. Since these exhaust the possibilities for generating T ′ from T , the claim follows.
There are several basic functions studying extremal multiplicity lists that occur for a given tree. One such function is U (T ), which we let denote the minimum number of ones among the multiplicity lists of T . Note that U (T ) ≥ 2 for any tree, since the largest and smallest eigenvalues of a graph must occur with multiplicity one, by the interlacing inequalities.
Corollary 15. For any linear tree T , we have
where D 2 (T ) denotes the number of degree two vertices of T .
Proof. The paper [5] shows that this upper bound follows for any tree satisfying the Degree Conjecture.
This is not a strict inequality, since a simple star has no degree two vertices and achieves U (T ) = 2.
Another function studying extremal multiplicity lists is M (T ), which counts the maximum multiplicity of an eigenvalue in all multiplicity lists achievable by T . The following corollary is a direct generalization of the known
where s is a path of length ≥ 1. Contrast it with the easily shown equality
where each T i is a generalized star. 
Proof. We can construct a column in the tabular form of the LSP which achieves an eigenvalue with this maximum multiplicity. Begin by fixing an eigenvalue λ, and then consider the column corresponding to it. Each of the k b
rows has the maximal element M (T i ), and each of the k non-empty c + i rows has maximum element 1. We can align these local maxima under the column corresponding to λ, and the fill in the table to the left and right consistently (for instance, by having a single element in each column, while respecting the order or each row). Because the contribution by each row is locally maximum, this is a global bound. By the sufficiency of the LSP conditions a matrix for L achieving this bound actually exists, giving sharp equality.
More Consequences: Diameter Minimality of Linear Trees
Closely related to U (T ) is c(T ), the minimum number of distinct eigenvalues that a matrix whose graph is T must have. If T is a path, c(T ) = n, and if T is a star we have c(T ) = 3. In general, we have the bound c(T ) ≥ d(T ) [6] , where d(T ) is the diameter of T -the length of the longest path between two vertices in T , measured in terms of vertices. If we have the equality c(T ) = d(T ), we call T diminimal (for diameter minimal). While c(T ) = d(T ) in general, every tree on ≤ 6 vertices is diminimal. We demonstrate an analogous statement for linear trees.
A star T with arm lengths (l 1 , l 2 , . . .) (in decreasing order) has diameter d(T ) = l 1 + l 2 + 1, and is also diminimal.
When T has only two arms, we can associate a canonical multiplicity list with length d(T ) to T , which we call an optimal list. The optimal list equals (1,1, 1, . . . , 1,1, 1,0, 1, . . . , 1,0, 1) , where we have l 2 upwards1s and l 1 − l 2 upwards0s, so that the total list has length 2l 1 + 1. Note than this is a valid multiplicity list, and contains
entries. An optimal list for a path of length n will be (1, 0, 1, 0, . . . , 0, 1), which has n − 1 zeros and n ones. Proof. Since we already know c(T ) ≥ d(T ) for any tree, we simply need to construct a multiplicity list with length d(T ) to prove diminimality.
We first reduce the problem to considering linear trees where each generalized star has ≤ 2 arms. Given a linear tree T = L (T 1 , s 1 
is obtained from T i by deleting every arm except the two longest. Since d(T ) can only depend on the two longest arms across every star and the intermediate paths,
, we can construct a multiplicity list of the same length in L 0 (T ) by increasing some of the upwards eigenvalues from each row corresponding to a generalized star, so that proving diminimality of T ′ proves diminimality of T .
We now consider two cases, depending on whether the diameter consists of two arms from the same generalized star, or from one arm from each of two stars and the induced connecting path. Note that some linear trees will satisfy both cases, such as on the tree of Figure 5 .2.
(1) Consider the case when the diameter of the linear tree T = L(T 1 , s 1 , . . . , s k−1 , T k ) consists of two arms from the same generalized star. Construct optimal lists for every star and path component, and superpose our optimal lists as in Figure 5 .1, where the row in blue corresponds to the generalized star whose arms form the path inducing the diameter of T .
. . . For a concrete example, consider the tree of Figure 5 .2. Note that our construction forms a valid superposition since each column alternates upwards and non-upwards multiplicities. Furthermore, the resulting list still has diameter d(T ) since we only augment nonzero entries from the optimal list for T i . If we are j rows below (or above) the longest row (which corresponds to T i ), there are still l 2 − j upwards multiplicities which are at the bottom (or top) of a column. A generalized star at this row must have a longest arm of length ≤ l 2 − j, else we could find a larger diameter which includes a portion of this star. Similarly, any path at this row must have ≤ l 2 − j vertices. Therefore, the optimal list will always terminate to the left of the indicated line, and our superposed list will have as many nonzero entries as the longest row -which is exactly d(T )! As before, we construct optimal lists for each star and path component of our linear tree. We then superpose these optimal lists as in Figure 5 .3, where the blue rows correspond to generalized stars contributing to the diameter, and the green rows correspond to the intermediate path. The vertical line denotes the point after which both blue lists do not contain any1s. After superposing the blue and green rows, the multiplicity list will have length ≤ 2 + n + l 1 + l 2 + (m 1 − l 2 ) = d(T ), since each of the n green rows adds one to the length of the multiplicity list, while leaving the number of upwards eigenvalues we can superpose with unchanged. Therefore, at each step we are still able to superpose, and superposing the last row augments at most m 1 − l 2 columns which originally summed to 0. Superposing the black rows above and below will not increase the length of the multiplicity by identical reasoning to the previous case; any row which extends past the vertical black line implies the existence of a sufficiently long branch contradicting the maximality of the diameter. 
