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Using a numerical implementation of the ADHMN construction, we compute the
fields and energy densities of a charge three monopole with tetrahedral symmetry
and a charge four monopole with octahedral symmetry. We then construct a one
parameter family of spectral curves and Nahm data which represent charge four
monopoles with tetrahedral symmetry, which includes the monopole with octahedral
symmetry as a special case. In the moduli space approximation, this family describes
a novel kind of four monopole scattering and we use our numerical scheme to construct
the energy density at various times during the motion.
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1 Introduction
BPS monopoles are topological solitons in a Yang-Mills-Higgs gauge theory in three
space dimensions. The equation for static monopoles is integrable, so that a variety of
techniques are available for studying monopoles and constructing solutions. Monopoles
of charge one and two are well-understood, with explicit solutions known, but for higher
charges the situation is not so clear. Despite the integrability of the equation, explicit
solutions for charge three and above are known only in the axisymmetric case, which
corresponds to coincident monopoles. Very recently, some progress has been made in this
area [1] with existence proofs for a charge three monopole with tetrahedral symmetry
and a charge four monopole with octahedral symmetry. In this paper, we compute these
monopoles using a numerical implementation of the Atiyah-Drinfeld-Hitchin-Manin-Nahm
(ADHMN) construction and display their energy densities.
When time dependence is introduced, the monopole equation of motion is not inte-
grable. However, analytical progress can still be made, via the moduli space approxima-
tion [2], from knowledge of the static monopoles. This has been extensively studied for
the case of charge two monopole scattering [3], but the extension to higher charges has
proved a less tractable problem. We have made some progress in this area and present
our results on a particularly symmetric example of charge four monopole scattering. The
charge four monopole has tetrahedral symmetry throughout the motion, which is the key
to our construction of the relevant spectral curves and Nahm data. We use our numerical
scheme to display the energy density at various times.
2 Monopoles, spectral curves and Nahm data




for SU(2) BPS monopoles in IR3. Here Di =
∂
∂xi
+ [Ai, is the covariant derivative with Ai
the su(2)-valued gauge potential and Fjk the gauge field. Φ is the Higgs field, which is an
su(2)-valued scalar field satisfying the boundary condition





) as r →∞ (2.2)
where r = |x|, ‖Φ‖2 = −1
2
trΦ2 and k is a positive integer, known as the magnetic charge.
We shall refer to a monopole with magnetic charge k as a k-monopole. The energy density,






The energy is the integral of E over all space and is equal to 8pik.
Equation (2.1) may be obtained by dimensional reduction of the self-dual Yang-Mills
equation in IR4, for which there is a well-known twistor correspondence; namely that solu-
tions of the self-duality equations correspond to certain holomorphic vector bundles over
the standard complex 3-dimensional twistor space. This correspondence may be reduced
[4, 5, 6] to give that monopoles correspond to particular holomorphic vector bundles over a
2
mini-twistor space TT, which is a 2-dimensional complex manifold isomorphic to the holo-
morphic tangent bundle to the Riemann sphere ie TT∼=TCIP1. Moreover, the bundle (and
hence the monopole) is determined by an algebraic curve in TT, called the spectral curve,
which must satisfy certain reality and non-singularity conditions.
The space TT is a fibre bundle over CIP1 with each fibre being a copy of C. Let ζ be the
standard coordinate on the base space and η the fibre coordinate, then the three spectral










(ζ8 + 14ζ4 + 1) = 0 (2.5)
η4 +i36aκ3ηζ(ζ4 − 1) + 3κ4(ζ8 + 14ζ4 + 1) = 0. (2.6)
In [1] it is proved that (2.4) is the spectral curve of a 3-monopole with tetrahedral symmetry
and that (2.5) is the spectral curve of a 4-monopole with octahedral symmetry. It is the
monopole fields and energy densities which correspond to these two spectral curves that
we shall compute numerically in Section 3. In Section 4 we shall prove that (2.6) is the
spectral curve of a 4-monopole with tetrahedral symmetry for all a ∈ (−3−5/4√2, 3−5/4√2)
where 2κ is the real period of the elliptic curve
y2 = 4(x3 − x + 3a2). (2.7)
If a = 0 then (2.6) becomes (2.5), so that at this point the 4-monopole has octahedral
symmetry.
Although the spectral curve approach to monopoles is a very useful and powerful tech-
nique, its main drawback is that the non-singularity constraint, which an algebraic curve
must satisfy to be the spectral curve of a monopole, is rather formidable to check. However,
there is an alternative approach to the construction of monopoles which nicely complements
the spectral curve formulation, in the sense that the non-singularity of the monopole is
automatic. The ADHMN construction [7, 6] is an equivalence between k-monopoles and
Nahm data (T1, T2, T3), which are three k × k matrices which depend on a real parameter








(ii) Ti(s) is regular for s ∈ (0, 2) and has simple poles at s = 0 and s = 2,
(iii) the matrix residues of (T1, T2, T3) at each pole form the irreducible k-dimensional
representation of SU(2),
(iv) Ti(s) = −T †i (s),




Equation (i) is equivalent to a Lax pair and hence there is an associated algebraic curve,
which is in fact the spectral curve. Explicitly, the spectral curve may be read off from the
Nahm data as the equation
det(η + (T1 + iT2)− 2iT3ζ + (T1 − iT2)ζ2) = 0. (2.9)
In Section 3, we review how to obtain the monopole fields from the Nahm data and
explain our numerical implementation of this procedure.
3 Numerical ADHMN construction
Finding the Nahm data effectively solves the nonlinear part of the monopole construc-
tion but in order to calculate the fields themselves the linear part of the ADHMN con-
struction must also be implemented [7, 6]. Given Nahm data (T1, T2, T3) for a k-monopole




+ 1k ⊗ xjσj + iTj ⊗ σj)v = 0 (3.1)
for the complex 2k-vector v(s), where 1 k denotes the k × k identity matrix, σj are the
Pauli matrices and x = (x1, x2, x3) is the point in space at which the monopole fields are







then the solutions of (3.1) which we require are those which are normalizable with respect
to (3.2). It can be shown that the space of normalizable solutions to (3.1) has (complex)
dimension 2. If v̂1, v̂2 is an orthonormal basis for this space then the Higgs field Φ is given
by
Φ = i
[ 〈(s− 1)v̂1, v̂1〉 〈(s− 1)v̂1, v̂2〉
〈(s− 1)v̂2, v̂1〉 〈(s− 1)v̂2, v̂2〉
]
. (3.3)
There is a similar expression for the gauge potential but we shall not need this here.
In some cases this procedure, which goes from Nahm data to the Higgs field, may be
completed analytically to give an explicit closed form for Φ. However, the Nahm data
which we consider in this paper is sufficiently complicated that to calculate a closed form
expression for Φ appears not to be a tractable problem. We therefore turn to a numerical
implementation of the above procedure, which we now describe.
The first issue we confront in a numerical approach is to calculate numerical values
for the Nahm data on the interval s ∈ [0, 2]. Although we shall have explicit expressions
for the Nahm data this is still not quite a trivial issue, since the expressions involve the
Weierstrass elliptic function ℘ and its derivative. However, we can keep the number of
calculations of Ti(s) to a minimum by noting that if a fixed step ODE solver is used to
integrate (3.1) then the Nahm data is required at the same s values for every integration
of (3.1) for all initial conditions and x positions. Therefore we compute, once and for all,
Ti(s) at 2P equidistant points for s ∈ [0, 2] and store these values, which are then used as
a look-up table when integrating (3.1) by a fourth order Runge-Kutta method with fixed
steplength ds = 2P−1. The values in the look-up table are computed from the closed form
expressions using MATHEMATICA.
4
Let Ω(I) denote the space of solutions to (3.1) which are normalizable for s in the
interval I. Then we require a basis for the 2-dimensional space Ω([0, 2]). The question we
now address is how to obtain this basis from solutions of the initial value problem (IVP)






where Bs is a regular 2k × 2k matrix function of s ∈ [0, 2). This is a regular-singular
problem so that Ω([0, 2)) has dimension N , where N is the number of positive eigenvalues
(counted with multiplicity) of B0. If N was equal to 2 then we could easily compute a basis
for Ω([0, 2]) since it would (almost) be given by a basis for Ω([0, 2)), which can be found
by integrating (3.1), as described above, with two different initial conditions. However, for
all the cases considered in this paper we find N > 2, so that the problem requires a little
more work. By symmetry of the Nahm data, if we consider the IVP of (3.1) at the pole
s = 2 (with ds < 0) then we have a similar regular-singular problem involving a matrix
which again has N positive eigenvalues. By integrating this IVP we can compute a basis for
the N -dimensional space Ω((0, 2]). The 2-dimensional space we require is the intersection
of the above two N -dimensional spaces ie
Ω([0, 2]) = Ω([0, 2)) ∩ Ω((0, 2]). (3.5)
To find the intersection of these two spaces is a shooting problem but because the ODE
(3.1) is linear this shooting problem can be reduced to linear algebra as follows. Let
u1(s),u2(s), ..,uN(s) denote N 2k-vectors which form a basis for Ω([0, 2)) and
uN+1(s),uN+2(s), ..,u2N(s) a basis for Ω((0, 2]). Explicitly these vectors are computed by
solving the IVP at s = 0 and s = 2 with N different initial conditions each. Define the









then we need to find a basis for the 2-dimensional kernel of U ie to solve the matrix equation
Uw = 0 (3.7)
for w = (w1, ..., w2N) 6= 0. Numerically this is performed by row reduction of the matrix
U followed by back substitution. Let w(1) and w(2) denote two independent solutions to






j uj(s) if 0 ≤ s ≤ 1
−∑2Nj=N+1 w(l)j uj(s) if 1 < s ≤ 2
(3.8)
for l = 1, 2. To summarize, the above procedure consists in integrating (3.1) N times from
each end of the interval [0, 2] to the centre and then finding linear combinations of these
solutions such that these combinations, which start at each end of the interval, match at
the centre.
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Given v1 and v2 we use the Gram-Schmidt orthonormalization algorithm, with inner
product (3.2) (and the integral calculated from the P data values via a simple Simpsons
rule), to obtain two orthonormal vectors v̂1, v̂2. The Higgs field Φ is then computed
according to (3.3) and to calculate the energy density we make use of the formula
E = 4‖Φ‖2 (3.9)
where 4 denotes the laplacian on IR3. Numerically we use the above scheme to calculate
‖Φ‖2 on a spatial lattice of M×M×M points and approximate the laplacian in (3.9) using
a finite difference method with a 7-point stencil. This completes our numerical ADHMN
algorithm.
Although every stage of our algorithm is a relatively inexpensive computing task each
must be executed many times to build up a detailed picture of the energy density. To
produce each of the energy density plots appearing later in the paper we used the values
P = 50 and M = 31, with (x1, x2, x3) ∈ [−5, 5] × [−5, 5] × [−5, 5]. This means that the
ODE (3.1) must be solved to the order of 105 times to produce one energy density plot.
Implementing our scheme on a workstation gave a run time of approximately 30 minutes
to produce the data for each plot.
The Nahm data which correspond to the spectral curves (2.4) and (2.5), of a 3-monopole
with tetrahedral symmetry and a 4-monopole with octahedral symmetry respectively, is
given in [1] and we shall make use of it now. The method used to obtain these data is
reviewed in Section 4 when we shall use it to calculate the Nahm data for the spectral
curve (2.6). Not all the Nahm data given in [1] explicitly satisfies conditions (iv) and (v)
given earlier. However the properties of the associated spectral curves implies that there
exists a constant k × k matrix in each case such that conjugation of the Nahm data by
this matrix produces equivalent Nahm data which does satisfy the conditions, and this is
enough. Conjugation by a matrix is equivalent to a change of basis for the k-dimensional
representation of SU(2) formed by the matrix residues of (T1, T2, T3) at the s = 0 pole. For
our purposes it is convenient if this is a real representation and so (if necessary) we make
a transformation to achieve this. In the case k = 3 the Nahm data from [1] is equivalent
to
T1 =
 0 0 00 0 −z
0 z¯ 0
 T2 =
 0 0 −z¯0 0 0
z 0 0
 T3 =

















and ℘ is the Weierstrass function satisfying
℘′2 = 4℘3 − 4 (3.12)
where ′ denotes differentiation with respect to the argument.
With this Nahm data equation (3.1) is equivalent to the set of coupled ODE’s
v˙1 + x3v1 + (x1 + ix2)v2 + izv3 − z¯v6 = 0
v˙2 − x3v2 + (x1 − ix2)v1 − izv4 + z¯v5 = 0
v˙3 + x3v3 + (x1 + ix2)v4 − iz¯v1 − izv6 = 0 (3.13)
v˙4 − x3v4 + (x1 − ix2)v3 + iz¯v2 − izv5 = 0
