Instead of achievable rate in the conventional association, we utilize the long-term rate to design two types of association strategies for load balancing in heterogeneous cellular networks (HCNs). In the first type, we try to balance the network loads by maximizing the weighted sum of long-term rates. Based on this type, we introduce a power control (PC) to mitigate the network interference and reduce the energy consumption in the second type. Since the long-term rate of any user associated with some base stations (BSs) mainly depends on the achievable rate received by this user from the selected BS and the load of this BS, it can be used as a key factor of association design for load balancing in HCNs. To solve the first association problem, we design a one-layer iterative algorithm by converting the original sum-of-ratio form into a parameterized polynomial one. By combining it with a PC algorithm, we give a two-layer iterative solution for the second problem. Specifically, the outer layer performs a user association using the algorithm mentioned in the first type, and the inner layer updates the transmit power of each BS using a power update function. At last, we give some convergence and complexity analyses for these proposed algorithms. As shown in numerical results, the proposed strategies have a superior performance than the conventional association, and the second association strategy achieves a higher load balancing gain and energy efficiency than conventional scheme and other offloading strategies.
I. INTRODUCTION
W ITH the explosive growth of data traffic driven by various applications such as smartphones and tablets, the network operators have to find a good way of improving the network capacity. The conventional macrocellular network is primarily designed to guarantee the basic coverage and is clearly not a good solution to cope with this challenge [1] - [4] . As a most promising solution to handle the data deluge, increasing the density of base stations (BSs) can reduce the frequency reuse distance and thus improve the system capacity [5] - [7] . Heterogeneous cellular networks (HCNs)-consisting of conventional macro BSs and heterogeneous elements such as pico BSs, femto BSs, distributed antennas and so on-have recently emerged as a cost-effective solution to handle the exploding and uneven data traffic demands.
In HCNs, the various BSs have significantly different transmit power. When the conventional signal strength-based association strategy (e.g. maximal achievable rate association) is applied to HCNs, the obtained load distribution may be very imbalanced because most users are associated with high-power BSs and very few users can be attracted by low-power BSs. Such an imbalance will mean that the resources of underloaded BSs cannot be fully utilized due to the limited number of associated users and some users may not be served by the overloaded BSs because of insufficient resources. In order to improve the system performance of HCNs, i.e., fully utilize the system resources and improve the user experience, a user association (UA) strategy with an offloading capability should be designed, which is also named as an offloading strategy. In addition, the users associated with low-power BSs often receive the strong interference from high-power BSs, which greatly degrades the system performance. To further improve the user experience and reduce the power consumption, the joint UA and power control (PC) for load balancing should be a good option in downlink HCNs.
A. Related Work
Unlike the conventional cellular network, the design of effective association strategies for load balancing in HCNs becomes more difficult because some different BSs coexist, and attracts more and more attention [8] , [9] . In order to balance the network loads among different BSs, many kinds of offloading strategies are designed for HCNs. 0018-9545 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications standards/publications/rights/index.html for more information.
As a frequently utilized approach, the biasing method [10] - [13] balances the network loads by adding a biasing factor/offset to low-power BSs, where the factor/offset can theoretically narrow the transmit power gap (difference) between high-power and low-power BSs. It is noteworthy that such a gap between transmit power of MBS and PBS exactly represents the difference between them, and can take the absolute value achieved by subtracting the transmit power of PBS from the one of MBS. Although the biasing method is simple, it may be undesirable in the practical implementation because the optimal factor/offset with a closed-form expression cannot be found.
To avoid searching the optimal factor/offset, some efforts have been made to design other effective association strategies. In [14] - [17] , the authors considered the maximal sum-utility association that can offload low-rate users from high-power BSs to low-power BSs, where the utility is denoted as a logarithmic function of long-term rates. The authors in [14] - [16] investigated the load balancing problem under an equal bandwidth allocation, but the authors in [17] studied the same problem under the co-channel deployment, orthogonal deployment and partially shared deployment. Unlike other works, the authors in [18] considered a minimal pathloss association and the ones in [19] took account of a repulsive cell activation. The former is simple but offloads the users in a relatively random manner, whereas the latter is complicated because the optimal minimal separation distance cannot be given in a closed form.
In order to mitigate the across-tier and inter-tier interferences, some designers jointly considered the UA and PC for uplink HCNs [20] , [21] . In these association strategies, the authors often minimized the uplink power consumption (the sum of uplink transmit power) [20] or the one mixed with other objective [21] . Compared with uplink HCNs, the related works are fewer in downlink HCNs.
To reduce the power consumption of BSs and meanwhile enhance the system performance in the UA phase, many authors in [21] - [23] introduced an indirect PC, i.e., the beamforming. However, such a consideration may be unreasonable since the UA often takes place at a fairly long time scale but the beamforming utilizes a shorter one [16] . Evidently, the UA utilizes a slow-fading channel, but the beamforming adopts a fast-fading one [24] - [26] . So far, the research on joint UA and direct PC may be just found in [16] , which optimized a network utility maximization problem with a direct PC. Significantly, the direct PC is also simply referred to as a PC in this paper, and it directly adjusts the transmit power of BSs and doesn't need the beamforming.
In addition, some authors in [27] were also in favour of power allocation during the UA for downlink HCNs. Significantly, the power allocation [28] , [29] often refers to that the transmit power of some BS is allocated to its associated users under the QoS (quality of service) constraints, but the PC [30] can be regarded as the change (decrement) of transmit power of some BS or user. Unlike the former, the latter doesn't often concern the QoS constraints. Evidently, the power allocation in the association problem may not guarantee the user fairness and waste the resources. Specifically, some users may not be selected (associated with BSs) when the QoS constraints cannot be met, and the allocated power may be wasted when the associated users are not scheduled. Thus, the power allocation may be not a good option for the association problem. However, the PC may be worth advocating for the association design. The reason for this is that a PC can often achieve the goal of mitigating the network interference, reducing the power consumption and improving the user experience, and finally improves the spectral efficiency [31] and energy efficiency [32] , [33] .
So far, there are few works that jointly considered the UA and PC for downlink HCNs, and few works took account of a UA that maximizes the weighted sum of long-term rates for downlink HCNs, and no effort jointly performed the UA and PC to maximize the weighted sum of long-term rates for downlink HCNs. Considering that the long-term rate of any user associated with some BS mainly depends on the achievable rate received by this user from the selected BS and the load of this BS, we can take it as a key factor for load balancing, which is shown in [14] - [17] . Unlike the network utility optimization in [14] - [17] , we focus on an association problem that maximizes the weighted sum of long-term rates. That is to say, we have a different perspective from the aforementioned works, i.e., the weighted throughput maximization. In such an objective, the superiority of any user can be adjusted according to the practical requirement.
B. Contributions and Organization
In this paper, we design two association strategies that maximize the weighted sum of effective (long-term) rates, and then develop two effective association algorithms for the formulated problems. Specifically, we make the following contributions in this paper.
1) UA with maximizing the weighted sum of effective rates (UAMWSER): We design an association strategy that maximizes the weighted sum of effective rates, which is hardly considered in the existing works. According to the form of the finally formulated problem, we can develop an effective one-layer iterative algorithm to achieve its solution, which converts the sum-of-ratio form of original optimization problem into a parameterized polynomial one. 2) Joint UA and PC with maximizing the weighted sum of effective rates (JUAPCMWSER): To further reduce the energy consumption and mitigate the network interference, we introduce a PC into the strategy UAMWSER and thus obtain the strategy JUAPCMWSER. However, the novel optimization problem is in a more complicated form. To solve it, we try to design an effective two-layer iterative algorithm that alternatively optimizes the transmit power and association index. Specifically, the outer layer performs a UA using the algorithm developed in the strategy UAMWSER, and the inner layer updates the transmit power using a power update function (puf). 3) Giving the convergence and complexity analyses for the proposed algorithms: As for the proposed algorithms, we give some convergence proofs for them, especially for the UA and PC algorithms. In addition, we also give some complexity analyses for the proposed algorithms. The rest of this paper is organized as follows. In Section II, we give the system model, i.e., two-tier HCNs. In Section III, we propose two association strategies including UAMWSER and JUAPCMWSER. In Section IV, we perform the numerical simulation to show the effectiveness of the proposed strategies, and investigate the association performance such as load balancing gain, system throughput and energy efficiency. In Section V, the conclusions are drawn.
Notations: Boldface letter represents the vector (lower case, e.g., x) or matrix (upper case, e.g., X ). X n : represents the n-th row of matrix X, 
II. SYSTEM MODEL
At present, there exist two types of deployments for HCNs, i.e., regular and irregular deployments [9] . In the regular deployment, the MBSs (macro BSs) are deployed according to a conventional cellular framework, but users and other low-power BSs are randomly scattered into each macrocell. Unlike the regular deployment, all users and BSs in the irregular deployment are deployed in a random manner. In addition, many works consider the Poisson point process (PPP) for modeling HCNs. In fact, it refers to the numbers of users and BSs obey the Poisson distribution. Whatever the deployment used for modeling HCNs, the essence of association strategy is unaffected by it. In other words, the performance differences among different association strategies are always consistent for the various deployments.
In this paper, we adopt the regular deployment for modeling the two-tier HCNs consisting of PBSs (pico BSs) and MBSs, which can be found in Fig. 1 . Specifically, the MBSs are deployed into a cellular framework, while all users and PBSs are scattered into each macrocell in a random manner.
We denote the set of BSs including MBSs and PBSs by N , and represent the set of users as K. In addition, we let cardinalities of sets N and K be |N | and |K| respectively. Then, the signalto-interference-plus-noise ratio (SINR) received by user k ∈ K from BS n ∈ N can be written as
where p n represents the transmit power of BS n; g nk denotes the channel gain between BS n and user k; σ 2 n is the noise power of BS n. Then, the achievable rate of user k from BS n can be written as r nk = log 2 (1 + SINR nk ).
To proceed, we need to give the following definitions. Definition 1: The load of BS n is represented as y n = k ∈K x nk , where x nk is an association indicator, i.e., x nk = 1 when user k is associated with BS n, 0 otherwise.
Definition 2: If y n users are connected to BS n, the effective (long-term) rate of user k associated with BS n is given by
Since any parameter R nk is closely related with the achievable rate of user k associated with BS n and load (the number of associated users) of BS n, it can be regarded as a key association factor for load balancing in HCNs. Unlike the maximal achievable rate association, the association strategy based on the parameter R nk can reflect both the received signal strength of user k associated with BS n and the load level of BS n.
III. ASSOCIATION STRATEGIES
Next, we will give some detailed descriptions for the two association strategies involved in this paper. Considering the characteristic of effective rate, we can take it as a key factor for the design of association algorithm. To meet the practical implement requirements of users, we take account of different superiorities for them. At last, we design two association strategies that maximize the weighted sum of effective rates. In these two strategies, the one just performs a UA, but the other introduces a PC into the former. Note that the former refers to the strategy UAMWSER, and the latter refers to the strategy JUAPCMWSER.
A. Strategy UAMWSER
To maximize the system throughput, guarantee the user fairness and balance the network loads among different BSs, we optimize such a problem that maximizes the weighted sum of effective rates, and thus give the strategy UAMWSER. Mathematically, it can be formulated as
where X = {x nk , ∀n ∈ N , ∀k ∈ K}; w k represents the priority of user k; the first constraint shows that some user can be associated with only one BS. Seen from the association objective in the problem (2), we can know that its every element is closely related to the load of some BS and the achievable rate of some user associated with this BS. In order to maximize such an objective, the users don't always select some BSs with high achievable rates. Although these BSs have some high achievable rates, they may not provide sufficient resources for the associated users when they are in an overloaded state. To achieve the high user experiences, some users will not select these overloaded BSs, but they are in favour of the nearest underloaded BSs. Evidently, the strategy that maximizes the weighted sum of effective rates can relatively balance the network loads among different BSs. In addition, the users can properly set their superiorities according to the practical requirements.
Through a direct observation, we can easily find that the formulated problem is in a non-convex form and hard to tackle. To achieve its global optimal solution, we may need to search all possible combinations of UAs. However, it may be undesirable in a practical system, especially in a large-scale system. To effectively solve this problem, we try to design an algorithm by employing a Lagrangian multiplier method [34] , [35] .
By exploiting the powerful fractional programming approach [34] , we rewrite problem (2) into an equivalent form, given by
Evidently, the problem (3) can be converted into
n ∈N
where c nk = w k r nk . Seen from the problems (2) and (3), we can easily find that the problem (3) achieves a lower bound of (2) when w k R nk = ω nk holds. Similarly, the problem (4) can also achieve a lower bound of (2) when c nk = ω nk i∈K x ni holds.
To meet the demand of algorithm design, i.e., avoid the case "/0", we make some change for the second constraint in the problem (4). Specifically,
Evidently, the second constraint in the problem (4) should be met when the one in the problem (5) is met, and the problem (5) achieves a lower bound of (4).
It is easy to find that the problem (5) is in a mixed-integer and coupling form. For ease of algorithm design, some extra transformations may be needed for such a problem. To this end, we can change the problem (5) into a tractable form according to the following theorem.
Theorem 1: If X ,ω is the solution of (5), then there exists μ, such thatX satisfies the Karush-Kuhn-Tucker (KKT) conditions [36] of the following problem for μ =μ and ω =ω.
In addition,X also satisfies the following system equations for μ =μ and ω =ω.
On the contrary, ifX is the solution of (6) and satisfies the mentioned-above system equations for μ =μ and ω =ω, X ,ω also satisfies the KKT conditions of (5).
Proof: By introducing a Lagrangian multiplier μ = {μ nk , ∀n ∈ N , ∀k ∈ K} for the second constraint of (5), we can achieve a Lagrangian function with respect to this constraint, given by
Since X ,ω is the solution of (5), there existsμ nk for any n and k such that partial KKT conditions of (5) are as follows.
Considering that 1 + i∈Kx ni > 0 for any n, we can achieve the following results according to the equations (9) and (10) .
It is easy to find that the equations (9) and (10) are the KKT conditions of the following problem for μ =μ and ω =ω.
x nk = 1, ∀k ∈ K,
Evidently, the problem (13) can be simplified into the problem (6) . Thus, the first conclusion of Theorem 1 holds. Similarly, the contrary conclusion can be easily proved.
Theorem 1 shows that the solution of (5) can be found among the solutions of (6), which satisfies the equation (7) . In addition, such a solution should be the global one of (5) if it is unique [34] , [35] . In the practical implement, Theorem 1 also shows that a two-layer iterative algorithm is needed to find the optimal μ, ω and X. In such an algorithm, the inner loop optimizes X and the outer loop optimizes μ and ω to ensure the obtained optimal X meets the equation (7).
Through a direct observation from the problem (6), it is easy to know that its solution can be found according to
The rule (14) shows that any user k selects some BS n * to maximize the obtained utility ω n * k − i∈K μ n * i ω n * i . In other words, any user k selects some BS n * when the utility ω n * k − i∈K μ n * i ω n * i is the maximum among all possible associations. Evidently, the inner loop of the aforementioned two-layer iterative algorithm can directly find the optimal X according to the rule (14) and doesn't need any iteration. Based on the aforementioned analyses, a one-layer iterative algorithm to solve the problem (5) can be easily given. The detailed descriptions can be found in Algorithm 1, where μ and ω are updated via Newton-like method; X is decided according to the rule (14) ; moreover, we give the definitions of some functions for any n and k as follows:
In Algorithm 1, t 1 is the iteration index, T 1 represents the maximal number of iterations and the step 7 normalizes the multipliers to ensure that the Lagrangian function (8) is bounded. In this algorithm, the inner loop tries to find the optimal X, and the outer loop updates μ and ω under this X. Through such a treatment, we can find a feasible solution X satisfying the equation (7) .
Next, we will investigate the convergence of Algorithm 1.
Algorithm 1: UAMWSER.
1: Initialization: Set ξ = 0.5, ε = 10 −3 , t 1 = 1, and take arbitrarilyX t that satisfies the constraints of (6). Let
Any user selects some BS according to the rule (14) . 4:
If the following conditions are satisfied, then stop the algorithm. Otherwise, go to step 5.
Find the smallest m among m ∈ {0, 1, 2, · · · } satisfying
: Update μ and ω using Newton-like method:
Theorem 2:
The Algorithm 1 is guaranteed to converge. Proof: In the steps 5 and 6 of Algorithm 1, μ and ω are updated using Newton-like method, which has a linear convergence rate. When ξ m = 1, the update of μ and ω reduces to the Newton method who has a quadratic convergence rate. Specifically, the convergence of Algorithm 1 can be proven by employing a similar method used in [34] .
B. Strategy JUAPCMWSER
Based on the same target with strategy UAMWSER, we also optimize such a problem that maximizes the weighted sum of long-term rates. Moreover, in order to mitigate the network interference and reduce the energy consumption, we further consider a PC in the UA and thus give the strategy JUAPCMWSER. Mathematically, it can be formulated as n ∈N
where p = {p n , ∀n ∈ N }; p max n is the maximal (allowed) transmit power of BS n.
Since the objective function H (X, p) of (18) is non-convex with respect to transmit power p and is also tightly coupled with the integer association index X, this problem is a mixedinteger and nonlinear programming. Compared with the problem (2), the problem (18) has a higher computation complexity. To achieve its global optimal solution, we need to fully search the feasible power space with a small granularity along with all possible combinations of UAs. Thus, even for a centralized system, it may be infeasible to solve the problem (18) at each association slot. Now, we present a two-layer iterative algorithm to achieve a sub-optimal solution of (18), which alternatively optimizes the transmit power of BSs and the association indices of users. Specifically, the outer layer performs the UA under a fixed transmit power, and the inner layer updates the transmit power under some fixed association indices.
For any given feasible power p, we can easily obtain a simplified form of (18), i.e., problem (2) . Thus, we can solve the problem (18) with a fixed transmit power using Algorithm 1. In addition, for any given UA index X, the problem (18) can be simplified into the following PC problem:
According to the relation between effective and achievable rates, the problem (19) can be converted into
where η nk = w k x nk / i∈K x ni . To meet the demand of algorithm design, we let η nk = 0 when i∈K x ni = 0. In other words, the throughput of some BS should be 0 when no user is served by it.
Considering that the objective function of (20) is in a nonconvex form, we need to make some changes to achieve its convex form. Similar to the efforts in [37] - [39] , we let log (1 + SINR nk (p)) ≈ log SINR nk (p) andp n = log p n . It can be easily found that the first operation lets us have a lower bound of original problem. According to these changes, we have the following convex optimization problem: 
According to the extreme value principle, we can easily know that the optimal transmit power should meet the condition: Update the transmit power p t 2 +1 using (25). 7: t 2 = t 2 + 1. 8: Until I (p) converges or t 2 = T 2 . 9: t 3 = t 3 + 1. 10: Until H (X, p) converge or t 3 = T 3 ∂I/∂p m = 0 for all m. Thus, we have
Since a p b, we state the following lemma to show that the KKT conditions of (20) are equivalent to projecting (23) to [log a m , log b m ] for all m. Lemma 1 ([39] , [40] ): There is an optimization problem min a z b f (z). Then, its KKT conditions are equivalent to the condition P [a,b] 
Applying Lemma 1 to the problem (21) in thep domain [log a, log b] and then converting it back to the p domain [a, b], we can deduce (25) where t is iteration index and
Now, we give a detailed description for the joint UA and PC, which is listed in Algorithm 2. In this algorithm, T 2 and T 3 are the maximal number of iterations of inner loop and the one of outer loop respectively, and t 2 and t 3 are the iteration indices of inner and outer loops respectively.
Similar to the most existing works, we may not prove the convergence of Algorithm 2. However, we may give some convergence proofs for the UA and PC algorithms in it. In fact, the convergence of association procedure of Algorithm 2 has been proven in Theorem 2, we just need to prove the convergence of PC algorithm (inner loop) of Algorithm 2. To prove the convergence of inner loop of Algorithm 2, we just need to show that we can find a stationary point p * of the power update procedure for any given association index X. To this end, we need to introduce the definition of a two-sided scalable (2.s.s.) function as follows.
Definition 3: A power update function (puf) f (p) = [f 1 (p) , · · · , f N (p)] T is two-sided scalable (2.s.s.) with respect to p = {p n , ∀n ∈ N } if for all a > 1 and any power vector p = {p n , ∀n ∈ N } satisfying (1/a) p p ap, we have
To prove the convergence of inner iterative loop (PC algorithm) using a 2.s.s. function approach, we recall the convergence results for any PC algorithm that employs a bounded 2.s.s. puf in the following Lemma [41] .
Lemma 2: Assume that f (p) is a 2.s.s. function, whose element f n (p) , ∀n ∈ N is bounded by zero and f max n , i.e., 0 ≤ f n (p) ≤ f max n . By employing the power update p t+1 n = f n (p t ), we can achieve the following results: 1) Given the transmit power p * , the puf f (p) has a unique fixed point that satisfies p * = f (p * ); 2) Given an arbitrary initial power p 0 , the PC algorithm based on puf f (p) converges to the unique and fixed point p * . Proof: The results of this lemma have been established for the 2.s.s. puf in [41] .
Theorem 3: The inner loop (PC algorithm) of Algorithm 2 converges to a unique and fixed point.
Proof: To prove the convergence of inner loop of Algorithm 2, we first show that the puf J (p) = [J 1 (p) , . . . , J N (p)] T is a 2 s.s. function with respect to p. Then, the convergence of inner loop of Algorithm 2 can be proved by employing the results of Lemma 2.
We assume that (1/a) p p ap, where a > 1. Since η nk ≥ 0 for any n and k, we can deduce
Similarly, we have
Furthermore, we can easily obtain the following result.
(1/a) J m (p) ≤ J m (p) ≤ aJ m (p) .
Evidently, the puf J (p) is a 2.s.s. function. According to the Lemma 2, we know that the inner loop of Algorithm 2 converges to a unique and fixed point.
C. Complexity Analysis
Since the term i∈K x ni can be calculated before performing the steps 1 and 4 of Algorithm 1, these steps have a complexity of O (NK). Considering that the step 5 of Algorithm 1 needs to find the smallest m, we can deduce that this step has a complexity of O ((m + 1) NK). As for other steps of Algorithm 1, we can easily find that they have a complexity of O (NK). Thus, the computation complexity of Algorithm 1 is O ((m + 1) T 1 NK), where m often takes a very small integer number. Unlike the Algorithm 1, the Algorithm 2 alternatively optimizes the transmit power of BSs and the association indices of users, and thus occupies a higher computation complexity than the former. In the inner loop (PC algorithm) of Algorithm 2, each BS updates its transmit power using the equation (25) that results in a complexity of O (NK), and thus the total computation complexity is O N 2 K for all BSs. Similar to the Algorithm 1, the UA procedure of Algorithm 2 has a complexity of O ((m + 1) T 1 NK). In general, the complexity of Algorithm 2 is the maximum between O ((m + 1) T 1 T 3 NK) and O T 2 T 3 N 2 K . According to the numerical results, we know that the inner and outer loops can converge in very small numbers of iterations, and thus T 2 and T 3 are very small. Evidently, these proposed algorithms can be well implemented in a practical system.
IV. NUMERICAL RESULTS
In HCNs, the location of MBSs is fixed to form a conventional cellular framework, while the PBSs and users are scattered into each macrocell in a relatively random manner. We assume that the inter-site distance between any two MBSs is 1000 m [20] , the maximal transmit power of MBS and PBS are 46 dBm and 30 dBm respectively [17] , [42] , the circuit power of MBS and PBS are 10 W and 0.1 W respectively [43] , the coefficients of power amplifier of MBS and PBS are 4 and 2 respectively [43] , the noise power spectral density is −174 dBm/Hz [17] , the system bandwidth is 10 MHz [42] and w k = 1 for any user k. In HCNs, we adopt the pathloss models l nk = 128.1 + 37.6 log 10 (d nk ) and l nk = 140.7 + 36.7 log 10 (d nk ) for MBS and PBS respectively [17] , where d nk is the distance (in km) between user k and BS n. Meanwhile, we consider the lognormal shadowing with a standard deviation of 8 dB in the propagation environment [17] , [42] .
In the simulation, we will compare the two proposed association strategies with others. The former includes association strategies UAMWSER and JUAPCMWSER, and the latter certainly includes maximal achievable rate association (MARA), maximal sum-utility association (MSUA) [14] and MSUA with PC (MSUAPC). It is easy to find that the algorithm MSUA can be used for solving the UA subproblem of MSUAPC. However, the PC subproblem of MSUAPC is in a nonlinear nonconvex form and hard to tackle. To effectively solve it, we consider a relaxation of its objective function in the simulation. Then, we can further transform the relaxed problem into a convex form that is similar to the problem (21) and solve it using the PC algorithm developed in this paper. Significantly, such a treatment for the PC subproblem may just achieve its lower bound, but it can greatly reduce the computation complexity.
In the compared strategies, the strategies MSUA and MSUAPC are offloading ones, but it is not the case for strategy MARA. Considering that the strategies UAMWSER and JUAPCMWSER are closely related to the loads of BSs and the achievable rates of associated users, and thus can relatively balance the network loads among different BSs, we can regard them as offloading strategies. In order to show the load balancing gain and PC gain, we will investigate different association performances such as load balancing level, energy efficiency and cumulative distribution function (CDF) of effective rates. In addition, we also show the convergence of the designed algorithms. Fig. 2 investigates the average numbers of users served by per tier for the various association strategies, where the picotier consists of all PBSs and the macrotier is composed of all MBSs. In the strategy MARA, most users are attracted by MBSs according to the signal strength. Thus, the strategy MARA has more users associated with mcrotier than the offloading strategies. Unlike the strategy UAMWSER, the strategies MSUA and MSUAPC enhance the user fairness while balancing the network loads. Evidently, the enhancement of user fairness is beneficial to improving the load balancing level. Consequently, the strategies MSUA and MSUAPC have more users associated with picotier and fewer users associated with macrotier than strategy UAMWSER. Since the PC in JUAPCMWSER narrows the gap between the transmit power of MBS and PBS, it ensures that macrotier and picotier just have slightly different numbers of served users. However, since the PC in MSUAPC has a small effect on the transmit power of BSs, the strategies MSUA and MSUAPC may have nearly the same load distributions.
To accurately measure the load balancing level of the network, we introduce a Jain's fairness index [44] as a load balancing index, and give it by γ = n ∈N y n 2 / N n ∈N y 2 n , where k ∈K x nk = y n represents the load of BS n. A larger γ, taking value from the interval [1/N, 1], means a more balanced load distribution. Fig. 3 shows the load balancing levels of HCNs under different association strategies. As shown in Fig. 3 , compared with the offloading strategies, the strategy MARA achieves a lower load balancing level since most users are attracted by MBSs with high achievable rates, but it is not the case for others. As revealed in Fig. 2 , the utility function in the strategies MSUA and MSUAPC enhances the user fairness, and thus the strategies MSUA and MSUAPC achieve a higher load balancing level than strategy UAMWSER. In addition, the strategy JUAPCMWSER achieves the highest load balancing level among all association strategies due to the impact of PC on the transmit power of BSs. However, the strategies MSUA and MSUAPC may have almost the same load balancing levels because the PC in MSUAPC has a weak impact on the transmit power of BSs.
Significantly, we balance the network loads among different BSs to achieve a load balancing gain that the (cell-edge) user experience is improved by balancing the network loads. In order to show this gain, we mainly focus on the cumulative distribution function (CDF) of effective rates of users associated with BSs. Fig. 4 plots the CDFs of effective rates of associated users under different association strategies. Unlike the offloading strategies, the strategy MARA lets most users select MBSs and thus results in the insufficient resources that can be utilized by users associated with these overloaded BSs. However, it is easy to know that the offloading strategies can let the network resources be fully utilized and thus improve the (cell-edge) user experience. Based on these reasons, the strategy MARA should have the most low-rate users among all association strategies. Compared with the strategy UAMWSER, the strategies MSUA and MSUAPC have slightly fewer low-rate users by enhancing the user fairness. It is noteworthy that the strategy MSUAPC has slightly fewer low-rate users than strategy MSUA due to a weak PC in the former. In addition, the strategy JUAPCMWSER has the lowest low-rate users among all association strategies since the PC in this strategy mitigates the network interference.
Considering the offloading strategies mainly improve the experiences of cell-edge users associated with MBSs, we also investigate the CDF of effective rates of users associated with macrotier to highlight the load balancing gain in an obvious manner. Fig. 5 plots the CDFs of effective rates of users associated with macrotier under different association strategies. As illustrated in Fig. 5 , the strategy MARA has the most low-rate users among all association strategies, but the strategy JUAPCMWSER has an opposite result. In addition, the strategies MSUA and MSUAPC have fewer low-rate users than strategy UAMWSER, and the strategy MSUAPC has slightly fewer low-rate users than strategy MSUA. Evidently, these trends are in accord with the ones illustrated in Fig. 4 . However, we can easily find that the performance gaps among different association strategies are widen in this figure, which means the offloading strategy can more greatly improve the experiences of cell-edge users associated with macrotier. Fig. 6 shows the average rates for different association strategies. Note that the average rate is denoted as the average of effective rates of all associated users. Since the strategies UAMWSER and JUAPCMWSER maximize the (weighted) sum of effective rates, they achieve the higher average rates than other strategies. Moreover, the strategy JUAPCMWSER has an overwhelming superiority over the strategy UAMWSER since the PC in the former mitigates the network interference. Although the strategy MARA has an extremely imbalanced load distribution, it has a higher average rate than the strategies MSUA and MSUAPC. The reason for this is that the strategy MARA also has some users with very high rates even if it has the most low-rate users among all strategies. Note that these high-rate users are often associated with some underloaded BSs and thus have a great of many resources to be utilized. In addition, the strategy MSUAPC has a slightly higher average rate than strategy MSUA since a weak PC in the former marginally mitigates the network interference.
To highlight the PC gain, we also investigate the energy efficiency for different association strategies, which is denoted as the ratio of effective rate of each user to the power consumption of the associated BS. Specifically, the energy efficiency [45] of user k associated with BS n is given by E nk = R nk / (κp n + p c ), where κ represents the coefficient of power amplifier of BS n; p c is the is the circuit power consumption of BS n. Fig. 7 investigates the average energy efficiencies for different association strategies. It is noteworthy that the average energy efficiency is denoted as the average of energy efficiencies of all associated users. Seen from Fig. 7 , we can easily find that the strategy JUAPCMWSER achieves the highest energy efficiency among all association strategies. That is because the strategy JUAPCMWSER greatly improves the system throughput and reduces the power consumption through a PC. Compared with the strategies MSUA and MSUAPC, the strategy UAMWSER has a higher energy efficiency because of a higher throughput (average rate). Although the strategy MARA has a slightly lower average rate than strategy UAMWSER, the former occupies a slightly higher energy efficiency than the latter. As mentioned in the previous section, a few of users in the strategy MARA select the underloaded BSs with good channel conditions, and thus may achieve very high effective rates. Maybe these rates will ensure that the strategy MARA has a higher energy efficiency than strategy UAMWSER. In addition, the strategy MSUAPC has a slightly higher average energy efficiency than strategy MSUA due to the lower power consumption and the higher rate of the former. Fig. 8 shows the convergence of proposed algorithm (Algorithm 2), where Fig. 8(a) shows the convergence of outer loop (OL); Fig. 8(b) shows the convergence of UA algorithm/procedure; Fig. 8(c) shows the convergence of PC algorithm/procedure. Similar to the most existing works, we may not prove the convergence of outer loop. However, we can easily find that it should be convergent according to the numerical simulation. As illustrated in Fig. 8 , the different iterative layers of Algorithm 2 have very high convergence rates. Evidently, the proposed algorithm can be well implemented in a practical system.
V. CONCLUSION
In this paper, we designed two offloading strategies including UAMWSER and JUAPCMWSER, which were formulated as the problems with maximizing the weighted sum of effective rates. Unlike the strategy UAMWSER, the strategy JUAPCMWSER introduced a PC for the association problem. Considering that the formulated problems are in a mixed-integer nonlinear form and hard to tackle, we tried to design a one-layer iterative algorithm for the strategy UAMWSER, and then combined it with the PC algorithm to design a two-layer iterative algorithm for the strategy JUAPCMWSER. At last, we gave some convergence and complexity analyses for the proposed algorithms. As shown in numerical results, the proposed strategies have a superior performance than the conventional association, and the strategy JUAPCMWSER achieves a higher load balancing gain and energy efficiency than the conventional strategy and other offloading strategies.
