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Ancilla systems are often indispensable to universal control of a nearly isolated quantum system.
However, ancilla systems are typically more vulnerable to environmental noise, which limits the
performance of such ancilla-assisted quantum control. To address this challenge of ancilla-induced
decoherence, we propose a general framework that integrates quantum control and quantum error
correction, so that we can achieve robust quantum gates resilient to ancilla noise. We introduce the
path independence criterion for fault-tolerant quantum gates against ancilla errors. As an example,
a path-independent gate is provided for superconducting circuits with a hardware-efficient design.
An outstanding challenge of quantum computing is
building quantum devices with both excellent coherence
and reliable universal control [1–3]. For good coherence,
we may choose physical systems with low dissipation
(e.g., superconducting cavities [4–6] and nuclear spins [7–
10]) or further boost the coherence with active quantum
error correction [11, 12]. As we improve the coherence by
better isolating the central system from the noisy envi-
ronment, it becomes more difficult to process information
stored in the central system. To control the nearly iso-
lated central system, we often introduce an ancilla system
(e.g., transmon qubits [13–15] and electron spins [8, 9])
that is relatively easy to control, but the ancilla system
typically suffers more decoherence than the central sys-
tem, which often limits the fidelity of the ancilla-assisted
quantum operations. Therefore, it is crucial to develop
quantum control protocols that are fault-tolerant against
ancilla errors. This can boost the performance of ancilla-
assisted quantum operations by suppressing ancilla errors
to higher orders.
For noise with temporal or spatial correlations, we
can use techniques of dynamical decoupling [16–18] or
decoherence-free encoding [19, 20] to suppress errors to
higher orders and achieve noise-resilient control of the
central system. When the noise has no correlations (e.g.,
Markovian noise), we need active quantum error correc-
tion (QEC) to extract the entropy. For qubit systems, a
common strategy to suppress ancilla errors is to use the
transversal approach [1, 21–26], which may have a sig-
nificant hardware overhead and cannot provide universal
control [1], and it is desirable to have a hardware-efficient
approach to fault-tolerant operations against ancilla er-
rors [27–32]. Different from qubit systems, each bosonic
mode has a large Hilbert space that can encode quan-
tum information using various bosonic quantum codes,
which have been successfully demonstrated in recent ex-
periments [11, 33–35]. However, there is no simple way to
divide the bosonic mode into separate subsystems, which
prevents us from extending the transversal approach to
FIG. 1: (a) Schematic of a central system with good coherence
coupled to an ancilla system with poor coherence. The ancilla
dephasing rate κ and relaxation rate γ of are much larger than
the decoherence rate ζ of the central system. (b),(c) For PI
control, the central system undergoes a unitary evolution Ufi
for the ancilla starting from state |i〉 and finally measured in
|f〉, regardless of the ancilla paths induced by the control and
ancilla error events.
the bosonic central system. Ancilla errors may propagate
to the bosonic mode and compromise the encoded quan-
tum information [36]. Nevertheless, a recent experiment
with a hardware-efficient three-level ancilla demonstrated
fault-tolerant readout of an error syndrome of the central
system against the decay of the ancilla [37], while it re-
mains unknown whether there exists a similar approach
to fault-tolerant gates against ancilla errors. There is an
urgent need of a general theoretical framework that in-
tegrates quantum control and quantum error correction,
to guide the design of hardware-efficient robust quantum
operations against ancilla errors.
In this letter, we provide a general criterion for fault-
tolerant quantum gates on the central system robust
against ancilla errors [Fig. 1(a)]. Our general criterion
of path-independence (PI) requires that for given initial
and final ancilla states, the central system undergoes a
unitary gate independent of the specific ancilla path in-
duced by control drives and ancilla error events [Fig. 1(b)
and (c)]. For a subset of final ancilla states, the desired
quantum gate on the central system is successfully im-
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2plemented, while other final ancilla states herald a failure
of the attempted operation, but the central system still
undergoes a deterministic unitary evolution without loss
of coherence. Thus we may repeat our attempts of PI
gates on the central system until the gate succeeds. As
an application of our general criterion, a PI design of the
photon-number selective phase (SNAP) gates [14, 15] is
provided for universal control and quantum error correc-
tion of superconducting circuits.
Ancilla-assisted quantum control.— Suppose we intend
to implement some unitary gate on the central system as-
sisted by a d-level ancilla system. The total Hamiltonian
is
Htot(t) = H0 +Hc(t), (1)
where Hc(t) is the control Hamiltonian and H0 = Has +
Hcs + Hint is the static Hamiltonian with contributions
from the ancilla system, the central system and their in-
teraction, correspondingly. We assume that [Has, Hint] =
0, so that Hint preserves the eigenbasis {|m〉}d−1m=0 of the
ancilla (Has|m〉 = εm|m〉), which naturally provides the
projection basis of the initial and final ancilla states. The
static Hamiltonian H0 can be diagonalized in the eigen-
basis of the ancilla,
H0 =
d−1∑
m=0
|m〉〈m| ⊗ (εm +Hcs +Hint,m), (2)
with Hint,m = 〈m|Hint|m〉. The propagator for total sys-
tem in the ancilla eigenbasis is
U(t2, t1) =T exp
(
−i
∫ t2
t1
Htot(t
′)dt′
)
=
∑
m,n
ηmn(t2, t1)|m〉〈n| ⊗ Vmn(t2, t1), (3)
where T is the time-ordering operator, ηmn(t2, t1) is a
complex function and and Vmn(t2, t1) is an operator on
the central system. For pre-selection of the ancilla on
state |i〉 at time t1 and post-selection on |f〉 at t2, the cen-
tral system undergoes an quantum operation Vmn(t2, t1).
Below we will show that for specific sets of unitary
{Vmn(t2, t1)}, the quantum gates on the central system
can be PI of Markovian ancilla errors.
Markovian ancilla noise.— We assume that the cen-
tral system suffers much weaker noise than the ancilla
and therefore can be regarded as noise-free within the
ancilla coherence time [Fig. 1(a)]. Suppose the ancilla
suffers from Markovian noise and the dynamics of the
total system is
dρ
dt
= i[ρ,Htot(t)] +
∑
l
D[√κlLl] +
∑
j
D[√γjJj ]
 ρ,(4)
where D[A]ρ = AρA† − {A†A, ρ}/2 is the Lindbladian
dissipator, {Ll}/{Jj} are the Lindblad operators de-
scribing the ancilla dephasing/relaxation errors (Ll =∑d−1
m=0 ∆
(m)
l |m〉〈m| with ∆(m)l being a complex number,
Jj = |mj〉〈nj |), and κl/γj is the dephasing/relaxation
rate. The ancilla dephasing and relaxation errors can be
unified into a general class of ancilla errors [38].
The Liouville superoperator L(t) generating the
Markovian dynamics in Eq. (4) can be divided into two
parts [39],
dρ
dt
= L(t)ρ(t) = (Leff(t) + S) ρ(t), (5)
where Leffρ = i(ρH†eff − Heffρ) represents the no-jump
evoultion with Heff (t) = Htot (t) − i2 (
∑
l κlL
†
lLl +∑
j γjJ
†
j Jj), and Sρ =
∑
l κlLlρL
†
l +
∑
j γjJjρJ
†
j rep-
resents the quantum jumps associated with the no-jump
evolution. The propagator for the whole system can be
represented by the generalized Dyson expansion as
ρ(t) =
∞∑
p=0
Gp(t, 0)ρ(0), (6)
with
G0(t, 0) =W(t, 0), (7)
Gp(t, 0) =
∫ t
0
dtp · · ·
∫ t3
0
dt2
∫ t2
0
dt1W (t, tp)
× S · · · SW (t2, t1)SW (t1, 0) , p ≥ 1, (8)
where ρ(0) = |m〉〈m| ⊗ ρcs is a product state with m ∈
[0, d − 1] and ρcs being the initial density matrix of the
central system, and W (t2, t1) ρ = W (t2, t1)ρW †(t2, t1)
with W (t2, t1) = T exp(−i
∫ t2
t1
Heff(t
′)dt′) being the
no-jump propagator. The pth-order Dyson expansion
Gp(t, 0) contains all the paths with any sequence of p
ancilla jump events, therefore describing the pth-order
ancilla errors. When κlt, γjt  1, the Liouville super-
operator is well approximated by a finite-order Dyson
expansion.
Definition of path independence.—The PI gates in this
letter can be understood as follows. With an initial an-
cilla eigenstate |i〉 of Has, some control Hamiltonian act-
ing during [0, t] and a final projective measurement on
the ancilla with result |r〉, the central system undergoes
a deterministic unitary evolution up to finite-order or
infinite-order Dyson expansion in Eq. (6) (a sequence of
finite or infinite ancilla errors happening at any times).
For specific final ancilla states, the desired unitary gate
is implemented; for all other final ancilla states, the gate
fails but the central system still undergoes a determinis-
tic unitary evolution so that conditional operation may
be applied until the gate succeeds. Now we provide a
formal definition of path independence.
3Definition 1 (Path independence).—Let the ancilla
start from |i〉 and end in |r〉, with |i〉, |r〉 ∈ {|m〉}d−1m=0.
Suppose
〈r|
[
k∑
p=0
Gp(t, 0) (|i〉〈i| ⊗ ρcs)
]
|r〉 ∝ Uri(t, 0)ρcs, (9)
applies for k ≤ n but does not hold for k > n, where
Uri(t, 0)ρcs = Uri(t, 0)ρcsU†ri(t, 0) is a unitary channel on
the central system. Then we say the quantum gate on
the central system is PI of the ancilla errors up to the
nth-order from |i〉 to |r〉.
Path independence for ancilla dephasing errors.—The
path independence for ancilla dephasing errors is guar-
anteed if the no-jump propagator is in a PI form below.
Lemma 1.—Let {Umn(t2, t1)}d−1m,n=0 be a set of uni-
taries on the central system that are differentiable with
respect to t2 and t1 and also satisfy the PI condition
Ume(t3, t2)Uen(t2, t1) = Umn(t3, t1), (10)
with m, e, n ∈ [0, d− 1], there exists a PI no-jump prop-
agator
W (t2, t1) =
∑
m,n
ξmn(t2, t1)|m〉〈n| ⊗ Umn(t2, t1), (11)
where {ξmn(t2, t1)}d−1m,n=0 are a set of complex
functions of t2 and t1 satisfying ξmn(t3, t1) =∑d−1
e=0 ξme(t3, t2)ξen(t2, t1) and ξmn(t, t) = δmn.
Note that here we define all the unitaries in the
set {Umn(t2, t1)}d−1m,n=0 to satisfy the PI condition,
but typically only a subset of {Umn(t2, t1)}d−1m,n=0 with
ξmn(t2, t1) 6= 0 contribute to the no-jump dynamics and
the other unitaries in the set with ξmn(t2, t1) = 0 can be
left undefined.
Lemma 2.—The PI condition for {Umn(t2, t1)}d−1m,n=0
in Eq. (10) is satisfied if and only if
Umn(t2, t1) = Rm(t2)UmnR
†
n(t1), (12)
where Rm(t) = T {e−i
∫ t
0
Hm(t
′)dt′} with Hm(t) being an
arbitrary time-dependent Hamiltonian on the central sys-
tem and {Umn}d−1m,n=0 = {Umn(0, 0)}d−1m,n=0 satisfy [40]
UmeUen = Umn. (13)
Theorem 1 (Dephasing errors).—With the PI no-
jump propagator in Eq. (11) and only ancilla dephasing
errors, the quantum gate on the central system is PI of
all ancilla dephasing errors up to infinite order from |i〉
to |r〉 for all |i〉, |r〉 ∈ {|m〉}d−1m=0.
To understand Theorem 1, we move to the the inter-
action picture associated with H ′0(t) =
∑d−1
m=0 |m〉〈m| ⊗
Hm(t) [note that H0 in Eq. (2) and H
′
0(t) are similar but
FIG. 2: Schematic of ancilla evolution paths with different
kinds of ancilla errors. (a) In the paths with blue line, the
ancilla goes from |i〉 to |f〉 without any ancilla error and the
unitary gate on the central system is Ufi; In the paths with
green lines, the ancilla suffers two dephasing errors |a〉〈a| and
at |c〉〈c|, while the unitary gate on the central system is still
UfcUcaUai = Ufi that is independent of the dephasing error
times. (b) In the paths with red lines, the ancilla sufferes a
relaxation error |b〉〈a| (dashed red arrow lines) in the NAS
spanned by {|a〉, |b〉} (purple-shaded region) with the unitary
gate as UebUai; In the paths with yellow line, the ancilla suf-
fers two additional dephasing errors |a〉〈a| and |c〉〈c| but with
the same unitary gate as that for a single relaxation error.
The solid (hollow) circles represent the initial and final (inter-
mediate) ancilla states, and the red dashed arrows represent
the ancilla relaxation errors. Here we adopt the interaction
picture associated with H ′0(t).
can be different]. The no-jump propagator becomes
W (I)(t2, t1) =
∑
m,n
ξmn(t2, t1)|m〉〈n| ⊗ Umn, (14)
and the ancilla dephasing operator L
(I)
l (t1) = Ll (due
to [H ′0(t), Ll] = 0) acts trivially on the central system
regardless of the jump time t1. Suppose the ancilla suffers
a dephasing error |a〉〈a| at time t1 ∈ [0, t], the quantum
operation on the central system is
〈r|W (I)(t, t1)|a〉〈a|W (I)(t1, 0)|i〉 ∝ UraUai = Uri, (15)
where we have used Eq. (13). So independent of the error
time t1, the central system undergoes the same unitary
gate as that without any ancilla error [〈r|W (I)(t, 0)|i〉 ∝
Uri]. The conclusion holds for arbitrary number of de-
phasing jumps during the gate, since we have Uri =
Ure · · ·UbaUai with a, b, · · · , e ∈ [0, d− 1] from Eq. (13).
An intuitive picture is provided in Fig. 2(a). Without
ancilla errors [blue path in Fig. 2(a)], the ancilla goes
directly from the initial state to the final state with the
target unitary gate on the central system. With ancilla
dephasing errors [green paths in Fig. 2(a)], the ancilla
takes a different continuous path between the same ini-
tial and final states, but the final unitary gate on the
central system remains unchanged since it depends only
on the initial and final ancilla states.
Path independence for ancilla relaxation errors.—The
4path independence for ancilla relaxation errors is slightly
more demanding than that for ancilla dephasing errors.
To see this, suppose the ancilla suffers a relaxation error
J (I)(t1) = |m〉〈n|⊗R†m(t1)Rn(t1) at time t1 [in the inter-
action picture associated with H ′0(t)], the final quantum
operation on the central system is
〈r|W (I)(t, t1)J (I)(t1)W (I)(t1, 0)|i〉
∝ UrmR†m(t1)Rn(t1)Uni, (16)
which is typically a unitary gate depending on t1 unless
R†m(t1)Rn(t1) ∝ ei∆λt1 or Hm(t) − Hn(t) = ∆λ(t) with
∆λ(t) ∈ R ([H ′0(t), J ] = ∆λJ). This motivates the fol-
lowing definition.
Definition 2 (Noiseless ancilla subspace).—Denote
the ancilla subspace {|k〉} ⊂ {|m〉}d−1m=0 satisfying
Hm(t) + λm(t) = Hn(t) + λn(t) with λm(t), λn(t) ∈ R
for all |m〉, |n〉 ∈ {|k〉} as the noiseless ancilla subspace
(NAS).
Path independence of first-order ancilla relaxation er-
rors is guaranteed if the same unitary operation is applied
to the central system for all possible paths from |i〉 to |r〉
with at most one ancilla relaxation jump. For example, if
ξri 6= 0 and there are no paths with first-order relaxation
errors from |i〉 to |r〉, the unitary gate on the central sys-
tem is still Uri, or if ξri = 0 and the only path from |i〉
to |r〉 is through a relaxation operator J (I) in the NAS,
then the unitary gate on the central system is UrmUni
(This is equivalent to redefining Uri = UrmUmnUni by
setting Umn = I, since Uri in Eq. (14) is not well defined
if ξri = 0). The conclusion can be extended to the cases
for higher-order relaxation errors.
Theorem 2 (Relaxation & Dephasing errors).—With
the PI no-jump propagator in Eq. (11) and both an-
cilla relaxation and dephasing errors, if all the possible
paths from |i〉 to |r〉 with at most n sequential ancilla
relaxation jumps, only include either the path without
relaxation errors or the paths consisting of no more than
n sequential ancilla relaxation jumps in the NAS, and
these paths produce the same unitary gate on the cen-
tral system, which does not hold for all the paths from |i〉
to |r〉 with at most (n + 1) sequential ancilla relaxation
jumps, then the central system gate is PI of the combina-
tion of up to the nth-order ancilla relaxation errors and
up to infinite-order ancilla dephasing errors from |i〉 to
|r〉.
Theorem 2 can be intuitively understood by the dia-
grams in Fig. 2(b). With only ancilla relaxation errors
in the NAS [red paths in Fig. 2(b)], the ancilla path is
composed of discontinuous segments connected by the re-
laxation error operators, and the final unitary gate on the
central system is often different from that without ancilla
errors, but if the ancilla ends in other states, the central
system still undergoes a deterministic unitary evolution.
With both ancilla relaxation errors in the NAS and de-
phasing errors [orange paths in Fig. 2(b)], for each path
segment connected by the relaxation errors, the ancilla
goes another continuous way with the same initial and fi-
nal states, so the final unitary gate on the central system
is the same as that with only relaxation errors.
A special case of of PI gates is the error-transparent
gates for a QEC code, theoretically proposed in [41, 42]
and recently experimentally demonstrated in [43], with
the error syndromes corresponding to the ancilla states
here. The error transparency requires the physical
Hamiltonian commutes with the errors when acting on
the QEC code subspace, corresponding to the case where
the no-jump propagator is in the PI form [Eq. (11)] with
ξmn = 0 for m 6= n and all the ancilla errors are re-
laxation errors |m〉〈n| in the NAS, and thus fulfill the
PI criterion. However, the PI gates contain a larger set
of operations, because the PI criterion can be fulfilled
with the physical Hamiltonian not commuting with the
errors (see Supplementary Information [38] for general
construction of the PI control Hamiltonian and jump op-
erators).
Example: PI gates in superconducting circuits.—We
consider the implementation of the photon-number se-
lective arbitrary phase (SNAP) gates in superconduct-
ing circuits [14, 15]. The superconducting cavity (cen-
tral system) dispersively couples to a nonlinear trans-
mon device (ancilla system) with Hamiltonian H0 =
ωge|e〉〈e|+ωca†a−χa†a|e〉〈e| [5], where ωge (ωc) are the
transmon (cavity) frequency, a (a†) is the annihilation
(creation) operator of the cavity mode, χ is the disper-
sive coupling strength, and |e〉 (|g〉) denotes the excited
(ground) state of the ancilla transmon. The SNAP gate
on the cavity, S(~ϕ) =
∑∞
n=0 e
iϕn |n〉〈n|, imparts arbitrary
phases ~ϕ = {ϕn}∞n=0 to the different Fock states of the
cavity.
In the interaction picture associated with H0, the PI
gate can be obtained from H
(I)
c = Ω[|g〉〈e| ⊗ S(~ϕ) +
|e〉〈g| ⊗ S(−~ϕ)] + δ|e〉〈e| = Ω∑∞n=0(eiϕn |g, n〉〈e, n| +
e−iϕn |e, n〉〈g, n|) + δ|e〉〈e|. One can show that the prop-
agator produced by such a control Hamiltonian is in the
form of Eq. (14) [38]. Returning to the Schro¨dinger’s
picture, Hc(t) = Ω
∑∞
n=0(e
i[(ωge−nχ)t+ϕn−δ]|g, n〉〈e, n| +
H.c.). When Ω  χ, the control Hamiltonian acting
on both the transmon and cavity can be simplified as
the driving acting on the transmon alone but with mul-
tiple frequency components to distinguish the different
cavity Fock states, Hc(t) ≈ ge(t)(ei(ωge−δ)t|g〉〈e|+ H.c.)
with ge(t) =
∑
n Ωe
i(ϕn−nχt), which is a simplified
and generalized control Hamiltonian compared to the
original proposal for SNAP gates [14] (Note that the
equal driving amplitude for all the driving frequencies
is required for the PI control Hamiltonian). Then the
SNAP gates are PI of any transmon dephasing error
with D[√γ(ce|e〉〈e|+ cg|g〉〈g|)] with cg/e ∈ C (see Theo-
rem 1), but not PI of the transmon relaxation error with
D[√κ(|g〉〈e|)] since {|g〉, |e〉} do not span a NAS and the
|e〉 → |g〉 transition can be induced by either the driv-
5ing or relaxation with different unitary operations on the
cavity (Theorem 2) [38].
To make the SNAP gates PI of the dominant trans-
mon relaxation error, we may use a 3-level transmon with
H0 = ωge|e〉〈e|+ωgf |f〉〈f |+ωca†a−χ(|e〉〈e|+|f〉〈f |)a†a,
where the dispersive coupling strength is engineered to
the same for the first-excited transmon state |e〉 and
the second-excited state |f〉 (χ-matching condition) [37]
. The SNAP gate is implemented by applying the Hamil-
tonian that drives the the |g〉 ↔ |f〉 transition instead of
the |g〉 ↔ |e〉 transition [44]. Since {|e〉, |f〉} span a NAS,
the SNAP gate is PI of the dominant transmon relax-
ation error with D[√κ(|e〉〈f |)] and also to any transmon
dephasing error with D[√γ(cg|g〉〈g|+ce|e〉〈e|+cf |f〉〈f |)].
Note that the PI SNAP gates are not error-transparent
(with Hc(t) not commuting with the transmon relaxation
or dephasing errors), but still enable robustness against
transmon errors.
PI gates for both ancilla errors and central system
errors.—The PI gates for ancilla errors can also be made
PI of the central system errors. We assume that the cen-
tral system also suffers Markovian noise with the Lind-
bladian dissipators
∑q−1
i=0 D[
√
ζiEi]. Suppose we can find
a quantum error correction (QEC) code for the central
system [1, 45, 46], which means that the error set {Ei}
satisfy the Knill-Laflamme condition P0E
†
iEjP0 = AijP0
with E0 = P0 being the projection to the code subspace
and A a Hermitian matrix. We may diagonalize A as B =
u†Au to obtain another set of correctable errors {Fk}
with Fk =
∑
ik uikEi, satisfying P0F
†
kFlP0 = rkδklP0
with F0 = P0, B00 = 1 and rk = Bkk. Then the con-
dition for path independence against the central system
errors is
[H ′0(t), Fk] =
d−1∑
m=0
cm,k(t)|m〉〈m| ⊗ Fk, (17)
where m ∈ [0, d−1], k ∈ [0, q−1] and cm,k ∈ R. This con-
dition ensures that T ei
∫ t2
t1
H′0(t
′)dt′Fk(T ei
∫ t2
t1
H′0(t
′)dt′)† =∑
m e
i
∫ t2
t1
cm,k(t
′)dt′ |m〉〈m|⊗Fk is a tensor product of the
ancilla dephasing operator and the same error opera-
tor Fk. Then in the interaction picture associated with
H ′0(t), the PI no-jump propagator for both ancilla and
central system errors [38, 41, 42] can be constructed as
in Eq. (14) with
Umn =
∑
k
eiφmn,kFkUmn,0F
†
k/rk, (18)
where Umn,0 is the target unitary in the code subspace
satisfying Umn,0U
†
mn,0 = P0 and φmn,k ∈ R. After such
a PI gate, we can make a joint measurement on both
the ancilla state and the error syndromes of the central
system, then the path independence of ancilla errors is
ensured and the first-order central system errors during
the gate can also be corrected at the end of the gate [38].
Summary.—To address the challenge of ancilla-
induced decoherence, we provide a general criterion of
path independence, so that we can achieve robust quan-
tum control over the central system even with noisy an-
cilla. For quantum information processing with bosonic
encoding, such a PI design will be crucial in protect-
ing the encoded information from ancilla errors, while
the previous transversal approach does not apply. More-
over, different from the traditional approach with sep-
arated quantum control and error correction tasks, our
approach integrates quantum control and error correc-
tion. This can help achieve a hardware-efficient design
with both suppression of the ancilla errors and robust
quantum operations on the central system.
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Note added.—Recently the PI SNAP gates have been
experimentally implemented in a superconducting cir-
cuits [47], with the SNAP gate fidelity significantly im-
proved by the PI design.
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I. PROOF OF LEMMA 1
Lemma 1.—Let {Umn(t2, t1)}d−1m,n=0 be a set of unitaries on the central system that are differentiable with respect
to t2 and t1 and also satisfy the PI condition
Ume(t3, t2)Uen(t2, t1) = Umn(t3, t1), (S1)
with m, e, n ∈ [0, d− 1], there exists a path-independent (PI) no-jump propagator
W (t2, t1) =
∑
m,n
ξmn(t2, t1)|m〉〈n| ⊗ Umn(t2, t1), (S2)
where {ξmn(t2, t1)}d−1m,n=0 are a set of complex functions of t2 and t1 satisfying ξmn(t3, t1) =
∑d−1
e=0 ξme(t3, t2)ξen(t2, t1)
and ξmn(t, t) = δmn.
Proof. —The no-jump propagator is defined in the main text as
W (t2, t1) = T exp
(
−i
∫ t2
t1
Heff(t
′)dt′
)
, (S3)
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2so it should satisfy
W (t3, t1) = W (t3, t2)W (t2, t1), (S4)
implying that any matrix element between the ancilla states for both sides of the equation should be the same,
〈m|W (t3, t1)|n〉 =〈m|W (t3, t2)W (t2, t1)|n〉,
=
d−1∑
e=0
ξme(t3, t2)ξen(t2, t1)Ume(t3, t2)Uen(t2, t1),
=
d−1∑
e=0
ξme(t3, t2)ξen(t2, t1)Umn(t3, t1), (S5)
where we have used Ume(t3, t2)Uen(t2, t1) = Umn(t3, t1) from the second line to the third line. So W (t3, t1) is still in
the same form as Eq. (S2) with {Umn(t2, t1)} satisfying the PI condition. If we require ξmn(t2, t1) to be a well-defined
function of t2 and t1, then ξmn(t2, t1) should satisfy
ξmn(t3, t1) =
d−1∑
e=0
ξme(t3, t2)ξen(t2, t1). (S6)
The no-jump propagator should also satisfy that W (t, t) = I with I being the identity operator for the whole system,
which requires that ξmn(t, t) = δmn with δmn being the Kronecker delta function. The existence of {ξmn(t2, t1)} will
be verified by constructing an explicit example in Sec. V. Moreover, we have W (t2, t2) = W (t2, t1)W (t1, t2) = I, so
W (t2, t1)
−1 = W (t1, t2).
Note that here we define all the unitaries in the set {Umn(t2, t1)}d−1m,n=0, which satisfy the PI condition in Eq. (S1),
but in practice only a subset of {Umn(t2, t1)}d−1m,n=0 with ξmn(t2, t1) 6= 0 contribute to the no-jump dynamics. In this
case, to have a PI no-jump propagator as that in Eq. (S2), we only need to define the unitaries {Umn(t2, t1)} in such
a subset to satisfy the PI condition, and the other unitaries in the set with ξmn(t2, t1) = 0 can be left undefined.
II. PROOF OF LEMMA 2
Lemma 2.—The PI condition for {Umn(t2, t1)} in Eq. (S1) is satisfied if and only if
Umn(t2, t1) = Rm(t2)UmnR
†
n(t1), (S7)
where Rm(t) = T {e−i
∫ t
0
Hm(t
′)dt′} with Hm(t) being an arbitrary time-dependent Hamiltonian on the central system
and Umn = Umn(0, 0) satisfy
UmeUen = Umn. (S8)
Proof. — The ‘if’ part is easy to prove. Suppose Umn(t2, t1) = Rm(t2)UmnR
†
n(t1) with {Umn} satisfying the condition
in Eq. (S8), then
Ume(t3, t2)Uen(t2, t1) = Rm(t3)UmeR
†
e(t2)Re(t2)UenRn(t1)
=Rm(t3)UmeUenRn(t1) = Rm(t3)UmnRn(t1) = Umn(t3, t1). (S9)
Conversely, suppose Ume(t3, t2)Uen(t2, t1) = Umn(t3, t1), then
Ume(t3, t2 + ∆t)Uen(t2 + ∆t, t1) = Umn(t3, t1). (S10)
3Non-Abelian path integration PI propagator
Parrallel-transport operator exp(i
∫
L
A) Umn
Holonomy exp(i
∮
A) Ume · · ·UcbUbaUam
TABLE I: Comparison between the non-Abelian path integration and the PI unitary propagator for central system. Here A is
a connection one-form.
Since we assume that {Umn(t2, t1)} are differentiable with respect to both t1 and t2, so we can define
∂Umn(t2, t1)
∂t2
= −iH(l)mn(t2, t1)Umn(t2, t1), (S11)
∂Umn(t2, t1)
∂t1
= iUmn(t2, t1)H
(r)
mn(t2, t1), (S12)
so we have
Ume(t3, t2 + ∆t)Uen(t2 + ∆t, t1)
=
[
Ume(t3, t2)− i∆tUme(t3, t2)H(r)me(t3, t2)
] [
Uen(t2, t1) + i∆tH
(l)
en (t2, t1)Uen(t2, t1)
]
=Ume(t3, t2)Uen(t2, t1)− i∆tUme(t3, t2)[H(r)me(t3, t2)−H(l)en (t2, t1)]Uen(t2, t1) +O(∆t2). (S13)
Eq. (S10) requires that H
(r)
me(t3, t2) = H
(l)
en (t2, t1) for any t1, t2, t3, and m, e, n ∈ [0, d− 1], implying that H(r)me(t3, t2)
is independent of t3 and m and H
(l)
en (t2, t1) is independent of t1 and n, so H
(r)
me(t3, t2) = H
(l)
en (t2, t1) = He(t2). Then
Umn(t2, t1) can be obtained from Umn = Umn(0, 0) by first integrating the first variable from 0 to t2 and then the
second variable from 0 to t1, so Umn(t2, t1) = Rm(t2)UmnR
†
n(t1) with Rm(t) = T {e−i
∫ t
0
Hm(t
′)dt′}. Inserting this
expression of Umn(t2, t1) into Ume(t3, t2)Uen(t2, t1) = Umn(t3, t1), we have UmeUen = Umn.
From Eq. (S8), we can derive that (i) Umm = I, (ii) Umn = U†nm; (iii) Uma = Ume · · ·UcbUba. So Eq. (S8) is
equivalent to
Ume · · ·UcbUbaUam = I, (S14)
with m, a, b, c, · · · , e ∈ [0, d− 1]. From the viewpoint of non-Abelian path integration (Table I) [1], the set of discrete
ancilla states {|m〉} defines a manifold, Umn is the parallel-transport operator from |n〉 to |m〉, and then Eq. (S14)
means that the holonomy for any loop path |m〉 → |a〉 → |b〉 → |c〉 · · · → |e〉 → |m〉 is always the identity.
Now we can write the explicit form of PI no-jump propagator in Eq. (S2) as
W (t2, t1) =
∑
m
ξmm(t2, t1)|m〉〈m| ⊗ I+
∑
m 6=n
ξmn(t2, t1)|m〉〈n| ⊗Rm(t2)UmnR†n(t1). (S15)
Note that if ξmn(t2, t1) = 0 with m,n ∈ [0, d− 1] and m 6= n, then Umn is not well defined, but it is still possible to
redefine Umn after considering the ancilla relaxation errors (see Proof of Theorem 2 below).
III. PROOF OF THEOREM 1, THEOREM 2 AND EXAMPLES
Theorem 1 (Dephasing errors).—With the PI no-jump propagator in Eq. (S2) and only ancilla dephasing errors,
the quantum gate on the central system is PI of all ancilla dephasing errors up to infinite order from |i〉 to |r〉 for all
|i〉, |r〉 ∈ {|m〉}d−1m=0.
Proof. —Consider a sequence of n dephasing errors Ll(t1) → Lk(t2) · · · → Lq(tn) with 0 ≤ t1 < t2 · · · < tn ≤ t, then
the propagator for the central system can be expressed as the matrix element of the propagator between the initial
4state |i〉 and final state |l〉 of the ancilla,
〈r|W (t, tn)Lq · · ·LkW (t2, t1)LlW (t1, 0)|i〉
=
d−1∑
a=0
· · ·
d−1∑
b=0
d−1∑
c=0
∆(a)q · · ·∆(b)k ∆(c)l ξra(t, tn) · · · ξbc(t2, t1)
× ξci(t1, 0)Ura(t, tn) · · ·Ubc(t2, t1)Uci(t1, 0)
∝Uri(t, 0), (S16)
where we have used Eq. (S1) in Lemma 1. Since the final unitary gate on the central system is independent of the
dephasing error sequence {Ll, Lk, · · ·Lq} and the error times {t1, t2, · · · , tn}, so the gate on the central system remains
unchanged even after the path integral in Eq. (8) of the main text. Typically we should have ξri 6= 0, ensuring that
the ancilla |i〉 → |r〉 transition is permitted by the PI no-jump propagator.
Theorem 2 (Relaxation & Dephasing errors).—With the PI no-jump propagator in Eq. (S2) and both ancilla
relaxation and dephasing errors, if all the possible paths from |i〉 to |r〉 with at most n sequential ancilla relaxation
jumps, only include either the path without relaxation errors or the paths consisting of no more than n sequential
ancilla relaxation jumps in the NAS, and these paths produce the same unitary gate on the central system, which
does not hold for all the paths from |i〉 to |r〉 with at most (n+1) sequential ancilla relaxation jumps, then the central
system gate is PI of the combination of up to the nth-order ancilla relaxation errors and up to infinite-order ancilla
dephasing errors from |i〉 to |r〉.
Proof. —First consider ξri 6= 0 and there are no other paths from |i〉 to |r〉 up to the nth-order ancilla relaxation
errors, then the central system will undergoes a unitary gate Uri up to the nth-order ancilla relaxation errors, which
is the same unitary gate as that without any ancilla errors.
If ξri = 0, and the only path from |i〉 to |r〉 up to the nth-order ancilla relaxation errors is through a single relaxation
operator Jj = |mj〉〈nj |, then the propagator for the central system is
〈r|W (t, t1)JjW (t1, 0)|i〉 ∝ Ur,mj (t, t1)Unj ,i(t1, 0)
=Rr(t)Ur,mlR
†
ml
(t1)Rnl(t1)Unl,i, (S17)
where we have used Eq. (S7) in Lemma 2. If |mj〉 and |nj〉 are in the NAS with Hmj (t) and Hnj (t) differing only
by some real constant, the central system undergoes the final unitary evolution Rr(t)Ur,mjUnj ,i independent of the
jump time t1 (This is equivalent to redefining Uri = Ur,mjUnj ,i by setting Umj ,nj = I, since Uri is not well defined if
ξri = 0). Here ξri = 0 ensures that the ancilla relaxation path does not interfere with the path without errors.
If ξri = 0, and the only path from |i〉 to |r〉 up to the nth-order ancilla relaxation errors, the only path consists
of n sequential relaxation jumps Jj(t1) → Jk(t2) · · · → Jq(tn) in the NAS, the final unitary operation on the central
system becomes Rr(t)Ur,mqUnq,. · · ·U.,mkUnk,mjUnj ,i (redefining Uri = Ur,mqUnq,. · · ·U.,mkUnk,mjUnj ,i).
In practice, there may be more than one paths from |i〉 to |r〉 with at most n sequential ancilla relaxation jumps, but
if all these paths only include either the path without relaxation errors or the paths with no more that n relaxation
jumps in the NAS, and produce the same unitary operation on the central system, then the central system still
undergoes a deterministic unitary gate. If the above conclusion holds for all the paths with at most n sequential
ancilla relaxation jumps, but not for all the paths with at most (n + 1) sequential ancilla relaxation jumps, the
central system gate is PI of the relaxation errors up to the nth-order from |i〉 to |r〉 (according to Definition 1). Any
infinite sequence of dephasing errors in any time interval (say [t1, t2]) leave the unitary operation for each time interval
(e.g., Unk,mj ) unchanged, therefore the central system undergoes the same final unitary operation as that with only
relaxation errors, so the central system gate is PI of the relaxation errors up to the combination of up to the nth-order
ancilla relaxation errors and up to infinite-order ancilla dephasing errors from |i〉 to |r〉.
In Theorem 1 and Theorem 2, we classify the ancilla errors into dephasing errors, relaxation errors, and the
combination of both, and analyse the path independence for different types ancilla errors separately. With the ancilla
starting from |i〉 and ending in |r〉, the central system gate is PI of up to infinite-order ancilla dephasing errors and
up to the nth-order ancilla relaxation errors. In the presence of all three types of ancilla errors, the central system
gate is PI of up to the nth-order ancilla errors, i.e. the gate fidelity from |i〉 to |r〉 is limited by the (n + 1)th-order
ancilla relaxation errors. Moreover, for a specific ancilla initial state |i〉, we need to analyse the path independence for
all the possible ancilla final states {|r〉}d−1r=0 , and the overall gate fidelity is limited by the worst case of all the possible
final states.
5FIG. S1: Schematic of the PI-driving protocols for a 2-level, 3-level and d-level ancilla. (a) without ancilla relaxation errors,
the central system gate assisted by a 2-level ancilla is PI of infinite-order dephasing errors. (b) with an ancilla relaxation error
|g〉〈e| (not in the NAS), the PI condition is not fulfilled and the central system gate fidelity is limited by the first-order ancilla
relaxation error. (c) For a 3-level ancilla with {|e〉, |f〉} as the NAS, the central system is PI of the first-order ancilla relaxation
error (|e〉〈f |) and the gate fidelity is limited by the second-order ancilla relaxation error (a sequence of |e〉〈f | and |g〉〈e|). (d) For
a d-level ancilla with all the relaxation errors in the NAS, the central system gate is PI of any possible ancilla errors. In (a)-(d),
the dephasing errors make the ancilla undergoes additional 1-site or 2-site loops, while ancilla relaxation errors (represented
by the red dashed arrows) connect the otherwise discontinous ancilla paths. The ancilla states in the NAS is represented by
blue solid circles while the other ancilla states are represented by black hollow circles (Strictly speaking, the circles represent
the central system conditioned on a specific ancilla state). Here we adopt the interaction picture associated with H ′0(t).
A. Examples
To illustrate how to apply Theorem 1 and Theorem 2, we give several several examples below, including 2-level,
3-level and d-level ancillas. The case of 2-level ancilla corresponds to the SNAP gate on a cavity assisted by a 2-level
transmon, while that of 3-level ancilla corresponds to the PI SNAP gate assisted by a 3-level transmon.
To simplify the notation, we move to the interaction picture associated with H ′0(t) =
∑d−1
m=0 |m〉〈m| ⊗Hm(t). Then
the PI no-jump propagator in Eq. (S15) becomes
W (I)(t2, t1) = R
†(t2)W (t2, t1)R(t1) =
∑
m
ξmm(t2, t1)|m〉〈m| ⊗ I+
∑
m 6=n
ξmn(t2, t1)|m〉〈n| ⊗ Umn, (S18)
where R(t) = T {e−i
∫ 0
t
H′0(t
′)dt′} = ∑d−1m=0 |m〉〈m| ⊗ Rm(t) with Rm(t) = T {e−i ∫ t0 Hm(t′)dt′}. The ancilla jump opera-
tors become
L
(I)
l (t) = R
†(t)LlR(t) = Ll ⊗ I,
J
(I)
j (t) = R
†(t)JjR(t) = Jj ⊗R†mj (t)Rnj (t). (S19)
The ancilla dephasing operator L
(I)
l (t) remains time-independent due to [H
′
0(t), Ll] = 0. The ancilla relaxation
operator J
(I)
j (t) at most imparts a trivial phase factor to the central system if |mj〉 and |nj〉 are in the NAS [with
Hmj (t) and Hnj (t) differing by some real constants], but implements a nontrivial unitary operation on the central
system that is dependent on the jump time if |mj〉 and |nj〉 are not both in the NAS.
The ancilla paths can be represented in a symbolic way below, which is consistent with the schematic diagrams in
Fig. 2 of the main text. For the ancilla starting from |i〉 and projected to |r〉, the ancilla paths without errors, with
dephasing errors (e.g. |a〉〈a| and |b〉〈b|) and with relaxation error (e.g. |b〉〈a| in NAS and |d〉〈c|R†d(t1)Rc(t1) not in
6NAS) are denoted as
(i) ancilla path without errors :
|i〉 → |r〉 : 〈r|W (I)(t, 0)|i〉 ∝ Uri, (S20)
(ii) ancilla path with dephasing errors :
|i〉 → |a〉 → |b〉 → |r〉 : 〈r|W (I)(t, t2)|b〉〈b|W (I)(t, t1)|a〉〈a|W (I)(t1, 0)|i〉 ∝ UrbUbaUai = Uri, (S21)
(iii) ancilla path with relaxation error in NAS :
|i〉 → |a〉 99K |b〉 → |r〉 : 〈r|W (I)(t, t1)|b〉〈a|W (I)(t1, 0)|i〉 ∝ UrbUai, (S22)
(iv) ancilla path with relaxation error not in NAS :
|i〉 → |c〉 |d〉 → |r〉 : 〈r|W (I)(t, t1)R†d(t1)|d〉〈c|Rc(t1)W (I)(t1, 0)|i〉 ∝ UrdUciR†d(t1)Rc(t1), (S23)
where the corresponding central system gates are the product of the unitaries after the paths. Note that each path
diagram above actually represents a class of ancilla paths with all possible error times. With dephasing errors, the
ancilla takes a different continuous path from |i〉 to |r〉, but the final unitary gate on the central system remains
the same as that without errors, since it depends only on the initial and final states. With ancilla relaxation errors,
the ancilla path is composed of discontinuous segments connected by the relaxation error operators. Moreover, for
relaxation errors in NAS, the final central system gate is independent of the relaxation error time, but for relaxation
errors not in NAS, the final central system gate depends the relaxation error time.
1. Two-level ancilla with only dephasing errors
Consider a 2-level ancilla {|g〉, |e〉} suffering dephasing error D[√γ(ce|e〉〈e| + cg|g〉〈g|)] with cg/e ∈ C, as shown in
Fig. S1(a). The PI no-jump propagator in Eq. (S18) is
W (I)(t2, t1) = ξgg|g〉〈g| ⊗ I+ ξee|e〉〈e| ⊗ I+ ξge|g〉〈e| ⊗ Uge + ξeg|e〉〈g| ⊗ U†ge, (S24)
where we omit the arguments t1, t2 of ξmn(t2, t1)(m,n = g, e).
According to Theorem 1, the central system gate is PI of infinite-order ancilla dephasing errors. To understand
this, supposes the ancilla starts in |e〉, the ideal case is that the central system ends in |g〉 and therefore undergoes a
unitary gate Uge without suffering any dephasing errors during the gate. With dephasing errors, the ancilla may go
around additional 1-site loops (|g〉 → |g〉, |e〉 → |e〉) or 2-site loop (|e〉 → |g〉 → |e〉) before arriving at |e〉 or |g〉. But
since these loops produce the identity operation on the central system, so the central system will undergo a unitary
gate Uge (the identity gate I) with the ancilla projected to |g〉 (|e〉), even if the ancilla undergoes infinite numbers of
additional loops (i.e. suffering infinite-order dephasing errors). The ancilla paths without errors, with first-order and
infinite-order ancilla errors, and the corresponding quantum gates on central system can be represented as
no error : |e〉 → |g〉 : Uge, (S25)
1st order dephasing error

|e〉 →
{ |g〉
|e〉
}
→ |g〉 : Uge,
|e〉 →
{ |g〉
|e〉
}
→ |e〉 : I,
(S26)
...
nth order dephasing error

|e〉 →
{ |g〉
|e〉
}×n
→ |g〉 : Uge,
|e〉 →
{ |g〉
|e〉
}×n
→ |e〉 : I,
(S27)
...
(S28)
Thus the PI control can be repeated if the ancilla is projected to |e〉 until the gate succeeds. Similar conclusions can
be reached if the ancilla starts from |g〉.
72. Two-level ancilla with both dephasing and relaxation errors
Suppose that the 2-level ancilla also suffers the relaxation error D[√κ(|g〉〈e|)] with |g〉 and |e〉 not forming a NAS,
as shown in Fig. S1(b). Then according to Theorem 2, the central system gate is not PI of any ancilla relaxation
errors and therefore not PI of any ancilla errors. The reasons are twofold. First, the ancilla relaxation error produces
a nontrivial operation on the central systems,
1st order relaxation error : |e〉 → |e〉 |g〉 → |g〉 : R†g(t1)Re(t1), (S29)
where one can see that the central system will undergoes the unitary operation R†g(t1)Re(t1) depending on the jump
time t1, and therefore will lose the coherence after averaging over t1. Second, the unitary gate R
†
g(t1)Re(t1) produced
by the ancilla relaxation path [Eq. (S29)] typically differs from the desired gate Uge induced by the paths without
any ancilla errors [Eq. (S25)] or with only ancilla dephasing errors [Eq. (S26) and (S27)] .
3. Three-level ancilla
To make the central system gate PI of the first-order ancilla relaxation error, we can use a 3-level ancilla with
states {|g〉, |e〉, |f〉}, where {|e〉, |f〉} forms a NAS, as shown in Fig. S1(c). The ancilla suffers both relaxation errors
D[√κ1(|g〉〈e|)], D[√κ2(|e〉〈f |)] and dephasing error D[√γ(cg|g〉〈g|+ ce|e〉〈e|+ cf |f〉〈f |)]. The PI no-jump propagator
in Eq. (S18) can be designed as
W (I)(t2, t1) = ξgg|g〉〈g| ⊗ I+ ξee|e〉〈e| ⊗ I+ ξff |e〉〈e| ⊗ I+ ξgf |g〉〈f | ⊗ Ugf + ξeg|f〉〈g| ⊗ U†gf , (S30)
which means the central system gate is implemented by driving a |g〉 ↔ |f〉 transition instead of the |g〉 ↔ |e〉
transition for a 2-level ancilla. Suppose the ancilla starts in |f〉, then the ancilla paths for different kinds of ancilla
errors and the corresponding central system gates can be represented as
no error : |f〉 → |g〉 : Ugf , (S31)
nth order dephasing error

|f〉 →
{ |g〉
|f〉
}×n
→ |g〉 : Ugf ,
|f〉 →
{ |g〉
|f〉
}×n
→ |f〉 : I,
(S32)
1st order relaxation error : |f〉 → |f〉 99K |e〉 → |e〉 : I, (S33)
One can see that up to the first-order ancilla relaxation and dephasing errors, the central system gate is Ugf (I)
with the ancilla projected to |g〉 (|e〉 or |f〉). The ancilla paths caused by the second-order and third-order ancilla
relaxation errors are
2rd order relaxation error
{ |f〉 → |f〉 99K |e〉 → |e〉 |g〉 → |g〉 : R†g(t2)Re(t2),
|f〉 → |f〉 99K |e〉 → |e〉 |g〉 → |f〉 : U†gfR†g(t2)Re(t2),
(S34)
3rd order relaxation error : |f〉 → |f〉 99K |e〉 → |e〉 |g〉 → |f〉 99K |e〉 → |e〉 : U†gfR†g(t2)Re(t2). (S35)
From Theorem 2, one can see that the central system gate is PI of up to the first-order ancilla relaxation errors from
|f〉 to |f〉 (or |g〉), and PI of up to the second-order ancilla relaxation errors from |f〉 to |e〉.
4. d-level ancilla
Consider a d-level ancilla with states {|m〉}d−1m=0. The PI no-jump propagator in Eq. (S18) can be designed as
W (I)(t2, t1) =
d−1∑
m=0
ξmm|m〉〈m| ⊗ I+
∑
µ
ξµ(|mµ〉〈nµ| ⊗ Uµ + |nµ〉〈mµ| ⊗ U†µ), (S36)
where {|mµ〉, |nµ〉}µmµ=1 (µm < bd/2c) are unoverlapping pairs of ancilla states. For any pair {|mµ〉, |nµ〉}, the central
system undergoes the unitary evolution Uµ (U
†
µ) from |nµ〉 to |mµ〉 (from |mµ〉 to |nµ〉), while for the remaining
8unpaired ancilla state, the state of the central system remain unchanged, as shown in Fig. S1(d). The ancilla states
{|1〉, |3〉, · · · , |2µm − 1〉, |2µm + 1〉, |2µm + 2〉, · · · , |d〉} form a NAS, and all the relaxation errors are within the NAS.
Then up to infinite-order ancilla relaxation errors, the ancilla can go from the initial ancilla state |i〉 to the final state
|r〉 (ξri = 0) with a unique sequence of relaxation operators in the NAS. For example, the only possible path from |1〉
to |2µm〉 is
(µm − 1)th order relaxation error :
|1〉 → |1〉 99K |3〉 → |3〉 99K · · · |2µm − 3〉 99K |2µm − 1〉 → |2µm〉 : U2µm,2µm−1. (S37)
According to Theorem 2, the central system gate assisted by this d-level ancilla is PI of infinite-order ancilla relaxation
errors and thus PI of all possible ancilla errors.
IV. GENERAL CONSTRUCTION OF PI CONTROL HAMILTONIAN AND JUMP OPERATORS
A. PI control Hamiltonian
The general effective Hamiltonian generating the PI no-jump propagator can be derived as
Heff(t) = i
∂W (t, t0)
∂t
W−1(t, t0) = i
∂W (t, t0)
∂t
W (t0, t)
= i
[
d−1∑
mp
ξmp(t, t0)|m〉〈p| ⊗ ∂Ump(t, t0)
∂t
+
d−1∑
mp
∂ξmp(t, t0)
∂t
|m〉〈p| ⊗ Ump(t, t0)
][
d−1∑
qn
ξqn(t0, t)|q〉〈n| ⊗ Uqn(t0, t)
]
,
=
d−1∑
m=0
|m〉〈m| ⊗Hm(t) + i
d−1∑
mn
[∑
p
∂ξmp(t, t0)
∂t
ξpn(t0, t)
]
|m〉〈n| ⊗ Umn(t, t), (S38)
where the first part corresponds to H0 or H
′
0(t) in the main text and the second part corresponds to Hc(t)− iHjump/2
with Hjump =
∑
i αiK
†
iKi [In the derivation, we have used ξmn(t3, t1) =
∑d−1
q=0 ξmq(t3, t2)ξqn(t2, t1), ξmn(t, t) = δmn,
∂Ump(t, t0)/∂t = −iHm(t)Ump(t, t0), Ump(t, t0)Upn(t0, t) = Umn(t, t)].
So the general form of the PI control Hamiltonian Hc should be
Hc(t) =
d−1∑
m,n
εmn(t)|m〉〈n| ⊗ Umn(t, t) =
d−1∑
m,n
εmn(t)|m〉〈n| ⊗Rm(t)UmnR†n(t), (S39)
where εmn(t) = ε
∗
nm(t).
B. PI jump operators
The jump Hamiltonian Hjump =
∑
i αiK
†
iKi can be in the PI form if each positive operator K
†
iKi is in the PI form,
i.e. K†iKi =
∑d−1
m=0 ω
(m)
i |m〉〈m| with ω(m)i ≥ 0 for any m. By polar decomposition, the general PI form of Ki is
Ki = Si
√
K†iKi =
d−1∑
m=0
√
ω
(m)
i Si|m〉〈m|, (S40)
with Si being a unitary matrix for the ancilla [Note that generally the ancilla jump operators {Ki} does not commute
with the PI control Hamiltonian Hc(t)]. The ancilla dephasing and relaxation jump operators in the main text
are specific examples of the general jump operators {Ki}. The dephasing operator Ll =
∑d−1
m=0 ∆
(m)
l |m〉〈m| =∑d−1
m=0 |∆(m)l |Sj |m〉〈m| with Sl =
∑d−1
m=0
∆
(m)
l
|∆(m)l |
|m〉〈m|, while the relaxation operator Jj = |mj〉〈nj | = Uj |nj〉〈nj | with
Sj = |mj〉〈nj | + |nj〉〈mj | +
∑
m 6=mj ,nj |m〉〈m|. The general ancilla jump operator Ki can also be a superposition
of different relaxation jump operators (e.g. c1|a〉〈b| + c2|c〉〈d| with c1, c2 ∈ C) or a superposition of dephasing and
relaxation operators (e.g. c1|a〉〈a|+ c2|c〉〈d|).
9To be PI of the ancilla error Ki, Si can only non-zero off-diagonal elements only in the NAS. To see this, consider
〈r|W (t, t1)KiW (t1, 0)|i〉
=
d−1∑
n=0
d−1∑
m=0
√
ω
(m)
i 〈r|W (t, t1)|n〉〈n|Si|m〉〈m|W (t1, 0)|i〉
=
d−1∑
n=0
d−1∑
m=0
√
ω
(m)
i ξfn(t, t1)ξmi(t1, 0)〈n|Si|m〉Rr(t)UrnR†n(t1)Rm(t1)Umi, (S41)
For 〈n|Si|m〉 6= 0, when |m〉 and |n〉 are in the NAS with Hm(t) and Hn(t) differing by a constant, then R†n(t1)Rm(t1)
is a trivial phase factor. Then Theorem 2 in the main text still applies by replacing the ancilla relaxation jump
operators {Jj} with the general ancilla jump operators {Ki}.
V. EXACT EXPRESSION OF A SPECIFIC PI NO-JUMP PROPAGATOR AND CONTROL
HAMILTONIAN
In this section, we derive the exact expressions of a specific PI no-jump propagator and the corresponding control
Hamiltonian. For simplicity, we take the interaction picture associated with H ′0(t) =
∑d−1
m=0 |m〉〈m| ⊗Hm(t) with the
PI no-jump propagator
W (I)(t2, t1) = R
†(t2)W (t2, t1)R(t1) =
∑
m,n
ξmn(t2, t1)|m〉〈n| ⊗ Umn, (S42)
where R(t) = T {e−i
∫ 0
t
H′0(t
′)dt′} = ∑d−1m=0 |m〉〈m|⊗Rm(t) with Rm(t) = T {e−i ∫ t0 Hm(t′)dt′}. The effective Hamiltonian
in the interaction picture is
H
(I)
eff (t) =R
†(t)Heff(t)R(t)− iR†(t)∂R(t)
∂t
= H(I)c +H
(I)
0 −H ′0(t)− iH(I)jump/2, (S43)
with H
(I)
c = R†(t)Hc(t)R(t), H
(I)
0 = R
†(t)H0(t)R(t) = H0 due to [H0, H ′0(t)] = 0, H
(I)
jump =
∑
l κl
(
L
(I)
l
)†
L
(I)
l +∑
j γj
(
J
(I)
j
)†
J
(I)
j with L
(I)
l /J
(I)
j = R
†(t) (Lj/Jk)R(t). Setting H ′0(t) = H0 below, we have H
(I)
eff (t) = H
(I)
c −iH(I)jump/2.
Consider the PI no-jump propagator for a d-level ancilla as shown in Fig. S1(d),
W (I)(t2, t1) =
d−1∑
m=0
ξmm|m〉〈m| ⊗ I+
∑
µ
ξµ(|mµ〉〈nµ| ⊗ Uµ + |nµ〉〈mµ| ⊗ U†µ), (S44)
and the control Hamiltonian producing the PI propagator,
H(I)c =
∑
µ
[Ωµ(|mµ〉〈nµ| ⊗ Uµ + |nµ〉〈mµ| ⊗ U†µ) + (δmµ |mµ〉〈mµ|+ δnµ |nµ〉〈nµ|)], (S45)
where the first part denotes the driving and the second part denotes the detunings. With the PI control Hamiltonian
in Eq. (S45), the effective non-Hermitian Hamiltonian is
H
(I)
eff =H
(I)
c −
i
2
∑
l
κl(L
(I)
l )
†L(I)l +
∑
j
γj(J
(I)
j )
†J (I)j

=
∑
µ
[Ωµ(|mµ〉〈nµ| ⊗ Uµ + |nµ〉〈mµ| ⊗ U†µ) + (δmµ + iλmµ)|mµ〉〈mµ|+ (δnµ + iλnµ)|nµ〉〈nµ|]
+
∑
k∈{unpaired}
iλk|k〉〈k|, (S46)
where the non-Hermitian terms modify the diagonal elements. Since the ancilla states are grouped into unoverlapped
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pairs and single unpaired states, so the total no-jump propagator is the direct sum of the propagators for the subspaces
of the paired states and unpaired states. The propagator for the unpaired states is trivial, so here we try to derive
the no-jump propagator for the ancilla subspace spanned by a single pair of ancilla states.
The effective non-Hermitian Hamiltonian for the subspace {|m〉, |n〉} (the subscripts omitted for simplicity) is
H
(I)
eff,mn =Ωmn(|m〉〈n| ⊗ Umn + |n〉〈m| ⊗ U†mn) + (δm + iλm)|m〉〈m|+ (δn + iλn)|n〉〈n|, (S47)
Define the identity operator and Pauli operators for the ancilla subspace {|m〉, |n〉} as
Imn =|m〉〈m|+ |n〉〈n|, σxmn = |m〉〈n|+ |n〉〈m|, (S48a)
σymn =i(|m〉〈n| − |n〉〈m|), σzmn = |n〉〈n| − |m〉〈m|, (S48b)
then H
(I)
eff,mn can be recast as
H
(I)
eff,mn = ω
0
mnImn + ω
xy
mnσ
x
mn ⊗ Re(Umn) + ωxymnσymn ⊗ Im(Umn) + ωzmnσzmn ⊗ I, (S49)
where ω0mn = [δm + δn + i(λm + λn)]/2, ω
z
mn = [δn − δm + i(λn − λm)]/2, ωxymn = Ωmn/2, and Re(Umn)/Im(Umn)
denotes the real/imaginary part of Umn [Re(Umn)
2 + Im(Umn)
2 = I due to UmnU†mn = U†mnUmn = I]. Then the
no-jump propagator generated by H
(I)
eff,mn is
W (I)mn(t2, t1) = exp
[
−iH(I)eff,mn(t2 − t1)
]
= e−iω
0
mn(t2−t1) {cosh[iωmn(t2 − t1)]− sinh[iωmn(t2 − t1)] [nxyσxmn ⊗ Re(Umn) + nxyσymn ⊗ Im(Umn) + nzσzmn ⊗ I]}
= ξmm|m〉〈m| ⊗ I+ ξnn|n〉〈n| ⊗ I+ ξmn|m〉〈n| ⊗ Umn + ξnm|m〉〈n| ⊗ U†mn, (S50)
with
ξmm = e
−iω0mn(t2−t1){cosh[iωmn(t2 − t1)] + nz sinh[iωmn(t2 − t1)}, (S51a)
ξnn = e
−iω0mn(t2−t1){cosh[iωmn(t2 − t1)]− nz sinh[iωmn(t2 − t1)]}, (S51b)
ξmn = ξnm = e
−iω0mn(t2−t1)nxy sinh[iωmn(t2 − t1)], (S51c)
where ωmn =
√
(ωxymn)2 + (ωzmn)
2, nz = ω
z
mn/ωmn and nxy = ω
xy
mn/ωmn (Note that ωmn, nz, nxy are all complex
numbers). In the derivation of Eq. (S50), we have used [ωzmnσ
z
mn⊗ I+ωxymnσxmn⊗Re(Umn) +ωxymnσymn⊗ Im(Umn)]2 =
ω2mnImn ⊗ I. For hyperbolic function with complex numbers, we have the following useful formula
cosh(ix) = cos(x), (S52a)
sinh(ix) = i sin(x), (S52b)
cosh(x+ iy) = cosh(x) cos(y) + i sinh(x) sin(y), (S52c)
sinh(x+ iy) = sinh(x) cos(y) + i cosh(x) sin(y). (S52d)
If there are no ancilla errors (λm = λn = 0) and no detuning (δm = δn = 0), then W
(I)
mn(t2, t1) becomes a simple
unitary propagator
W (I)mn(t2, t1) = cos θImn ⊗ I− i sin θ(|m〉〈n| ⊗ Umn + |n〉〈m| ⊗ U†mn), (S53)
with θ = Ωmn(t2 − t1). When θ = pi/2 or t2 − t1 = pi/(2Ωmn), W (I)mn(t2, t1) = |m〉〈n| ⊗ Umn + |n〉〈m| ⊗ U†mn (with
the trivial phase factor neglected), implying that with ancilla transition |n〉 → |m〉 (|m〉 → |n〉) a quantum gate Umn
(U†mn) is implemented on the central system.
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VI. PI GATES FOR BOTH ANCILLA ERRORS AND CENTRAL SYSTEM ERRORS
Now we demonstrate that the PI propagator as in Eq. (S18)
W (I)(t2, t1) =
d−1∑
m=0
ξmm|m〉〈m| ⊗ I+
∑
m 6=n
ξmn|m〉〈n| ⊗ Umn, (S54)
can be PI of both ancilla errors (as in Theorem 1 and Theorem 2) and first-order central system errors.
One sufficient option to choose the unitary set {Umn}d−1m,n=0 is
Umn =
∑
k
eiφmn,kFkUmn,0F
†
k/rk, (S55)
First note that Umn is actually a block-diagonal unitary matrix as follows
Umn =

eiφmn,0Umn,0
eiφmn,1Umn,0
. . .
eiφmn,kUmn,0
 (S56)
where the different blocks represent the code subspace (with the projection operator P0) and different errors subspaces
({Pk}q−1k=1 with Pk = FkP0F †k/rk) of the central system, correspondingly. Then we have
UmnFk|ψ0〉 =
∑
j
eiφj
rj
FjP0Umn,0P0F
†
j FkP0|ψ0〉 = eiφkFkUmn,0P0|ψ0〉 = eiφkFkUmn|ψ0〉. (S57)
where we have used that P0F
†
kFlP0 = rkδklP0. Also the product of any possible sequence of the elements in {Umn}
is in the same form as that of Umn,
UabUcd · · ·Uem =
∑
k
ei(φab,k+φcd,k+···+φem,k)Fk (Uab,0Ucd,0 · · ·Uem,0)F †k/rk, (S58)
since the product of any block-diagonal matrix is still a block-diagonal matrix. So we also have
UabUbc · · ·UemFk|ψ0〉 = ei(φab,k+φcd,k+···+φem,k)FkUabUbc · · ·Uem|ψ0〉. (S59)
Suppose that there is no ancilla errors but a central system error F
(I)
k (t) = e
iH0tFke
−iH0t =
∑
m e
icm,kt|m〉〈m|⊗Fk
at time t1 during the PI gate [0, t], then the wavefunction of the central system after the gate is
〈l|W (I)(t, t1)F (I)k (t1)W (I)(t1, 0)|i〉|ψ0〉
=
∑
a,b
∑
c,d
∑
m
ξab(t− t1)ξcd(t1)eicm,kt1〈l|a〉〈b|m〉〈m|c〉〈d|i〉UabFkUcd|ψ0〉,
=
∑
m
ξlm(t− t1)ξmi(t1)eicm,kt1UlmFkUmi|ψ0〉,
=
∑
m
ξlm(t− t1)ξmi(t1)ei(cm,kt1+φlm,k)FkUlmUmi|ψ0〉,
=
[∑
m
ξlm(t− t1)ξmi(t1)ei(cm,kt1+φlm,k)
]
FkUli|ψ0〉, (S60)
which implies that a single central system error happening during the gate is equivalent to the error happening
after the gate and therefore can be corrected at the end of the gate. Obviously the gate is also PI of ancilla errors
(permitted by Theorem 1). Thus the gate is PI of both ancilla errors and first-order central system errors, in particular,
error-transparent to the first-order central system error.
The PI gates for both ancilla and central system errors can be understood by generalizing the PI no-jump propagator
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FIG. S2: Schematic of PI-driving protocols for both ancilla errors and central system errors. (a) The driving is the same for
both the code subspace and error subspace of the central system, which is error-transparent to the central system error. (b)
The driving only acts on the code subspace of the central system, which is not error-transparent but still PI of the central
system error. Here |m,µ〉 denotes a generalized ancilla state, with m = g, e, f denoting the three ancilla states and µ = 0, 1
denoting the code or error subspace of the central system. The ancilla states in (out of) NAS is represented by blue solid
(black hollow) circles (Strictly speaking, the circles represent the code or error subspace of the central system conditioned on
a specific ancilla state), and the ancilla relaxation (central system) errors are denoted by red (magenta) dashed lines.
as
W (I)(t2, t1) =
d−1∑
m,n=0
q−1∑
µ,ν=0
ξmµ,nν(t2, t1)|m,µ〉〈n, ν| ⊗ Umµ,nν , (S61)
where |m,µ〉 = |m〉 ⊗ |µ〉 (m ∈ [0, d− 1], µ ∈ [0, q− 1]) with |m〉 being the ancilla state and |µ〉 denoting the different
subspaces of the central system (µ = 0 labels the code subspace, while µ > 0 labels other error subspaces). Note that
the above propagator in Eq. (S61) can be designed to be in the same form as that in Eq. (S18), with the unitary set
{Umk,nl} satisfying the condition Umµ,eλUeλ,nν = Umµ,nν (m, e, n ∈ [0, d − 1] and µ, λ, ν ∈ [0, q − 1]). Then all the
conclusions (Theorem 1 and Theorem 2) for path independence of only ancilla errors can be directly applied for both
ancilla and central system errors. We give a simple example [Fig. S2] for a 3-level ancilla and a central system with a
single error subspace. In Fig. S2(a), the driving acts on both the code subspace and error subspace so that the gate
is error-transparent to first-order central system error; In Fig. S2(b), the driving only acts on the code subspace of
the central system, but the gate can be still PI of first-order central system error.
[1] B. Broda, Non-Abelian Stokes theorem in action, Modern Nonlinear Optics, Part 2, 429-468 (Wiley, M.W.Evans, 2001).
