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Abstract: Prediction of defibrillation success is of vital importance to guide therapy and improve
the survival of patients suffering out-of-hospital cardiac arrest (OHCA). Currently, the most efficient
methods to predict shock success are based on the analysis of the electrocardiogram (ECG) during
ventricular fibrillation (VF), and recent studies suggest the efficacy of waveform indices that
characterize the underlying non-linear dynamics of VF. In this study we introduce, adapt and fully
characterize six entropy indices for VF shock outcome prediction, based on the classical definitions of
entropy to measure the regularity and predictability of a time series. Data from 163 OHCA patients
comprising 419 shocks (107 successful) were used, and the performance of the entropy indices
was characterized in terms of embedding dimension (m) and matching tolerance (r). Six classical
predictors were also assessed as baseline prediction values. The best prediction results were obtained
for fuzzy entropy (FuzzEn) with m = 3 and an amplitude-dependent tolerance of r = 80µV. This
resulted in a balanced sensitivity/specificity of 80.4%/76.9%, which improved by over five points the
results obtained for the best classical predictor. These results suggest that a FuzzEn approach for a
joint quantification of VF amplitude and its non-linear dynamics may be a promising tool to optimize
OHCA treatment.
Keywords: ventricular fibrillation; defibrillation; shock outcome prediction; out-of-hospital cardiac
arrest; non-linear dynamics; entropy measures; regularity-based entropies; predictability-based
entropies; fuzzy entropy
1. Introduction
Out-of-hospital cardiac arrest (OHCA) is one of the leading causes of death in the industrialized
world, with an estimated annual incidence for treated OHCA that varies between 28.3 and 54.6 per
100,000 persons-year, depending on the definition and inclusion criteria [1]. One of the leading causes
of OHCA is ventricular fibrillation (VF) [2], a non-perfusing rhythm characterized by a disorganized
contraction of the ventricles. If VF is untreated, the lack of oxygen delivery to the vital organs leads to
death within minutes, and the heart rhythm rapidly deteriorates into asystole, which is characterized
by the absence of the electrical activity of the heart. The only effective way to revert VF and restore a
perfusing rhythm is to defibrillate the heart through the delivery of a high-energy electrical shock [3].
The electrical shock is delivered by a portable electronic device called a defibrillator, which also
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includes algorithms to analyze the patients heart rhythm and identify VF (the need for defibrillation).
In- an out-of hospital setting defibrillation is combined with cardiopulmonary resuscitation (CPR) [4,5].
CPR consists of chest compressions and rescue breaths and is intended to keep a sufficient oxygen
flow to the vital organs until the defibrillator is available. Chest compressions during CPR increase
the intrathoracic pressure, which results in blood flow to the vital organs while the patient is in a
non-perfusing rhythm [6].
Every five years, the European Resuscitation Council and the American Heart Association
publish treatment recommendations for OHCA based on the most current scientific evidence [7,8].
These guidelines include basic life support (BLS) recommendations for emergency medical technicians
(EMT) and advanced life support (ALS) recommendations for paramedics and doctors. BLS treatment
recommendations for OHCA patients include 2-min series of chest compressions followed by a pause
to assess the patient’s heart rhythm [4,5]. The pause is needed because compression movement
artifacts during CPR cannot be effectively removed from the ECG [9]. During the analysis pause,
the defibrillator’s shock advisory algorithm analyzes the ECG waveform [10], then if VF is detected,
the defibrillator is charged, and a shock is delivered to the patient. However, many defibrillation
attempts are futile [11,12]. The consequences are longer CPR interruptions to charge the defibrillator
and potential damage to the myocardium caused by the shock; both of these factors compromise the
survival of the patient [13,14].
The probability of a successful defibrillation decreases with time for untreated VF due to
the metabolic deterioration of the myocardium [15,16]. This deterioration is well characterized
by the three-phase model of cardiac arrest, which identifies three time-sensitive periods for VF
during cardiac arrest: the electrical (onset–4 min), circulatory (4–10 min) and the metabolic phases
(over 10 min) [15]. In pre-hospital settings, where the main monitoring/treatment equipment
is the defibrillator, only noninvasive techniques, such as quantitative ECG measures of the VF
waveform, are available. These features have been shown to correlate with the metabolic state
of the myocardium [17,18]. For instance, as time from collapse increases, VF amplitude decreases [19],
and its dominant frequency and waveform roughness (the term roughness in VF waveform analysis
was coined by Callaway, Sherman and colleagues in their contributions to the application of indices
based on non-linear dynamics to predict defibrillation success [20,21]) reflect the different phases
of VF [21,22]. Consequently, a plethora of VF-waveform features have been proposed to predict
defibrillation success and to optimize treatment decisions [23–26]. These quantitative measures
include the classical amplitude, slope or spectral analyses of VF [23,27], but also features derived from
non-linear dynamics, such as: fractal dimension [28], Hurst exponents [28], scaling exponents [20],
detrended fluctuation analysis [29] or Poincare-plot analysis [30]. These later approaches suggest that
quantifying the VF waveform regularity and/or predictability through non-linear metrics may be an
adequate way to predict defibrillation success.
However, the computation of these indices presents some limitations, such as requiring long
time series to properly quantify the non-linear dynamics of the underlying physiological processes
or their sensitivity to noise [31,32]. Consequently, numerous entropy measures have been developed
over the last few years to be applied to short and noisy physiological signals [31]. Indeed, entropy
can be defined as a measure of disorder or uncertainty in a system, and biological systems are
characterized by complex dynamics [33]. Thus, these metrics have been able to reveal useful clinical
information about how the brain, the heart and other complex systems work under very common
diseases [34]. Our main hypothesis is that measures of entropy, appropriately chosen and characterized
to quantify VF regularity/complexity, may serve as reliable shock outcome predictors. In this study,
we characterize and tailor six measures of entropy to predict defibrillation success in OHCA scenarios.
Three measures quantify the regularity of VF and the other three its predictability. Results show that
regularity indices are reliable shock outcome predictors, outperforming the results obtained using
classical methods based on amplitude, slope, spectral and other types of non-linear analyses.
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2. Materials and Methods
2.1. Data Collection and Labeling
Data from OHCA cases occurring between the years 2013 and 2015 were collected from the Basque
Country’s emergency medical services (EMS). The Basque Country’s EMS services a population of
2.2 million with an annual incidence of OHCA of 39.1 cases per 100,000 inhabitants [35]. The service
is organized as a two-tier EMS system, where most resources are BLS ambulances staffed with two
emergency medical technicians (EMT). EMTs deliver basic CPR and defibrillation therapy using
automated external defibrillators (AED). The personnel in advanced life support (ALS) ambulances,
the second tier, comprise a doctor, a nurse and a technician. ALS treatment also includes intravenous
drug administration and advanced airway management.
For this study, 1009 electronic file records from the AEDs in the BLS ambulances were collected.
The files came from three different AED models, Physiocontrol’s LP1000 (A), Philips’ FR2 (B) and Zoll’s
AED pro (C), which had different analog front-ends for ECG acquisition. The ECG bandwidth,
sampling rate and amplitude resolutions of the devices were: 0.5–21 Hz/125 Hz/4.8µV (A);
1–20 Hz/200 Hz/2.5µV (B); and 0.7–30 Hz/250 Hz/4.8µV (C). The sampled ECG signals were
converted to a common MATLAB format at a sampling rate of fs = 250 Hz. The messages from
the devices were used to identify the defibrillation shocks, and the ECG signal was audited and
annotated by two experienced biomedical engineers. Shocks were labeled valid for analysis if they
contained an artifact-free VF during the pre-shock segment and at least one minute of post-shock
ECG for shock outcome annotation. A shock was considered successful when sustained and narrow
QRS complexes (rate ≥ 40 min−1) appeared within one minute of the shock [12]. Figure 1 shows
three representative examples of shocks in which the pre-shock segment (analysis) and the post-shock
segment (annotation) are shown.
Figure 1. Three shocks in which ventricular fibrillation (VF) converted to an organized rhythm
(ORG) (a); again to VF (b); and to asystole (ASY) (c). The resulting rhythm is observed after the
shock, which in all cases is shown after about 10 s (the ECG signal is lost during the shock). Chest
compressions were given during the shaded intervals, and the resulting CPR artifact is observed in the
ECG. In addition, the 5-s VF pre-shock analysis segment used to compute the predictors is highlighted.
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From the original files, only 163 cases contained valid shocks (annotatable), totaling 419 shocks of
which 107 were successful and 312 unsuccessful. For each shock, the segment under analysis lasted five
seconds and ended one second before shock delivery, as indicated in Figure 1. The VF waveform was
filtered to the typical AED bandwidth (0.5–30 Hz) using an order 8 elliptic filter with a 1-dB passband
and a 30-dB stopband equiripple attenuation.
2.2. Classical Shock Outcome Predictors
As a reference, six classical shock outcome predictors were computed, thus representing
the traditional view of VF waveform analysis. The predictors were the average peak-to-peak
amplitude (PPA), median slope (MdS), amplitude spectrum area (AMSA), median length of the
stepping increment (MSI), scaling exponent (ScE) and the logarithm of the absolute correlation (LAC).
An abridged description of these predictors follows. Notation-wise, the 5-s ECG segment is denoted
by {x(n)}n=1,...,N , where n represents the sample index and N = 5 · fs = 1250 the number of samples
in the segment.
PPA measures VF coarseness by assessing its amplitude in short time intervals [25]. First, x(n) is
subdivided into L non-overlapping sub-segments {xw(n)}w=1,...,L, and the peak-to-peak amplitude of
each subsegment is computed. PPA is the mean value of these amplitudes,
PPA =
1
L
L
∑
w=1
max{xw(n)} −min{xw(n)}, where xw(n) = {x(n)}n=(w−1) NL +1,...,w NL . (1)
The duration of the subsegments should at least include a complete waveform fluctuation. In this
study, 0.5 s was used (L = 125), sufficient to accommodate the typical VF dominant frequencies.
MdS is the median value of the slope of the VF waveform [23]. The slope is approximated using
the first difference of the signal divided by the interval between consecutive samples, the sampling
period (Ts = 1fs ), so:
MdS =
1
Ts
· median{(x(n)− x(n− 1))}n=2,...,N . (2)
AMSA is a frequency weighted mean of the spectral amplitudes of the VF waveform [27], and it
is the most extensively studied of all predictors [12]. To compute AMSA, the signal was Hamming
windowed, and its fast Fourier transform (FFT), X(k), was computed using a NFFT = 2048 point FFT.
The amplitude for frequency index k is then Ak = |X(k)|, and AMSA was computed as [12]:
AMSA =
2
NFFT
∑ Ak · fk
fk∈(2−48)Hz
. (3)
MSI is based on a Poincare-plot representation of the VF waveform, where each pair of consecutive
signal samples is mapped into a bidimensional plot as P(n) =
(
x(n), x(n + 1)
)
. MSI is defined as the
median of the Euclidean distance of consecutive points, `(n), in the map:
`(n) = d(P(n), P(n + 1)) =
√
(x(n)− x(n− 1))2 + (x(n + 1)− x(n))2 ,
MSI = fs · median
{
`(n)
}
n=2,...,N−1 . (4)
ScE is an estimation of the fractal dimension of the VF waveform [20,21] based on Higuchi’s
algorithm [36]. In brief, let Lm(k) denote the average length of the curve formed by the samples of
x(n) for a lag of k samples. There are m = 1, ..., k such lengths; then, L(k) is the average value of those
lengths for lag (scale) k defined as:
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Lm(k) =
N
k
1
N −m
(N −m)/k
∑
i=1
|x(m + ik)− x(m + (i− 1)k)| for m = 1, .., k
and L(k) = 〈Lm(k)〉m ∼ k−D , (5)
which for a self-similar process is proportional to k−D, where D is the fractal dimension. ScE introduced
by Callaway et al. into VF-waveform analysis is precisely D, Higuchi’s fractal dimension
(Callaway et al. [20,37] fit L(k) ∼ k1−d because they omit a k−1 term in the definition of Lm(k),
so both formulations are equal.)
Finally, LAC is based on the autocorrelation function analysis (periodicity) of the
VF-waveform [21]. LAC is the logarithm of the area under the curve of the absolute value of the
autocorrelation function, Rxx(k), of the signal for lags up to 0.5 s:
LAC = log10
( 0.5 fs
∑
k=1
|Rxx(k)|
)
where Rxx(k) =
1
N − k
N−k
∑
n=1
x(n)x(n + k) . (6)
2.3. Shock Outcome Predictors Based on Entropy Measures
The most widely-used entropy estimates are based on quantifying repetitive patterns along the
time series [32]. These regularity-based metrics are easy to compute and work successfully even for
very short and noisy time series [38]. Moreover, they have proven to be useful in numerous clinical
scenarios [33,34]. However, these entropy measures ignore the temporal order of data. This could be
essential to quantify the underlying dynamics in some time series. Consequently, entropy estimates
based on the analysis of ordinal patterns have also been proposed. Under this approach, time
series are transformed into symbolic sequences, and the distribution of symbols is quantified using
Shannon’s entropy (ShEn) or similar indices [39]. This procedure allows a proper quantification of the
predictability of the time series. Both types of entropy measures, regularity-based and predictability
measures, are here analyzed in the context of shock outcome prediction.
2.3.1. Regularity-Based Entropies
In this study, we used three typical regularity-based entropy measures, namely approximate
entropy (ApEn), sample entropy (SampEn) and fuzzy entropy (FuzzEn). These measures were
subsequently introduced to quantify regularity in signals of finite length N. What follows is a
description of how these entropy measures are computed and the motivation for the subsequent
improvements introduced by each of them.
ApEn, introduced by Pincus [38], examines a time series for similar epochs and assigns the time
series a non-negative number, with larger values corresponding to more irregularity. To compute
ApEn, x(n) is first decomposed into i = 1, . . . , N −m + 1 vectors of size m, Xm(1), . . . , Xm(N −m + 1),
with Xm(i) = {x(i), x(i + 1), . . . , x(i + m− 1)}. Then, the Chebyshev distance between vectors Xm(i)
and Xm(j) is computed:
dmij = maxk=0,...,m−1
(
|x(i + k)− x(j + k)|
)
. (7)
For Xm(i), we count the number of vectors within a distance dmij less than or equal to r:
Cmi (r) =
1
N −m + 1
N−m+1
∑
j=1
Θ(r− dmij ) , (8)
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where Θ(x) is the Heaviside function, which is defined as:
Θ(x) =
{
1 if x ≥ 0 ,
0 if x < 0 .
(9)
Then, we compute the probability that two m-length vectors match with tolerance r:
φm(r) =
1
N −m + 1
N−m+1
∑
i=1
ln Cmi (r) . (10)
ApEn is estimated as:
ApEn(m, r, N) = φm(r)− φm+1(r) . (11)
where φm+1(r) is computed for vectors of length m + 1 and substituting m by m + 1 in
Equations (7)–(10).
SampEn was introduced by Richman and Moorman to overcome the limitations of ApEn,
namely the lack of relative consistency and its dependence on the length of the analyzed signal
segment [40]. Indeed, ApEn is often lower than expected for short time series [33]. SampEn differs
from ApEn mainly in two ways: (i) SampEn does not count self-matches; and (ii) SampEn does
not use a template-wise approach. Precisely, to compute SampEn, only N − m vectors Xm(i), for
1 ≤ i ≤ N −m, are considered both for dimensions m and m + 1:
Cmi (r) =
1
N −m− 1
N−m
∑
j=1,j 6=i
Θ(r− dmij ) , Cm+1i (r) =
1
N −m− 1
N−m
∑
j=1,j 6=i
Θ(r− dm+1ij ) , (12)
φm(r) =
1
N −m
N−m
∑
i=1
Cmi (r) , φ
m+1(r) =
1
N −m
N−m
∑
i=1
Cm+1i (r) . (13)
SampEn is then estimated as:
SampEn(m, r, N) = − ln
[φm+1(r)
φm(r)
]
. (14)
FuzzEn was introduced by Chen et al. [41] to allow a smoother definition of a vector match based
on fuzzy set theory. In FuzzEn, the Heaviside function in Equations (12) is replaced by a family of
exponential functions Dmij (n, r) = exp(−(dmij )n/r), so the equations in (12) are now:
Cmi (r, n) =
1
N −m− 1
N−m
∑
j=1,j 6=i
Dmij (n, r) , C
m+1
i (r, n) =
1
N −m− 1
N−m
∑
j=1,j 6=i
Dm+1ij (n, r) . (15)
Moreover, to focus on the local characteristics of the time series, the baseline of each m-length
vector Xm(i) is also removed [41], and the dmij distances are computed between the following vectors:
X∗m(i) = {x(i), x(i + 1) . . . , x(i + m− 1)} −
1
m
m−1
∑
l=0
x(i + l) . (16)
2.3.2. Predictability-Based Entropies
In an attempt to quantify shock outcome predictability from the VF waveform, we analyzed two
symbolic entropies, permutation entropy (PerEn) and conditional entropy (ConEn). Later in Section 2.4,
a modified version of ConEn (MConEn) will be described, which is able to incorporate information on
the amplitude of VF by using a fixed set of quantization levels.
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PerEn was introduced by Bandt and Pompe and is a conceptually simple, computationally fast,
easy to parametrize and noise-robust measure of entropy [42]. To compute PerEn, we associate an
ordinal pattern to each vector Xm(i). The pattern is defined as the permutation κi = {r0, r1, . . . , rm−1}
of {0, 1, . . . , m− 1} for which x(i + r0) ≤ x(i + r1) ≤ . . . ≤ x(i + rm−2) ≤ x(i + rm−1). For vectors of
length m, there are m! ordinal patterns (symbols) pik. For instance, if m = 2, we have the symbols
pi1 = {0, 1} and pi2 = {1, 0}. The probability of finding those patterns in the data is estimated using
the relative frequency of the symbols, p(pik), among the N−m + 1 vectors of the signal. Then, PerEn is
defined as the Shannon entropy of the m! symbols pik:
PerEn(m) = −
m!
∑
k=1
p(pik) ln p(pik) . (17)
PerEn derives information about the dynamics of the underlying system by assessing the presence,
or absence, of some permutation patterns of the elements of a time series. Indeed, when all symbols
have equal probability, PerEn is maximum, and its value is ln(m!). In contrast, a completely predictable
time series in which there is only one symbol would result in a minimum PerEn of 0.
ConEn relies on a symbolic representation of the amplitudes of the time series [43] and has been
proposed to estimate entropy from very short time series. To compute ConEn, x(n) is first transformed
into a positive-valued signal xp(n) by subtracting its minimum value: xp(n) = x(n)−min{x(n)}.
Then, the full dynamic range of the signal, Γ = max{x(n)}−min{x(n)}, is divided into ξ quantization
levels, and xp(n) is quantified with a resolution of Γ/ξ. This results in a symbolized signal xs(n) from
the limited alphabet of symbols {0, 1, . . . , ξ − 1}. The symbolized signal is divided into N − m + 1
vectors of size m, Xs, m(i) = {xs(i), xs(i + 1), . . . , xs(i + m− 1)}, which is regarded as a number in base
ξ that corresponds to the decimal number:
Xm(i) → wm(i) = xs(i) · ξ0 + xs(i + 1) · ξ1 + . . . xs(i + m− 1) · ξm−1 . (18)
This process transforms the signal into a sequence of integer numbers {wm(i)}i=1,...,N−m+1,
which range from 0 to Nm = ξm − 1. With this definition, the probability density function of wm
provides the distribution of the patterns Xm(i), and the probability of the different patterns is estimated
as the relative frequency of wm(i), denoted by p
(
wm(i)
)
. The process is then repeated for dimension
m− 1, and ConEn is computed as the difference in Shannon entropies for dimension m− 1 and m:
ConEn(m, ξ) =
Nm−1+1
∑
k=1
p
(
wm−1(k)
)
· ln
(
p
(
wm−1(k)
))− Nm+1∑
k=1
p
(
wm(k)
)
· ln
(
p
(
wm(k)
))
. (19)
This metric represents the amount of information carried by the most recent sample of x(n) when
its past m− 1 samples are known. Hence, ConEn is maximum if x(n) is complex and unpredictable
and is zero if a new sample can be exactly predicted from the previous m− 1 samples.
2.4. Study of Optimal Parameters to Compute Entropy Measures
Although the values of ApEn, SampEn and FuzzEn depend strongly on parameters m and r,
no general guidelines for their selection can be found in the literature. Nonetheless, many authors
use the typically recommended values of m = 1 or 2 and r between 0.05- and 0.25-times the standard
deviation of the data [38]. However, several works have proven that these values are inappropriate for
some applications [44,45]. Indeed, recent studies trying to optimize (m, r) for specific scenarios can
be found in the literature [46]. Moreover, r is customarily normalized by the standard deviation in
order to make entropy estimates insensitive to amplitude changes in time series [38]. However, in the
context of shock outcome prediction, the VF-amplitude conveys relevant information on the metabolic
state of the myocardium [19], and therefore, this normalization has not been used in this study. A
systematic and thorough analysis on the optimal (m, r) values for ApEn, SampEn and FuzzEn was
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conducted, in line with some of our previous works [45]. Entropy measures were computed using a
3× 20 matrix of combinations of m = 1, 2, 3 and r = 5, 10, 15, ..., 100 µV.
A proper selection of m is also key for PerEn computation, as it determines the number of
symbols and, to an extent, their probability distribution. In fact, to achieve reliable values and proper
discrimination between stochastic and deterministic dynamics, it is necessary that N  m! [47].
For practical purposes, the authors who introduced PerEn suggested values of m between 3 and 7 [42],
and we have followed their recommendations in this study. Similarly, the length of the time series (N)
should be large enough to avoid symbols with few occurrences in ConEn. In fact, N > ξm+1 guarantees
an average of more than one occurrence per symbol, even in the presence of a randomly-distributed
noise [48]. Thus, given that values of ξ between 4 and 10 have been previously recommended [48],
we analyzed values of m between 2 and 4. Interestingly, since Γ was defined as the full dynamic
range of the time series, ConEn does not account for VF-amplitude to estimate its predictability.
Therefore, as for regularity-based entropy measures, a modified version of ConEn (MConEn) was
introduced to incorporate VF-amplitude information by making use of the following fixed quantization
levels: 300, 325, 425, 500, 600, 750 µV.
2.5. Statistical Analysis
The statistical distributions of the predictors for the successful and unsuccessful shocks were
compared using the Mann–Whitney test because they did not pass the Kolmogorov–Smirnov normality
test. Differences were considered significant for p < 0.0001. For each value of the predictors, the
sensitivity (SE), the proportion of detected successful shocks and the specificity (SP), the proportion of
identified unsuccessful shocks was obtained. Receiver-operating characteristic (ROC) analysis was
used to evaluate the global performance of the predictors [49], since it summarizes all SE/SP pairs
for all possible values of the predictor. All patients were assigned an equal weight to compute ROC
curves (repeated shocks on the same patient). Three measures were taken on the ROC curve including
the area under the curve (AUC), maximum SP for SE > 90% and maximum SE for SP > 90% [25].
Finally, an optimal single feature-based classifier was adjusted for each of the predictors,
using support vector machines (SVM) with radial basis functions [50]. The classifier was evaluated
following a leave one patient out cross-validation (LOPCV) scheme [51,52], where shocks within each
patient were classified using the optimal SVM obtained for the rest of the shocks. The balanced error
rate (BER) was used to optimize the SVMs because it equally weights the SE and SP and is therefore
insensitive to class imbalance. The BER is defined as:
BER = 1− 12
(
SE + SP
)
. (20)
For the optimal classifier, SE, SP and positive and negative predictive values (PPV/NPV) were
obtained following the LOPCV scheme.
3. Results
3.1. Optimal Parameters to Compute Entropy Measures
A proper selection of m and r is critical to accurately estimate time series regularity using
ApEn, SampEn and FuzzEn [46]. Figure 2 shows a summary of the experiments for optimal
parameter selection, by depicting the differences and evolution of the median values for successful
and unsuccessful shocks as m and r change. The trend for SampEn and FuzzEn is consistent, so for
each m, entropy decreases as r increases. Moreover, statistically-significant differences between groups
(p < 0.0001) were also obtained for every pair of m and r, with smaller entropy values for unsuccessful
shocks. For ApEn, a trend change in entropy values is seen for low values of r, for which the statistical
differences between groups also disappeared. Nonetheless, for high values of r, the trend for ApEn is
similar to that of SampEn and FuzzEn.
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Figure 2. Median values of the regularity-based entropies (y-axes) for the successful and unsuccessful
shocks. The values are shown as a function of the fixed amplitude threshold r and in different traces
for different values of m. (a) ApEn; (b) SampEn; (c) FuzzEn.
The values of ConEn and MConEn are also higher for successful shocks, as shown in Figure 3.
However, differences between successful and unsuccessful shocks were only significant for MConEn
and, in this case, for all values of the quantization level. Both ConEn and MConEn show a consistent
behavior, with increasing values of entropy as the number of levels increases (quantization step
decreases), and higher values for successful shocks. PerEn showed very poor class separation for all
values of m and slightly higher values of entropy for unsuccessful shocks, although this result had no
statistical significance (p > 0.2 for all m).
Figure 3. Median values of the predictability-based entropies (y-axes) for the successful and
unsuccessful shocks. The values are shown as a function of the adjustable parameters for each entropy.
(a) PerEn; (b) ConEn; (c) MConEn.
Table 1. Optimal input parameters selected for the entropy measures. ApEn, approximate entropy;
FuzzEn, fuzzy entropy; SampEn, sample entropy; PerEn, permutation entropy; ConEn, conditional
entropy; MConEn, modified version of ConEn.
Measure Optimal Input Parameters
ApEn m = 1 and r = 55 µV
SampEn m = 1 and r = 50 µV
FuzzEn m = 3 and r = 80 µV
PerEn m = 6
ConEn m = 2 and ξ =10
MConEn m = 2 and Γ/ξ = 300 µV
Entropy 2016, 18, 313 10 of 17
The optimal parameter selection for each entropy is summarized in Table 1, the values are those
that minimize the BER for each of the indices. SampEn, FuzzEn, MConEn and PerEn presented
differences below five points in BER regardless of the values of m, r or Γ/ξ. ApEn and ConEn
presented larger differences of up to 10 points in BER. In all cases, a proper parameter selection is of
paramount importance since a five-point difference in BER means five points in both SE and SP.
3.2. Classical versus Entropy-Based Predictors
Once optimal input parameters to compute entropy measures were chosen, a detailed statistical
study of the distributions of all predictors was carried out. Figure 4 shows the boxplots of the
successful and unsuccessful shocks for all predictors. All classical predictors showed significantly
different statistical distributions (p < 10−10), and the boxplots visually show little overlap between
the classes. Moreover, the values obtained for the features in both classes are in line with the values
reported on other studies on shock outcome prediction [12,20,21,25,30]. The entropy measures of
regularity also showed good class separation and significantly different distributions (p < 10−10). On
the contrary, among entropy measures of predictability, only MConEn showed significant differences
between the two classes and is the only one that can be regarded as a predictor.
Figure 4. Box plots of the predictors for the successful and unsuccessful shocks; the y-axes represent the
values of the predictors. All predictors showed significant differences in the distributions, except for
PerEn and ConEn. The values also show the ranges for the different predictors. (a) Classical predictors;
(b) Entropy based predictors.
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The ROC curve analysis is summarized in Table 2 for all predictors and in Figure 5 for the best
classical/entropy predictor. As shown in Table 2, FuzzEn is the best predictor in terms of AUC and also
gives the best balanced SE/SP values for the two cutoff points defined (see Figure 5). In fact, the ROC
curve for FuzzEn is almost always above that of the best classical predictor (MSI), suggesting that
FuzzEn may improve the performance of current state of the art predictors. The values reported
in Table 2 are in line with the prediction results reported in the specialized literature [12] and are
considered clinically relevant in the context of shock outcome prediction. For instance, the second
cutoff point for FuzzEn shows that up to 55% of unsuccessful and potentially harmful shocks would
be avoided, assuring at least 90% of VF amenable to defibrillation are shocked.
Table 2. ROC curve analysis for the predictors. PPA, peak-to-peak amplitude; MdS, median slope;
AMSA, amplitude spectrum area; MSI, median length of the stepping increment; ScE, scaling exponent;
LAC, logarithm of the absolute correlation; SE, sensitivity; SP, specificity.
Predictor AUC SE (%) a SP (%) b
PPA 0.804 41.2 50.6
MdS 0.815 41.9 56.3
AMSA 0.806 43.9 52.3
MSI 0.816 42.4 55.9
ScE 0.778 36.5 43.4
LAC 0.726 25.9 34.2
ApEn 0.813 42.7 53.5
SampEn 0.813 40.4 53.5
FuzzEn 0.834 50.1 55.2
PerEn 0.550 13.1 12.8
ConEn 0.636 15.5 19.4
MConEn 0.820 46.7 55.4
a for SP = 90%, b for SE = 90%.
Figure 5. ROC curves and significant cutoffs for the best classical and entropy predictor.
3.3. Optimal Single-Predictor Classifier
The results for the optimal single-predictor SVM classifier evaluated using a LOPCV scheme are
reported in Table 3. Entropy measures of regularity produce the best results (minimum BER) and show
that balanced SE/SP sensitivities are possible with values for FuzzEn above 80%/75%, respectively.
Since the SVMs in the cross-validation loop were optimized in terms of BER, SE/SP values are in
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general balanced for all predictors. This produces much larger NPVs than PPV, since the proportion
of successful shocks in our dataset is roughly 25%/75%. These values are similar to those in most
shock outcome prediction studies; for instance, Ristangno et al. [12] report prevalence of 26%/74% in
a very large multicenter clinical study on shock outcome prediction. Other optimization criteria can
be implemented in the CV loop; for instance, using the weighted F-score (Fβ) for either the positive
or negative classes would give preponderance to either one of the four measures [53,54]. In any case,
entropy measures of regularity have shown the largest predictive power, both globally (ROC curve
analysis) or for a particular optimization criterion (BER).
Table 3. Classification results for the optimal SVM classifiers evaluated using an leave one patient
out cross-validation (LOPCV) scheme. BER, balanced error rate; PPV, positive predictive value; NPV,
negative predictive value.
Predictor BER SE (%) SP (%) PPV (%) NPV (%)
PPA 0.247 80.4 70.2 48.0 91.2
MdS 0.239 79.4 72.8 50.0 91.2
AMSA 0.267 74.8 71.8 47.6 89.2
MSI 0.238 80.4 72.1 49.7 91.5
ScE 0.273 83.2 62.2 43.0 91.5
LAC 0.330 75.7 58.3 38.4 87.5
ApEn 0.220 81.3 74.7 52.4 92.1
SampEn 0.218 81.3 75.0 52.7 92.1
FuzzEn 0.214 80.4 76.9 54.4 92.0
PerEn 0.475 37.4 67.6 28.4 75.9
ConEn 0.436 43.0 69.9 32.9 78.1
MConEn 0.230 85.0 68.9 48.4 93.1
4. Discussion and Conclusions
The main motivation of the present study stems from the recent success of several indices
based on non-linear dynamics for the prediction of VF defibrillation success during OHCA [21,29,30].
These indices convey important information on the metabolic state of the myocardium and on the
different phases of VF [21]. We therefore hypothesized that appropriately-chosen entropy features
would be an efficient way to quantify the underlying non-linear dynamics of VF. Special focus has
been put on the thorough characterization and parametrization of the entropy measures. Four of the
six analyzed features were conveniently adapted to encompass VF amplitude information and were
shown to be at least as effective in shock outcome prediction as the most elaborate predictors described
to date [23,25,26]. This indicates that quantitative entropy measures may be an adequate tool to
characterize the non-linear dynamics of the VF waveform.
Our results for the regularity entropy measures confirm our hypothesis. As shown in Figure 2,
SampEn, FuzzEn and ApEn (for sufficiently large values of r) have significantly higher values for VF
amenable to defibrillation. All of these entropies decrease as m and r increase, since for larger values
of these parameters, the probabilities of matches among patterns increase [38]. This also explains the
behavior of ApEn for small values of r, because in this case, self-matches are more important, and
φm(r) can no longer be regarded as an accurate estimation of the conditional probability of a match [46].
The introduction of a soft boundary to define a match improves entropy estimates, particularly for
small values of r [31,41]. For low r, not only is ApEn ill-conditioned, but also SampEn may not be
computable due to the low number of matches, especially if N is low [41]. This was not the case in
our data; however, differences in the qualitative behavior between SampEn and FuzzEn are larger
for small r. In fact, for m = 1, SampEn presents larger values than for m = 2, 3. It is noteworthy
that FuzzEn depends on the additional parameter n, the gradient of the boundary of the exponential
function in Dmij (n, r). Our preliminary experiments showed that the choice of n was not key for shock
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success prediction; differences in BER were below 0.5 points; consequently, the initial choice of n = 2
was used in this paper.
Predictability entropy measures also showed a consistent behavior in terms of m, ξ or Γ/ξ
(Figure 3). However, statistically-significant differences between successful and unsuccessful
shocks were only obtained for MConEn. In fact, MConEn was the only symbolic entropy that
encoded amplitude information. Some authors have also incorporated amplitude information into
entropy measures, particularly in applications where amplitude was relevant to describe time series’
dynamics [55,56]. VF shock outcome prediction exemplifies this type of application, given the
strong correlation between VF amplitude, the metabolic state of the heart and its amenability
to defibrillation [19]. Entropy measures suitably modified to incorporate amplitude information
(ApEn, SampEn, FuzzEn and MConEn) yielded much better shock outcome prediction results
than those that exclusively quantified the regularity or predictability of VF (PerEn and ConEn).
Moreover, in an additional experiment, where r was normalized by the standard deviation of the
data, BER values for regularity-based entropies were around 0.4. It is important to underline that
most VF shock outcome predictability indices, including those derived from non-linear dynamics,
are amplitude dependent. For instance, MSI and LAC are respectively proportional to VF-amplitude
or its square (see Equations (4) and (6)). Non-linear indices insensitive to VF amplitude, such as
those based on detrended fluctuation analysis [29] or ApEn estimates for standardized r values [24],
report SE/SP values around 60%, in line with our results.
The entropy indices described in this study produced better shock outcome prediction results
than the classical predictors. Entropy measures quantify the regularity of the time series by comparing
adjacent patterns in different embedding dimensions and convey important information on the
self-similarity of the VF waveform. Thus, our approach based on entropy features for the joint
quantification of VF amplitude and VF non-linear dynamics is a promising tool to optimize treatment
in OHCA. As shown in Table 3, the BER for the best entropy predictor (FuzzEn) was 2.4 points higher
than that of the best classical predictor (MSI), which means a combined increase of around five points
in SE and SP. There is currently contradictory evidence on the benefits of combining features for shock
outcome prediction, with studies showing increases of up to six points in BER for combinations of
3–10 features [57,58] and studies showing no increase in accuracy [23,26]. In a recent study with a
large cohort of 1617 patients and 3828 shocks, He et al. [26] found no benefits in combining features
and showed the strong correlation among features, such as MdS, AMSA, PPA or energy. Those results
confirmed the importance of VF amplitude in shock outcome prediction, since all of those features
are proportional to VF amplitude or its square. However, our results suggest that there is information
to gain from a combined amplitude and regularity analysis of VF. FuzzEn showed a decrease in BER
of 3–5 points with respect to PPA, MdS and/or AMSA. Most likely, shock outcome prediction could
be improved by incorporating additional information, such as the relative changes in the predictors
between consecutive shocks [59], or other clinical variables, such as end tidal CO2 levels [58].
Furthermore, it is noteworthy that for this study, the optimal working point was defined for
a balanced SE/SP combination; consequently, optimization was based on minimizing the BER.
However, depending on the clinical setting, different cutoff points could be of interest, for instance
to increase confidence on defibrillation success or failure [12,25]. These values are reported in
Table 4 for FuzzEn, which shows that in our OHCA data, a threshold of FuzzEn > 0.80 could
be used to predict defibrillation success with a probability above 89% (PPV), while a threshold of
FuzzEn < 0.21 predicts defibrillation failure with a probability above 96% (NPV). These thresholds
are important should FuzzEn be used clinically in a prospective study, particularly to decide when
to continue compressions instead of shocking VF, with the objective of avoiding futile shocks and
longer pauses in chest compressions. Prospective studies in which shock outcome predictors, such as
AMSA slope or the signal integral [12,60], are used to decide the most adequate therapy for VF are
currently planned, thanks to the large body of evidence accumulated in retrospective studies of large
patient cohorts [12,26].
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Table 4. Thresholds for defibrillation success/failure based on FuzzEn computed for n = 2, m = 3 and
r = 80µV. The values are based on the ROC curve analysis (see Figure 5).
Threshold SE (%) SP (%) PPV (%) NPV (%)
Defibrillation Failure
FuzzEn < 0.21 98.5 21.1 39.4 96.3
FuzzEn < 0.29 95.6 34.7 43.2 93.9
FuzzEn < 0.38 90.3 55.2 51.2 91.6
Defibrillation Success
FuzzEn > 0.80 19.0 98.8 89.2 70.1
FuzzEn > 0.67 36.9 95.3 80.4 74.4
FuzzEn > 0.62 50.1 90.2 72.6 77.7
The present study has some limitations. First, the results are based on the retrospective analysis
of data, and a prospective study would be needed to confirm the benefits of using entropy-based
waveform analysis to improve VF therapy on OHCA patients; second, patient outcome data were
missing in many of the cases, so the prediction of survival and survival with good neurological
outcome based on entropy could not be assessed; finally, the cohort of patients was comparable or
larger than that of many studies addressing shock outcome prediction [24,25,57,58], but still limited
to draw conclusive evidence on the benefits of using entropy measures to guide VF therapy during
OHCA. Our results should be confirmed on data from larger and independent patient cohorts.
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