Abstract-Availability of low-cost electronics has led to a new breed of control system components, so-called smart components, which can perform control actions in the actuator and sensor components as well as in the controller. "Smart" components can communicate bidirectionally in networked control systems (NCSs). One can improve control system performance and design due to the decentralized, yet more connected, nature of these systems. Current research on NCSs primarily focuses on communication loss and delay. This paper investigates the potential benefits of bidirectional communication in a feedback control loop, which is at the heart of so many applications. First, a definition and quantification of component-swapping modularity is presented. Next, an optimal design formulation is presented for an NCS that maximizes component-swapping modularity. The approach is then demonstrated with an example of driveshaft speed control with a dc motor.
I. INTRODUCTION

I
N THIS section, some background on smart control system components, networked control systems (NCSs), and the state of the art in related research will be presented. Bidirectional communications among smart components in NCSs will be defined. The additional design freedom due to bidirectional communication can be utilized to improve the component-swapping modularity of control systems. The section will conclude with a discussion of the relevant literature, original contributions, and contents of the paper.
A. Smart Control System Components
Components of a feedback control system, usually one per feedback loop, are controllers (i.e., the "brains"), actuators (i.e., the "brawn"), sensors (i.e., the "senses"), and the controlled system, or plant. Traditionally, the actuator and sensor are considered "brainless" devices that perform only actuation and sensing tasks, respectively. Although in the early days of computer control, only one centralized computer was responsible for executing the algorithms for a particular system, increasingly, computer control algorithms reside inside individual system components in a distributed fashion. For example, there are upto 80 microcontrollers in today's high-end vehicles, and it is expected that by 2010, 90% of all computer code will reside in such embedded systems [2] . With the increased availability of electronics at much lower costs, many commercially available sensors and actuators currently have on-board computers (i.e., CPU, memory, I/O interface) that enable them to perform diagnostics and component specific control functions such as mapping, filtering noise, and saturation. Fig. 1 compares the block diagram representations for traditional feedback control systems that have no control algorithm in the actuator and sensor devices to emerging systems with so-called smart components that can perform control responsibilities in the actuator and sensor components as well as in the controller.
B. Networked Control Systems (NCSs)
Traditionally, the three control system components sequentially communicate via dedicated analog/digital connection. The controller sends a control signal to the actuator, the actuator acts on the "controlled system," and the sensor senses the results of the actuation and sends it to the controller for calculation of the new control signals. Both block diagrams shown in Fig. 1 are examples of such system communications with a single feedback loop.
Introduction of networks for real-time control systems goes back as early as 1983 when Bosch GmbH began "a feasibility study of using networked devices to control different functions in passenger cars" [3] . Since then, application of networks to real-time control systems has become mainstream with the increasing availability of robust network hardware and software (i.e., protocols). Control systems, whose feedback loops are closed via networks, are commonly called NCSs [33] .
Although using networks provides many benefits such as less wiring, better interfacing, lower costs [28] , [33] , and an open architecture, there are some disadvantages such as communication delays, bandwidth limitations, and nondelivery of the message carrying the loop information from one component to the other [27] , [28] , [32] , [33] .
C. State of the Art in NCS and Smart Component Research
The majority of the control-related research in smart components are concerned with mapping of the control signals, on-board filtering of measured signals, on-board component diagnostics, and alleviating the adverse effects of network delays. An overview of design considerations to integrate sensing, computing, and communication with extremely limited packaging constraints is given in [29] .
Current research on NCS has primarily focused on understanding the effects of network delays [13] . For example, a gain scheduling approach, based on constant network delays, is used in [25] to improve overall NCS performance. Many industryoriented network protocols and solutions have emerged in the recent years such as CANbus [19] , DeviceNet [1] , ControlNet [9] , ProfiNet [15] , Fielbus [11] , besides analog signaling standards such as 4-20 mA. Lian and coworkers present performance evaluation of three control networks: Ethernet, ControlNet, and DeviceNet based on characteristics and requirements of control systems [17] . They conclude that different types of network protocols are suitable for different control applications. Understanding robustness of network hardware under specific environmental conditions is also important [19] , [24] . Considering both the hardware and software aspects of the system for modularity brings up the codesign concept which usually result in a better performance and cost structure [8] . Our work aims to improve modularity by distributing the overall control activity of a system into component controllers such that only the relevant control module has to be designed in the event of a component change. We see our study as complementary to the notion of codesign mentioned in [22] , where suppliers work together to deliver a larger product.
We believe that increased availability of embedded electronics and reliable high-bandwidth networks will drastically increase the use of networked smart components (NSCs). NSCs are components of a system that include actuation, sensing, or both actuation and sensing responsibilities as well as onboard computing and networked capabilities. Commercially NSCs have already been introduced by various companies [10] , [14] . A network-based coordinated motion control scheme is successfully implemented in [16] for a complex multitasking mechatronic system by use of networked sensors, actuators, and controllers. Fig. 1(b) includes a block diagram representation of systems that have control algorithm execution capability in actuators and sensors as well as the controller. Traditionally, a feedback control system has two types of communication: measured plant output from sensor(s) to the controller (y sc ) and a command signal issued by the controller to the actuator(s) (u ca ). With the bidirectional communication capability of networks, it is now possible to define four additional communication paths among the controller, the "smart" actuator, and the "smart" sensor: 1) communication from controller to sensor(s) (u cs ); 2) communication from actuator(s) to sensor(s) (y as ); 3) communication from actuator(s) to controller (y ac ); and finally, 4) communication from sensor(s) to actuator(s) (y sa ).
D. Bidirectional Communications Among Smart Components in Networked Control Systems
In Fig. 2 , we incorporate these new communication paths, arising from bidirectional communications in an NCS, into the original feedback controller block diagram with smart components. In Fig. 2 , C BC , C A and C S are transfer function matrices representing control algorithms in the base controller, the actuator, and the sensor, respectively. For example, the base controller algorithm is represented with six transfer functions (i.e., three inputs, two outputs)
In this paper, we consider linear time invariant (LTI) singleinput-single-output (SISO) systems. Furthermore, in our formulation, transfer function elements are represented with a parameter vector of gains. For example, the first row, first column transfer function of the base controller transfer function matrix C BC , C BC11 , which will be defined in terms of a vector of gains, x BC11 , as
From Fig. 2 and using the notation presented in (1) and (2), we can write the equations representing individual signals shown as follows:
y sc = C S 11 y + C S 12 y as + C S 13 u cs (7)
One can then calculate the overall centralized controller (see Figs. 1 and 3) C as
where C is a transfer function matrix with the elements
where C 1 and C 2 are transfer functions with vectors x 1 and x 2 of controller gains [see (12) and (13)], respectively,
and the control signal is given as q = C 1 r + C 2 y. As shown in (10), given component control transfer functions, it is always possible to calculate a unique overall centralized control C. However, given a centralized control, there is more than one distributed control in terms of the C BC , C A , C S since the system of equations given in (3)- (9) describe an underdetermined problem. The underdetermined nature of the distribution generates additional design freedom due to the new communication paths. One way of utilizing the new design freedom is to improve component-swapping modularity in control systems, which will be discussed in the next section.
E. Utilizing New DOF to Improve Modularity of Control Systems
Ulrich and Tung [26] define modularity in terms of two characteristics of product design: 1) similarity between the physical and functional architecture of the design and 2) minimization of incidental interactions between physical components. They also state that "component-swapping modularity occurs when two or more alternative basic components can be paired with the same modular components creating different product variants belonging to the same product family." Control systems with modularly swappable components can then be defined as systems in which the initial and final configurations due to a component change operate at their corresponding optimal performance. By using the additional design freedom, with NCSs with bidirectional communications, it is possible to improve component-swapping modularity of the system by containing the plant dynamics and corresponding control algorithm changes only in the affected components physical boundaries.
Since the definition of component-swapping modularity is based on being able to use different components, the amount of modularity should be based on the size of the set of different component configurations. Also, the default component should be a part of the set being considered. We present such a metric to quantify and maximize modularity in the next section.
There are many advantages of having a system with high component-swapping modularity. Traditionally, a change in one of the components involves two subsystems, the component and the base controller. By attaching the component-related control to the component, the rework is done only in one subsystem. Minimizing rework can be vital for many companies: Butts and coworkers report that their systems engineering process involved up to as much as 60% of reengineering of requirements and defects during the power train controller development process [4] .
As discussed previously, uncertainty of information exchange (packet loss, delay, etc.) is the main focus of researchers interested in NCSs. It seems inevitable that with the improvements to network hardware and network protocols, there will be increasing utilization of networks for real-time applications. One good example of currently available hardware (at very high cost) is the SCRAMNet+ Network provided by Curtiss Wright Controls, Inc. [30] , which enables remotely located components to share a global memory. There has been research on sensor and actuator networks [18] , [23] and networks of controllers [31] . However, there is very little research on the effects of information exchange between "smart" components in a networked feedback control system. Current research on modularity tackles hardware and software modularity separately. There is no interpretation and quantification of component-swapping modularity for control system components in the previous literature.
The purpose of this paper is to outline the steps to investigate the potential benefits of bidirectional communication in a feedback control loop that is at the heart of so many control applications. In this section, we have defined what we mean by bidirectional communication in NCSs with smart components and the potential benefits of having such systems. Next, we focus on how to design such NCSs with bidirectional communications and smart components. We then apply a problem solving methodology to maximize component-swapping modularity in control systems implementation of which would benefit many economy of scale-based industrial applications. We illustrate our ideas with an example: feedback control of driveshaft speed with a dc motor, tachometer, and modularly swappable gearbox. Subsequently, we present our conclusions and research plan for future steps.
The original contributions of this paper include: 1) definition and formulation of bidirectional communications in feedback control systems with distributed component controllers; 2) definition of component-swapping modularity (i.e., concurrent hardware and software modularity) for control system components; 3) problem formulation and example solution for maximizing actuator component modularity for single loop feedback systems.
II. PROBLEM FORMULATION TO MAXIMIZE COMPONENT-SWAPPING MODULARITY
In this section, the problem formulation to maximize actuatorswapping modularity in a SISO LTI system will be discussed. First, the optimization problem will be presented, and then, the formulation for major components of this optimization problem used to construct the cost function and constraints will be given. This section concludes with extensions of the formulation presented here to other components and to more general networked systems.
A. Distribution Problem to Maximize Actuator-Swapping Modularity
We define p CS , p A , p S as parameter vectors representing the controlled system, actuator, and sensor plant dynamics transfer functions P CS (s), P A (s), P S (s), respectively, as shown in Fig. 4 .
subject to distribution constraint
additional constraints
where definitions for C des , C dist , and M A will be given in the next section. 
subject to
where P and C are given in Fig. 3 and J C , g are a controloriented cost function and set of constraints, such as settling time, control effort, etc. Then, we can define
where x * 1 , x * 2 = argmin J C (P, C) s.t. g(P, C) ≤ σ. The p CS , p A , p S are parameter vectors representing the controlled system, actuator, and sensor parameters, respectively.
2) Effective Centralized Controller Calculated From Component Controllers: C dist is defined by C in 10 in terms of the C BC (x BC ), C A (x A ), C S (x S ), which are component controller transfer functions and x BC , x A , x S are numerator and denominator polynomial coefficient vectors [e.g., see (2) ] for these functions, respectively, i.e.
3) Quantification of Actuator-Swapping Modularity M A : Let Φ A be a connected set of actuator plant parameter sets including the default parameter set p 0 A that can be achieved by changing actuator control parameters within their limits given a distribution solution
where is small. We then define the function M A , the actuator modularity, as
C. Extensions of the Maximizing Component-Swapping Modularity Problem
It is possible to define similar sets (Φ CS and Φ S ) for the other components in the system (i.e., base controller and sensor). Therefore, it is possible to calculate sensor-swapping modularity M S and base controller-swapping modularity M BC accordingly. The distribution problem given in equations (14)- (18) can be solved to maximize the overall modularity M = M BC + ρ A M A + ρ S M S . By selecting different weights ρ A and ρ S , designers can control the tradeoff among modularity of components (i.e., base controller, actuator, and sensor).
Generalizing the formulation of the optimization problem presented in (14)- (18) to maximize component-swapping modularity of general networked systems is possible by defining problem components C des , C dist , and M X .
III. EXAMPLE
The purpose of this section is to present a simple, yet sufficiently complex, example that illustrates the potential benefits of bidirectional communication among "smart" components in an NCS. Specifically, the feedback control of driveshaft speed for a system with a dc motor and tachometer is considered. We first present the mathematical model of the plant, and then define actuator, sensor, and controlled system physical boundaries for the example. Next, we present an optimal controller design method used to obtain optimal controller gain and investigate the effect of changing actuator plant parameters (potentially using better or worse actuators) and its effect on the optimal control. After presenting the controller design problem, we find the controller distribution solution for the optimal controller. The controller structure we will use for this example is also used in [6] to design ITAE optimal closed-loop response for the feedback control system. Among many possible distribution solutions for the original plant and corresponding optimal controller, we pick 
TABLE I NOMINAL PLANT MODEL PARAMETER NUMERICAL VALUES
the distribution that maximizes actuator component-swapping modularity. Then, we give practical life-cycle implications of using a component-swapping modular system as compared to the traditional one. Finally, we study the effect of assuming different communication and computational constraints on the system.
A. System Overview
A schematic of the driveshaft system is given in Fig. 5 . It has three major plant components: dc motor, driveshaft, and tachometer. The gears and shafts are considered rigid and massless. Mathematical modeling of these components can be found in many textbooks such as [12] or [21] .
A first-order plant transfer function is obtained, when inductance in dc motor armature is assumed small, with no measurement noise and disturbance torque
where in the complex domain, the input voltage is denoted by V (s) and the measured shaft rotational speed is Ω s (s). Parameter values that will be used for this example are taken from experimentally evaluated values given in [20] except the gear reduction ratio r g . These values are shown in Table I . The firstorder transfer function, Ω s (s)/V (s) given in (28) , can be defined in term of two parameters, i.e., the static (dc) gain K dc and time constant T
It can be deduced by analyzing (29) and (30) that as 1/r g increases in the range [5, 50] , the bandwidth of the plant response increases. Physical boundaries for the actuator, controlled system, and sensor are defined, as shown in Fig. 5 . The dc motor and the gearbox provide the actuation to the system. The tachometer is the sensor that measures the driveshaft speed, and the driveshaft with the drive pulley is considered to be the controlled system. According to the boundaries given in Fig. 5 using a different actuator would potentially change the values of R, K m , r g in (28) as well as the equivalent inertia J eq and equivalent viscous friction b eq of the system.
B. Optimization Problem Components 1) Formulation for C des :
Design of a controller given the plant dynamics is a widely studied field and many controller design methods exist (for example, [21] ). Here, without loss of generality, we consider a particular controller structure, as shown in Fig. 6 . Given plant model parameters P = {K m , r g , J eq , b eq , R} and controller parameters C = {c 1 , c 2 , c 3 } shown in Fig. 6 , a control design problem can be formulated given as (31)-(34)
where t s is the 2% settling time, M p is the maximum percent overshoot, u max is the maximum control signal [i.e. (34) for different 1/r g values in the range of [5, 50] 
Formulation for C des is given as
where c 1 , c 2 , and c 3 are given in (35)-(37).
2) Formulation of C dist :
In order to define C dist (s), and the distribution constraint in (15) , properly so that a solution algorithm can be implemented, we have to set component controller transfer function matrices C BC (x BC ),
One example is given as follows:
where x A 11,1 = x A 12,1 = x A 21,1 = x A 22,1 = x A 31,1 = x A 32,1 = 1 and C S has identical rows (i.e., x S 1k,2 = x S 2k,2 for k = 1, 2, 3 with x S 11,1 = x S 12,1 = x S 13,1 = x S 21,1 = x S 22,1 = x S 23,1 = 1). Also, the second-order transfer functions in C BC (not shown here due to lack of space) have identical rows (i.e x BC1k,i = x BC1k,i for i = 4, 5, 6 and k = 1, 2, 3) sharing a common denominator (i.e., x BCj 1,i = x BCj 2,i = x BCj 3,i for i = 1, 2, 3 and j = 1, 2).
It is important to note that formulating C BC (x BC ), C A (x A ), and C S (x S ), as given in (39) and (40), implies assumptions about the amount of computation and communication by each components. We assume the maximum order of transfer functions as 2 for the base controller, while the actuator and sensor controllers are just gains, i.e., transfer functions of order 0. Also, since the first and second rows of C BC and C S are the same, we understand this definition represent a communication scheme where these components multicast, i.e., each component is sent the same message as the other two. A block diagram for this configuration is shown in Fig. 7 . 
3) Formulation of M A :
In order to keep the example problem simple, we are going to use only the gearbox reduction ratio r g as our actuator parameter while other actuator parameters are held constant at their nominal values (i.e.,
. This represents a case where the only change in the actuator component comes from using a different gearbox. The list of parameters used in the general problem formulation for actuator modularity M A [i.e., (27) ] and the distribution problem presented in (14)- (18) and their definitions in the example problem is given in Table II .
C. Solution to the Optimization Problem
The optimization problem given in (14)- (18) and Table II was solved using the MATLAB Optimization Toolbox. A traditional controller using unidirectional communications is taken as the initial condition with the nominal values presented in Table I .
For the optimal distribution solution given in (35)-(37), the optimal actuator-swapping modularity M * A turns out to be 27, and an optimal control can be obtained for all values of 5 ≤ (1/r g ) ≤ 32.
A summary for the optimization problem is given in Fig. 8 .
1) Engineering Analysis of Solutions:
It can be calculated from (29) and (30) that an increase in 1/r g value results in faster responding dc motor/gearbox component when other actuator plant parameters remain the same. Systems with faster actuators use less controller effort q in steady-state conditions (Fig. 8) .
The solution of the distribution problem presented shows significant improvement in the actuator modularity of the control system: the original system configuration with unidirectional communications only provides the optimal controller for 1/r g = 10, whereas the communication configuration described in Fig. 7 can provide optimal solutions for all 1/r g values in the range of 5 ≤ 1/r g ≤ 32 (i.e., M * A = 27) by changing only the actuator controller C A (s). The traditional controller and the controller designed for swapping modularity are compared in Fig. 8 . We can see from Fig. 8(c) that achievable optimal closedloop performance (i.e., smaller settling time) improves as 1/r g value increases. This result shows that one can contain the de- One way to investigate the practical implications of these results would be to assume we will be using the same dc motor but different gearboxes. We can assume that these gearboxes will have the same acoustical and mechanical properties but different reduction ratios (for example, r g = 1/5, r g = 1/10, r g = 1/25, etc.). Having a gearbox with a larger ratio with the same mechanical loss and acoustical properties in the same packaging constraints will cost more since it involves better engineering design and materials to build the gearboxes from (i.e., the higher gear reduction, the more expensive the actuator component). Furthermore, a higher gear reduction leads to better disturbance torque reduction. We can look at the results of our example If we assume that this driveshaft system is part of a platform design, different gearbox designs will be selected for different end products since they will have different total cost structures and quality requirements determined by the target customers. 3) Deploying control algorithms for different builds of the same product: When the driveshaft system is produced and sold across the globe in different market, it will be subjected to different performance standards and regulations (for example, expected average disturbance torque is different for different locations). Cost of similar components from different suppliers will be different.
4) Reducing costs by developing highly customizable but less variant components (supplier point of view):
Since the suppliers buy their materials in bulk to be able to produce components in lower costs, they can use studies as presented in Section III-C2.
2) Effect of Communication and Computation on Distribution Problem Solution:
In order to formulate C des properly for numerical solution, we have made assumptions about the elements of the transfer function matrices representing the control algorithms in component controllers in Section III-B of this paper. It can be seen from (39) and (40) that these equations actually imply assumptions related to amount of maximum computation (order of the transfer function polynomials) and communication (dependent or independent rows) capability of a particular component. In this section, we are going to present our results on using different computation and communication capabilities for the NCS with smart components. Since introduction of bidirectional communications in NCSs is our primary focus, we are going to look at various configurations of communications including traditional unidirectional communications. These configurations are summarized in Table III .
Also, for each communication configuration case, we would like to see the effect of changing the computational assumptions for the component controllers. transfer functions maximum (i.e., N BC = 2), and actuator and sensor controllers consist of gains (i.e., N A = N S = 0). The second case, NBC1NA1NS0, base controller and actuator controller elements are both first-order transfer functions maximum (i.e., N BC = N A = 1) with sensor controller matrix consists of gains (i.e., N S = 0). Results in Fig. 9 show the change in optimal distribution solutions by assuming different communication and computational constraints in distribution constraint given in (15) . When the communication and computation constraints are relaxed (i.e., higher order actuator control and more communication), modularity increases to M * A = 41. Increasing the amount of allowed computation increases the modularity in the similar communication setups (i.e., CI = 1 and beyond). Results also show that addition of communication does not always improve the modularity of the component. Therefore, an incremental solution process is beneficial to find the simplest communication and computation solution that fits the application needs.
IV. SUMMARY AND CONCLUSION
Availability of low-cost electronics has led to a new breed of control system components, so-called smart components, which can perform control actions in the actuator and sensor components as well as in the controller. "Smart" components can communicate bidirectionally in NCSs. We observe opportunities in improving control system performance and design due to the decentralized yet more connected nature of these systems [5] , [6] .
In this paper, we outlined the steps to investigate the potential benefits of bidirectional communication in a feedback control loop, which is at the heart of so many control applications. In the first section, we defined bidirectional communications in NCSs with smart components and the potential benefits of having such systems. Then, we focused on how to design such NCSs with bidirectional communications and smart components and utilize the additional design freedom with the bidirectional communication capabilities. We then apply a problem solving methodology to maximize component-swapping modularity in control systems implementation of which would benefit many economy of scale-based industrial applications. We illustrated our ideas with feedback control of driveshaft speed with tachometer example in which networked controller system design with bidirectional communication alternative showed significant improvements in component-swapping modularity compared to the traditional unidirectional feedback loop design. Specifically, the original system configuration with unidirectional communications only provides the optimal controller for 1/r g = 10, whereas the communication configuration described in Fig. 8 can provide optimal solutions for all (1/r g ) values in the range of 5 ≤ 1/r g ≤ 32 (i.e., M * A = 27) by changing only the gains in the actuator controller C A (s). When the communication and computation constraints are relaxed, modularity increases up to M * A = 41. We believe the simplest configuration (less communication, less transfer function order) within the desired actuator domain is the preferred overall solution to the distribution problem.
Original contributions of this paper include: 1) definition and formulation of bidirectional communications in feedback control systems with distributed component controllers; 2) definition of component-swapping modularity (i.e., concurrent hardware and software modularity) for control system components; 3) problem formulation and example solution for maximizing actuator component modularity for single-loop feedback systems. Our future research work will include adding sensorswapping modularity and overall component-swapping modularity to our formulation, including computational and communication effects in discrete time and solving the componentswapping modularity problem for multi-input-multi-output (MIMO) feedback control systems. We have already extended our method to handle more general cases, and applied it to a complex engine control problem, the results of which are partially presented in [7] .
