Abstract. This paper and its companion address the problem of the approximation/identification of nonlinear dynamical systems depending on parameters, with a view to their circuit implementation. The proposed method is based on a piecewise-linear approximation technique. In particular, this paper describes a black-box identification method based on state space reconstruction and PWL approximation, and applies it to some particularly significant dynamical systems (two topological normal forms and the Colpitts oscillator).
Introduction
In this paper we shall focus on the identification of black-box piecewise-linear (PWL) models of nonlinear dynamical systems described by continuous-time state-space models depending on parameters, i.e., on systems governed by the following set of equations:
ẋ = h(x(t); p) y(t) = g(x(t))
where x(t) ∈ R n (state vector), p(t) ∈ R q (parameter vector), y(t) ∈ R m (output vector), h : Ω ⊂ R n+q −→ R n (vector field), Ω is a bounded compact domain, g : R n −→ R m , andẋ, as usual, denotes the time derivative of x(t). All the vectors are column vectors. In a companion paper [22] , we have addressed the problem of the PWL approximation of white-box models of nonlinear dynamical systems with a view to their structurally stable circuit implementation. Our working hypothesis was that the models (i.e., the nonlinear vector field to be approximated) were perfectly known or, at least, that a sufficiently large regression set of fitting samples uniformly distributed over the domain was available.
In contrast, in this paper, we will have to infer relationships between past input-output data and present/future outputs of a dynamical system when very little a priori knowledge is available. In particular, we shall assume we have samples of just one component of the output vector y, corrupted by additive noise.
The problem of identification of black-box systems from time series was introduced in 1927 [25] , but the main results in the field of nonlinear dynamical systems have been obtained quite recently, starting from the early 1980s, when work on state space reconstruction was developed by Packard et al. [14] , Ruelle [18] and Takens [24] . Time series analysis and state space reconstruction were then developed both in nonlinear systems theory (see, e.g., [11, 10, 1, 9, 2] ) and in control theory [19, 20, 16, 17] and applied to many fields to identify a given nonlinear dynamical system from an observable (a time series) that depends in some (unknown) way on the state variations.
In this paper, we shall adopt the two-step method for the identification/approximation of nonlinear dynamical systems proposed in [8] . As a first step, we shall address the inverse problem of the state space reconstruction from observed data through the "time delay reconstruction" associated with Principal Component Analysis (PCA). Once the state space has been reconstructed, we shall adopt the PWL approximation technique proposed in the companion paper to regress from the reconstructed data to a model that approximates the original black-box system. In other words, we shall fit PWL models to the results of the state space reconstruction, with a view to circuit implementation of the identified systems. To validate the proposed method, we shall test it by addressing the identification of known systems with multiple (even coexisting) invariants. The identification of such systems is performed by driving them through the available control parameters in all the regions of their parameter spaces characterized by qualitatively different dynamical behaviors. By properly modulating such parameters, we can build up a time series containing information about all the system attractors. Practical problems concerning either the availability of too much data or the nonuniform spatial distribution of the reconstructed data will be addressed by resorting to standard heuristic techniques.
The rest of the paper is organized as follows. The identification method will be described in Sec. 2. In Sec. 3 the method will be applied to the cusp and Bautin normal forms and to the Colpitts oscillator. Finally, in Sec. 4 the results will be discussed and some conclusions will be drawn.
Identification method
In this section, we shall summarize the identification problem. The method proposed in [8] is made up of two steps, corresponding to the two sequences of operations shown in Figs. 1(a) and 1(b), i.e., the state space reconstruction and the PWL approximation applied to the reconstructed state space, respectively.
The goal of the method is to find a black-box model of a dynamical system of the kind (1). We assume we have samples {ỹ(t j )} = {ỹ j } obtained by sampling a component y i (t) = g i (x(t)) of the output vector y with a constant step ∆t. Then, from the signalỹ(t) = y i (t)+n(t) containing an additive measurement noise n(t), we want to derive a model of the black-box system (1) from whichỹ(t) is measured. As g i (·) is unknown, in general, we cannot directly reconstruct x and we aim to reconstruct a (output predictive) topologically equivalent model of the state space, of the kind
where the (continuous) vector field f : S ⊂ R d+q → R d and the reconstructed state vector ξ ∈ R d are column vectors (d is the dimension of the reconstructed state space),ŷ is the reconstructed output variable, obtained as a linear combination of the ξ components, and S is the image of the compact domain Ω in the reconstructed state space. The model (2) should preserve the most significant invariants of the system (1), such as its state space dimension, geometrical invariants, Lyapunov exponents, and so on.
State space reconstruction
By supposing that n(t) is Gaussian noise, the state space reconstruction can be done effectively through Principal Component Analysis (PCA) applied to time delay reconstruction. Such a combined technique first (time delay reconstruction) constructs a state trajectory in an overdimensioned state space as a large delay embedding [14, 18] of an unbiased and normalized version {y j } (i.e., a zero-mean and unitary-variance time series) of {ỹ j }. Then, the PCA projects such a trajectory along its principal components, thus also providing a denoising effect. The noise reduction is important for the subsequent vector field estimation step, as we shall see in the following. We then find the reconstructed state vector ξ and a coefficient vector c which minimizes the distance betweenŷ and y. This is the first step of the identification process, which is summarized in the block scheme shown in Fig. 1(a) . In brief, through applying the PCA to time delay reconstruction, we aim to extract the d principal components ξ 1 , . . . , ξ d of the vector ξ. Of course, if the original trajectory is obtained for a fixed parameter configuration, we expect to find d = n. In contrast, if the original trajectory is obtained by varying some control parameters, an increased dimension d can be found, as the state variables and parameters play the same role from an identification point of view. Nevertheless, if the parameters are driven randomly and/or slowly with respect to the system dynamics, the risk of finding a number of principal components larger than n is very low.
PWL approximation method
In the second step of the identification process (summarized in Fig. 1(b) ), the samples of the reconstructed state space vector ξ -or a nonlinear transformation of them, if useful (cf. Sec. 2.2.2) -are then used to estimate, by numerical differentiation, samples of the vector field f (ξ; p) (=ξ). This operation justifies the denoising requirement stated above, as the numerical differentiation acts as a high-pass filter on the samples of ξ.
A significant aspect of the approximation step concerns the spatial distribution of the fitting samples. In [22] , we assumed a set of N S samples of f uniformly distributed over the domain S, to find out a PWL approximation of the vector field f . In other words, for any simplicial partition of the domain S, i.e., for any value of the components m i of the partition vector m (see [22] ), we assumed that each simplex was associated with an equal (positive) number of samples. In the case treated here, in contrast, some simplices of the domain S will be densely covered by the reconstructed trajectory samples, whereas other simplices will contain few or no samples at all. This depends also on the hyperrectangular shape of the domain S in the PWL technique, which hardly make the state part of S uniformly covered by the reconstructed state trajectories ξ(t). In order to find a function f PWL that is a good approximation of the vector field f (according to a chosen domain partition [22] ), the samples of ξ(t) should be almost uniformly distributed over the state part of S. Therefore, we shall preprocess the reconstructed state vector. Generally speaking, in order to have a good (i.e., almost uniform) sample distribution over all the simplicial domain, we would need transients starting from uniformly distributed initial conditions. There are two main alternatives, related to the identification of either nonautonomous or autonomous dynamical systems.
Non-autonomous systems
If we aim to identify systems with invariants whose number, shape and stability depend on q control parameters (contained in the vector p), we need a strategy to drive such parameters during the evolution of the observed time series, in order to obtain the maximum information on the system dynamics with the minimum number of samples of the reconstructed state space trajectory. Moreover, the parameters should be driven on a time scale which is longer than that of the system dynamics, in order to obtain transient trajectories in the observed signalỹ(t).
One possible solution is a "brute force" random driving of the control parameters over a significant region of the parameter space [8] . The PWL model is obtained in the control space, i.e., by using as domain points not only the state trajectory samples, but also the corresponding parameter values. In so doing, the parameter dependence of the model is also identified.
Autonomous systems
If we aim to identify autonomous systems, we cannot drive them. Then, the only case where the state vector eventually explores per se quite a large part of the state space is when it evolves in a chaotic attractor. However, again in this case the trajectory wanders through a limited part of the state space, visiting just a subset of the simplices, with a nonuniform sample distribution. Then, we have to apply a nonlinear transformation to the state trajectory ξ(t) in order to (i) adapt the smooth shape of the chaotic attractor explored by the trajectory to the sharp shape of the domain and (ii) have a better (i.e., almost uniform) distribution of the samples over the domain used for the PWL approximation. In so doing, we map the (d + q)-dimensional domain in the control space visited by the vector [ξ T (t); p T (t)] T to an hypercube S S = [−1, 1] (d+q) and distribute as uniformly as possible the available samples all over it (according to their statistical properties). This should ensure a more reliable PWL approximation, as the regions of the domain without samples are compressed into a thin shell at the boundaries of the hypercube and hopefully we have samples in most of the simplices. Of course, since the parameters are directly controllable, it is sufficient to apply a nonlinear transformation only to the reconstructed state vector ξ(t), the mapping for the parameters remaining linear. We remark that the length of the m i partitions along the i-th state coordinate is uniform in the hypercube and nonuniform (according to the nonlinear inverse mapping) in the domain S.
For both autonomous and non-autonomous systems, once we have a "well-distributed" trajectory (domain) ξ(t) (or its saturated version ξ S (t)), we estimate N S samples of the vector field f (codomain) by numerical differentiation:
We point out that the trajectory ξ(t) depends implicitly on the control parameters p. The N S fitting samples are then used to find a vector field f PWL (ξ; p) that approximates f (ξ; p) according to the technique described in [22] .
A practical problem concerns the availability of too much data (due to the curse of dimensionality [22] ), which can yield memory problems during the computation of the weights of the PWL model. In such a case, one can reduce the data by imposing a fitting factor of a fixed number of points per subdivision per dimension and by interpolating the available data to obtain fake samples over a more regular grid.
The opposite problem (i.e., the presence of empty simplices) can be solved by linearly interpolating samples belonging to the nearest simplices.
Examples
We aim to apply the PWL identification method in order to identify systems admitting different (even coexisting) attractors. Three examples will be provided that have been also presented in [8] : the cusp and the Bautin normal forms (considered also in [22] for their white-box approximation), and the Colpitts oscillator. In all cases, the number of subdivisions per dimension has been fixed on the basis of data inspection [22] . We shall also assume that y(t) = h(x(t)) = x k (t), with k ∈ {1, . . . , n}, i.e., that the observable of the black-box system to be identified is one of the components of the state vector plus zero-mean Gaussian noise. In all the examples, the Gaussian noise n(t) has standard deviation equal to 5% of the standard deviation of x k (t) (thus corresponding to a signal-to-noise ratio of 13dB).
Cusp
The topological normal form for the cusp bifurcation is:
The variables p 1 and p 2 are control parameters, whereas x is the state variable. Figure 2 (a) shows the bifurcation diagram of the normal form (3), where the two regions A (corresponding to the presence of three equilibrium points) and B (with just one equilibrium point) are indicated (see [12, 21] for details). The black points indicate the pairs (p 1 , p 2 ) reached during the "brute force" random driving of the control parameters.
The observed signalỹ(t) = x(t)+n(t) is shown in Fig. 2(b) . Figure 3(a) shows the exploration of the space (p 1 , p 2 ,ỹ) through the random driving of the control parameters p 1 and p 2 . The equilibrium manifold x eq (p 1 , p 2 ) (i.e., the locus of the points fulfilling the equationẋ = 0) is depicted for the sake of comparison, as it is the most significant invariant of the system and we aim to identify it. The figure points out the presence of transient trajectories which are essential to identify the system.
After the state space reconstruction (see [8] for numerical details), the PWL approximation f PWL of the vector field f is obtained over the domain S = {(ξ; p) ∈ R 3 : the control space is due to the lack of points of the random driving signal in such a corner (see Fig. 3(a) ). Nevertheless, the spurious invariant shown in the figure is unstable and pushes the nearby trajectories inward.
The Bautin system
The Bautin system is described by the following equations:
The bifurcation diagram of system (4) (see [12, 21] for details) is reported in Fig. 4(a) for the sake of clarity. The trajectory of the system is driven by the parameters p 1 and p 2 , which are forced to randomly assume values uniformly distributed along the circular line of unitary radius shown in Fig. 4(a) . In other words, the actual driving parameter is the angle φ(t) ∈ [0,
In so doing, the projection of the trajectory in the parameter plane (p 1 , p 2 ) oscillates over the three regions A, B, and C (see Fig. 4(a) ), characterized by the presence of different invariants: a stable equilibrium point in A, an unstable equilibrium point and a stable cycle in B, and a stable equilibrium, a stable cycle and an unstable cycle in C. The time series {ỹ j } of the observed variableỹ(t) = x 2 (t) + n(t) is shown in Fig. 4(b) . The corresponding trajectory in the control space (φ, x 1 , x 2 ) is shown in Fig. 5(a) (it is easy to see the transients). After the state space reconstruction (see [8] for details), by adding the control parameter φ(t) to the PCA space as a third dimension, the PWL approximation f PWL of the vector field f is obtained over the domain In particular, the state space trajectories corresponding to the points a, b, and c in Fig. 4 (a) are shown in Fig. 6 . 
The Colpitts oscillator
The model given by Eqs. (5), whose dynamics were analyzed in detail in [13, 7] , describes the Colpitts oscillator: 
t) + n(t).
To apply the identification procedure, the parameters have been kept at the following values: α F = 0.996, k = 0.5, and Q = 1.6596. The parameter g is randomly driven in the range [0.37, 0.47] to force the system to explore the control space (a detail of the signal g(t) is shown in Fig. 7(a) ). A window of the time series {ỹ j } obtained by samplingỹ(t) = x 2 (t) + n(t) is shown in Fig. 7(b) .
After the state space reconstruction [8] , the normalized control parameter p(t) = [g(t) − 0.37]/0.1 is added to the PCA space as a fourth dimension before the PWL identification step.
In order to distribute the samples as much as possible all over the hypercube [−1, 1] (d+q) , we used the following nonlinear invertible transformation:
where a is estimated through the inverse cumulative distribution function method. We point out that for periodic-like strange attractors the hyperbolic tangent is qualitatively similar to the functions provided by the inverse distribution (quantile) function method. The main advantage of using the hyperbolic tangent rather than a generic function (like those provided by the inverse distribution method) lies in the simple circuit implementation of its inverse (widely used in conventional neural networks). This aspect is significant (from a circuit implementation point of view) whenever the observableŷ P W L = c T ξ P W L of the identified system must be compared with the observable y of the original system, as, for instance, in synchronization, prediction, or control frameworks. As an alternative, we could make the comparison by transforming the observed signal, but in such a case all the performance measures should be redefined according to the new metric. The reconstructed state space trajectory ξ(t) shown in Fig. 8(a) is "saturated" with a = 2.72, thus leading to the trajectory ξ S (t) shown in Fig. 8(b) . From the latter, we estimate the vector field by numerical differentiation, thus obtaining the N S fitting samples needed to find out f PWL . The comparison between Figs. 8(c) and 8(d) points out the improvement in the covering of the approximation space (all the figures show projections in the reconstructed state space). By reasoning with the parallelepipeds deriving from the domain partition, the second row of figures shows that the space covering is increased (from about 60% to about 72%).
The PWL approximation f PWL of the vector field is obtained over the normalized saturated domain S S = {(ξ S ; p) ∈ R 4 : −1 ≤ ξ S i ≤ 1, i = 1, 2, 3; 0 ≤ p ≤ 1}, partitioned with m i = 5 Figures 9(a) and 9(b) show the bifurcation diagrams (with respect to g and p, respectively) for the original and identified systems. The comparison shows a good degree of qualitative similarity between the two diagrams. In particular, by focusing on the asymptotic state trajectories corresponding to the three values of the control parameter p = 0.2 (column (a)), p = 0.5 (column (b)), and p = 0.8 (column (c)), Fig. 10 shows a comparison between the original system (first row), the saturated system (second row), the PWL-identified system (third row), and the de-saturated PWL system (fourth row). the networks for pattern classification based on chaotic dynamics proposed in [6, 3, 4, 5] . Indeed, in such networks one needs to properly identify a set of ODEs mimicking the behavior of a given black-box system by using class of models that are suitable for circuit implementation.
