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Abstract
Visual dialog is a challenging task that requires the com-
prehension of the semantic dependencies among implicit vi-
sual and textual contexts. This task can refer to the relation
inference in a graphical model with sparse contexts and un-
known graph structure (relation descriptor), and how to
model the underlying context-aware relation inference is
critical. To this end, we propose a novel Context-Aware
Graph (CAG) neural network. Each node in the graph cor-
responds to a joint semantic feature, including both object-
based (visual) and history-related (textual) context repre-
sentations. The graph structure (relations in dialog) is it-
eratively updated using an adaptive top-K message pass-
ing mechanism. Specifically, in every message passing step,
each node selects the most K relevant nodes, and only re-
ceives messages from them. Then, after the update, we im-
pose graph attention on all the nodes to get the final graph
embedding and infer the answer. In CAG, each node has
dynamic relations in the graph (different related K neigh-
bor nodes), and only the most relevant nodes are attribu-
tive to the context-aware relational graph inference. Ex-
perimental results on VisDial v0.9 and v1.0 datasets show
that CAG outperforms comparative methods. Visualization
results further validate the interpretability of our method.
1. Introduction
Recently, cross-modal semantic understanding between
vision and language has attracted more and more inter-
ests, such as image captioning [35, 4, 36, 40, 20], refer-
ring expression [11, 41, 21], and visual question answering
(VQA) [3, 18, 38, 39]. In these works, the co-reference be-
tween vision and language is usually performed in a single
round. Taking VQA as an example, given an image and
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Figure 1. Different graph structures for visual dialog. In our solu-
tion (c), we focus on a question-conditioned context-aware graph,
including both fine-grained visual-objects and textual-history se-
mantics.
a question, the agent identifies the interest areas related to
the question and infers an answer. In contrast, visual di-
alog [5, 6, 16] is a multi-round extension for VQA. The
interactions between the image and multi-round question-
answer pairs (history) are progressively changing, and the
relationships among the objects in the image are influenced
by the current question. Visual dialog is a challenging task
due to these underlying semantic dependencies in the tex-
tual and visual contexts. Therefore, how to effectively re-
alize the context-aware relational reasoning is vital to the
task.
For relational reasoning, the graph structure is employed
to exploit the context-aware co-reference of image and his-
tory. Except for the graph structure referring to different
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multi-modal entities as shown in Fig. 1, prior graph-based
models considered the fixed graph attention or embedding,
such as fixed fully-connected graph (FGA [28]), fixed once
graph attention evolution (FGA [28]) and fixed unidirec-
tional message passing (GNN [42]). In this paper, we are
inspired by the nature of the visual dialog task, i.e., the
dynamic multi-modal co-references in multi-round conver-
sations. Fig. 2 shows the flexibility and adaptivity of our
graph-based method, which iteratively evolves by adaptive
top-K and adaptive-directional message passing. The sig-
nificance of our method is that it exploits the image-history
co-reference in a dynamic adaptive graph learning mode.
In order to comprehend the complex multi-modal co-
reference relationships over time, we propose a Context-
Aware Graph (CAG) neural network. As shown in Fig. 1
(c), each node in our graph is a multi-modal context rep-
resentation, which contains both visual objects and textual
history contexts; each edge contains the fine-grained visual
interactions of the scene objects in the image. In CAG,
all the nodes and edges are iteratively updated through an
adaptive top-K message passing mechanism. As shown
in Fig. 2, in every message passing step, each graph node
adaptively selects the most K-relevant nodes, and only re-
ceives the messages from them. It means that our CAG
solution is an asymmetric dynamic directed graph, which
observes adaptive message passing in the graph structure.
Note that iterative CAG graph inference is shown as an ef-
fective realization of humans’ multi-step reasoning [7, 12].
Finally, after the multi-turn graph inference, we impose a
graph attention on all the nodes to obtain the final graph
embedding for the answer prediction.
Fig. 2 provides an overview of the proposed CAG.
Specifically, CAG consists of three components: (1) Graph
Construction (Sec. 3.1), which constructs the context-
aware graph based on the representations of dialog-history
and objects in the image; (2) Iterative Dynamic Directed-
Graph Inference (Sec. 3.2), the context-aware graph is it-
eratively updated via T -step dynamic directed-graph infer-
ence; (3) Graph Attention Embedding (Sec. 3.3), which
applies a graph attention to aggregate the rich node seman-
tics. Then, we jointly utilize the generated graph, the en-
coded question, and the history context features to infer the
final answer.
The contributions are summarized as follows. We pro-
pose a Context-Aware Graph (CAG) neural network for vi-
sual dialog, which targets at discovering the partially rele-
vant contexts and building the dynamic graph structure. (1)
We build a fine-grained graph representation with various
visual objects and attentive history semantics. The context
cues on each node not only refer to the joint visual-textual
semantic learning, but also involve iterative relational rea-
soning among image I , question Q and history H . (2) To
eliminate the useless relations among the nodes, we design
an adaptive top-K message passing mechanism and a graph
attention to pick up more relevant context nodes. Each node
has different related neighbors (different relations). As for
the same node, the inbound and outbound messages vary
from iteration to iteration. (3) Extensive experiments are
conducted on VisDial v0.9 and v1.0 datasets, and CAG
achieves new state-of-the-art performances out of the per-
vious graph-based methods.
2. Relate Work
Visual Dialog. For the visual dialog task[5, 6, 16], cur-
rent encoder-decoder based works can be divided into three
facets. (1) Fusion-based models. Late fusion (LF) [5]
and hierarchical recurrent network (HRE) [5] directly en-
coded the multi-modal inputs and decoded the answer. (2)
Attention-basedmodels. To improve performance, various
attention mechanisms have been widely used in the task, in-
cluding history-conditioned image attention (HCIAE) [23],
sequential co-attention (CoAtt) [34], dual visual attention
(DVAN) [9], and recurrent dual attention (ReDAN) [7]. (3)
Visual co-reference resolution models. Some attention-
based works focused on explicit visual co-reference resolu-
tion. Seo et al. [29] designed an attention memory (AMEM)
to store previous visual attention distrubution. Kottur et
al. [15] utilized neural module networks [2] to handle vi-
sual co-reference resolution at word-level. Niu et al. [24]
proposed a recursive visual attention (RvA) mechanism to
recursively reviews history to refine visual attention.
Graph Neural Network (GNN). Graph neural networks
have attracted attention in various tasks [32, 22, 17, 8, 26].
The core idea is to combine the graphical structural rep-
resentation with neural networks, which is suitable for
reasoning-style tasks. Liu et al. [31] proposed the first
GNN-based approach for VQA, which built a scene graph
of the image and parsed the sentence structure of the
question, and calculated their similarity weights. Later,
Norcliffe-Brown et al. [25] modeled a graph representation
conditioned on the question, and exploited a novel graph
convolution to capture the interactions among different de-
tected object nodes. As for visual dialog, there are merely
two related works. Zheng et al. [42] proposed an EM-style
GNN to conduct the textual co-reference; it regarded the
caption and the previous question-answer (QA) pairs as ob-
served nodes, and the current answer was deemed as an un-
observed node inferred using EM algorithm on the textual
contexts. Schwartz et al. [28] proposed a factor graph atten-
tion mechanism, which constructed the graph over all the
multi-modal features and estimated their interactions.
Fig. 1 illustrates the difference between our work and
other two graph-based models [28, 42]. In this paper, we
build a fine-grained context-aware graph, which involves
the context co-reference in and between specific objects and
history snippets under the guidance of word-level attended
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Figure 2. The overall framework of Context-Aware Graph. Our context-aware graph is constructed with visual contexts {vobj} and textual
context u. The dynamic relations among the nodes are iteratively inferred via Top-K neighbors’ Message Passing under the guidance of
word-level question command q(t)w . For example, the red and blue nodes in the graph respectively have different top-2 related neighbor
nodes, and different directions of the message passing flow on the connected edges.
question semantics. Apart from the fine-grained object-
level features of I (visual contexts) on the node representa-
tions, both sentence-level and word-level textual semantics
of H and Q are utilized in the graph. We implement iter-
ative dynamic message propagation on edges to aggregate
the relationships among nodes for answer prediction. In a
nutshell, we realize the cross-modal semantic understand-
ing by context-aware relational reasoning.
3. Our Approach
The visual dialog task refers to relational learning, which
involves complicated semantic dependencies among im-
plicit contexts of image, question and history. How to
model the context-aware reasoning is critical. In this pa-
per, we propose a dynamic directed-graph inference to itera-
tively review the multi-modal context cues. Given an image
I and the dialog historyH={C, (q1, a1) , ..., (q`−1, a`−1)},
where C is the image caption, (q, a) is any question-answer
pair and ` is the turn number of current dialog. The goal
of the model is to infer an exact answer for the current
question Q by ranking a list of 100 candidate answers
A = {a(1)` , ..., a(100)` }. The following sub-sections describe
the details of the proposed CAG model.
3.1. Graph Construction
Feature Representation. Given an image I, we extract the
object-level features using Faster-RCNN [1] and apply a
single-layer MLP with activation tanh to encode them into
a visual feature sequence V = {v1, ..., vn} ∈ Rd×n, where
n is the number of detected objects. For the current ques-
tion Q, we first transform it into word embedding vectors
WQ = (w1, ..., wm) ∈ Rdw×m, where m denotes the num-
ber of tokens in Q. Then we use an LSTM to encodeWQ
into a sequence UQ = (hq1, ..., h
q
m) ∈ Rd×m, and take the
last vector hqm as the sentence-level representation of ques-
tion Q, denoted as qs = hqm. Similarly, we adopt another
LSTM to extract the features UH = (h0, ..., h`−1) ∈ Rd×`
of history H at sentence-level, where h0 is the embedding
feature of image caption C.
As questions in a dialog usually have at least one pro-
noun (e.g., “it”, “they”, “he”), the dialogue agent is required
to discover the relevant textual contexts in the previous his-
tory snippets. We employ a question-conditioned attention
to aggregate the textual context cues of history, which can
be deemed as textual co-reference. The whole process is
formulated as follows:
zh = tanh((Wqqs)1
> +WhUH);
αh = softmax(Phzh);
u =
`−1∑
j=0
αh,jU
H
j ,
(1)
where Wq , Wh ∈ Rd×d and Ph ∈ R1×d are learnable pa-
rameters, 1 ∈ R1×` is a vector with all elements set to 1,
and αh,j and UHj are respective the j-th element of αh and
UH . u ∈ Rd×1 denotes the history-related textual context
and is further used to construct the context-aware graph.
Graph Representation. Visual dialog is an on-going con-
versation. The relations among different objects in the im-
age frequently dynamically vary according to the conversa-
tional content. In order to deeply comprehend the conversa-
tional content, we build a context-aware graph, which takes
both visual and textual contexts into account. The graph
structure (relations among objects) will be later iteratively
inferred via an adaptive top-K message passing mechanism
in Sec. 3.2. Here we construct a graph G = {N , E}, where
the i-th nodeNi denotes a joint context feature, correspond-
ing to the i-th visual object feature vi and its related con-
text feature ci; the directed edge Ej→i represents the rela-
tional dependency from node Nj to node Ni (i, j ∈ [1, n]).
Considering the iterative step t, the graph is denoted as
G(t) = {N (t), E(t)}. There are two cases of N (t):{
N (t) = (N (t)1 , ...,N (t)n );
N (t=1)i = [vi;u]; N (t>1)i = [vi; c(t)i ],
(2)
where [; ] is the concatenation operation, textual context u
is calculated by Eq. 1, and N (t) ∈ R2d×n. For node N (t)i
in the iterative step t, the visual feature vi is fixed, and we
focus on the context learning of c(t)i .
3.2. Iterative Dynamic Directed-Graph Inference
Visual dialog contains implicit relationships among the
image, question and history. From a technical point of view,
the key nature of visual dialog is multi-step reasoning and
image-history co-reference. Thus, we address it by adap-
tively capturing the related visual-historical cues in a dy-
namic multi-modal co-reference mode. Here, we first ex-
ploit attended question commands {q(t)w } to instruct mes-
sage passing on the edges in the graph structure, t ∈ [1, T ],
where T is the number of iterations; imitating humans re-
viewing different keywords multiple times. Then, it is worth
noting that in our solution, the “dynamic directed-graph
inference” process, considers flexible, effective, and rele-
vant message propagation. As shown in Fig. 3, in each iter-
ative step, the context-aware graph is updated through two
facets: (1) adjacent correlation learning. Under the instruc-
tion of the current question command q(t)w , each node adap-
tively selects the top-K most relevant nodes as its neighbors
based on an adjacent correlation matrix; (2) top-K message
passing. To capture the dynamic realtions in the graph, each
node receives messages from its top-K neighbors and ag-
gregates these messages to update its context feature.
Question-conditioned Relevance Feedback via Adjacent
Correlation Learning. To infer a correct answer, we have
to discover accurate semantics of question Q. In each it-
erative step t, reviewing different words in Q is helpful to
locate attentive keywords. Based on the word-level feature
sequence of the question UQ = (hq1, ..., h
q
m), we employ a
self-attention to obtain the word attention distribution α(t)q .
Then, the word embedding sequence WQ = (w1, ..., wm)
is jointly aggregated with α(t)q to get a new attended ques-
tion feature q(t)w .
z(t)q = L2Norm(f
(t)
q (U
Q));
α(t)q = softmax(P
(t)
q z
(t)
q );
q(t)w =
m∑
j=1
α
(t)
q,jwj ,
(3)
where f (t)q (.) denotes a two-layer MLP and P
(t)
q ∈ R1×d.
The parameters of f (t)q (.) and P
(t)
q are independently
learned in the t-th iterative step. q(t)w ∈ Rdw×1 is defined
as the t-th question command at the word level.
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After obtaining the question command q(t)w , we measure
the correlation among different nodes in the graph. We de-
sign an adjacency correlation matrix of the graph G(t) as
A(t) ∈ Rn×n, in which each valueA(t)l→i represents the con-
nection weight of the edge E(t)l→i. We learn the correlation
matrix A(t) by computing the similarity of each pair of two
nodes in N (t) under the guidance of q(t)w .
A(t) = (W1N (t))>((W2N (t)) (W3q(t)w )), (4)
where W1 ∈ Rd×2d, W2 ∈ Rd×2d and W3 ∈ Rd×dw are
learnable parameters, and  denotes the hadamard product,
i.e., element-wise multiplication.
A fact is that there are always only a part of the detected
objects in the image related to the question (i.e., sparse re-
lationships). Moreover, among these objects, each object
is always irrelated with most of other objects. Therefore,
each node in the graph is required to connect with the most
relevant neighbor nodes. In order to learn a set of relevant
neighbors S(t)i of nodeN (t)i , i ∈ [1, n], t ∈ [1, T ], we adopt
a ranking strategy as:
S
(t)
i = topK(A
(t)
i ), (5)
where topK returns the indices of the K largest values of
an input vector, and A(t)i denotes the i-th row of the ad-
jacent matrix. Thus, each node has its independent neigh-
bors S(t)i . As shown in Fig. 2 (topK, K = 2), even the
same node can have different neighbors in different itera-
tive steps. It means that our solution is an adaptive dynamic
graph inference process. Our CAG graph is an asymmetric
directed-graph. Relational Graph Learning via Top-K
Message Passing. The graph structure is now relational-
aware. Each node can be affected by its K neighbor nodes.
We propagate the relational cues to each node via message
passing. Taking node N (t)i in the t-th step as an example,
it receives the messages from its most K relevant neighbor
nodes {N (t)j }, where j ∈ S(t)i .
To evaluate the influences of relevant neighbors, B(t)j→i
normalizes the connection weight of edge E(t)j→i (i.e., N (t)j
→ N (t)i ). A(t)j→i denotes the adjacent correlation weight
of edge E(t)j→i. As shown in Eq. 6, B(t)j→i normalizes the
weights of the neighbour set {A(t)j→i} (j ∈ S(t)i ) with a
softmax function. In addition, under the guidance of the
question command q(t)w , m
(t)
j→i calculates the inbound mes-
sage of neighbour N (t)j to N (t)i . At last, N (t)i sums up all
the inbound messages to get the final message featureM (t)i .
The whole process is formulated as follows:
[B
(t)
j→i] = softmax
j∈S(t)i
([A
(t)
j→i]);
m
(t)
j→i = (W4N (t)j ) (W5q(t)w );
M
(t)
i =
∑
j∈S(t)i
B
(t)
j→im
(t)
j→i,
(6)
where W4 ∈ Rd×2d and W5 ∈ Rd×dw are learnable param-
eters. M (t)i ∈ Rd×1 denotes the summarized message to
N (t)i , and update N (t)i to N (t+1)i as follows:{
c
(t+1)
i =W6[c
(t)
i ;M
(t)
i ];
N (t+1)i = [vi; c(t+1)i ],
(7)
where W6 ∈ Rd×2d is a learnable parameter. Parameters
W1 ∼ W6 in Eqs. 4 ∼ 7 are shared for each iteration. Af-
ter performing T -step message passing iterations, the final
node representation is denoted as N (T+1).
3.3. Graph Attention Embedding
Up to now, the context learning on each node in the
graphN (T+1) not only integrates original visual and textual
features, but also involves iterative context-aware relational
learning. As the majority of questions merely pay attention
to a small part of objects in the image scene, we apply a
question-conditioned graph attention mechanism to attend
all the nodes. The graph attention is learned as follows:
zg = tanh((Wg1qs)1
> +Wg2N (T+1));
αg = softmax(Pgzg);
eg =
n∑
j=1
αg,jN (T+1)j ,
(8)
whereWg1 ∈ Rd×d andWg2 ∈ Rd×2d are learnable param-
eters. eg ∈ R2d×1 denotes the attended graph embedding.
Finally, we fuse it with the history-related textual context
u and the sentence-level question feature qs to output the
multi-modal embedding e˜:
e˜ = tanh(We[eg;u; qs]). (9)
The output embedding e˜ is then fed into the discriminative
decoder [23] to choose the answer with the highest prob-
ability as the final prediction. The details of the training
settings are explained in Sec. 4.1.
4. Experiments
4.1. Experiment Setup
Datasets. Experiments are conducted on benchmarks Vis-
Dial v0.9 and v1.0 [5]. VisDial v0.9 contains 83k and 40k
dialogs on COCO-train and COCO-val images [19] respec-
tively, totally 1.2M QA pairs. VisDial v1.0 is an extension
of VisDial v0.9, which adds additional 10k dialogs on Flickr
images. The new train, validation, and test splits contains
123k, 2k and 8k dialogs, respectively. Each dialog in Vis-
Dial v0.9 consists of 10-round QA pairs for each image.
In the test split of VisDial v1.0, each dialog has flexible m
rounds of QA pairs, where m is in the range of 1 to 10.
Implementation Details. The proposed method is imple-
mented on the platform of Pytorch. We build the vocabu-
lary that contains the words occurring at least 4 times in the
training split. And the captions, questions, and answers are
truncated to 40, 20 and 20, respectively. Each word in the
dialog is embedded into a 300-dim vector by the GloVe em-
bedding initialization [27]. We adopt Adam optimizer [14]
and initialize the learning rate with 4 × 10−4. The learn-
ing rate is multiplied by 0.5 after every 10 epochs. We set
all the LSTMs in the model with 1-layer and 512 hidden
states, and apply Dropout [30] with ratio 0.3 for attention
layers and the last fusion layer. Finally, the model is trained
with a multi-class N -pair loss [10, 23].
4.2. Ablation Study of CAG
We evaluate two main hyperparameters in our model
CAG – the selected neighbor number K and the number
of iterative steps T , and validate the influence of visual fea-
tures and main components of CAG.
Neighbor Number (K). We test different neighbor num-
bers K ∈ {1, 2, 4, 8, 16, 36}. As shown in Fig. 4, K = 8
is an optimal parameter setting. Performances drop signif-
icantly for K < 8. It means that if the selected neigh-
bor nodes are insufficient, the relational messages can not
be fully propagated. While setting the neighbor number
K > 8, the node receiving redundant irrelevant messages
from neighbors can disturb the reasoning ability of the
model. Thus, we set the neighbor number K = 8 in the
following experiments.
Iterative step (T ). T indicates the number of relational rea-
soning steps to arrive the answer. We test different steps T
to analysis the influences of iterative inferences. As shown
in Table 1, the performance of CAG is gradually improved
with the increasing T . We have the best performance while
T = 3, lifting R@1 from 53.25 (T = 1) to 54.64. The pro-
posed iterative graph inference is effective. Visualization
results in Fig. 5 further validate this result. When T > 3,
the performance drops slightly. It means that if the relations
in the graph have been fully inferred, further inference does
not help. The questions in the VisDial datasets are collected
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Figure 4. Performance comparison of the neighbor number K on
VisDial val v0.9
Model Step T Mean↓ MRR↑ R@1↑ R@5↑ R@10↑
CAG
T = 1 4.02 66.32 53.25 82.54 90.55
T = 2 3.91 66.93 53.76 83.11 90.96
T = 3 3.75 67.56 54.64 83.72 91.48
T = 4 3.83 67.28 54.11 83.46 91.17
CAG w/o Infer - 4.11 65.73 52.56 82.38 90.36
CAG w/o u T = 3 4.19 65.26 51.83 81.55 90.21
CAG w/o Q-att T = 3 3.91 66.70 53.74 82.75 90.89
CAG w/o G-att T = 3 3.86 66.98 53.99 83.08 91.04
CAG T = 3 3.75 67.56 54.64 83.72 91.48
Table 1. Ablation studies of different iterative steps T and the main
components on VisDial val v0.9.
from relative simple free-form human dialogue. The setting
of T = 3 already performs well. In the following experi-
ment, we set T = 3.
Main Component Comparison. A few variants are pro-
posed for ablation study. CAG w/o Infer denotes that
CAG removes the whole dynamic directed-graph inference
in Sec. 3.2. It means that the relations in the graph includ-
ing all the nodes and edges will not be updated and inferred.
CAG w/o u denotes that CAG without textual-history con-
text u, where the whole graph merely describes visual con-
text cues. CAGw/o Q-att denotes CAG without word-level
attention on questionQ. CAGw/o G-att removes the graph
attention module, where all the node representations are av-
erage pooled to get the final graph embedding.
As shown in Table 1, compared with CAG, CAG w/o
Infer drops MRR significantly from 67.56 to 65.73. It indi-
cates that the graph inference effectively performs well for
relational reasoning. Learning the implicit relations among
the nodes is helpful to predict the final answer. CAG w/o
u drops R@1 significantly from 54.64 to 51.83. It indicates
that the joint visual-textual context learning is necessary.
Relations among the nodes can not be fully inferred with-
out textual cues u. CAG w/o Q-att, which replaces ques-
tion commands {q(t)w } with the sentence-level feature qs,
drops R@1 from 54.64 to 53.74. It also can be explained.
Figs. 5∼7 demonstrate that the attentive words always vary
during the inference process. It usually firstly identifies the
target in the question, than focuses on related objects, and
finally observes attributes and relations in both visual and
Model Mean↓ MRR↑ R@1↑ R@5↑ R@10↑
Attention-based Models
HCIAE [23] 4.81 62.22 48.48 78.75 87.59
AMEM [29] 4.86 62.27 48.53 78.66 87.43
CoAtt [34] 4.47 63.98 50.29 80.71 88.81
DVAN-VGG [9] 4.38 63.81 50.09 80.58 89.03
RvA-VGG [24] 4.22 64.36 50.40 81.36 89.59
HACAN-VGG [37] 4.32 64.51 50.72 81.18 89.23
Graph-based Models
GNN [42] 4.57 62.85 48.95 79.65 88.36
FGA w/o Ans [28] 4.63 62.94 49.35 79.31 88.10
CAG-VGG (Ours) 4.13 64.91 51.45 81.60 90.02
CAG (Ours) 3.75 67.56 54.64 83.72 91.48
Table 2. Performance comparison on VisDial val v0.9 with VGG
features. Our model with VGG features is denoted as CAG-VGG.
textual context cues to infer the answer. CAG w/o G-att,
which removes the final graph attention module, drops R@1
from 54.64 to 53.99. Although each node involves rela-
tional reasoning, not all the nodes are relevant to the current
question. Therefore, paying attention to relevant nodes in
the relational graph is helpful to infer an exact answer.
Test with VGG Features. As some existing methods eval-
uated with VGG features, to be fair, we test our model with
VGG features too. Table 2 shows that our CAG-VGG still
outperforms the previous methods that only utilize VGG
features. Compared to CAG-VGG, CAG gets a significant
performance boost. It indicates the object-region features
provide richer visual semantics than VGG features.
4.3. Comparison Results
Baseline methods. In our experiment, compared methods
can be grouped into three types: (1) Fusion-based Mod-
els (LF [5] and HRE [5]); (2) Attention-based Models
(HREA [5], MN [5], HCIAE [23], AMEM [29], CoAtt [34],
CorefNMN [15], DVAN [9], RVA [24], Synergistic [10],
DAN [13], and HACAN [37]); and (3) Graph-basedMeth-
ods (GNN [42] and FGA [28]).
Results on VisDial v0.9. As shown in Table 3, CAG con-
sistently outperforms most of methods. Compared with
fusion-based models LF [5] and HRE [5], the R@1 perfor-
mance of our CAG is significantly improved, lifting each
other by 10.8% and 9.9%. For attention-based models,
compared to DAN [13], CAG outperforms it at all evalu-
ation metrics. HACAN [37] reports the recent best results.
It first pre-trained withN -pair loss, and then used the wrong
answers to “tamper” the truth-history for data augment. Fi-
nally, the truth- and fake-history were used to fine-tune its
model via reinforcement learning. Without the fine-tuning
tactic, our model CAG still outperforms HACAN on Mean,
R@5, and R@10.
Here, we mainly compare our method with the graph-
based models. GNN [42] is a recently proposed method,
which constructs a graph exploring the dependencies among
the textual-history. In contrast, ourCAG builds a graph over
both visual-objects and textual-history contexts. Compared
with GNN, our model achieves 5.7% improvements on the
Model VisDial v0.9 (val) VisDial v1.0 (test-std)
Mean↓ MRR↑ R@1↑ R@5↑ R@10↑ Mean↓ NDCG↑ MRR↑ R@1↑ R@5↑ R@10↑
Fusion-based Models
LF [5] 5.78 58.07 43.82 74.68 84.07 5.95 45.31 55.42 40.95 72.45 82.83
HRE [5] 5.72 58.46 44.67 74.50 84.22 6.41 45.46 54.16 39.93 70.45 81.50
Attention-based Models
HREA [5] 5.66 58.68 44.82 74.81 84.36 - - - - - -
MN [5] 5.46 59.65 45.55 76.22 85.37 5.92 47.50 55.49 40.98 72.30 83.30
HCIAE [23] 4.81 62.22 48.48 78.75 87.59 - - - - - -
AMEM [29] 4.86 62.27 48.53 78.66 87.43 - - - - - -
CoAtt [34] 4.47 63.98 50.29 80.71 88.81 - - - - - -
CorefNMN [15] 4.45 64.10 50.92 80.18 88.81 4.40 54.70 61.50 47.55 78.10 88.80
DVAN [9] 3.93 66.67 53.62 82.85 90.72 4.36 54.70 62.58 48.90 79.35 89.03
RVA [24] 3.93 66.34 52.71 82.97 90.73 4.18 55.59 63.03 49.03 80.40 89.83
Synergistic [10] - - - - - 4.17 57.32 62.20 47.90 80.43 89.95
DAN [13] 4.04 66.38 53.33 82.42 90.38 4.30 57.59 63.20 49.63 79.75 89.35
HACAN [37] 3.97 67.92 54.76 83.03 90.68 4.20 57.17 64.22 50.88 80.63 89.45
Graph-based Models
GNN [42] 4.57 62.85 48.95 79.65 88.36 4.57 52.82 61.37 47.33 77.98 87.83
FGA w/o Ans [28] 4.63 62.94 49.35 79.31 88.10 - - - - - -
FGA [28] 4.35 65.25 51.43 82.08 89.56 4.51 52.10 63.70 49.58 80.97 88.55
CAG (Ours) 3.75 67.56 54.64 83.72 91.48 4.11 56.64 63.49 49.85 80.63 90.15
Table 3. Main comparisons on both VisDial v0.9 and v1.0 datasets using the discriminative decoder [23].
R@1 metric. FGA [28] is the state-of-the-art graph-based
method for visual dialog, which treats the candidate answer
embedding feature A as new context cue and introduces it
into the multi-modal encoding training. This operation im-
proves their results a lot (FGA w/o Ans vs. FGA). Without
candidate answer embedding, our model still performs bet-
ter results, lifting R@1 from 51.43 to 54.64, and decreasing
the Mean from 4.35 to 3.75. These comparisons indicate
that in our solution, the fine-grained visual-textual joint se-
mantics are helpful for answer inferring.
Results on VisDial v1.0. A new metric NDCG (Normal-
ized Discounted Cumulative Gain) [33] is proposed to eval-
uate quantitative semantics, which penalizes low ranking
correct answers. Other metrics accord to evaluate the rank
of the ground-truth in the candidate answer list. NDCG
tackles more than one plausible answers in the answer set.
Compared with the attention-based models, as above men-
tioned, HACAN [37] trained the model twice and Synergis-
tic [10] sorted the candidate answers twice. Without resort-
ing or fine-tuning, under end-to-end training, our model still
performs better performance on the Mean value. Compared
with the graph-based models, our model has greatly im-
proved the NDCG value. CAG outperforms GNN [42] and
FGA [28] by 3.8% and 4.5% respectively. This also proves
that our graph can infer more plausible answers. In addi-
tion, we give more intuitive visualization results of CAG to
explain the reasoning process detailed in Sec. 4.4.
4.4. Qualitative Results
To further demonstrate the interpretability of our solu-
tion, we show an iterative graph inference example in Fig. 5.
Two most salient objects (“snowboarder” and “pant”) in the
graph attention maps are selected to display the inference
processes. In iterative step t = 1, the question focuses on
the word “snowboarder” (target). By reviewing the dialog
context, “snowboarder” is related with “midair” and “pho-
tographer”. The above two salient objects receive messages
from their relevant neighbor object nodes. Then in itera-
tive step t = 2, the question changes the attention to both
words of “snowboarder” and “wearing” (related objects).
These two object nodes dynamically update their neigh-
bor nodes under the guidance of the current question com-
mand q(t=2)w . In the last step t = 3, question Q focuses
on the word “wearing” (relation). The edge connections in
the graph are further refined by receiving messages from
wearing-related nodes. Through multi-step message pass-
ing, our context-aware graph progressively finds out much
more implicit question-related visual and textual semantics.
Finally, the graph attention map overlaying the image I also
demonstrates the effectiveness of the graph inference.
We provide another example in Fig. 6 to display rela-
tional reasoning in multi-round QA pairs. The edge re-
lations and the nodes’ attention weights dynamically vary
corresponding to the current question. Our context-aware
graph effectively models this dynamic inference process via
adaptive top-K message passing. Each node only receives
strong messages from the most relevant nodes. The graph
attention maps overlaying the image at different rounds fur-
ther validate the adaptability of our graph on relational rea-
soning.
In addition, we display the visualization of attentive
word clouds on VisDial v1.0. Fig. 7 describes the word-
level attention distribution of question Q in different iter-
ative steps. In iterative step t = 1, the proposed CAG
Original Image
Dialog History
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Attention Map
A/GT: White ski pant, white 
jacket, pink bib, black boots, 
googles, baseball hat. 
0.14 0.07 0.42 0.14 0.160.07
History Attention Distribution
Q: What  is  the  snowboarder wearing  ? Q: What  is  the  snowboarder wearing  ? 
0.07 0.06 0.34 0.31 0.150.07 0.1 0.04 0.18 0.46 0.200.02
Q: What  is  the  snowboarder wearing  ? C:    0.41
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Q3:    0.18   Q4:    0.15
Q1: How many people are there?  
A1: 2 people.
Q2: Is it sunny?  
A2: Sunny but partly cloudy.
Q3: What gender are the people?  
A3: 2 males but hard to confirm.
C: A person jumping midair on a 
snowboard while a person photographs
Q4: What the photographer wearing?  
A4: A black sweater, pants.
…
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Figure 5. Visualization results of iterative context-aware graph inference. It shows the word-level attention on question Q, and dynamic
graph inference of the top-2 attended objects (red and blue bounding boxes) in image I . The number on each edge denotes the normalized
connection weight, displaying the message influence propagated from neighbors. There are some abbreviations as follows: question (Q),
generated answer (A), caption (C) and the ground-truth (GT ).
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Figure 6. Visualization result of a progressive multi-round dialog inference. Each column displays the graph attention map overlaying the
image I and the last step of message passing process of the most salient object. In these graph attention maps, bounding boxes correspond
to the top-3 attended object nodes, and the numbers along with the bounding boxes represent the node attention weights.
inclines to pronouns in the questions, e.g., “there”, “it”,
“you”, “they”. CAG tries to tackle the textual co-reference
in the initial relational reasoning. Then, in step t = 2, CAG
prefers to attend nouns related to target objects or associ-
ated objects in the image, e.g., “people”, “building”, “tree”.
This means CAG trends to infer the relationships among
different related objects, namely visual-reference. In the
time step t = 3, the model considers the words that de-
scribe the attributes or relations of the objects, e.g., “color”,
“wearing”, “other”, “on”. All these appearances indicate
that we reasonably and actively promote the iterative infer-
ence process using the context-aware graph CAG.
5. Conclusion
In this paper, we propose a fine-grained Context-Aware
Graph (CAG) neural network for visual dialog, which con-
tains both visual-objects and textual-history context seman-
tics. An adaptive top-K message passing mechanism is pro-
posed to iteratively explore the context-aware representa-
tions of nodes and update the edge relationships for a better
answer inferring. Our solution is a dynamic directed-graph
inference process. Experimental results on the VisDial v0.9
t = 1 t = 2 t = 3 
Figure 7. Visualization of attentive word cloud of all the questions
{Q} in different iterative steps on VisDial v1.0.
and v1.0 datasets validate the effectiveness of the proposed
approach and display explainable visualization results.
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A. Supplementary Material
This supplementary document is organized as follows:
• We explain two different textual attention mechanisms
in Sec. A.1, especially for the word-level attention on
question Q at different iterative processes.
• Sec. A.2 elaborates the motivation of the fine-grained
graph construction and the relational measurement be-
tween different nodes.
• In the paper, Figs. 5∼7 illustrate the visualization re-
sults on image I and question Q. Here, Sec. A.3
mainly demonstrates the influence of history-related
context u in Fig. 9, and supplements additional quali-
tative results of visual reference in Fig. 10.
A.1. Textual Attention Mechanisms
• Sentence-level attention on history H: The latent
attention variable zh in Eq. 1 tackles the textual co-
reference between qs and UH , where both qs and UH
are sentence-level semantics.
• Word-level attention on question Q: For computing
word-level attention on Q, the latent attention variable
z
(t)
q in Eq. 3 measures the question itself. We unfold
the MLP operation in Eq. 3 as follows:{
f (t)q = tanh(Wf1U
Q) σ(Wf2UQ);
z(t)q = L2Norm(f
(t)
q (U
Q)),
(A1)
where Wf1 , Wf2 ∈ Rd×d are learnable parameters.
The operation f (t)q uses the tangent & sigmoid activation
gates to learn a new word-level feature sequence of question
Q. Then, the L2Norm operation normalizes each word’s
new feature embedding vector on the feature dimension.
With the L2 normalization, z(t)q ∈ Rd×m can equitably
evaluate each word in the word sequence of Q. Figs. 5∼7
(especially Fig. 7 validate the adaptability of the word-level
attention in different iterative steps.
A.2. Fine-grained Graph Construction
A.2.1 Node components: visual and textual contexts
One argue maybe that why we realize the graph initializa-
tion with history-related context u and implement the joint
visual-textual context learning? The motivation is that with-
out history-related context u, the dialog agent can’t under-
stand the previous dialogue topic well, nor it can further
solve the current visual reference well.
Technically, one challenge of visual dialog is to explore
the latent relations among image, history and question.
We reformulate the idea of the dynamic graph learning in
the paper as follows. In iterative step t, as the definition of
nodeN (t)i = [vi; c(t)i ], vi denotes the visual feature of object
obji, and c
(t)
i records the relevant context related to obji. ci
considers both {vi} and u, and is guided by the question
command q(t)w .
N (1)i = [vi; c(1)i ] = [vi;u];
c
(t+1)
i = MP
(
q(t)w {N (t)j }|top−KN (t)i
)
./c
(t)
i ;
N (t+1)i = [vi; c(t+1)i ], i ∈ [1, n], t ∈ [1, T ],
(A2)
where N (1)i denotes the graph initialization, MP denotes
the message passing calculation by Eq. 6,  denotes the
adjacent correlation matrix learning by Eq. 4, and ./ means
that the context c(t)i is updated by Eq. 7.
The joint context learning of c(t)i involving u plays an
important role in the graph inference. Both ablation studies
in Table 1 and qualitative results in Sec. A.3 detailed below
demonstrate the effectiveness. In addition, Fig. 7 also ver-
ifies the significance of u in step t=1. The introduce of u
is helpful to tackle the visual-textual co-reference related to
the question, such as parsing pronouns in the question (e.g.,
“he”, “it” and “there”) and grounding the relevant objects in
the image.
A.2.2 Adjacent correlation matrix learning
Another argue maybe that why impose the question com-
mand q(t)w on only one node side of the matrix A(t) in Eq. 4,
which is not a symmetrical operation as mutual correlation
calculation. We define a classical mutual (symmetrical) cor-
relation calculation as CAG-DualQ as follows:
CAG :
A(t) = (W1N (t))>
[
(W2N (t))(W3q(t)w )
]
;
CAG-DualQ :
A(t) =
[
(W1N (t))(W ′3q(t)w )
]>[
(W2N (t))(W3q(t)w )
]
.
(A3)
where W1 and W2 ∈ Rd×2d, W3 and W ′3 ∈ Rd×dw are
learnable parameters.
We implement the ablation study. As shown in Table 4,
CAG-DualQ performs worse than CAG. It is interpretable.
As illustrated in Fig. 8, the Y-axis of the matrix A(t) marks
the receiving nodes, and the X-axis denotes the distribut-
ing nodes. To infer an exact answer, for a node, we use the
question command q(t)w to activate its neighbors. In other
words, the i-th row of the matrix A(t)i calculates the corre-
lation weights of nodeN (t)i and its neighbors {N (t)j } under
the only once guidance of q(t)w . It is reasonable to introduce
the question cue on one node side of A(t).
Model Mean↓ MRR↑ R@1↑ R@5↑ R@10↑
CAG-DualQ 3.79 67.19 54.16 83.44 91.32
CAG 3.75 67.56 54.64 83.72 91.48
Table 4. Ablation studies of different adjacent correlation matrix
learning strategies on VisDial val v0.9.
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Figure 8. A schematic diagram of adjacent correlation matrix
learning.
A.3. Additional Qualitative Results
A.3.1 Qualitative results of CAG vs. CAG w/o u
As the ablation study shown in Table 1, the performance of
CAG w/o u drops a lot compared to CAG. Here, we pro-
vide explainable qualitative results in Fig. 9 to further vali-
date the effectiveness of history-related context u in CAG.
There are two different examples. As shown in Fig. 9 (a),
for question Q: “He wearing helmet?”, CAG w/o u directly
locates words “he” (two people) and “helmet” in the im-
age, and then the object “helmet” infers to a wrong “he”
(the man who wears the helmet), while CAG consistently
attends on the correct “he” (the subject “man” who is hit-
ting the baseball with the bat in the previous dialogue). Be-
sides, as shown in Fig. 9 (b), although CAG w/o u infers
the correct answer, but we observe that there is much more
reasonable inference using CAG than CAG w/o u. For the
questionQ: ”Is there other vehicles?”, CAG does not attend
the bus in the center of picture and devote to searching other
vehicles, while CAG w/o u focuses on all the vehicles.
In a nutshell, CAG w/o u is accustomed to attend all the
objects appeared in the question, while CAG tries to ground
the relevant objects discussed in the entire dialogue. If with-
out the history reference, the dialogue agent can not perform
the pronoun explanation (e.g., the visual grounding of “he”,
“it” and “there”, ect.) well, and then the subsequent iterative
inferences are affected. Therefore, the history-related con-
text u is necessary for the visual-textual co-reference rea-
soning in our solution.
A.3.2 Additional qualitative results of visual-reference
We provide additional four visualization results in Fig. 10.
These qualitative results also demonstrate that CAG has in-
terpretable textual and visual attention distribution, reliable
context-aware graph learning, and reasonable inference pro-
cess.
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Figure 9. Qualitative results of CAG and CAG w/o u. Observing the graph attention map overlaying each image, the bounding boxes with
the attention scores correspond to the top-3 relevant object nodes in the final graph. We pick out the top-2 objects to display the dynamic
graph inference. CAG and CAG w/o u can refer to different top-2 objects. Without history context u, the agent could misunderstand the
dialogue topic, and the visual reference cannot be solved well.
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Figure 10. Additional visualization examples on VisDial 0.9. In these attention maps, red and blue bounding boxes correspond to the top-2
attended object nodes in the graph attention learning, respectively.
