Moler and Morrison have described an iterative algorithm for the computation of the Pythagorean sum (a' + b2)"' of two real numbers a and b. This algorithm is immune to unwarrantedfloating-point overjows, has a cubic rate of convergence, and is easily transportable. This paper, which shows that the algorithm is essentially Harley's method applied to the computation of square roots. provides a generalization to any order of convergence. Formulas of orders 2 through 9 are illustrated with numerical examples. The generalization keeps the number of floating-point divisions constant and should be particularly useful for computation in high-precision floating-point arithmetic.
Without loss of generality, we henceforth assume that For computations in floating-point arithmetic, the iteration is stopped when 4 = r,, + 4, where = denotes equality of machine floating-point representations. The monotonic convergence of x, to h from below and the formulation in terms of rn exclude the possibility of unwarranted overflows. The asymptotic rate of convergence is cubic, and very few iterations are required to obtain results accurate to the working precisions of current computers. The simplicity, compactness, and accuracy of the algorithm make it an attractive choice for inclusion in mathematical software libraries. 
Relationship with Halley's method
Let f(x) be a real function twice differentiable of the real variable x. Halley's method (1 694) is an iterative scheme for finding an approximation to a root of the equation
given an initial guess x , , of that root. It is based on the iteration formula fi f ' where f,,, f L, and f are the values of f(x) and its first two derivatives at x,. The asymptotic rate of convergence of the method is cubic for simple roots and linear for multiple roots. More details on this iteration can be found in [2] .
We now apply Halley's method to the computation of Pythagorean sums. For a given pair (x,,, yo) such that
the Pythagorean sum h = (x; + y y is a root of the equation
Replacing f(x) by its expression (10) in formula ( 7 ) , we obtain h2 + 3x: ( 1 5 ) and (1 6) coincide when k = 3.
Compatibility with the Moler-Morrison algorithm: Eqs.
y , = h -x:.
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The combination of Eqs.
( 1 1 
A generalization
While the Moler-Morrison algorithm is likely to be of optimal efficiency for the working precision of current computers, higher-order algorithms may be desirable (under certain conditions of computational cost) for calculations requiring higher levels of precision. In this section, we propose such algorithms for which the number of divisions is constant and the number of additions and multiplications varies linearly with the rate of convergence (rational iteration formulas). The choice
satisfies the above conditions and defines the following iteration formulas:
An analysis of Eqs. (17) shows that two cases must be considered, based on the parity of k:
The numerator of x,,+] is an odd polynomial in x, and an even polynomial in h. The denominator is an even polynomial in x, and h. Thus, x,,+I is the product of x, and a rational function of x5 and h2; using a similar approach, we find y,+, to be the product of h and a rational function of xf and h2;
x,+] is again the product of x,, and a rational function of xf and h2, while Y , +~ is the product of y , and a rational function of xf and h2. k is odd; then From these considerations, we see that a rational iteration mapping the pair (x,,, y,) into the pair (x,,+], y n + ] ) exists only when k is odd, since h is not a quantity available for computation. Similar analyses show that
always has a rational expression in terms of rn and h2. When k is even, an iteration can thus be derived that maps the pair (xn, rn) into (x,+1, rn+l). These two classes of iterations, together with Eqs. (17), constitute the basis for our generalization of the Moler-Morrison algorithm. We derive in the next sections the corresponding iteration formulas. As much as possible, the outline of the general algorithms follows that of the cubic algorithm defined by Eqs. (6).
Forrnu llas of even order
For an even rate of convergence,
let us first look at the derivation of the x iterate from the first of Eqs. (17) . Using the formula for binomial expansion, we have
with the convention
As in Section 2, Eq. (6), we define
which with a transformation of Eq. ( 1 8) gives
Combining Eqs. (19), (6), and (20), we get
The replacement of the expressions ( 2 1 ) in the first of Eqs. 7. An estimate of the maximum number of iterations Let E,, denote the relative distance of the nth iterate to the Pythagorean sum for the formula of order k:
we obtain, from Eqs. (17) and (27),
that is, (with one less addition for the cubic iteration). We can see that the odd-order iterations are more efficient than their even-order counterparts.
The formula of order 1 is of no interest at all. It is a limit 586 case of linear convergence for which AUCUSTIN A. DUBRULLE We now assume that the algorithm is used with a machine where the floating-point number representation has t digits in base 0, and for which the relative error in number representation is bounded by machine precision,
where y is a rounding parameter taking the values 1 (chopped representation) or '/2 (rounded representation). Ignoring rounding errors, the iteration of order k ceases to be effective as soon as
This condition is satisfied afortiori when uo < -. We now give two examples based on IBM System/370 arithmetic, short and long precision.
In short precision, p = 16, t = 6, y = I, and we obtain, from Eq. (33), N = 4 for k = 2, N = 2 for 3 I k 5 8, and
In long precision, These estimates were verified by numerical experiments.
Robustness and transportability
While the monotonic convergence of these algorithms guarantees that no unwarranted floating-point overflow can occur
is computed with the cubic iteration (6), u being the machine underflow threshold, that is, the smallest positive machine floating-point number.
We have ro = 1 and so = 1/5.
The computation of the first iterate reduces to
we have fl (2s0u) = 0 and the first x iterate is u. For the same reason, the first y iterate is zero, and the iteration terminates with the incorrect result u. The same phenomenon occurs for all our formulas where the iteration takes the form
because @, , is bounded above by '/2. This is easily proved by considering the first of Eqs. (1 7),
and the identity h = (1 + r,,)"?xn , which yield the inequalities A preferred alternative, requiring knowledge of the underflow threshold u and machine precision E, consists of applying some scaling to the data only when warranted.
In Eq. (34), we observe that, in the absence of underflow, x"+, is computed accurately to machine precision if
4" L E.
Thus, the computation terminates correctly if
Because x, is an increasing function of n, it will be sufficient to satisfy the condition It must be noted that any reasonable integer power of @ not less than E-' can be used as a scaling factor and that values higher than UE" can replace the threshold of applicability with little loss of efficiency in order to achieve portability across a wide range of computers.
Examples
The iteration formulas of orders 2 through 9 are represented in Tables 1 and 2 by the functions P, Q, and S that appear in iterations (25) and (26) (the iteration subscripts and the order superscripts are dropped for simplicity of notation).
Two examples of application of these formulas are displayed in Tables 3 and 4 , obtained with an IBM System/370 in long-precision arithmetic.
Conclusion
While the efficiency of the Moler-Morrison algorithm may be optimum for most current computers, higher-order formulas can be useful for systems with slow division. They find an obvious use in computations involving multiple-precision software, where division can be particularly expensive. By reducing the number of iterations, they are also advantageous for implementation with interpretive high-level languages (e.g., APL).
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