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Resumen
La presente tesis trata del alineamiento de niveles en interfases de semiconductores
orgánicos. Este es un tema de gran interés, tanto tecnológico como fundamental,
ya que el campo de los materiales orgánicos está en auge y no se entiende del todo
desde el punto de vista teórico.
La tesis comienza con una Introducción, en la que se describen cuestiones gen-
erales del campo de los semiconductores orgánicos: estos materiales están forma-
dos por agregados de moléculas bien diferenciadas que interaccionan débilmente,
de manera que se preserva la estructura electrónica de las moléculas que confor-
man el semiconductor, en los que abundan los enlaces aromáticos π. Esto tiene
consecuencias importantes en cuanto al crecimiento de estos materiales y la forma-
ción de interfases, ya que la interacción tan débil da lugar a materiales flexibles y/o
transparentes, lo que abre un nuevo campo tecnológico. Ya han aparecido dispos-
itivos electrónicos basados en semiconductores orgánicos, y la creciente presencia
de estos materiales en artículos científicos y comunicaciones a congresos indica que
se trata de un campo en auge. Tras esta discusión, se plantean de manera general
las características y problemas de los semiconductores orgánicos: la interacción dé-
bil entre las moléculas que conforman el material da lugar a que las excitaciones de
carga estén localizadas en gran parte en cada molécula. Esto tiene consecuencias
importantes, ya que los gaps ópticos y de transporte difieren de forma significativa
y, en particular, ninguno de ellos está bien descrito por los métodos de primeros
principios basados en la Teoría del Funcional de la Densidad (DFT). A contin-
uación, se expone la importancia de las interfases, tanto desde un punto de vista
fundamental como tecnológico, ya que la eficiencia de los dispositivos electróni-
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cos está limitada en último término por el transporte electrónico a través de las
interfases. Tras destacar la importancia del alineamiento de niveles en interfases
metal/orgánico y orgánico/orgánico, se hace una breve descripción de las técni-
cas experimentales más usuales, con las que se comparan los resultados teóricos
obtenidos en la tesis.
El siguiente capítulo describe las diferentes maneras en las que se calcula, usándo
métodos de primeros principios basados en DFT, la estructura electrónica de molécu-
las pequeñas basadas en carbono, y la de moléculas grandes con enlaces π reso-
nantes. Se describen en primer lugar los fundamentos básicos de DFT, compara-
ndo entre la aproximación más común al canje y correlación (LDA) y un método
desarrollado por el grupo basado en los números de ocupación. Usando estas dos
aproximaciones y distintas bases de orbitales localizados, se calcula la estructura
electrónica de estas moléculas, comparando y discutiendo los resultados. Una parte
importante de este capítulo está dedicado a resolver el problema de la determi-
nación del gap de la molécula, que DFT subestima de forma notable. El valor del
gap es de gran importancia para nuestro trabajo, ya que determina la posición
de los niveles moleculares. La parte final de este capítulo describe el trabajo real-
izado en la línea de desarrollar un método para el cálculo de los gaps de forma
adecuada: se describe en detalle este método comparando con resultados nuestra
aproximación con cálculos exactos. Tras comprobar el buen acuerdo y la validez
del método, se describe en detalle su aplicación a las distintas moléculas orgánicas
que son consideradas en esta tesis.
El capítulo 3 introduce nuestro modelo para el alineamiento de niveles en in-
terfases metal/orgánico. Tras describir el trabajo teórico previo existente en el
campo, se describe nuestro modelo, comenzando por una introducción histórica
del modelo IDIS en interfases de semiconductores inorgánicos, en el que nuestro
método está basado. Posteriormente, se introducen los problemas esenciales del
alineamiento de niveles en interfases: la regla de Schottky-Mott, la formación de
dipolos y barreras Schottky, y el anclaje del nivel de Fermi en el gap del semi-
conductor. Tras evaluar la situación en el campo de las interfases metal/orgánico,
donde no se entiende de forma satisfactoria lo observado experimentalmente, se
describe en detalle nuestro modelo, que es aplicable en el límite de interacción
débil. Como prototipo de metal poco reactivo, se toma oro. En nuestro modelo,
la magnitd más importante es el Nivel de Neutralidad de carga (Charge Neutral-
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ity Level, CNL). Este nivel se puede calcular a partir de la estructura electrónica
del metal y del material orgánico aislados, y de la interacción entre ellos. Esta in-
teracción tiene como resultado ensanchar los niveles moleculares, dando lugar a
ua densidad de estados continua, con valores no despreciables en el gap del se-
miconductor. La integral de esta densidad de estados inducida hasta la carga del
semiconductor aislado da lugar a la posición del CNL. Se calculan de esta man-
era los valores del Nivel de neutralidad de Carga, así como las propiedades de
interfase con oro para distintos materiales orgánicos: PTCDA, PTCBI, CBP, CuPc
y Pentaceno. En el cálculo del CNL es esencial tener en cuenta la corección de los
niveles introducida en el capítulo anterior, así como los efectos de la polarización en
la interfase. El alineamiento de niveles en estas interfases depende de la posición
relativa del Nivel de Neutralidad de Carga y de la función de trabajo del metal,
así como del apantallamiento en la interfase. Este apantallamiento viene descrito
por un parámetro S, que es calculado teóricamente y hallado en buen acuerdo en
valores experimentales. A partir del parámetro S, la posición del CNL, y usando la
función de trabajo medida experimentalmente, se calculan los dipolos inducidos,
barreras Schottky y la posición del nivel de Fermi. La comparación de estos resulta-
dos con los valores experimentales da un buen acuerdo. Es importante resaltar que
los resultados teóricos dependen sobre todo del valor del Nivel de Neutralidad de
Carga, y débilmente de los demás parámetros. Esto hace que los resultados teóricos
sean muy robustos y casi independientes de los principales supuestos en nuestro
modelo: que las moléculas se depositan planas sobre la superficie y la distancia
metal-orgánico, que es considerada un parámetro externo.
A la luz del buen acuerdo obtenido para las interfases metal/orgánico con inter-
acción débil, en el capítulo 4 el modelo se extiende a heterouniones de semiconduc-
tores orgánicos. Estas presentan una interacción débil, por lo que la aplicación de
nuestro modelo está justificada. De acuerdo con nuestro modelo, el alineamiento
de niveles en estas interfases está regido por el alineamiento parcial de los Niveles
de Neutralidad de Carga de ambos materiales orgánicos. La diferencia inicial entre
ambas cantidades determina en qué dirección la carga va a ser transferida. La difer-
encia final de niveles depende de la inicial y del apantallamiento en la interfase:
este viene descrito por un parámetro S similar al de las uniones metal/orgánico.
Este parámetro es estimado (ya que no ha sido medido experimentalmente) de
diferentes maneras, que concuerdan entre sí. Es importante señalar que el apan-
tallamiento en las heterouniones de materiales orgánicos es bastante débil, ya que
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encontramos S ∼ 0.6, a diferencia de los semiconductores inorgánicos, donde el
apantallamiento es mucho mayor, lo que da lugar a diferencias finales significativas
en los CNLs. La aplicación de nuestro modelo a diversas heterouniones da lugar
a dipolos que están en buen acuerdo con los rsultados experimentales. Al mismo
tiempo, nuestro modelo permite entender, de manera global, el alineamiento de
niveles en heterouniones de materiales orgánicos: experimentalmente, se observa
que en la mayoría de las interfases se alinean los niveles de vacío, mientras que en
determinados casos hay dipolos muy grandes. Hasta ahora no existía una expli-
cación; nuestro modelo, sin embargo, permite por primera vez entender este com-
portamiento de una manera global e intuitiva. Nuestro análisis ha sido usado para
entender la transitividad en interfases de materiales orgánicos, ya que se encuentra
que la regla de transitividad casi se cumple, y que son las pequeñas diferencias
en el apantallamiento de las distintas interfases las que ‘rompen’ la transitividad.
Finalmente, se ha extendido el modelo para analizar heterouniones de semiconduc-
tores orgánicos, en los que uno de ellos está dopado. Los dipolos y el anclaje del
nivel de Fermi que aparecen al dopar son interpretados dentro de nuestro enfoque
como una variación del Nivel de Neutralidad de Carga que se produce al dopar
el material, y cuyo alineamiento parcial con el CNL del otro material da lugar al
comportamiento observado.
En resumen, esta tesis presenta un modelo para el alineamiento de niveles en in-
terfases de semiconductores orgánicos en el régimen de interacción débil. El mod-
elo, que se basa en el alineamiento parcial del Nivel de Neutralidad de Carga del
material orgánico con la función de trabajo (en las interfases metal/orgánico), o
con el CNL del otro material (en heterouniones) da lugar a resultados que están
en buen acuerdo cualitativo y cuantitativo con lo observado experimentalmente.
Además, nuestro modelo permite, por primera vez, entender de una forma unifi-
cada el comportamiento de estas interfases.
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Physis is like sex. Sure, it may give some pratial
results, but that's not why we do it.
(Ri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Friends, Romans, ountrymen, lend me your ears;
.....
I ome not to steal away your hearts.
(William Shakespeare (Julius Caesar))
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CHAPTER 1
Introduction
Before I speak, I have something important to say.
(Grouh Marx)
1
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1.1. Organic materials
1.1. Organic materials
Over the last decade, the interest of the scientific and technological communities
in organic materials has significantly increased. This rise, evident in the number
of publications, patents, conference contributions, as well as in the appearance of
new organic-based electronic devices, has made the field which could be gener-
ally termed Organic electronics the focus of considerable scientific and technological
research [Shen01b,Dimitrakopoulos01,Forrest04].
At the core of this success is, on the technological side, the promise of a new gen-
eration of ultralow-cost, lightweight and flexible organic-based electronic devices
[Forrest04]. High-efficiency light-emitting devices, thin-film transistors and photo-
voltaic cells, all of which are made of organic materials (Fig. 1.1), are already in
commercial production [Vaeth03, Gundlach97, Shtein02, Peumans01, Granström98,
Peumans03,Shaheen01], and it seems a wide range of organic-based electronic ‘gad-
gets’ (flexible screens that can be rolled, flexible electronic circuits, ultraflat colour
displays (Fig. 1.2), and other devices yet unthought of) will become ubiquitous due
to their low cost and new functionalities.
On the more scientific or academic side, this flourishing of organic materials has
been made possible by the mastery of surface science techniques, on the exper-
imental aspect, and, on a theoretical level, the possibility of a proper theoretical
description, largely due to Density-Functional Theory methods. These theoretical
methods, despite their limitations, have enabled an understanding of increasingly
larger and more complex systems, with the ultimate goal, possibly in the interme-
diate future, of biological molecules.
Two broad classes of organic materials can be identified: conjugated polymers
and small-weight organic molecules [Salaneck01]. While differences in their elec-
tronic and optical properties have been pointed out, the main distinction lies in
their preparation and deposition.
The relative ease with which the organic material is deposited is the key to the
low cost of fabrication of these organic-based devices: thermal sublimation in vac-
uum is the most common means for small-weight organic molecules, while poly-
mers are generally solution-processed, applied on the entire wafer by spray-on
methods similar to ink-jet printing, using shadow masks to achieve pixellation,
later removing the solvent by evaporation. In other cases, direct printing using
stamps or rollers (Figs. 1.3,1.4) is used [Forrest04]. In any case, an important dif-
ference appears with traditional (i.e. silicon-based) electronics. This is the ease with
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Figure 1.1.: Stacked layers of organic materials in multilayer photodetectors and photo-
voltaic diodes. Figures from [Peumans00a, Peumans00b].
which organic materials can be grown and deposited on a variety of substrates,
as opposed to the arduous task of inorganic semiconductors, with the difficulties
that arise from strain, defects or lattice matching1. In contrast, organic materials
are in general free of many of these problems, so that the possibility of deposit-
ing virtually any organic material on almost any substrate opens the way to an
unlimited number of possibilities. Thus, the desired material can be chosen almost
entirely for its functionality (for instance, its optical or conducting properties), with-
out having to take into consideration the stringent conditions usual in inorganic
semiconductors. In addition, many of these electronic and optical properties can
be tuned by modifications in the chemical structure. Organic materials, therefore,
open the way for the fabrication of devices in which their design is not significantly
1For a review of the quasi-epitaxial growth of organic semiconductors on a variety of substrates
see [Forrest97].
4
1.2. Structure of organic semiconductors
Figure 1.2.: Present and near future of organic emissive devices: (a) full-colour, 13-inch
small-molecular-weight display, manufactured by Sony. The display is only 2 mm
thick. (b) Conceptual view of a future organic flexible display, which can be rolled
up into a pen-like device, which would contain wireless communication electronics.
Images from [Forrest04].
hampered by growth conditions, but are driven purely by the desired functional-
ities. This somehow compensates for carrier mobilities, which are much smaller
in organic materials (µ < 102 cm2 V−1 s−1 at room temperature for ordered ma-
terials [Warta85a, Schön00, Karl99,Warta85b, Karl89, Forrest84]) than is typical for
inorganic semiconductors (µ ∼ 102 – 104 cm2 V−1 s−1 [Sze81]), since transport in
organic materials takes place mostly via hopping between neighbouring molecules
of polymer chains.
As has been stated [Forrest04], these comparative advantages of organic materi-
als do not imply that they are likely to replace traditional silicon-based electronics,
but will rather fill the niches that are not currently accessible with inorganic semi-
conductors.
1.2. Structure of organic semiconductors
Of all organic materials, this work focuses on small-weight organic molecules; for
an overview of the role of polymers in organic electronics, the reader is referred
5
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Figure 1.3.: Thermal sublimation in vacuum is the most common means for the deposi-
tion of small-weight organic molecules. These can be deposited easily in a variety of
substrates.
to [van Hutten01].
An important characteristic of these organic molecules is that they are often flat,
π-conjugated molecules, where benzene aromatic rings are abundant. Typically,
these molecules contain C, N, O and H, and in some cases metal atoms. In these
molecules, there is a strong anisotropy between in-plane σ covalent bonds and the
out-of-plane π orbitals (Fig. 1.5). The intermolecular π–π interaction is strongest
along the perpendicular (stacking) direction, though much weaker than intramolec-
ular bonds.
The structure of these low-molecular weight organic molecules consists of well-
characterized, independent molecules, interacting weakly with one another, where
the gas-phase geometrical and electronic structure is preserved when the molecules
come together and the organic material is formed.
6
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Figure 1.4.: Conceptual diagram of a very low-cost method for manufacturing organic-
based devices. On a roll of flexible plastic substrate, the organic material is deposited.
The film is then passed between rollers with the desired electrode pattern. The lower
picture shows an all-polymer integrated circuit, from Penn. State University. Image
from [Forrest04].
Fig. 1.6(a) shows the gas-phase electronic structure of an organic molecule, where
occupied and empty molecular states are shown. In particular, the Highest Occu-
pied Molecular Orbital (HOMO) and Lowest UnoccupiedMolecular Orbital (LUMO)
are important, since they represent the ionization and affinity energies, respectively.
The intramolecular forces that hold the molecules together are strong covalent
bonds; intermolecular interactions, on the other hand, are weak, usually via van
der Waals forces. Given this weak intermolecular interaction, the electronic struc-
ture of the organic solid is not significantly disturbed with respect to the gas phase
when the molecules are brought together, so that the relevant molecular orbitals,
and in particular the HOMO and LUMO, are localized usually on each molecule
(Fig. 1.6(b)). The small intermolecular overlap results in bandwidths typically . 0.1
eV [Kao81,Gutmann67]. In the molecular solid, therefore, the HOMO and LUMO
(the equivalent of the valence and conduction) bands are thus very narrow. The
electronic structure of an organic solid is usually simplified to that shown in Figs.
1.6(c) and (d).
The fact that wavefunctions are localized somewhat complicates the analysis
7
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Figure 1.5.: Representation of a π resonant bond in a benzene molecule (Fig. from
[Silinsh94]).
from a theoretical point of view, since the delocalized picture of extended wavefunc-
tions usual for inorganic semiconductors breaks down in organic materials. Mech-
anisms for electronic transport have been argued to be material-dependent [Ra-
jagopal98] and are intermediate between coherent, bandlike transport and disor-
dered hopping between adjacent molecules.
Localization in organic materials is reflected too in charge excitations. These
are localized, mostly on single molecules, but extending slightly to neighbouring
molecules. As will be discussed, this complicates the understanding of the energy
level position, since the localized picture gives rise to strong on-site electron-hole
interaction.
The optical and transport gaps differ by several tenths of an eV, and there has
been some confusion as to which gap should be used. The difference between them
is the exciton binding energy, and it represents the energy needed to ‘uncorrelate’
the electron-hole pair, which is confined mostly to individual molecules and thus
presents a strong Coulomb interaction. Exciton binding energies in organic solids
are therefore large, ∼ 0.5 – 1 eV. This is at variance with inorganic semiconductors,
where delocalization of the wavefunctions results in a small interaction between
electron and hole.
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Figure 1.6.: (a) Gas-phase electronic structure of an organic molecule, showing the HOMO,
LUMO and gas-phase ionization and affinity levels. (b) Intermolecular interactions are
weak at organic solids, and the electronic properties of the individual molecules are
preserved. The electronic structure of an organic solid is usually simplified to that
shown in (c) or (d). Figures from [Ishii99].
1.3. Interfaces
The above-mentioned structure of organic solids has important consequences for
the interfaces of these materials. First, the closed-shell nature of the organic molecules
makes it much easier to create these interfaces, since the stringent conditions typ-
ical of inorganic semiconductors are not present: there are no such issues such as
lattice matching as the molecules are stacked as they are deposited. The weak inter-
molecular interaction allow for flexibility which eases the structure at the interface.
Recombination centers at the interface, associated with broken bonds in inorganic
semiconductors, presumably do not exist at organic interfaces. In addition, these
interfaces are almost defect-free, again due to the structural flexibility of organic
materials which comes from their weak intermolecular interaction. In spite of this,
9
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Figure 1.7.: Either from the point of view of basic research or because they limit the perfor-
mance of devices, the study of interfaces is essential. The figure, showing a schematic
energy level diagram of an OLED, highlights the importance of a proper understand-
ing of metal/organic and organic/organic interfaces, the focus of the present work.
interfaces of organic materials with metals exhibit a wide range of reactivities (from
weakly-interacting interfaces involving Au as a substrate to highly reactive ones
with Mg), while in organic heterojunctions the interaction is very weak.
In turn, the understanding of these interfaces has proved more troublesome. A
detailed understanding of the behaviour of organic semiconductor interfaces is nec-
essary, not only for the interest of basic research, but also since the performance of
semiconducting devices has been shown to be limited by charge injection at inter-
faces (Fig. 1.7). From the point of view of basic research, the localization of states
and the mechanisms of charge transport, as well as the energy level alignment
(which is the focus of this work) are interesting open questions, not completely
solved to date. From a more applied or technological perspective, the basic struc-
ture of organic-based devices consists of one or more organic layers sandwiched
between the electrodes. While all devices must have interfaces with the electrodes,
it is usual for optical devices to have several organic layers, each of which is op-
timized for the transport of electrons or holes, or to enhance recombination and
efficient emission or absorption of light. Thus, an understanding of the basic pro-
cesses taking place at metal/organic and organic/organic interfaces is essential.
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Let us first consider metal/organic interfaces. Since the single most important
factor that controls charge injection at the interface is the Schottky barrier height,
a detailed knowledge of the barrier formation is necessary. In a situation reminis-
cent of what happened with inorganic (silicon-based) semiconductors, there is the
need for an understanding of the basic mechanisms governing the energy level
alignment. This will open the way for the control and tailoring of interface prop-
erties to the desired needs, rather than having to put up with whatever is found
experimentally in the absence of a detailed knowledge.
Consider, for instance, an organic material, characterized by its HOMO and
LUMO, and a metal having a work function φM1 . When the interface is formed,
an injection barrier φB1 is found (Fig. 1.8). Surprisingly, this barrier is not always
the difference between φM1 and the HOMO or LUMO. Moreover, if the same or-
ganic material is deposited on another metal, which has a work function different
from φM1 by a quantity δφM, one could naively expect to find a barrier shifted, too,
by the same quantity δφM. However, this is rarely the case. As it turns out, in some
cases the Schottky barrier follows the movements of the work function, in others
it changes as φM is varied, though not as much, and in other cases the injection
barrier is independent of the value of the metal work function.
The dependence of the Fermi level position (and hence injection barrier) on the
metal work function was the subject of intense research in inorganic semiconduc-
tors for several decades. The topic, known as Fermi level pinning, is now experi-
encing a similar situation in the organic semiconductor community.
When the interface is formed, charge is in general transferred between metal
and semiconductor, so that interface dipoles appear. The interaction between metal
and semiconductor can give rise to a DOS in the organic energy gap. This can
be originated by several factors such as chemical reaction, defects at the interface,
surface rearrangements, the orientation of molecular permanent dipoles. Several
mechanisms are, thus, believed to be operating simultaneously at the interface.
Large dipoles are observed, the origin of which, such as the pinning of the Fermi
level, are not yet fully understood.
When changes in the metal work function are directly reflected in shifts in the
Fermi level, the system is said to follow the vacuum level rule. Indeed, this corre-
sponds to the simple alignment of the vacuum levels of both materials2 (Fig. 1.9(a)).
2 There is a distinction between the vacuum level ‘just outside’ a material and the vacuum level at
infinity. The former has surface contributions and depends on the particular atomic and electronic
structure of the surface, while the latter is invariant and inaccessible experimentally. There has
11
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Figure 1.8.: When an organic material is deposited on two different metals, having work
functions φM1 and φM2 , the injection barrier φB (which is not always the difference
between the work function and the HOMO or LUMO) sometimes follows this shift in
work function, sometimes partially, and in some cases is independent of φM. Thus, an
understanding of the energy level alignment at these interfaces is essential.
Instead, the dipoles that are formed at the interface, due to charge transfer of var-
ious origins (such as chemical reaction and gap states) shift the whole spectrum
of one of the materials relative to the other one. This results in a pinning of the
Fermi level, the degree of which (weaker or stronger) depends on the details of the
interface (Fig. 1.9(b)).
At organic heterojunctions, the interaction between both materials is much weaker,
and the role of defects is presumably much smaller since metal atoms are much
more prone to chemical reaction or interdiffusion, and the interaction between the
different closed-shell molecules is of van der Waals type. The structural flexibil-
been some confusion in the literature between both vacuum levels [Ishii99,Cahen03]. For a clear
discussion of these concepts, see the excellent papers by H. Ishii et al. [Ishii99] and Cahen and
Kahn [Cahen03].
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Figure 1.9.: (a) Vacuum level rule, by which the vacuum levels of both materials (in this case
a metal and a molecule) directly align when the interface is formed. (b) An interface
dipole ∆ is formed at the interface, breaking the vacuum alignment rule.
ity of these materials results in non-reactive, weakly-interacting interfaces, almost
completely free of defects. At these interfaces, the vacuum level rule is observed in
most cases, which is not surprising for such weakly-interacting interfaces. In some
particular cases, however, large (up to 0.5 eV) dipoles are observed, the origin of
which is not fully understood.
1.4. Overview of experimental techniques
Experimental research has of course been essential in contributing to the under-
standing of organic semiconductor interfaces. This section presents a brief overview
of the two major experimental techniques used to characterize organic interfaces.
13
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1.4.1. Photoemission and Inverse Photoemission Spectroscopies
Large progress has been made experimentally in the study of organic semicon-
ductor interfaces through the use of photoemission techniques. Although a de-
tailed description falls beyond the scope of this thesis, it is nevertheless useful
to make a brief overview these experimental techniques. This section is based
on W. Gao’s PhD thesis [Gao04]. A more detailed discussion can be found else-
where [Gao04, Salaneck01].
Photoemission and inverse photoemission spectroscopies provide information
about the occupied and empty states of the organic material. Since the penetration
depth of the radiation used is in the 5 –30 Å, they are surface sensitive techniques.
Ultraviolet photoemission spectroscopy (UPS) involves the use of radiation in
the 10 – 100 eV photon energy range, having a photon penetration depth of ∼ 5
– 10 Å. It probes the filled states of the material. The sample is irradiated with a
photon beam, typically using HeI (hν = 21.22 eV) and HeII (hν = 40.84 eV) spectral
lines. Valence electrons in the organic material are promoted to empty states and,
above a certain threshold, can escape the solid and reach the detector (Fig. 1.10).
The energy distribution of the collected electrons thus provides information of the
occupied DOS of the sample. It is a convolution of the initial and final densities of
states, with the energy dependence of the electronic transition. In addition, there
are electrons arriving at the detector after inelastic scattering in the sample, which
give rise to a low-energy ‘secondary electron background’. However, most of these
effects show a weak energy dependence in this range, so that the UPS spectrum
can be considered to reflect the occupied DOS. The resolution of UPS is typically
∼ 0.1 eV.
X-ray photoemission spectroscopy (XPS) uses higher energy photon beams (hν ≥
1000 eV) and is used to measure, following the same guidelines outlined above,
core level shifts, from which useful information, notably band bending, can be
measured.
A typical UPS spectrum of an organic thin film is shown in Fig. 1.11. The zero
of the energy scale is the Fermi level of the film, which coincides with that of
the metallic substrate (and with that of the detector, since the latter is electrically
connected to the substrate). The lower-energy end of the spectrum shows the sharp
onset of photoemission. This corresponds to photons having an energy such that
the excited electrons have zero kinetic energy. These electrons are excited to the
vacuum level of the organic material. Photon energies lower than this threshold are
14
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Figure 1.10.: Schematic representation of photoemission experiments: electrons in occupied
states are excited by the photons to states above the vacuum level, which reach the
detector. The shape of the photoemission spectra resemble the occupied DOS (figure
from [Gao04]) .
not enough to promote electrons to escape the solid. Therefore, adding Eonset to hν
gives the position of the vacuum level of the organic material.
Fig. 1.10 also shows low-energy broad features, which are due to secondary elec-
trons. The higher energy spectrum (ie. closer to EF) shows peaks which represent
the valence states of the sample. In particular, the peak closest to the Fermi level
corresponds to the organic HOMO. Since these UPS features are broadened in en-
ergy, it is common for experimental works to quote the HOMO onset or HOMO
edge. This is defined as the linear extrapolation of the low-energy edge of the peak
to the background line of the spectrum. The difference between peak edges and
centers is ∼ 0.5 eV [Gao04]. The energy difference between this (center or edge)
HOMO peak and the vacuum level is the Ionization Energy (IE) of the material.
This is clearly summarized in Fig. 1.11.
Inverse photoemission (IPES) is used to study the empty states of the sample. The
sample is irradiated with a beam of low-energy (5 – 20 eV) electrons and the emitted
photons are collected (Fig- 1.12). The incident electrons decay into the empty states
of the organic material, emitting a photon in this process. The energy of the state
into which the electron has decayed is the difference between that of the incident
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Figure 1.11.: UPS spectrum of a 100 Å ZnPc film. Notice the sharp onset of photoemission at
around -17 eV and the molecular peaks at low binding energies (in this case, the center
of the HOMO peak is situated at -1.2 eV). The vacuum level is situated an energy hν
above the photoemission onset. Figure from [Gao04].
electron and detected photon. In this way, the density of unoccupied states of the
organic material can be known (in particular, the feature closest to the Fermi level
is the LUMO of the organic material). The resolution of IPES is ∼ 0.5 eV.
Combined UPS/IPES spectra (Fig. 1.13) are made by aligning the Fermi level
(obtained in both cases from the metallic substrate) of both spectra. These are a
replica of the density of states of the organic material, and provide valuable in-
formation about its electronic structure. An important feature is the transport gap,
whose magnitude is essential for the energy level alignment at these interfaces. In
this respect, there is an important distinction between the optical and transport
gaps. While the former represents a correlated electron-hole pair, in the latter the
electron and hole do not interact and thus the value of the transport gap is larger
than the optical one. The difference between them is the exciton binding energy,
which, due to the localized nature of organic materials, is quite large (0.5 – 1.0 eV),
at variance with inorganic semiconductors. This makes the distinction between the
optical and transport gaps important, as will be commented below.
The use of photoemission and inverse photoemission techniques to study in-
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Figure 1.12.: Schematic diagram of inverse photoemission. Low-energy electrons are inci-
dent on the sample and populate empty states of the material, emitting a photon. The
energy of the empty states is the difference between that of the incident electron and
that of the emitted photon (figure from [Gao04]).
terfaces with organic semiconductors, pioneered by the groups of Profs. Seki at
Nagoya, Kahn at Princeton, and Salaneck at Linköping, has significantly advanced
the field, providing important insight about the energetics of interfaces with orga-
nic materials.
1.4.2. Scanning tunneling microscopy (STM)
Since its appearance in 1981 [Binning82b,Binning82a], STM has proved an essential
tool in the field of surface science. Based on the quantum phenomenon of tunneling,
the STM basically consists of a very sharp tip mounted on a piezoelectric element
and an electronics feedback loop that allows for the controlled movement of the
tip with atomic precision. The tip is usually metallic, though sometimes alloys or
heavily doped semiconducting tips are used. When the tip and the sample are in
close proximity (typically 4 – 8 Å) and a small bias is applied, electrons tunnel
between tip and sample (see Fig. 1.14). This can be carried out in vacuum, in air,
or even in solution. The collected current can be used to extract a wide range of
information about the sample. Today, the STM is used to study surface topography,
electronic and vibrational properties, surface bonds, magnetic properties, with the
17
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Figure 1.13.: Combined UPS/IPES spectrum of a 100 Å ZnPc film. The spectra are combined
by aligning the Fermi level of the metal substrate, measured independently in both
cases (from [Gao04]).
possibility of molecular manipulation. The real-space image, in 1983, showing, with
atomic resolution, the Si(111) 7x7 reconstruction [Binnig83], earned the recognition
of the potential of STM, which resulted in the 1986 Nobel Prize.
The key to the very high resolution, that allows for individual atoms to be
probed, lies (apart from the mechanical stability) in the exponential dependence
of the tunneling current with the tip-sample distance. However, since the current
depends on several other factors, such as the tip and sample DOS, the injection
barrier or applied bias, the STM can be used in a variety of ways.
Using the feedback loop, one can maintain a constant current. Since both the
tip-sample distance and the local DOS affect the value of the current, both are con-
voluted and one is almost never (except for clean monoatomic surfaces) measuring
the true height. Information about surface topography and adsorbate DOS are ob-
tained. In addition, while keeping the geometry fixed, one can vary the applied
voltage and thus perform spectroscopy on the sample (Scanning Tunneling Spec-
troscopy, STS). The positive (negative) bias images probes the empty (occupied)
states of the sample (Fig. 1.15). In semiconductors, this can be used to visualize
bonding and antibonding wavefunctions [Hamers96].
STS images are usually represented in terms of dI/dV, or normalized, as a func-
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Figure 1.14.: Schematic representation of an STM (from [Hipps05]).
Figure 1.15.: Resonant tunneling through empty (top) and filled (bottom) states of the ad-
sorbate. Figure from [Hipps05].
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Figure 1.16.: (a) STM constant current image of a molecular island of PTCDA (to the right
of the image) on Au(100), showing inverted contrast. (b) STM height image, with
normal contrast. (c) and (d) Height profiles of images (a) and (b), respectively. Figure
from [Toerker01]
tion of the applied voltage, where the molecular peaks are shown, or as images,
mostly with sub-molecular resolution, showing particular molecular orbitals of the
adsorbed species, which can be compared to first-principles calculations.
In the case of organic molecules, several examples exist, as are shown below. In
the case of weakly-interacting interfaces, submolecular contrast images are seen to
agree well with gas-phase calculations.
Fig. 1.16, for instance, shows a constant-current image of a PTCDA island on
a Au(100) surface. The bottom figures are the corresponding height profiles. No-
tice that the figure displays inverted contrast. Because the sample DOS influences
the tunneling current, it is not unusual for STM images of organic adsorbates on
metal surfaces to exhibit inverted contrast and apparent heights: as C is a poorer
conductor than the metallic substrate, the current is lower through the organic ma-
terial, and the tip approaches the sample in the constant-current mode, resulting in
inverted apparent heights. A theoretical analysis of the metallic and organic con-
ductivities is thus necessary for the proper interpretation of the STM data.
Concerning spectroscopy, molecular peaks can be resolved, as seen in Figs. 1.17
20
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Figure 1.17.: I-V spectroscopy (a) of uncovered gold (grey) and a PTCDA island (black).
The bottom figure shows the normalized differential conductivity for the data above,
with a clear peak at around 0.8 eV, corresponding to the PTCDA LUMO. Figure from
[Toerker01].
and 1.18. In Fig. 1.17, corresponding to PTCDA on Au, a clear peak appears at
around 0.8 eV. Since the peak was not observed for the bare metal, it is ascribed to
the molecular LUMO. Fig. 1.18(a) shows both the HOMO and LUMO peaks for 1
(bottom) and 2 – 3 MLs of PTCDA on Au. Notice that the transport gap is shown.
The peak positions are consistent with each other, though the LUMO position (at
1.3 – 1.45 eV) is slightly different to that reported in the previous figure. STM figures
for the HOMO and LUMO, corresponding to charge-density plots, are shown. Since
the Au/PTCDA interface is weakly interacting, as will be discussed below, these
are similar to the ones obtained from gas-phase theoretical calculations. Finally, Fig.
1.18(b) shows, again, the HOMO and LUMO positions for HBC deposited on Au.
Thus, a wealth of useful information can be obtained from STM studies of organic
materials on various substrates.
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Figure 1.18.: (a) dI/dV spectra of filled and empty states for 1 ML (bottom) and 2 – 3
MLs (top) of PTCDA on Au, showing HOMO and LUMO peaks. The corresponding
STM images of the film are shown ( [Tsiper02]). (b)Differential conductivity dI/dV
and normalized dI/dV for 2 – 3 MLs of Hexa-peri-hexabenzocoronene (C42H18, HBC)
on Au(111). Notice the peaks at ∼ -1.2 eV and ∼ 0.8 eV, corresponding to the HBC
HOMO and LUMO. Figure from [Proehl01].
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Despite the importance of experimental techniques in the study of organic inter-
faces, as outlined above, a proper theoretical understanding is needed in order to
have a coherent, quantitative analysis of the energy level alignment at these inter-
faces. The theoretical work presented here is intended to be a step int his direction.
In this work, we have focused on weakly-interacting organic semiconductor inter-
faces. While the importance of other factors, such as defects and chemical reaction
are obviously important, our aim is in fact the opposite: free of the complexity of
these effects, which can complicate and obscure the understanding of these inter-
faces, the study of unreactive, ‘ideal’ interfaces can unveil the basic mechanisms
which govern the energy level alignment.
Our approach for the study of these interfaces is based on the concepts of in-
duced DOS and Charge Neutrality Level (CNL). When the metal and the organic
semiconductor, or both organic materials, are brought together, the interaction be-
tween them gives rise to a rearrangement of the organic electronic structure, where
a DOS is induced in the former energy gap. By integrating this continuum DOS up
to the charge of the isolated molecule, the position of the CNL is determined. Our
results show that the energy level alignment at weakly-interacting interfaces can
be understood in terms of the tendency of the CNL and the metal work function
(in the case metal/organic interfaces) or the CNLs of both materials (at organic
heterojunctions) to align.
We have studied the energy level alignment at interfaces containing the follow-
ing organic materials (see Fig. 4.13): 3,4,9,10-perylenetetracarboxylic dianhydride
(PTCDA), 3,4,9,10-perylenetetracarboxylic bisbenzimidazole (PTCBI), 4,4’,N,N’- di-
carbazolyl biphenyl (CBP), copper phthalocyanine (CuPc), Pentacene, N,N’-diphenyl-
N,N’- bis(1-naphthyl)-1,1’- biphenyl-4,4’-diamine (α-NPD), bathocuproine (BCP),
tris-(8-hydroxyquinoline) aluminium (Alq3) and tetrafluorotetracyanoquinodimethane
(F4-TCNQ).
The outline of this thesis is as follows: in the next Chapter, our theoretical method,
based on Density Functional Theory (DFT), is described. The advantages and short-
coming are discussed, with emphasis on the well-known underestimation of the
energy gap, characteristic of DFT. Since the value of the gap is of great importance
in the energy level alignment, a way of correcting this deficiency is presented. The
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Figure 1.19.: Chemical structure of the organic materials studied in this work.
electronic structure of several organic molecules, ranging from small to large, π-
conjugated molecules is presented and discussed.
Chapter 3 deals with metal/organic interfaces. After a brief review of existing
mechanisms which have been proposed to operate, our model for non-reactive me-
tal/organic interfaces is presented. Gold is chosen as a typical unreactive metal.
From the electronic structure of Au and that of the organic molecules (calculated
in the previous chapter), the model for the energy level alignment at these inter-
faces in terms of the induced DOS, the CNL and interface screening is discussed.
Induced dipoles and injection barriers are calculated and compared with experi-
mental results.
In Chapter 4, our model is extended to describe organic/organic interfaces. Since
the interaction at these systems is weak, our model is successfully applied to ana-
lyze the molecular level offset at organic heterojunctions. Where previous theories
had not been able to rationalize the behaviour of these interfaces, our model pro-
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vides a simple, yet general explanation, in terms of the partial alignment of the
CNLs. The model is then extended to several organic/organic interfaces, where
one of the materials is p-doped. The puzzling appearance of large interface dipoles
upon doping is explained within our model in terms of a shift in the CNL with
doping.
The final Chapter contains some open questions which are treated in an inten-
tionally speculative manner, as well as some concluding remarks about our model,
whose strength and appeal lie in being simple and intuitive, while at the same time
general and predictive.
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CHAPTER 2
Density-functional theory
Oh, I ould spend my life having this onversation
- look - please try to understand before one of us
dies.
(John Cleese)
Don't worry, I know almost exatly what I'm doing.
(Woody Allen)
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2.1. Introduction to Density Functional Theory
Since the pioneering work of Hohenberg and Kohn [Hohenberg64] and Kohn and
Sham [Kohn65], Density Functional Theory (DFT) has become a standard, pow-
erful technique in theoretical solid-state and condensed-matter physics [Kohn99,
Jones89]. In 1998, the Nobel Prize in Chemistry was awarded to Walter Kohn, one
of the founding fathers of DFT , and to John Pople, for his work in the implemen-
tation of DFT in the famous computational package Gaussian [Frisch].
The success of DFT partly stems from the considerable simplification it possesses
over traditional wavefunction-based methods, such as Hartree-Fock or Configu-
ration Interaction schemes. Hartree-Fock calculations can be performed on large
molecules but electronic correlation, an important ingredient, is not included. Con-
figuration Interaction schemes, on the other hand, include correlation, but fail
as they are impossible to implement in practice, when faced with the problem
of solving a system with N ∼ 100 – 200 electrons, as is the case of the organic
molecules considered in this work, due to the enormous complexity of solving the
Schrödinger equation (expressed here in atomic units)
∑
i
[−
1
2
∇2i −∑
α
Zα
|~ri − ~Rα|
+ ∑
j 6=i
1
|~ri −~rj|
] Ψ(~r1, ~r2, ...~rN) = E Ψ(~r1, ~r2, ...~rN) (2.1)
One has no hope of solving an equation like 2.1: as is well known, a wavefunction
with 3N variables is unmanageable except in rather small systems. Moreover, the
description of the electron-electron interaction, regardless of the number of particles
in the system, is a challenge in itself.
The way DFT deals with these problems will be briefly described, focusing on the
methods used to calculate exchange correlation energies and the electronic struc-
ture of several organic molecules.
2.2. Hohenberg-Kohn theorems
The theoretical foundations of DFT are rooted in a classic paper by Hohenberg and
Kohn [Hohenberg64]. This work states that the electronic ground-state density ρ
of an interacting N-electron system under an external potential Vext(~r) uniquely
determines the Hamiltonian, and thus the energy and other observables of the
system.
In addition, the energy functional corresponding to the Hamiltonian of the sys-
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tem yields the minimum energy (i.e. the ground-state energy) when the electron
density ρ corresponds to the ground-state density, ρ0.
The ground-state energy, E0 is therefore a functional of the density of the N-
electron system, but E0 is only obtained when the true ground-state density, ρ0 is
used. A trial density, ρ, yields an upper bound for the ground-state energy, so that
the energy functional can be variationally minimized with respect to the density to
obtain, at least in principle, the ground-state result.
The N-electron problem is thus reduced to the apparently simpler problem of
determining the ground-state density, ρ0, reducing the initial wavefunction problem
of 3N dimensions (~r1, ~r2, ... ~rN in the many-body wavefunction Ψ) to one of only
3 (~r in ρ(~r)). However, the exact ground-state density is only obtained, as we have
seen, from the exact energy functional, and this unfortunately remains unknown.
The energy functional, nevertheless, can be expressed in terms of its different
(kinetic, electron-electron and due to the external potential) contributions and one
can write, in general terms,
E0[ρ] = T[ρ] + Eee[ρ] + Eext[ρ] (2.2)
2.3. The Kohn-Sham equations
The Kohn-Sham (KS) equations [Kohn65] provided a major thrust to DFT by pro-
viding a practical method in which the ideas of Hohenberg and Kohn could be
implemented.
The key to Kohn-Sham’s approach is the statement that, for any interacting N-
electron system, an auxiliary non-interacting one can be found which yields the
same (ground-state) density. To see this, it is useful to separate the ‘classical’ part
of the Coulomb interaction from the ‘quantum’ one and write
E[ρ] = T[ρ] + Eext[ρ] + EH[ρ] + Exc[ρ] (2.3)
where
Eext[ρ] =
∫
Vext(~r)ρ(~r) d~r (2.4)
and
EH[ρ] =
1
2
∫
ρ(~r)ρ(~r′)
|~r −~r′|
d~rd~r′ (2.5)
EH is the ‘classical’ or Hartree contribution, and represents the interaction be-
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tween the charge densities ρ(~r) and ρ(~r′) without any quantum effects, such as
exchange or correlation, which are included in Exc[ρ], to which we will come later.
Kohn-Sham’s approach is to compute the kinetic energy for the auxiliary system,
which has the same density as the interacting one. Since the kinetic energy, at
variance with exchange and correlation contributions, is known, it is calculated
accurately. The exchange and correlation are, too, computed for the non-interacting
auxiliary system. The density can thus be written as
ρKS(~r) =
N
∑
i=1
|ψi|
2 (2.6)
where ψi are the one-particle eigenfunctions of the non-interacting auxiliary sys-
tem. We therefore have
E[ρKS] = T[ρKS] + Eext[ρKS] + EH[ρKS] + Exc[ρKS] (2.7)
By variationally minimizing the equation 2.7 with respect to the trial density
ρKS(~r), it can be shown that the non-interacting particles of the auxiliary system
must obey the following Schrödinger equation1:
[−
1
2
∇2i + Vext(~r) + VH(~r) + Vxc(~r)] ψi(~r) = ǫi ψi(~r) (2.8)
In this way, the (irresolvable) problem of the interacting N electrons has been sub-
stituted by a self-consistent problem of N non-interacting particles moving under
the effective potential
Ve f f (~r) = Vext(~r) + VH(~r) + Vxc(~r), (2.9)
where Vext is the external potential, and VH and Vxc are given by
VH(~r) =
δEH [ρ(~r)]
δρ(~r)
=
∫
ρ(~r′)
|~r −~r′|
d~r′ (2.10)
1 It may seem ironical that DFT, which originally devised the density-based approach as an alterna-
tive to solving the many-body Schrödinger equation 2.1 ends up faced with another Schrödinger
equation such as 2.8. However, the important difference is that equation 2.1 is a many-body ir-
resolvable equation, whereas the one proposed by the Kohn-Sham scheme can be tackled with
methods which we now describe.
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Vxc(~r) =
δExc[ρ(~r)]
δρ(~r)
(2.11)
Within the Kohn-Sham approach, the energy of the system EKS is given by
[Kohn65]
E[ρ(~r)] =
N
∑
i=1
ǫi −
1
2
∫
VH(~r)ρ(~r) d~r + Exc[ρ(~r)]−
∫
Vxc(~r)ρ(~r) d~r (2.12)
It is important to mention that the kinetic energy of the non-interacting parti-
cles is not equal to the ‘true’ kinetic of the interacting electron system. The Kohn-
Sham approach is to compute the kinetic energy of the non-interacting system and
to include the remainder in the exchange-correlation functional. In this way, the
Kohn-Sham exchange-correlation energy not only contains quantum-mechanical
contributions (exchange and correlation, and possibly self-interaction correction),
but also a part of the kinetic energy of the interacting system that is not accounted
for in the non-interacting picture.
Unfortunately, the exact expression of the exchange-correlation functional is un-
known. The central goal in DFT has been, and still is, to find better and better
approximations to Exc and Vxc.
2.3.1. LDA approximation
The Local-Density Approximation (LDA) [Kohn65, Jones89] consists in assuming
that the exchange-correlation energy per electron, ǫxc(~r) equals that of a uniform
electron gas of the same density ρ(~r). As its name implies, the LDA approximation
is local: the exchange-correlation energy on each point depends only on the elec-
tronic density at that point rather than on the density on all points, so that we have
ǫxc(~r) and not ǫxc[ρ(~r)]. We therefore have
ELDAxc [ρ(~r)] =
∫
ǫxc(~r)ρ(~r) d~r (2.13)
VLDAxc = ǫxc(~r) +
dǫxc(~r)
dρ
ρ(~r) (2.14)
This implies using, at each point, the equations for a uniform electron gas having
that same density. Since the electronic density in real systems is far from uniform,
LDA implies quite a simplification, since it neglects the density at points other than
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~r, and just considers the value there. Thus, the model is quite a drastic idealization
of the rapidly-varying atomic potentials which electrons in metals experience. The
reason for invoking the uniform electron gas is that it is the only electron system
for which the exact exchange-correlation functional is known. Nevertheless, such
an apparently crude approximation made in LDA works surprisingly well and
has been used extensively to obtain, with a reasonable degree of accuracy, many
electronic properties of atoms, molecules and solids [Jones89,Kohn99].
Nonetheless, it is known that LDA is notable for several characteristic short-
comings. Weak bonds, such as Hydrogen and van der Waals bonds, are poorly
described by LDA and, more generally, by DFT. In these weak bonds, the electronic
density is small, whereas DFT and LDA are appropriate for stronger bonds where
ρ(~r) is higher. Even with very large basis sets, LDA overestimates bond lengths
in molecules and solids by ∼ 3% [Pou01]. In solids, the compressibility modu-
lus is generally larger than experiment. Moreover, exchange-correlation energy is
overestimated in molecules and solids, in some cases by as much as 100% [Oszwal-
dowski03]. In magnetic systems, in some cases the ground state does not have the
appropriate (for instance, ferromagnetic) properties.
2.3.2. GGA approximation
As an extension of the LDA approximation, the Generalized Gradient Approxima-
tion (GGA) calculates the exchange-correlation energy as a function f of both the
density and its gradient:
EGGAxc [ρ(~r)] =
∫
f [ρ(~r),∇ρ(~r)] d(~r) (2.15)
It is a local approximation since it depends on these values at the point ~r. The
gradient takes into account inhomogeneities in the electron density.
GGA improves on most of the deficiencies of LDA, especially exchange-correlation
energies. Bond lengths are mostly unaffected, except for Hydrogen or van der Waals
bonds, which are improved. Binding energies are improved too in molecules and
solids.
Though not systematic, the improvements of GGA can be understood since it
provides a better description of the electron density, taking into account the rapidly-
varying potential (and thus density) around atomic nuclei.
The GGA approximation, already proposed in the original Hohenberg-Kohn pa-
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per [Hohenberg64], suggests a series expansion of the exchange-correlation func-
tional in powers of the gradient around the uniform density, ρ(~r). However, promis-
ing as it seems, this approach fails to produce better and better results when ap-
plied to molecules [Koch00], since this series violates certain physical properties2,
thus losing essential features which apparently any successful exchange-correlation
functional must possess.
2.3.3. Other functionals
Besides LDA and GGA, many other exchange-correlation functionals have been
developed [Koch00]. Some approaches, like the Optimized Effective Potential or
Optimized Potential Method [Ullrich95, Sharp53], use as a fundamental quantity
not the density, but the Kohn-Sham orbitals. In general terms, this allows a better
self-interaction correction at the expense of computational complexity.
Another ‘school’ has been to use empirical or semiempirical approaches, where
the driving force has not been physical intuition as much as better agreement with
a given set of experimental data. These ‘hybrid’ functionals have experienced great
success, notably the B3LYP functional [Stephens94]. In general, they contain sev-
eral contributions, such as exact exchange, and exchange and correlation gradient-
corrected expressions, the relative amounts of which are determined by a fit to a
large set of experimental results (heats of formation, ionization affinity energies,
total energies, etc., of different chemical compounds).
2.4. Orbital Occupancy
The Orbital Occupancy approach is an equivalent formulation of DFT [Pou00],
which uses a localized basis set, and considers as the fundamental quantity not the
density ρ(~r) but the set of occupations {ni} in the ground state (GS) of the local
orbitals {φi}. The different energy functionals are written in terms of the set {ni},
where ni = ∑occk |〈φi|ψk〉|
2, where ψk are the eigenfunctions. It can be shown [Pou00]
that this formulation is equivalent to the traditional DFT approach.
Conventional DFT approaches based on ρ(~r) generally use plane waves as the
2Such as the Fermi and Coulomb sum rules, or requiring the Fermi hole to be negative for any
(~r1, ~r2).
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basis set [Payne92]:
ϕ(~r) =
1
V ∑
i
ei
~k~r (2.16)
The Orbital Occupancy method, on the other hand, uses local orbitals as the
basis set. These local orbitals are typically the atomic orbitals χ(~r) of the atoms
of the system. Because the atomic basis set is not orthogonal, we follow Löwdin’s
transformation [Lödin50] and write
φi(~r) = ∑
j
(S−1/2)ij χj(~r), (2.17)
where S is the overlap matrix, with Sij =< χi|χj >.
The Löwdin functions {φi} form an orthogonal basis set. In the Orbital Occu-
pancy approach, it is useful to work in second quantization [Kittel87], making use
of the creation and annihilation operators (cˆ+i , cˆi) in orthogonal states i. The or-
bital occupancies {niασ} are given by the expectation value of the number operator
(nˆiασ = cˆ+iασ cˆiασ) in the ground state:
niασ = 〈GS|nˆiασ|GS〉 (2.18)
Typically, the index i refers to the site (i.e. to the atom), α labels an orbitals (an s,
p or d orbital of atom i, for example) and σ is the spin (up or down) state.
The general Hamiltonian
Hˆ = −∑
i
1
2
∇2 − ∑
iα
Zα
|~ri − ~Rα|
+
1
2 ∑
i,j 6=i
1
|~ri −~r′j|
(2.19)
can be rewritten in second quantization as
Hˆ = ∑
iσ
(
ǫi + V
psp
ii
)
nˆiσ + ∑
i,j 6=i
σ
(
tij + V
psp
ij
)
cˆ+iσ cˆjσ + ∑
ijkl
σσ′
O
ij
lk cˆ
+
iσ cˆ
+
jσ′ cˆkσ′ cˆlσ (2.20)
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where
ǫi =
∫
φ∗i (~r)
[
−
1
2
∇2 + ∑
α
Zα
|~r − ~Rα|
]
φi(~r) d~r (2.21)
tij =
∫
φ∗i (~r)
[
−
1
2
∇2 + ∑
α
Zα
|~r − ~Rα|
]
φj(~r) d~r (2.22)
O
ij
lk =
∫
φ∗i (~r)φ
∗
j (~r
′)
1
|~r −~r′|
φk(~r
′)φl(~r) d~rd~r
′ (2.23)
(2.24)
In equation 2.20, Vpsp is the pseudopotential: it describes the effect of the core
electrons on the valence ones [Pou01]. This allows the core electrons to be excluded
from the calculations, thereby simplifying the problem, since it reduces the size of
the Hamiltonian matrix, such that the index i in equations 2.21 only runs over the
valence electrons of the system.
Equation 2.20 is the complete Hamiltonian of the system; in particular, ǫi and
tij are one-body terms, whereas O
ij
lk are the many-body terms, describing the full
electron-electron interaction. Equation 2.20 can be simplified by considering all the
combinations Oijlk and retaining in the Hamiltonian the most important contribu-
tions. These are:
Hˆ = ∑
iασ
(
ǫiα + V
psp
iα,iα
)
nˆiασ + ∑
iασ,jβσ
jβ 6=iα
(tiα,jβ + V
psp
iα,jβ) cˆ
+
iασ cˆjβσ +
+
1
2 ∑
iασ,iβσ′
iβσ′ 6=iασ
Uiα,iβ cˆ
+
iασ cˆ
+
iβσ′ cˆiβσ′ cˆiασ +
1
2 ∑
iασ,iβσ′
iβσ′ 6=iασ
Uxiα,iβ cˆ
+
iασ cˆ
+
iβσ′ cˆiασ′ cˆiβσ +
+
1
2 ∑
iασ,jβσ′
j 6=i
Jiα,jβ cˆ
+
iασ cˆ
+
jβσ′ cˆjβσ′ cˆiασ +
1
2 ∑
iασ,jβσ′
j 6=i
Jxiα,jβ cˆ
+
iασ cˆ
+
jβσ′ cˆiασ′ cˆjβσ +
+ ∑
iασ,jβσ,
kγσ′
jβ 6=iα
kγσ′ 6=iασ,jβσ
hkγ,iαjβ cˆ
+
kγσ′ cˆ
+
iασ cˆjβσ cˆkγσ′ + ∑
iασ,jβσ,
kγσ′
jβ 6=iα
kγσ′ 6=iασ,jβσ
hxkγ,iαjβ cˆ
+
kγσ cˆ
+
iασ′ cˆkγσ′ cˆjβσ +
+
1
2
NN
∑
iασ,jβσ
kγσ′ ,lδσ′
all di f f .
O
iαjβ
lγkδ cˆ
+
iασ cˆ
+
jβσ cˆkγσ′ cˆlδσ′ (2.25)
where index i refers to a particular site (atom), α to an atomic orbital of this atom,
and σ labels the spin state.
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These contributions are
Uiα =
∫
|φiα(~r)|
2 1
|~ri −~r′j|
|φiα(~r
′)|2 d~rd~r′ (2.26)
Uxiα =
∫
φ∗iα(~r)φ
∗
iβ
1
|~ri −~r′j|
φiα(~r
′)φiβ(~r) d~rd~r
′ (2.27)
Jiαjβ =
∫
|φiα(~r)|
2 1
|~r −~r′|
|φjβ(~r
′)|2 d~rd~r′ (2.28)
Jxiαjβ =
∫
φ∗iα(~r)φ
∗
jβ(~r
′)
1
|~r −~r′|
φiα(~r′)φjβ(~r) d~rd~r
′ (2.29)
hkγ,iαjβ =
∫
|φkγ(~r)|
2 1
|~r −~r′|
φiα(~r
′)φjβ(~r
′) d~rd~r′ (2.30)
hxkγ,iαjβ =
∫
φ∗kγ(~r)φ
∗
iα(~r)
1
|~r −~r′|
φjβ(~r
′)φkγ(~r
′) d~rd~r′ (2.31)
These daunting equations represent the most important contributions to the
electron-electron interaction: the first two, Uiα and Jiαjβ are the usual Coulomb terms
for two charge densities at atoms and sites iα and iα, jβ, respectively. hk,ij describes
the hopping term between orbitals i and j, induced by the electron density at site k.
The terms Uxi , J
x
ij and h
x
k,ij are exchange terms, only between electrons of the same
spin, that correct the appropriate (Ui, Jij or hk,ij) interactions. Finally, notice that the
four-center interactions Oijkl extend only to nearest-neighbour atoms.
Hamiltonian 2.25 is expressed in terms of creation and destruction operators,
whereas the Orbital Occupancy functionals are expressed in terms of the occu-
pation numbers niασ, which are the expectation values of these operators in the
ground state. The Hartree and exchange contributions are obtained by averaging
the operators cˆ+i cˆ
+
j cˆk cˆl in equation 2.25. The contraction of the first and fourth op-
erators, and second and third, leads to Hartree terms, while that of the first and
third, and second and fourth, leads to exchange contributions, except for the terms
with the ‘x’ superscript, where the opposite occurs.
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2.5. Hartree, exchange and correlation functionals
The Hartree energy, EH, determined by appropriately averaging the creation and
destruction operators in Hamiltonian 2.25, is
EH = ∑
iασ
(
ǫiα + V
psp
iα,iα
)
niασ + ∑
iασ,jβσ
jβ 6=iα
(
tiα,jβ + V
psp
iα,jβ
)
niασ,jβσ +
+
1
2 ∑
iασ,iβσ′
iβσ′ 6=iασ
Uiα,iβ niασniβσ′ +
1
2 ∑
iασ,iβσ′
iβσ′ 6=iασ
Uxiα,iβ niασ,iβσ niβσ′,iασ′ +
+
1
2 ∑
iασ,jβσ′
j 6=i
Jiα,jβ niασnjβσ′ +
1
2 ∑
iασ,jβσ′
j 6=i
Jxiα,jβ niασ,jβσ njβσ′,iασ′ +
+ ∑
iασ,jβσ,
kγσ′
jβ 6=iα
hkγ,iαjβ nkγσ′niασ,jβσ + ∑
iασ,jβσ,
kγσ′
jβ 6=iα
hxkγ,iαjβnkγσ,jβσniασ,kγσ′ +
+
1
2
NN
∑
iασ,jβσ
kγσ′ ,lδσ′
all di f f .
O
iαjβ
lγ kδ niασ,lδσnjβσ′,kγσ′ (2.32)
where the last term Oijkl is included in mean field and are small (< 1%) in the
case of the molecules which have been studied.
Notice that in this formulation, self-interaction corrections, so troublesome in
conventional DFT, are automatically taken into account, since self-interaction terms
in 2.32 are appropriately corrected by the corresponding terms in 2.33.
The exchange energy derived from Hamiltonian 2.25, obtained by contracting the
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creation and destruction operators, is given by
Ex = −
1
2 ∑
iασ
Uiα,iα niασniασ −
1
2 ∑
iασ,iβσ
Uiα,β niασ,iβσniβσ,iασ −
1
2 ∑
iασ,βσ
Uxiα,iβ niασniβσ −
−
1
2 ∑
iασ,jβσ
Jiα,jβ niασ,jβσnjβσ,iασ −
1
2 ∑
iασ,jβσ
Jxiα,jβ niασnjβσ −
− ∑
iασ,jβσ
[hiα,iαjβ niασniασ,jβσ + hjβ,iαjβ njβσniασ,jβσ]− ∑
iασ,jβσ,
kγσ′
jβ 6=iα
hkγ,iαjβ niασ,kγσnkγσ,jβσ −
− ∑
iασ,jβσ
[hxiα,iαjβ niασniασ,jβσ + h
x
jβ,iαjβ njβσniασ,jβσ]− ∑
iασ,jβσ,
kγσ′
jβ 6=iα
hxkγ,iαjβ nkγσniασ,jβσ −
−
1
2 ∑iασ,jβσ
kγσ,lδσ
O
iαjβ
lδ kγ niασ,lδσnjβσ,kγσ (2.33)
Many contributions of equation 2.33, such as the first term and those in square
brackets, are self-interaction correction terms, as mentioned above. This energy can
be further simplified by making use of the sum rule [Pou00]
∑
jβ 6=iα
niασ,jβσnjβσ,iασ = niασ (1− niασ) (2.34)
and introducing an effective interaction Je f f between the charge niασ and its hole
1 - niασ through
−
1
2 ∑
iασ,iβσ
Uiα,iβ niασ,iβσniβσ,iασ −
1
2 ∑iασ,jβσ
(j 6=i)
Jiα,jβ niασ,jβσnjβσ,iασ =
= −
1
2 ∑
iασ
J
e f f
iασ niασ(1− niασ) (2.35)
If the fraction niασ is located at the site iασ, then the remainder up to the total hole
of 1 must be found outside. Here, Je f fiασ is the effective Coulomb interaction between
the electron density at site i, niασ, and its exchange hole, with the intraatomic (niασ)
and extraatomic (1 - niασ) holes appropriately weighted. The extraatomic hole is
delocalized typically over the nearest-neighbors.
We introduce intraatomic exchange effects by the appropriate modification of
the interactions: if we consider that a fraction x of the exchange hole is intraatomic
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(located on other orbitals of the same atom), this is accounted for, with a similar
decrease of the extraatomic hole. The exchange contribution now reads:
U x niασ (1− niασ) + (1− x) J niασ (1− niασ) (2.36)
This intraatomic exchange hole has been shown to be important for the molecules
studied.
The exchange energy 2.33 can thus be written as
Ex = −
1
2 ∑
iασ
[
Uiα niασ + J
e f f
iα (1− niασ)
]
niασ −
1
2 ∑
iασ,iβσ
Uxiα,iβ niασniβσ −
−
1
2 ∑
iασ,jβσ
Jxiα,jβ niασnjβσ − ∑
iασ,jβσ
h
e f f
iα,jβ niασ,jβσ −
− ∑
iασ,jβσ,
kγσ
hxiα,jβkγ niασnjβσ,kγσ −
1
2 ∑iασ,jβσ
kγσ,lδσ
O
iαjβ
lδ kγ niασ,lδσnjβσ,kγσ (2.37)
The correlation energy can be included by considering that the exchange (now
exchange-correlation) hole is modified, in such way that it is not localized on the
neighbours, but that a fraction fiασ (0 < fiασ < 1) of the hole is transferred to site
iασ. Thus, the correlation energy can be written as
Ec[niασ] = −
1
2 ∑
iασ
fiασ(Uiα − J
e f f
iασ ) niασ(1− niασ) (2.38)
The Hartree, exchange and correlation functionals are given in terms of the or-
bital occupancies by equations 2.32, 2.37 and 2.38.
The derivative of the Hartree and exchange-correlation energies with respect to
the occupation numbers yields the corresponding potentials:
VHiασ[niασ] =
∂EH
∂niασ
Vxciασ[niασ] =
∂Exc
∂niασ
(2.39)
With these potentials, the full Hamiltonian 2.25 is reduced to an effective one-
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particle Hamiltonian:
Hˆe f f = ∑
iασ
(ǫ˜iασ + V
H
iασ + V
xc
iασ) nˆiασ + T˜ij cˆ
+
iασ cˆjασ (2.40)
Hamiltonian 2.40 can be solved iteratively. Starting with an initial guess {niniασ},
these occupation numbers are used to compute the different terms of 2.40: the
values ǫiασ, Tij and the potentials which simulate the electron-electron interaction,
VHiασ and V
xc
iασ. With these, Hˆ
e f f is solved, and the output charges are obtained by
summing the weight of the occupied eigenfunctions of Hˆe f f on the corresponding
Löwdin orbitals, noutiασ = ∑
occ
n |〈φiασ|ψn〉|
2. These are, in turn, used as inputs for the
next iteration, until the {niniασ} equal {n
out
iασ} to within a (small) tolerance, whereby
self-consistency is achieved.
The ground-state energy of Hamiltonian 2.40 is given by
E[{niσ}] =
occ
∑
n
ǫn + EH[{niσ}] + Exc[{niσ}]−∑
iσ
(VHiσ + V
xc
iσ ) niσ =
=
occ
∑
n
ǫn − EH[{niσ}] + Exc[{niσ}]−∑
iσ
Vxciσ niσ (2.41)
2.6. Results for small molecules
We have investigated the accuracy of the above exchange-correlation functional
through the study of the electronic structure of several small molecules: CO, CO2,
CH4, C2H4 and Benzene (C6H6), as well as in PTCDA (discussed later). The elec-
tronic spectrum, as well as binding, exchange-correlation energies and bonding
distances are calculated and compared to other theoretical approaches and experi-
mental results.
This method, which uses the Orbital Occupancy approach, is implemented using
Slater-type orbitals, and is therefore referred to as LCAO-OO. Details of the method
and its implementation in several computational codes have been described else-
where [Pou00, Pou01, Pou02].
2.6.1. Basis set
For our calculation, a minimal basis set was used. This means using the 2s and
2p orbitals for C and O, and 1s for H (since the molecules under study in this
section only contain these atoms). A ‘frozen core’ approximation has been intro-
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duced for the core orbitals (C 1s and O 1s). Although the oscillations of the valence
orbitals in the core region are not eliminated, the core electrons are included as
a pseudopotential acting on the valence electrons: the diagonal and off-diagonal
elements for valence orbitals are modified to include the effect of the core elec-
trons [Pou01,Pou98]. This modification consists on a shift in the diagonal and off-
diagonal elements for the valence orbitals. The shifts are calculated by expanding
the interactions between the core and valence orbitals in powers of their mutual
overlap, and approximating them up to second order. The shifts have contributions
coming from electrostatic interaction and repulsion due to the valence-core overlap
and hybridization [Pou98] (for clarity the formulas provided here are slightly sim-
plified with respect to the ones used in the actual calculation). The diagonal and
off-diagonal shifts are:
∆Vvvσ = ∑
c
[
S2vc
(
Eatvσ − E
at
cσ
)
+ J
(0)
vc (ncσ + ncσ¯) + J
(0)
vc S
2
vcncσ − J
X(0)
vc ncσ
]
,(2.42)
∆Vvv′σ = ∑
c
[
SvcSv′c
(
Eatvσ + E
at
v′σ
2
− Eatcσ
)
+ h
(0)
c,vv′ (ncσ + ncσ¯)
]
+
+ ∑
c
(
J
(0)
vc + J
(0)
v′c
2
SvcSv′c − h
X(0)
c,vv′
)
ncσ. (2.43)
Here Scv are overlap matrix elements (c=core, v=val), Eatvσ
(
Eatcσ
)
are atomic valence
(core) levels, and J(0)vc , h
(0)
c,vv′ , h
X(0)
c,vv′ are the interactions described previously, but
calculated for atomic (non-orthogonal) orbitals. The first term both in (2.42) and
(2.43) represents the repulsion due to the overlap and hybridization. The other
terms stem from the electrostatic repulsion and exchange interaction of the valence
and core electrons.
Even though a minimal basis set is mainly useful in the case of large molecules
or bulk crystals, we have nevertheless found it a sufficiently good description for
the study of the electronic properties of these molecules. The effect of the basis set
will be nevertheless commented on below.
In the LCAO-OO approach, the basis set comprises Slater-type orbitals (STOs).
The characteristic of these STOs is that their radial part has an negative exponential
term which governs the ‘size’ or extension of the orbital:
STO (r) ∼ rl e−ζr (2.44)
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Atomic orbitals are described as a linear combination of STOs, where the coef-
ficients for the different atoms are parameterized in the Tables of Clementi and
Roetti [Clementi74]. For instance, 2s and 2p orbitals can be given by
|2s〉 = α1 |STO1〉+ α2 |STO2〉,
|2p〉 = α3 |STO3〉 (2.45)
or by
|2s〉 = α1 |STO1〉+ α2 |STO2〉+ α3〉 |STO3〉+ α4 |STO4〉,
|2p〉 = α5 |STO5〉+ α6 |STO6〉 (2.46)
Notice that STOs of the correct angular dependence are combined: in the case of
equations 2.45, for example, STOs 1 and 2 have s (l = 0) symmetry, whereas STO3
has l = 1, as corresponds to the 2p orbital it describes. Note also that half as many
STOs are involved in equation 2.45 than in 2.46. The first case is referred to as a
single-zeta (sz) basis set, whereas the second is a double-zeta (dz) one. A double-
zeta basis set provides a better description of the molecular bonds at the expense of
a greater computational cost. We have used both single-zeta and double-zeta basis
sets in our calculations, and the results are discussed. Fig. 2.1 shows the atomic
single- and double-zeta 2s and 2p orbitals for C.
Since the atomic orbitals parameterized by the tables of Clementi and Roetti
do not provide the best description of the molecular bonds, we have optimized
the (single- or double-zeta) basis for each molecule. This optimization was done
by variationally maximizing the binding energy with respect to the Slater (ζ) ex-
ponents. More will be said about this procedure below. This basis optimization
enables a better description of the molecular bonds.
The atomic orbitals thus described are then subject to a Löwdin transformation
(equation 2.17), since they are not orthogonal.
Results for several small molecules are presented. By computing the molecular
energy at several distances, the binding energy curve can be obtained, and a bond-
ing distance can be calculated. This is done for several approximations to Hamil-
tonian 2.40. The molecular binding energy Eb is defined as the difference between
the molecular energy and the sum of the individual atomic energies (which sets the
zero of the binding energy scale):
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Figure 2.1.: Radial part of the atomic H 1s and C 2s and 2p wavefunctions.
Eb = Emolec −∑ Eat (2.47)
The binding energy, the different contributions to it, as well as the electronic
structure of several small molecules are presented and discussed below:
2.6.2. CO
The results for the binding energy of CO can be summarized in the following table.
The total binding energy (Eb) includes correlation effects, when these are calculated.
EHF represents the Hartree-Fock contribution to the binding energy, and Ec is the
correlation energy, defined at the difference between Eb and EHF. The equilibrium
bonding distance d is also quoted. sz and dz mean single- and double-zeta basis
sets, respectively.
The ‘experimental’ Hartree-Fock energy is calculated using a large basis set, so
it can be considered basis-converged. The ‘experimental’ value for the correlation
energy is defined as the difference between the experimental binding energy and
the basis-converged Hartree-Fock value.
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-Eb (eV) -EHF (eV) Ec (eV) d Å (au)
CO sz atomic orbitals HF 4.60 4.60 — 1.17 (2.21)
CO sz opt. orbitals HF 5.11 5.11 — 1.17 (2.21)
CO sz opt. orbitals correl. 8.49 5.04 3.58 1.17 (2.21)
CO dz atomic orbitals HF 2.71 2.71 — 1.23 (2.33)
CO dz opt. orbitals HF 3.75 3.75 — 1.17 (2.21)
CO dz opt. orbitals correl. 6.57 2.69 3.23 1.23 (2.33)
Experiment [Clementi90,Lide98] 11.24 7.88 3.36 1.13 (2.14)
Table 2.1.: Total binding energy, Hartree-Fock and correlation energies, and equilib-
rium bonding distance in Å (in au in parentheses), for different approximations
and single- and double-zeta basis sets. Experimental data are taken from Refs.
[Clementi90, Lide98].
The results show a rather poor agreement with experiment for CO: Hartree-
Fock energies are greatly underestimated, as the use of a minimal basis is critical
in yielding such poor results. The agreement in the total binding energies is better,
because the correlation energy is well described (it is, in fact, slightly overestimated)
in the single- and double-zeta cases, but it is clear that the poor agreement in
binding energies comes from the use of a minimal basis, which is crucial in such a
small molecule as CO. As for the bonding distance, our method overestimates it by
∼ 6%, surely due to the use of a minimal basis. The effect of the basis set will be
discussed in Section 2.6.8.
The binding energy curves for the sz and dz cases are shown below.
As for the electronic spectrum, the HOMO is directed along the CO axis, while
below it lie two degenerate π orbitals, perpendicular to the molecular axis, as
shown in Fig. 2.4. The LUMO is degenerate, of π symmetry, and above it lies the
σ antibonding state. The HOMO-LUMO gap varies slightly between the sz and dz
cases (6.6 and 6.1 eV respectively).
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Figure 2.2.: Binding energy as a function of distance for CO using the single-zeta basis.
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Figure 2.3.: Binding energy as a function of distance for CO using the double-zeta basis.
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Figure 2.4.: Electronic spectrum of CO (double-zeta basis), including correlation. The left
panel shows the full electronic spectrum, while the right panel focuses on the region
near the HOMO-LUMO gap. Continuous black (dashed grey) bars represent π (σ)
molecular orbitals. Numbers on the left indicate the degeneracy of the states.
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2.6.3. CO2
The data for CO2 are summarized in Table 2.2 below:
-Eb (eV) -EHF (eV) Ec (eV) d Å (au)
CO2 sz atomic orbitals HF 4.03 4.03 — 1.25 (2.36)
CO2 sz opt. orbitals HF 5.08 5.08 — 1.20 (2.27)
CO2 sz opt. orbitals correl. 11.50 4.67 6.83 1.25 (2.36)
CO2 dz atomic orbitals HF 1.11 1.11 — 1.30 (2.46)
CO2 dz opt. orbitals HF 5.15 5.15 — 1.20 (2.27)
CO2 dz opt. orbitals correl. 11.02 5.08 5.94 1.25 (2.36)
Experiment [Clementi90,Lide98] 17.08 11.25 5.83 1.16 (2.19)
Table 2.2.: Total binding energy, Hartree-Fock and correlation energies, and equilib-
rium bonding distance in Å (in au in parentheses), for different approximations
and single- and double-zeta basis sets. Experimental data are taken from Refs.
[Clementi90, Lide98].
The binding energy curves for the single- and double-zeta cases are plotted in
the following figures:
The electronic spectrum is illustrated in Fig, 2.7, where σ orbitals are directed
along the molecular axis, and π states are situated in a plane perpendicular to this
line. The HOMO is, as in the case of CO, directed along the C=C axis (σ symmetry),
while the LUMO is two-fold degenerate and corresponds to the antibonding states
of the px and py orbitals (assuming the C=C axis is along the z direction). The value
of the gap is ∼ 2.5 eV.
48
2.6. Results for small molecules
0.8 1 1.2 1.4 1.6
C-O distance (Å)
-15
-10
-5
0
5
10
15
20
B
in
di
ng
 e
ne
rg
y 
(eV
)
Opt orb correl
Opt orb HF
Atomic orb HF
Figure 2.5.: Binding energy as a function of distance for CO2 using the single-zeta basis.
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Figure 2.6.: Binding energy as a function of distance for CO2 using the double-zeta basis.
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Figure 2.7.: Electronic spectrum of CO2 (double-zeta basis), including correlation. The left
panel shows the full electronic spectrum, while the right panel focuses on the region
near the HOMO-LUMO gap. Continuous black (dashed grey) bars represent π (σ)
molecular orbitals. Numbers on the left indicate the degeneracy of the states.
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2.6.4. CH4
CH4 is a tetrahedral molecule where C exhibits sp3 hybridization. Its binding en-
ergy curves for the different approximations are shown below:
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Figure 2.8.: Binding energy as a function of distance for CH4 using the single-zeta basis.
Notice how the equilibrium C-H distance shortens after orbital optimization.
This because the orbitals contract during this relaxation, and this is particularly
significant for H 1s, resulting in a shorter C-H bond. Nevertheless, these distances
are consistently larger than experimental, which we attribute to our basis set.
The agreement in binding, Hartree-Fock and correlation energies is better than
in the previous cases, probably due to a better description of the bonds (again, due
to a better basis).
As for the electronic spectrum, it shows a deep bonding state and three sp3
degenerate hybrids. The empty part of the spectrum corresponds to the (threefold
degenerate) hybrid antibonding states and another empty state. In the double-zeta
case, the LUMO is not degenerate and the three hybrids are slightly above it. The
HOMO-LUMO gap is ∼ 16 eV (sz) and ∼ 18 eV (dz).
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Figure 2.9.: Binding energy as a function of distance for CH4 using the double-zeta basis.
-Eb (eV) -EHF (eV) Ec (eV) d Å (au)
CH4 sz atomic orbitals HF 11.69 11.69 — 1.15 (2.17)
CH4 sz opt. orbitals HF 13.77 13.77 — 1.10 (2.08)
CH4 sz opt. orbitals correl. 17.70 13.47 3.23 1.15 (2.17)
CH4 dz atomic orbitals HF 10.51 10.51 — 1.19 (2.25)
CH4 dz opt. orbitals HF 13.40 13.40 — 1.10 (2.08)
CH4 dz opt. orbitals correl. 15.79 13.11 2.68 1.15 (2.17)
Experiment [Clementi90,Lide98] 18.40 14.39 4.01 1.09 (2.06)
Table 2.3.: Total binding energy, Hartree-Fock and correlation energies, and equilib-
rium bonding distance in Å (in au in parentheses), for different approximations
and single- and double-zeta basis sets. Experimental data are taken from Refs.
[Clementi90, Lide98].
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Figure 2.10.: Electronic spectrum of CH4 (double-zeta basis), including correlation. The left
panel shows the full electronic spectrum, while the right panel focuses on the region
near the HOMO-LUMO gap. Continuous black (dashed grey) bars represent π (σ)
molecular orbitals. Numbers on the left indicate the degeneracy of the states.
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Figure 2.11.: Binding energy as a function of distance for C2H4 using the single-zeta basis.
2.6.5. C2H4
C2H4 is a flat molecule, which has a double C=C bond. Here, C is sp2 hybridized.
The binding energy curves yield bonding distances of 1.35 Å for the C=C bond,
and 1.15 Å for the C-H one, for both the sz and dz bases. In our calculations, we
have kept the C=C-H angle fixed at the experimental value of 122 degrees.
It can be seen that the agreement in the binding, Hartree-Hock and correlation
energies is better than for other molecules, which we attribute to the greater size
of the molecule. Notice how the single- and double-zeta values are very similar to
each other: this means that the effect of the basis is not so important on the results.
The larger the molecule, the more available atomic orbitals in the Hilbert space to
describe the molecular bonds, and thus differences between sz and dz results can
be expected to be smaller.
The agreement with in the bonding distance is fairly good, with differences sim-
ilar to other molecules studied.
The spectrum shows the HOMO and LUMO of π character (in the plane perpen-
dicular to the C=C axis), which are the symmetric and antisymmetric combinations
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Figure 2.12.: Binding energy as a function of distance for C2H4 using the single-zeta basis.
of the out-of-plane atomic orbitals. Since C suffers a sp2 hybridization, there is only
one p orbital left per carbon, which gives rise to the bonding and antibonding π
molecular states. The HOMO-1 and LUMO+1 molecular orbitals are directed along
the C=C axis. The value of the gap is 7.9 eV for the sz case and 7.1 for the dz basis.
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Figure 2.13.: Binding energy as a function of distance for C2H4 using the double-zeta basis.
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Figure 2.14.: Binding energy as a function of distance for C2H4 using the double-zeta basis.
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-Eb (eV) -EHF (eV) Ec (eV) d Å (au)
C2H4 sz atomic orbitals HF 13.68 13.68 — 1.35 (2.55) C=C
1.15 (2.17) C-H
C2H4 sz opt. orbitals HF 16.44 16.44 — 1.35 (2.64) C=C
1.10 (2.08) C-H
C2H4 sz opt. orbitals correl. 21.70 16.12 5.58 1.35 (2.55) C=C
1.10 (2.08) C-H
C2H4 dz atomic orbitals HF 12.44 12.44 — 1.40 (2.64) C=C
1.20 (2.27) C-H
C2H4 dz opt. orbitals HF 16.20 16.20 — 1.40 (2.64) C=C
1.10 (2.08) C-H
C2H4 dz opt. orbitals correl. 21.03 16.06 4.97 1.40 (2.64) C=C
1.10 (2.08) C-H
Experiment [Clementi90,Lide98] 24.65 18.71 5.94 1.34 (2.53) C=C
1.09 (2.06) C-H
Table 2.4.: Total binding energy, Hartree-Fock and correlation energies, and equilib-
rium bonding distance in Å (in au in parentheses), for different approximations
and single- and double-zeta basis sets. Experimental data are taken from Refs.
[Clementi90, Lide98].
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Figure 2.15.: Electronic spectrum of C2H4 (double-zeta basis), including correlation. The
left panel shows the full electronic spectrum, while the right panel focuses on the
region near the HOMO-LUMO gap. Continuous black (dashed grey) bars represent π
(σ) molecular orbitals. Numbers on the left indicate the degeneracy of the states.
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2.6.6. Benzene
Benzene (C6H6) is the ‘building block’ of the large π-conjugated molecules studied
in this thesis. The resonant π bonds, which are characteristic of benzene, result
from the combination of the out-of-plane atomic orbitals.
The binding energy curves were calculated by varying the C-C and C-H distances
independently. The results are shown in the following figures:
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Figure 2.16.: Binding energy as a function of distance for benzene using the single-zeta
basis.
where the equilibrium values are shown in Table 2.5:
These results show that, as before, the correlation energy is being overestimated
slightly. On the other hand, the Hartree-Fock results for the single- and double-zeta
cases are similar, showing, again, that for molecules this size, the dimension of the
Hilbert space is large enough to yield little differences between the sz and dz basis
sets. The difference of ∼ 7–9 eV with the ‘experimental’ (basis converged) Hartree-
Fock value must therefore reflect the error introduced by the use of a minimal
basis.
The electronic spectrum of benzene is characterized by the presence of the π
molecular orbitals, resulting from the combination of the out-of-plane pz atomic
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Figure 2.17.: Binding energy as a function of distance for benzene using the single-zeta
basis.
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Figure 2.18.: Binding energy as a function of distance for benzene using the double-zeta
basis.
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Figure 2.19.: Binding energy as a function of distance for benzene using the double-zeta
basis.
orbitals. Its symmetry allows for the determination of the π spectrum by simple ar-
guments. Since there are six C atoms, there are also six π molecular orbitals, three
of which will be occupied (or bonding), and the other three empty (antibonding,
in the language of quantum chemists). The most bonding molecular orbital results
from the symmetric combination of the atomic orbitals (both their amplitude and
their sign are the same). The remaining two occupied molecular orbitals are de-
generate, as are the first two empty states. The molecular highest in energy (the
most antibonding), the combination will be antisymmetric (same amplitudes with
alternating signs).
These π states can be determined from a simple symmetry-based phase argu-
ment:
|MON〉 = ∑ e±i2π j N/6 |j〉 (2.48)
where j runs over the atomic pz orbitals, and N labels the molecular orbital
from the most bonding to the most antibonding: 0 for the most bonding, 1 for the
twofold degenerate HOMO, 2 for the twofold degenerate LUMO, and 3 for the
most antibonding state. For the twofold-degenerate HOMO and LUMO, in each
case the choice of a plus or minus sign for the degenerate states leads to orthogonal
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-Eb (eV) -EHF (eV) Ec (eV) d Å (au)
Benzene sz atomic orbitals HF 33.15 33.15 — 1.45 (2.74) C=C
1.15 (2.17) C-H
Benzene sz opt. orbitals HF 37.80 37.80 — 1.45 (2.74) C=C
1.10 (2.08) C-H
Benzene sz opt. orbitals correl. 54.89 38.61 16.28 1.45 (2.74) C=C
1.10 (2.08) C-H
Benzene dz atomic orbitals HF 30.06 30.06 — 1.45 (2.74) C=C
1.15 (2.17) C-H
Benzene dz opt. orbitals HF 36.26 36.26 — 1.45 (2.74) C=C
1.10 (2.08) C-H
Benzene dz opt. orbitals correl. 51.22 36.12 15.10 1.45 (2.74) C=C
1.15 (2.17) C-H
Experiment [Clementi90,Lide98] 59.67 45.19 14.48 1.40 (2.65) C=C
1.10 (2.07) C-H
Table 2.5.: Total binding energy, Hartree-Fock and correlation energies, and equilib-
rium bonding distance in Å (in au in parentheses), for different approximations
and single- and double-zeta basis sets. Experimental data are taken from Refs.
[Clementi90, Lide98].
orbitals.
We thus have the following molecular states (in order of decreasing binding en-
ergy):
|π1〉 = ∑
j
ei0π j/6 |j〉
|π2〉 = ∑
j
ei2π j/6 |j〉 , |π3〉 = ∑
j
e−i2π j/6 |j〉
|π4〉 = ∑
j
ei4π j/6 |j〉 , |π5〉 = ∑
j
e−i4π j/6 |j〉
|π6〉 = ∑
j
ei6π j/6 |j〉 (2.49)
The above molecular states with complex coefficients can be combined to yield
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real coefficients. The calculations yield the following π molecular orbitals:
|π1〉 = 0.41 |C1pz〉+ 0.41 |C2pz〉+ 0.41 |C3pz〉+
0.41 |C4pz〉+ 0.41 |C5pz〉+ 0.41 |C6pz〉
|π2〉 = −0.50 |C1pz〉 − 0.50 |C2pz〉+ 0.00 |C3pz〉+
0.50 |C4pz〉+ 0.50 |C5pz〉 − 0.00 |C6pz〉
|π3〉 = −0.29 |C1pz〉+ 0.29 |C2pz〉+ 0.58 |C3pz〉+
0.29 |C4pz〉 − 0.29 |C5pz〉 − 0.58 |C6pz〉
|π4〉 = 0.29 |C1pz〉+ 0.29 |C2pz〉 − 0.58 |C3pz〉+
0.29 |C4pz〉+ 0.29 |C5pz〉 − 0.58 |C6pz〉
|π5〉 = 0.50 |C1pz〉 − 0.50 |C2pz〉 − 0.00 |C3pz〉 −
0.50 |C4pz〉 − 0.50 |C5pz〉+ 0.00 |C6pz〉
|π6〉 = 0.41 |C1pz〉 − 0.41 |C2pz〉+ 0.41 |C3pz〉 −
0.41 |C4pz〉+ 0.41 |C5pz〉 − 0.41 |C6pz〉
(2.50)
The HOMO and LUMO are these doubly-degenerate π orbitals. In-plane σmolec-
ular orbitals are distributed more or less evenly throughout the spectrum, as shown
in Fig. 2.20:
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Figure 2.20.: Electronic spectrum of benzene (double-zeta basis), including correlation. The
left panel shows the full electronic spectrum, while the right panel focuses on the
region near the HOMO-LUMO gap. Continuous black (dashed grey) bars represent π
(σ) molecular orbitals. Numbers on the left indicate the degeneracy of the states.
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2.6.7. Orbital optimization
Let us comment on the orbital optimization. A binding energy curve is calculated
using the atomic (non-optimized) orbitals. At the minimum of this curve, the basis
optimization is carried out by allowing the exponents (ζ) of the STOs to relax. After
this, the optimized atomic orbitals are then appropriately normalized.
Since the atomic exponents parameterized by the Tables of Clementi and Roetti
[Clementi74] are aimed at calculating atomic energies, we find that these expo-
nents increase during the optimization: the orbitals contract, due to the repulsion
of neighboring atoms. We quote the values of the exponents before and after orbital
optimization:
CO ζ (initial) ζ (final)
C (sz) STO2 (2s) 1.608330 1.607810
STO3 (2p) 1.567880 1.707470
C (dz) STO3 (2s) 1.830680 1.853699
STO4 (2s) 1.152820 1.165365
STO5 (2p) 2.730450 2.759715
STO6 (2p) 1.256560 1.515154
O (sz) STO2 (2s) 2.245880 2.256232
STO3 (2p) 2.226620 2.267472
O (dz) STO3 (2s) 2.688010 2.640517
STO4 (2s) 1.675430 1.802349
STO5 (2p) 3.694450 3.645390
STO6 (2p) 1.658640 1.642929
Table 2.6.: Initial and final values during optimization of the exponents ζ of the STOs which
describe the atomic orbitals for CO.
As an example, the radial part of the C 2s and 2p orbitals are plotted in Fig. 2.21,
before and after optimization in Benzene:
Finally, we give the energy gained during orbital relaxation, which is the differ-
ence between the molecular energy before and after the basis is optimized. Note
than in some cases, a new equilibrium geometry is obtained, especially in the case
of the C-H bonds, which are shortened as the H 1s orbitals contract upon optimiza-
tion.
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CO2 ζ (initial) ζ (final)
C (sz) STO2 (2s) 1.608330 1.797446
STO3 (2p) 1.567880 1.739912
C (dz) STO3 (2s) 1.830680 1.866717
STO4 (2s) 1.152820 1.906580
STO5 (2p) 2.730450 2.685390
STO6 (2p) 1.256560 1.611723
O (sz) STO2 (2s) 2.245880 2.235957
STO3 (2p) 2.226620 2.223287
O (dz) STO3 (2s) 2.688010 2.668961
STO4 (2s) 1.675430 1.720583
STO5 (2p) 3.694450 3.647967
STO6 (2p) 1.658640 1.612477
Table 2.7.: Initial and final values during optimization of the exponents ζ of the STOs which
describe the atomic orbitals for CO2.
CH4 ζ (initial) ζ (final)
C (sz) STO2 (2s) 1.608330 1.733959
STO3 (2p) 1.567880 1.733959
C (dz) STO3 (2s) 1.830680 1.725421
STO4 (2s) 1.152820 1.784318
STO5 (2p) 2.730450 2.821490
STO6 (2p) 1.256560 1.335275
H (sz) STO1 (1s) 1.000000 1.161482
H (dz) STO1 (1s) 1.000000 1.267193
Table 2.8.: Initial and final values during optimization of the exponents ζ of the STOs which
describe the atomic orbitals for CH4.
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C2H4 ζ (initial) ζ (final)
C (sz) STO2 (2s) 1.608330 1.737195
STO3 (2p) 1.567880 1.690680
C (dz) STO3 (2s) 1.830680 1.746047
STO4 (2s) 1.152820 1.807684
STO5 (2p) 2.730450 2.768537
STO6 (2p) 1.256560 1.337744
H (sz) STO1 (1s) 1.000000 1.203352
H (dz) STO1 (1s) 1.000000 1.293596
Table 2.9.: Initial and final values during optimization of the exponents ζ of the STOs which
describe the atomic orbitals for C2H4.
Benzene ζ (initial) ζ (final)
C (sz) STO2 (2s) 1.608330 1.726761
STO3 (2p) 1.567880 1.686754
C (dz) STO3 (2s) 1.830680 1.776614
STO4 (2s) 1.152820 1.793817
STO5 (2p) 2.730450 2.773994
STO6 (2p) 1.256560 1.386807
H (sz) STO1 (1s) 1.000000 1.204947
H (dz) STO1 (1s) 1.000000 1.201832
Table 2.10.: Initial and final values during optimization of the exponents ζ of the STOs
which describe the atomic orbitals for benzene.
∆Emolec (eV)
sz dz
CO 0.45 1.21
CO2 1.30 4.15
CH4 2.03 2.89
C2H4 2.77 3.77
Benzene 6.21 7.02
Table 2.11.: Molecular energy gain ∆Emolec during basis optimization for the different
molecules.
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Figure 2.21.: Radial part of C double-zeta 2p orbitals. Notice that, due to orthogonalization
with orbitals of neighbouring atoms, the orbital contracts with respect to the atomic
(Clementi-Roetti) case.
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2.6.8. Some general trends
From the somewhat overwhelming data presented above for the small molecules,
several general trends can be observed.
First, notice that the difference in binding energy between the single- and double-
zeta cases decreases with the size of the molecule, and the same can be said for EHF
and Ec. As was mentioned previously, this is due to the fact that the increasing
number of atoms provides additional orbitals which increase the dimension of the
Hilbert space and thus allow for a better description of the molecular bonds, since
the molecular bonds can be described in terms of a larger number of atomic orbitals.
Within our minimal basis, the size of benzene is such that doubling the base (in
going from the double- to the single-zeta basis) makes little difference, and results
for single- and double-zeta bases are thus expected to be increasingly convergent
for larger molecules.
Note also that the binding energies obtained using a double-zeta basis are con-
sistently smaller (in magnitude) than those obtained for the single-zeta case. This
seems striking, since one would at first expect a better description of the bonds with
the larger (dz) basis. To clarify this, we quote again the definition of the molecular
binding energy Eb = Emolec − ∑ Eat as the difference between the molecular energy
and the sum of the individual atomic energies (which sets the zero of the bind-
ing energy scale). Differences between single-zeta and double-zeta basis affect both
Emolec and Eat, while the tabulated values of Clementi and Roetti [Clementi74] are
aimed at the description of atomic properties. Notice (Table 2.11) how the energy
gained during the basis optimization is consistently larger for the double-zeta case.
This suggests that the non-optimized double-zeta orbitals of Clementi and Roetti
provide a poorer initial description of the molecule than the single-zeta ones. When
the bases are optimized, the double-zeta orbitals change more than the single-zeta
ones from their initial values, and a larger molecular energy gain is obtained (note
that the ‘perfect’ initial basis set would yield zero energy gain during the basis
optimization). Thus, the only consistent explanation is that going from a single-
to a double-zeta basis improves both Emolec and Eat, but improves the latter more,
thereby reducing the magnitude of Eb.
This details of the basis set certainly affects this result; for instance allowing
for orbitals within a subshell (such as px, py and pz) to be described by different
STOs, with different exponents ζ would definitely improve the molecular energy.
The orbitals along the interatomic axes could then be optimized independently
69
2. Density-functional theory
Figure 2.22.: Coulomb U interaction for different orbitals within the different molecules.
from out-of-plane orbitals, for example, and a better description of the molecular
bonds would be achieved. In the calculation of Eat, the spherical symmetry of the
isolated atoms (which certainly does not exist in the molecule) does not pose these
problems: in our approach, the same radial function is applied to px, py and pz
orbitals, which makes no difference in isolated atoms, but averages the in-plane
and out-of-plane molecular properties.
In addition, we note that the rather poor agreement with experiment in the bond-
ing distances, with errors of ∼ 5% are affected by our basis optimization, since it
was designed to maximize the molecular binding energy, rather than to optimize
bond lengths and curvatures around the energy minima.
We mention also that Coulomb interactions within the molecule, such as Ui and
Jij are shown to depend on the local chemical environment (practically, the nearest-
neighbor atoms) and are thus convergent with increasing size of the molecule.
Since our final goal is the study of large π-conjugated molecules, this result is
important as it provides a way of easily calculating the interactions within the
molecule by approximating them by their values in a cluster which resembles the
chemical environment of a particular atom.
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Finally, it should be noted that DFT greatly underestimates the HOMO-LUMO
gap. Thus the spectra taken here should be taken with care, knowing that the ‘true’
HOMO-LUMO gap is much greater (in some cases by as much as ∼ 200 %). The
difference between a correlated and uncorrelated electron-hole pair (optical and
transport gap, respectively) was already mentioned briefly. In this respect, it is cu-
rious to note that underestimation of the gap by DFT more or less equals the exciton
binding energy, such that the DFT gap is roughly equal to the optical gap [Oszwal-
dowski03]. Thus, while a scheme to compensate for this underestimation of the gap
has been developed (see Section 2.8.6), this crude rule of thumb that the DFT gap
roughly equals the optical one can serve as a guide. Thus, the results presented in
these sections are valid, but one should remember that the gap is greatly underes-
timated by DFT, and keep it in mind when considering the molecular spectra.
Figure 2.23.: Coulomb nearest-neighbor J integrals for π orbitals for the different molecules.
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2.7. Fireball
Fireball is a first-principles simulation package. Based on the original ideas by
Sankey and Niklewski [Sankey89], it is a fast, efficient computational method which
can be used to calculate the electronic structure of clusters, molecules and solids
[Demkov95, Lewis01, Jelínek05].
In the present work, Fireball has been used to determine the electronic properties
of several π-conjugated organic molecules (PTCDA, PTCBI, CBP, CuPc and several
polyacenes). Fireball allows for molecular dynamics simulations and geometry op-
timization, which enables the equilibrium geometry of these large molecules to be
determined, since they lack the symmetry of the smaller molecules (CO, CO2, CH4,
C2H4 and benzene). In the case of these small molecules, the interatomic distances
were fixed and the electronic structure was calculated at that particular geome-
try. With Fireball, on the other hand, the electrostatic forces acting on the atoms
are calculated quantum-mechanically; by minimizing these interatomic forces, the
equilibrium geometry of the molecules can be determined.
2.7.1. Fireball orbitals
Fireball uses a local-orbital basis set. This is composed of atomic-like orbitals, which
are numerical wavefunctions obtained by solving the atomic Hamiltonian with the
boundary conditions that the orbitals vanish beyond a certain cutoff radius, RC. Un-
like ’real’ atomic orbitals, which extend to infinity, the boundary condition at RC
has the effect of simulating the repulsion of neighboring atoms which is found in
molecules or solids, which results in a contraction of the orbital, pushing the wave-
function peak closer to the nucleus, thereby increasing its kinetic energy. Thus,
these orbitals are slightly excited, hence the (somewhat exaggerated) name Fire-
ball. Fireballs have enormous computational advantages, since the overlap matrix
between two such orbitals will be strictly zero if they are separated by a distance
greater than RC1 + RC2 , thereby simplifying the calculation of many interaction
terms to point charges if this condition is met.
Thus, while the long-range behavior of the orbitals is poorly described (in con-
trast, for example, to the STO basis, with its exponential decay), the region around
typical bonding distances is equivalent to other basis sets.
For comparison, the radial part of the H 1s, C 2p and O 2p wavefunctions are
shown in Fig. 2.24.
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Figure 2.24.: Radial part of the H 1s, C 2p and O 2p orbitals, within the Fireball and the
LCAO basis sets.
As in the case of the STO basis, the atomic orbitals (the Fireballs) are, in general,
not orthogonal, so that the Löwdin transformation 2.17 is performed.
2.7.2. Harris functional
The Fireball code uses an extension of the Harris functional [Harris85]. This func-
tional provides a simplified way of calculating the Kohn-Sham ground-state energy
2.12 by approximating the electronic density around the sum of the densities of the
composing atoms. The greatest advantage is that it uses a trial density, ρHarris, to
compute the Hamiltonian 2.8 and the energy 2.12, but avoids the computationally
costly procedure of self-consistency. This functional is equivalent to the Kohn-Sham
approach whenever the initial guess ρHarris equals the self-consistent density ρSC,
and is applicable whenever the density of the system under study does not de-
viate significantly from the sum of densities of the individual fragments. Weakly-
interacting systems are well described within the Harris functional, but in many
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cases, where strong, covalent bonds are present (such as in a molecule), the sum of
the atomic densities is not a good approximation, and a better description of the
electronic density is needed.
Fireball uses the Harris functional while allowing for charge transfer and self-
consistency, and can thus be viewed as a self-consistent extension of the Harris
functional. In our formalism, in which the orbital occupancies replace the den-
sity ρ, this means that the different contributions to the Hamiltonian and thus the
molecular energies are calculated from the input occupancies {ninij }, in the spirit
of the Harris functional, rather than the output ones {noutij } as is usual in conven-
tional self-consistent calculations. Then, self-consistency is done on the diagonal
elements {ni}, rather than with the whole matrix (diagonal and off-diagonal ele-
ments), simplifying the procedure. This self-consistency ensures a good description
of the charge density.
Fireball considers up to three-center terms in the interaction, all of which are tab-
ulated in a grid for the different atoms considered. During the molecular dynamics
simulation or geometry optimization, these interactions are not calculated, but read
or interpolated from the tabulated values, saving computational time.
2.8. DFT results for π-conjugated molecules
We now present results for the electronic structure of large π-conjugated molecules
ar their equilibrium geometries. A common feature to all molecules, as will be
commented on, is the small HOMO-LUMO gap, characteristic of DFT. A way of
improving on this deficiency and obtaining a good description of the single-particle
gas-phase gap will be described in the following section.
2.8.1. PTCDA
In this case, the molecule was studies using three different approximations: com-
pare Fireball-OO, Fireball-LDA and LCAO-OO [Oszwaldowski03]. The difference in
Fireball-LDA and Fireball-OO lies in the exchange-correlation functional used: the
former uses conventional LDA, while the latter uses the one described by equations
2.39. On the other hand, Fireball-OO and LCAO-OO differ in the basis set used (Fire-
ball or STO-type orbitals, see Fig. 2.24), and in the description of the core electrons:
standard Hamann-type pseudopotentials in the case of Fireball and as shifts in the
valence-orbital diagonal and hopping terms.
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F2k-LDA F2k-OO LCAO-OO Exp. [Lide98] [Clementi90]
CO 1.255 1.29 1.30 1.13
CH4 1.17 1.21 1.15 1.09
C6H6 C–H 1.17 1.20 1.15 1.10
C6H6 C–C 1.41 1.48 1.50 1.40
PTCDA C=O 1.31 1.39 1.32 1.23
PTCDA C–O 1.48 1.54 1.48 1.38
PTCDA C–C 1.49 1.49 1.51 1.47
Table 2.12.: Calculated and experimental equilibrium bond lengths (Å).
The following tables display the equilibrium bond lengths, and binding and cor-
relation energies at the equilibrium and experimental geometries, for PTCDA as
well as several small molecules whose bonds resemble those found in PTCDA.
In the case of PTCDA in Table 2.12, no experimental binding distances are avail-
able, and the reported values are those of other theoretical calculations.
Table 2.13 compares the results for the binding and correlation energies using the
different methods at their equilibrium geometries calculated within each approach.
In order to provide a direct comparison of the LDA and OO exchange-correlation
approaches, the Fireball-OO results for the LDA equilibrium geometries are also
given (in parenthesis). As before, the binding energy Eb represents the difference
between the molecular energy and the sum of the isolated atoms. The Fireball refer-
ence energies, the atomic wavefunctions were numerically calculated by solving the
atomic problem in the LDA using a large RC. In the case of LCAO-OO approach, the
reference atomic energies are the double-zeta Clementi-Roetti results [Clementi74].
Experimental correlation energies EC are defined as the difference between the ex-
perimental binding energy and a basis-converged Hartree Fock result, quoted in
Ref. [Clementi90].
The comparison between Fireball-LDA and -OO results leads to an evaluation of
the different exchange-correlation functionals. On the other hand, the effect of the
basis set is seen by comparing the Fireball-OO and LCAO-OO data.
From Table 2.12, our results are systematically larger than the experimental val-
ues, which is probably due to the use, in all cases, of a minimal basis set. Even in
the case of the energy-optimized LCAO basis, the limitations imposed by a min-
imal basis result in an inevitably poorer description of the bonds, and the larger
than experimental values are attributed to this. The Fireball-LDA results yield con-
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CO CH4 C6H6 PTCDA
Eb (F2k-LDA) -10.2 -13.3 -51.7 -222.2
Eb (F2k-OO) -4.6 (-4.5) -11.0 (-10.9) -40.8 (-40.0) -140.5 (-133.2)
Eb (LCAO-OO) -6.3 -15.8 -52.9 -202.3
Exp. -11.2 -18.4 -59.7 -235.1(*)
Ec (F2k-OO) -4.3 (-4.0) -3.1 (-2.9) -16.6 (-15.25) -74.8 (-65.7)
Ec (LCAO-OO) -3.6 -2.7 -16.9 -73.2
Exp. -3.4 -4.0 -14.5 —
Table 2.13.: Binding (Eb) and correlation (Ec) energies (eV) at equilibrium geometries.
(*) For lack of information, this is estimated as the sum of bond energies. The sum
was calculated using typical bond energies: E(C–C) = E(C–O) = 3.6 eV, E(C–H) =
4.3 eV, (C=C) = E(C=O) = 2.8 eV, from [Pauling60].
sistently smaller bond lengths than their OO counterparts, due to the well-known
overestimation of the exchange-correlation energy [Koch00]. On the other hand,
the comparison between the Fireball and LCAO bases does not seem to have a large
effect on bond lengths: the results are quite similar, and in some cases the LCAO
bond lengths are slightly larger, though in others it is the other way around.
In Table 2.13, the overestimation of the exchange-correlation by the LDA func-
tional can be clearly seen in the comparison of Fireball-LDA and -OO results, since
the large differences in binding energy must be largely due to this overestimation.
This is particularly acute for CO (where the use of a minimal basis for such a small
molecule results in large error percentage-wise, as commented before, and with
a strong contribution to correlation from electronegative oxygen), and in PTCDA,
where the large size of the molecule results in the addition of small differences
in many molecular bonds. Moreover, the fact that the OO correlation energies are
larger than experimental even in a minimal basis (where one would not expect
to account for all of the correlation energy), leads to the conclusion that the LDA
correlation energies are much larger than these, and thus that LDA greatly overes-
timates Ec in the molecules studied.
Thus, even though the OO exchange-correlation functional presented here within
a minimal basis shows some limitations, such as larger bond lengths and in some
cases an overestimation of the correlation energy, this error is so large in the case
of LDA that this fact in itself justifies the quest for an alternative functional.
Let us now focus on the electronic spectrum of the molecule and, in particular,
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Figure 2.25.: Gas-phase single-molecule spectrum (DFT eigenvalues) for PTCDA: complete
electronic spectrum (left) and zoom near the molecular gap (right), showing π (σ)
molecular orbitals as continuous black (dashed grey) lines.
the states around the energy gap.
The DFT calculation yields an electronic spectrum as shown in Fig. 2.25 in the
-10 – 0 eV range. Notice the Highest Occupied Molecular Orbital (HOMO) at ∼
-3.8 eV, and the Lowest Unoccupied Molecular Orbital (LUMO), located at ∼ -2.4
eV, yielding a DFT gap of ∼ 1.4 eV. This small value, as in the case of the other
molecules studied, will be commented on in the following section.
As to the states around the molecular energy gap, the HOMO is of π symme-
try, delocalized over the perylene core (the central five benzene rings), with some
contribution of the oxygen atoms. Below it lie two pairs of in-plane (σ) doubly-
degenerate orbitals, localized on the oxygen atoms, which resemble the oxygen
lone pairs. The next molecular state is again of π symmetry, delocalized mostly
over the perylene core. Below this lie other occupied states, some of π, some of σ
symmetry, which will not be commented on.
The empty part of the spectrum near the gap is characterized by the abundance
of π molecular orbitals. The LUMO is delocalized over the whole molecule, with a
smaller contribution of the oxygen atoms. Because of the symmetry of the molecule,
the HOMO and LUMO have certain symmetry characteristics: the amplitude at
the atoms along the x-axis is zero, and they are symmetry or antisymmetric with
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Figure 2.26.: DFT-calculated gas-phase PTCDA HOMO.
Figure 2.27.: DFT-calculated gas-phase PTCDA HOMO-1.
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Figure 2.28.: DFT-calculated gas-phase PTCDA HOMO-2.
Figure 2.29.: DFT-calculated gas-phase PTCDA HOMO-3.
79
2. Density-functional theory
Figure 2.30.: DFT-calculated gas-phase PTCDA HOMO-4.
respect to reflections at the plane bisecting the molecule along the x or y axes.
Similar (though not necessarily equal) symmetry characteristics are displayed in
other molecular orbitals and other molecules.
The next empty orbitals are also delocalized over the whole molecule, especially
the LUMO+1. This delocalization of the HOMO, LUMO and LUMO+1 over the
molecule is of course of great importance when it comes to considering molecular
transport.
Similar results were obtained for PTCDA with the different approaches, Fireball-
LDA, Fireball-OO and LCAO-OO, with slight differences in the amplitude of the
molecular orbitals on each atom, but showing overall agreement with each other.
Due to the different approximations, there are differences in the position of the
molecular orbitals, resembling more or less shifts in the states, but the overall as-
pect of the spectrum is preserved [Oszwaldowski03]. For simplicity, however, since
Fireball allows for the easy determination of the equilibrium geometry, the other
molecules were calculated using the Fireball-LDA approximation.
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Figure 2.31.: DFT-calculated gas-phase PTCDA LUMO.
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Figure 2.32.: Gas-phase single-molecule spectrum (DFT eigenvalues) for PTCBI: complete
electronic spectrum (left) and zoom near the molecular gap (right), showing π (σ)
molecular orbitals as continuous black (dashed grey) lines.
2.8.2. PTCBI
The spectrum of PTCBI is shown in Fig. 2.32. The HOMO (-6.0 eV) and LUMO (-4.8
eV) are, again, both of π symmetry, and the LUMO is rather separated from the
rest of the other empty orbitals. As in PTCDA, orbitals of this symmetry are more
abundant near the gap in the empty part of the spectrum.
Though the HOMO and LUMO are rather delocalized over the molecule, the
former has greater weight on the N atoms and radical benzene groups, whereas
in the case of the LUMO, the atoms with larger amplitude are mostly those of the
perylene core, and the N and O atoms.
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Figure 2.33.: DFT-calculated gas-phase PTCBI HOMO.
Figure 2.34.: DFT-calculated gas-phase PTCBI LUMO.
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Figure 2.35.: Gas-phase single-molecule spectrum (DFT eigenvalues) for CBP: complete
electronic spectrum (left) and zoom near the molecular gap (right), showing π (σ)
molecular orbitals as continuous black (dashed grey) lines.
2.8.3. CBP
CBP has a large, clear DFT gap of ∼ 2.8 eV (Fig. 2.35). As can be seen, both the
HOMO and LUMO have significant weight on most atoms of the molecule, though
the HOMO has a large amplitude on the N atoms, and smaller on the other ones.
The LUMO, on the other hand, has more weight on the central C atoms and the
outside benzene rings, and negligible amplitude on the N. Notice also how the
HOMO is antisymmetric and the LUMO is symmetric with respect to the yz plane.
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Figure 2.36.: DFT-calculated gas-phase CBP HOMO.
Figure 2.37.: DFT-calculated gas-phase CBP LUMO.
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2.8.4. CuPc
In CuPc, a situation arises which DFT calculations are not well-suited to describe
properly. The DFT spectrum (Fig. 2.38) shows a separation of around 1 eV between
two empty states and a singly-occupied molecular orbital. This singly-occupied
state (-4.6 eV) is, at the same time, the DFT HOMO and LUMO, since the next elec-
tron will be placed there, in a one-electron picture. Thus, our DFT calculation yields
the results that CuPc is gapless. The HOMO (at the same time LUMO) is of in-plane
σ symmetry, strongly localized around the Cu atom, while HOMO-1 (-4.9 eV) is of
π symmetry. The doubly-degenerate LUMO+1 (∼ 3.6 eV) is of π symmetry. The
number of electrons in CuPc is odd, but our calculations are not spin-dependent.
Ideally, one would have different (exchange) potentials for electrons of different
spin, and two different spectra, one for each spin, would be obtained. Our calcula-
tion, however, average over spin occupations, so that the HOMO is singly-occupied
with half an electron of up spin and half of down spin. Thus, the position of the
HOMO (and, at the same time, LUMO) is not very reliable, since this averaging of
occupations over both spin configurations would not occur in the isolated molecule,
which means that the position of the HOMO could vary slightly in the spectrum.
The position of the energy levels is quite unreliable within DFT, and even more so
in the case of the Cu-localized singly-occupied state, where our calculation averages
over spin occupations. To correct this, we have developed a scheme to calculate the
correct positions of the energy levels, and more about correcting the DFT position
of molecular orbitals will be said in Section 2.8.6. Particular attention will be paid to
this Cu-related state, since the difference between the position of this orbital when
an electron is removed or added (the ‘proper’ many-body HOMO and LUMO, see
eqns. 2.51 in Section 2.8.6) yields the Coulomb Ue f f , a measure of the electronic
repulsion at this state.
The CuPc molecule is gapless since, as stated, the DFT HOMO is singly-occupied,
and it can therefore accommodate one more electron. The spectrum yields a separa-
tion of ∼ 0.3 eV between the HOMO (LUMO) and the next occupied state (HOMO-
1), and ∼ 1 eV with other empty states. As in other molecules, the presence of π
molecular orbitals is more abundant in the empty part of the spectrum.
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Figure 2.38.: Gas-phase single-molecule spectrum (DFT eigenvalues) for PTCDA: complete
electronic spectrum (left) and zoom near the molecular gap (right), showing π (σ)
molecular orbitals as continuous black (dashed grey) lines.
Figure 2.39.: DFT-calculated gas-phase CuPc HOMO-1.
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Figure 2.40.: DFT-calculated gas-phase CuPc singly-occupied HOMO (LUMO).
Figure 2.41.: DFT-calculated gas-phase CuPc LUMO+1.
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Figure 2.42.: DFT-calculated gas-phase CuPc LUMO+2.
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2.8.5. Polyacenes
In the polyacene series, molecules of 3 to 6 benzene rings have been studied and are
reported here. The spectrum of these molecules (Fig. 2.44) shows a greater ‘packing’
of molecular states with increasing number of rings, as more orbitals are added. In
all cases, the HOMO and LUMO are separated from other molecular states, and
orbitals of π symmetry are abundant around the gap.
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Figure 2.43.: Complete gas-phase single-molecule spectrum (DFT eigenvalues) for different
polyacenes (Anthracene to ‘Hexacene’), showing π (σ) molecular orbitals as continu-
ous black (dashed grey) lines.
Let us comment on the value of the DFT gap as a function of the number of
rings. Fig. 2.45 shows the values for the 3 – 6 ring series, as well as GGA calcu-
lations and experimental measurements [Hummer05a], which has been calculated
within a slightly different approximation (LCAO-OO instead of Fireball-LDA). A
striking inverse dependence on the number of benzene rings can be noticed. This
dependence has been reported before for the polyacene and oligothiophene se-
ries [Hummer05a,Hummer05b,Andrzejak00,Niehaus05], but the reasons why the
DFT gap should be almost inversely proportional to the number of rings is not clear.
It obviously seems to be related to the quasi-linear geometry of the molecules. If
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Figure 2.44.: Zoom of the gas-phase single-molecule spectrum (DFT eigenvalues) for dif-
ferent polyacenes (Anthracene to ‘Hexacene’) near the molecular gap, showing π (σ)
molecular orbitals as continuous black (dashed grey) lines.
the position of the LUMO is taken, on a first approximation, as that of the HOMO
plus some repulsion terms, related to the Coulomb U and J, and the orbital occu-
pancies, then it is clear that the gap should decrease with increasing number of
benzene rings, as this molecular orbitals are more delocalized and these repulsion
terms become smaller. It is not clear, however, why they should do so in a way that
is close to a 1/n dependence. Given the quasi-liner geometry of the molecules, an
analytical model could be devised, though this is beyond the scope of this thesis
and therefore left for future work.
It is interesting to extrapolate the results shown in Fig. 2.45 to the case of an
infinite number of rings, n → ∞, which corresponds to 1/n → 0 in Fig. 2.45. The
extrapolation of a linear fit to the data shown for 1/n → 0 yield the values -0.45
± 0.07 eV and -1.15 ± 0.03 eV for LDA and GGA cases, respectively, and -0.28 ±
0.41 eV for the experimental data. This is rather disappointing, since the negative
values for the gap are clearly unphysical, while the large error in the case of the
experimental data make this extrapolation inconclusive: more experimental data
are needed to obtain a fit with less error. Thus, the question of whether polyacenes
become metallic or remain semiconducting for an infinite number of rings is not re-
solved, and the only useful result from these extrapolations seems to be to highlight
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Figure 2.45.: Gas-phase single-molecule DFT (black, continuous), GGA (red, dotted) and
experimental (green, dashed) energy gap for different polyacenes.
the deficiencies of DFT in the calculation of the energy gap.
Concerning the HOMO and LUMO of the polyacenes, results for Anthracene,
Tetracene, Pentacene and Hexacene are presented.
The larger amplitude of both HOMO and LUMO is found in the central atoms,
near the center of the molecule. In addition, carbon atoms which join two benzene
rings exhibit a smaller amplitude of both HOMO and LUMO.
Concerning the symmetry of these molecular orbitals, the HOMO of polyacenes
with an odd number of benzene rings (Anthracene and Pentacene) are symmet-
ric with respect to the yz plane, whereas those with an even number (Tetracene
and Hexacene) are antisymmetric with respect to this plane. The HOMO of all
molecules is antisymmetric with respect to the xz plane. The symmetry of the
LUMO with respect to the yz plane is the same as the HOMO: molecules with
an odd number of benzene rings (Anthracene and Pentacene) are symmetric with
respect to the yz plane and those with an even number (Tetracene and Hexacene)
are antisymmetric with respect to this plane. But, at variance with the HOMO, the
LUMO of all molecules is symmetric with respect to the xz plane.
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Figure 2.46.: DFT-calculated gas-phase Anthracene HOMO.
Figure 2.47.: DFT-calculated gas-phase Anthracene LUMO.
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Figure 2.48.: DFT-calculated gas-phase Tetracene HOMO.
Figure 2.49.: DFT-calculated gas-phase Tetracene LUMO.
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Figure 2.50.: DFT-calculated gas-phase Pentacene HOMO.
Figure 2.51.: DFT-calculated gas-phase Pentacene LUMO.
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Figure 2.52.: DFT-calculated gas-phase ‘Hexacene’ HOMO.
Figure 2.53.: DFT-calculated gas-phase ‘Hexacene’ LUMO.
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2.8.6. Koopmans’ energy shift
From a theoretical point of view, the problemwith DFTmethods for organic molecules
(and other small molecules) is that the energy eigenvalues do not correctly repre-
sent real electrons or hole excitations, making the calculation of the Ionization and
Affinity levels more intricate. Since DFT eigenvalues are solutions to a one-electron
effective Hamiltonian (equation 2.8), the ground-state spectrum of the N-electron
system provides a poor description of the energy levels when an electron or hole
are added to the molecule. In order to calculate the transport gap, however, the
energy of an uncorrelated electron-hole pair must be computed, and this requires
determining the Ionization and Affinity levels of the organic molecule.
To do this, we first recall the definitions of the Ionization (IE) and Affinity (A)
energies:
IE = E[N]− E[N − 1]
A = E[N + 1]− E[N] (2.51)
where E[Ni] is the energy of the molecule with Ni = N, N-1 or N+1 electrons.
The transport gap is given by the difference between the two3:
Et = IE − A (2.52)
We have devised a means of determining IE and A in a simple way which, unlike
LDA, does not require the calculation of either E[N+1] or E[N-1]. Instead, it intro-
duces corrections to the energy levels of the E[N] system, using a modification of
Koopmans’ theorem [Koopmans33],
In our approach [Oszwaldowski03], we approximate the wavefunctions of the
‘N+1’th (‘N-1’th) electron by the LUMO (HOMO) of the N-electron solution. This
implies neglecting electron relaxation effects, which describe how the wavefunc-
tions are modified to accommodate the extra electron or hole. By comparing the
amplitudes of the molecular orbitals of Benzene and PTCDA for the N and N±1
cases, we have verified that only minor changes place (no more than 5%), mainly
on the HOMO or LUMO, as expected, and that the molecular orbitals are not sig-
nificantly disturbed. These electronic relaxation effects are expected to decrease the
larger the molecule, as the wavefunctions are more delocalized.
3 The application of this approach to the optical gap is discussed in Ref. [Oszwaldowski03]
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If the aforementioned relaxation effects are neglected, the additional electron
(hole) wavefunctions can be described by the LUMO (HOMO) of the N-electron
solution . The orbital occupancies {niασ} are modified to describe the electron or
hole which is being accommodated in the molecule by:
nN+1iασ = n
N
iασ + δn
′
iασ; n
N−1
iασ = n
N
iασ − δniασ (2.53)
where the change in the orbital occupancies are given by
δn′iα↑ = |〈φiα|LUMON〉|
2; δniα↑ = |〈φiα|HOMON〉|2. (2.54)
The position of the Ionization and Affinity levels within our approximation is
given by
˜IE = −ǫNHOMO + δIE; A˜ = −ǫ
N
LUMO + δA (2.55)
where the corrections to the HOMO and LUMO of the neutral case can be calcu-
lated from
δIE =
1
2 ∑
iα 6=jβ
Jiαjβδniα↑δnjβ↑ +
1
2 ∑
iα
Jeffiα δn
2
iα↑ +
1
2 ∑
iα
fiα
(
U˜i − J
eff
iα
)
δn2iα↑
δA = −
1
2 ∑
iα 6=jβ
Jiαjβδn
′
iα↑δn
′
jβ↑ −
1
2 ∑
iα
Jeffiα δn
′2
iα↑ −
1
2 ∑
iα
fiα
(
U˜i − J
eff
iα
)
δn′2iα↑
(2.56)
The term δniα↑ corresponds to considering the addition or removal of an electron
of a particular (up or down) spin, rather than averaging over both spin configura-
tions.
The terms δIE and δ A, which can be interpreted as self-interaction corrections
for the extra hole or electron, give the variation in Hartree and exchange-correlation
energy due to the change in the orbital occupancies {niασ}.
In the spirit of the theorem by T. Koopmans [Koopmans33], which states that, in
the absence of molecular relaxation, the ionization energy of the system is given
by -ǫHOMO, we call δIE and δA ‘Koopmans energy shifts’.
To asses the validity of our approximation, we calculated the gas-phase IE, A
and Et for Benzene and PTCDA in two ways: from the (exact) definitions (2.51);
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Benzene IE -ǫNHOMO+δIE A -ǫ
N
LUMO+δA E
t
exact E
t
Koopmans
Fireball-LDA 9.35 — -2.5 — 11.85 —
Fireball-OO 8.6 8.2 (0.4) -4.0 -4.6 (0.6) 12.6 12.8 (-0.2)
LCAO-OO 6.6 7.3 (-0.7) -5.3 -5.7 (0.4) 11.9 13.0 (-1.1)
and from the adaptation of Koopmans theorem described above, using equations
(2.55)–(2.56). The results [Oszwaldowski03] are summarized in the tables below (all
energies are expressed in eV). For the sake of clarity, we have shown the difference
between both approaches in parentheses:
Note that there is no comparison at the LDA level, since this is only possible
within the Orbital-Occupancy approximation.
The differences between the Fireball-OO and LCAO-OO approaches has already
been discussed; here we will comment on the accuracy of the ‘Koopmans’ approach,
by comparing with the exact results.
In Benzene, the differences (shown in parentheses) in IE and A are rather large.
Moreover, when calculating Et, a small difference of 0.2 eV (for the case of Fireball-
OO) results if these differences cancel each other out, but a very large 1.1 eV error
results when they add up in the case of the LCAO-OO data. The rather large errors
in the ‘Koopmans’ calculation of IE and A indicate that the assumption of negli-
gible electronic relaxation is not valid. Why these differences should cancel or not
when calculating Et is unclear. The experimental values for the gas-phase Ioniza-
tion and Affinity levels of Benzene are -9.24 eV [Lide98] and -1.14 eV [Nenner75],
respectively, yielding Et = 10.38 eV. The IE compares well only with the Fireball-LDA
results. The discrepancies in IE and A are quite large, and are partly compensated
in the calculation of Et. The comparison with experimental data indicated that our
results for the gas-phase transport gap have an accuracy of ∼ 1.5 eV. The accuracy
of the ´Koopmans’ approach is much better for the case of Fireball-OO.
PTCDA IE -ǫNHOMO+δIE A -ǫ
N
LUMO+δA E
t
exact E
t
Koopmans
Fireball-LDA 7.6 — 2.6 — 5.0 —
Fireball-OO 5.9 6.1 (-0.2) 1.1 1.2 (-0.1) 4.8 4.9 (-0.1)
LCAO-OO 5.9 6.2 (-0.3) 0.4 0.3 (0.1) 5.5 5.9 (-0.4)
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The results clearly show an improvement for the case of PTCDA (Table 2.8.6). The
‘Koopmans’ calculation of IE and A show good agreement with the exact values,
with smaller differences than in Benzene. This is attributed to the larger size of
the molecule, which results in more extended wavefunctions (in particular, HOMO
and LUMO), which reduces the electronic relaxation effects. Since our ‘Koopmans’
approximation neglects these relaxation effects, it is not surprising to find a better
agreement than in a smaller molecule like Benzene.
For PTCDA, the experimental IE is 8.15 eV [Anderson98]. In addition, theoret-
ical values, using a large (6-31G*) basis set and the B3LYP exchange-correlation
functional, were reported [Andrzejak00], yielding IE = 7.79 eV and A = 2.59 eV,
which give Et = 5.2 eV. Since this theoretical result can be considered to be basis-
converged, the 0.36 eV difference in IE with experiment gives an idea of the typical
errors of theoretical calculations. If a similar value is taken for A, then errors in Et
can range from practically zero to ∼ 0.7–0.8 eV. Our results show smaller values for
IE and A, especially the OO ones, while the Fireball-LDA results are quite similar
to the reported theoretical values. Within our (Fireball-OO or LCAO-OO) approach,
however, the comparison between exact and ‘Koopmans’ energies yields differences
which are smaller than in Benzene, and a better agreement in Et is found.
In summary, we have used a scheme for calculating IE, A and Et in organic
molecules in a simple way. The use of this scheme to calculate IE, A and Et, through
equations (2.55)–(2.56), which implies neglecting electron relaxation effects, was
investigated in Benzene and PTCDA. For both molecules, the Fireball-OO method
was found to produce better agreement with the exact calculation. For both cases,
better results were found for PTCDA, where relaxation effects are smaller since
the molecular orbitals are more delocalized due to the larger size of the molecule.
We have therefore made use of these ‘Koopmans energy shifts’ to calculate the
Ionization and Affinity levels, as well as transport gap, of the organic molecules
considered in this thesis.
We can plot the ‘Koopmans’ energy shifts for each molecular orbital for these
materials. The figures show the magnitude and sign of these energy shifts vs. the
molecular orbital number. The occupied molecular orbitals have a negative ‘Koop-
mans’ energy shift, whereas this is positive for empty states; the result is an in-
crease in the energy gap, as corresponds to a correction to the underestimation
coming from DFT. A second characteristic of these results is the similarity between
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energy shifts of different orbitals sharing the same symmetry: energy shifts which
are roughly the same for all π orbitals, and, to a lesser extent, the same can be said
of σ states. This is especially so for π molecular orbitals, and is due to the similarity
in the wavefunctions. Finally, it should be mentioned that we believe our correction
to the molecular orbital energies (the ‘Koopmans’ shifts) are more meaningful the
closer the states are to the gap: charge excitations in orbitals with very low or high
energy, far away from the HOMO or LUMO (such as ‘core’ molecular orbitals), are
not properly described by this approach but these states do not play a significant
role in Fermi level pinning. Therefore, a proper treatment of these states is not nec-
essary for our purposes, since they do not affect the DOS induced in the energy
gap.
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Figure 2.54.: ‘Koopmans’ correction terms (eV) for the different molecular orbitals.
PTCDA
The results for PTCDA show the ‘Koopmans’ shift, which acts as a ‘scissors’ op-
erator, opening the molecular gap. The DFT gap is ∼ 1.6 eV, while the calculated
value after the ‘Koopmans’ shift is ∼ 5.7 eV. Thus, the Koopmans correction is quite
large, of ∼ 4.1 eV, as shown in Fig. 2.55.
Concerning the energy corrections (‘Koopmans shifts’) to the different molecular
orbitals, those corresponding to π molecular orbitals (shown in black) are in gen-
eral larger than those for in-plane σ orbitals (see Fig. 2.54). Notice, however, the
four σ occupied molecular orbitals closest to the gap. These correspond to oxygen-
related states, similar to dangling bonds, strongly localized around the O atoms.
This localization, together with the physical proximity of these oxygen atoms, give
rise to large contributions in equations 2.56 which make the ´Koopmans shifts’ for
these orbitals rather large.
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Figure 2.55.: Energy spectrum before (top) and after (bottom) applying the ‘Koopmans’
energy shift to the DFT spectrum. π (σ) molecular orbitals are shown as long black
(short grey). DFT HOMO at -4.0 eV, LUMO at -2.4 eV (top), and ‘Koopmans’ HOMO
at -6.0 eV and LUMO at -0.3 eV (bottom).
103
2. Density-functional theory
-20 -15 -10 -5 0 5 10
Energy (eV)
0
2
4
6
8
10
D
O
S 
pe
r s
pi
n 
(eV
-
1 )
2
4
6
8
10
D
O
S 
pe
r s
pi
n 
(eV
-
1 ) Total
pi orbitals
σ orbitals
PTCDA
Figure 2.56.: DOS per spin for the DFT spectrum (top) and after applying the ‘Koopmans’
correction (bottom). The states in Fig. 2.55 have been broadened using a 0.5 eV FWHM
Gaussian broadening. The contributions coming from the π and σ molecular orbitals
are shown.
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Figure 2.57.: ‘Koopmans’ correction terms (eV) for the different molecular orbitals.
PTCBI
The results for PTCBI are similar to PTCDA: shifts of around ∼ 1.5–2.0 eV for most
states, resulting in an increase of the gap of 3–4 eV with respect to the DFT results.
These energy shifts are similar to a scissors operator, shifting the occupied and
empty states, increasing the energy gap. This is shown in Fig. 2.58. In particular,
notice how the energy gap increases from ∼ 1.2 eV in the DFT spectrum to ∼ 4.6
eV, as corresponds to a better calculation of the gap, underestimated by DFT.
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Figure 2.58.: Energy spectrum before (top) and after (bottom) applying the ‘Koopmans’
energy shift to the DFT spectrum. π (σ) molecular orbitals are shown as long black
(short grey). DFT HOMO at -6.0 eV, LUMO at -4.8 eV (top), and ‘Koopmans’ HOMO
at -7.5 eV and LUMO at -3.0 eV (bottom).
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Figure 2.59.: DOS per spin for the DFT spectrum (top) and after applying the ‘Koopmans’
correction (bottom). The states in Fig. 2.58 have been broadened using a 0.5 eV FWHM
Gaussian broadening. The contributions coming from the π and σ molecular orbitals
are shown.
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Figure 2.60.: ‘Koopmans’ correction terms (eV) for the different molecular orbitals.
CBP
For CBP, the results are similar, showing slightly greater energy shifts for some
empty and occupied results and the scatter, especially in π orbitals is larger.
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Figure 2.61.: Energy spectrum before (top) and after (bottom) applying the ‘Koopmans’
energy shift to the DFT spectrum. π (σ) molecular orbitals are shown as long black
(short grey). DFT HOMO at -5.6 eV, LUMO at -2.8 eV (top), and ‘Koopmans’ HOMO
at -7.4 eV and LUMO at -1.0 eV (bottom).
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Figure 2.62.: DOS per spin for the DFT spectrum (top) and after applying the ‘Koopmans’
correction (bottom). The states in Fig. 2.61 have been broadened using a 0.5 eV FWHM
Gaussian broadening. The contributions coming from the π and σ molecular orbitals
are shown.
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Figure 2.63.: ‘Koopmans’ correction terms (eV) for the different molecular orbitals.
CuPc
In this case, the differences between π and σ orbitals are much greater, due to the
strong interactions at the Cu atoms. Note that the ‘Koopmans’ shift for π orbitals
is 1.6–2.0 eV, while those for Cu-localized σ states are larger: molecular orbitals
with a large amplitude in the Cu atom give rise to a large contribution in equation
2.56, resulting in exceptionally large energy shifts. This tends to push those orbitals
away from the gap, leaving mainly π molecular orbitals.
In the case of CuPc, the singly-occupied HOMO is, at the same time, the LUMO
since in a one-electron picture, the next electron would be ‘placed’ on this molecular
orbital. The CuPc molecule is therefore gapless. Thus, when calculating the Koop-
mans energy shifts, the HOMO (also LUMO) gives rise to two states: an empty and
an occupied one, which correspond to the energy positions of adding or removing
an electron to or from this state. This can be seen in Fig. 2.64: the HOMO (also the
LUMO) at -4.6 eV, indicated by a short grey bar (top panel) gives rise to two states:
one at -8.3 eV and another at -1.3 eV (bottom panel). Since this case is rather intri-
cate, we mention that the DFT HOMO (also LUMO, at -4.6 eV) was first corrected to
compensate for the self-interaction introduced in our calculations by averaging the
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Figure 2.64.: Energy spectrum before (top) and after (bottom) applying the ‘Koopmans’ en-
ergy shift to the DFT spectrum. π (σ) molecular orbitals are shown as long black (short
grey). DFT HOMO (also LUMO) at -4.6 eV (top), and ‘Koopmans’ HOMO at -6.5 eV
and LUMO at -1.7 eV (bottom). In the case of CuPc, notice how the Cu-related HOMO
(also LUMO) at -4.6 eV (top) gives rise to two states, at -8.3 and -1.3 eV (bottom). Note
that each of these states can accommodate one electron in total (not per spin).
singly-occupied state over spin occupations, half an electron spin up, half down.
This correction is ∼ 0.4 eV, and shifts the state towards higher binding energies.
From this energy position, the ‘Koopmans’ shifts which determine the energy po-
sitions for the empty and occupied states were determined. The difference between
them yields the effective Coulomb repulsion of the Cu-localized state, Ue f f = 7.0
eV.
This value is interesting since metal phthalocyanines where the metal has an un-
even number of electrons can be thought of as (para)magnetic impurities embed-
ded in a matrix of aromatic benzene rings. Kondo-like effects have been observed in
these systems [Zhao05] and the Coulomb repulsion is thus of importance (although
no estimate for U is given in Ref. [Zhao05] for comparison).
It is worth noting that the ‘Koopmans’ shift creates a crossing of molecular levels.
The HOMO, with its localized nature and large energy shift is pushed deeper in
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Figure 2.65.: DOS per spin for the DFT spectrum (top) and after applying the ‘Koopmans’
correction (bottom). The states in Fig. 2.64 have been broadened using a 0.5 eV FWHM
Gaussian broadening. The contributions coming from the π and σ molecular orbitals
are shown.
energy more than the HOMO-1, of π symmetry, which has a smaller Koopmans
shift. The same happens with the LUMO and LUMO+1: the Koopmans shift of
both states is such that it gives rise to a crossing of both molecular states. Thus, the
application of our modification of Koopmans theorem yields a HOMO which is the
HOMO-1 of the DFT calculation, and a LUMO which is the LUMO+1 of the DFT
results.
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Figure 2.66.: ‘Koopmans’ correction terms (eV) for the different molecular orbitals.
Polyacenes
The energy shifts for the polyacenes show trends with increasing size of the molecule.
The magnitude of these shifts is greater for Anthracene and decreases with the
number of benzene rings, as corresponds to greater delocalization of the molecular
orbitals and thus energy relaxation values (see Figures 2.66–2.69).
As before, the shift of π orbitals are similar to one another, and those of σ orbitals
are normally greater, as they contain intraatomic contributions in equation 2.56.
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Figure 2.67.: ‘Koopmans’ correction terms (eV) for the different molecular orbitals.
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Figure 2.68.: ‘Koopmans’ correction terms (eV) for the different molecular orbitals.
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Figure 2.69.: ‘Koopmans’ correction terms (eV) for the different molecular orbitals.
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Figure 2.70.: Energy spectrum before (top) and after (bottom) applying the ‘Koopmans’
energy shift to the DFT spectrum. π (σ) molecular orbitals are shown as long black
(short grey). DFT HOMO at -5.6 eV, LUMO at -3.4 eV (top), and ‘Koopmans’ HOMO
at -8.2 eV and LUMO at -0.8 eV (bottom).
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Figure 2.71.: DOS per spin for the DFT spectrum (top) and after applying the ‘Koopmans’
correction (bottom). The states in Fig. 2.70 have been broadened using a 0.5 eV FWHM
Gaussian broadening. The contributions coming from the π and σ molecular orbitals
are shown.
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Figure 2.72.: Energy spectrum before (top) and after (bottom) applying the ‘Koopmans’
energy shift to the DFT spectrum. π (σ) molecular orbitals are shown as long black
(short grey). DFT HOMO at -5.4 eV, LUMO at -3.7 eV (top), and ‘Koopmans’ HOMO
at -7.7 eV and LUMO at -1.4 eV (bottom).
119
2. Density-functional theory
-20 -15 -10 -5 0 5 10
Energy (eV)
0
2
4
6
8
D
O
S 
pe
r s
pi
n 
(eV
-
1 )
0
2
4
6
8
D
O
S 
pe
r s
pi
n 
(eV
-
1 ) Total
pi orbitals
σ orbitals
Tetracene
Figure 2.73.: DOS per spin for the DFT spectrum (top) and after applying the ‘Koopmans’
correction (bottom). The states in Fig. 2.72 have been broadened using a 0.5 eV FWHM
Gaussian broadening. The contributions coming from the π and σ molecular orbitals
are shown.
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Figure 2.74.: Energy spectrum before (top) and after (bottom) applying the ‘Koopmans’
energy shift to the DFT spectrum. π (σ) molecular orbitals are shown as long black
(short grey). DFT HOMO at -5.2 eV, LUMO at -3.9 eV (top), and ‘Koopmans’ HOMO
at -7.3 eV and LUMO at -1.8 eV (bottom).
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Figure 2.75.: DOS per spin for the DFT spectrum (top) and after applying the ‘Koopmans’
correction (bottom). The states in Fig. 2.74 have been broadened using a 0.5 eV FWHM
Gaussian broadening. The contributions coming from the π and σ molecular orbitals
are shown.
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Figure 2.76.: Energy spectrum before (top) and after (bottom) applying the ‘Koopmans’
energy shift to the DFT spectrum. π (σ) molecular orbitals are shown as long black
(short grey). DFT HOMO at -5.0 eV, LUMO at -4.1 eV (top), and ‘Koopmans’ HOMO
at -7.0 eV and LUMO at -2.1 eV (bottom).
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Figure 2.77.: DOS per spin for the DFT spectrum (top) and after applying the ‘Koopmans’
correction (bottom). The states in Fig. 2.76 have been broadened using a 0.5 eV FWHM
Gaussian broadening. The contributions coming from the π and σ molecular orbitals
are shown.
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Figure 2.78.: Comparison of experimental photoemission measurements (Ref. [Hill00a])
with the DOS (eV−1, arbitrary units) calculated with the different approximations.
In summary, notice how in the case of all molecules, the underestimation of the
energy gap by DFT leads to a bad representation of the energy levels. In particular,
for the case of PTCDA, the DOS of our results using the different methods was
compared with direct and inverse photoemission experimental measurements of a
PTCDA thin film [Hill00a]. Since the molecular levels of the film are broadened by
thermal effects and possibly disorder [Hill00a], our calculated peaks were broad-
ened by gaussian functions having a FWHM of 1 eV. Since the transport gap in
thin films has a significant contribution from polarization of the surrounding me-
dia, not taken into account by our ‘Koopmans’ approximation, we have fitted, as
is done usually since no ab-initio method can calculate these terms with sufficient
accuracy, the ionization and affinity levels to experiment.
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The general shape of the calculated spectra agree well with experiment. The
HOMO is best resolved in the LCAO-OO case, while in the case of LDA is it barely
discernible from a group of close-lying occupied states. The peaks in the occupied
part of the experimental spectrum, which correspond to the presence of several
states close in energy, are well reproduced. As for the unoccupied states,the LUMO
is well resolved in all cases, in accordance with the experimental spectrum, and
other features such as the next two peaks, are well reproduced.
From this good agreement with experiment, we conclude that first-principles
methods are an important tool to study the electronic structure and DOS of small-
molecule organic materials.
2.9. Conclusions
DFT has been used to investigate the electronic properties of several molecules.
First, we have briefly described the fundamentals of DFT-based methods. Second,
two different DFT approaches (conventional LDA and the OO method) have been
compared and results for small molecules have been presented: the effect of differ-
ent exchange-correlation functionals and of the basis set used was analyzed, and
the electronic structure of these small molecules was presented. Then, the electronic
properties of π-conjugated organic molecules is calculated. For this, the Fireball-
LDA approach was chosen, since the geometrical optimization of these molecules
is essential and this code is the only one which enables molecular dynamics and
geometry optimization. The position and nature of the electronic levels of these
molecules is calculated and discussed, paying special attention to the symmetry of
the states around the gap (HOMO and LUMO). Finally, since it is known that DFT
underestimates the energy gap, as is seen for the case of the π-conjugated organic
molecules studied, a method for correcting this deficiency is presented and dis-
cussed. It is shown that, within the limitations of a minimal basis set, or approach,
reminiscent of Koopmans’ theorem, is a useful and necessary method to calculate
the ‘true’ gas-phase energy gap of localized systems such as the organic molecules
analyzed.
The results presented in this chapter are important because they show, in the
first place, the prime importance of DFT-based methods in calculating the elec-
tronic properties of nanostructures; in this case, of π-conjugated organic molecules
and metal surfaces. DFT has become increasingly important and is nowadays an
essential and almost standard tool of theoretical solid-state or condensed-matter
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physics.
The electronic structure of these π-conjugated molecules is important for our
analysis of weakly interacting metal/organic or organic/organic interfaces. The po-
sition of the molecular levels, for which our ‘Koopmans’ approach is relevant, and
the nature (symmetry, charge distribution, ...) of the molecular states around the
gap is essential for a correct description of the interface properties. Since weakly-
interacting interfaces, such as those formed between these molecules and non-
reactive metals, or between two different organic materials, preserve the individu-
ality of the molecules, the charge density of the molecules at the interface resemble
those of the free molecule. Thus, a detailed knowledge of the electronic structure
of the organic molecules is essential.
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CHAPTER 3
Metal/organic interfaces
At the moment it's just a Notion, but with a bit of
baking I think I ould turn it into Conept,
and then an Idea.
(Woody Allen)
Condene is what you have
before you understand the problem.
(Woody Allen)
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3.1. Introduction to metal/organic interfaces
The field of organic electronics has developed to a point where new devices based
on organic materials, such as organic light-emitting diodes, organic thin-film tran-
sistors or organic solar cells, have already emerged (see [Forrest04] and references
therein). In all cases, metal electrodes are used to inject charge into, and extract
charge from, the organic layer(s). Since the process of charge injection determines
the performance of the devices, it is essential to understand the basic processes that
take place at the metal/organic semiconductor interface.
Central to this issue is the problem of the energy level alignment at the interface:
the Schottky barrier is the single most important parameter determining the injec-
tion properties [Scott03]. In spite of the theoretical and experimental work carried
out over the past decades, the understanding of the Schottky barrier formation at
metal/organic interfaces is still far from complete.
Although inorganic semiconductor interfaces offer inspiration for the basic mech-
anisms, organic semiconductors are amorphous materials, where charges are lo-
calized mostly at individual molecules, with strong Coulomb effects. This breaks
down the delocalized picture in terms of valence and conduction bands that is used
to describe inorganic semiconductors. The formulation of a model describing the
energy level alignment at metal/organic interfaces is therefore the focus of ongoing
research.
In many cases, dipoles are observed at these interfaces. These act on the energy
levels at the interface, shifting the electronic spectrum of the metal and the organic
material with respect to each other. The choice of materials at the interface is mostly
determined by their electronic structure, so as to match the work function of the
anode with the HOMO of the organic material, and/or that of the cathode with
the LUMO [Shen04] (see Fig. 3.1). Since the difference between these quantities
when the interface is formed determines the electron or hole injection barriers,
the formation of an interface dipole disrupts these barriers. In some cases [Wan05],
the interface dipole actually increases the anode–HOMO offset, contrary to what
is desired as it worsens the injection barrier. A detailed understanding of the basic
mechanisms operating at metal/organic interfaces is therefore needed.
A brief review of the different models that have been proposed is presented
below. Next, we introduce the theoretical approach that we propose, highlighting
the complications of determining the energy levels at the interface, and describing a
scheme to calculate them. In the following sections, the method for determining the
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Figure 3.1.: Schematic energy level diagram of a single-layer OLED: the offsets between the
molecular HOMO and LUMO and the anode and cathode Fermi levels, respectively,
determine the hole and electron injection barriers (from Ref. [Shen04]).
interface electronic structure is described, followed by the results of its application
to the interface between Au and several organic materials: PTCDA, PTCBI, CBP,
CuPc and Pentacene. The final section contains some concluding remarks.
3.2. Breakdown of vacuum level rule
The simplest model for the energy level alignment at metal/organic interfaces is the
vacuum level alignment rule. This consists in simply aligning the vacuum levels of
the metal and the organic material, which implies that no dipoles are formed at the
interface, so that the position of molecular levels with respect to the metal Fermi
level is defined by vacuum level alignment.
The validity of this model for many organic materials was disproved by Narioka
et al. [Narioka95] using UPS. Independent data by Hill et al. [Hill98c] confirmed
this conclusion (see Fig. 3.2). While the vacuum level rule was observed in some
instances, the formation of large (0.5-1.0 eV) dipoles were measured at several me-
tal/organic interfaces. This is shown in Fig. 3.2: vacuum level alignment or the
Schottky-Mott limit is represented as a dashed line. The experimental Fermi level
positions, shown in Fig. 3.2, deviate from this limit, and the vertical lines represent
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Figure 3.2.: Breakdown of the vacuum level rule. Experimental Fermi level position (red
squares), and vacuum level rule prediction (blue dashed lines) for different me-
tal/organic interfaces. The difference between the two is the magnitude of the interface
dipole. Energies are expressed from the top of the HOMO. From Ref. [Shen01b].
interface dipoles. The fit to the experimental Fermi level positions gives the mea-
sured S parameter. In some cases, like F16CuPc, PTCBI or PTCDA, S ∼ 0 implies a
Fermi level position independent of the metal work function, anchored or ‘pinned’
at a particular energy. In other cases, the Fermi level position is dependent on the
metal work function, though not as much as predicted by the Schottky-Mott model.
The failure of vacuum level alignment implies the existence of Fermi level pinning
mechanisms, which give rise to the observed interface dipoles.
Several models have been proposed for the energy level alignment at metal/organic
interfaces: metal-molecule chemical reaction and formation of gap states, compres-
sion of the metal electronic tail by the adsorbed molecules (the ‘pillow’ effect) and
exchange interactions, charge transfer based on the relative values of the metal
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Figure 3.3.: Electron distribution at a metal surface (from Ref. [Lang70]).
work function and the organic ionization or affinity levels, energetically distributed
valence states and band bending, and orientation of molecular permanent dipoles.
A brief survey of these mechanisms is presented below. Several review articles
discussing these models exist [Knupfer05a,Kahn03,Shen01b, Ishii01], as well as the
well-known and now classic paper by Ishii, Sugiyama, Ito and K. Seki [Ishii99].
3.2.1. Compression of metal electronic tail: ‘pillow’ effect
At a clean metal surface, the abrupt termination of the metal and of the attractive
potential of the nuclei makes the electron wavefunctions ‘spill out’ into the vacuum.
This causes clean metal surfaces to have a surface dipole layer, with a slight positive
charge on the metal side, and a slight negative charge on the vacuum side (see Figs.
3.3 and 3.4).
When molecules are adsorbed on metal surfaces, the metal wavefunctions which
are tailing into the vacuum overlap with the wavefunctions of the adsorbed molecule
(the ‘pillow’ effect, see Fig. 3.5). To avoid this repulsion, the metal tails are pushed
back into the metal. This rearrangement has the effect of reducing the surface com-
ponent of the dipole, and therefore contributes in the dipole which is created at
metal/organic interfaces.
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Figure 3.4.: Electron density ρ(x), effective potential ve f f (x) and electrostatic potential φ(x)
across a metal/vacuum interface, from [Crispin02].
Figure 3.5.: Compression of the metal electronic tail (‘pillow’ effect), leading to a reduction
in the metal work function, due to adsorbed organic molecules, from [Shen01b].
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Figure 3.6.: Work function change upon adsorption of a Xe monolayer (data from Ref.
[Lang81]) with respect to the metal surface dipole (data from Ref. [Wandelt84]). Figure
taken from [Crispin02].
This has been analyzed theoretically by Crispin et al. [Crispin02,Crispin04]. Their
work, focusing mainly on chemisorption, is carried out by performing DFT calcula-
tions of adsorbed molecules on metal clusters and computing the reduction in the
metal work function.
Since many of their results deal with reactive interfaces, they will be discussed
in Section 3.2.2; here we will focus on their results for physisorption.
Concerning physisorption, little theoretical work has been carried out explicitly
on the adsorption of organic molecules on metals. Results for inorganic adsorbates
on metals, calculated within the jellium approximation [Lang70,Lang81], are taken
from the literature and expected to yield similar results for organic materials. Xe
adsorbed on various metal surfaces, together with metal surface dipoles calculated
within the jellium approximation, have yielded a linear relation (see Fig. 3.6) be-
tween the reduction of the metal work function, ∆φM, and the surface contribution
to the work function Dmet [Crispin02]:
∆φM ≃ 0.2eDmet (3.1)
Therefore, both charge transfer through chemisorption (Crispin et al., see Sec-
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tion 3.2.2), as well as the reduction 3.1 of the metal work function observed for
physisorbed noble gas atoms, are expected to operate at organic/metal interfaces.
Bagus et al. [Bagus02] have performed calculations on closed-shell species ph-
ysisorbed on Cu surfaces and concluded that the changes in the interface dipole
and metal work function stem from exchange-like effects (Pauli repulsion), rather
than chemical or electrostatic interactions. Due to the failure of DFT where van der
Waals interactions are important, their approach for Xe and cyclohexane (C6H12)
on Cu is a wavefunction-based approach, computed at the Hartree-Fock level in-
cluding van der Waals interactions as second-order perturbation theory.
The adsorbate is placed on the cluster which models the Cu(111) surface, while
keeping both the adsorbate and cluster wavefunctions within the ‘frozen orbital’ ap-
proach. Then, either the adsorbate, or the metal wavefunctions are unconstrained
and allowed to respond, or both simultaneously. In this way, chemical effects can be
included in a controlled way. Their results show that the dominant contribution to
the interface dipole is due to the first (‘frozen orbital’) step, which dominates over
the other (chemical) contributions. This shows that the most important contribu-
tions to the interface dipole stem from a purely quantum-mechanical phenomenon
such as the antisymmetrization of the full N-electron wavefunction. Since similar
results are found for Xe and cyclohexane, the model is expected to have captured
the essential ingredients at the interface.
The interaction between n-alkanes and metal surfaces has been studied theoreti-
cally by Morikawa, Ishii and Seki [Morikawa04]. Through DFT calculations making
use of the GGA functional, the lowering of the work function upon n-alkane ad-
sorption was calculated. The large (∼ 3 – 4 Å) metal-organic distance and the pre-
sumably important contribution of van der Waals forces (which are not discussed
in the paper) yield a rather poor agreement of the physisorption energy with exper-
iment, even though it is true that the small values which are typically found make
this a difficult task. In spite of this, good agreement with experiment was obtained
in the work function reduction upon alkane adsorption for a variety of metal sub-
strates (which suggests that the poor agreement in physisorption energies comes
from not taking van der Waals forces into account). The results show that the dis-
tance between the metal and the alkane (which is adsorbed lying down, with its
C–C–C plane parallel to the surface) depends on the metal substrate. In turn, this
distance largely determines the work function reduction upon adsorption (Fig. 3.7).
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Figure 3.7.: Work function change calculated for polyethylene adsorbed on several surfaces
(from Ref. [Morikawa04].
Experimentally, the reduction of the metal work function due to the compression
of the metal electronic tail (the ‘pillow’ effect) has been demonstrated experimen-
tally [Koch03] by comparing the energy level alignment and surface dipoles of
several organic materials deposited on Au and on the conducting polymer mixture
poly(3,4-ethylene dioxythiophene)/poly- (styrene sulfonate) (PEDOT:PSS). This poly-
mer has good optical, electrical and processing characteristics and its work func-
tions is approximately 5 eV, very close to that of Au. However, the contribution of
the surface electron tail to the dipole is much smaller than in Au, since PEDOT:PSS
is made of closed-shell moieties and has far fewer free electrons than a metal. Thus
its wavefunction ‘spills out’ less than in the case of Au, and a smaller ‘pillow’ effect
can be expected, as is observed experimentally, thus experimentally demonstrating
the ‘pillow’ effect.
However, in other cases it is sometimes difficult to differentiate between the ‘pil-
low’ effect and other contributions (such as chemical reaction and formation of gap
states) when several are operating simultaneously [Kahn03]. Theoretical calcula-
tions have been performed only for noble gas atoms or small molecules, with some
exceptions [Morikawa04]. In addition, equation 3.1 suggests that it depends exclu-
sively on the metal substrate, irrespective of the organic adsorbate. Though clearly
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important, the lack of a systematic, quantitative understanding at a theoretical level
beyond equation 3.1 hampers the evaluation of the achievements and predictions
of the ‘pillow’ model.
3.2.2. Metal-molecule chemical reaction and formation of gap states
A large number of metal/organic interfaces exhibit chemical reaction and forma-
tion of new bonds at the interface. Many examples can be found in Refs. [Hill00d,
Ishii99, Shen01a,Hill98b,Eremtchenko04,Crispin04,Morikawa04].
Frequently [Kahn03, Salaneck01], metal-on-organic interfaces are more reactive
than those formed through the reverse deposition sequence. This is due to the
diffusion of hot metal atoms into the organic material.
At metal-on-organic interfaces, metal atoms do not diffuse into the organic ma-
trix, and the chemical reaction is limited to the first organic layer. Although some
trends have been drawn [Knupfer05a,Knupfer05b], predictions about a particular
chemical reaction are rather difficult to make. It seems, however, that the reactivity
of the interface is related to the metal on which the organic material is deposited.
Some metals, like Au, are almost non-reactive. Others, like Ag, exhibit a higher
reactivity, whereas Al and Mg, for example, are highly reactive and tend to form
bonds with many organic materials.
Chemical reactions are characterized by the formation of metal-molecule bonds,
often through the re-hybridization of molecular orbitals, and accompanied by ge-
ometrical deformations of the organic molecule. The characteristic signature is the
appearance of chemistry-induced gap states in the energy gap of the organic ma-
terial. Gap states can be detected experimentally through UPS, STS, or core level
spectroscopy, for instance. Evidence that this DOS comes from a chemical reac-
tion can be provided by XPS (core level shifts), or from theoretical calculations.
Chemistry-induced gap states reflect metal-molecular bonds and are derived from
the combination of the orbitals of the metal and the molecule. As in inorganic semi-
conductors [Flores87,Mönch], they are very important since they can pin the Fermi
level in the organic energy gap.
Chemisorption and charge transfer in metal/organic interfaces has been also
studied theoretically by Crispin et al. [Crispin02, Crispin04] using metal cluster
calculations. As stated by the authors, these calculations are intricate, since there is
no two-dimensional periodicity and one is really working with cluster ‘molecular
orbitals’, rather than wavefunctions with the appropriate two-dimensional period-
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Figure 3.8.: Chemical reaction, charge transfer and formation of an interface dipole at the
metal/organic interface (from Ref. [Shen01a]).
icity. Since the electronic structure of the metal cluster reflects its size and geometry,
care must be taken that a particular wavefunction truly resembles that of the metal,
and is not an ‘artifact’ of the cluster geometry. Having converged the cluster size,
the results for PPDA (p-phenylenediamine, C6N2H8) on Ni16(100) [Crispin04], as
well as AN (acrylonitrile, C3NH3) on Cu9(100), Ni9(100), and Fe9(100) [Crispin02]are
presented. The results yield adsorbate geometries with small molecule-metal dis-
tances, ∼ 2 Å. Charge transfer of 0.2–0.3 e from molecule to metal gives rise to
a strong dipole at the interface. Experimental data, from XPS and UPS measure-
ments, confirms the calculated binding geometry and charge transfer, and yields
a ∼ 1.5 eV reduction of the metal work function upon chemisorption. The calcu-
lated charge transfer which comes from chemisorption contributes to the interface
dipole, and is expected to be a significant contribution to the total ∼ 1.5 eV lowering
of the metal work function.
The main difficulty when analyzing chemisorption in metal/organic interfaces
is that the outcome of a particular chemical reaction is unpredictable, not being
possible to know in advance the position at which the Fermi level will be pinned.
Thus, each interface has to be considered separately, and progress is made in a
‘one-at-a-time’ fashion.
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Chemical reaction at the interface, characterized by the formation of metal-molecule
bonds and the appearance of gap states in the organic energy gap, is common in
many metal/organic interfaces. It is an important mechanism governing the energy
level alignment since the gap states that are created can pin the Fermi level in the
organic energy gap. However, in most cases it is impossible to predict the Fermi
level position. From a theoretical point of view, an advantage is that DFT meth-
ods can be straightforwardly applied since interface bonds have bonding distances
of (∼ 1 – 2 Å) and high electron density (this is not the case for physisorption
or weakly-interacting interfaces, as will be discussed below). In spite of the appli-
cability of DFT, a detailed knowledge of the interface structure is required, since
the results are often very sensitive to the details of the interaction. Moreover, it is
difficult to extrapolate the results to other cases, so that each interface requires a
specific calculation. Thus, in spite of the relative ease with which theoretical calcu-
lations can be performed on these systems, the results cannot be extrapolated and
knowledge of reactive interfaces advances in single steps.
3.2.3. Charge transfer based on the organic ionization or affinity levels
Charge transfer between the metal and the organic molecules is intuitively expected
at interfaces having the combination strong organic acceptor – low work function
metal or strong organic donor – high work function metal (see Fig. 3.9). Recently,
the role of electron affinity in chemisorptive interfaces was discussed [Knupfer05b].
This has been observed experimentally for a large number of interfaces (TCNQ
on Au and Al, Al/DP-NTCI, Au/TTN [Ishii99], PTCDA on Mg, In and Sn and
Au/NPD [Hill98c]). It has been proposed [Ishii99] that this mechanism should be
also operative at organic/organic interfaces for the combination of strong donor
and acceptor organic materials. In some cases, charge transfer has been observed
at interfaces displaying little chemical interaction, such as Au/PTCBI or Ag/PTCBI
[Hill00d]. The small interaction at the interface is evidenced by the fact that the
molecular levels are not disturbed.
In the case of Ag/PTCBI, the metal work function is smaller (less negative) than
the organic electron affinity, and electrons are transferred from the metal to the
LUMO of the molecule. This gives rise to an interface dipole which raises the
organic levels with respect to the metal work function, a mechanism which pre-
vents further electron transfer and thus stabilizes charge transfer at the interface.
As evidenced by the attenuation of the photoemission signal upon further PTCBI
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Figure 3.9.: Charge transfer can be expected when the difference between the metal Fermi
level and the molecular HOMO or LUMO is high. In the left figure, electrons would
flow from molecule to metal; in the figure on the right, charge would be transferred
from metal to molecule.
deposition, the transferred charges are localized at the interface.
These charge excitations are known as polaron or bipolaron states [Hill00d] and
are localized almost at individual molecules. The energy of the (singly occupied)
polaron relaxes into the energy gap of the material, giving rise to gap states which
are detected experimentally, and can pin the Fermi level in the gap of the organic
material.
The use of the organic ionization energy, on the other hand, for understanding
the energy level alignment is more troublesome. In some cases [Picozzi03] it smaller
than the metal work function is (closer to the vacuum level), whereas the measured
interface dipole is consistent with charge transfer from the molecule to the metal.
In this respect, the calculation of the electronic structure at the interface, which has
an induced DOS, will clarify this point.
3.2.4. Energetically distributed valence states and band bending
In organic molecular crystals, disorder on a molecular scale or contamination can
give rise to a Gaussian or exponential energy distribution of the molecular states.
That is, states which have a well-defined energy in a clean crystal exhibit an energy
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distribution around these values due to disorder or contamination.
It has been shown through calculations of Poisson’s equation for the potential
drop at the interface [Paasch03] that this energy distribution of molecular states
results results in band bending in the organic layer: for an exponential distribution
of states whose widths are large compared to the thermal energy (ie. when the
effects of disorder are large on the thermal energy scale), the magnitude of band
bending which results from this distribution is of the order of the total interface
dipole [Paasch03]. Since this might represent a significant contribution to the po-
tential offset determined experimentally, it might be interpreted as a contribution
to the interface dipole [Knupfer05a].
This mechanism depends on the amount of disorder or contamination at the in-
terface, so that for a clean crystal of perfect crystallinity, it should not be operative.
3.2.5. Orientation of permanent molecular dipoles
Layers of polar organic molecules have been used to modify the energy level align-
ment at the metal/organic interface [Knupfer05a, Kera04]. The molecular dipole
modifies the total interface dipole and can thus be used to tune the properties of
the interface.
In a clear example [Kera04], the polar molecule OTiPc was used as an inter-
layer to modify the vacuum level (and thus interface energy level alignment) at the
graphite/CuPc interface (see Fig. 3.10).
Another example is Alq3, which has a large permanent dipole, and its interface
with Al has been studied theoretically [Yanagisawa06]. In our formalism, described
below, we have not taken into account the permanent dipole of Alq3, so our anal-
ysis rests on the assumption that the deposition distribution of Alq3 molecules
is symmetrical, such that the overall dipole (when considering a large number of
molecules) is zero.
The effect of a molecular permanent dipole D on the energy level alignment is to
induce a potential shift ∆V given by (atomic units)
∆V = 4π
D
A
(3.2)
where A is the area of the molecule and D is its permanent dipole.
The effect of monolayers of molecules exhibiting a permanent dipole on the inter-
face dipole is clearly important, especially if the direction of the molecular dipole
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Figure 3.10.: The orientation of permanent molecular dipoles at the interface can change
the interface dipole (figure from [Kera04]).
points towards the metal surface. In the case of planar molecules, the molecular
dipoles (if present) is within the molecular plane, such as in PTCDA. Since planar
molecules are frequently deposited flat on the metal surface, one can assume that
the effect of the molecular dipoles will not be so important. On the other hand,
one could think that the presence of in-plane molecular dipoles in these planar
molecules could affect the adsorption geometry, inducing the molecule to tilt so
that the dipoles interact more strongly with the substrate. However, until more the-
oretical and experimental work is carried out, this discussion is merely speculative.
Although the presence of electronegative atoms (such as oxygen) tends to fa-
vor charge transfer within the molecule and thus molecular dipoles, many orga-
nic materials do not exhibit permanent dipoles, so that the orientation of molec-
ular dipoles is not a mechanism taking place in most metal/organic interfaces
[Knupfer05a].
3.3. The Induced Density of States model
Recently [Vázquez04a,Vázquez04b,Vázquez05a], we proposed a more general mech-
anism based on the concepts of Induced Density of Interface States (IDIS) and
Charge Neutrality Level (CNL), originally developed for the alignment at inorganic
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semiconductor interfaces. The CNL acts as an effective Fermi level for the organic
material. The metal-organic interaction induces a DOS in the organic energy gap
and these induced states partially pin the Fermi level near the CNL of the organic
material. As will be shown below, even for weakly-interacting metal/organic inter-
faces, this ‘intrinsic’ DOS can explain the interface dipoles and Fermi level pinning
observed experimentally. The model is intuitive and its results for non-reactive in-
terfaces show good agreement with experiment.
In fact, many of the mechanisms mentioned in the previous sections are de-
scribed by or can be incorporated to our method. For instance, charge transfer
based on the difference between φM and the ionization or affinity energies is nat-
urally explained by our proposal: the values of IE and A enter our model through
the description of the organic electronic structure, and determine the location and
magnitude of the gap, and thus the position of the CNL, which then tends to align
with the metal work function. Chemical reactive interfaces have not been consid-
ered in the present work, but there is no fundamental difference between these
and the weakly-interacting interfaces we have studied. The metal-molecule inter-
action would be stronger in the former case, and the interface electronic structure
would be different, but our formalism is adapted to automatically incorporate these
changes with no need for ad− hoc assumptions: the calculation of the interface elec-
tronic structure, in a way similar to the present work, would yield an induced DOS
and a CNL position, such that the interface properties could be determined. Chem-
ically reactive interfaces are equivalent to weakly-interacting interfaces, except in
the details of the induced DOS. Other mechanisms, however, such as the inclusion
of molecular permanent dipoles or the ‘pillow’ effect, cannot be included from first
principles at present. In our analysis of molecules having permanent dipoles, our
model relies on the assumption that the molecules are deposited in such a way that
the average dipole is zero, since it is not taken into account in our analysis. As for
the ‘pillow’ effect, it can be phenomenologically incorporated immediately into our
formalism as a modification of the initial metal work function, as will be discussed
below. In addition, we are currently working on introducing this effect from first
principles by expanding the metal-molecule interactions in powers of the overlap
between the metal and molecular orbitals.
We thus see that, even if this thesis deals with weakly-interacting interfaces only,
our formulation is very general and allows for the description of most of the mech-
anisms listed above. Moreover, our model, as will be seen, can be applied to several
of these interfaces, such as Au/organic and organic/organic interfaces.
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Figure 3.11.: Ionization (IE) and affinity (A) energies for two different atoms. The average
IE+A
2 was used by Pauling to determine atom electronegativities.
In our approach, the CNL is the central quantity, whose alignment with the metal
work function (in the case of metal/organic interfaces) or the CNL of the other
material (at organic heterojunctions) determines the interface properties.
The advantage of this approach is that it provides, within its limitations, a level
whose relative position to the metal work function largely determines the energy
level alignment. The idea of trying to identify energy levels whose alignment deter-
mines the interface properties can be traced back as early as Pauling and Mülliken.
Their work was mainly concerned with the quantum properties of atoms, such as
explaining the periodic table properties, or the character of chemical bonds, from
the quantum properties of the atoms. Consider two atoms, each with its Ioniza-
tion and Affinity Levels, IE1, A1 and IE2, A2 (Fig. 3.11). Charge transfer from 1 to
2 depends on the difference IE1-A2 (since the electron is removed from IE1 and
placed at A2). Charge transfer in the opposite direction depends on IE2-A1. The
difference between the two yields IE1+A1 - (IE2+A2). Mülliken proposed to con-
sider the average of the atomic Ionization and Affinity Levels, (IE+A)/2, as the
quantity which determines the charge transfer to or from that atom. The atom with
the higher value of (IE+A)/2 gains electronic charge from the one with the lower
value. Pauling used this idea to determine atom electronegativities [Pauling60].
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In the present case, considering all molecular states in addition to the HOMO
and LUMO is crucial, since, due to the interaction at the interface, these states
will have a lorentzian broadening, and several of them will contribute to the po-
sition of the CNL in the organic gap. For several organic materials, the CNL is
located close to the LUMO [Vázquez04a, Vázquez04b, Vázquez05a] as the DOS is
higher around the HOMO that around the LUMO: the tails of these states push
the CNL upwards in the gap. The simple (IE+A)/2 average, on the other hand,
predicts the CNL always at mid-gap. In semiconductors, our generalization of the
(IE+A)/2 concept coincides with the average of optical gaps in the Brillouin zone,
which is the CNL of the semiconductor. In inorganic semiconductors, the CNL was
shown to determine the energy level alignment and dipole formation at metal-
semiconductor and semiconductor-semiconductor interfaces [Tejedor77, Flores87].
By now, the CNL model in inorganic semiconductors is well established. In organic
semiconductors, the idea of using the average (IE+A)/2 as the chemical potential of
the organic material has been recently used by Crispin et al. [Crispin02,Crispin04]
for a reactive MO interface. The value (IE+A)/2 was used to predict (correctly) the
direction of charge transfer upon chemisorption. For fluorinated phthalocyanines
on gold, Peisert et al. have also pointed out the coincidence of the Fermi level of
the organic material with mid-gap, within ∼ 0.25 eV [Peisert03]. Alkauskas et al.
have also used the average (IE+A)/2 to analyze the alignment at interfaces between
copper-octaethylporphyrin (CuEOP) and noble metal surfaces [Alkauskas05].
In light of this, our approach for the calculation of the CNL can be viewed as a
generalization of the previous (IE+A)/2 concept to the case of organic semiconduc-
tors, which includes a realistic representation of the molecular levels around the
HOMO and the LUMO. Our results for metal/organic interfaces, as will be seen,
yield results for Fermi level positions and interface dipoles in good agreement with
experiment, suggesting that including the effect of many molecular levels is neces-
sary for the calculation of the CNL.
The position of the CNL in the organic energy gap is determined by integrating
the induced DOS. The statement that the electronic structure of the organic material
at the interface is a continuum DOS (whose particular shape is determined by
the details of the interaction) is in contrast with the usual assumption of discrete
molecular levels like the HOMO and LUMO. The notion of a continuum DOS,
reminiscent of Anderson’s chemisorption model, provides a DOS to or from which
electrons can be transferred: this induced DOS acts as a buffer for the transferred
charge. In the case of Au/PTCDA, for example, where the HOMO is centered ∼ 2
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eV below the gold work function, if the energy level alignment were interpreted in
terms of charge transfer to and from the HOMO and LUMO, electrons would have
to overcome this ∼ 2 eV energy barrier to be transferred to gold, as is observed.
Similarly, it is difficult to understand charge transfer in the Ag/PTCDA case using
the HOMO and LUMO, a problems which becomes especially acute when the DFT
gap is used [Picozzi03], since the well-known underestimation of the gap directly
affects the energy level diagram. Within our approach, a scheme for correcting this
deficiency in the gap has been described (Section 2.8.6), while the concepts of a
continuum DOS and a CNL rationalize charge transfer at the interface, aiding in
the understanding of the energy level alignment.
Moreover, as will be seen, our results imply that in the case of unreactive inter-
faces, in addition to the van der Waals interaction (which has not been considered
here but does not alter the conclusions), there is a ‘chemical’ one, coming from the
interaction of the metal and the organic material. Notice that all other theoretical
models applied to physisorptive systems explain the reduction of the metal work
function in terms of a rearrangement or symmetrization of the metallic and orga-
nic wavefunctions (while charge transfer occurs only through chemisorption). This
makes is difficult to understand the pinning of the Fermi level, as there is no DOS
in the gap acting as a buffer to ‘pin’ it. In our approach, on the other hand, the
dipole is created by charge transfer across the interface, as observed experimen-
tally, providing a simultaneous explanation for the dipole and for the pinning of
the Fermi level.
Nevertheless, since several alignment mechanisms are believed to be operat-
ing simultaneously at metal/organic interfaces and cannot be simply added up
[Knupfer05a], our model does not aim at invalidating these alternative models, but
rather to complement them from a perspective which had not been considered until
now.
This state of things, with several mechanisms being proposed, is reminiscent
of the situation which occurred some thirty years ago, when surface physics was
focused on inorganic semiconductor interfaces. The theoretical model we propose is
described below, with a brief introduction to its origins.
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3.4. Origin of the IDIS model
This section presents a brief summary of the research done towards understanding
the basic mechanisms operating at metal/inorganic semiconductor interfaces, focus-
ing on the theoretical method on which our approach for organic semiconductors is
based. For more details, see the paper [Flores87]. For a recent and thorough review
on metal/inorganic interfaces, see Ref. [Tung01].
Understanding the details of what happens when a metal and a semiconductor
are brought together has been the focus of considerable research in surface science
for the second half of the 20th century. When a metal and a semiconductor are in
contact, their Fermi levels are, in general, different, so that an electric field exists
between them and a flow of charge takes place. This flow of charge tends to reduce
the difference in the potential of the electrons in the metal and the semiconductor,
equalising them at the interface, as shown in Fig. 3.12.
The electric field which exists at the interface due to the difference in the metal
and semiconductor Fermi levels, penetrates both the metal and the semiconduc-
tor, but a different amount, due to each material’s characteristic screening length.
These are the Thomas-Fermi and Debye lengths, for the metal and the semiconduc-
tor, respectively [Rhoderick88]. Typically, λmetal ∼ 1 Å or less, whereas the Debye
length, which depends on the doping level of the semiconductor, is on the or-
der of nanometers [Mönch]. Because the donor concentration in semiconductors is
many orders of magnitude smaller than the electron concentration in metals, the
uncompensated donors occupy a layer of appreciable thickness, which is known
as band bending [Rhoderick88]. The region in the semiconductor near the interface
where the energy levels are disturbed with respect to the bulk is the Interface Space
Charge Region (ISCR).
The barrier height, which represents the minimum energy needed to transport
charge across the interface, is the difference between the interface Fermi level and
the edge of the majority carrier band: the valence band minimum for n-doped semi-
conductors (electron transport) and the conduction band maximum for p-doped
semiconductors (hole transport).
The rectifying behaviour or many metal-semiconductor interfaces can be seen
from Fig. 3.14. When the metal is at negative bias (Vmetal < 0, top), electrons can
flow easily from the semiconductor to the metal as a current (towards the left of Fig.
3.14). When the metal is at positive bias, on the other hand, (Vmetal > 0, bottom),
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Figure 3.12.: Metal/inorganic semiconductor interface, showing the formation of the inter-
face and band bending (from [Marder00]).
electrons must still overcome a barrier, so that conduction towards the right of Fig.
3.14, with electrons flowing into the semiconductor, is not possible.
Charge transport through the interface occurs primarily via thermionic emission
over the Schottky barrier. Secondary mechanisms, such as tunnelling through the
barrier, are only significant for semiconductors with a high degree of doping, where
band bending is strong. In this way, the Schottky barrier height is the single most
important parameter determining charge transport across the interface, and the
mechanisms governing its formation become of interest.
3.4.1. Schottky-Mott rule
The earliest theoretical analysis of the origin of the Schottky barrier can be at-
tributed to Walter Schottky and Sir Neville Mott. The characteristic feature of their
approach is the assumption that the semiconductor has no surface states, and that
150
3.4. Origin of the IDIS model
Figure 3.13.: Band bending is caused by the penetration of the electric field at the interface.
Because the carrier concentration in the semiconductor is much smaller than in the me-
tal, uncompensated donors occupy a region of appreciable thickness, w (from [Rhod-
erick88]).
the metal and semiconductor vacuum levels align. This situation is schematically
represented in Fig. 3.15:
The injection barrier at the interface is given by the difference between the metal
Fermi level and the electron affinity, χS, of the semiconductor. This is expressed by
the famous Schottky-Mott equation:
φBn = φM − χS (3.3)
Experimentally, barrier heights were seen to depend linearly on the metal work
function, as described by equation 3.3, but with a slope S = dφBndφM different to 1, as
is predicted by the Schottky-Mott rule.
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Figure 3.14.: Rectification at a metal/semiconductor interface: when the metal is at negative
bias (Vmetal < 0, top), electrons can flow easily from the semiconductor to the metal;
when the metal is at positive bias, (Vmetal > 0, bottom), electrons must still overcome
a barrier, which is the injection or Schottky barrier (from [Marder00]).
Figure 3.15.: Schottky-Mott rule at metal/semiconductor interfaces, consisting in the align-
ment of the vacuum levels (no band bending is shown for simplicity). The injection
barrier φBn is then simply the difference between φM and χS.
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Figure 3.16.: In the Bardeen model, the semiconductor surface states, filled up to φ0 com-
pletely screen the potential difference at the interface. This creates a dipole at the
interface due to charge transfer and aligns φ0 with φM. The barrier height is then Eg -
φ0 (again, no band bending is shown for simplicity).
3.4.2. The Bardeen model
Bardeen [Bardeen47] proposed that the surface states of the semiconductor were
playing an important role and could account for the discrepancy in the slope pa-
rameter S between experiment and the theoretical predictions of equation 3.3.
Let us consider a situation as shown in Fig. 3.16, in which a density of semi-
conductor surface states is filled up to an energy φ0. The total charge in the semi-
conductor must now include the charge in these surface states and in the interface
space-charge region: Qtot = QISCR + QSS. If we denote by primes the semiconduc-
tor quantities without including the effect of the surface states (ie. the Schottky-Mott
case), we have, |QISCR| < |Q′ISCR|, since part of the semiconductor charge is now
on the surface states. Therefore, the extent of the space-charge region will now be
smaller (w < w′), and so will band bending, Vbb. Since the barrier height can be
written as (Fig. 3.13)
φBn = Vbb + ξ, (3.4)
we can see how the surface states push φ0 towards φM. For a large surface state
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DOS, CNL ≃ EF, and we have
φBn = Eg − φ0 (3.5)
Equation 3.5 is known as the Bardeen limit. The barrier height is fixed, due to the
pinning of the Fermi level by a high density of semiconductor surface states. These
states screen the semiconductor from the electric field which exists at the interface,
so that w and φB are independent of the metal work function.
Equations 3.3 and 3.5 are two limiting cases: for no interface states, the metal
and semiconductor vacuum levels simply align, and, as the metal work function
is changed, the barrier height simply follows the differences in φM. On the other
hand, for a high density of surface states, the variation of φM is completely screened
by these surface states, rendering the barrier height independent of the metal work
function. The Fermi level is then said to be anchored or ‘pinned’ at this energy
position.
3.4.3. Interface states
Cowley and Sze [Cowley65] followed on these ideas and included a phenomeno-
logical density of states in the semiconductor gap. They assumed this DOS to be
constant throughout the gap and, which is filled up to an energy φ0 (see Fig. 3.16).
Since the DOS is constant, the charge accumulated in the surface states is QSS =
−eDSS(Eg − φ0 − φB). At the same time, the charge in the space-charge region is
QSC = [2eǫSND(φB + ξ − kT/e)]
1/2 [Cowley65], where ǫS is the semiconductor di-
electric constant, and ND is the bulk donor density. Since charge has to be conserved
at the interface, QM = −QSS − QSCR. By Gauss’ law, the potential drop at the in-
terface, for no applied bias, is ∆0 = − δQMǫi , where δ is the width of the interfacial
layer, and ǫi its dielectric constant. On the other hand, we have
∆0 = φM − χS − φBn (3.6)
Equating these two expressions of ∆0, and substituting QM, we obtain
φBn = S(φM − χS) + (1− S)(Eg − φ0), (3.7)
where
S =
1
1+ eDSδǫi
(3.8)
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Figure 3.17.: Resonance of a semiconductor surface state with metal wavefunctions (with
wavevectors ± k1): at this energy there are actually no surface states (from [Heine65]).
The slope S = dφBndφM varies between 0 and 1 and is measures the degree of pinning
at the interface: S→ 0 leads to the Bardeen case of complete pinning at the energy
φ0 due to the high DS (Eqn. 3.8), whereas S→ 1 corresponds to no density of states
in the gap (Eqn. 3.8), and the alignment of the vacuum levels of both systems.
An important step in understanding the origin of the density of states at the
interface was done by Heine [Heine65] by pointing out that these states are not
the semiconductor surface states, but virtual states of the semiconductor, which
‘resonate’ with the metal eigenfunctions tunnelling into the semiconductor, in the
energy range of the semiconductor gap. These virtual states are the solutions of
the Schrödinger equation in the semiconductor gap, and can be thought of Bloch
waves with a complex wavevector, localized at the interface. In the semiconduc-
tor/vacuum interface, they decay into the semiconductor and into the vacuum; at a
metal/semiconductor interface, however, they match metal Bloch waves, as shown
in Fig 3.17.
The paper of Louie and Cohen [Louie76] illustrates this for the Al-Si case. The
authors found that the nature of the electronic states was different depending on
the energy range:
1. In the energy range which corresponds to both the metal and semiconductor
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bands, the states are bulklike in both materials.
2. For energies in the semiconductor band, but where there is no metal density
of states, the states are bulklike in the semiconductor, and decay into the
metal.
3. Truly localized surface states, which decay into the metal and the semicon-
ductor are observed at energies in the semiconductor gap, for which there are
no metallic bands.
4. ‘Gap’ or ‘interface’ states, bulklike in the metal and decaying into the semi-
conductor, are found at energies where the semiconductor gap matches the
metallic bands. It is these states that pin the Fermi level at the interface.
Moreover, by plotting the DOS in different spatial regions (well into the metal
and into the semiconductor, and at the interface) their results show how the se-
miconductor gap is ‘filled’ with a DOS whose origin lies in the interaction of the
virtual gap states with the metal.
The induced density of states and its role in the barrier height was analysed in
detail by Flores and coworkers [Tejedor77, Flores87] in their Induced Density of
Interface States (IDIS) model. By matching the wavefunctions of the metal and the
semiconductor and using surface Green’s function methods, the IDIS model shows
how the density of states induced at the interface is related to a decrease in the DOS
of the conduction and valence bands. The states induced in the bottom (top) of the
gap are compensated by a decrease in the valence (conduction) bands, as shown in
Fig 3.18. Since no new states can be created when the interface is formed, the density
of states induced in the gap has to be compensated by a decrease in the DOS of
the valence and conduction bands. It is the semiconductor DOS, and not that of the
metal, which is rearranged, as the semiconductor virtual states are in resonance with
the metal.
Central to the problem of interface states is the concept of the Charge Neutrality
Level (CNL), φ0, of the semiconductor. It represents the energy up to which the
semiconductor states at the interface that are filled, and acts as the Fermi level of
the semiconductor. If the Fermi level of the interface is above (below) the CNL, the
semiconductor will be negatively (positively) charged.
The first calculations for the CNL of semiconductors [Tejedor77] were performed
by matching the metal wavefunctions with the virtual gap states of the semicon-
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Figure 3.18.: The DOS induced in the metal (left) around its surface state is compensated
by a similar decrease in the DOS of the conduction and valence bands of the semicon-
ductor (right). Figure from [Flores87]
ductor. In a one-dimensional analysis, assuming a two-band model for the semicon-
ductor, the induced DOS is symmetrical around midgap, and the CNL is located
at midgap. The extension to three dimensions was done by considering points of
high symmetry in the two-dimensional Brillouin zone, and averaging the results of
the one-dimensional analyses at these points. Tersoff [Tersoff84] later extended the
CNL to the branch point of the virtual gap states, where their character changes
from valence-like to conduction-like.
The alignment of the semiconductor CNL with the metal work function, due to
the interface states, gives rise to an additional contribution to the interface dipole
1. This contribution can be written, in similarity to the phenomenological model of
1 Notice that the interface dipole can have several contributions. Due to the potential difference in
the solid and in vacuum, the metal wavefunctions ‘spill out’ of the solid, giving rise to a surface
dipole. Reconstructions, or differences in the ionicity of the semiconductor constituents can create
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Figure 3.19.: Energy level diagram of a metal/semiconductor interface showing the induced
dipole ∆ due to charge transfer, and the small final CNL - φM offset due to efficient
screening. Flat bands are shown for convenience. It is seen that φBn = φM - χS + ∆.
Cowley and Sze, as:
∆is = αNis (Eg − φB − φ0) (3.9)
where Nis is the semiconductor DOS per unit area induced in the gap, assumed
to be constant over the energy interval (Eg − φBn − φ0), and φ0 is measured from
the top of the valence band. α is a parameter related to the effectiveness of the
screening by the semiconductor.
On the other hand, we have, from Fig. 3.19
φBn = φM − χS + ∆ (3.10)
Substituting, and solving for φBn, we have
φBn =
1
1+ αNis
[φM − χS + ∆
0 + α Nis (Eg − φ0)], (3.11)
where ∆0 is the dipole in the case where φM = φ0. Notice that, since α, Nis and ∆0
a dipole at the semiconductor surface. When both systems are brought together, an additional
contribution due to charge transfer between them arises, which we now describe.
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depend on the metal, the relation of the barrier height with φM is more complicated;
its slope is given by 11+αNis .
This analysis recovers the results of Cowley and Sze for the slope parameter,
which had been obtained by assuming a phenomenological density of states in the
gap. In the limit of a high density of interface states, Nis → ∞, only the last term
in Eqn. 3.11 survives and we have the Bardeen result: complete pinning, S = 0
and φB = (Eg − φ0). On the other hand, for no interface states, we have Nis → 0
and, from Eqn. 3.11, S = 1 and φB = φM − χS + ∆0, where the last term ∆0, which
is the dipole in the absence of charge transfer, was not included explicitly in the
Schottky-Mott equation.
The IDIS model, therefore, allows Schottky barrier heights to be calculated in
terms of the metal work function, the semiconductor electron affinity, the CNL,
and a proportionality factor.
We have seen how a DOS in the semiconductor gap is crucial for explaining the
energy level offset at metal-inorganic semiconductor interfaces, since these interface
states make charge transfer across the interface possible. This gives rise to a dipole
which tends to push the CNL towards φM
The CNL represents a Fermi level for the semiconductor, since it is the energy
up to which the semiconductor levels at the interface are filled, and tends to align
with the metal work function.
3.4.4. Inorganic semiconductor heterojunctions
At semiconductor heterojunctions, the main quantity of interest is the band offset
which exists at the interface between the top of the valence (bottom of the conduc-
tion) bands, of both semiconductors, once the junction is created. Fig. 3.20 shows
the energy level diagram after the interface is formed.
The calculation of the semiconductor band offsets within the IDIS model was
first done by Tejedor and Flores [Tejedor78, Flores79]. By approximating the semi-
conductor wavefunctions with a two-band model, a similar approach as in metal-
semiconductor interfaces was followed: the two-dimensional problem is spilt in
several one-dimensional ones corresponding to k-points of high symmetry in the
(two-dimensional) Brillouin zone. At each of these k-points, the corresponding one-
dimensional wavefunction matching equations are solved and the DOS induced at
the interface, as well as the position of the CNL, are calculated. Finally, the results
are averaged over the number of k-points considered.
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Figure 3.20.: In the regions where the gap of one semiconductor overlap with the bands
of the other material ((a) and (c)), a DOS is induced, which is compensated by a
corresponding decrease of the DOS of the valence and conduction bands of that semi-
conductor ((b) and (d)). Figure adapted from Ref. [Tejedor78]).
At heterojunctions, the interface states are similar to those formed at metal- se-
miconductor interfaces: bulk electronic states of one semiconductor tunnel into the
gap and resonate with virtual states of the other semiconductor.
As before, a deficit of DOS appears near the valence band maxima and conduc-
tion band minima of each semiconductor, which is compensated by an induced
DOS at the energy range where its energy gap coincides with the valence (VB) or
conduction (CB) bands of the other semiconductor. This is shown schematically in
Fig. 3.20.
Let us first consider the valence band region (Fig. 3.20): in the energy range
where VB1 overlaps gap2, an induced DOS appears in semiconductor2 (a). This is
compensated by a decrease in the DOS of VB2 and CB2 (b). In the CB region, the
opposite occurs: in the energy range between the bottom of CB2 and that of CB1,
an induced DOS appears in semiconductor1 (c). This induced DOS is draws from
the VB and CB of semiconductor1 (d).
At the heterojunction, charge flows from the semiconductor with the higher CNL
(ie. closer to the vacuum) to the one with the lower one (more negative). The final
band offsets, therefore, are determined by the (partial) alignment of the CNLs of
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both semiconductors.
The valence band-edge discontinuity, ∆Ev, is (Fig. 3.20)
∆Ev = (χ
2 + E2g)− (χ
1 + E1g)− DJ − α(φ
2
0 − φ
1
0) (3.12)
where χ and Eg are the electron affinities and gaps of each of the semiconductors
measured with respect to vacuum, DJ is the dipole at the interface excluding the
effect due to charge transfer, and α is the parameter introduced before for metal-
semiconductor interfaces, which was found to be constant for all semiconductors
considered [Flores79].
At the same time, we can write (Fig. 3.20)
φ20 − φ
1
0 = (χ
2 + E2g − φ
2
0)− (χ
1 + E1g − φ
1
0)− DJ − α(φ
2
0 − φ
1
0) (3.13)
so that, substituting, we get
∆Ev =
1
1+ α
[(χ2 + E2g)− (χ
1 + E1g)− DJ + α(φ
2
0 − φ
1
0)] (3.14)
Equation 3.14 enables the band-edge discontinuity, ∆Ev, to be found from values
of the gap, electron affinity and CNL of both semiconductors. Notice the similarity
with equation 3.11 for metal/semiconductor contacts.
The driving mechanism at semiconductor heterojunctions is thus the tendency
of the CNLs to align. This is made possible by the existence of interface states,
which allows for charge transfer and a dipole at the interface. As pointer out by
Tersoff [Tersoff84],the magnitude of the transferred charge need not be much, since
a small deviation from the ‘canonical’ lineup (the alignment of CNLs, in the IDIS
picture) gives rise to a large interface dipole, due to the dielectric screening at the
interface.
Due to the rather strong screening at inorganic semiconductors, the Fermi level
is strongly pinned near the CNL. This means that the induced dipole is such
that the metal work function are almost completely aligned (in the case of metal-
semiconductor interfaces), with values of the S parameter close to zero [Flores87].
At heterojunctions, the CNLs of both semiconductors align almost completely, a
feature which proved very useful in analysing the transitivity rule [Katnani83].
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3.4.5. The Defect Model
Parallel to the IDIS model, Spicer and collaborators developed the Unified Defect
model [Spicer79] to explain the Fermi level pinning at semiconductor interfaces.
The pinning at very low (∼ 0.1 ML), before a metallic layer was formed, put
into question the IDIS model, since the metal would induce little or no DOS in
the semiconductor gap. Moreover, the pinning position was the same regardless
of whether the adatom was a metal or oxygen: the Fermi level was pinned at an
energy characteristic of the semiconductor (near the top of the gap for InP, in the
middle of the gap for GaAs, and near the bottom for GaSb [Spicer79]).
Spicer and collaborators suggested that the adatoms were creating defects in the
semiconductor, (whose position in the gap would be characteristic of the semicon-
ductor). A mechanism was tentatively proposed in which semiconductor atoms
moved into the metal due to the energy released when the adatoms were adsorbed
on the semiconductor surface. This would give rise to two discrete levels in the gap:
one for the semiconductor anion and one for the cation.
The rather long-standing struggle between the IDIS and Defect models, which
were seen to describe competing rather than complimentary mechanisms, was
complicated by the fact that in many cases both yielded similar theoretical pre-
dictions [Flores87].
For low metallic coverages, the density of defects at the interface needed to pin
the Fermi level can be expected to be present at any metal-semiconductor interface;
for high metal coverages, on the other hand, the metallic screening of these defects
makes the density of defects needed to pin the Fermi level very high. At semicon-
ductor heterojunctions, the high quality of the interface makes defects less likely to
be present.
In summary, it is now accepted that the low-coverage data for metal-semiconductor
interfaces tends to support the Defect model, whereas high-coverage data (& 1 ML),
as well as that for heterojunctions, favour the IDIS model.
3.5. Theoretical approach to metal/organic interfaces
3.5.1. Organic semiconductor interfaces
Films of organic semiconductors show that these materials are composed of indi-
vidual, well differentiated molecules. The interaction between them is weak, as evi-
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Figure 3.21.: PTCDA unit cell (from [Forrest97]).
denced by the almost flat bands. The geometrical structure of the organic molecules,
often flat, is characterized by the presence of aromatic (benzene) rings, which is re-
flected in the highly anisotropic (in-plane and out-of-plane) growth, transport and
optical properties [Forrest97] (see Fig. 3.21).
The bulk stacking distance in the growth direction, perpendicular to the molec-
ular planes, is large: 3.21 Å for PTCDA and 3.45 Å for PTCBI [Forrest97]. Such
large interplanar distances come from the nature of the organic material, which
consists of individual molecules of closed-shell structure, with a weak interac-
tion, as evidenced by almost flat bands, typically less than 0.1 eV for amorphous
solids [Baldo01] and ∼ 0.1 – 0.4 eV for stacked organic materials [Forrest97].
The two-dimensional structure of polycyclic aromatic molecules on metal sur-
faces (see Figs. 3.22,3.23,3.24,3.25) reveals that the organic molecules are gener-
ally deposited flat on the metal substrate [Forrest97, Krause03, Schreiber04, Um-
bach96,Fenter95], so that films of organic material can be thought of being formed
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Figure 3.22.: STM images of a PTCDAmonolayer on Au. The figures show the ‘herringbone’
(a) and ‘square’ (b) phases (from [Chizhov00]).
by the repetition of this molecular layer in the direction perpendicular to the sur-
face.
Although metal-organic interfaces exhibit a wide range of reactivities [Ishii99,
Ishii01,Shen01b,Schreiber04,Hill00d,Shen01a,Hill98b,Eremtchenko04], the closed-
shell nature of the organic molecules makes the interaction with the metal weaker
(weaker, for example, than ‘small’ chemisorbed species made up of the same atoms,
like CO, CO2, CH3 or NH3, for example), so that the metallic surface and the or-
ganic molecular plane are separated a distance d ∼ 3 Å [Forrest97, Schreiber04].
Generally, the weaker the interaction, the larger the organic-metal distance: more
reactive metals will tend to form bonds with the molecule, possibly with light (H)
atoms or with the most electronegative ones (O, F). At the same time, this com-
plicates the energy level alignment analysis, since the gap states have to be calcu-
lated for the specific metal/organic geometry and binding configuration. On the
other hand, non-reactive interfaces, exhibiting physisorption, are more difficult to
analyze theoretically since DFT cannot be used directly, as will be described be-
low. However, at the same time results about ‘intrinsic’ properties of the interface
can be drawn, which do not depend on the occurrence of a chemical reaction or
defects to appear. Since there is evidence that metals other than Au are reactive
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Figure 3.23.: STM image of a PTCDA monolayer adsorbed on HOPG (from [Kendrick96]).
Figure 3.24.: STM image of a saturated monolayer of PTCDA on Ag(111). Inequivalent
molecules per unit cell are distinguishable by their different intensities in the STM
image (from [Umbach96]).
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Figure 3.25.: STM image for submonolayer coverage of PTCDA on a stepped Ag(111) sur-
face. Bright objects at step edges are PTCDA molecules (from [Tautz02]).
or interdiffusive [Salaneck01], we restrict our discussion to the case of interfaces
between organic materials and Au: Au is non-reactive and the junctions formed
with organic semiconductors are abrupt, resulting in almost ideal interfaces [Fen-
ter95, Hill00d, Eremtchenko04, Peisert03, Schmitz-Hübsch96]. We therefore restrict
our discussion to non-reactive metals, for which we take Au(111) as a prototype.
Despite its importance in determining the strength of the substrate-adsorbate
interaction, the issue of the metal-molecule distance is still an open question at
large. Only a few experimental measurements exist [Krause03, Schreiber04] for
some molecular materials on certain metals, and the answer to this topic is far
from complete. Krause et al. have determined, using X-ray diffraction, the distance
between the first PTCDA layer and the Ag(111) surface to be 2.85 Å [Krause03].
For CuPc, the CuPc-metal distance is 2.6 – 2.9 Å on Cu(111) and 3.25 – 3.45 Å on
Ag(111) [Gerlach05]. These values have an uncertainty no smaller than 0.1 Å.
For the case of the less reactive Au, one can expect a similar or slightly larger
distance, & 3 Å, but there is very little experimental data so far (d ≃ 3.4 Å [Um-
bach]). The lack of experimental information in this case arises from the position of
the Au d-band, close to the Fermi level. Apparently, the large contribution of this
band greatly reduces the contrast of X-ray diffraction measurements, so that, to our
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knowledge, no experimental determination of non-reactive organic-Au distances
exists to the present date.
From the theoretical point of view, the organic/metal distance is difficult to cal-
culate. Due to the closed-shell nature of the adsorbate, and the electronic structure
of noble metals, the metal-organic interaction has an important van der Waals (or
dispersion forces) contribution. As is well known [Kohn98,Hult99,Lee02a,Lee02b,
Das03, Basanta], DFT does not provide a good description of the van der Waals
interaction. It adequately describes the chemical (covalent, ionic) bond, in regions
where the wavefunction overlap, and therefore electron density is high, but not the
present case of closed-shell molecules ∼ 3 Å away from noble metal surfaces.
Thus, standard DFT calculations are not reliable for determining the organic-
metal distance2. In our calculations, the distance d has been introduced as a fixed
external parameter.
3.5.2. Single-molecule approach
Due to the closed-shell nature of molecular solids, In organic semiconductors, the
intermolecular interaction is of van der Waals type [Forrest97]. It is rather weak,
and it preserves the individuality of the organic molecules. Moreover, the effect of
intermolecular interactions on the organic spectrum is to produce (small) shifts and
broadening of the molecular levels, but it can be separated from the mechanisms
described in the IDIS model in that it does not induce any DOS in the organic
energy gap. Since the Fermi level pinning and energy level alignment depend on
these interface states, we can safely neglect the effect of intermolecular interactions
and restrict our analysis to a single molecule deposited flat, with its plane parallel
to a metal surface, separated ∼ 3 – 3.5 Å, as shown in Fig. 3.26.
3.5.3. Energy levels at the interface
A detailed knowledge of the energy levels at the metal/organic interface is needed
for a good description of injection properties. For this, it is necessary in the first
place to identify which electronic levels are relevant for charge injection to, and
transport through, the interface. These are given by uncorrelated electron-hole pairs
in the solid, whose energy is referred to as the single-particle or transport gap
2Recently, the implementation of van der Waals forces within a local-orbital approach has been
developed [Basanta], and its application to the present problem is expected to aid the calculation
of d.
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Figure 3.26.: Geometry for our Au/organic theoretical analysis. The metal-organic distance
d is introduced in our calculations as a fixed external parameter.
(Et) [Shen01b]. When the pair is bound or correlated, due to the interactions coming
from the proximity of the electron and hole, the lowest absorption energy is given
by the optical gap (Eopt). The difference between the two is the energy required to
separate or ‘uncorrelate’ the electron-hole pair, and is the exciton binding energy
(Fig. 3.27).
Here, an important difference arises with inorganic semiconductors, since in that
case, one can think in terms of delocalized wavefunctions, extended throughout
large distances [Forrest97]. Screening of charge excitations is efficient, and exciton
binding energies are small, in the order of meV. The optical and transport gaps
are therefore almost equal. Organic semiconductors, on the other hand, are com-
posed of weakly-interacting molecules which retain their electronic structure and
have small intermolecular overlap, and are therefore described in terms of localized
wavefunctions. Charge excitations are localized to either the same or neighboring
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Figure 3.27.: Different types of charge excitations: (a) Small radius (a ∼ aL) Frenkel exciton,
resembling molecular excitations, (b) Large radius (a ≫ aL) Wannier-Mott exciton,
common in inorganic semiconductors, (c) Intermediate radius (a > aL) charge-transfer
exciton, proposed to be present in many organic molecular crystals (from [Forrest97]).
molecules [Forrest97], and the Coulomb energies between the electron and hole are
large, ∼ 0.3 – 1eV [Hill00b]. The small intermolecular overlap and large polariz-
abilities results in rather poor screening. Exciton binding energies, which give the
difference between the optical and transport gaps, are therefore large, of the order
of several tenths of an eV (see Fig. 3.28).
Thus, unlike inorganic semiconductors, the optical and transport gaps do not co-
incide in organic materials, and Et needs to be determined independently, which
has been achieved experimentally through the combination of photoemission and
inverse photoemission techniques [Salaneck01]. This difference between the trans-
port and optical gaps complicates the analysis of organic semiconductor interfaces,
since the optical gap is more accessible experimentally, but it is the transport gap
which is relevant for charge transport properties.
3.5.4. Polarization at the interface
The discussion of our modification of ‘Koopmans’ theorem was concerned with the
(correct) calculation of gas-phase Ionization an Affinity levels of organic molecules.
The organic energy levels and transport gap at the metal/organic interface are
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Figure 3.28.: In organic materials, the transport (left) and optical (right) gaps differ greatly,
by several tenths of an eV. Notice how the DFT gap (dashed lines) equals neither Et
nor Eopt, but its value is closer to the latter.
modified with respect to their gas-phase or bulk values. This comes from to the
change in polarization and screening due to the different chemical environments.
Because the vacuum in not polarizable, the gas-phase transport gap has a larger
value than in the bulk or at interfaces. The presence of neighboring molecules or
a metal surface allows these media to be polarized. Polarization, or the rearrange-
ment of charges in the surrounding media, has the result of screening charge exci-
tations. Metals, with delocalized wavefunctions, can efficiently screen these charge
excitations. In organic materials, with wavefunctions more localized on individual
molecules, the medium is polarized to screen the additional electron or hole. Due
to the higher localization, it is not as efficient as in metals, and typically extends
through several layers [Forrest97].
At metal-organic interfaces, therefore, polarization of the surrounding media
screens charge excitations. Its effect is to decrease the ionization energy and in-
crease the electron affinity (i.e. to draw IE and A closer to each other, Fig 3.30),
thereby reducing the transport gap at the interface with respect to the gas phase.
Tsiper et al. [Tsiper02, Tsiper03, Tsiper01] have analyzed polarization changes at
several metal-organic interfaces. Their calculations use the atom-atom polarizability
tensor, which is calculated within a semiempirical Hamiltonian. The organic ma-
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Figure 3.29.: Lattice polarization in an organic molecular crystal, showing the response of
the surrounding media to an excess negative charge (Fig. from [Forrest97]).
Figure 3.30.: The polarization of the surrounding (metal or organic) material screens charge
excitations, decreasing the value of the transport gap at the interface ( [Shen01b]).
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terials are described out using the so-called sub-molecular approach, in which the
charges of all individual atoms in the molecule are taken into account. This enables
a good description of the polarizability of these materials, since some molecules
(like PTCDA) have strong permanent dipoles for which a good description is
needed. Self-consistent equations for the atomic charges are solved for clusters of
molecules of mesoscopic (∼100 Å or ∼ 2500 molecules) size, extrapolating to the
macroscopic limit.
The papers discuss the polarization and transport gap at different positions in an
organic film deposited on a metal surface. In the bulk of the material, with organic
molecules surrounding the excited molecule, polarization reduces the transport gap
by ∼1.8 and ∼ 2.0 eV (for PTCDA and Pentacene, respectively) with respect to the
gas phase. This value is similar to that of a single organic monolayer deposited on
the metal surface, the situation of interest for STM experiments. The lack of organic
material on the vacuum side is compensated for by the higher polarizability of the
metal. In organic-based devices, on the other hand, charge injection is determined
by the layer next to the metal of a thick film of organic material. In this case,
the organic molecules in the first monolayer have metal on one side and organic
material on the other, and electronic polarization effects are larger, ∼ 2.2 eV for
both PTCDA and Pentacene [Tsiper02, Tsiper03].
If polarization calculations are available, as is the case of PTCDA and Pentacene
just mentioned, the change in polarization can be calculated and the gap at the
interface can be determined numerically. Otherwise, combined UPS/IPES spectra
of organic thin films yield the transport gap of the material. Since these are surface-
sensitive techniques, the measurement correspond to the transport gap at the sur-
face of the film, with vacuum (rather than the metal) on one side. The polarization
at the metal/organic interface is then inferred, and the appropriate reduction of the
gap is introduced.
In principle, this would enable the calculation of the transport gap at the in-
terface, which is the relevant quantity in charge injection. However, electronic po-
larization energies, as described above, are known only for a few organic materi-
als [Shen01b], and the approach for other materials, for which electronic polariza-
tion energies are unknown, must be different. As our general approach, we take
the transport gap at the interface from optical gap measurements and calculations
or estimations of the exciton binding energy. Calculations are used when these are
available, but the optical gap is more accessible experimentally and its value is
known for a large number of organic materials [Shen01b].
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Eopt (onset) exciton binding energy Et (peak-to-peak)
PTCDA 2.2 0.6 3.2
PTCBI 2.0 0.7 3.1
CuPc 1.6 0.6 2.6
CBP 3.1 1.0 4.6
Pentacene 1.35 1.1 2.95
Table 3.1.: Onset of optical gaps, exciton binding energies and peak-to-peak transport gaps
[Shen01b], as used in our calculations. Notice the∼ 0.4–0.5 eV correction when passing
from onset to center-to-center values.
We start with the optical gap, whose magnitude is taken from experiment. In
most cases, the onset of photoemission is reported, which corresponds to optical
transitions between the HOMO and LUMO edges. The maximum of optical ab-
sorption, corresponding to transitions between HOMO and LUMO peaks, is ∼ 0.5
eV larger. Since we are working with the peaks or centers of molecular states, it
is this value we are interested in. This represents the energy needed to form a
correlated electron-hole pair. By adding the exciton binding energy, the separation
energy of an uncorrelated electron-hole pair is obtained, which is the magnitude
of the transport gap. We have thus followed this procedure to obtain the following
values (table 3.1).
Let us mention two comments as a word of caution. First, note the large (∼ 0.4
eV) uncertainty in the experimental values for the transport gap, suggesting that
further work, especially theoretical, is needed. Second, the figures for the exciton
binding energies come from the comparison from values of Et and Eopt. Using these
binding energies to deduce Et is a somewhat circular argument, but necessary for
materials like PTCBI, CBP or CuPc, where neither experimental data nor theoretical
calculations for exciton binding energies are available.
We have followed this procedure to obtain the transport gaps of the organic
materials studied, as summarized in the right column of Table 3.1.
In the case of CBP, the lack of a clear understanding of the estimates for the
exciton binding energy led us to the value of 5.1 eV for the gap [Vázquez04a],
which was later corrected to 4.6 eV [Vázquez05b].
To summarize, several points must be considered when determining the organic
energy levels and transport gap at metal-organic interfaces: first, the transport gap
of the organic material does not coincide with its optical gap, and needs to be
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determined independently. When this is done theoretically, the DFT gap cannot be
used directly [Picozzi03] but needs to be corrected, to compensate for the systematic
underestimation of the gap which is characteristic of DFT. We have developed a
scheme, in the spirit of Koopmans’ theorem, for calculating these corrections within
a local-orbital formulation, as was described in Chapter 2.
In addition, the chemical environment at the interface, with polarization effects
and screening of charge excitations, as well as other effects must be taken into
account. These effects are large in organic materials, ∼ 2 eV, and result in a re-
duction of the transport gap at the interface with respect to gas-phase values. The
calculation of these effects is incompatible with a first-principles calculation of the
electronic structure of the organic molecule as it requires the simulation of orga-
nic films of mesoscopic dimensions. Since it falls beyond the scope of this thesis,
we have included these effects by fitting the transport gap at the interface to ex-
perimental values reported in the literature [Shen01b]. It should be noted that the
procedure of fitting the HOMO and LUMO to experimental values is common,
since the level of detail provided by first-principles methods cannot be carried to
large systems (of ∼ 2500 molecules), so that theoretical calculations are inevitably
aimed at a proper description at either the (sub-)molecular or the mesoscopic level.
Having determined the transport gap, the initial position of the molecular levels
with respect to the metal work function, we now turn to the organic-metal interac-
tion and induced DOS.
3.6. Metal-adsorbate interaction: Self-energy
To address the problem of an organic molecule interacting with a metal surface, let
us consider, following Zangwill [Zangwill88], a single, discrete level, ǫa, resonating
with a continuum of metal states |k〉. This is almost identical to the problem of
chemisorption, solved by Anderson and Newns [Newns69]. Here we will develop
the theory for a general situation, with no a priori conditions on the strength of
the metal-organic interaction. The term adsorption will be used in a general sense,
without any implications about the degree of interaction (ie. chemisorption, ph-
ysisorption...), whether or not bonds are formed between adsorbate and substrate.
We will suppose, however, that the coupling is not strong enough to distort the
electronic structure of each of the constituents, so that the metal and adsorbate
retain their individual electronic structures. This situation is depicted in Fig. 3.31.
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Figure 3.31.: Metal-adsorbate electronic structure for a weakly-interacting interface, where
the electronic structure of the adsorbate (in this case, a single level) is not significantly
distorted (from [Zangwill88]).
The Hamiltonian for the system, proposed by Anderson and Newns, can be writ-
ten as
Htot =

ǫa − E Ta,k1 Ta,k2 Ta,k3 · · ·
T∗a,k1 ǫk1 − E 0 · · · 0
T∗a,k2 0 ǫk2 − E 0
...
T∗a,k3 · · · 0 ǫk3 − E 0
... 0 · · · 0
. . .

. (3.15)
where the diagonal elements show the molecular level and the metal eigenval-
ues ǫk. The interaction between metal and adsorbate is given by the off-diagonal
elements Ta,ki . The energy levels of the adsorbate-metal system follow from the
diagonalization of Hamiltonian 3.15.
It is useful to include the interaction of the metal on the adsorbate using a self-
energy [Newns69]. The effect of the metal on the adsorbate is given by the following
self-energy, which acts on the adsorbate level ǫa:
Σa(E) = Λ(E) + i∆(E), (3.16)
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where the imaginary and real parts of the self-energy are given by:
∆(E) = ∑
k
|Ta,k|
2 δ(E − Ek), (3.17)
Λ(E) =
1
π
∫
∆(E)
E − E′
dE′ (3.18)
or, in terms of the substrate Green’s function,
Σa(E) = ∑
k
|Ta,k|
2 G(E), (3.19)
where the real and imaginary parts of the self-energy come from those of G.
Thus, Hamiltonian 3.15 can be substituted by
ǫa + Σa(E) (3.20)
The LDOS corresponding to this state, coupled to the metal, is
rhoa(E) = −
1
π
Im
{ 1
E − ǫa − Σa(E)
}
(3.21)
The effect of the real and imaginary parts of the self-energy Σa(E) can be seen in
the LDOS at the adsorbate. This is [Newns69]
ρa(E) = ∑
a
δ(E − Ea) =
1
π
∆a(E)
[E − ǫa − Λa(E)]2 + ∆2a(E)
(3.22)
The imaginary part of the self-energy, ∆a(E), broadens the adsorbate level, ini-
tially a delta function. The real part, Λa(E), has the effect of shifting the adsorbate
level from its initial value ǫa. For the simple case of an energy-independent self-
energy, Λa(E) = const. = Λa, ∆a(E) = const. = ∆a, the LDOS is a Lorentzian
function, centered not at ǫa but at ǫa + Λa and with a Half Width at Half Maximum
(HWHM) of ∆a:
ρa(E) =
1
π
∆a
[E − ǫa − Λa]2 + ∆2a
(3.23)
The above analysis can be applied to the different organic molecules under study.
In these cases, there is not just a single adsorbate level ǫa, but several molecular
levels ǫi, resonating with the Au bands. The adsorbate-metal Hamiltonian 3.15 has
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Figure 3.32.: For an energy-independent self-energy, the interaction with the metal substrate
broadens each molecular state into a Lorentzian function.
now looks like
Htot =

ǫ1 − E 0 · · · T1,k1 · · · T1,kNk
0
. . . 0 · · ·
. . .
...
... 0 ǫN − E TN,kNk · · · TN,kNk
T∗1,k1 · · · T
∗
1,kNk
ǫk1 − E 0 · · ·
...
. . . · · · 0
. . . 0
T∗N,kNk
· · · T∗N,kNk
· · · 0 ǫkN − E

(3.24)
The upper-left and bottom-right ‘boxes’ are diagonal and correspond to the
molecular and metallic levels, respectively. The interaction between both systems is
given by the off-diagonal ‘boxes’, where Ti,kj is the hopping element between the
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corresponding molecular eigenfunction and the metallic |k〉 state.
Similarly to what was described above, the application of the self-energy replaces
Hamiltonian 3.24 by an adsorbate Hamiltonian plus a self-energy matrix Htot →
Hads + Σ(E):
Hads + Σ(E) =

ǫ1 + Σ1,1(E)− E Σ1,2(E) · · · Σ1,N(E)
Σ2,1(E) ǫ2 + Σ2,2(E)− E · · ·
...
... · · ·
. . .
...
ΣN,1(E) · · · · · · ǫN + ΣN,N(E)− E

(3.25)
The ‘box’ in 3.24 corresponding to the metal is substituted by the self-energy
terms acting on the molecular Hamiltonian. This reduces enormously the dimen-
sion of 3.24 (from (N + Nk)x(N + Nk) to (NxN)) at the expense of introducing an
energy dependence through Σ(E) on the matrix to be solved. Notice, in addition,
that 3.25 is no longer diagonal as was the ‘box’ in Hamiltonian 3.24 for the organic
molecule.
3.7. Calculation of self-energy terms
The generalization of 3.19 to the multilevel adsorbate case is straightforward:
ΣMO,MO′(E) = ∑
k,k′
T∗MO,k Gk,k′(E) Tk′,MO′ (3.26)
where subscripts MO and MO’ label the molecular orbitals. It is useful to express
relation 3.26 in a local-orbital basis. Expanding the molecular states in terms of the
local-orbitals, we have ψi = ∑j ci,jφj, so that 3.26 becomes
ΣMO,MO′(E) = ∑
ij,αβ
c∗MO,i T
∗
i,α Gα,β(E) Tβ,j cj,MO′ (3.27)
From expressions 3.27 (or 3.26), we see that the shift and broadening of the molec-
ular levels, given by the real and imaginary parts of Σ(E), depend on (i) the elec-
tronic structure of the substrate, through its Green’s function Gα,β(E), (ii) that of
the adsorbate, through the wavefunction coefficients, cMO,i, and (iii) the interaction
or coupling Tα,i between them.
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Figure 3.33.: The Au-organic interaction is calculated by computing the hopping elements
between the orbitals of each metal-molecule atom pairs.
The calculation of (i) and (ii) using DFT techniques can be carried out using DFT-
based methods. In the present case, we will adopt the simple case of neglecting the
5d shell and consider only the 6s orbitals of Au. The hopping elements (iii) between
the organic molecule and the metal atoms are calculated for each pair of molecule-
substrate atoms (Fig. 3.33).
The organic molecule is assumed to be deposited flat over the metal surface, at a
distance d. The magnitude of the hopping elements as a function of this distance is
shown in Fig. 3.34.
Although a full calculation, including the effect of other atoms on substrate-
molecule pairs should, in principle, be carried out, its effect is small and will
be neglected here on a first approximation. Moreover, since we are considering
non-reactive interfaces, there are no atoms that, through chemical reactions or
adsorbate-induced reconstructions, can move between the substrate-molecule pairs,
rendering the hopping elements of Fig. 3.34 a good approximation.
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Figure 3.34.: C–, N–, O– and H–Au hopping elements as a function of distance.
From equation 3.27, the most important elements are the diagonal ones MO=MO’.
Off-diagonal self-energy elements correspond to the coupling of different molecu-
lar orbitals through the substrate, greatly increase the computational cost and are
not of great importance.
The main contributions to equation 3.27 come from the i = j terms: the i 6= j
terms correspond to taking two different atoms in the molecule or, in the case of σ
orbitals, two different orbitals of the same atom. In either case, their contribution is
not as important as the diagonal i = j terms and will not be included here.
With this, the expression for the self-energy acting on the molecular orbital MO
finally reduces to the simple form
ΣMO(E) = ∑
i
|cMO,i|
2 |Ti,6s|
2 G6s,6s(E) (3.28)
Here, MO refers to a particular molecular orbital, i labels an atomic orbital, and
the Green’s function G6s,6s(E) provides information about the metal DOS through
the relation
ρ6s(E) = −
1
π
G6s,6s(E) (3.29)
Since we are interested in the LDOS in the molecular energy gap, close to the
Fermi level, we can take G6s,6s(E) ≃ G6s,6s(EF). Using the data of Papaconstan-
topoulos (ρtotal(EF) = 0.147 eV−1, ρ6s(EF) = 0.036 eV−1 [Papaconstantopoulos86]),
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d (Å) Γπi (eV) Γ
σ
i (eV)
2.8 2.1 1.05
3.0 1.5 0.75
3.2 1.0 0.5
3.5 0.5 0.25
Table 3.2.: Molecular level widths (FWHM) for orbitals of π and σ symmetry as a function
of the organic-Au distance d.
we obtain for the broadening of the molecular levels with respect to the metal-
organic distance d (Table 3.2).
Notice that, due to the approximations made, the broadening of all molecular
orbitals of π symmetry is the same, and the same happens for σ orbitals.
Though remarkably simple, equation 3.28 produces surprisingly good results.
We have seen that the effect on the organic molecule of its interaction with the
metal, described using a self-energy Σ, is to broaden the molecular levels. The initial
delta-like3 spectrum of the isolated molecule is transformed into a superposition
of Lorentzian curves, each of which corresponds to a particular molecular orbital.
This modifies completely the organic electronic structure. The broadening of the
levels around the Fermi energy, especially the HOMO and LUMO, induce a LDOS
in the former organic energy gap, which is ‘filled’ due to the interaction with the
metal substrate (Fig. 3.35).
Where does this DOS come from? Like the case of inorganic semiconductors,
where the increase in the induced DOS was derived from a similar decrease in the
valence and conduction bands, here the induced DOS is compensated by an equal
decrease in the DOS outside the gap.
It is important to notice that, the stronger the metal-organic interaction, the
broader the Lorentzian DOS will be, but its integral, which gives the charge, al-
ways remains constant. This is illustrated in Fig. 3.36: no matter how broad or
narrow the Lorentzian curve is, its integral always equals one, as corresponds to
each MO accommodating one electron per spin.
The induced DOS is obtained by adding the contributions of the different MOs,
3 The spectrum of the isolated molecule is of course not strictly δ-like, but rather has a Gaussian
shape due to thermal broadening, and probably the (small) intermolecular interaction. However,
these Gaussians are very narrow compared to the Lorentzian FWHM reported in Table 3.2, and
certainly do not fill the gap as Lorentzians do, so that the comparison with δ functions remains
valid.
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Figure 3.35.: The broadening of the molecular levels, especially the HOMO and LUMO,
modified the electronic structure of the organic material, giving rise to a DOS in the
former energy gap.
Figure 3.36.: A stronger interaction with the metal gives rise to a greater broadening of
the molecular levels. Regardless of the broadening, however, the integrated charge is
always equal to one electron per spin.
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Figure 3.37.: The CNL position is determined by integrating the induced DOS up to the
number of electrons in the isolated molecule.
each of which is a Lorentzian curve of width given by equation 3.23. The CNL
position is obtained by integrating this DOS up to the number of electrons in the
isolated molecule (Fig. 3.37):
∫ CNL
−∞
ρIDIS(E) dE = N (3.30)
The CNL position indicates the energy at which the organic molecule at the
interface is neutral.
The position of the CNL and the magnitude of the DOS induced in the former en-
ergy gap determines the strength of the Fermi level pinning at the interface. This is
described by the S parameter introduced for inorganic semiconductors [Tejedor77]:
S =
1
1+ 4πe2D(EF) d/A
(3.31)
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where all quantities are expressed in atomic units, D(EF) is the induced DOS at
the Fermi level (almost the CNL), d is the metal-organic distance, and A is the area
associated with each molecule.
From the theoretical values of S and the CNL, the position of the interface Fermi
level at the metal-organic interface, EF, can be calculated. As in inorganic semicon-
ductors, it is given by
CNL − EF = S (CNL − φM) (3.32)
where it has been assumed that the interface dipole acts on the metal, shifting its
electronic spectrum, while the organic molecular levels are fixed. The dipole at the
interface is given by
∆ = (1− S) (φM − CNL) (3.33)
The results for the induced DOS and energy level alignment for the different
organic materials are analyzed below:
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Figure 3.38.: The tendency of the CNL and φM to align gives rise to charge transfer between
metal and molecule. In this case, electrons are transferred (shaded area) from the
organic material to the metal.
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Figure 3.39.: PTCDA induced DOS for the Au/PTCDA interface calculated for d = 2.8 Å
(dashed line), d = 3.0 Å (continuous line), and d = 3.2 Å (dotted line). Long (short) bars
correspond to the π (σ) states neglecting the metal-molecule interaction. The position
of the CNL, work function and interface Fermi level are also shown.
3.8. Au/PTCDA
The electronic structure of the Au/PTCDA interface within our approximation is
shown in Fig. 3.39. The figure shows the induced DOS calculated for three organic-
metal distances. The molecular levels of the PTCDA molecule are shown as vertical
bars. Long (short) bars correspond to π (σ) orbitals neglecting molecular relaxation
upon adsorption. The energy scale is referred to vacuum.
The calculated HOMO and LUMO have π symmetry, and their electron density,
described in the previous chapter, are in agreement with STM measurements on
weakly-reactive interfaces and previous theoretical calculations [Kendrick96]. The
HOMO is separated ∼ 1 – 2 eV from other occupied states, where, in particular,
the σ states are located on the oxygen atoms and are associated with O lone pairs.
Above the LUMO are a group of orbitals of π symmetry, the σ states being found
∼ 10 eV above the LUMO position.
The most important characteristic of Fig. 3.39 is that the energy gap is filled with
the ‘tails’ of the Lorentzians of occupied and empty states. These states, broadened
due to their interaction with the metal, add up to yield a non-negligible DOS in
the former energy gap. The figures shows this DOS calculated for three different
metal-organic distances (d = 2.8, 3.0 and 3.2 Å). For these distances, the molecular
levels are broadened by Γπi ≃ 2.1, 1.5 and 1.0 eV, and Γ
σ
i ≃ 1.05, 0.75 and 0.5 eV,
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d (Å) 2.8 3.0 3.2 3.5
S 0.12 0.13 0.16 0.23
Table 3.3.: Values for the S parameter for the Au/PTCDA interface for several metal-organic
distances, d.
respectively. The position of the CNL, calculated from 3.30, is found in PTCDA at
-4.8 eV with respect to vacuum, or 2.5 eV above the center of the HOMO peak.
The induced DOS at the CNL are 1.5, 1.2 and 0.9 × 1014 eV−1 cm−2 for these
distances. Obviously, the larger the distance, the sharper the molecular states, and
the lower their contribution to the DOS at the CNL.
An important result is that, even if the magnitude of the induced DOS, partic-
ularly around the CNL, depends rather strongly on the interaction strength, the
position of the CNL remains unchanged: in the 2.8 – 3.2 Å range, the CNL position
changes by less than 0.1 eV. This is an important result, showing that the CNL po-
sition is an intrinsic property of the organic material, and will be discussed later, in
the context of the zeros of the real part of the molecular Green’s function (Chapter
4).
This insensitivity of the CNL position to d is due to the slow decay of Lorentzian
functions, and shows that the CNL position depends of the occupied and empty
states around the energy gap. For instance, in the Au/PTCDA interface, the occu-
pied states around ∼ -9 eV in Fig. 3.39, together with the well-separated states in
the empty part of the spectrum, push the CNL upwards in the gap.
The theoretical values of the S parameter can be calculated from equation 3.31,
for the organic-metal distances considered. D(EF) is the induced DOS, d is our
fixed external parameter, and A = 120 Å2 is the area per PTCDA molecule (it is
not the area A of the molecule, as results from the molecular calculation, but from
low-coverage STM measurements yielding the unit cell).
At variance with the CNL position, S depends rather strongly on the metal-
organic distance. However, the low (∼ 0.1 – 0.2) value of S indicates that the Fermi
level is strongly pinned at the interface, due to the high DOS induced in the gap.
From the calculated value of S and the position of the CNL, the interface Fermi
level can be obtained theoretically using equation 3.32. Taking a value of φM = -5.1
eV [Hill98c] yields EF = -4.85 eV, or 2.45 eV above the HOMO peak. Because the
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Figure 3.40.: Experimental Fermi level position (black squares) for PTCDA on different
metals. The solid line is a least-squares fit, which yields the S parameter over these
metals, while the dashed line shows the prediction of the Schottky-Mott model. The
difference between EF and the top of the HOMO (which sets the zero of the energy
scale) is ∼ 2.0 eV. Notice that the LUMO position is deduced by adding the optical
gap to the HOMO (from [Hill98c]).
initial difference φM - CNL = 0.3 eV is rather small, it makes little difference what
value of S is used; we take S = 0.16 This is to be compared with the experimental
value of 2.0 eV above the HOMO edge (see Fig. 3.40), or 2.5 above the HOMO center
(since the HOMO and LUMO edges are measured experimentally, and 0.5 eV must
be added to refer them to molecular level peaks).
The theoretical value of the interface dipole is 0.25 eV (calculated from equation
3.31), close to the experimental [Hill98c] value of 0.2 eV (Fig. 3.41) .
The Fermi level is strongly pinned near the CNL, as shown by the large dipole
created, resulting in the relative shift of the molecular electronic spectrum, which
brings the CNL and φM closer.
Notice how the initial φM - CNL = 0.3 eV is distributed: the low value of S results
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Figure 3.41.: Interface dipole as a function of the metal work function for several organic
materials, determined experimentally. Notice that the value for Au/PTCDA is ∼ 0.2
eV (from [Hill98c]).
in a large (0.25 eV) interface dipole, and a remaining small (0.05 eV) difference
between the interface Fermi level and the CNL. This is the consequence of the
strong pinning at the Au/PTCDA interface, resulting from the high DOS induced
in the organic energy gap.
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Figure 3.42.: PTCDA induced DOS for the Au/PTCBI interface calculated for d = 3.2 Å.
Long (short) bars correspond to the π (σ) states neglecting the metal-molecule in-
teraction. The position of the CNL, work function and interface Fermi level are also
shown.
3.9. Au/PTCBI
The calculated induced DOS for PTCBI on Au is shown in Fig 3.42 for a metal-
organic distance of 3.2 Å. In this case, the HOMO is not resolved due to other
close-lying occupied π states. The LUMO is resolved and lies below a group of
empty states, also of π symmetry, in the -2.5 – 0 eV range (with respect to vacuum).
The integration of the induced DOS yields a CNL position of -4.4 eV (with respect
to vacuum). The values of D(EF) = 0.71 and 0.36 × 1014 eV−1 cm−2 for 3.2 and 3.5 Å
(here A = 191 Å2) yield an S parameter for this interface of S ∼ 0.2 for this distance
range: we have S = 0.16 for d = 3.2 Å and S = 0.28 for d = 3.5 Å. As in the case
of PTCDA, the CNL position is changed by less than 0.1 eV for both cases. Notice,
however, that the peaks are barely resolved for the shorter distance.
At this interface, a value of φM = -5.0 eV has been measured [Hill00d]. This gives
a 0.6 eV initial difference between the CNL and the metal work function. Using
S = 0.16, we obtain a Fermi level position of -4.50 eV with respect to vacuum, or
2.2 eV above the HOMO peak (-6.7 eV), and a calculated interface dipole of 0.50
eV. Experimentally [Hill00d], the Fermi level is measured 1.6 eV above the HOMO
edge, or 2.1 eV above the HOMO center, and a downwards dipole of 0.4 eV is
measured. This is shown in Fig. 3.44, where it should be noted that the PTCBI
optical (rather than transport) gap is presented.
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Figure 3.43.: PTCDA induced DOS for the Au/PTCBI interface calculated for d = 3.5 Å.
Long (short) bars correspond to the π (σ) states neglecting the metal-molecule in-
teraction. The position of the CNL, work function and interface Fermi level are also
shown.
As in the case of PTCDA, this is a strongly pinning interface. This is reflected in
the low value of S and how the initial φM - CNL difference is screened, resulting in
a large interface dipole and a small offset between the interface EF and the CNL.
The agreement with the experimental values is good: the difference in the Fermi
level position and interface dipole is ∼ 0.1 eV, showing that the strongly pinning
character of the interface is correctly described. For the slope parameter S, the
agreement is reasonable; the theoretical results yield a low value, showing the pin-
ning is strong, but, as in the case of PTCDA, still larger than the experimental value
of S ∼ 0. This will be discussed below.
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Figure 3.44.: Energy level diagram determined experimentally ( [Hill00d]) for the
Au/PTCBI interface. Notice that HOMO and LUMO edges are shown, and 0.5 eV
have to be added in each case to translate to level centers.
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Figure 3.45.: PTCDA induced DOS for the Au/CBP interface calculated for d = 3.5 Å. Long
(short) bars correspond to the π (σ) states neglecting the metal-molecule interaction.
The position of the CNL, work function and interface Fermi level are also shown.
3.10. Au/CBP
The induced DOS for the Au/CBP interface is shown in Fig. 3.45, calculated for a
metal-molecule distance of 3.5 Å. The large energy gap (4.6 eV) results in a smaller
induced DOS in the gap. The presence of fewer molecular orbitals around the gap
adds to this effect. These orbitals are distributed rather symmetrically around the
gap, which results in the CNL closer to mid-gap. The DOS induced at the CNL is
∼ 0.1 × 1014 eV−1 cm−2, much smaller than in the previous cases.
For the case of CPB, the CNL position has been somewhat troublesome. First,
an incorrect value for the peak-to-peak gap was taken (5.1 eV [Vázquez04a]) later,
this gap was corrected to 4.6 eV [Vázquez05b]. After recalculating the Au/CBP
interface, we have arrived at the CNL position of -4.05 eV. Given our previously
reported value of -4.2 eV [Vázquez05b]PRB-OO, we consider this figure to have an
uncertainty of ± 0.1 eV.
The value of CNL = -4.05 eV is a slightly more symmetric position in the gap
than in the previous cases, and a theoretical value of the S parameter of S = 0.5
(taking A = 251 Å2). Using the experimental value of φM = -4.9 eV (Fig. 3.46), the
Fermi level position is calculated at EF = -4.47 eV (2.33 above the HOMO center),
and a dipole magnitude of 0.43 eV. Experimental data [Hill98b], shown in Fig. 3.46,
report a dipole of 0.5 eV, and the Fermi level position 1.9 eV above the HOMO edge,
or ∼ 2.4 eV above the HOMO peak (notice again that in Fig. 3.46, the optical gap is
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Figure 3.46.: Energy level diagram for the Au/CBP interface, showing the interface dipole
and the Fermi level position. Notice that this is referred to HOMO and LUMO onsets
(rather than centers). Figure from [Hill98b].
presented).
The larger value of S than the previous cases, which translates into a higher EF -
CNL difference, reflects the lower pinning behavior at the CBP/Au interface. This
is due to the lower DOS induced in the gap, which allows the interface Fermi level
to move more within the gap.
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Figure 3.47.: PTCDA induced DOS for the Au/CuPc interface calculated for d = 3.2 Å. The
rather strong metal-organic interaction results in the large broadening of the molecular
states and in the pinning of the Fermi level close to the CNL.
3.11. Au/CuPc
When calculating the electronic structure of the Au/CuPc interface, the singly-
occupied Cu-associated molecular orbital, which is the HOMO and LUMO at the
same time, and which gives rise to two states within our Koopmans approach,
is taken into account. For the sake of clarity, these states are shown as broader,
shorter vertical bars in Figs. 3.47 and 3.50, to distinguish them from other molecular
orbitals.
The comparison of our results [Vázquez05b] with experimental data has forced
a reconsideration of the metal-organic distance, d.
Fig. 3.47 shows the induced DOS and CNL for d = 3.2 Å. The main feature is the
relatively high DOS induced in the gap, created mostly by the rather small (2.6 eV)
energy gap. This gives rise to values of D(EF) ≃ 0.65 × 1014 eV−1 cm−2. Taking d =
3.2 Å results in a value of S = 0.19, indicative of a rather strongly pinning interface.
The CNL is located 1.7 eV above the HOMO peak, or at CNL = -4.0 eV from the
vacuum level. Inserting φM = -5.3 eV [Peisert02] in equation 3.32 yields an interface
dipole of ∆ = 1.05 eV and a Fermi level located 1.45 eV above the HOMO peak (EF
= -4.25 eV with respect to vacuum).
Experimentally, CuPc interfaces have been extensively analyzed. Experiments
[Peisert02] report a large vacuum level drop (of which ∼ 0.8 – 0.9 eV is attributed
to the surface dipole), and a Fermi level position ∼ 1.4 eV above the HOMO center.
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Figure 3.48.: Energy level diagram for Au/CuPc interfaces as determined from photoemis-
sion measurements. Notice that no differences are found between single-crystal and
polycrystalline Au substrates (from [Peisert02]).
While the Au-CuPc distance has not been determined, other evidence points in the
direction of little metal/CuPc interaction. Although the details about adsorption
mechanisms on the metal surface are missing, CuPc molecules can adopt flat-lying
or upright configurations [Schreiber04,Peisert02], and the reported values of Fermi
level position relative to the HOMO and interface dipole are similar in both cases
(see Fig. 3.48). The evolution of photoemission spectra is consistent with the inter-
action of neighboring CuPc molecules, and the results seem to be insensitive to the
interaction with the gold substrate.
In addition, STM data [Xu02] do not measure significant DOS induced in the gap
(Fig. 3.49). The STM resolution in this experiment is clearly not at its best, making
the interpretation of Fig. 3.49 difficult. A detailed analysis shows that possibly the
tip is scanning the second CuPc layer.
Our results of Fig. 3.47 indicate a rather strong influence of the gold substrate,
contrary to what is observed experimentally. After an evaluation of the data [Peis-
ert02, Knupfer], we consider the possibility that the metal-molecule distance is
larger, around d ∼ 3.7 Å. In this way, the metal/CuPc interaction would be smaller.
The calculated DOS for this distance is shown in Fig. 3.50.
The broadening of the molecular orbitals is smaller, due to the larger Au-CuPc
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Figure 3.49.: I/V and di/dV curves for ultrathin films of CuPc deposited on Au(111) (from
[Xu02]).
distance, resulting in the weaker metal-molecule interaction. Remarkably, the posi-
tion of the CNL is almost unaffected, changing by less than 0.1 eV. The S parameter,
on the other hand, reflects the change in d more strongly, resulting in the value S =
0.39.
The use of this value for S in equation 3.32 results in a lower pinning behavior,
yielding a smaller dipole magnitude ∆ = 0.8 eV and a Fermi level closer to the
HOMO center (EF - HOMO = 1.19 eV, or EF = -4.51 eV from vacuum). Since the
interface is less pinning, the Fermi level can more freely within the gap, giving rise
to a lower EF - HOMO offset. The lower screening at the interface also results in
a lower induced dipole. The experimental Fermi level position, however, points in
the direction of stronger pinning closer to the CNL, yielding larger EF - HOMO
offsets.
The results for Au/CuPc interfaces are puzzling, since, on one hand, experiments
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Figure 3.50.: Same as Fig. 3.47 for d = 3.7 Å. The weaker interaction with the substrate is
shown in the well-defined peaks. The CNL position, remarkably, is almost unchanged,
while the weaker pinning results in a Fermi level position further away from the CNL.
seem to indicate little interaction with the metal substrate, while our results for
large (d = 3.7 Å) distances yield a better agreement in the dipole (which increases
with a smaller S) but ‘underpin’ the Fermi level. A ‘compromise value’ of d ∼ 3.6
Å is taken, as will be commented on below, but in any case further theoretical work
is needed.
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Figure 3.51.: Induced DOS for the Au/Pentacene interface calculated for two metal-
organic distances, d. Also shown are the CNL position, work function (taken from
Ref. [Schroeder02] and Fermi level position for 3.2 Å (black) and 3.5 Å (grey) dis-
tances.
3.12. Au/Pentacene
Pentacene is a widely-studied molecular solid and several experimental studies
have been carried out. We have carried out calculations for the Au/Pentacene in-
terface for two different distances d, 3.2 Å and 3.5 Å. Fig. 3.51 shows the electronic
structure of the interface for both distances. The integration of this induced DOS
yields a CNL position of CNL = -3.8 eV (the difference between both CNL positions
is 0.02 eV). The calculation of the S parameter, using the area A = 84.04 Å2 from
Ref. [Schroeder02], gives the theoretical values of S = 0.14 for d = 3.2 Å and S = 0.22
for d = 3.5 Å.
Experimentally, since the adsorption geometry depends strongly on the growth
conditions, Pentacene has been reported to lie flat at the surface [Schroeder02] or to
be deposited almost vertically on the metal surface [Tsiper03]. In our calculations,
we are considering the molecules to be deposited parallel to the metal surface.
Thus, comparison with experiment can be obscured by the particular adsorption
geometry, which is not known. The comparison of our results with experiment
must take into account the particular value of φM and organic ionization energy
(IE) that is measured experimentally. These typically vary by a few tenths of an
eV due to growth conditions. In the case of the metal work function, the figures
depend on the face of the metal or whether the substrate is polycrystalline, and on
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Figure 3.52.: Energy levels for the Au/Pentacene interface, showing a large interface dipole.
Figure from Ref. [Schroeder02].
possible contamination.
We first compare with the results reported in Ref. [Schroeder02], where the values
of φM = -5.47 eV and an ionization energy for Pentacene of IE = -5.07 eV. Our
calculations yield a hole injection barrier of φBh = 1.04 eV for d = 3.2 Å and φBh =
0.90 eV for d = 3.5 Å, corresponding to Fermi level positions of EF = -4.03 and -4.17
eV, respectively. Experimentally, a value of φBh = 1.05 eV with respect to the HOMO
center is reported (Fig. 3.52). For the interface dipole, we obtain ∆th = 1.44 and 1.30
eV for d = 3.2 and 3.5 Å respectively, larger than the measured value of ∆exp = 0.95
eV.
Gao and coworkers [Watkins02] reported an energy level diagram as shown in
Fig. 3.53, where the relevant interface is the one on the left, which corresponds to
the deposition of Pentacene on Au (the right-hand interface is for Au on Pentacene).
The values for the Au work function and ionization energy are φM = -5.4 eV and
IE = -4.9 eV. Using these values results in a Fermi level position and hole injection
barriers of EF = -4.02 eV and φBh = 1.34 eV for the closest distance, and EF = -4.15 eV
and φBh = 1.25 eV for d = 3.5 Å. This is to be compared to φBh(exp) ≃ 1.0 eV (with
respect to the HOMO center). As for the interface dipole, our calculations yield ∆th
= 0.88 and 1.25 eV for d = 3.2 and 3.5 Å respectively, while the measured value is
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Figure 3.53.: Energy level diagram for the Au/Pentacene interface. The left interface corre-
sponds to Pentacene on Au and is the one used for comparison. The Au-on-Pentacene
interface (right) yields slightly different values but is more troublesome to interpret
due to interdiffusion and band bending. Figure from Ref. [Watkins02].
∆exp = 1.0 eV.
Koch et al. [Koch03] have reported results with a similar value for the dipole, but
with a higher hole injection barrier (Fig. 3.54). Their values of φM = -5.4 eV and IE
= -5.7 eV (much higher than the value reported in Ref. [Watkins02]), together with
our calculated values of the CNL and S, yield a Fermi level position of EF = -4.02
eV and EF = -4.15 eV for 3.2 and 3.5 Å respectively, as before. However, the different
ionization energy results in higher hole injection barriers, φBh = 1.68 eV and 1.55 eV
for the shorter and larger distance, to be compared with the reported experimental
value of φBh (exp) = 1.35 eV. The theoretical interface dipole overestimates the ex-
perimental value, since our calculations yield ∆th = 1.38 and 1.25 eV for d = 3.2 and
3.5 Å respectively, whereas the experimental value is ∆exp = 1.05 eV.
A recent study of the Au/Pentacene interface [Amy05] reports smaller values
both for the hole injection barrier and for the interface dipole (Fig. 3.55). The au-
thors’ careful analysis of the energy levels, both in the bulk and at the interface,
reveals that the gap is somewhat smaller than previously reported [Shen01b]. In
principle, this would imply a stronger pinning within our model, with a larger
value for the dipole. Instead, the reported values of ∆exp = 0.6 eV and φBh (exp) =
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Figure 3.54.: Experimental energy level diagram for the Au/Pentacene interface determined
from UPS measurements (from Ref. [Koch03]). Notice that the values refer to HOMO
and LUMO edges.
0.97 eV are somewhat puzzling. Our calculations, using the measured values φM
= -5.05 eV and IE = -5.5 eV, yield hole injection barriers of φBh = 1.53 and 1.43 eV
for d = 3.2 and 3.5 Å respectively, much larger than experiment. Concerning the
dipole, our values of ∆th = 1.08 and 0.98 eV (d = 3.2 and 3.5 Å) are in both cases
much larger than the experimental value. In fact, our calculated results seem to be
consistent with a shift of the Pentacene spectrum, since a ∼ 0.4 eV shift of the ex-
perimental levels towards the vacuum level would result in a similar increase both
in φBh and ∆, in almost perfect match with our results. However, the experimental
results are what they are, and the agreement with our results is unfortunately not
too good.
The above results are summarized in Table 3.4, which takes into account the
different values of the metal work function and organic ionization affinity that
have been measured experimentally.
Table 3.4 shows that an analysis of the results for the Au/Pentacene is not simple.
In the first case of Table 3.4, the hole injection barrier is in good agreement with
experiment, but the dipole is overestimated. For the other cases, our results would
improve with a greater metal-Pentacene distance (both φBh and ∆ would decrease).
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Figure 3.55.: UPS/IPES-derived energy level diagram, from Ref. [Amy05]. Notice the clos-
ing of the gap at the interface due to increased polarization effects, and the small
values for the interface dipole and hole injection barrier.
In addition, the rather large dispersion found in the experimental values of φBh and
IE suggest that the energy level alignment is quite sensitive to the morphology of
the interface, which in turn depends on the growth conditions. It has been proposed
[Watkins02] that the adsorption geometry of Pentacene of gold is not flat, but with
the short axis tilted ∼ 13 degrees with respect to the substrate, while keeping its
long axis parallel to the surface.
This tilted geometry can be understood since possible geometrical deformations
can disrupt the backbone of π orbital, becoming energetically ‘costly’. Instead, the
whole molecule is tilted (for instance, so as to maximize the interaction with a
stepped metal substrate) while keeping the π molecular orbitals undisturbed. In
any case, it seems clear from the numerous experimental studies that the details of
the interface morphology affect quite substantially the energy level alignment.
In summary, our results for Au/Pentacene show a reasonable general agreement
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d = 3.2 Å d = 3.5 Å Exp.
φBh 1.04 0.90 1.05 [Schroeder02]
∆ 1.44 1.30 0.95 [Schroeder02]
φBh 1.38 1.25 1.0 [Watkins02]
∆ 1.38 1.25 1.0 [Watkins02]
φBh 1.68 1.55 1.35 [Koch03]
∆ 1.38 1.25 1.05 [Koch03]
φBh 1.53 1.43 0.97 [Amy05]
∆ 1.08 0.98 0.60 [Amy05]
Table 3.4.: Comparison between theoretical and experimental hole injection barrier and
interface dipoles. In each case, the corresponding values of the metal work function
and organic ionization energy have been used in the calculations.
with experiment, but without the lack of a detailed knowledge of the geometry of
the interface as input to our calculations limits the accuracy of our results.
3.13. Molecular distortions
In our discussion, we have assumed the molecule to present no geometrical dis-
tortion when deposited flat on the metal. Recent DFT calculations for organic
molecules adsorbed on metals [Öström03] show non-negligible bond-length changes
(e.g., the C–C bond in an octane molecule adsorbed on Cu(110) is shortened by ∼
0.04 Å. In addition, geometrical deformations have been measured experimentally
for F16CuPc molecules on Ag(111) and Cu(111) surfaces [Gerlach05]. In these cases,
the electronegative F atoms move away and the molecule ‘bends’ away from the
metal surface. It can be argued that, given the linear geometry of the alkanes, their
geometrical distortions are probably larger than the ones in PTCDA on Au(111).
For the F16CuPc case, the phthalocyanine carbon ‘backbone’ is not significantly dis-
rupted, making it difficult to judge whether changes in the molecular orbitals near
the gap will be affected.
Nevertheless, we explored the sensitivity of our results to geometrical distortions
by changing some of the molecular bond lengths. We analyzed how the deforma-
tion of the molecular C–C and C–O bonds modify the position of the CNL and
the LDOS. Our calculations indicate that the CNL shifts by 0.1 eV for a change of
0.1 Å of the carboxyl C–C bonds and by ∼ 0.07 for a 0.1 Å change in the C–O
bonds, while in all cases the LDOS around the CNL is practically unaltered. Thus,
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we conclude that the CNL undergoes only minor changes due to the molecular
deformation, and that the LDOS is not significantly modified. The CNL shift due
to molecular distortions can be estimated by realizing that the weaker single C–C
bonds are probably going to suffer the largest deformation. In the case of the alka-
nes, these distortions are ∼ 0.05 Å [Öström03]. This suggests that the accuracy in
our calculated CNL, neglecting molecular deformations, is better than 0.1 eV.
3.14. Summary
The above results for the different interfaces can be summarized in the following
tables, where a comparison with experimental data is presented. Some of these re-
sults have been slightly modified with respect to previously published values in
light of new data [Wan05,Gao03a,Knupfer]. Moreover, given the good agreement
found with experiment, and the similar agreement found for organic/organic inter-
faces (as will be seen in the next chapter), we consider them to be the most robust
and ‘up to date’ values.
We have taken S = 0.16 for Au/PTCDA and Au/PTCBI, as result from our cal-
culations for a metal-organic distance d of 3.2 Å, and S = 0.5 for Au/CBP, which
results from our model for d = 3.5 Å. For CuPc/Au, our choice of S = 0.3 (d ∼
3.6 Å) needs to be commented on. Experimental studies [Peisert02,Knupfer] seem
to indicate that the molecular level broadening stems from intermolecular interac-
tions, and that the interaction with the Au substrate is weaker than predicted by
our model [Vázquez05b] (where a value d = 3.2 Å was taken), which would re-
sult in narrower CuPc peaks at the interface, and a larger value of S (and possibly
d). Considering all this information, we have taken a larger value of S, S = 0.3,
which is in better agreement with the reported experimental findings. Finally, for
Au/Pentacene, although the details of the interface have not been properly take
into account, as described above, the value of S = 0.22, which corresponds to a
weaker interaction with the substrate, gives a better agreement with experiment. It
must be stressed that these values for the S parameter for the interface with Au, SAu,
are similar, but not exactly equal, to those determined experimentally by fitting the
Fermi level positions over a range of different metals (see Fig. 3.2). Interestingly, we
find SAu . SMO, where the latter value is this fit over several reactive and unreactive
interfaces, although the reasons for this are unclear at the moment. However, no-
tice that the tendency, or relative values between SAu and S (over different metals)
is maintained.
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-CNL -IE -φM SAu (th.)
PTCDA 4.8 7.3 (6.8) 5.1 0.16
PTCBI 4.4 6.7 (6.2) 5.0 0.16
CBP 4.05 6.8 (6.3) 4.9 0.50
CuPc 4.0 5.7 (5.2) 5.3 0.30
Pentacene 3.8 5.07 (4.57) 5.47 0.22
3.8 5.4 (4.9) 5.4 0.22
3.8 5.7 (5.2) 5.4 0.22
3.8 5.5 (5.0) 5.05 0.22
Table 3.5.: CNL position, HOMO center (edge) and metal work function in eV ( [Hill98c,
Hill00d, Hill98b, Peisert02, Schroeder02, Watkins02, Koch03, Amy05]), with respect to
the vacuum level, as well as theoretical values of the SAu parameter used in the calcu-
lations.
Table 3.5 shows CNLs and S parameters for the organic materials considered,
while 3.6 compares the theoretical and experimental values of the interface dipole
∆ and hole injection barrier φBh using these values. Notice the good agreement with
experiment, except perhaps for Au/Pentacene, of the theoretical values, calculated
with no aid from external parameters. The agreement in ∆ and φBh is in most cases
within 0.1 eV, and the calculated SAu are not necessarily equal though certainly
compatible with experimental values derived from a range of several reactive and
non-reactive interfaces (Fig. 3.2).
∆ (th.) ∆ (exp.) φBh (th.) φBh (exp.)
PTCDA 0.25 0.2 2.45 2.40
PTCBI 0.50 0.4 2.20 2.10
CBP 0.43 0.5 2.33 2.40
CuPc 0.91 1.2 1.31 1.60
Pentacene 0.90 1.05 1.30 0.95
1.25 1.0 1.25 1.0
1.55 1.35 1.25 1.05
1.43 0.97 0.98 0.60
Table 3.6.: Comparison between theoretical and experimental ( [Hill98c, Hill00d, Hill98b,
Peisert02,Schroeder02,Watkins02,Koch03,Amy05]) interface dipoles and hole injection
barriers are given using the data shown in Table 3.5. All energies are given in eV.
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SAu (th.) S (exp.) [Shen01b]
Au/PTCDA 0.16 0.0
Au/PTCBI 0.16 0.0
Au/CBP 0.50 0.6
Au/CuPc 0.33 0.25
Au/Pentacene 0.22 0.37
Table 3.7.: Comparison between the theoretical S parameters used in the calculations for the
interfaces with gold, SAu, and the values determined experimentally from a fit over
several reactive and unreactive interfaces.
Notice that for the first three interfaces the agreement in both the dipole and in-
jection barrier is very good, within the experimental uncertainty of ∼ 0.1 eV, while
for the last two interfaces, the lack of a detailed description of the interface results
in a greater discrepancy with experiment. This suggests that, while the pinning
behaviour is correctly described in all cases, more theoretical work or more experi-
mental input, currently unavailable, is needed for a better quantitative agreement.
In addition, note the scatter in the work function determined experimentally:
values ranging from -4.9 eV to -5.4 eV have been reported, as quoted above. Issues
such as the face of the metal, the crystallinity of the substrate clearly affect the
measured values of φM and thus affect the comparison with our theoretical results.
Recently, the effect of contamination of the metal surface was investigated [Wan05].
It was found that contamination by C and O can profundly affect the energy level
diagram: the value of φM is reduced by 0.7 eV, the hole injection barrier can vary
in ∼ 0.4 eV, and the induced dipole can change by as much as 1 eV. This effect, not
discussed explicitly in the experimental works quoted above, can be present and
can therefore obscure the comparison of theoretical and experimental results.
Concerning the values used for the S parameter, SAu, these are specific for the
case of gold and are similar, though not equal, to those obtained experimentally
from a fit of the Fermi level position over a range of several reactive and unreactive
metals [Shen01b]. This is summarized in Table 3.7. As mentioned before, we find
SAu . S, where the latter is the experimental fit. This suggests, perhaps counterin-
tuitively, that chemical reactions ultimately result in a larger Fermi level movement
in the gap and thus a larger value of S, although in lack of any detailed information
about the details of the interface this is highly speculative and the reasons for this
relation are unclear at the moment.
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SAu ∆ (th.) ∆ (exp.) φBh (th.) φBh (exp.)
α-NPD 0.33 0.70 0.86 1.31 1.74
Alq3 0.58 0.65 0.68 1.75 1.75
BCP 0.42 — — — —
Table 3.8.: Theoretical and experimental interface dipoles and hole injection barriers for
Au/organic interfaces, for those materials for which their CNL position is deduced,
as discussed in the text (all energies in eV).
In addition, we include here the CNL of several organic materials whose inter-
faces with Au have not been calculated, but which will appear in Chapter 4 when
dealing with organic/organic interfaces. The CNL of these materials was obtained
from a fit to experimental data [Hill00c], once the calculated CNLs of PTCDA,
PTCBI, CBP and CuPc were fixed. The resulting CNL positions and S parameters
enable the calculation of the corresponding interface dipoles and injection barriers
in their interface with Au, as results from the fitted CNL positions. The results,
summarized in Table 3.8, show that the calculated induced dipoles and hole injec-
tion barriers are in good agreement with metal/organic data. Thus, not only the
fitted values, as expected, yield good agreement with experiment but so do the
theoretical ones, calculated with no aid from external parameters.
At this point it is worth mentioning that the CNL position can be calculated
using Greens’ functions for the isolated molecule. This will be shown in Section
4.4, but suggests in any case that the CNL positions are almost intrinsic to the
organic material, so that the fit of the CNL of these materials is likely to be very
close to the calculated value, if this was done for the Au/organic case.
It is interesting to compare the values for S for metal/organic interfaces with
those found at metal/inorganic semiconductor interfaces. Those materials with the
lowest SAu values (like PTCDA) have high induced DOS in the gap (the values for
Au/PTCDA are ∼ 2 × 1014 eV−1 cm−2, comparable to IDIS calculated for inorganic
semiconductors like Si or GaAs [Flores87]. On the other hand, materials exhibiting
a less pinning behaviour like CBP have a lower induced DOS (∼ 0.1 × 1014 eV−1
cm−2), as reflected in the larger value of S. Since the area A per associated with each
molecule is 120 and 251 Å2 for PTCDA and CBP, respectively, the DOS induced by
each molecule (regardless of their area) is ∼ 2.4 eV−1 for PTCDA and ∼ 0.251 eV−1
for CBP, almost ten times less. This way, the pinning ability of the different organic
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materials is clearly seen: each PTCDA induces a DOS which is much larger than
than of CBP. If we consider that the area associated with each CBP molecule is twice
that of PTCDA, the D(EF)/A ratio is clearly different for both materials. Since this
quotient directly enters the definition of S (equation 3.31), it is easy to see how the
induced DOS and pinning ability of both materials result in such different values
of the S parameter. Of course, the induced DOS depends on the magnitude of the
gap, which is smaller for PTCDA (3.2 eV) than for CBP (4.6 eV), since the closer
the HOMO and LUMO are, the larger the DOS in the gap when these states are
broadened. In addition, the metal-organic distance d also enters the definition of S
and, though by no means negligible, it does not affect the final value of S so much.
In summary, while, in general, the values of S in metal/organic interfaces are
larger than for inorganic semiconductors and their pinning of the Fermi level is
weaker, the organic materials with the highest pinning behaviour have induced
DOS and values of S comparable to the inorganics.
3.15. Conclusions
To summarize, we have analyzed the energy level alignment at several metal/organic
interfaces by calculating the DOS that is induced in the organic energy gap. This
induced DOS enables the calculation of a CNL, which we propose acts as an effec-
tive Fermi level for the organic material. Its partial alignment with the metal work
function gives rise to charge transfer between both systems, which induces a dipole
at the interface, tending to align the CNL and the metal work function.
Theoretical results for the slope parameter, induced dipole and interface Fermi
level are in good agreement with experimental data for non-reactive interfaces, and
the pinning behavior of the different interfaces has been discussed and correctly
described. The direction of the dipole is always correct: since Au has a large work
function φM = -4.9 – -5.5 eV, charge is transferred from the organic molecule to
the metal, while the magnitude of the interface dipole is in good agreement with
experiment. Hole injection barriers, too, are found to agree well with experimental
findings.
After the discussion of SAu and its relation to the values determined experimen-
tally from a fit over various reactive and unreactive interfaces, it is clear that, while
S depends rather strongly on the metal-organic distance, one of the main assump-
tions in our model, this is not the case for the CNL. The position of the CNL in
the gap is almost unchanged with respect to substrate-induced molecular deforma-
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tions or with respect to the interaction strength. Our calculations indicate that the
CNL position does not change by more than 0.1 eV for strong bond deformations,
and variations in the molecular level broadenings leave the CNL position almost
unchanged. This shows that the CNL is a robust quantity, nearly independent on
the details of the interaction.
Our model analyzes the energy level alignment in terms of the DOS induced at
the interface and the (stronger or weaker) pinning of the Fermi level near the CNL.
The central quantity in our approach is, clearly, the CNL. Beyond the limitations
of our calculation of the CNL (such as the assumptions in the model, or that the
CNL position ultimately depends on values for the ionization energy that have
an experimental uncertainty [Tadayyon04]), the position of the CNL is an absolute
quantity. It acts as an effective Fermi level for the organic material, determining
whether and in which direction charge will be transferred at the interface, making
the model predictive.
Since it is likely that several mechanisms are operating simultaneously at the in-
terface, it is interesting to see how these can be incorporated into our formalism.
In the case of the reduction of the metal work function by the adsorbed molecules
(the ‘pillow’ effect), this can be introduced (at least phenomenologically) as a re-
duction in the initial value of φM. Concerning chemisorption, the results presented
here apply to non-reactive interfaces, but the approach for reactive ones is similar:
the calculation of the interface electronic structure yields charge transfer and gap
states (in this case, chemistry-induced), which are responsible of the pinning of the
Fermi level. Thus, the formulation of our model is general and can incorporate or
describe these other mechanisms.
At reactive metal-organic interfaces, where the interaction is strong, the states
induced in the organic gap should be calculated for each particular interface. But
even though the results presented here, such as CNL positions, are not strictly ap-
plicable in those cases, the fact that the Fermi level is completely pinned for PTCDA
or PTCBI on all metals at the same energy position suggests a preferred energy
position, characteristic of the organic material, and that the particular shape of the
induced DOS does not greatly affect the position of the CNL. Thus, for these mate-
rials, there is already a high ‘intrinsic’ pinning at the unreactive interface, and the
existence of defects or chemical reaction does not greatly modify this behaviour. For
other materials, like CBP, the ‘intrinsic’ pinning is weaker, and other mechanisms,
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if present, will have a greater effect on the energy level alignment.
To summarize, while chemical reaction or interdiffusion are present in many
interfaces and their importance is obvious, their often complex behaviour can, in
fact, obscure the understanding of the mechanisms taking place. Our aim has been
to focus on the opposite class of interfaces: free of the complexity of chemical
reaction or defects, the study of unreactive, ‘ideal’ junctions focuses on a more
fundamental behaviour, present in all interfaces, and can unveil, in a consistent and
predictive manner, the basic mechanisms governing the Schottky barrier formation
and the energy level alignment.
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CHAPTER 4
Organic/organic interfaces
Who are you going to believe,
me or your own eyes?
(Grouho Marx)
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4.1. Introduction to Organic/Organic interfaces.
4.1. Introduction to Organic/Organic interfaces.
The efficiency of organic-based devices is often determined by the performance at
the interface. Thus, organic heterojunctions have become the focus of considerable
attention in recent years. In these devices, electron-hole recombination or separa-
tion takes place at or near interfaces between electron and hole transport layers.
Creating structures with the desired electron and hole injection barriers is neces-
sary for maximizing the performance of the device, such as confining electrons or
holes to particular layers, or enhancing recombination, for instance. All of these
depend on the molecular level offsets when the interface is formed.
A detailed understanding of the energy level alignment at these heterojunctions
is thus essential for the control and optimization of these organic-based devices, as
well as from a fundamental point of view.
4.2. Organic heterojunctions
In order to determine molecular level offsets and injection barriers, a study of the
energy level alignment at organic/organic interfaces is necessary.
Experimental studies [Hill00c, Hill98a, Rajagopal98] reveal a somewhat contra-
dictory situation: in most cases, the vacuum level rule is followed within experi-
mental resolution, by which the vacuum levels of the two organic materials sim-
ply align at the interface. In some cases, however, a significant dipole (up to
0.5 eV) is observed at the interface. In addition, a series of recent experiments
[Gao01,Gao03b,Gao02,Kahn06] when one of the materials is p-doped have revealed
the appearance of a large (0.5 – 0.9 eV) interface dipoles upon doping. Up to now,
no consistent explanation of these data has been put forward, and the energy level
alignment at organic/organic interfaces remains an open problem.
Let us first restrict our analysis to the case of undoped organic heterojunctions.
The experimental situation is summarized in Fig. 4.1.
As has been mentioned, most interfaces exhibit little or no interface dipoles,
following the vacuum level rule. This is perhaps not too surprising, considering
that both semiconductors are made up of closed-shell molecules, and chemical
reaction or indeed a strong chemical interaction between them is not expected.
At the same time, notable exceptions to this rule exist, such as the CuPc/PTCDA
(∆=0.4 eV), PTCDA/Alq3 (∆=-0.5 eV) or BCP/PTCBI (∆=0.4 eV) interfaces (Fig.
4.1). The reasons for the appearance of such large dipoles are unclear. It has been
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Figure 4.1.: Experimental energy level diagram and molecular band offsets at several orga-
nic heterojunctions, from Ref. [Hill00c]. Notice that the LUMO positions are derived
by adding the optical gaps to the HOMO energies.
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suggested [Ishii99] that the appearance of dipoles is to be expected at interfaces
between donor and acceptor materials, as in the CuPc/PTCDA or PTCDA/Alq3
interfaces. However, this argument, as pointed out by the authors, would predict
a dipole at the PTCDA/α-NPD interface, whereas a small ∆ = -0.1 eV value is
observed.
Clearly, the large negative values for the PTCDA HOMO and LUMO make this
material an electron acceptor, but this distinction is not straightforward for other
semiconductors. From the HOMO and LUMO positions of the materials shown in
Fig. 4.1 it is not easy to predict the direction of charge transfer.
It is not straightforward to correlate the sign or magnitude of the observed
dipoles with the relative positions of the HOMOs of the materials shown in Fig.
4.1. Large differences in the HOMO positions before the interface is formed could
give rise to dipoles at the interface. The material with the lower (more negative)
HOMO position could be considered as the electron acceptor, thereby raising its
vacuum level with respect to the other material, as is the case of PTCDA in the
CuPc/PTCDA or PTCDA/Alq3 interfaces, or Alq3 in the α-NPD/Alq3 case. But this
argument breaks down in the many cases where initial HOMO offsets are large,
but zero or negligible dipoles are detected (α-NPD/BCP, CuPc/BCP or, notably,
PTCDA/α-NPD). In addition, the opposite of the above argument’s prediction is
observed at the BCP/PTCBI interface, where the vacuum level of the material with
the most negative initial HOMO position (BCP) is lowered, not raised.
If Fig. 4.1 is analyzed from the point of view of considering the initial differences
between the HOMO of one material and the LUMO of the other one, then large
barriers are found, like 0.7, 1.4, 3.4 or 1.0 eV for the CuPc/PTCDA, PTCDA/Alq3,
α-NPD/Alq3 and PTCDA/α-NPD interfaces, respectively.
4.3. Charge Neutrality Levels
The previous analysis suggests that the molecular level offset at organic heterojunc-
tions is not easily predicted from the relative positions of the HOMO or LUMO of
the organic materials. How, then, can the energetics of organic heterojunctions be
understood?
Since the energy level alignment at non-reactive metal/organic interfaces can
be successfully described within the induced DOS and CNL scenario, and given
the weak interaction at organic heterojunctions, we extend our analysis to orga-
nic/organic interfaces.
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Our model for organic heterojunctions [Vázquez05b] extends our previous ar-
guments and proposes to consider the CNLs as the organic ‘effective’ Fermi or
electronegativity levels. This implies that the CNLs, calculated for metal/organic
interfaces, are an intrinsic property of the organic material and can be used to
analyze organic heterojunctions. Although, strictly speaking, this should be con-
firmed by specific calculations of the different organic/organic interfaces, the va-
lidity of this assumption in our model is supported by the insensitivity of the CNL
at metal/organic interfaces, together with the good agreement of our results with
experiment.
We propose that the energy level alignment at organic heterojunctions is gov-
erned by the partial alignment of the CNLs of the two organic materials: the initial
relative position of the CNLs of the two organic materials determines how charge
is transferred between them. This energy difference gives rise to charge transfer
between the two organic semiconductors. This creates an interface dipole, which
tends to reduce the initial CNL difference.
The position of the CNL of several organic materials is shown in Fig. 4.2 and
Table 4.1. As was mentioned in Section 3.14, whereas the values for the first four
organic materials was calculated as described in the previous chapter, the latter
three were deduced from the best fit to experimental data ( [Hill00c], Fig. 4.1),
once the calculated CNLs of PTCDA, PTCBI, CBP and CuPc are fixed. For these
materials, their CNL positions result in good agreement with experiment when
their interfaces with Au, using the fitted CNLs, are considered. In addition, the
results of the following Section (4.4) show that the dependence of the CNL position
on the details of the interaction is very weak, so that the CNL depends, on these
weakly-interacting interfaces, almost solely on the molecular electronic structure.
In light of the good agreement with experiment, this suggests that the fitted CNLs
for these materials is probably very close to true value is this was calculated.
Within our model, therefore, the energy level offset is determined by the ten-
dency of the CNLs of the organic materials to align.
4.4. Charge Neutrality Levels and branch points
So far, the CNLs have been calculated by integrating the induced DOS obtained by
the broadening of the molecular levels due to the interaction with the metal surface.
In search of a definition of the CNL as an intrinsic property of the organic ma-
terial, however, the property that the CNL coincides with the branch point of the
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Figure 4.2.: HOMO, LUMO and CNL (grey) positions for the organic materials considered
in this section. The values for the latter three materials have been fitted to experiment,
as discussed in the text.
-CNL (eV) -IE (eV) CNL-IE (eV)
PTCDA 4.8 7.3 (6.8) 2.5
PTCBI 4.4 6.7 (6.2) 2.3
CBP 4.05 6.8 (6.3) 2.75
CuPc 4.0 5.7 (5.2) 1.7
α-NPD 4.1 6.0 (5.5) 1.9
BCP 3.65 6.9 (6.4) 3.25
Alq3 3.65 6.3 (5.8) 2.65
Table 4.1.: Charge Neutrality Level (CNL) (with respect to the vacuum level), and ionization
energy (IE) center (peak) positions for various organic materials. The CNLs of the
bottom three compounds are deduced, as discussed in the text.
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Figure 4.3.: Real (black, continuous line) and imaginary (grey, dashed line) parts of the
molecular Green’s function for PTCDA. The inset shows the point at which Re (G) =
0 within the gap, which coincides with the CNL of the material.
material’s Green’s function [Tersoff84] is useful.
The calculation of the molecular Green’s function is straightforward, since their
electronic spectrum has already been calculated using DFT-based methods. Thus,
in the basis of the molecular eigenstates, the molecular Hamiltonian is diagonal
and the Green’s function is simply
G(E) =
1
E − H + iη
= ∑
i
1
E − Ei + iη
, (4.1)
where Ei are the molecular levels or eigenvalues.
Since the real part of the Green’s function becomes zero at these branch points,
by plotting the real and imaginary part of G for the different molecules, the CNL
can be determined. It is important to mention that the Hamiltonian used here is not
the DFT Hamiltonian, since this yields a very small gap, as noted before, but the
spectrum with the appropriate value for the gap, with the value at the interface.
This is shown in Fig. 4.3 for the case of PTCDA.
The figure, as well as those for the other materials, shown the real part (black,
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Figure 4.4.: Real (black, continuous line) and imaginary (grey, dashed line) parts of the
molecular Green’s function for PTCBI. The inset shows the point at which Re (G) = 0
within the gap, which coincides with the CNL of the material.
continuous line) crossing the axis many times. The imaginary part (grey, dashed
line) is always negative and its absolute value becomes very large when E = Ei; that
is, at the zeros (poles) of the molecular Hamiltonian, when the energy coincides
with that of a molecular level. The inset shows in detail the region in the gap
where the real part of G becomes zero.
In our calculation of the Green’s functions of the different materials, an energy
step of 0.01 eV, and the value taken for η was 0.001. Notice that Im (G) is composed
of the sum of the different contributions of the molecular levels. Each of these is a
(very narrow) lorentzian function of width η, close to a delta function. The negative
sign of the imaginary part ensures that the DOS is positive:
ρ(E) = −
1
π
Im[G(E)] (4.2)
Notice that the values given by this calculation are slightly smaller (less nega-
tive) than the ones reported in the metal/organic case. For instance, in PTCDA the
branch point is situated at -4.7 eV (Fig. 4.3), while for PTCBI is at -4.25 eV (Fig. 4.4)
and ∼ 4 eV for CBP (Fig. 4.5). In the case of CuPc, the branch point is located near
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Figure 4.5.: Real (black, continuous line) and imaginary (grey, dashed line) parts of the
molecular Green’s function for CBP. The inset shows the point at which Re (G) = 0
within the gap, which coincides with the CNL of the material.
-3.85 eV (Fig. 4.6) and close to -3.65 for Pentacene (Fig. 4.7).
Since the offsets between the CNL positions calculated from the branch point
and from the Au/organic interface are almost the same for all molecules, these
offsets will have little effect on organic/organic interfaces, as they are mere shifts of
similar quantities of both molecular spectra. When comparing with metal/organic
interfaces, however, small differences may arise.
The comparison of these values with those derived from metal/organic interfaces
shows a systematic difference: the CNLs obtained as branch points are always ∼
0.1 – 0.2 eV less negative than the metal/organic ones. A reason for this can be the
use of a minimal basis set for the description of the molecular electronic properties.
The fact that a minimal basis set is used means that the Hilbert space is truncated
early on, and that a large number of empty molecular states are neglected. We
speculate that the inclusion of these states would push the CNL towards more
negative energies. However, it is difficult to see why this effect is not seen in the
Au/organic cases, while a more negative CNL position is obtained. Nevertheless,
the good agreement between the CNLs calculated in these two different approaches
shows the robustness of the results. Due to the use of a minimal basis, the CNL
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values presented here should therefore be regarded as an upper bound, since the
inclusion of additional basis functions would shift the CNLs towards more negative
values, as commented above. Thus, it can be safely concluded the CNL positions
are given by the values quoted in Chapter 3, while the ones presented here can
be regarded both as an upper bound and as an indication of the accuracy of our
approach.
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Figure 4.6.: Real (black, continuous line) and imaginary (grey, dashed line) parts of the
molecular Green’s function for CuPc. The inset shows the point at which Re (G) = 0
within the gap, which coincides with the CNL of the material.
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Figure 4.7.: Real (black, continuous line) and imaginary (grey, dashed line) parts of the
molecular Green’s function for Pentacene. The inset shows the point at which Re (G)
= 0 within the gap, which coincides with the CNL of the material.
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4.5. Screening at the interface
The initial CNL difference is partially screened at the interface when this is formed.
This screening reflects the ability of the interface to ‘equalize’ the potentials given
by the CNLs of both organic materials. To quantify these ideas, an interface screen-
ing parameter, SOO, can be introduced. This is similar, though not equal, to the one
used in metal/organic interfaces.
In principle, the screening ability of an organic material at the junction is de-
scribed by its static dielectric function in the direction perpendicular to the inter-
face, ǫ. The S parameter at organic heterojunctions therefore depends on the values
of ǫ of its constituents. For metal/organic interfaces, S varies between 0 and 1/ǫ,
depending on whether the screening takes place in the metal (ǫmetal→∞, S ≃ 0),
or in the semiconductor (S ≃ 1/ǫ) [Tersoff85]. For organic heterojunctions, a sim-
ple electrostatic argument, assuming that the potential offset is equally screened by
each organic material, yields [Tersoff85]
SOO =
1
2
( 1
ǫ1
+
1
ǫ2
)
. (4.3)
The problem with the application of equation 4.3 is the lack of experimental
data for ǫi. It is known that ǫ⊥(PTCDA) ≃ 1.9 [Shen97, Forrest97], but, to our
knowledge, the values for other organic materials have not been measured. There
are, however, ways to estimate or make an ‘educated guess’ of the values of ǫ in
materials other than PTCDA.
We know, for instance, that (ǫ - 1) is inversely proportional to the square of the
energy gap of the material [Ziman]:
ǫ− 1 ∼
1
E2g
, (4.4)
This suggests estimating ǫi using equation 4.4, by comparing the gaps of the
organic materials relative to that of PTCDA.
Similarly, Mönch long ago verified the relation [Mönch96]:( 1
SAu
− 1
)
∼ (ǫ− 1)2, (4.5)
where SAu is the S parameter of the corresponding organic material in its inter-
face with gold, described in the previous chapter.
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ǫ (Eopt) ǫ (Et) ǫ (SAu) Eopt (eV) Et (eV) SAu
PTCDA 1.9 [Shen97] 1.9 [Shen97] 1.9 [Shen97] 2.6 3.2 0.16
PTCBI 1.97 1.96 1.90 2.5 3.1 0.16
CBP 1.50 1.44 1.39 3.5 4.6 0.50
CuPc 2.52 2.36 1.60 2.0 2.6 0.30
α-NPD 1.50 1.46 1.56 3.5 4.5 0.33
BCP 1.40 1.38 1.46 3.9 4.9 0.42
Alq3 1.63 1.44 1.33 3.1 4.6 0.58
Table 4.2.: Estimated values of ǫ for the different organic materials obtained using equation
4.4 with the peak-to-peak optical [Hill00c] and transport gaps, or using equation 4.5,
relative to that of PTCDA.
Both equation 4.4 and 4.5 enable the calculation of ǫ for other materials relative
to that of PTCDA. This is illustrated in Table 4.2.
The values of ǫ are given here with two decimal places in parentheses not to
reflect the accuracy of the figure (which is of course smaller, since these values are
estimated from equations 4.4 and 4.5), but to show that using Eopt or Et yields very
similar values of ǫ (equation 4.5, with its values of SAu, yields slightly different
results in some cases). Since the measured value of ǫ has one decimal, the accuracy
of our estimated values is of course not greater than this.
With these values of ǫ, the SOO parameters for the organic/organic interfaces
considered in Fig. 4.1 can be calculated from equation 4.3 and are given in Table
4.3.
Again, the values calculated using the different values of ǫ yield very similar
results for the SOO parameter. It is interesting to look at the range of values of
SOO for the interfaces considered: the figures vary between 0.45 and 0.73. This is in
contrast to inorganic semiconductor heterojunctions, where the delocalized nature
of the semiconductor wavefunctions results in typical values of S ∼ 0.1 [Flores87].
This means that screening at organic/organic interfaces is much weaker than in
their inorganic counterparts: the large values of S, typically around 0.6, indicate
that initial potential (CNL) offsets at organic heterojunctions will not be completely
screened and that significant final CNL offsets will be found, in contrast with the
inorganic case.
226
4.6. Partial CNL alignment
S (Eopt) S (Et) S (SAu)
CuPc/PTCDA 0.46 0.48 0.58
CuPc/PTCBI 0.45 0.47 0.58
CuPc/CBP 0.53 0.56 0.67
CuPc/α-NPD 0.53 0.55 0.63
PTCDA/Alq3 0.57 0.61 0.64
PTCDA/α-NPD 0.60 0.61 0.58
BCP/Alq3 0.66 0.71 0.72
BCP/CBP 0.69 0.71 0.70
BCP/PTCBI 0.61 0.62 0.61
BCP/α-NPD 0.69 0.70 0.66
Alq3/α-NPD 0.64 0.69 0.70
Alq3/CBP 0.64 0.69 0.73
Table 4.3.: Calculated values of the SOO parameter using the values of ǫ estimated with
the optical (left column) or transport (middle column) gaps, or from the values of SAu
(right column).
4.6. Partial CNL alignment
The theoretical values for the SOO parameters enable the quantitative evaluation of
the energy level alignment at the heterojunctions. Having determined the screening
parameter, the CNL offset after the interface is formed is given by
(CNL1 − CNL2) f = SOO (CNL1 − CNL2)i, (4.6)
and the dipole induced at the interface is
∆ = (1− SOO) (CNL1 − CNL2)i, (4.7)
where subscripts i and f refer to initial and final conditions of the interface for-
mation.
The energy level offset at the interface, in which the CNLs of both materials tend
to align, is shown in Figure 4.8.
The initial CNL offset gives rise to charge being transferred when the interface
is formed: the material with the higher (less negative) CNL donates electrons to
the other material, thereby giving rise to a dipole at the interface. This dipole shifts
227
4. Organic/organic interfaces
Figure 4.8.: Energy level alignment at organic heterojunctions: the initial CNL offset is
screened according to SOO. Charge is transferred and a dipole ∆ is induced, while the
weaker screening results in a significant final CNL difference.
the whole electronic spectrum, including its vacuum level, of one semiconductor
relative to the other one. In Fig. 4.8, for example, the electronic spectrum of Organic2
is lowered with respect to that of Organic1, a process which tends to align the CNLs
of both materials. The low screening ability of organic heterojunctions results in
the fact that the initial CNL difference is not completely screened, and a significant
CNL offset is present after the interface is formed.
In the case of the CuPc/PTCDA interface (Fig. 4.1), for instance, the initial 0.8
eV CNL difference is reduced by the induced dipole ∆ = (1− SOO) (CNLCuPc −
CNLPTCDA) = 0.34 eV, which shifts the PTCDA levels upwards (since it CNL is
more negative) or, equivalently, those of CuPc downwards, by this quantity, and a
final CNL offset of SOO (CNLCuPc −CNLPTCDA) = 0.46 eV remains. Experimentally
[Flores87], an interface dipole of +0.4 eV raising the PTCDA spectrum is observed.
The sign and magnitude of the dipole can be calculated for the different inter-
faces considered and compared with experiment. The results are shown in Table
4.4 and Fig. 4.9. In the calculation of ∆, the values of SOO resulting from ǫi esti-
mated from SAu through equation 4.5 have been used, although the difference with
the dipoles obtained when using the the optical [Hill00c] or transport gap is very
small. In Ref. [Vázquez05b], the values using the optical gaps were used. As stated
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∆ (theory) ∆ (exp.)
CuPc/PTCDA 0.34 0.4
CuPc/PTCBI 0.17 0.1
CuPc/CBP 0.02 0.0
CuPc/α-NPD 0.04 0.0
PTCDA/Alq3 -0.42 -0.5
PTCDA/α-NPD -0.29 -0.1
BCP/Alq3 0.00 0.0
BCP/CBP 0.12 0.0
BCP/PTCBI 0.30 0.4
BCP/α-NPD 0.15 0.0
Alq3/α-NPD 0.14 0.25
Alq3/CBP 0.11 0.1
Table 4.4.: Calculated and experimental [Hill00c] interface dipoles (in eV) for different or-
ganic heterojunctions, as shown in Fig. 4.9.
before, the difference with the values using Et are very small and the optical gap
is more accessible experimentally and is thus more reliable. In any case, small dif-
ferences with our calculated values of S will be found if the dielectric constants of
the materials, ǫi, are different from our estimated values, but this will not alter the
results in the interface dipoles, which depend predominantly on the positions of
the CNLs.
Comparing the calculated and experimental interface dipoles (Table 4.4, Fig. 4.9),
it can be seen that the signs always agree, and that the agreement in the magnitude
is good, the largest difference being around 0.2 eV for the PTCDA/α-NPD interface,
close to the experimental error of ∼ 0.1 eV.
As in the case of metal/organic interfaces, the large permanent dipole of Alq3 is
not taken into account, so it must be assumed that the molecules are deposited in
such a way that the total net dipole is zero.
The comparative analysis between the calculated and experimental interface dipoles
thus provides a quantitative evaluation of our model for organic heterojunctions.
4.7. Transitivity in organic heterojunctions
Our model can be used to analyze the validity of the transitivity rule in organic
heterojunctions: this rule states that the molecular level offset between two organic
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Figure 4.9.: Schematic representation of theoretical (black) and experimental (grey,
[Hill00c]) induced dipoles, for the organic/organic interfaces considered.
semiconductors can be obtained by aligning each one of them with a third organic
material. Within our model,
(CNL1 − CNL2) f = S1,2 (CNL1 − CNL2)i
(CNL2 − CNL3) f = S2,3 (CNL2 − CNL3)i, (4.8)
so that the offset between the CNLs of semiconductors 1 and 3 is given, on one
hand, by a similar equation for that interface,
(CNL1 − CNL3) f = S1,3 (CNL1 − CNL3)i, (4.9)
and, at the same time, by the addition of equations 4.8:
(CNL1 − CNL3) f = S1,2 CNL1,i + (S2,3 − S1,2) CNL2,i − S2,3 CNL3,i. (4.10)
It is easy to see that if the screening parameters Si,j were the same for the three
interfaces, S1,2 = S2,3 = S1,3, the transitivity rule would be satisfied within our
model, since in all three cases, the same factor would be screening the difference
between the CNLs.
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Figure 4.10.: Transitivity in organic heterojunctions: experimental results (adapted from
Ref. [Rajagopal98]. HOMO and LUMO are represented by black and grey bars, re-
spectively. Interface dipoles, ionization energies and peak-to-peak transport gaps and
shown.
Small differences among the screening parameters Si,j introduce some inaccura-
cies in the transitivity rule. Since the values of Si,j are all very similar (Table 4.3),
the transitivity rule ‘almost holds’ at organic/organic interfaces.
Let us consider the particular case of the PTCDA/α-NPD/Alq3/PTCDA inter-
face, which has been analyzed experimentally [Rajagopal98]. The transitivity rule
would imply that the PTCDA levels in the initial and final deposition are aligned,
and that the sum of the interface dipoles is zero.
From the theoretical values given in Table 4.4, we find the following interface
dipoles:
∆(PTCDA/α− NPD) ≃ −0.29eV
∆(α− NPD/Alq3) ≃ −0.14eV
∆(Alq3/PTCDA) ≃ 0.42eV (4.11)
The experimental situation is depicted graphically in Fig. 4.10 (note in passing
that transport gaps are represented).
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Figure 4.11.: At metal/organic interfaces, doping of the organic material leads to band
bending and the formation of a space-charge region near the interface, which enhances
current injection due to tunneling (Fig. from [Shen01b]).
Comparing the sums of the calculated and experimental dipoles induced at the
different interfaces, a good agreement is found. The sum of the theoretical values
(-0.01 eV) shows that the transitivity rule for these organic materials is almost sat-
isfied within our model, due to the slightly different values of S at the different
interfaces. This is consistent with the experimental data, shown in Figure 4.10.
4.8. Doped organic heterojunctions
Our model has been applied to study the puzzling change in the molecular level
alignment at organic/organic interfaces when one of the materials is p-doped.
Doping of organic semiconductors is an efficient way of improving conductiv-
ity and injection properties at organic semiconductor interfaces. At metal/organic
junctions, doping leads to the formation of a space-charge region at the interface
(see Fig. 4.11) and an increase in charge injection of several orders of magnitude
through tunneling has been observed [Gao01,Shen01b]. At organic heterojunctions,
the movement of the Fermi level induced by doping opens the possibility of con-
trolling molecular level offsets at the interface.
Doping is carried out by co-evaporation of the host and dopant materials (Fig.
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Figure 4.12.: Doping in organic materials is done by co-evaporation of host and dopant.
The doping concentration is typically ∼ 0.1 to ∼ 5 %, much larger than in inorganic
semiconductors.
4.12). The dopant concentration in organic materials ranges from ∼ 0.1 to ∼ 5
% [Gao03b], which is much larger than in standard inorganic semiconductors (typi-
cally 10−4 – 10−3 %). These large concentrations in inorganic semiconductors would
lead to conditions beyond degenerate doping and associated with the formation of
an alloy or doping-induced bands. In the case of organic materials, the weakly-
interacting molecules, where the overlap and interaction between them is small, is
associated with high carrier localization. Thus, in spite of the large concentrations
of dopants compared to the inorganic case, it is accepted that the notion of doping
in organic semiconductors remains valid.
We analyze how p-doping of one of the materials at an organic/organic interface
gives rise to the formation of a large interface dipole, as well as the modification of
the molecular offsets at the interface.
In particular, we have analyzed interfaces involving the electron-transport mate-
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Figure 4.13.: Organic materials considered in this study of doped organic heterojunctions:
electron transport materials (CBP and BCP), hole transport materials (α-NPD and
ZnPc), as well as the dopant F4-TCNQ.
rials CBP or BCP, on doped or undoped hole-transport materials (α-NPD or ZnPc).
In both cases, the dopant material was F4-TCNQ (see Fig. 4.13).
Doping in these systems is done by direct charge transfer between host and
dopant. p-doping of α-NPD or ZnPc by F4-TCNQ is so efficient because of the
energy position of the host and dopant molecular levels: the HOMO (or ionization
energy) of α-NPD or ZnPc is ∼ -5.7 – -6.0 eV, very close to the position of the
LUMO of F4-TCNQ (-5.8 eV), all referred to vacuum level [Gao02]. This excellent
energy match (see Fig. 4.14) favours charge transfer, resulting in very efficient p-
doping [Gao02,Gao02,Kahn06].
The effect of doping on the energy level alignment is dramatic: large dipoles are
induced at the interface, and the Fermi level position at the undoped material is
fixed, irrespective of the doped material on which it is deposited. This is illustrated
in Fig. 4.15.
Notice, first of all, that none of the four undoped interfaces exhibits a significant
interface dipole. The values measured experimentally are negligible, while those
calculated within our model are small (see Table 4.4), within experimental error.
Upon doping, large interface dipoles are induced in three of the four cases: -0.6
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Figure 4.14.: Ionization and affinity levels of ZnPc and F4-TCNQ as deduced from direct
and inverse photoemission measurements (from [Gao02]).
eV in the case of 0.5% α-NPD/BCP, -0.9 eV for 3% ZnPc/BCP, and -0.5 eV for the 3%
ZnPc/CBP interface. The other (0.5% α-NPD/CBP) interface exhibits a small -0.08
eV dipole.
Importantly, these interface dipoles are not induced by a movement of the Fermi
level only. It could be possible that Fermi level shift induced in the host through
doping could be responsible for the observed dipoles at the doped heterojunctions.
However, this is disproved by the fact that when the Fermi level in the organic
material is changed (by modifying the work function of the metal on which it is
deposited), the dipole remains unchanged (see Fig. 4.17). A shift in the Fermi level
position, therefore, does not necessarily induce an interface dipole. Thus, while the
Fermi level position in the (bulk) organic material can be determined by doping,
the dipoles appearing at the organic heterojunction are a consequence of interface,
and not bulk, mechanisms. This is confirmed by reversing the deposition sequence,
where the same offsets and dipoles are observed, which means that they are specific
of the heterojunction, characteristic of the electronic structure at the interface, and
not due to shifts of the Fermi level or artifacts of fabrication.
Notice in Fig. 4.15 that the position of the Fermi level in the gap of the undoped
material remains fixed, irrespective of the doped material on which it is deposited.
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Figure 4.15.: Energy level diagram of the four organic heterojunctions where the hole trans-
port material is undoped (a) and doped (b). Figure from [Kahn06].
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Figure 4.16.: UPS/IPES spectra of undoped (bottom) and 30% doped ZnPc films (from
[Kahn06]). Notice the reduction of the energy gap due to the large dopant DOS.
The EF-to-HOMO-edge for BCP is 2.26 eV and ∼ 1.6 eV for CBP, whether they are
deposited on doped α-NPD or on doped ZnPc. It therefore seems that the doped
organic ‘pins’ the Fermi level at a characteristic position in the undoped material, a
situation reminiscent of metal/organic interfaces which suggests that the pinning
behaviour of the doped organic material resembles that of a metal.
We interpret these changes within the induced DOS and CNL model as a shift
of the CNL upon doping. To rationalize this, consider the molecular levels of the
host and dopant presented in Fig. 4.14. Even though only the HOMO and LUMO
of both materials are presented, it suggests that the empty states of the dopant are
overlapping with at least the upper half of the gap of the host material. Thus, es-
pecially at high doping concentrations, the electronic structure of the dopant has
the effect of effectively reducing the gap of the doped material. This is clearly seen
in the extreme case of 30% doped ZnPc (Fig. 4.16), where inverse photoemission is
able to pick up the large dopant DOS. The overlap of host and dopant DOS leads
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to a reduction of the effective gap. Thus, the CNL of the doped material is clearly
much closer to the HOMO of the undoped organic. Although the doping concen-
tration of 30% presented above is clearly an extreme case, it nevertheless illustrates
a mechanism (the lowering of the CNL upon p-doping due to the reduction of the
host-dopant energy gap) that is expected to take place in less doped materials. This
is schematically illustrated in Fig. 4.18
Figure 4.17.: Energy level diagram of undoped [Kahn06] (top) and doped [Gao03b] (bottom)
organic/organic interfaces, deposited on Mg and Au. Notice that the change in the
interface dipole change is not caused by a movement of the Fermi level.
Moreover, if the charge transferred per host molecule δq, is large, it could be
argued that the CNL position should be such that the integrated DOS was N - δq.
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Figure 4.18.: Schematic representation of the reduction in the effective gap of the host and
dopant due to the contributions of both DOS. This leads to a shift in the CNL of the
doped organic towards the HOMO of the undoped material.
In the case of p-doping, all the above arguments suggest that the CNL position is
bound to be lowered to more negative energies.
To quantify our analysis of the doped organic heterojunctions, let us first consider
the charges at the metal/organic interface induced upon doping, a situation shown
in Fig. 4.19. p-doping results in the formation of a depletion region at the interface
and the reduction of the interface dipole. Similar results have been observed for
doped ZnPc/metal interfaces [Gao02] (since ZnPc and CuPc have similar energy
gaps, ionization and affinity energies, and presumably similar electronic structures,
we estimate the CNL of ZnPc as that of CuPc). Within our model, this change in
the dipole δ(∆) is related to a shift in the CNL position δ(CNL) via
δ(CNL) ∼
δ(∆)
(1− SMO)
, (4.12)
where the S parameter for the metal/organic interface (which changes only
slightly in the low doping limit) should be used. The data shown in Fig. 4.19 yield
δ(∆) ≃ 0.08 eV, and SMO ≃ 0.6, which gives a downwards shift in the CNL position
of ∼ 0.2 eV (using the S parameter, calculated for the finite differences shown in
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Figure 4.19.: Energy level diagram for doped and undoped α-NPD/Au (top) and ZnPc/Au
(bottom) interfaces.
Fig. 4.17, for the doped or undoped case makes little difference).
The CNL of α-NPD thus shifts from -4.1 to -4.3 eV upon doping. In addition, its
dielectric constant is seen to increase when the material is doped [Kahn06]. Since it
is large compared to that of the undoped organic, we can neglect it in equation 4.3,
so that the screening parameter for the doped organic heterojunctions is given by
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∆ theory (eV) ∆ exp. (eV)
0.5% doped α-NPD/BCP -0.42 -0.6
0.5% doped α-NPD/CBP -0.16 -0.1
3% doped ZnPc/BCP -0.56 -0.9
3% doped ZnPc/CBP -0.26 -0.5
Table 4.5.: Calculated and experimental interface dipoles for the doped organic/organic
interfaces considered.
SdOO ≃
1
2
1
ǫundoped
, (4.13)
where the subscript dOO labels the doped organic/organic interface. Using the
values for the dielectric constants given in Table 4.2, we take SdOO ≃ 0.35 (SdOO
= 0.34 for the doped α-NPD/BCP interface, while SdOO = 0.36 for the doped α-
NPD/CBP one). The dipole at the doped organic/organic interface is then given
by equation 4.7, substituting SOO by SdOO. For ZnPc, the above analysis results in a
downward shift of the CNL of 0.4 eV, from -4.0 to -4.4 eV where a value of SdOO ≃
0.25 for the doped ZnPc interfaces is taken, smaller than in the case of 0.5% doped
α-NPD as higher doping presumably leads to a stronger interface screening. We
must mention, however, that these values of SdOO can have a large uncertainty as
errors (especially in the case of the highly reactive Mg) in its calculation might add
up. The results for the different doped organic heterojunctions using these values
are summarized in Table 4.5.
These values are slightly different to those published in Ref. [Kahn06]. The rea-
son, as was the case for metal/organic interfaces, is the slight modification of the
CNL values, which have recently been changed [Vázquez] in light of new data.
These CNL values, slightly different to previously reported ones for some materi-
als make minor modifications to the calculated values of ∆, but do not, nevertheless,
alter the general trends and conclusions, which of course remain valid.
The agreement with experiment is fairly good in the case of 0.5% doped α-NPD.
The results are not as accurate for the 3% doped ZnPc, since, although the calcu-
lated values show the correct tendency and correctly predict the dipole sign, its
magnitude is smaller than observed. The poorer agreement in this case is presum-
ably due to an underestimation of the CNL shift in the highly doped (3%) material:
it is likely that such high doping deeply affects the electronic structure [Kahn06] in
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a way that our model has not described correctly. If we assume that in the case of
the highly doped 3% ZnPc, the CNL after doping is only slightly above the Fermi
level (-5.0 eV), at CNLdoped = -4.9 eV, the interface dipoles are, using the same values
of SdOO,
∆(3% doped ZnPc/BCP) = −0.83eV
∆(3% doped ZnPc/CBP) = −0.53eV
These results are in much better agreement with experiment. Although this CNL
shift is of course speculative and has not been justified, its importance is that it
suggests that the model presented in this section, whose results are shown in Table
4.5, applies to a ‘low-doping limit’, yielding better agreement for the less doped
(0.5%) material. Doping ratios of 3% thus seem to correspond to a ‘high-doping
limit’, where the effective CNL of the doped material has shifted greatly from its
undoped value, and where a specific calculation of its electronic structure (possibly
resembling that of an alloy, and where the presence of dopants at the interface can
be significant) is therefore essential.
To summarize, we have applied our model for the energy level alignment at or-
ganic heterojunctions to study the striking realignment of molecular levels induced
when one of the materials is p-doped. Although the small number of cases con-
sidered hinders the analysis of the general trends, we interpret this realignment in
terms of a shift in the CNL of the doped material. The magnitude of this shift is
extracted from data of metal/organic interfaces and are independent of the hetero-
junctions analyzed here. It is then applied to describe the behavior at the doped
organic/organic interfaces, explaining in a consistent manner the appearance of
interface dipoles. The better agreement obtained from the less doped material sug-
gests that our model is valid in the ‘low doping limit’, and that the electronic
structure can be significantly modified at high doping concentrations.
4.9. Summary and Conclusions
We have presented an extension of our model to analyze the molecular level offset
at organic/organic interfaces, in which we propose that the energy level align-
ment is driven by the tendency of the CNLs of both materials to align. The initial
CNL difference determines whether and in which direction charge will be trans-
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ferred between both materials: this creates an interface dipole which tends to align
both CNLs. Screening at organic/organic interfaces is rather weak: the S parame-
ter, which we have estimated from the values of the static dielectric constant of the
organic materials, is typically around 0.6, in contrast to the case of inorganic semi-
conductors, where S ∼ 0.1. Thus, the initial CNL offset is not completely screened.
The dipoles induced at the interface are calculated and found to be in good agree-
ment with experiment: the sign is always correct and the magnitude is in most
cases within the experimental error of 0.1 eV.
We have then applied our approach to study transitivity in organic heterojunc-
tions, to find that the transitivity rule ‘almost holds’ at these interfaces. Small dif-
ferences in the screening parameters introduce some inaccuracies to this rule.
In addition, we have presented an ad-hoc extension of our model to explain the
puzzling behavior observed at organic/organic interfaces when one of the mate-
rials is p-doped. Large dipoles appear and the Fermi level is pinned at a specific
position in the gap of the undoped organic, independent of the doped material on
which it is deposited. This is interpreted in terms of a shift in the CNL of the host
material upon doping, and calculated interface dipoles are presented. The agree-
ment with experiment is fairly good for the less doped material, suggesting that
the electronic structure at high doping concentrations needs to be calculated in de-
tail. Nevertheless, our approach reproduces in a consistent way the trends observed
experimentally.
In summary, we have considered several instances of (doped or undoped) orga-
nic heterojunctions where the driving mechanism when determining band offsets
is the tendency of the CNLs to align. This makes our model predictive, where the
CNL is the central quantity in our approach, and opens a new way of analyzing or-
ganic heterojunctions. Notice that all CNLs for the organic materials of Table 4.1 are
within 3.8 ± 0.2 eV, except for PTCDA and PTCBI. This implies that large interface
dipoles will be observed only at interfaces with these two materials. The other cases
correspond to small interface dipoles, close to the experimental resolution of pho-
toemission spectroscopy. This is an important effect that has obscured the physics
behind the behavior of these interfaces, suggesting (wrongly) that the vacuum level
alignment rule would be an appropriate way of determining all organic/organic
molecular level offsets.
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CHAPTER 5
Conclusions
Instint, intuition, or insight is what rst leads to the
beliefs whih subsequent reason onrms or
onfutes; but the onrmation, where it is possible,
onsists, in the last analysis, of agreement with other
beliefs no less instintive. Reason is a harmonising,
ontrolling fore rather than a reative one. Even in
the most purely logial realms, it is insight that rst
arrives at what is new.
(Bertrand Russell)
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5. Conclusions
There are more thing on heaven and earth than are
dreamt of in your philosophy.
(William Shakespeare (Hamlet))
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In this thesis, we have studied the electronic structure of weakly-interacting organic
semiconductor interfaces.
First, the electronic properties of small and π-conjugated molecules has been
studied using DFT-based methods. Two different approaches, conventional LDA
and the Orbital-Occupancy method, have been used to calculate the electronic prop-
erties of small organic molecules. Results for these molecules have been compared
and discussed in light of the different exchange-correlation functionals and basis
sets used. Then, the electronic structure of large, π-conjugated molecules was calcu-
lated, with particular attention to the nature and symmetry of molecular orbitals, as
well as the position of the electronic levels. Since DFT severely underestimates the
molecular gap and the DFT spectrum is therefore completely unreliable, a scheme
to correct for this deficiency has been developed. The ‘Koopmans’ energy shifts,
which were checked in several systems to be in good agreement with exact results,
enable an accurate calculation of the ‘true’ single-particle gap, an issue of prime
importance for the molecular level alignment at interfaces.
In a second step, the model for the energy level alignment has been introduced
for metal/organic interfaces. Since chemical reactions can complicate the analy-
sis, we have restricted our discussion to weakly-interacting junctions. Within our
model, the Schottky barrier formation is governed by the tendency of the orga-
nic CNL and the metal work function to align, with the CNL acting as the central
quantity in our analysis. Its calculation is carried out in several steps: first, the elec-
tronic structure of the metal and the organic material are determined separately.
Then, the interaction between them is calculated, which has the effect of broaden-
ing the molecular levels. By adding up the contributions of all molecular orbitals,
where the ‘Koopmans’ approach is necessary for the molecular level positions, a
non-negligible DOS is induced in the former energy gap. This induced DOS is
generally weaker than in inorganic materials, although the more pinning organic
semiconductors exhibit values comparable to traditional inorganic ones. By inte-
grating the induced DOS up to the charge of the isolated molecule, the position of
the CNL is determined.
The CNL position of several organic materials has been calculated: PTCDA,
PTCBI, CBP, CuPc and Pentacene. The electronic properties of interfaces of these
materials with Au has been determined, which depend on the relative position
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of the metal work function and the organic CNL, as well as on the screening at
the interface. This is described through the S parameter, which has been deter-
mined theoretically and found in good agreement with experimental results. Using
the calculated values of the CNL and S, and the experimentally measured me-
tal work function as input, interface properties such as interface dipoles and hole
injection barriers have been obtained with the organic-metal distance as the sole
external parameter. Theoretical results have been found to be in good agreement
with experiment, since the direction of the interface dipole is always correct and
the quantitative agreement in dipoles and injection barriers is in most cases within
experimental uncertainty. Importantly, the pinning behaviour of these interfaces,
reflected too in the values of S, is always correctly described: our model predicts
stronger or weaker pinning in accordance with what is found experimentally.
Our model implies that physisorptive interfaces, where it was commonly as-
sumed that the interaction is purely van der Waals and that the vacuum level rule
holds, show a chemical interaction that is strong enough to induce a DOS in the
organic material that can pin the Fermi level. This results, firstly, from claiming
that the Au/organic interaction induces a continuum DOS in the organic energy
gap that acts as a buffer for the transferred charge. Secondly, it results from the
robustness of the CNL position, which is almost insensitivity to the metal-organic
distance d, one of the main assumptions in our model. Finally, the screening at
the interface, too, influences the interface properties, but much more weakly than
changes in the CNL.
The result that CNL positions depend very weakly on the details of the interac-
tion and are thus almost intrinsic to the organic material enables the extension of
the model to organic/organic interfaces. We interpret the energy level alignment
at organic heterojunctions through the partial alignment of the CNLs of both orga-
nic materials. The initial CNL difference determines the direction of charge transfer
and thus the sign of the interface dipole. The final molecular level offset depends on
this initial CNL difference and on the screening at the interface, described through
a similar parameter S. This screening parameter is similar to the one introduced
for metal/organic interfaces and depends on the static dielectric functions of both
materials. Since these have not been determined either theoretically or experimen-
tally in most cases, they are estimated in our model in different ways: through the
relative values of the molecular gap, and using the relative S parameters at the cor-
responding metal/organic interfaces. The results for S are very similar using these
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approaches, and we find that typically S ∼ 0.6, indicative of rather weak screening.
These large values of S mean that the initial CNL differences are not completely
screened, so that organic heterojunctions exhibit significant final CNL offsets. This
result is important since it differs from inorganic semiconductors, where S is al-
most zero and the final CNL positions are almost completely aligned. In spite of
the different approaches to estimate S at organic heterojunctions, our results de-
pend rather weakly on S, and are governed mainly by the initial CNL offsets.
Our approach for organic heterojunctions has used the CNL positions calculated
for metal/organic interfaces, together with fits of the CNL of three materials whose
interfaces with Au had not been studied theoretically. These CNL values, together
with the interfaces S parameters, enable the calculation of the interface properties
of organic/organic interfaces. These heterojunctions were not fully understood: the
vacuum level rule was followed in most cases but large dipoles were observed
in some interfaces. While previous mechanisms had not been able to rationalize
this behaviour, our model provided a consistent approach where good qualitative
and quantitative agreement with experiment was found: the sign of the predicted
dipole was always correct and the values for the dipoles were in good agreement
with experiment, in most cases within experimental uncertainty. The model has
been used to explain transitivity in organic heterojunctions, where is was found
that the transitivity rule ‘almost holds’ at these interfaces due to small differences
in the screening parameters.
Finally, an ad-hoc extension of the model was carried out to understand the be-
haviour of organic heterojunctions when one of the materials is p-doped. The large
interface dipoles and fixed molecular level offsets were rationalized in terms of a
shift of the CNL upon doping. Fair agreement was found for the less doped mate-
rial, suggesting that a careful calculation is necessary for highly-doped materials,
but providing at the same time a consistent explanation for the results observed at
these interfaces.
In summary, we have presented our model for the energy level alignment for
weakly-interacting organic semiconductor interfaces. In the model, the central quan-
tity is, clearly, the CNL, whose alignment with the metal work function (in the case
of metal/organic interfaces) or the CNL of the organic material (at organic het-
erojunctions) largely determines properties such as interface dipoles or injection
barriers. The model has been successfully applied to a range of weakly-interacting
interfaces: metal/organic, organic/organic and doped organic heterojunctions. Al-
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though the good agreement found in these cases show the validity of the model,
this is by no means complete and there are many issues which would be interest-
ing to consider. These are either the focus of current research, or will be in the near
future.
5.1. Future work
The first of these issues deals with the inclusion of off-diagonal elements and an
energy dependence in the self-energy in equation 3.27 of Section 3.7. The implies
relaxing the simplification made in equation 3.28 and considering Σij(E) for all
molecular orbitals i and j over a range of energies.
Concerning the simplification of considering just diagonal self-energy elements
we have found, to our surprise, that π orbitals couple quite strongly through the
substrate and that off-diagonal self-energy elements are significant and have to be
taken into account. This does not occur, however, for σ (in-plane) molecular orbitals,
whose interaction with the metal substrate is weaker, resulting in negligible off-
diagonal elements. Thus Σij(E) elements have to be considered when i and j have
π symmetry, but not when they exhibit σ in-plane character. Thus, the self-energy
matrix contains only diagonal elements for σ molecular orbitals and both diagonal
and off-diagonal ones for π states. In practice, this means that while σ self-energies
can be computed quite rapidly, it is necessary to invert the ‘boxes’ corresponding
to π states for each energy step, which is more costly computationally.
As for the energy dependence, let us mention, first of all, that the approxima-
tion Σi(E) ≃ Σi(EF) made in Section 3.7 is not at all unreasonable: those molecular
orbitals near the gap will exhibit Σi(E) ≃ Σi(EF), while the approximation will
break down for those states further away from the gap, which do not contribute
significantly to the induced DOS anyway. The extension proposed here is just the
generalization of the self-energy for all pairs i, j and to include the energy depen-
dence. The inclusion of the energy dependence, which comes through the substrate
Greens’ function Gαβ(E) gives rise to self-energy elements whose variation with
respect to E depends on the energy of the molecular state, the coupling of that state
to the substrate (the hopping elements) and the metal Greens’ function.
This work has already been carried out, including Au 5d orbitals (which have
a small but significant effect) but our calculations show that a detailed integra-
tion of the charges (the diagonal elements of ρij = − 1π
1
E−H−Σij(E)
) is essential. We
have found that small error in the integrated charge of each molecular orbital ac-
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cumulate rapidly when considering the large (∼ 100) molecular states, yielding an
uncertainty in the CNL position of a few tenths of an eV.
Thus, since these issues are not completely resolved at present but have proven
quite troublesome for over a year, the corresponding results have not been included
in this work and will be published in due time.
Another extension of our model, which is being carried out in our group, involves
what could be called an ab-initio description of the ‘pillow’ effect, not phenomeno-
logically through a modification of φM (see Section 3.3) but from first principles.
This is done by considering the overlap between metal and molecular orbitals,
and expanding the interaction terms between the metal and the molecule in pow-
ers of the overlap up to second order. Similar work has been done for inorganic
substrate-adsorbate systems and the results would enable a clear understanding
of the ‘pillow’ effect, not just through a final value of the dipole shift, but with the
contributions of the different interaction terms between the metal and the molecule.
Organic heterojunctions, on the other hand, are not affected by the ‘pillow’ effect
since organic wavefunctions are more localized, so this is a mechanism dealing with
metal/organic interfaces only. Thus, this mechanism, which we believe to be im-
portant at metal/organic interfaces, will be better understood with this approach.
Finally, since only weakly-interacting interfaces have been considered, the model
can be extended in an obvious way by studying reactive metal/organic interfaces.
As has been mentioned, the formulation of our method is adapted to the descrip-
tion of these junctions, since there are no qualitative differences between both sets
of interfaces. The values for the hopping elements would be different since the
metal-organic interaction would be much stronger, and the molecular level broad-
enings would differ too from the weakly-interacting case, but this would only result
in a different induced DOS in the gap. This would be specific to the metal/organic
molecule system which is being studied, and it would thus seem that the CNL po-
sition could, in principle, be quite different from the values quoted in this work.
However, experimental results over a wide range of reactive and unreactive metals
show that in some organic materials the Fermi level is completely pinned at a spe-
cific position in the molecular energy gap: this suggests a preferred energy position
specific to the organic material, and that the exact shape of the induced DOS is
not too important. Since this pinning position is the same for strongly- and weakly-
interacting interfaces, the ‘intrinsic’ degree of pinning proposed by our model must
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be dominant. In other materials, however, the Fermi level position changes signifi-
cantly with the metal work function, indicating that the ‘intrinsic’ pinning ability of
this material is smaller and that details of the metal-molecule interaction will affect
the energy level alignment more strongly. In all cases, and particularly the latter, a
detailed study of reactive interfaces is of obvious importance and will both enrich
the model and contribute to the understanding of these interfaces.
5.2. Summary
Despite the limitations and approximations that the preceding section has made
evident, our model in its present stage has yielded results in surprisingly good
results: results for metal/organic interfaces are well described and experimental
trends in the pinning behaviour of different organic materials are reproduced. At
organic heterojunctions, our scenario of partial CNL alignment has provided a con-
sistent view of the previously not understood behaviour, as well as yielding results
in good agreement with experiment, and an (admittedly ad-hoc) extension of the
model has been made for doped organic heterojunctions.
It is important to notice that our approach stresses the differences between the
DFT and the transport gap: as has been commented on, DFT greatly underestimates
the molecular gap, so that the value of the transport gap at the interface differs sig-
nificantly from the DFT result. Although the use of the DFT gap can be seen in the
literature, our approach, on the other hand, includes a scheme to correct this value
through the ‘Koopmans’ energy shifts and polarization corrections at the interface.
Since molecular level positions are of obvious importance in the energy level align-
ment, we believe a correction to the molecular DFT spectrum, not included in other
theoretical approaches, is essential.
An important result of our approach is the idea that weakly-interacting ph-
ysisorptive interfaces can exhibit an interaction that is strong enough to govern the
energy level alignment properties. Traditionally, physisorptive interfaces had been
considered inert and the vacuum level alignment rule had been implicitly assumed,
since ‘nothing happens’ at these interfaces except for van der Waals interactions.
Thus, interface dipoles and Fermi level pinning were not completely understood.
Our model, on the other hand, shows that, in addition to this, there is a chemical
interaction that is strong enough to induce a DOS in the organic energy gap that
largely determines the interface properties.
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At the heart of our results lies the concept of the CNL, which has been seen to be
very robust, almost intrinsic to the organic material. Notice that metal/organic and
organic/organic interfaces depend, though rather weakly, on the screening param-
eters and the distance d. At the same time, in the metal/organic calculations where
the distance d has been changed, the CNL position is practically unaltered. This,
together with the zeros of the Greens’ function results of the organic molecules, in-
dicates that CNL positions are apparently intrinsic to the organic material to within
∼ 0.1 eV. This is an important result, since it implies that, even though the CNL de-
pends on the position of the HOMO and LUMO, which are ultimately taken from
experiment and are subject to experimental accuracy, the position of the CNL is
an absolute quantity, whose position can be used to calculate and predict interface
properties.
Thus, while our model is restricted to the limit of weak interaction, it represents
and intuitive yet general and, for the first time, predictive analysis of the energy
level alignment at organic semiconductor interfaces.
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APPENDIX A
Molecular spectra of small and
π-conjugated molecules
In this section, we present the molecular spectrum of the molecules studied in this
work: from the small molecules to the larger π-conjugated ones that are the focus
of this thesis.
A.1. CO
The electronic spectrum of CO is shown in the following Table.
In this case, σ symmetry means along the molecular axis, whereas π orbitals are
situated in the plane perpendicular to this axis.
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A. Molecular spectra of small and π-conjugated molecules
MO Energy (eV) Symmetry
1 -32.58 σ
2 -12.79 σ
3 -10.64 π
4 -10.64 π
5 -6.69 σ
6 -0.58 π
7 -0.58 π
8 11.44 σ
Table A.1.: Molecular spectrum for CO.
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A.2. CO2
A.2. CO2
MO Energy (eV) Symmetry
1 -29.36 σ
2 -27.72 σ
3 -10.73 σ
4 -9.30 π
5 -9.30 π
6 -7.43 σ
7 -4.95 π
8 -4.95 π
9 3.29 π
10 3.29 π
11 5.92 σ
12 22.78 σ
Table A.2.: Molecular spectrum for CO2.
As before, σ symmetry means along the molecular axis, whereas π orbitals are
situated in the plane perpendicular to this axis.
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A. Molecular spectra of small and π-conjugated molecules
A.3. CH4
MO Energy (eV) Symmetry
1 -17.57 sp3
2 -7.96 sp3
3 -7.96 sp3
4 -7.96 sp3
5 10.81 sp3
6 11.40 sp3
7 11.40 sp3
8 11.40 sp3
Table A.3.: Molecular spectrum for CH4.
In the case of the CH4 molecule, all states are sp3 hybrids.
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A.4. C2H4
A.4. C2H4
MO Energy (eV) Symmetry
1 -20.16 σ
2 -14.37 σ
3 -10.29 σ
4 -8.69 σ
5 -7.26 σ
6 -5.18 π
7 1.95 π
8 10.12 σ
9 10.54 σ
10 11.81 σ
11 15.49 σ
12 18.04 σ
Table A.4.: Molecular spectrum for C2H4.
As in other cases, σ symmetry means along the molecular axis, whereas π orbitals
are situated in the plane perpendicular to this axis.
259
A. Molecular spectra of small and π-conjugated molecules
A.5. Benzene C6H6
MO Energy (eV) Symmetry
1 -22.66 σ
2 -19.48 σ
3 -19.46 σ
4 -14.64 σ
5 -14.60 σ
6 -11.73 σ
7 -10.57 σ
8 -9.54 σ
9 -9.08 σ
10 -9.04 σ
11 -7.98 π
12 -6.90 σ
13 -6.86 σ
14 -4.86 π
15 -4.83 π
16 1.63 π
17 1.67 π
18 6.03 π
19 6.41 σ
20 7.30 σ
21 7.81 σ
22 7.97 σ
23 8.43 σ
24 8.50 σ
25 13.12 σ
26 13.25 σ
27 13.28 σ
28 13.53 σ
29 17.48 σ
30 18.68 σ
Table A.5.: Molecular spectrum for Benzene.
In the case of benzene, σ symmetry means that the orbitals are contained within
the molecular plane, while π orbitals are the resonant, out-of-plane states.
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A.6. PTCDA
A.6. PTCDA
In the following cases, we present the molecular spectrum as results from the DFT
calculation. Notice the small (underestimated) gap, as well as the values corre-
sponding to the interface, after the ‘Koopmans’ and polarization corrections have
been taken into account. For PTCDA, the data are presented in Table A.6, and for
the sake of clarity, we mention that the HOMO corresponds to molecular orbital 70.
MO Symmetry DFT (eV) Interface (eV)
1 σ -29.24 -33.16
2 σ -29.24 -33.16
3 σ -26.30 -30.22
4 σ -26.30 -30.22
5 σ -25.99 -29.90
6 σ -25.99 -29.90
7 σ -22.61 -26.53
8 σ -22.09 -26.00
9 σ -21.16 -25.08
10 σ -20.93 -24.84
11 σ -20.71 -24.62
12 σ -19.63 -23.54
13 σ -19.58 -23.49
14 σ -18.97 -22.88
15 σ -18.70 -22.61
16 σ -18.57 -22.48
17 σ -17.20 -21.12
18 σ -16.76 -20.68
19 σ -16.00 -19.91
20 σ -15.88 -19.79
21 σ -15.39 -19.31
22 σ -15.22 -19.14
23 σ -14.98 -18.89
24 σ -14.74 -18.66
25 σ -13.41 -17.32
Table A.6.: Molecular spectrum for PTCDA, showing the results from the DFT calculation
(third column), and the values at the interface (right).
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MO Symmetry DFT (eV) Interface (eV)
26 σ -13.06 -16.97
27 σ -13.04 -16.96
28 σ -12.72 -16.64
29 σ -12.21 -16.12
30 σ -11.98 -15.89
31 σ -11.89 -15.81
32 σ -11.02 -14.94
33 σ -10.79 -14.70
34 σ -10.74 -14.66
35 π -10.31 -13.65
36 π -10.21 -13.55
37 σ -10.09 -14.01
38 σ -10.07 -13.99
39 σ -9.78 -13.70
40 σ -9.65 -13.56
41 σ -9.58 -13.50
42 π -9.34 -12.68
43 σ -9.21 -13.13
44 σ -9.17 -13.09
45 σ -9.11 -13.03
46 σ -9.04 -12.96
47 σ -8.75 -12.66
48 σ -8.55 -12.46
49 π -8.40 -11.74
50 π -8.37 -11.70
51 π -8.19 -11.53
52 σ -7.96 -11.87
53 σ -7.86 -11.77
54 π -7.43 -10.77
55 σ -7.20 -11.11
56 σ -7.13 -11.04
57 π -7.07 -10.41
58 σ -7.03 -10.94
59 π -6.57 -9.91
60 π -5.93 -9.26
Table A.7.: Molecular spectrum for PTCDA (continued).
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A.6. PTCDA
MO Symmetry DFT (eV) Interface (eV)
61 π -5.69 -9.03
62 π -5.38 -8.71
63 π -5.37 -8.70
64 π -5.28 -8.62
65 π -5.16 -8.50
66 σ -5.14 -9.06
67 σ -5.11 -9.03
68 σ -4.41 -8.32
69 σ -4.38 -8.29
70 π -3.96 -7.30
71 π -2.38 -4.10
72 π -0.81 -2.53
73 π -0.74 -2.47
74 π 0.03 -1.69
75 π 0.31 -1.42
76 π 0.38 -1.35
77 π 0.99 -0.74
78 π 2.14 0.42
79 π 2.33 0.60
80 π 3.37 1.65
81 π 3.85 2.12
82 π 3.96 2.23
83 σ 4.11 2.66
84 σ 4.45 3.00
85 σ 4.77 3.32
86 σ 4.84 3.39
87 σ 4.93 3.48
88 σ 5.02 3.57
89 σ 5.07 3.62
90 π 5.53 3.81
91 σ 5.72 4.27
92 σ 5.83 4.38
93 σ 5.94 4.49
94 π 6.28 4.55
95 σ 6.49 5.04
96 σ 6.80 5.35
97 σ 6.90 5.45
98 σ 7.47 6.03
99 σ 7.58 6.13
100 σ 7.77 6.32
Table A.8.: Molecular spectrum for PTCDA (continued).
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A. Molecular spectra of small and π-conjugated molecules
MO Symmetry DFT (eV) Interface (eV)
101 σ 7.82 6.37
102 σ 8.86 7.41
103 σ 9.12 7.67
104 σ 9.14 7.69
105 σ 9.15 7.71
106 σ 10.06 8.61
107 σ 10.61 9.17
108 σ 10.68 9.24
109 σ 11.18 9.73
110 σ 11.24 9.80
111 σ 11.93 10.49
112 σ 12.00 10.56
113 σ 12.11 10.67
114 σ 12.29 10.84
115 σ 12.81 11.36
116 σ 13.69 12.24
117 σ 13.79 12.34
118 σ 14.01 12.56
119 σ 14.47 13.02
120 σ 14.78 13.33
121 σ 15.04 13.59
122 σ 15.25 13.80
123 σ 15.41 13.96
124 σ 15.57 14.12
125 σ 16.58 15.13
126 σ 16.86 15.42
127 σ 17.26 15.81
128 σ 17.37 15.92
Table A.9.: Molecular spectrum for PTCDA (continued).
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A.7. PTCBI
For PTCBI, the HOMO is number 96.
MO Symmetry DFT (eV) Interface (eV)
1 σ -25.49 -27.93
2 σ -25.49 -27.93
3 σ -24.31 -25.39
4 σ -24.31 -25.39
5 σ -22.74 -24.25
6 σ -22.21 -23.41
7 σ -21.58 -22.51
8 σ -21.58 -22.47
9 σ -21.28 -22.33
10 σ -21.14 -21.87
11 σ -20.81 -21.58
12 σ -20.76 -21.85
13 σ -20.54 -21.16
14 σ -19.57 -20.54
15 σ -19.41 -20.54
16 σ -19.18 -20.38
17 σ -18.90 -20.05
18 σ -18.47 -19.05
19 σ -18.41 -19.10
20 σ -18.33 -19.12
21 σ -17.97 -18.65
22 σ -17.88 -18.50
23 σ -16.97 -17.91
24 σ -16.63 -17.40
25 σ -16.41 -17.60
Table A.10.: Molecular spectrum for PTCBI, showing the results from the DFT calculation
(third column), and the values at the interface (right).
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A. Molecular spectra of small and π-conjugated molecules
MO Symmetry DFT (eV) Interface (eV)
26 σ -16.18 -17.09
27 σ -15.98 -16.67
28 σ -15.54 -16.38
29 σ -15.52 -16.51
30 σ -15.43 -16.30
31 σ -14.86 -15.52
32 σ -14.83 -15.48
33 σ -14.64 -15.34
34 σ -14.37 -14.97
35 σ -13.91 -14.72
36 σ -13.84 -14.49
37 σ -13.57 -14.39
38 σ -13.24 -13.90
39 σ -13.20 -14.27
40 σ -13.09 -13.80
41 σ -12.77 -13.80
42 σ -12.52 -13.10
43 σ -12.51 -13.08
44 σ -12.26 -12.87
45 σ -12.07 -12.59
46 σ -12.00 -12.73
47 σ -11.72 -12.32
48 π -11.66 -12.82
49 π -11.62 -12.89
50 σ -11.44 -12.00
51 σ -11.35 -12.20
52 σ -11.34 -12.00
53 σ -11.12 -11.69
54 σ -11.10 -11.63
55 σ -11.07 -11.71
56 σ -11.01 -11.74
57 π -10.95 -12.46
58 σ -10.91 -11.55
59 σ -10.81 -11.40
60 σ -10.65 -11.41
Table A.11.: Molecular spectrum for PTCBI (continued).
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A.7. PTCBI
MO Symmetry DFT (eV) Interface (eV)
61 σ -10.60 -11.50
62 σ -10.47 -11.08
63 σ -10.44 -11.01
64 π -10.35 -11.44
65 σ -10.10 -11.07
66 π -9.99 -11.02
67 σ -9.99 -10.61
68 π -9.97 -10.98
69 σ -9.62 -10.29
70 σ -9.54 -10.36
71 π -9.43 -10.53
72 σ -9.39 -10.13
73 π -9.31 -10.25
74 σ -9.30 -9.88
75 σ -9.23 -10.03
76 σ -9.22 -10.01
77 σ -8.96 -10.05
78 σ -8.89 -9.98
79 π -8.80 -9.56
80 π -8.78 -9.80
81 π -8.47 -9.09
82 π -8.03 -8.90
83 σ -7.95 -9.09
84 σ -7.95 -9.09
85 π -7.93 -8.90
86 π -7.68 -8.56
87 π -7.58 -8.86
88 π -7.52 -8.96
89 π -7.45 -8.89
90 σ -6.89 -7.87
91 σ -6.89 -7.86
92 π -6.76 -7.45
93 π -6.55 -7.50
94 π -6.55 -7.55
95 π -6.33 -7.17
96 π -5.98 -6.70
97 π -4.77 -3.60
98 π -3.59 -2.47
99 π -3.22 -1.96
100 π -2.80 -1.13
Table A.12.: Molecular spectrum for PTCBI (continued).
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A. Molecular spectra of small and π-conjugated molecules
MO Symmetry DFT (eV) Interface (eV)
101 π -2.68 -1.04
102 π -2.53 -1.64
103 π -2.41 -1.36
104 π -1.96 -0.86
105 π -1.71 -0.81
106 π -1.55 -0.54
107 π -1.38 -0.26
108 π -1.11 -0.23
109 π -0.56 0.62
110 π -0.22 1.04
111 π 0.38 1.93
112 π 0.72 2.08
113 π 1.87 3.30
114 π 1.87 3.34
115 σ 1.97 2.76
116 σ 2.16 3.07
117 π 2.29 3.83
118 σ 2.48 3.18
119 σ 2.49 3.69
120 σ 2.92 3.75
121 σ 2.95 3.95
122 π 3.21 5.11
123 σ 3.26 4.03
124 σ 3.26 3.97
125 σ 3.59 4.33
126 σ 3.68 4.41
127 σ 3.91 4.63
128 σ 4.02 4.80
129 σ 4.11 4.97
130 σ 4.26 5.12
131 σ 4.35 5.34
132 σ 4.47 5.48
133 σ 4.70 5.90
134 σ 4.78 5.83
135 σ 4.96 5.75
136 σ 5.00 5.80
137 σ 5.08 6.40
138 σ 5.23 5.97
139 σ 5.48 6.85
140 σ 5.50 6.30
Table A.13.: Molecular spectrum for PTCBI (continued).
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A.7. PTCBI
MO Symmetry DFT (eV) Interface (eV)
141 σ 5.65 6.39
142 σ 5.76 6.56
143 σ 5.92 6.68
144 σ 5.94 6.85
145 σ 6.09 6.84
146 σ 6.19 7.04
147 σ 6.49 7.46
148 σ 6.60 7.80
149 σ 6.72 7.69
150 σ 6.95 8.13
151 σ 7.98 8.77
152 σ 8.00 8.82
153 σ 8.05 8.84
154 σ 8.09 8.87
155 σ 8.30 9.16
156 σ 8.32 9.12
157 σ 8.76 9.58
158 σ 8.76 9.58
159 σ 8.95 9.95
160 σ 9.15 10.04
161 σ 9.48 10.70
162 σ 9.72 10.59
163 σ 9.78 10.90
164 σ 9.95 10.89
165 σ 10.40 11.42
166 σ 10.41 11.36
167 σ 10.96 12.07
168 σ 11.02 12.12
169 σ 11.22 12.20
170 σ 11.32 12.59
171 σ 12.22 13.29
172 σ 12.49 13.67
173 σ 12.59 13.73
174 σ 12.81 14.04
175 σ 13.18 14.55
176 σ 13.73 14.99
177 σ 13.85 15.18
178 σ 14.39 15.59
179 σ 14.68 15.99
180 σ 15.50 16.63
Table A.14.: Molecular spectrum for PTCBI (continued).
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A. Molecular spectra of small and π-conjugated molecules
MO Symmetry DFT (eV) Interface (eV)
181 σ 15.75 17.01
182 σ 16.30 17.75
183 σ 16.50 17.87
184 σ 17.36 18.92
Table A.15.: Molecular spectrum for PTCBI (continued).
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A.8. CBP
A.8. CBP
The HOMO is molecular orbital 89 in this case.
MO Symmetry DFT (eV) Interface (eV)
1 σ -23.25 -25.59
2 σ -23.25 -25.59
3 σ -21.42 -22.74
4 σ -21.21 -22.13
5 σ -20.82 -21.69
6 σ -20.79 -22.69
7 σ -20.79 -22.69
8 σ -20.49 -21.54
9 σ -19.40 -20.22
10 σ -19.18 -20.01
11 σ -18.87 -19.73
12 σ -18.54 -19.74
13 σ -18.47 -19.25
14 σ -18.33 -19.14
15 σ -18.31 -19.07
16 σ -18.17 -19.23
17 σ -17.91 -18.72
18 σ -17.62 -18.97
19 σ -17.61 -18.97
20 σ -17.40 -18.51
21 σ -15.81 -16.66
22 σ -15.56 -16.42
23 σ -15.42 -16.93
24 σ -15.23 -16.04
25 σ -14.94 -15.77
Table A.16.: Molecular spectrum for CBP, showing the results from the DFT calculation
(third column), and the values at the interface (right).
271
A. Molecular spectra of small and π-conjugated molecules
MO Symmetry DFT (eV) Interface (eV)
26 σ -14.80 -15.69
27 σ -14.53 -15.35
28 σ -14.53 -15.41
29 σ -14.45 -15.24
30 σ -14.23 -15.48
31 σ -14.05 -14.88
32 σ -13.86 -14.65
33 σ -13.28 -14.41
34 σ -13.07 -13.86
35 σ -13.06 -13.84
36 σ -12.51 -13.26
37 σ -12.49 -13.25
38 σ -12.43 -13.17
39 σ -11.96 -12.76
40 σ -11.60 -12.36
41 σ -11.59 -12.55
42 σ -11.50 -12.26
43 σ -11.45 -12.18
44 σ -11.42 -12.21
45 σ -11.27 -12.01
46 σ -11.21 -12.06
47 σ -10.95 -11.66
48 σ -10.86 -12.04
49 σ -10.80 -11.62
50 π -10.67 -12.53
51 π -10.66 -12.53
52 σ -10.55 -11.61
53 σ -10.52 -11.34
54 σ -10.41 -11.12
55 σ -10.40 -11.18
56 σ -10.40 -11.21
57 σ -10.17 -11.77
58 σ -10.17 -11.75
59 σ -9.95 -10.92
60 π -9.87 -11.70
Table A.17.: Molecular spectrum for CBP (continued).
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A.8. CBP
MO Symmetry DFT (eV) Interface (eV)
61 σ -9.72 -11.02
62 σ -9.53 -10.20
63 σ -9.41 -10.14
64 π -9.36 -10.60
65 σ -9.28 -9.95
66 σ -9.13 -9.81
67 σ -9.11 -9.84
68 π -8.99 -11.12
69 π -8.99 -11.12
70 σ -8.94 -9.64
71 π -8.81 -9.90
72 σ -8.74 -9.51
73 σ -8.59 -9.30
74 σ -8.55 -9.42
75 σ -8.45 -9.33
76 σ -8.37 -9.45
77 π -8.31 -9.31
78 π -7.59 -8.46
79 π -7.48 -8.51
80 π -7.34 -8.32
81 π -6.91 -8.06
82 π -6.91 -8.11
83 π -6.82 -8.48
84 π -6.77 -8.73
85 π -6.71 -7.71
86 π -6.14 -8.41
87 π -6.14 -8.41
88 π -5.94 -6.91
89 π -5.59 -6.80
90 π -2.80 -2.20
91 π -2.60 -2.13
92 π -2.52 -2.21
93 π -2.07 -0.73
94 π -1.97 -0.74
95 π -1.94 -0.69
96 π -1.94 -0.38
97 π -1.76 -1.40
98 π -1.33 -0.96
99 π -1.00 0.65
100 π -1.00 0.65
Table A.18.: Molecular spectrum for CBP (continued).
273
A. Molecular spectra of small and π-conjugated molecules
MO Symmetry DFT (eV) Interface (eV)
101 π -0.64 0.23
102 σ 0.80 1.34
103 π 0.91 1.34
104 σ 0.97 1.52
105 π 1.39 1.82
106 π 1.61 2.19
107 σ 2.08 2.32
108 σ 2.14 2.38
109 π 2.40 4.61
110 π 2.46 4.67
111 π 2.46 4.32
112 σ 2.75 3.22
113 σ 2.84 3.44
114 σ 2.85 3.00
115 σ 2.99 3.08
116 σ 3.12 3.22
117 σ 3.16 3.52
118 σ 3.33 3.74
119 σ 3.34 3.83
120 σ 3.71 3.85
121 σ 3.75 3.89
122 σ 3.89 4.51
123 σ 4.10 4.31
124 σ 4.34 5.21
125 σ 4.92 5.07
126 σ 4.97 5.13
127 σ 5.07 5.48
128 σ 5.07 5.53
129 σ 5.57 5.76
130 σ 5.64 6.03
131 σ 5.67 5.85
132 σ 5.89 6.15
133 σ 5.92 6.10
134 σ 6.03 6.22
135 σ 6.06 6.75
136 σ 6.27 6.55
137 σ 6.42 6.69
138 σ 6.44 6.82
139 σ 6.50 6.77
140 σ 7.26 7.83
Table A.19.: Molecular spectrum for CBP (continued).
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A.8. CBP
MO Symmetry DFT (eV) Interface (eV)
141 σ 7.26 7.84
142 σ 7.27 8.04
143 σ 7.67 8.24
144 σ 7.97 8.27
145 σ 8.01 8.33
146 σ 8.03 8.28
147 σ 8.34 8.60
148 σ 8.57 8.79
149 σ 8.58 8.87
150 σ 8.63 8.92
151 σ 8.72 9.23
152 σ 9.10 9.41
153 σ 9.19 9.46
154 σ 9.23 9.55
155 σ 9.23 9.73
156 σ 9.42 10.27
157 σ 9.95 10.57
158 σ 9.95 10.56
159 σ 10.41 10.70
160 σ 10.50 10.79
161 σ 10.69 11.63
162 σ 11.08 11.65
163 σ 11.72 11.99
164 σ 11.73 12.00
165 σ 12.11 12.46
166 σ 12.32 12.73
167 σ 12.48 13.02
168 σ 13.31 13.90
169 σ 13.62 14.35
170 σ 14.10 14.69
171 σ 14.31 14.78
172 σ 14.51 14.91
173 σ 14.60 15.00
174 σ 15.33 16.77
175 σ 16.86 18.65
176 σ 16.86 18.64
Table A.20.: Molecular spectrum for CBP (continued).
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A. Molecular spectra of small and π-conjugated molecules
A.9. CuPc
In CuPc, the singly-occupied molecular orbital 98 is the DFT HOMO and LUMO.
It is strongly localized in the Cu and neighbouring N atoms. The LUMO associated
with this state is shown in Table A.21 as molecular orbital 186. Notice that due to
the ‘Koopmans’ and polarization corrections, there is a crossing of molecular levels
so that the HOMO at the interface is of π symmetry, as the Cu-related states have
been displaced away from the gap.
MO Symmetry DFT (eV) Interface (eV)
1 σ -23.69 -25.43
2 σ -23.36 -25.27
3 σ -23.35 -25.26
4 σ -22.78 -24.43
5 σ -22.07 -23.82
6 σ -21.21 -22.68
7 σ -21.21 -22.71
8 σ -20.77 -21.82
9 σ -20.66 -21.88
10 σ -20.61 -21.75
11 σ -20.58 -22.27
12 σ -20.34 -22.05
13 σ -18.82 -19.76
14 σ -18.62 -20.62
15 σ -18.59 -19.49
16 σ -18.55 -19.62
17 σ -18.49 -19.52
18 σ -18.48 -19.45
19 σ -18.45 -19.75
20 σ -18.42 -19.70
21 σ -17.20 -18.14
22 σ -16.49 -17.63
23 σ -16.48 -17.62
24 σ -15.43 -17.21
25 σ -15.37 -16.80
Table A.21.: Molecular spectrum for CuPc, showing the results from the DFT calculation
(third column), and the values at the interface (right).
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A.9. CuPc
MO Symmetry DFT (eV) Interface (eV)
26 σ -15.31 -17.15
27 σ -15.29 -16.81
28 σ -15.27 -16.11
29 σ -14.50 -15.65
30 σ -14.32 -15.40
31 σ -14.28 -15.32
32 σ -14.10 -14.91
33 σ -13.98 -15.37
34 σ -13.08 -14.09
35 σ -12.97 -14.12
36 σ -12.95 -13.99
37 σ -12.19 -13.46
38 σ -12.18 -13.50
39 σ -12.15 -13.24
40 σ -11.94 -12.72
41 σ -11.43 -12.24
42 σ -11.42 -12.23
43 σ -11.36 -12.25
44 σ -11.28 -12.67
45 σ -11.18 -12.56
46 σ -11.13 -12.94
47 σ -11.11 -12.91
48 σ -10.95 -11.77
49 σ -10.64 -11.48
50 π -10.50 -11.75
51 σ -10.42 -11.58
52 σ -10.41 -11.30
53 σ -10.35 -11.50
54 π -10.21 -11.42
55 π -10.21 -11.44
56 σ -10.08 -10.97
57 σ -9.94 -10.92
58 σ -9.92 -10.74
59 σ -9.89 -11.10
60 π -9.73 -10.67
Table A.22.: Molecular spectrum for CuPc (continued).
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A. Molecular spectra of small and π-conjugated molecules
MO Symmetry DFT (eV) Interface (eV)
61 σ -9.43 -10.93
62 σ -9.02 -10.11
63 σ -8.91 -9.87
64 σ -8.81 -9.91
65 σ -8.77 -9.86
66 π -8.68 -9.80
67 π -8.66 -9.75
68 π -8.62 -9.69
69 π -8.58 -9.62
70 σ -8.58 -9.34
71 σ -8.51 -9.42
72 σ -8.43 -9.54
73 σ -8.41 -9.46
74 π -8.19 -8.85
75 σ -8.11 -8.97
76 σ -8.00 -9.34
77 σ -7.97 -9.37
78 π -7.95 -10.42
79 π -7.94 -10.45
80 σ -7.79 -10.30
81 σ -7.74 -9.71
82 σ -7.42 -11.27
83 π -7.38 -8.27
84 π -7.38 -8.26
85 π -6.89 -7.57
86 σ -6.85 -9.55
87 σ -6.84 -9.52
88 π -6.48 -7.40
89 σ -6.42 -7.78
90 π -6.42 -7.26
91 π -6.41 -7.16
92 π -6.38 -7.22
93 π -6.24 -7.01
94 π -6.10 -7.08
95 π -6.09 -7.07
96 π -5.94 -7.08
97 π -4.90 -5.70
98 σ -4.65 -7.49
99 π -3.58 -3.10
100 π -3.58 -3.09
Table A.23.: Molecular spectrum for CuPc (continued).
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A.9. CuPc
MO Symmetry DFT (eV) Interface (eV)
101 π -2.43 -2.22
102 π -2.23 -2.10
103 π -1.93 -1.50
104 π -1.89 -1.57
105 π -1.86 -1.26
106 π -0.84 -0.54
107 π -0.75 -0.36
108 π -0.72 -0.38
109 π -0.32 0.10
110 π -0.15 -0.06
111 π 0.77 1.41
112 π 0.79 1.37
113 π 0.98 1.72
114 π 2.41 2.92
115 π 2.54 2.93
116 π 2.59 2.98
117 π 2.67 3.31
118 σ 3.01 4.30
119 σ 3.41 4.32
120 σ 3.45 4.03
121 σ 3.48 4.02
122 σ 3.54 4.00
123 π 3.89 5.04
124 σ 4.23 5.22
125 σ 4.29 5.26
126 σ 4.58 5.63
127 σ 4.63 5.18
128 σ 4.69 5.35
129 σ 4.74 5.73
130 σ 4.78 5.78
131 σ 5.31 5.54
132 σ 5.40 6.36
133 σ 5.44 6.22
134 σ 5.50 6.27
135 σ 5.53 5.91
136 σ 5.63 5.82
137 σ 5.66 5.95
138 σ 6.05 6.22
139 σ 6.40 7.02
140 σ 6.53 7.51
Table A.24.: Molecular spectrum for CuPc (continued).
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A. Molecular spectra of small and π-conjugated molecules
MO Symmetry DFT (eV) Interface (eV)
141 σ 6.59 7.23
142 σ 6.60 7.40
143 σ 6.65 7.17
144 σ 6.89 7.38
145 σ 7.11 7.58
146 σ 7.12 7.60
147 σ 7.25 7.81
148 σ 7.68 8.10
149 σ 8.24 8.68
150 σ 8.29 8.74
151 σ 8.72 9.15
152 σ 9.35 9.88
153 σ 9.36 9.89
154 σ 9.40 9.87
155 σ 9.72 10.64
156 σ 9.77 10.72
157 σ 9.79 10.61
158 σ 9.87 10.36
159 σ 10.37 10.72
160 σ 10.62 11.04
161 σ 10.94 11.43
162 σ 10.97 11.39
163 σ 11.43 11.84
164 σ 11.62 12.39
165 σ 11.75 12.66
166 σ 11.89 12.24
167 σ 12.08 12.49
168 σ 12.10 12.51
169 σ 12.45 12.84
170 σ 13.29 14.41
171 σ 13.34 14.21
172 σ 13.41 14.20
173 σ 13.44 14.02
174 σ 14.15 14.73
175 σ 14.89 16.05
176 σ 15.00 16.22
177 σ 15.06 15.87
178 σ 16.23 17.73
179 σ 16.31 17.66
180 σ 16.37 18.14
Table A.25.: Molecular spectrum for CuPc (continued).
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A.9. CuPc
MO Symmetry DFT (eV) Interface (eV)
181 σ 16.43 18.63
182 σ 17.06 19.33
183 σ 17.13 19.41
184 σ 17.18 19.56
185 σ 17.25 19.70
186 σ -4.65 -2.71
Table A.26.: Molecular spectrum for CuPc (continued).
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A. Molecular spectra of small and π-conjugated molecules
For the following organic molecules (except Pentacene), due to lack of experimental
information, no analysis of the interface properties has been carried out, and thus
only the DFT spectrum is shown.
A.10. Anthracene
In this case, the HOMO corresponds to molecular orbital 33.
MO Symmetry DFT (eV)
1 σ -21.70
2 σ -20.84
3 σ -19.63
4 σ -19.32
5 σ -18.45
6 σ -18.13
7 σ -17.21
8 σ -15.69
9 σ -15.03
10 σ -14.87
11 σ -14.44
12 σ -13.13
13 σ -12.90
14 σ -12.39
15 σ -11.48
16 σ -11.46
17 σ -11.39
18 σ -10.86
19 σ -10.68
20 σ -10.36
21 π -10.03
22 σ -9.85
23 σ -9.64
24 σ -9.55
25 π -9.12
Table A.27.: Molecular DFT spectrum for Anthracene.
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A.10. Anthracene
MO Symmetry DFT (eV)
26 σ -8.86
27 σ -8.59
28 σ -8.36
29 π -7.85
30 π -7.79
31 π -6.91
32 π -6.72
33 π -5.64
34 π -3.38
35 π -2.09
36 π -1.87
37 π -0.78
38 π -0.60
39 π 1.36
40 σ 2.79
41 π 2.98
42 σ 3.03
43 σ 3.15
44 σ 3.87
45 σ 4.06
46 σ 4.89
47 σ 4.98
48 σ 5.34
49 σ 5.46
50 σ 5.90
51 σ 5.93
52 σ 5.97
53 σ 6.25
54 σ 7.77
55 σ 8.17
56 σ 8.67
57 σ 8.75
58 σ 9.40
59 σ 10.46
60 σ 10.58
Table A.28.: Molecular DFT spectrum for Anthracene (continued).
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A. Molecular spectra of small and π-conjugated molecules
MO Symmetry DFT (eV) )
61 σ 10.70
62 σ 11.03
63 σ 12.93
64 σ 13.45
65 σ 15.49
66 σ 15.95
Table A.29.: Molecular DFT spectrum for Anthracene (continued).
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A.11. Tetracene
A.11. Tetracene
For this material, the HOMO corresponds to orbital 42.
MO Symmetry DFT (eV)
1 σ -21.80
2 σ -21.25
3 σ -20.40
4 σ -19.47
5 σ -19.33
6 σ -18.90
7 σ -18.12
8 σ -18.03
9 σ -16.96
10 σ -16.03
11 σ -15.11
12 σ -14.97
13 σ -14.69
14 σ -14.53
15 σ -13.57
16 σ -12.96
17 σ -12.31
18 σ -12.19
19 σ -12.10
20 σ -11.55
21 σ -11.30
22 σ -10.92
23 σ -10.87
24 σ -10.60
25 σ -10.40
Table A.30.: Molecular DFT spectrum for Tetracene.
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A. Molecular spectra of small and π-conjugated molecules
MO Symmetry DFT (eV)
26 σ -10.27
27 π -10.15
28 σ -9.93
29 σ -9.70
30 π -9.55
31 σ -9.17
32 σ -9.16
33 σ -8.72
34 π -8.64
35 σ -8.58
36 σ -8.27
37 π -7.93
38 π -7.56
39 π -7.35
40 π -6.71
41 π -6.45
42 π -5.35
43 π -3.71
44 π -2.45
45 π -2.12
46 π -1.36
47 π -1.01
48 π -0.63
49 π 0.56
50 π 2.08
51 σ 2.83
52 σ 2.97
53 σ 3.02
54 π 3.18
55 σ 3.70
56 σ 3.80
57 σ 3.93
58 σ 4.44
59 σ 5.03
60 σ 5.16
Table A.31.: Molecular DFT spectrum for Tetracene.
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A.11. Tetracene
MO Symmetry DFT (eV)
61 σ 5.33
62 σ 5.46
63 σ 5.62
64 σ 5.65
65 σ 6.00
66 σ 6.22
67 σ 6.51
68 σ 7.21
69 σ 7.60
70 σ 8.54
71 σ 8.75
72 σ 9.17
73 σ 9.30
74 σ 9.73
75 σ 10.11
76 σ 10.50
77 σ 11.22
78 σ 11.28
79 σ 11.92
80 σ 12.41
81 σ 14.35
82 σ 14.47
83 σ 15.92
84 σ 16.20
Table A.32.: Molecular DFT spectrum for Tetracene.
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A. Molecular spectra of small and π-conjugated molecules
A.12. Pentacene
In Pentacene, the HOMO corresponds to molecular orbital 51. The spectra of DFT
calculations and at the interface are shown below:
MO Symmetry DFT (eV) Interface (eV)
1 σ -21.86 -22.62
2 σ -21.47 -21.87
3 σ -20.86 -21.17
4 σ -20.07 -20.32
5 σ -19.56 -20.31
6 σ -19.16 -19.55
7 σ -19.12 -19.39
8 σ -18.53 -18.79
9 σ -18.11 -18.43
10 σ -17.72 -17.99
11 σ -16.78 -17.11
12 σ -16.28 -16.66
13 σ -15.17 -15.54
14 σ -15.06 -15.36
15 σ -15.02 -15.71
16 σ -14.69 -15.10
17 σ -14.39 -14.70
18 σ -13.89 -14.14
19 σ -12.83 -13.03
20 σ -12.80 -13.03
21 σ -12.61 -12.81
22 σ -12.06 -12.28
23 σ -11.73 -11.90
24 σ -11.62 -11.88
25 σ -11.48 -11.66
Table A.33.: Molecular spectrum for Pentacene, showing the results from the DFT calcula-
tion (third column), and the values at the interface (right).
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A.12. Pentacene
MO Symmetry DFT (eV) Interface (eV)
26 σ -11.38 -11.51
27 σ -10.97 -11.28
28 σ -10.70 -10.77
29 σ -10.52 -10.74
30 σ -10.52 -10.59
31 σ -10.27 -10.69
32 π -10.21 -11.28
33 σ -10.13 -10.31
34 σ -9.92 -10.06
35 π -9.80 -10.48
36 σ -9.60 -10.06
37 σ -9.42 -9.56
38 π -9.14 -9.64
39 σ -8.93 -9.06
40 σ -8.91 -9.07
41 σ -8.67 -8.82
42 σ -8.58 -8.92
43 π -8.30 -8.77
44 σ -8.21 -8.56
45 π -8.02 -8.98
46 π -7.60 -8.18
47 π -7.37 -7.85
48 π -6.95 -7.40
49 π -6.71 -7.31
50 π -6.11 -6.51
51 π -5.16 -5.70
52 π -3.93 -2.75
53 π -2.87 -1.83
54 π -2.14 -0.90
55 π -1.87 -0.77
56 π -1.29 -0.16
57 π -1.06 0.15
58 π -0.55 1.04
59 π 0.00 1.12
60 π 1.34 2.48
Table A.34.: Molecular spectrum for Pentacene (continued).
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A. Molecular spectra of small and π-conjugated molecules
MO Symmetry DFT (eV) Interface (eV)
61 π 2.50 3.82
62 σ 2.85 3.59
63 σ 2.93 3.83
64 σ 2.94 3.72
65 π 3.28 4.98
66 σ 3.47 4.18
67 σ 3.79 4.81
68 σ 3.87 4.84
69 σ 3.96 5.19
70 σ 4.10 4.83
71 σ 4.66 5.46
72 σ 5.10 6.08
73 σ 5.29 6.12
74 σ 5.37 6.23
75 σ 5.38 6.27
76 σ 5.46 6.26
77 σ 5.64 6.61
78 σ 5.93 6.89
79 σ 6.02 7.03
80 σ 6.57 7.91
81 σ 6.59 7.66
82 σ 6.65 7.56
83 σ 7.42 8.39
84 σ 8.30 9.34
85 σ 8.37 9.29
86 σ 8.70 9.67
87 σ 9.10 10.01
88 σ 9.45 10.39
89 σ 9.56 10.51
90 σ 10.10 11.17
91 σ 10.33 11.31
92 σ 10.52 11.65
93 σ 11.10 12.23
94 σ 11.42 12.86
95 σ 11.51 12.86
96 σ 11.98 13.00
97 σ 13.13 14.24
98 σ 13.61 14.69
99 σ 15.07 16.23
100 σ 15.09 16.41
Table A.35.: Molecular spectrum for Pentacene (continued).
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A.12. Pentacene
MO Symmetry DFT (eV) Interface (eV)
101 σ 16.12 17.65
102 σ 16.33 17.91
Table A.36.: Molecular spectrum for Pentacene (continued).
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A. Molecular spectra of small and π-conjugated molecules
A.13. Hexacene
For this material, the HOMO is molecular orbital 61.
MO Symmetry DFT (eV)
1 σ -21.89
2 σ -21.61
3 σ -21.16
4 σ -20.55
5 σ -19.81
6 σ -19.61
7 σ -19.31
8 σ -18.97
9 σ -18.84
10 σ -18.22
11 σ -18.12
12 σ -17.48
13 σ -16.64
14 σ -16.47
15 σ -15.39
16 σ -15.21
17 σ -15.06
18 σ -14.80
19 σ -14.51
20 σ -14.47
21 σ -14.12
22 σ -13.01
23 σ -12.99
24 σ -12.64
25 σ -12.38
Table A.37.: Molecular DFT spectrum for Hexacene.
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A.13. Hexacene
MO Symmetry DFT (eV)
26 σ -11.96
27 σ -11.94
28 σ -11.63
29 σ -11.45
30 σ -11.31
31 σ -11.30
32 σ -11.01
33 σ -10.66
34 σ -10.51
35 σ -10.40
36 σ -10.29
37 σ -10.28
38 π -10.25
39 σ -10.24
40 π -9.94
41 σ -9.64
42 σ -9.58
43 σ -9.54
44 π -9.45
45 σ -9.13
46 σ -8.81
47 π -8.80
48 σ -8.74
49 σ -8.63
50 σ -8.58
51 σ -8.17
52 π -8.07
53 π -8.04
54 π -7.75
55 π -7.27
56 π -7.24
57 π -6.72
58 π -6.62
59 π -5.85
60 π -5.02
Table A.38.: Molecular DFT spectrum for Hexacene.
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A. Molecular spectra of small and π-conjugated molecules
MO Symmetry DFT (eV)
61 π -4.10
62 π -3.19
63 π -2.29
64 π -2.16
65 π -1.49
66 π -1.48
67 π -0.88
68 π -0.50
69 π -0.40
70 π 0.76
71 π 1.86
72 π 2.76
73 σ 2.86
74 σ 2.88
75 σ 2.91
76 σ 3.31
77 π 3.34
78 σ 3.76
79 σ 3.86
80 σ 3.87
81 σ 3.90
82 σ 3.98
83 σ 4.37
84 σ 4.80
85 σ 5.16
86 σ 5.34
87 σ 5.37
88 σ 5.38
89 σ 5.40
90 σ 5.57
91 σ 5.91
92 σ 6.02
93 σ 6.13
94 σ 6.24
95 σ 6.64
96 σ 6.83
97 σ 7.29
98 σ 7.57
99 σ 8.07
100 σ 8.81
Table A.39.: Molecular DFT spectrum for Hexacene.
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A.13. Hexacene
MO Symmetry DFT (eV)
101 σ 8.95
102 σ 8.98
103 σ 9.14
104 σ 9.79
105 σ 9.79
106 σ 9.93
107 σ 10.61
108 σ 10.79
109 σ 10.94
110 σ 11.30
111 σ 11.51
112 σ 11.65
113 σ 12.53
114 σ 12.88
115 σ 13.97
116 σ 14.39
117 σ 15.45
118 σ 15.50
119 σ 16.24
120 σ 16.39
Table A.40.: Molecular DFT spectrum for Hexacene.
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Conclusiones
En la presente tesis se ha estudiado el alineamiento de niveles en interfases de
semiconductores orgánicos, a traves de un modelo propuesto para el régimen de
interacción débil.
En primer lugar, se han estudiado, usando métodos basados en la Teoría del
Funcional de la Densidad, las propiedades electrónicas de moléculas pequeñas y
moléculas orgánicas con enlaces aromáticos π. Se han descrito y comparado distin-
tas aproximaciones para el canje y la correlación y la aplicación de éstas a estos sis-
temas ha sido discutida. Los resultados permiten conocer la estructura electrónica
de estas moléculas. En particular, y dada la subestimación del gap por parte de
DFT, se ha desarrollado un método para corregir esta deficiencia, lo que permite
calcular el espectro molecular de forma precisa. Estas correcciones son esenciales
para el posterior estudio de las interfases de estos metariales.
En segundo lugar, se ha introducido el modelo en uniones metal/orgánico con
interacción débil. Tras describir la manera de calcular la posición del Nivel de Neu-
tralidad de Carga del material, éste ha sido hallado para diversos semiconductores
orgánicos, así como una descripción del apantallamiento en la interfase. A partir
de estos resultados, las propiedades más importantes de las interfases, tales como
dipolos inducidos, barreras Schottky o posición del nivel de Fermi, han sido calcu-
ladas, en buen acuerdo con los valores experimentales.
Finalmente, se ha desarrollado una extensión del modelo a heterouniones de ma-
teriales orgánicos, en la que el mecanismo principal es el alineamiento parcial de
los Niveles de Neutralidad de Carga de ambos semiconductores. Además de un
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buen acuerdo con los valores experimentales, el modelo desarrollado ha permitido,
por primera vez, entender el comportamiento de estas interfases de una manera
unificada. Se ha estudiado además el caso de heterouniones dopadas, donde los re-
sultados experimentales son explicados por primera vez, en términos de una modi-
ficación del Nivel de Neutralidad de Carga del material dopado y del subsiguiente
alineamiento.
Del trabajo realizado cabe destacar el método desarrollado para corregir los gaps
moleculares que, junto con la polarización en la interfase, modifica de manera sig-
nificativa la posición de los niveles. A pesar de ser de gran importancia la interfase,
esto no ha sido tenido en cuenta otros métodos en la literatura, donde se usa el
gap DFT a pesar de que este subestima de forma notable el gap y dar lugar a una
posición incorrecta de los niveles moleculares. Del presente trabajo se deduce que
es necesario corregir de manera adecuada la posición de los niveles y el gap de la
molécula.
También cabe destacar que, en contra de la opinión generalizada de que las in-
terfases con fisisorción ‘no ocurre nada’ y que todo se reduce a la interacción van
der Waals, nuestro enfoque supone una interacción química. Los resultados de-
muestran que esta es lo suficientemente intensa como para inducir una densidad
de estados significativa, que domina el alineamiento de niveles. Se trata, por tanto,
de un mecanismo general de importancia en estas interfases.
En resumen, el buen acuerdo alcanzado en las distintas interfases de materiales
orgánicos supone la validación del modelo: a pesar del trabajo existente en este
campo, nuestro modelo explica, por primera vez, de una manera intuitiva, global y
unificada, el alineamiento de niveles en estas interfases.
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