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Interpretation of regional scale, multivariate geochemical data is aided by a statistical technique called
“clustering.” We investigate a particular clustering procedure by applying it to geochemical data collected
in the State of Colorado, United States of America. The clustering procedure partitions the ﬁeld samples
for the entire survey area into two clusters. The ﬁeld samples in each cluster are partitioned again to
create two subclusters, and so on. This manual procedure generates a hierarchy of clusters, and the
different levels of the hierarchy show geochemical and geological processes occurring at different spatial
scales. Although there are many different clustering methods, we use Bayesian ﬁnite mixture modeling
with two probability distributions, which yields two clusters. The model parameters are estimated with
Hamiltonian Monte Carlo sampling of the posterior probability density function, which usually has
multiple modes. Each mode has its own set of model parameters; each set is checked to ensure that it is
consistent both with the data and with independent geologic knowledge. The set of model parameters
that is most consistent with the independent geologic knowledge is selected for detailed interpretation
and partitioning of the ﬁeld samples.
Published by Elsevier Ltd. This is an open access article under the CC BY license (http://creativecommons.
org/licenses/by/4.0/).1. Introduction
Regional scale geochemical surveys typically involve the
collection and chemical analysis of soil or stream-sediment sam-
ples at multiple sites across thousands to millions of square kilo-
meters. The sample density varies enormouslydfrom 1 site per
10e100 km2 (e.g., Webb et al., 1978; Fauth et al., 1985; Thalmann
et al., 1989; McGrath and Loveland, 1992) to 1 site per
1000e5000 km2 (e.g., Reimann et al., 2003; Salminen et al., 2005;
Caritat and de Cooper, 2011; Smith et al., 2013). For each of the
thousands of samples, the concentrations of multiple elements are
usually measured. An important part of the geochemical interpre-
tation is relating the spatial distribution of the element concen-
trations to features such as bedrock and surﬁcial geology. The
traditional method of establishing these relations involves
comparing maps of the element concentrations to geologic maps.
The traditional method is difﬁcult when the geochemical data
comprise only a few elements, and the difﬁculty increases as thesen), dbsmith13@gmail.com
25046, Denver, CO, USA.
access article under the CC BY licenumber of chemical elements increases.
When there are many elements, a multivariate statistical
method called “clustering” can help with the interpretation. The
essential idea of clustering is that the regional geochemical data
may be considered a mixture of data from different geochemical
processes, and the clustering partitions the data into groups that
are associated with the processes. The data from each geochemical
process often are localized to a speciﬁc region and may be associ-
ated with geologic or anthropogenic features. When such associa-
tions occur, they greatly facilitate the interpretation of the
geochemical data.
Clustering is a well-established method and is described in
many multivariate statistics books (e.g., Johnson and Wichern,
2007, 671e706; Hastie et al., 2009, 501e528). Nonetheless, the
application of clustering to geochemical data involves at least two
difﬁculties: (1) the data are compositional, so they cannot be
directly analyzed with standard statistical methods (Pawlowsky-
Glahn et al., 2015); and (2) modern data sets often include
measured concentrations for about 40 elements for each sample
(i.e., the data sets are large).
Several research groups have applied clustering to geochemical
data. Templ et al. (2008) compared the efﬁcacy of many different
clustering procedures for processing regional geochemical data.nse (http://creativecommons.org/licenses/by/4.0/).
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how geochemical data can be analyzed with different clustering
methods. Both Templ et al. and Reimann et al. report favorable
results using a particular algorithm called “model-based clustering”
(Fraley and Raftery, 2002). Morrison et al. (2011) present an
application of this model-based clustering to soil geochemical data
from California (USA). Ellefsen et al. (2014) modiﬁed the clustering
procedure that was originally presented by Templ et al. (2008); the
modiﬁcation makes the clustering more robust than it would be
otherwise.
In this article, we investigate another clustering procedure,
which is based on a hierarchy. At the highest level of the hierarchy,
the ﬁeld samples for the entire survey area are partitioned into two
clusters; at the next level in the hierarchy, each of the two clusters
is partitioned into two sub-clusters, and so on. Each level of the
hierarchy shows geochemical processes occurring at different
spatial scales. The clustering method is Bayesian ﬁnite mixture
modeling; this method has been applied to many types of data
(Gelman et al., 2014, p. 539e540) but not to regional geochemical
data. The clustering procedure is applied to soil geochemical data
collected in the State of Colorado, the United States of America;
these data were clustered previously using a different procedure
(Ellefsen et al., 2014).2. Geochemical data
2.1. Survey area, sample collection, and chemical analysis
The geochemical survey area is the State of Colorado (Fig. 1),
which has a land area of 269,837 km2. The geology of Colorado is
complex and heterogeneous but can be grouped into ﬁve major
geologic regions. The regions (listed from largest to smallest) are
the Great Plains, in the eastern half of the state; the Southern Rocky
Mountains, a north-south swath in the middle of the state; the
Colorado Plateau in the west and southwest; theWyoming Basin in
the northwest; and the Middle Rocky Mountains in the north-
western corner. Additional information about the geology of Col-
orado is reported in Tweto (1979) and numerous publications of the
Colorado Geological Survey (http://geosurvey.state.co.us/Pages/
CGSHome.aspx).
To select the sample locations, the State of Colorado was divided
into 966 polygons for which the areas are all 280 km2. Within each
polygon, one point was selected at random to be the potential
sample location. The actual sample location had to satisfy three
criteria: (1) it had to be close to the potential sample location; (2)Fig. 1. Major geologic regions within the Stthe landscape at the actual location had to be somewhat repre-
sentative of the landscape in the polygon, as determined by the
ﬁeld geochemist; and (3) the soil at the actual location had no
obvious contamination or other disturbance due to human activity,
although the soil could be from an agricultural ﬁeld or pasture. Six
potential sample locations were difﬁcult to access, so these were
omitted from the survey. At each location, loose plant debris (if any)
was removed from the ground surface, and the soil sample was
collected from a depth interval of 0e15 cm.
Each soil sample was air dried at ambient temperature, dis-
aggregated, and sieved through a 2-mm stainless steel screen. The
sieved material was crushed to less than 150 mm in a ceramic mill
and thoroughly mixed to ensure that it was homogeneous. The
prepared samples were sent to a U.S. Geological Survey contract
geochemical laboratory, where the concentrations of 44 elements
were measured. Additional information, as well as the measured
concentrations and sample locations, are reported in Smith et al.
(2010). Summary statistics of the measured concentrations are
listed in Table S1 that is within the Supplementary Material.2.2. Data editing
We edited the soil geochemical data to make them suitable for
clustering. First, ﬁeld sample “06co437” was culled from the data
set because it had an anomalously high copper (Cu) concentration
that was likely caused by human activity. Second, silver (Ag),
tellurium (Te), cesium (Cs), mercury (Hg), and selenium (Se) were
removed from the data set because they had high percentages of
their measured concentrations below their lower limits of deter-
mination (Table S1 in Supplementary Materials). Third, the left-
censored concentrations for antimony (Sb), arsenic (As), bismuth
(Bi), cadmium (Cd), indium (In), phosphorous (P), and sulfur (S)
were assigned concentrations equal to 0.65 times their respective
lower limits of determination (Palarea-Albaladejo et al., 2014).
Because the percentages of left censored concentrations were small
(Table S1 in Supplementary Materials), this assignment was
assumed to have a negligible effect on the clustering. Finally, the
element concentrations were scaled so that the units for all con-
centrations are “mg/kg.” After this editing, there were 959 ﬁeld
samples for which 39 element concentrations are reported.ate of Colorado and sample locations.
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3.1. Preprocessing and analysis
After editing, the data set includes concentrations for 39 ele-
ments. These missing concentrations have no effect on the clus-
tering because of the property of subcompositional coherence
(Pawlowsky-Glahn et al., 2015, p. 16). Nonetheless, sometimes it is
helpful to interpret the clustering results when the scales of its
concentrations match those of the measured concentrations. This
scaling is easily accomplished if the missing-element concentra-
tions are collectively represented by a single value. For example, if
the concentrations of the 39 elements for one ﬁeld sample sum to
97,634 mg/kg, then the sum of the missing-element concentrations
must be 1,000,000e97,634 mg/kg, which equals 902366 mg/kg.
Collectively, missing-element concentrations are calculated for all
ﬁeld samples and are appended to the element concentrations,
making the effective number 40.
Clustering cannot be applied directly to chemical concentrations
because they are a type of compositional data. Such data have two
unique properties: they are positive, real-valued numbers and they
contain only relative information (Pawlowsky-Glahn et al., 2015, p.
8). The consequence of these two properties is that the algebraic
operations for compositional data differ from those for non-
compositional (conventional) data (Pawlowsky-Glahn et al., 2015,
p. 23e31). To overcome this problem, element concentrations are
mathematically transformed with the isometric log-ratio (ilr)
transform (Pawlowsky-Glahn et al., 2015, p. 40). The resulting ilr-
transformed concentrations are a type of conventional data,
which can be analyzed with standard statistical methods (Mateu-
Figueras et al., 2011). One consequence of this transformation is a
change in the dimension of the data: Before transformation, the
data comprise 959 ﬁeld samples and 40 effective element con-
centrations; after transformation, the data comprise 959 ﬁeld
samples and 39 ilr coordinates.
If the ilr coordinates are transformed with the robust principal
component transformation (Filzmoser et al., 2009), then model-
based clustering is more stable than it would be otherwise
(Ellefsen et al., 2014). It is assumed that this transformation is
similarly beneﬁcial here. Another beneﬁt is that the dimension of
the data is signiﬁcantly reduced. The robust principal component
transformation is identical to a conventional principal component
transformation (Johnson andWichern, 2007, 430e439), except that
the mean vector and the covariance matrix are calculated in a
manner that is relatively insensitive to noise (Rousseeuw and van
Driessen, 1999).
The principal components are still ilr coordinatesdthe only
changes are that the origin of the coordinate system has been
translated and that the coordinate axes have been rotated. These
changes are apparent in the distributions of the principal compo-
nents (Fig. 2). The distributions are centered at zero because of the
coordinate translation, and the spread of the distributions de-
creases as the component number increases because of the coor-
dinate rotation. The distribution of each component appears
unimodal. This lack of multiple modes indicates that the grouping
of the principal components into clusters is subtle.
The variances from the diagonal of the covariance matrix are
plotted as a function of the principal component number (Fig. 3); in
principal component analysis, this plot is called a “scree plot”
(Johnson and Wichern, 2007, 444e445). Above each bar in the
screen plot is the “cumulative percentage of the total variance.” To
understand this quantity, consider the variances for just the ﬁrst
three principal components, 1.795, 0.797, and 0.538. The cumula-
tive variances are 1.795, 2.592, and 3.130. These cumulative vari-
ances are expressed as percentages of the total variance, which is5.097. Thus, the cumulative percentages of the total variance are
35.22%, 50.86%, and 61.41%. These cumulative percentages mean
that the ﬁrst component accounts for 35.22% of the total variance,
the ﬁrst and second components for 50.86%, and the ﬁrst, second,
and third components for 61.41%.
A suitable subset of principal components must be selected for
the clustering. The selection criterion is that the chosen compo-
nents must account for most of the variance in the principal com-
ponents, which is equivalent to most of the information in the
geochemical concentrations. Thus, the subset always includes the
lower-order components (i.e., components 1, 2, and so on). The
relevant issue is determining the last component in the subset. The
key issue in selecting this subset involves the signal (i.e., the
geochemical information) and the noise. We deﬁne noise as errors
in the measurements of the element concentrations. After the ilr
transformation and the principal component transformation, this
noise is spread among all principal components. The ratio of the
signal to the noise should be high for the ﬁrst principal component
and should diminish gradually as the component number in-
creases. At some component number, the ratio is small enough that
the associated principal component is not contributing useful in-
formation to the clustering. A way to estimate this component
number is perform clustering for a wide range in the component
numbers. In a previous analysis of these data (Ellefsen et al., 2014),
we found that the clustering yielded similar results when the
largest principal component corresponded to 90 percent or more of
the cumulative percentage of total variance. Consequently, for this
analysis, we chose of a threshold to 96 percent, which corresponds
to 22 principal components. We believe that this threshold is
conservative.
In addition to reducing the noise in the data, using only a subset
of principal components signiﬁcantly reduces the amount of data
but minimally reduces the amount of information. In this applica-
tion, using 22 principal components instead of 39 corresponds to a
44% reduction. The consequence is that the amount of computation
for the modeling is signiﬁcantly reduced.
3.2. Finite mixture model
The clustering method is based on a Bayesian ﬁnite mixture
model (Gelman et al., 2014, p. 519e521). In this model, the data are
represented by vector yi. The probability distribution for vector yi is
assumed to be the sum of two multivariate normal probability
density functions (pdfs):
yi  lNðm1;S1Þ þ ð1 lÞNðm2;S2Þ (1)
Variables l and (1l) are the proportions that specify the contri-
bution of each pdf; constraints on their values are presented later.
For the ﬁrst pdf, the mean is vector m1, and the covariance matrix is
S1. If the dimension of yi is represented by D, then the dimension of
vector m1 is D, and the dimension of matrix is S1 is D  D. The
parameters for the second pdf are deﬁned similarly.
It is helpful to relate the parameters in the ﬁnite mixture model
to the principal components. Dimension D equals 22 because the
ﬁrst 22 principal components are used (section 3.1). Vector yi
represents the ﬁrst 22 principal components for ﬁeld sample i. The
distribution of each element in vector yi is the distribution of the
corresponding principal components (Fig. 2). Collectively, these 22
distributions are ﬁt by two multivariate normal distributions that
have dimension 22.
The parameters in the ﬁnite mixture model are speciﬁed using
pdfs, which are called “prior pdfs.” These prior pdfs should provide
some information about the parameters to constrain their possible
values (Gelman and King, 1990; Wasserman, 2000); the
Fig. 2. (a) Boxplots and (b) violinplots of the principal components.
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parameters, the data, or both.
To develop a suitable prior pdf for the components of the mean
vectors, consider just the distribution of principal component 1
(Fig. 2). This distribution will be represented as the sum of two
univariate normal distributions within the ﬁnite mixture model
(Eq. (1)). The mean for the ﬁrst univariate distribution m1,1 must be
within the range of principal component 1 (namely, approximately
from 4 to 5); the mean probably will be within the largest part of
the distributiondthat is, approximately between the lower and
upper hinges of the boxplot. So, its prior pdf is chosen to be
m1;1  Nð0;9Þ
(namely, a normal distribution with a mean of 0 and a variance of
9). Because of the moderately large variance, m1,1 is only weakly
constrained. For similar reasons, the same prior pdf is chosen for
themean for the second univariate distribution m2,1, as well as for all
other elements of the mean vectors. Because the spreads of the
principal component distributions decrease as the component
number increases (Fig. 2), the variances of the prior pdfs could
decrease similarly. However, we have not yet encountered the need
for such an elaborate speciﬁcation of the prior pdfs.
A common prior pdf for a covariance matrix is the inverse-Wishart distribution, because this distribution is conjugate to the
multivariate normal distribution, which facilitates Gibbs sampling
of the posterior pdf. However, this type of sampling is not used
here, so conjugacy is not required. Instead, a simpler prior pdf is
used. The covariance matrix for the ﬁrst pdf in the ﬁnite mixture
modelS1 is decomposed into a vector of standard deviations t1 and
a correlation matrix U1:
S1 ¼ t01U1t1 (2)
where the symbol 0 indicates transposition. Consequently, prior
pdfs must be speciﬁed for t1 and U1. Covariance matrix S2 is
similarly decomposed, and prior pdfs must be speciﬁed for t2 and
U2.
To assign a prior pdf for the components of the standard devi-
ation vectors, again consider just the distribution of principal
component 1 (Fig. 2). The standard deviation for the ﬁrst univariate
distribution t1,1 depends upon the associated mean m1,1, which is
unknown. Nonetheless, assume that the mean m1,1 is between the
lower and upper hinges of the boxplot. The univariate distribution
must be wide enough to represent the distribution of principal
component 1 (Fig. 2). So, the prior pdf for t1,1 is chosen to be
Fig. 3. Scree plot. The number above each bar is “cumulative percentage of the total
variance,” which is deﬁned in the text.
K.J. Ellefsen, D.B. Smith / Applied Geochemistry 75 (2016) 200e210204t1;1  TruncatedCauchyð0;3Þ
(namely, a Cauchy distributionwith a center of 0, a scale parameter
of 3, and truncation at 0 so that t1,1 is always positive). Because of
the moderately large scale parameter and the long tails of the
distribution, t1,1 is only weakly constrained. For similar reasons, the
same prior pdf is chosen for the standard deviation for the second
univariate distribution t2,1, as well as for all other elements of the
standard deviation vectors. Because the spreads of the principal
component distributions decrease as the component number in-
creases (Fig. 2), the scale parameter of the prior pdfs could decrease
similarly. Again, we have not yet encountered the need for such an
elaborate speciﬁcation of the prior pdfs.
When assigning a prior pdf for the correlation matrices, it is
tempting to assume that lack of correlation among the principal
components should be reﬂected in the correlation matrices. This
assumption is incorrect: It will be shown later that one cluster of
ﬁeld samples (and hence one subset of the principal components) is
primarily associated with the ﬁrst pdf in the model; another cluster
of ﬁeld samples (and hence another subset of the principal com-
ponents) is primarily associated with the second pdf. The principal
components within a subset are slightly to moderately correlated
with one another, and this correlation must be taken into account
by using the correlation matrix. So, the prior pdf forU1 is chosen to
be
U1  LkjCorrð2Þ
(namely, a LKJ distribution (Lewandowski et al., 2009) with a shape
parameter of 2). When the shape parameter is greater than 1, then
the LKJ distribution has a mode corresponding to the identity
matrix; as the shape parameter increases, the LKJ distribution be-
comes increasingly concentrated about this mode (Gelman et al.,
2014, p. 582). The prior pdf for U2 is identical.
Proportion l must satisfy several criteria. It must be positive,
real-valued, and between 0 and 1. (The last criterion ensures that
the sum of l and 1l equals 1.) The distribution for l must be
symmetric with respect to 1/2, so that neither l nor 1l is favored.These criteria are satisﬁed by the beta pdf, when its two shape
parameters have equal values. When the two, equal-valued shape
parameters are greater than 1, the beta pdf has a symmetric mode
at 1/2, which is exactly the desired shape of the prior pdf. Conse-
quently, the prior pdf for l is chosen to be
l  Betað4; 4Þ
(namely, a beta distribution for which both shape parameters
are 4).
The procedure to estimate the model parameters is described in
section “Sampling the posterior pdf” that is within the
Supplementary Materials. Additional, important information is in
sections “Checking the ﬁt of the model to the data” and “Sensitivity
analysis,” within the Supplementary Materials.3.3. Classifying the ﬁeld samples
The interpretation of the geochemical data requires knowing
which ﬁeld samples are associated with each pdf in the ﬁnite
mixture model (Eq. (1)). This association is speciﬁed with condi-
tional probability: The conditional probability that ﬁeld sample i is
associated with the ﬁrst pdf in the model, given the data yi, is
designated pi1 and is calculated with
pi1 ¼
lNðyijm1; S1Þ
lNðyijm1; S1Þ þ ð1 lÞNðyijm2; S2Þ
(4)
Gelman et al. (2014, p. 539e540). A similar formula may be
presented for pi2, the conditional probability that ﬁeld sample i is
associated with the second pdf in the model, given the data yi.
However, probability pi2 may be calculated with the simple formula
pi2 ¼ 1pi1. This procedure for specifying association is a type of
statistical classiﬁcation (Hastie et al., 2009, p. 9e22).
Conditional probabilities pi1 and pi2 are calculated from the
samples of the posterior pdf (section “Sampling the posterior pdf”
in the Supplementary Materials): Samples of t1 and U1 are used to
calculate samples of S1 with equation (2). Similarly, samples of t2
andU2 are used to calculate samples of S2. The samples of l, m1, m2,
S1, and S2 are used to calculate samples of pi1 with equation (4),
which, in turn, are used to calculate samples of pi2. The samples of
pi1 and pi2 are summarized by their medians.3.4. Interpretation to check model
An important aspect of checking the model involves interpret-
ing the model results to ensure that they make sense, which means
that they are consistent with independent knowledge of geology
and geochemistry. The model parameters, which relate to the
principal components, cannot be interpreted directly in terms of
the geology and geochemistry. Consequently, the model parame-
ters (except the proportion l) are transformed back to concentra-
tions. To this end, the covariance matrices for each pdf are
calculated from the standard deviation vector and correlation ma-
trix using equation (2). Next, the coordinate system, in which the
mean vectors and covariance matrices are deﬁned, is rotated and
then translateddthese operations account for the corresponding
operations that were applied during the principal component
transformation (section 3.1). Finally, the mean vectors and covari-
ance matrices are transformed from ilr coordinates to concentra-
tions. As a result of this transformation, the mean vector and
covariance matrix for each pdf become, respectively, a “composi-
tional center” and a “variation matrix” (Hron and Filzmoser, 2015;
Pawlowsky-Glahn et al., 2015, p. 37, 66, and 109).
A compositional center is a vector that comprises the centers for
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an enormous range, making it difﬁcult to interpret them. Conse-
quently, the centers are translatedda mathematical operation
called “perturbation difference” (Pawlowsky-Glahn et al., 2015, p.
25). The composition that is used for the translation is the sample
center for all ﬁeld samples from the geochemical survey
(Pawlowsky-Glahn et al., 2015, p. 66).
Recall that theMonte Carlo sampling generates many samples of
the mean vector for each pdf. Consequently, there are many sam-
ples of the compositional center for each pdf. The translation is
applied to all Monte Carlo samples of the compositional centers.
The resulting distributions for the chemical elements are shown in
Fig. 4a and b for the ﬁrst and the second modes, respectively. To
compare the distributions, it is helpful to have a reference, which is
chosen to be the barycenter (Pawlowsky-Glahn et al., 2015, p. 25).
The barycenter is the translated sample center and has the same
value for all chemical elements.
Consider, for example, the two distributions for yttrium (Y) for
the ﬁrst mode (Fig. 4a). The credible interval is entirely above the
barycenter for pdf 2 but is entirely below the barycenter for pdf 1.
The interpretation of this relation is that, for those ﬁeld samples
associated with pdf 2, yttrium is relatively enriched compared to
the entire survey area. Conversely, for those ﬁeld samples associ-
ated with pdf 1, yttrium is relatively depleted compared to the
entire survey area. For many chemical elements, the relative en-
richments and depletions differ for the two modes (Fig. 4a and b).
The Monte Carlo sampling generates many samples of the
covariance matrix for each pdf, so there are many samples of the
variation matrix for each pdf. It is difﬁcult to show the distribution
for each element in the variation matrix, so the distribution is
summarized by its median. The variation matrix with these me-
dians is symmetric with respect to its diagonal. To minimize
redundant information, the upper triangle of the variation matrix
for pdf 1 and the lower triangle of the variation matrix for pdf 2 are
combined into a single matrix. The range of the variances in the
combined matrix is often large, so the variances are scaled by the
square root. Consequently, the matrix elements represent standard
deviations. The combined, scaled variation matrices are shown in
Fig. 4c and d for the ﬁrst and second modes, respectively.
In Fig. 4c, practically all pixels in the upper triangle are greater
than the corresponding pixels in the lower triangle; that is, the
scaled variances for pdf 1 are greater than the corresponding scaled
variances for pdf 2. The interpretation of this result is that the
geochemistry for those ﬁeld samples associated with pdf 1 are
much more variable than the geochemistry for those ﬁeld samples
associated with pdf 2. The combined, scaled variation matrices for
the ﬁrst and second modes are similar (Fig. 4c and d).
The only model parameter that has not been discussed yet is the
proportion l. Instead, we discuss the conditional probabilities,
which are calculated from the proportion (section 3.3) and which
are more helpful to the interpretation than the proportion is. Recall
that the conditional probabilities indicate the association between
a ﬁeld sample and either pdf 1 or pdf 2. It is helpful to see the as-
sociations for all ﬁeld samples as a map. To this end, the conditional
probabilities pi1 and pi2 for ﬁeld sample i, for which there are many
Monte Carlo samples, are summarized by their medians ~pi1 and ~pi2.
If 0:5< ~pi1  1:0, then ﬁeld sample i is associated with pdf 1. All
ﬁeld samples that satisfy this criterion constitute the cluster for pdf
1, which we call “cluster 1.” It is helpful to indicate the strength of
the association within the cluster. Consequently, the interval be-
tween 0.5 and 1.0 is divided into two parts: 0:5< ~pi1  0:9 and
0:9< ~pi1  1:0, for which the strength of association is deemed
moderate and strong, respectively. An analogous procedure deﬁnes
the cluster for pdf 2, which we call “cluster 2.”
Clusters 1 and 2, including the strength of associationwithin theclusters, are plotted as maps (Fig. 4e and f for the ﬁrst and second
modes, respectively) showing the location of the ﬁeld samples for
each of the two clusters in relation to the ﬁve major geologic re-
gions for Colorado (Fig. 1). It is readily apparent that the clusters
show a distinct spatial correlation with three of these geologic re-
gions. Within the Great Plains, almost all ﬁeld samples are from
cluster 2. Within the Southern Rocky Mountains, almost all ﬁeld
samples are from cluster 1. Within the Wyoming Basin, most ﬁeld
samples are from cluster 2. Within the Colorado Plateau, there is a
mixture of ﬁeld samples from clusters 1 and 2. Within the Middle
Rocky Mountains, there are too few samples to make any
inferences.
Within the Southern Rocky Mountains geologic region, the soil
parent material is most commonly the underlying bedrock, which
includes plutonic and volcanic igneous rocks of felsic to interme-
diate composition. Another soil parent material is the sediments
derived from the underlying bedrock. In addition, this area includes
the Colorado Mineral Belt, which contains deposits of Pb, Cu, Zn,
Mo, Au, and Ag. As shown in Fig. 4a, cluster 1 is characterized by a
general enrichment of Zn, In, Mn, Mo, Cu, Pb, Bi, and S. These ele-
ments are commonly associated with the base- and precious-metal
deposits found within the Southern Rocky Mountains. In addition,
cluster 1 is generally enriched in Fe, Sc, Co, Mg, P, and V. These
elements are commonly associated with ferromagnesian minerals
within igneous rocks of intermediate tomaﬁc composition as found
in this geologic region. Within the Great Plains geologic region, the
soil parent material is mostly sedimentary deposits including
sandstone, gravel, alluvium, colluvium, claystone, mudstone, and
shale. Many of the soils in this geologic region also contain a sig-
niﬁcant eolian component composed of mostly quartz and potas-
sium feldspar. Cluster 2 is generally enriched in K, Rb, Ba, Tl
(Fig. 4a), all closely associated with potassium feldspar. In addition,
cluster 2 is also enriched in Y, Nb, La, Ce, Th, and Be. These elements
are commonly associated with felsic rocks fromwhich many of the
sedimentary rocks in the Great Plains were derived.
The Southern Rocky Mountains region (Fig. 1) is more geologi-
cally heterogeneous than the other four geologic regions are.
Consequently, the geochemistry within this region is expected to
vary more than it does in the other four regions. This expectation is
consistent with the combined, scaled variation matrices for both
modes (Fig. 4c and d).
In summary, the cluster maps are consistent with the geologic
regions, the relative enrichments of the translated concentrations
are consistent with the geology (especially for the second mode),
and the combined, scaled variationmatrices are consistent with the
geology. Therefore, we infer that the ﬁnite mixture model ﬁts our
independent knowledge of the geology. Because of this inference
and the corresponding inference regarding the ﬁt to the data
(section “Checking the ﬁt of the model to the data” in the
Supplementary Materials), we are conﬁdent that the ﬁnite mixture
model can be used to interpret the geochemical data.
3.5. Partitioning the ﬁeld samples
In section 3.4, the translated concentrations for the second
mode are interpreted to be more consistent with independent
knowledge than the translated concentrations for the ﬁrst mode
are. Consequently, the results for the second mode are selected for
further analysis and sub-clustering.
The value of the likelihood function indicates how well model
predictions ﬁt the data (namely, the principal components). In this
case, the value of the likelihood function for the second mode is
lower than that for the ﬁrst mode (Figure S1d in Supplementary
Materials). That is, the ﬁt for the second mode is not as good as the
ﬁt for the ﬁrst mode, so the selection of the secondmodemay seem
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selecting a mode for further analysis and sub-clustering should be
the consistency with the independent knowledge, not the value of
the likelihood function.
A simple way to partition the ﬁeld samples is suggested by the
cluster map: Those ﬁeld samples that are strongly associated with
cluster 1 become a new data set, which is called “data subset 1.”
Likewise, those ﬁeld samples that are strongly associated with
cluster 2 become another new data set, which is called “data subset
2.” Data subsets 1 and 2 comprise, respectively, 407 and 486 ﬁeld
samples. Consequently, of the 959 ﬁeld samples in the entire data
set (section 2.2), 66 ﬁeld samples did not satisfy the partitioning
criterion and are omitted from further analysis. Although this
number is relatively small compared to 959, it could be made even
smaller by decreasing the threshold that speciﬁes strong
association.
3.6. Manual hierarchical clustering
The next step is to apply the clustering procedure to the two
data subsetsdthe results will be the next level of the hierarchy. The
results from only data subset 2 are presented because they are
enough to show the beneﬁts of manual hierarchical cluster.
Nineteen principal components account for 96.18% of the total
variance, so 19 principal components are used in the clustering
procedure. The point statistics for selected model parameters
indicate that only one mode from the posterior pdf was sampled,
and the Monte Carlo sampling converged. The checks regarding the
model ﬁt to the data indicate that this ﬁt is very good. The checks
regarding the model ﬁt to geologic knowledge are summarized in
Fig. 5. The composition that is used for the translation (Fig. 5a) is
sample center for the entire geochemical survey.
In cluster 1, the enriched elements include Mo, As, Cd, Sb, S, Bi,
Li, Cr, Ni, V, Cu, Zn, Sc, Co, Fe, and P (Fig. 5a). These elements are all
commonly enriched in shales and other ﬁne-grained marine sedi-
mentary rocks such as mudstone and claystone. This association is
apparent in the map of the cluster locations (Fig. 5c). In cluster 2,
the enriched elements include K, Rb, Ba, Th, Na, Al, Tl, Pb, Sr, U, Y,
Nb, La, Ce, Ga, and Be (Fig. 5a). Most of these elements are
commonly associated with potassium feldspars or felsic rocks.
Again, this association is apparent in the map of cluster locations
(Fig. 5c)dthe ﬁeld samples are primarily found in areas underlain
by sandstone, gravel, alluvium, and colluvium. Also in these areas,
many of the soils contain a signiﬁcant eolian component, and the
above element association is consistent with the composition of the
eolian and siliciclastic parent material. The combined, scaled vari-
ation matrix (Fig. 5b) shows that the concentrations for cluster 1
are slightly more variable than those for cluster 2. In summary, the
cluster map is consistent with the geologic formations (i.e., soil
parent materials), and the relative enrichments of the translated
concentrations are consistent with the geology and geochemistry.
Therefore, we infer that the ﬁnite mixture model ﬁts our inde-
pendent knowledge of the geology.
Consider the difference between the results in Fig. 4 (namely,
the ﬁrst level of the hierarchy) and in Fig. 5 (namely, the second
level of the hierarchy). The results at the ﬁrst level are interpreted
in terms of the geologic regionsdthe spatial scale is large. In
contrast, the results at the second level are interpreted in terms of
geologic formations within geologic regionsdthe spatial scale is
moderately large. This difference is a signiﬁcant advantage of theFig. 4. Fit of model to independent geologic knowledge for the entire data set. (a and b) Tra
scaled variation matrices for the ﬁrst and the second modes. (e and f) Cluster maps (of the St
latitudes and longitudes have been omitted to improve clarity.manual hierarchical clustering; each level of the hierarchy high-
lights geologic and geochemical processes occurring at different
spatial scales.
4. Discussion
4.1. Comparison to K-means clustering
To assess the value of the Bayesian formulation of ﬁnite mixture
modeling, its clustering results should be compared to clustering
results from other methods. Because there are many other methods
(Johnson and Wichern, 2007, p. 671e706), a comprehensive com-
parison is infeasible for this article. However, a comparison to one
method is feasible. The comparison is partial because the clustering
results in section 3.6 pertain to only dataset 2.
The chosen method is K-means clustering (Hartigan and Wong,
1979). The reason for choosing this method is that it is used to
cluster geochemical data (Reimann et al., 2008, p. 239e240), as
well as other types of data. The data for the K-means clustering are
the 22 principal components (section 3.1), which are the very same
data for the ﬁnite mixture model. The number of K-means clusters
is four because four clusters were found in the original processing
of the data (Ellefsen et al., 2014) and because four clusters corre-
spond to the second level of the hierarchy (section 3.6). The K-
means clustering assigns the ﬁeld samples to the most appropriate
cluster and, it estimates four means for the four clusters. The four
means, which relate to the principal components, are back trans-
formed to concentrations and then translated to facilitate their
interpretation; the procedure is identical to that applied to the
results from the ﬁnite mixture model (section 3.4).
The translated compositional centers appear in Fig. 6a. The
centers for clusters 1 and 2 are similar to the centers for pdfs 1 and
2 from the ﬁnite mixture modeling (Fig. 5a). Consequently, their
interpretation is the same. The locations of the ﬁeld samples for
cluster 1 and cluster 2 are plotted on the map of the aggregated
geologic formations (Fig. 6b). The locations for cluster 1 generally
correspond to the shale, claystone, and mudstone. Likewise, loca-
tions for cluster 2 generally correspond to the sandstone, gravel,
alluvium, and so on. Thus, these map associations are consistent
with interpretation of the translated compositional centers.
The cluster maps in Figs. 5c and 6b are similar but not identical.
In other words, the ﬁeld samples are classiﬁed differently. For
example, in the southeastern corner of the state, many ﬁeld sam-
ples are associated with pdf 2 (Fig. 5c) but relatively few with
cluster 2 (Fig. 6b). Another example is in the north-central part of
the statedthis region does not have the rock types in the map of
aggregated geologic formations, so it is white. In this region there is
only 1 ﬁeld sample associated with pdf 2 (Fig. 5c) but 27 ﬁeld
samples associated with cluster 2 (Fig. 6b).
Of course, different clustering methods have different advan-
tages and disadvantages. The advantages of the K-means clustering
include speed and simplicity. One disadvantage is the lack of in-
formation regarding uncertainty in the translated compositional
centers and in the assignments to the clusters. Another disadvan-
tage is there are no variation matrices. These matrices are impor-
tant because they provide information that helps geochemists
interpret clustering results (section 3.4). These disadvantages, as
well as our concerns regarding the classiﬁcation of the ﬁeld sam-
ples, cause us to prefer manual hierarchical clustering with a
Bayesian ﬁnite mixture model.nslated compositional centers for the ﬁrst and the second modes. (c and d) Combined,
ate of Colorado) for the ﬁrst and second modes. Area and scale are the same as in Fig. 1;
Fig. 5. Fit of model to independent geologic knowledge for data subset 2. (a) Translated compositional centers. (b) Combined, scaled variation matrix. (c) Cluster map (of the State of
Colorado), overlying map of aggregated geologic formations. Area and scale are the same as in Fig. 1; latitudes and longitudes have been omitted from the map to improve clarity.
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An assumption of the ﬁnite mixture model is that each vector yi
is probabilistically independent of the other vectors. This assump-
tion is not satisﬁed because the ﬁeld samples that are close together
are spatially correlated. Currently, we do not know how the ﬁnite
mixture model is affected by violating this assumption. There has
been some related research by Gibergans-Baguena et al. (2011),
who accounted for spatial correlation in rainfall frequencies, using
a Mahalanobis distance calculated from multivariate variograms.
Despite this research advance, there are some outstanding research
issues. For example, one issue is measuring distances between
sample locations in non-contiguous regions. Another issue is
incorporating the spatial correlation in the ﬁnite mixture model for
each principal component. Such research issues must be resolved
before spatial correlation can be incorporated into the ﬁnite
mixture model.
There are different ways to perform the ilr transformation
(Pawlowsky-Glahn et al., 2015, p. 38e42). Data that have under-
gone different ilr transformations (but not the principal component
transformation) will yield different clustering results. We suspect
that the differences will be small, but we have not investigated thisissue. Such different clustering results are very undesirable, but this
problem can be overcome by applying the principal component
transformation. That is, whatever ilr transformation is applied, the
subsequent principal component transformation will always yield
the same transformed data, to within the ﬁnite precision of the
computer. Consequently, the clustering results will be the same. In
this way, the principal component transformation contributes to
reproducibility.
A pertinent topic for future research is evaluating how well
different methods are able to cluster different data sets; this
research would build on similar previous research conducted by
Templ et al. (2008). One data set should be geochemical concen-
trations of ﬁeld samples; another data set should be geochemical
concentrations simulated on a computer. The advantage of the ﬁeld
data set is that it includes complexities that are difﬁcult to simulate;
the advantage of the simulated data set is that the clustering is
knowndthis known clustering can be used to evaluate the clus-
tering results from the different methods. Because there are many
different methods and many different ways to prepare the data for
clustering, this research would require a lot of work by many
different investigators.
Although this article focuses on clustering using ﬁnite mixture
Fig. 6. Results of K-means clustering for clusters 1 and 2. (a) Translated compositional centers. (b) Cluster map (of the State of Colorado) overlying map of aggregated geologic
formations. Area and scale are the same as in Fig. 1; latitudes and longitudes have been omitted from the map to improve clarity.
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(Pawlowsky-Glahn et al., 2015) are part of the clustering procedure.
The geochemical data are mapped with the ilr transformation to
coordinates where the clustering is performed. Using the inverse ilr
transformation, the results are mapped back to concentrations
where they are interpreted. This interpretation requires statistics
and algebraic operations that are part of compositional data ana-
lysisdthe compositional center, the variation matrix, and pertur-
bation difference. Thus, clustering using ﬁnite mixture modeling is
possible only because of the modern techniques for compositional
data analysis.
The Supplementary Materials includes discussions of some de-
tails regarding manual hierarchical clustering.5. Conclusions
Manual hierarchical clustering with a Bayesian ﬁnite mixture
model has both disadvantages and advantages. For large data sets,
the clustering at just one level of the hierarchy requires severalhours on a workstation with multiple processing cores. However,
compared to the amount of time required to collect the samples
and chemically analyze them, a few hours is negligible. The method
requires some knowledge of Monte Carlo sampling, especially
knowledge about convergence. Further investigation is needed for
some details of the procedure, including the appropriate stopping
point. The outstanding advantage of manual, hierarchical clustering
is that it reveals geochemical processes occurring at different
spatial scalesdthis information is crucial to the interpretation. The
procedure quantiﬁes the uncertainty in the model parameters,
which is needed for the interpretation. Lastly, the clustering pro-
cedure overcomes the signiﬁcant problems due to multiple modes
in the posterior pdf.
We believe that the disadvantages are relatively minor
compared to the advantages. Consequently, we are conﬁdent that
the clustering procedure is useful for interpreting regional
geochemical data. Furthermore, themethod is directly applicable to
related types of earth-science data, such as regional soil surveys of
mineral concentrations.
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Software and reproducibility
The hierarchical clustering that is presented in this manuscript
was carried out using a software package called “GcClust,” which is
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domain package is available at Ellefsen and Smith (2016). The
package includes the geochemical data that were processed for this
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the R language scripts that geochemists can execute to reproduce
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Appendix A. Supplementary data
Supplementary data related to this article can be found at http://
dx.doi.org/10.1016/j.apgeochem.2016.05.016.
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