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1. Introduction 
Simulating the outcome of an intervention is a central problem in many fields as this 
allows decision-makers to quantify the effect of any given strategy and, hence, to evaluate 
different schemes of actions. Simulation is particularly relevant in very large systems 
where the statistical model involves many  variables that, possibly, interact with each 
other. In this case one usually has a large number of parameters whose interpretation 
becomes extremely difficult. Furthermore, in a real system, although one may have a 
unique target variable, there may be a number of variables which might, and often should, 
be logically considered predictors of the target outcome and, at the same time, responses 
of  other  variables  of  the  system.  An  intervention  taking  place  on  a  given  variable, 
therefore, may affect the outcome either directly and indirectly though the way in which it 
affects other variables within the system. Graphical chain models are particularly helpful 
in depicting all of the paths through which an intervention may affect the final outcome. 
Furthermore, they identify all of the relevant conditional distributions and therefore they 
are particularly useful in driving the simulation process.  
Focussing on binary variables, we propose a method to simulate the effect of an 
intervention. Our approach, however, can be easily extended to continuous and mixed 
responses variables.  
We apply the proposed methodology to assess the effect that a policy intervention 
may have on poorer health in early adulthood using prospective data provided by the 
1970 British Birth Cohort Study (BCS70). Figure 1 shows the conceptual framework and 
summarises  the  variables  used.  Parental  background  characteristics  (block  1)  and 
childhood circumstances measured at age 10 (block 2) predict age at motherhood (block 
3). Parental background and childhood circumstances may be directly associated with 
poor  adult  health  (block  6),  or  may  be  associated  with  poor  adult  health  via  their 
relationship to age  at  motherhood.  Blocks  4  and  5 contain  variables,  including  some    
measuring financial circumstances, which may mediate any relationship between age at 
motherhood and adult health. More details about the substantive background of this study 
may be found in Berrington et al. (2004). The conceptual framework, as depicted by 
Figure 1, fits naturally in the graphical chain model approach where the theoretical and 
temporal order of the blocks in figure 1 identifies different components of the graphical 
chain.    4 
In section 2 we review briefly some of the main ideas of graphical modelling and 
of chain graphs. In section 3 we describe the method we propose, while section 4 contains 
an application of it. Conclusions in section 5 end the paper. 
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2. Graphical chain model and the conditional approach  
A graphical model is a statistical model specified via a mathematical graph. A graph is 
defined by a pair of sets G=(V,E) where V is a finite set of nodes or vertices and E  is a set 
of edges. Two nodes connected by an edge are called adjacent. The edge can be directed 
(also called an arrow) or undirected (line). The edge connecting two nodes a and b is a 
direct edge pointing to b if (a, b) Î E but (b, a) Ï E. If (a, b)ÎE and (b, a)ÎE then there 
is an undirected edge between a and b. A sequence of adjacent nodes identifies a path. 
In this paper we focus particularly on categorical and binary variables. Therefore, 
it is natural to use loglinear models (Agresti, 2002). In this case nodes correspond to 
categorical  variables  and  undirected  edges  represent  the  interaction  between  pairs  of 
variables.  Asymmetric  relationships  between  variables,  i.e.,  where  one  variable 
anticipates in some sense the other, are represented through arrows. In this case, the node 
at the end of the arrow is called a parent and the one at the head of the arrow a child. 
Recent  extensive  monographs  on  graphical  models  are,  amongst  others,  Whittaker 
(1990), Cox and Wermuth (1996), Lauritzen (1996), Edwards (2000). 
Fundamental to graphical modelling is the concept of conditional independence. 
Let  X=(Xa,  aÎV)  be  a  collection  of  random  variables  regular  enough  to  ensure  the 
existence of conditional probabilities. A graphical model uses a graph with nodes in V to 
specify a set of conditional independence relationships amongst the elements of X. These 
relationships are called Markov properties and a graphical model is sometimes called a 
Markov graphical model. In particular, in an undirected (conditional) independence graph 
an edge between a and b  is not in V if and only if Xa is independent from Xb given the 
rest. More generally the conditional independence properties are based on the concept of 
separation (Whittaker, 1990).  
One of the main advantages of graphical models and chain graph models that will 
be introduced later on in this section is that they allow one to break down a complex 
multivariate  process  into  parts  more  easily  understandable  through  local  statistical 
models.  
Given  a  set  of  k  categorical  variables  X1,…,Xk  defined  on  I1,…,Ik  categories 
respectively, a loglinear model can be specified as 
∑∑ ∑ ∑∑ ∑
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where 
k i i L 1 m  is the expected frequency in the cell (i1,…,ik), ij=1,…,Ij and j=1,…,k. In 
order to be identified some of the parameters of the model must be set to zero or other 
constrains must be used (Agresti 2002). A loglinear model, as the one considered above, 
is called saturated since it has as many independent parameters as the number of cells in 




i l   are  called  main  effects.  A  model  which 
includes  only  the  main  effects  is  a  model  of  marginal  independence  between  the 




i i l  are called second order interactions as they 
represent the joint effect of the pair of variables (Xj, Xs) on the expected frequency of a 





i i i l  are called third order interactions as they represent the joint effect of 
three variables on the expected frequency of a cell. Third order interactions are indicated 
as  XjXsXr  in  the  following.  Higher  order  interactions  included  in  a  model  can  be 
interpreted in a similar manner.  
A conditional independence structure may be obtained by constraining to zero 
some of the higher order interactions, although not all the models obtained by setting to 
zero some interactions of higher order specify conditional independence. In the case of 
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implies that X1 is independent of X2 given X3 and no edge joins X1 and X2  in the graphical 
representation. Other usual ways to write this model are: X1X3, X2X3, where the subset of 
variables separated by a comma represent the maximal terms (not included in any other 
term) of the model, and X1X3+X2X3  
In particular, we consider hierarchical loglinear models, i.e., models for which a 
lower order term is always entered in the model if an higher order term which includes it 
is in the model. The lack of a second-order interaction between two variables and all 
higher order interactions containing these two variables implies conditional independence 
between the two variables and hence no edge in the corresponding graph. 
It  may  be  observed  that  there  is  an  independence  graph  for  all  hierarchical 
loglinear model although not all the independence graphs identify a unique hierarchical 
model. If one wishes to have a single model for each graph then it is necessary to restrict 
attention to what are called a graphical loglinear models. A hierarchical loglinear model   7 
is graphical if and only if its maximal interaction terms correspond to cliques in the graph 
(Whittaker,  1990,  proposition  7.3.1  p.  209),  i.e.,  subsets  of  nodes  which  induce  a 
complete subgraph (a subgraph all of whose nodes are adjacent such that the addition of a 
further node makes the graph incomplete. In other words it is the most complicated model 
with a given graph. Following the approach of Mohamed et al. (1998) and as advocated 
by Edwards (1989) the term graphical model is used in this paper to mean using a graph 
as a central tool when representing the relationships between the involved variables and 
not to mean restricting the models under consideration to the family of graphical loglinear 
models. 
A chain graph is obtaining by partitioning the set of nodes into subsets called 
blocks or components reflecting a priori ordering (possibly temporal or causal) of the 
variables. Adjacent nodes in different blocks are joined by arrows while any edge is 
undirected  for  intra-block  nodes.  This  component  formulation  excludes  graphs  with 
cycles, i.e., a graph containing a path from a node back to itself following a directed 
route. Nodes belonging to the same component are usually gathered into a box. A chain 
graph for which each component is a singleton is called a Direct Acyclic Graph (DAG). 
However, a chain graph may be more general than a DAG as here a mixture of directed 
and undirected edges is permitted. A partial direction preserving path in a chain allows 
the representation of both direct and indirect effects. A number of different graphs can be 
consistent  with  the  same  Markovian  structure  and  a  different  meaning  to  the  same 
probabilistic structure is conveyed by the nature of the edges (directed versus undirected) 
and by the presence of boxes. Arrows and boxes add a further and substantive meaning to 
the statistical model. A chain graph drawn with boxes can be viewed as a substantive 
research hypothesis about direct and indirect relation amongst variables (Wermuth and 
Lauritzen, 1990). In contrast to a graph without boxes, one is now specifying which 
variables are explanatory, which response and which intermediate. This makes graphical 
chain  modelling  a  particularly  useful  tool  to  specify  causal  relationships  amongst 
processes (Asmussen and Edwards, 1983, Pearl, 1995). The variables may be ordered a 
priori and the model may be specified according to a theory which suggests associations 
or dependencies to be omitted from the graph. The presence of an edge or an arrow in the 
graph can then be empirically tested. Hence, tests for conditional independence can be 
used to eliminate non-significant pathways and simplify, to some extent, complicated 
multivariate problems. Whilst we are able to demonstrate associations consistent with 
hypothesised causal links we are unable, when fitting chain graphs to observational data,   8 
to prove causality. In spite of that graphical modelling may have a strong appealing to 
those, such as the policy makers, who are interested in understanding complex systems 
aiming  intervening  actions  to  reach  given  targets.  First  of  all  by  representing  all  the 
relationships between the variables involved in the system (either assumed on an a priori 
ground or tested on the data), a graphical model identifies a range of possible levers for 
influencing the outcome or outcomes of interest. Secondly by depicting all of the possible 
ways through which a change in a variable may affect another variable, graphical models 
provide a framework through which the effect of an intervention can be properly assessed 
and possibly quantified via simulations.  
In presence of data, a chain is built up block by block by modelling the pertinent 
conditional or joint distributions. Let Zc be the set of variables in block c, c=1,…, C, 
where  C  is  the  number  of  components  of  the  chain.  One  first  models  p1(Z1),  the 
probability distribution of the first component, then p2(Z2|Z1), the probability distribution 
of the second block given the variables in the first block, and so on until the conditional 
probability distribution pC(ZC|Z1,…, ZC-1) of the last component is specified. The joint 
probability, p(Z), of the system can be obtained by multiplying together the component 
probabilities.  
If all the variables are nominal or categorical, as they are in this paper, we first 
select a hierarchical loglinear model for the joint distribution of the variables in block 1. 
An edge is missing in the first block of the chain graph if and only if the selected model 
does not contain the corresponding interaction. Then we move to successive blocks in the 
chain, modelling the conditional distribution of the variables in a block, the response 
variables, given the variables in the previous blocks, the explanatory variables, using 
appropriate regression models. Despite the fact that loglinear models treat the variables in 
a  symmetric  manner  focusing  on  their  associations,  they  can  be  usefully  applied  in 
asymmetric analyses instead of logistic models and their multinomial extensions. This is 
because these models can be specified in the framework of loglinear models. It can be 
shown (for details see Agresti 2002 pp. 330-333) that a logistic or multinomial logistic 
regression  model  is  equivalent  to  a  suitable  specification  of  a  hierarchical  loglinear 
model. This amounts to include in the loglinear model an interaction term which saturates 
the predictor space, i.e., an interaction term amongst all of the explanatory variables in 
the corresponding logistic regression model. Loglinear models specification to account 
for the presence of response variables is discussed extensively by Asmussen and Edwards 
(1983). The  intrinsic  advantage  of  this approach is that  it  allows  one  to  deal  with a   9 
polytomous, non-ordered response variable and to model simultaneously more than one 
categorical or binary response variable (or a mixture of them), as for instance in the 
second block of the chain considered in figure 1. An edge between a response variable 
and an explanatory variable is missing from the chain graph if and only if the two-way 
interaction between the explanatory and response variables is excluded from the loglinear 
model. 
The following two rules are often helpful for drawing conclusions from a graph: 
1.  any non-adjacent pairs of variables (i.e. not joined by an edge) are conditionally 
independent given the remaining variables in the current and previous blocks; 
2.  a  variable  is  independent  of  all  the  remaining  variables  in  the  current  and 
previous blocks after conditioning only on the variables that are adjacent. 
When fitting a graphical chain model in practice some problems can arise. Although 
it  is  possible  in  principle  to  estimate  high  order  interactions,  sparseness  of  the 
contingency table often causes problems when calculating maximum likelihood estimates 
of  the  model  parameters  (Agresti  and  Yang,  1987,  Haberman,  1977).  In  this  case 
statistical software may fail to estimate the parameters of the model. A possible way 
around this is to remove some of the higher-order interaction terms. Later on in this paper 
we use an all-two-way interaction structure for the explanatory variables in the regression 
models associated with blocks 2 and 3 to approximately saturate the predictor space. This 
approximation  clearly  can  have  an  effect  on  the  parameter  estimates  of  the  model. 
However, we believe that it will have little effect on the results of test procedures, since 
the  same  structure  for  the  explanatory  variables  is  used  in  the  two  models  being 
compared. In other words, we believe that the likelihood ratio (LR) statistic comparing 
two models differing by one edge when the predictor space is approximately saturated by 
all the 2-way interactions is a good approximation to the LR statistic comparing the same 
two models when the predictor space is fully saturated. For a few cases, where it was 
possible  to  fully  saturate  the  predictor  space  for  our  data,  we  found  little  difference 
between these two LR statistics. 
It may be observed that in the case of a single binary response variable (as is the case 
for blocks 3, 4 and 6 in figure 1) the conditional probability of interest can be modelled 
by  a  logistic  regression.  In  this  case  an  edge  between  the  response  variable  and  an 
explanatory variable is missing from the independence graph if the main effect and all 
higher order interactions containing that variable are set to zero having been found not to 
be significant.   10 
When  modelling  a  multivariate structure,  it is  often  useful  to  attack  the  problem 
locally by defining a set of conditional distributions instead of the full joint distribution of 
the variables involved in it. More specifically, let Z indicate the set of variables to be 
modelled.  In  the  conditional  approach  one  provides  the  set  of  the  full  conditional 
distributions, that is to say the set of the univariate conditional distributions p(Zj|Z{-j}) 
where Z{-j}= Z \ Zj. An extremely clear introduction to the topics is given by Arnold et al. 
(2001) while a more advanced description is provided by Arnold et al.  (1999).  
In the case study reported in section 4, for example, a number of binary variables are 
introduced in a given block of the chain (block 5 in figure 1). This makes the contingency 
table  very  sparse.  As  already  mentioned,  sparseness  causes  troubles  for  the  usual 
maximum likelihood estimation of the model parameters and prevents the use of loglinear 
models  to  estimate  the  relevant  conditional  distributions.  A  possible  way  around  this 
problem when the variables are binary or categorical is to approximate the multivariate 
conditional distribution in a block by a set of univariate binary or multinomial logistic 
regressions. In each regression, in addition to the variables from the previous blocks, 
variables from the current block are entered as predictors (Mohamed, 1995, Borgoni et 
al., 2004). An edge between two variables of this block is drawn if at least one of the two 
possible arrows is found in one of the two separate regressions which have one variable 
as the response and the other one amongst the predictors. A drawback of this is that we 
are unable to obtain explicitly the conditional probability distributions we need in order to 
simulate the effect of an intervention taking place in any of the blocks of the chain. 
However, through the set of single regressions we are able to estimate the conditional 
distributions of each outcome in the considered block given all of the remaining variables 
(full conditional distributions). This allows us to simulate the joint distributions by using 
a Gibbs sampler approach.  
Modelling the full set of conditional distributions instead of the full joint distribution 
has  a  number  of  advantages  in  addition  to  being  able  to  handle  sparseness  data  as 
described  above.  Firstly,  it  provides  a  more  flexible  model  because  it  splits  a  large 
dimensional problem into a number of one-dimensional problems. Secondly, modelling 
conditional distributions may help to preserve features of the data, e.g., bounds, and it is 
relatively straightforward to avoid inconsistencies between simulated values of different 
variables which may be relevant in many situations such as when using imputation to 
correct for item non response (Van Buuren et al., 2006).    11 
Heckerman et al. (2001) suggested that it is more convenient, when interpreting the 
results of analysis where the variables are asymmetrically related, to present a graph 
where each variable depends only on a limited number of other variables, that is to say 
each  node  in  the  graph  depends  only  on  a  limited  number  of  parents  and  hence  is 
independent of the rest of the system given its parents. If ¶(j) is the set of parents of the 
node associated with variable Zj, this implies a local Markov property: 
p(Zj|Z{-j})= p(Zj|¶ ( j)). 
The graph resulting from this local approach has been called a consistent dependency 
network. This approach dates back to work on Markov random fields by Besag (1974), a 
key paper in spatial statistics and, more generally, in the conditional modelling approach. 
The main problem of a dependency network, and the conditional approach in 
general, is compatibility. If one is given any set of functions it is unlikely that a joint 
distribution  exists  which  admits  such  a  set  as  its  conditional  distributions.  More 
specifically two conditional distributions are said compatible if a joint distribution exists 
that has the given distributions as its conditional distributions (Arnold et al., 2001). A 
general result about compatibility of two distributions is that (under suitable conditions) 
two  distributions  are  compatible  if  and  only  if  their  ratio  can  be  factorised  into  the 
product of two positive (integrable) functions. When one is dealing with more than two 
distributions there is a number of possible configurations of conditionals (and marginals) 
that can specify a given distribution. Arnold and Press (1989), Gelman and Speed (1993) 
and Arnold et al. (1999, chapter 10) provide a discussion of the conditions under which a 
joint distribution or a class of joint distributions exist. Multivariate binary distributions in 
particular are considered by Joe and Liu (1996), while the case of general multivariate 
contingency tables is discussed in Arnold et al. (2004). As compatible distributions are 
indeed  rare,  compatibility  can  been  relaxed  (see  Arnold  et  al.,  2004,  and  references 
therein). A similar problem arises in the context of local conditional distributions, i.e., in 
the dependency network analysis. When conditional distributions are consistent then a 
number of possibilities are available in order to estimate their joint distribution. Gibbs 
sampling is perhaps the most popular (see Gilks et al., 1996, for an introduction). Under 
incompatibility  a  number  of  studies  have  been  undertaken  in  order  to  assess  the 
performance  of  Gibbs  sampling  (Hobert  and  Casella,  1998).  Although  from  a 
probabilistic perspective compatibility is required, “in actual data analysis, compatibility 
is  not  an  all-or-nothing  phenomenon”  and  even  sample  noise  or  rounding  errors  can 
destroy  exact  compatibility  (Van  Buuren  et  al.,  2006,  pp.  1053).  Furthermore  when   12 
conditional  distributions  are  estimated  from  the same  sample,  usually  via  appropriate 
regression models or classification techniques, they tend to be almost compatible with the 
join distribution. In this case the Gibbs sampling approach produces a limiting estimate of 
the  joint  distribution  which  should  be  roughly  consistent  with  the  full  conditionals 
(Besag, 2001). This algorithm has been called by Heckerman and colleagues “pseudo 
Gibbs sampling” as it is based on estimating the conditional distributions directly without 




3. Simulation of outcome intervention 
Broadly  speaking  to  simulate intervention  effects  accounting  for the  propagation  that 
those  actions  have  on  a  system  requires  knowledge  of  the  joint  distribution  of  the 
variables in it. However, if the joint distribution is specified then it has to be turned to the 
pertinent  conditional  distributions  which  encompass  the  relevant  dependencies.  As 
mentioned in the previous section, eliciting the joint distribution for a system including 
many  variables  and  many  dependencies,  and  obtaining  the  relevant  conditional 
distributions  may  be  computationally  or  conceptually  hard,  whereas  attacking  the 
problem conditionally could be much simpler, although it may require one to estimate 
some of the relevant conditional distributions via Monte Carlo methods.  
In section 3.1 we describe in detail how the effect of an intervention can be 
evaluated using a graphical chain approach, whilst in section 3.2 we provide details of an 
implementation for the case of binary variables which is relevant in view of the case 
study presented in section 4. 
 
 
3.1 Simulation of outcome intervention 
In  this  section  we  describe  how  we  simulate  the  effect  on  a  target  variable  Y  of 
intervening  on  one  or  more  variables,  which  we  term  the  intervening  variables.  We 
decompose the set of predictors into three sub-vectors: W is the set of q intervening 
variables, X is the set of k non-intervening predictors potentially affected by W, and B is a 
set of m background characteristics we assume cannot be affected by W. For instance, in 
the first example in section 4, Y is a binary variable representing the mental health status 
of a respondent; W consists of the variables “emotional support ” (in block 5 in figure 1)   13 
and “whether the respondent experienced any partnership dissolution” (in block 4); X is 
the set of the remaining variables in block 5 and B is the set of variables included in 
blocks 1 to 3 of figure 1.  
In terms of a statistical model, an intervention takes the form of a predictor whose 
value is known or may be predetermined. Therefore, in what follows we condition on the 
values of W. Furthermore, as we assume that there are no causal links from a block which 
comes later in the chain to earlier blocks, we simplify our analysis by conditioning on a 
particular profile for B. In other words we are interested in conditional distributions given 
W=w and B=b. 
We can factorise the conditional probability of the target outcome and variables 
reacting to interventions as: 
p(Y, X |w, b)= fY (Y | X, w, b) fx (X |w, b).       (2) 
Once the joint distribution is available we can integrate out the effect of non-intervening 
variables by  
    ∑ = ´ = =
x
X Y x X f x X Y f Y p ) , | ( ) , , | ( ) , | ( b w b w b w   (3) 
to obtain the conditional distribution required to assess the effects of interventions net 
from the effects of indirect edges. Note that by marginalising over X we are propagating 
the effect of the intervention through the system. In other words, we allow the variables 
in X to change in response to the intervention and in turn to affect Y. 
In  a  very  large  data  set  the  simplest  estimate  of  p(Y|w,b)  is  the  empirical 
estimate. However, the particular profile b may be very poorly represented in the sample 
and therefore empirical probability calculations may be unreliable if not unfeasible. By 
using statistical models to borrow strength from smoothing, we can investigate policy 
interventions even in small domains, such as particularly disadvantaged groups of the 
population, which are often of interest to policy makers. 
The first conditional probability distribution in the right hand side of equation (2) 
can be estimated using a model for the conditional distribution of Y given the variables in 
X,  W=w  and  B=b.  In  many  situations  such  conditional  probability  distributions  are 
identified by regression models. We restrict ourselves to this case in this paper. Similarly, 
the second probability distribution in the right hand side of equation (2) can be estimated 
using a multivariate model for the conditional distribution of X given W=w and B=b. 
Alternatively, as mentioned in the previous section, a set of univariate regressions of Xj 
on X{-j}, W, and B, j=1,…,k, provides an estimate of the full conditionals fj (Xj|X{-j},w,b).   14 
These  full  conditionals  can  be  used  to  estimate  via  the  Gibbs  sampler  the  joint 
distribution, fx (X | w, b), we need in (2). This approach, that is running the Gibbs sampler 
to obtain a conditional distribution by not updating the conditioning set of variables, has 
been called a modified Gibbs sampler (Heckerman et al., 2000). 
In our first substantive example in section 4, (3) provides us with the conditional 
probability of being in good mental health for the profile b, given whether or not the 
respondent received emotional support, W1, and her partnership breakdown history, W2. 
For each partnership breakdown history group we are able to estimate the probability of 
being in good mental health both for those, in the profile b, who received emotional 
support and for those who did not. The former probability estimates the proportion of 
women who would suffer mental related problems after an intervention that achieved its 
aim of making all of them feel that they were supported by the society, controlling for the 
indirect effect of those covariates affected by the considered intervention. Clearly such an 
intervention  is  unrealistic.  More  realistic  scenarios  may  consist  of  actions  aiming  to 
achieve a given proportion of women happy with the social support they received. This 
can be simulated by weighting p(Y|w1,w2,b) by the marginal distributions of w1, that the 
policy intervention aims to obtain.  
A sensitivity analysis based on qualitatively different profiles could be conducted 
to assess the effect of a policy on different segments of the population. Alternative, if the 
marginal distribution of B can be estimated in a reliable way (possibly by using data from 
a large survey or census), one could marginalise the conditional distribution p(Y|w,b) 
over B in order to obtain a result pertaining to the whole population instead of to a 
particular profile or profiles. 
 
 
3.2 Algorithm description 
In  this  section  we  describe  in  more  detail  the  proposed  procedure  to  estimate  the 
conditional distribution of X in the right hand side of (2). We assume m predictors in all 
and one response variable. For simplicity we consider the case where all variables are 
binary as it is the case of the case study presented in the next section. However the 
procedure can be easily extended to more general contexts. The algorithm consists of the 
following steps: 
1. For  each  variable  Xj,  j=1,…,k,  estimate  the  conditional 
distribution  fj(Xj|X{-j},W,B)  via  a  univariate  logistic   15 
regression  of  Xj  on  X{-j},  W,  and  B  for  the  dataset  at 
hand.  
2. Set W=w and B=b. Generate and save a new X, using a Gibbs 
sampler with full conditional distributions specified by 
the models fitted in step 1, i.e., for j=1 to k make a 
random draw from Xj given (the partly updated) X{-j}, W=w 
and B=b. 
3. Repeat step 2 a given number of times T, say. 
 
In our implementation of the Gibbs sample, we run 2
k parallel chains, one starting at each 
combination of (X1, X2, …, Xk). After the start of the chain has been discarded for burn-in 
fx (X | w, b) is estimated by computing the relative frequency of each X in the combined 




4. A case study: the effect of improving neighbouring standard on mental health  
In this section we present an application of the proposed methodology to assess the effect 
that policy interventions may have on poorer health in adulthood using prospective data 
provided  by  the  1970  British  Birth  Cohort  Study  (BCS70).  BCS70  is  a  nationally 
representative sample of women born in Britain in 1970 who have been followed up from 
birth (see Ferri et al. 2003 for further details of the survey). In total the cohort has been 
surveyed at birth, age 5, 10, 16, 26 and most recently at age 30. In this paper we confine 
ourselves to using data from the birth, age 10 and age 30 sweeps. 
As far as the model specification is concerned variables are entered into the chain 
graph in a series of blocks following the conceptual framework depicted in figure 1. 
These blocks reflect the temporal ordering of the prospective data and the assumed causal 
ordering of the relationships. The modular structure of the chain enables the specification 
of a complex overall model via a series of simpler regressions which may be of different 
type in different blocks because of the different nature of the variables involved. The 
reader may refer to Borgoni et al. (2004) for further technical details on the data and 
modelling. 
A measure of the net effect of the intervention should take into account all of the 
possible ways in which such an intervention affects the outcome of interest. The graphical 
modelling approach explicitly models inter-dependencies between variables showing all   16 
of the possible paths through which the intervention may affect the target outcome and, 
therefore, allows one to properly simulate the effect of an intervention. 
In  this  section  we  focus  on  the  problem  of  evaluating  the  effect  of  policy 
intervention to reduce health inequalities accounting for both direct and indirect effects. 
In other words, we evaluate the effect of a policy intervention on the target outcome 
taking  into  account  the  effect  that  the  intervention  may  have  on  other  individual 
characteristics that, in turn, may influence the target outcome.  
In what follows, we provide an example of this sort of simulation focusing on the 
effect of  an intervention on  the  mental  health  of individuals  measured  in terms  of  a 
malaise index
1. The estimated graphical chain is reported in figure 4. For more details see 
Berrington et al. (2004). 
We  select  the  variables  on  which  to  intervene  among  current  respondents’ 
circumstances listed in block 5 of figure 1. All of those variables are collected at age 30 
and coded in a binary form. We describe those variables below while variables collected 
in previous sweeps are not described here. Interested readers may refer to Borgoni et al. 
(2004). The variables describing current circumstances considered in the present paper 
are: 
Non-working household: which identifies cohort members who live in a family where 
neither themselves nor any partner are employed in paid work as being in a “non-working 
family”. 
Social  housing:  which  identifies  cohort  members  currently  living  in  social  housing 
separately from the others. 
Household composition: which identifies those cohort members who are living with 
another adult (partner, other relative, or unrelated person) from those living with no other 
adults. This variable is distinct from whether they had ever experienced a dissolution. 
Due to repartnering, only one third of those who had experienced partnership dissolution 
were later living as a lone adult. 
Satisfaction with area: which identifies those cohort members very or fairly satisfied 
from those neither satisfied nor dissatisfied, fairly or very dissatisfied. 
                                                 
1  The  Malaise  Inventory,  developed  by  Rutter  et  al.  (1970),  comprises  a  series  of  24  self 
completion questions relating to the presence of symptoms of anxiety and depression and somatic 
symptoms of emotional distress. Each answer is coded as a binary variable (yes=1, no =0) and 
summed to provide a total score out of 24. We identify individuals with a score higher than 7 
(20.3% of our sample) as having a greater risk of psychological disorder.   17 
Emotional support: which identifies those cohort members who have a supportive friend 
in whom they can fully confide from those that do not have such a friend. 
Closeness to mother: which identifies those cohort members who said to have a close or 
very close relationship with their mother from those who said to have not a very close 
relationship or no contact at all with their mother or their mother was dead.  
We focus in particular on the effect on teenage mothers. Amongst teenage mothers we 
select  a  particular  subgroup  of  interest  who  have  a  given  background  and  childhood 
characteristics  by  fixing  one  category  of  each  variable in  the  first  two blocks  of  the 
chain
2. Therefore the results reported below pertain to this particular profile of young 
mothers although the analysis can be easily repeated on any other profile of interest. 
The  first  variable  we  consider  intervening  on  is  "emotional  support".  In  our 
simulation we kept separated those who have experienced partnership dissolution from 
those who have not. This allows us to evaluate the effect of differentiated policies on the 
two groups separately.  
For the profile of interest we need to estimate the conditional distribution of only 
five binary variables: "satisfaction with area", "social housing", "closeness to mother", 
"living arrangement", "non-working family", for each category of "family dissolution" 
and  "emotional  support",  the  variable  on  which  we  are  intervening.  However  only  5 
women match this profile in our dataset and this makes unfeasible the direct estimation 
of the conditional probability for variables in block 5. For this reason we adopt the 
conditional approach and we estimate one marginal distribution at the time by a 
logistic regression. 
Those probabilities are combined with the conditional probabilities of suffering 
malaise  by  using  (2).  Their  effect  is  then  integrated  out  by  using  (3).  The  pertinent 
conditional  probabilities  of  suffering  malaise  can  be  easily  estimated  from  a  logistic 
regression model. 
As  explained  in  the  previous  section,  in  order  to  estimate  the  conditional 
probability of interest, we simulate 2
5=32 parallel chains and combine them in order to 
                                                 
2 The selected profile was a white teenage mother born in the Midlands, Scotland, South West, 
East Anglia or Wales, having older sisters or brothers, whose father’s social class was skilled 
manual, whose mother’s age at first birth was between 20 and 24 years old, whose family did not 
receive means-tested benefits and did not live in any socially rented housing, whose mother’s 
aspirations for her age at leaving education was after age 16, who has never been in statutory care, 
has two natural parents in her household during childhood both having left school before age 16,   18 
obtain the final estimate. As we run the chains for 4500 iterations using the first 500 
iterations to burn in the chain, we actually use 32´4000=128000 simulated observations 
to produce the final estimate.  
  It  is  unfeasible  to  report  here  diagnostics  for  all  of  the  4´32=128  chains 
generated. In order to give a feeling for the performance of the algorithm, we focus on 
one category of the joint support of "emotional support" and "family dissolution". In 
particular we consider the combination (yes, no). Figure 2 shows four randomly selected 
chains started from four different starting points (i.e., four different cells of the cross 
tabulation of the five variables under consideration mentioned above). The 32 possible 
cells of this cross-tabulation are numbered from 0 to 31. It appears that all of the chains 
manage to visit almost all of the possible 32 profiles. Clearly some of them are more 
likely  than  others  and therefore occur  more  often. However,  when the  32  chains  are 
combined together in order to provide the estimate of the required probability each of 
them occurs enough times to provide a reliable estimate. Figure 3 shows the performance 
in terms of convergence. The probability of one category taken at random out of the 
support of the five variables is considered for the four chains
3. Roughly speaking it looks 
like convergence is reached after about 2000 iterations. A diagnostic similar to the one 
described above was considered for all of the probabilities estimated by the 128 generated 
chains with very similar results. 
                                                                                                                                      
has a good educational ability and tends to believe to have a big control over what happens to her 
(internal locus of control) and without behavioural problems. 
3 The four estimated probabilities for this cell are 0.60, 0.56, 0.57, 0.36. The estimate obtained 
using the 32 chains is 0.49. This is profile number 16 in Figure 2, the most occurring profile. It 
occurs more than 2000 times in each chain (including the iterations for burn-in). This is a woman 
satisfied with her neighbourhood, having a non-social house, living in a household with a partner, 
with at least one person who has a job and who feels herself close to her mother.    19 
Figure 2: Generated observations for four chains started from randomly selected starting 
points 
 




Considering the profile of interest we found that the proportion of respondents 
who received emotional support is about 68% both for those who experienced partnership 































































































































































































5  20 
proportion receiving emotional support in both groups, those who have not experienced 
partnership dissolution and those who have, to 90%, the percentage of people suffering 
malaise would decrease by 9.8% and 9.2% respectively. We obtained these values by 
averaging the conditional probability of suffering malaise (y) given "ever dissolution" 
(w1)  and  "emotional  support"  (w2)  over  the  latter  according  to 
∑ ´ =
2
) | ( ) | ( ) | ( 1 2 2 1 1
w
w w p w w y p w y p ,  where  ) | ( 1 2 w w p   is  calculated  under  the  two 
alternative scenarios. In a large dataset this probability can be obtained by the empirical 
relative frequencies. For small samples we can borrow strength from modeling again. We 
assume  that  the  intervention  changes  the  proportion  of  those  who  receive  emotional 
support  but  it  does  not  change  the  relationship  between  this  variable  and  "ever 
dissolution".  In  this  case their joint  distribution, from  which  the required  conditional 
probabilities are derived, may be computed starting from the marginal probabilities of the 
two  variables  and  the  odd-ratio  obtained  via  the  logistic  regression  in  block  5.  The 
probabilities can be worked out analytically for a 2´2 (see, for example,  Salgueiro, 2002, 
page  96) or in general numerically through the iterative proportional fitting algorithm 
(IPF,  Deming  and  Stephan,  1940).  We  follow  the  second  approach  in  this  paper. 
However, in this first example the two variables were found to be independent. Therefore, 
the joint distribution is just the product of the marginal probabilities.  
Our  analysis  also  suggests  that  it  is  important  to  prevent  a  decline  in  the 
emotional  support  provided  to  individuals  and  try  to  encourage  interpersonal 
relationships.  Had  the  percentage  of  those  who  feel  themselves  to  be  emotionally 
unsupported  increased,  for  instance,  to  50%  in  both  groups,  this  would  raise  the 
percentage  suffering  malaise  by  7.3%  for  those  who  had  experienced  a  partnership 
dissolution and 8% for those who had not.  
The  overall  effect  of  the intervention,    irrespective  of  whether  or  not  people 
experienced partnership dissolution, can be worked out by averaging p(y|w2) over the 
marginal  distribution  of  w2.  An  increase  in  the  proportion  of  those  who  received 
emotional  support  up  to  90%  would  then  increase  the  overall  percentages  suffering 
malaise for the considered profile by 7.6%. Furthermore, a policy not aiming to support 
families would make this even worse. Assuming for instance that the proportion of those 
who experienced partnership dissolution increases from the current value (about 41% for 
                                                                                                                                      
4 For easiness the ergodic means are computed every ten simulations.     21 
the considered profile) to 50% this, combined with the drop in the emotional support 
received, would increase the percentage of those suffering malaise by 10%. We assume 
that the change in "ever dissolution", as a consequence of the intervention, does not affect 
the intervention causing a drop in the received emotional support.  
Another possible intervening variable in block 5 of figure 1 is "satisfaction with 
area". We found that the overall proportion of people satisfied with the area where they 
live  is  about  83%.  This  percentage  is  81%  for  those  who  experienced  partnership 
dissolution  and  85%  for  those  who  did  not.  Assuming  that  it  would  be  possible  to 
increase  the  satisfaction  for  both  groups  to  95%,  the  percentage  of  people  suffering 
malaise  would  decrease  by  5.4%  and  6.5%,  respectively,  for  those  who  have  not 
experienced partnership dissolution and those who have. Our simulation also suggests 
that it is important to preserve the current quality of the environment where people live. 
Had the percentage of satisfied people dropped to 60% in both groups for instance, this 
would raise the percentage of suffering malaise by 13% for those who had experienced a 
partnership dissolution and 9.9% for those who had not. The decrease in the overall 
percentages  for  the  considered  profile  (whether  or  not  they  experienced 
partnership  dissolution)  would  then  be  11%.  Furthermore,  as  in  the  previous 
example, a policy not aiming to support families would make this even worse. 
Assuming for instance that the proportion of those who experienced partnership 
dissolution increases again from the current value to 50% this, combined with the 
drop in the satisfaction with the neighbourhood, would increase the percentage of 
those suffering malaise by 14.2%.  
   22 
Figure 4: Graphical chain of antecedents of high malaise score. Arrows from a sub-blocks 
to another sub-block denote that all of the variables within the sub-block are directly 
associated  with  this  other  sub-block.  Note  that  variables  in  the  same  sub-block  are 
dependent, although not all variables that are dependent are in the same sub-block 
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Conclusion 
Simulations are a particularly useful tool for quantifies the effect of intervention in large 
system  where  the  number  of  parameters  can  be  too  large  and  their  meaningful 
interpretation can be difficult if not unfeasible. Furthermore, in a real system, although 
one may have a unique target variable, there may be a number of variables which are 
predictors of the target outcome and, at the same time, responses of other variables in the 
system. An intervention taking place on a given variable, therefore, may affect the final 
outcome directly and indirectly though the way in which it affects other variables within 
the system. Hence, a proper simulation of the its consequences should take into account 
this propagation effect. 
Graphical  chain  models  are  particularly  helpful  in  describing  such  large 
multivariate  systems.  By  representing  all  of  the  paths  through  which  any  variable 
interacts or affects any other variables in a graphical way, they depict in particular how an 
intervention may affect the outcome, or outcomes, of interest. Therefore, they are also 
particularly  useful  in  driving  the  simulation  process.  Furthermore,  they  identify  the 
factorisation of the joint distribution of all of the variables involved within the system, in 
a  set  of  conditional  distributions  that  conveys  all  the  information  one  needs  for 
simulation. Unfortunately, however, those distributions are unlikely to be known in a 
close form.  
By focussing on binary variables, we showed how the simulation of the effect of 
an intervention can be carried out through an algorithm based on the Gibbs sampler, and 
we applied the proposed methodology to assess the effect that a policy intervention may 
have on poorer psychological health in adulthood using prospective data. The algorithm 
is based on iterated predictions of a set of logistic regressions and, therefore, it can be 
easily  implemented  in  any  statistical  software.  Furthermore,  it  allows  one  to  gain 
computational efficiency by a parallelization of the simulation process which makes the 
analysis extremely feasible even in very large systems. Finally, although in the paper we 
focussed on binary variables only, the procedure can be immediately extended to the case 
of polytomous, continuous and mixed variables. 
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