Abstract. In the Generalized Minimal Residual Method (GMRES), the global all-to-all communication required in each iteration for orthogonalization and normalization of the Krylov base vectors is becoming a performance bottleneck on massively parallel machines. Long latencies, system noise and load imbalance cause these global reductions to become very costly global synchronizations. In this work, we propose the use of non-blocking or asynchronous global reductions to hide these global communication latencies by overlapping them with other communications and calculations. A pipelined variation of GMRES is presented in which the result of a global reduction is only used one or more iterations after the communication phase has started. This way, global synchronization is relaxed and scalability is much improved at the expense of some extra computations. The numerical instabilities that inevitably arise due to the typical monomial basis by powering the matrix are reduced and often annihilated by using Newton or Chebyshev bases instead. We model the performance on massively parallel machines with an analytical model.
1. Introduction. The use of partial differential equations (PDEs) to model the dynamics of a complex system is widespread in scientific practice. Often, discretization of such PDEs results in a very large, sparse linear system, typically solved by a preconditioned Krylov method or by multigrid, either as a standalone multigrid solver or as a preconditioner for a Krylov iteration. Non-stationary iterative Krylov Subspace Methods (KSMs), such as GMRES and CG, rely on vector inner products and norms to construct an orthonormal set of Krylov basis vectors. As scalar products require global information, i.e., from every core on every node of the machine, the lower bound of the latency of such an operation is doomed to grow because the maximum parallelism is limited to a tree-like structure with the number of leaves determined by the number of cores. Thus, the minimum number of sequential steps grows as the height of the tree. This can be contrasted with the other operations required in a Krylov method, the most important ones being vector-vector addition (for instance αx + y, called AXPY operation) and the sparse matrix-vector product (SpMV). For PDE discretization matrices, which are typically very sparse, a parallel SpMV only requires communication in some small fixed neighborhood of each node, regardless of the problem size. This assumes that neighboring simulation domains map to neighboring processors. The AXPY is trivially data-parallel. Hence, the scalar products will eventually become the limiting factor for the available parallelism in the algorithm [5] . Furthermore, due to an extreme reduction in scale and voltages, future generations of processors will exhibit both an increase in variability of speed, as well as an increased susceptibility to both transient and permanent failures. This hardware variability, together with system noise and load imbalances will make global communication an even more costly global synchronization step. For a study on the effects of system noise on application scaling see [19] and [4] .
One way to avoid expensive global communication is to use simple stationary methods, like Jacobi, Gauss-Seidel and (S)SOR, or Chebyshev iteration which do not require global communication, apart from the stopping criterion. However, convergence of these methods is typically quite slow, and conditional. Recently, so-called s-step Krylov methods have regained a lot of interest [8, 22, 10, 3, 23] . The main idea in these methods is to create several, s, new Krylov base vectors at once, and orthogonalize them together. This reduces the number of global synchronization steps by a factor s. Apart from global communication, this can also improve data locality and cache reuse. However, the maximal s is limited by numerical stability, although switching to h i+1,i ← ||ṽ i+1 || 2
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The sparse matrix-vector product on line 3 can be a black box function call and can include application of the preconditioner. In this work, the focus will be mostly on preconditioned matrixvector multiplications which only require communication between nodes that are in a small fixed neighborhood of each other. As discussed in Section 6, this class of matrices are most interesting from an applications point of view and are also what is targeted by the latency hiding algorithms presented in Section 4.
The dot products in classical Gram-Schmidt on line 4 can be performed in single global reduction operation, typically using a reduction tree. On a parallel machine this can introduce latency due to global communication. Classical Gram-Schmidt is often replaced by modified Gram-Schmidt for its improved stability. On the other hand, modified Gram-Schmidt requires i global reductions back-to-back when orthogonalizing against i vectors (as is the case in the ith iteration). Hence, in a distributed setting, modified Gram-Schmidt becomes too costly and classical Gram-Schmidt can be used in combination with re-orthogonalization when orthogonality of the basis is lost. This is referred to as iterated classical Gram-Schmidt, see [6] , and also [9] . In this paper, we restrict ourselves to classical Gram-Schmidt, which works well in practice for many applications, and keep in mind that iterated Gram-Schmidt can be used to improve stability.
The normalization, line 6, also requires a global reduction. In the algorithm,ṽ i represents the non-normalized version of v i . For an actual implementation, the tildes can be dropped, meaning thatṽ i will use the same memory location as v i , likewise z can be stored in v i+1 .
The least-squares problem in line 10 is typically solved by transforming the upper Hessenberg matrix H to upper triangular form using Givens rotations. These Givens rotations are applied incrementally, one column per iteration. Solving the least squares problem then only requires a backward substitution, which can be performed after the GMRES iteration has converged. The manipulations of H will not be discussed in detail since the key part of the algorithm is the Arnoldi process.
The different steps of the algorithm in a parallel implementation are discussed in Figure 2 .1. This example discusses an implementation with 4 nodes. A parallel SpMV only requires local communication, which should scale well with the number of nodes and can often be overlapped with local computations. The AXPY operations in line 5 and the scalar-vector multiplication in line 7 do not require communication. The dot-products in the Gram-Schmidt orthogonalization however, do require global communication, which in this example is done with a binomial reduction tree.
As the number of nodes increases, the global reductions required in lines 4 and 6, may well become the bottleneck [2, 10, 5] . This global communication cannot be overlapped by computations due to data dependencies. Each GMRES iteration takes at least twice the total minimum latency of a global all-to-all reduce. 3. Avoiding explicit normalization ofṽ i . Instead of first constructingṽ i , orthogonal to all previous base vectors v 0 , . . . , v i−1 , and then calculating its norm using another global reduction, this norm can be computed immediately without extra global communication. To improve numerical stability, a shift σ i will be introduced in the matrix-vector product.
The following steps expand the basis of the Krylov subspace to V i+2 and calculate an additional column of the Hessenberg matrix, H :,i , using a single reduction (compared to two reductions for classical Gram-Schmidt):
Proof. The straightforward way would be to first computeṽ i+1 = Av i − i j=0 h j,i v j , which is orthogonal to all other vectors v j for j ≤ i and then normalize it to obtain v i+1 =ṽ i+1 /h i+1,i . The elements of the Hessenberg matrix are defined as h j,i = Av i , v j for j ≤ i and h i+1,i = ṽ i+1 . However, this requires an additional latency cost due to the normalization.
Using z i+1 = (A − σ i I) v i , i.e., line 1 from the proposition,
Now, instead of calculating the norm ofṽ i+1 explicitly, it can be found with the help of z i+1 , which is also calculated in line 2,
This strategy allows us to construct the orthonormal vector v i+1 immediately in line 6. Calculating the norm z i+1 (in the same global reduction as the other dot-products) allows us to calculate element h i+1,i of the Hessenberg matrix in line 5.
Remark When orthogonality of the V i basis is lost due to rounding errors, a breakdown may occur in line 5 of Proposition 3.1 since the argument of the square root can become negative. If such a square root breakdown happens, the GMRES iteration can simply be restarted or a reorthogonalization can be applied. Restarting GMRES will slow down the convergence but it will also make the Gram-Schmidt procedure cheaper since the Krylov basis is built up from scratch. Also, when h i+1,i evaluates to zero, the algorithm breaks down in line 6. In GMRES, this is typically called a happy or lucky breakdown since in exact arithmetic h i+1,i = 0 if and only if the approximate solution is exact. However, in the GMRES algorithm based on Proposition 3.1, h i+1,i can also become zero due to rounding errors. Remark Alternatively, one can use the formula [31] h i+1,i = z i+1 sin cos 4) which is slightly more accurate than (3.3), but can of course also breakdown. Others have proposed iterative schemes based on Halley's method for computing such Pythagorean sums, see for instance [25] . The introduction of the shift σ in the matrix-vector product (line 1) reduces the growth of the vector norms in successive iterations, which makes the algorithm less sensitive to rounding errors in the orthogonalization. This will be further discussed in section 4.3. It is well known that the Krylov space for the shifted matrix is the same as that spanned by the original matrix A. This is called the shift-invariance property.
# Check for breakdown and restart or re-orthogonalize if necessary 7:
h i,i ← h i,i + σ i 9: end for 10: y m ← argmin||(H m+1,m y m − ||r 0 || 2 e 1 )|| 2 11: x ← x 0 + V m y m By replacing lines 3 to 7 in the original GMRES algorithm with the steps from Proposition 3.1, one gets a GMRES variation that only requires a single global reduction per iteration. We shall refer to this algorithm as l 1 -GMRES, see Algorithm 2.
4. Pipelined GMRES. In this section a class of pipelined GMRES methods are presented. After introducing the idea with a depth 1 pipelined algorithm, overlapping the reduction with 1 matrix-vector product, a more general version is derived with an arbitrary pipelining depth. Subsection 4.3 explains how stability can be improved by using a different Krylov basis.
4.1. 1-step latency method. A method is presented to loosen the data dependencies that, in standard GMRES, dictate the strict ordering: SpMV, orthogonalization, normalization, SpMV et cetera. This method will make use of the normalization as presented in Proposition 3.1.
be an orthonormal basis for the Krylov subspace K i (A, v 0 ) and let Z i+1 := [z 0 , z 1 , . . . , z i−1 , z i ] be a set of i + 1 vectors such that for each j > 0 holds that z j = (A − σI) v j−1 with σ ∈ C and z 0 = v 0 . The following steps, for i > 0, expand the basis of the Krylov subspace to V i+1 (and Z i+2 ), calculate an additional column of the Hessenberg matrix, and allow simultaneous calculation of the dot-products and the matrix-vector product:
Proof. In line 7, an additional vector z i+1 is constructed, expanding Z i+1 to Z i+2 . This relation is easily found starting from the Arnoldi relation
Multiplying on the left and right with (A − σI) leads to
with Az i already calculated in line 2 using the matrix-vector product. Note that the result of line 2 is used for the first time in line 7. The calculation of the dot-products and the matrix-vector are overlapped. Dot-products started in line 1 are first used in line 3.
The other steps are similar to Proposition 3.1, except here the V i+1 basis lags one iteration behind the z i+1 vector.
4.2.
Deeper pipelining: p(l)-GMRES. When dot-product latency is longer than the time to compute an SpMV, the interleaving of dot-products and SpMV as in Proposition 4.1 will not be able to completely hide this latency. Next, Proposition 4.1 is extended such that the algorithm can hide a dot-product latency of up to l iterations, including l SpMVs. Now let
The index i denotes the number of matrix-vector products necessary to construct the z i vectors. Note that, due to the latency l, the size of the orthonormal Krylov subspace is only i − l + 1. The z j and v j vectors are now related through
with the polynomials P i (t) defined as
where σ j ∈ C will be chosen later. The order of the polynomials is limited to l, hence there will only be l different shifts σ j . Example 4.2. Take l = 2 and the shifts σ 0 and σ 1 . The polynomials are P 1 (t) = (t − σ 0 ) and P 2 (t) = (t − σ 1 )(t − σ 0 ). If the Krylov subspace has size 3 with
For j ≤ l, successive z j are related as follows
while for j > l an Arnoldi-like recurrence relation holds between successive z j , since fixed polynomials P l (t) of order l are used for j > l. Indeed, this relation holds between the v j−l and it translates to z j for j > l by multiplying the Arnoldi relation by P l (A)
These properties between the successive z j can be summarized as follows
with the upper Hessenberg matrix B i+1,i , called the change of basis matrix [22] , given by
Proposition 4.3. Let l < k and let V k be an orthonormal basis for the Krylov subspace K k (A, v 0 ) and Z k a set of vectors related to V k as z j = P j (A)v j−l with polynomials defined in (4.1). Then the vectors z and v are related as Z j = V j G j for j ≤ k with G j an upper triangular j by j matrix. Furthermore, the elements of the last column of G k , i.e. g j,k−1 with j = 0, . . . , k − 1 can be calculated using only the dot-products z k−1 , v j with j ≤ k − l − 1 and z k−1 , z j with k − l − 1 < j ≤ k − 1 and the elements of G k−1 .
Proof. Since Z k and V k span the same space it is possible to write Z k = V k G k . The matrix G is upper triangular since Z j and V j span the same space for all j ≤ k. For j ≤ k −l −1 the elements g j,k−1 of the last column of G i are directly available since the dot-products
where . Since z 0 = v 0 , we have that g 0,0 = 1. The elements of G 2 are then calculated with the help of z 1 , z 1 and z 1 , z 0 as follows. First, we calculate g 0,1 . Since g 0,0 = 1 and the sum under the square root is zero, we find that g 0,1 = z 1 , z 0 . We can now calculate g 1,1
as
Proposition 4.3 makes it easy to extend the basis V i−l+1 for the Krylov subspace K i−l+1 (A, v 0 ), given the set of vectors Z i+1 ; simply apply the proposition with k = i − l + 1. Indeed, as soon as the dot-products z i−l+1 , v j are calculated for j = 0, . . . , i−2l and z i , z j for i−2l < j ≤ i−l +1, the last column of the G i−l+2 matrix can be calculated. With these matrix elements it is then possible to construct v i−l+1 , the additional vector that extends V i−l+1 to V i−l+2 as
To denote a column vector, the row index is replaced by a colon, the height should be clear from context.
Proposition 4.5. Let G k be the uppertriangular matrix that relates the basis sets Z k = V k G k and B k+1,k the matrix that connects the successive Z k as AZ k = Z k+1 B k+1,k then the Hessenberg matrix for the V k basis can be calculated column by column as
Proof. Combining (4.7) and the Arnoldi recurrence relation with the QR factorization for Z k leads to
which is a simple expression for the standard GMRES upper Hessenberg coefficient matrix H k+1,k . Matrix H can be constructed column by column as follows. From Eq. (4.15),
Once this Hessenberg matrix is calculated it is easy to extend the set of Z i+1 vectors to Z i+2 by adding
a relation that is based on Eqs. (4.4) and (4.6). Note that the shifts are only explicitly used in the first l iterations. The above formulae directly translate to Algorithm 3. As the pipelining has introduced several potential sources of instability, the resulting algorithm has different numerical stability properties compared to classical GMRES. As in l 1 -GMRES, see the remark in Section 3, the square root in line 7 can lead to a square root breakdown. The easiest solution in this case is to restart the GMRES algorithm. However, restarting slows down the convergence and, since the pipeline has to be filled again, parallel efficiency declines. When instead of restarting, a re-orthogonalization step is performed, convergence is affected less. Furthermore, to maintain good convergence and hence avoid square root breakdown, proper choices for the shifts σ i are crucial, see section 4.3. In section 5, convergence results are shown for several matrices and different shifts.
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Remark Since in the p(l)-GMRES algorithm, two sets of basis vectors V i−l+1 and Z i+1 are stored, the memory requirements are doubled compared to standard GMRES. However, it is possible to rewrite the vectors in Z i−l+1 as linear combinations of vectors in V i−l+1 . In this case, only the last l vectors of Z i+1 have to be stored explicitly. Furthermore, the first l vectors in Z i+1 are no longer used when i > 2l, so they do not have to be stored any longer. A possible advantage of explicitly storing the Z i+1 basis could be that in that case, the GMRES method can be made flexible, meaning that the preconditioner is allowed to change from iteration to iteration, see [28] .
Choosing the basis.
Since the problem of determining good values for the shifts σ i in p(l)-GMRES is analogues to finding a good basis in s-step GMRES, we shall refer the reader to [22] for an excellent overview.
It is well known that the Krylov basis
, called the monomial basis, can become ill-conditioned very quickly. As in the power method, for suitable starting vectors and certain condition on A, A i v 0 converges to the principal eigenvector of the matrix. The basis condition number increases exponentially and eventually the basis can become numerically rank deficient or can overflow. These problems can be reduced significantly by choosing a different basis as
Similarly, when using a monomial basis in the p(l)-GMRES algorithm, the z i = P l (A)v j−l = A l v j−l vectors also tend to converge to the principal eigenvector as l increases. In this case, numerical stability can also be improved by proper choices of P l (A).
Bai et al [3] were the first to recognize the analogy with polynomial interpolation and to apply a Newton basis in s-step GMRES. For the Newton basis, we take P i (A) = i j=0 (A − σ j I) where natural choices for the shifts 1 σ j are the Ritz values of the matrix A. As p(l)-GMRES requires l shifts, this requires l iterations of Arnoldi/GMRES. With the Leja ordering [27, 3] , the shifts are ordered such that the distance between a shift and all previous shifts is maximized in some sense. Intuitively, it is clear that this ordering will also improve stability since two consecutive nearly identical shifts correspond to two iterations with the monomial basis for the shifted matrix. In case all eigenvalues are known a priori to lie in a certain region of the complex plane, a polynomial P l (A) can be constructed which is minimal over the given region. For an ellipsoidal region with foci d ± c, these are the complex, scaled and shifted Chebyshev polynomialsT i (t). Let the classical Chebyshev polynomials be defined as
then the scaled and shifted Chebyshev polynomials are easily constructed using the three term recurrence relatioñ
where
When this recurrence relation is used to construct new Krylov base vectors as
, the structure of the basis matrix (Eq. (4.8)) changes: its upper left (l + 1) × l part becomes tridiagonal rather than lower bidiagonal [22] . However, this still only affects the first l iterations. When all eigenvalues are real and lie in an interval [λ min , λ max ], not containing the origin, the zeros of the scaled and shifted Chebyshev polynomial of degree l which is minimal over this interval, are given by 23) and these σ i (permuted to Leja ordering) can be used as shifts in the Newton basis, just as the Ritz values can be used as shifts.
For real matrices and a real starting vector, eigenvalues and Ritz values with non-zero imaginary part always come in complex conjugate pairs, say λ j and λ j+1 =λ j . In this case, complex arithmetic can be avoided by adding base vectors as [3, 22] 
This trick can be combined with the modified version of the Leja ordering [3, 22] , to prevent the complex conjugate pairs from getting separated.
Variation: explicit normalization.
In this section we present a 1-step pipelined GM-RES algorithm, which differs from p(1)-GMRES as presented above in the way the normalization is performed. In p(1)-GMRES, the norm ofṽ was computed using the trick presented in Section 3. However, this way of computing ṽ is less accurate due to the subtraction in Eq. (4.11) and introduces potential square root breakdown. Another possibility is to explicitly compute the norm after orthogonalization, exactly like in standard GMRES. It is possible to combine the reduction for normalization with the reduction for orthogonalization of the next iteration. However, this doubles the delay, meaning that the orthonormal basis V , and the Hessenberg matrix are two iterations behind on the construction of the Z basis, opposed to just 1 in p(1)-GMRES. 
, for j = 0, . . . , i − 2 (4.27) Note that it should be possible to generalize Proposition 4.6 to include a shift in the matrix vector product as well as to deeper pipelining depths, but we have not explored this further. 
w ← w/h i−1,i−2 8:
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end if 16: h j,i ← z i+1 , v j , j = 0, . . . , i 17: end for 18: y m ← argmin||(H m+1,m y m − ||r 0 || 2 e 1 )|| 2 19: x ← x 0 + V m y m Algorithm 4 shows the p 1 -GMRES method, which is based on the steps from Proposition 4.6. In this code, the superimposed tildes onz i ,ṽ i ,w andh are already dropped since this simplifies the startup phase of the algorithm. Actual implementations will also overwriteṽ i with v i et cetera. 1 -GMRES iteration schematically. Again, the phases are not to scale. The figure shows the duration of a single iteration. However, due to the pipelining, several iterations are fused. In this figure, the matrix-vector product does not take long enough to overlap the complete reduction and broadcast step.
Numerical results.
In this section, we present convergence results for the presented algorithms applied on benchmark matrices. We give results for an artificial test problem as well as for two matrices which are more relevant for applications. The right-hand-side vector was always a random vector, with elements uniformly distributed between 0 and 1.
The first test matrix is an artificial example. We take a lower bidiagonal matrix A ∈ R 500×500 with elements A i,i = 1+p i on the diagonal and A i+1,i = q i on the subdiagonal, where p i and q i are random numbers uniformly distributed on [0, 1]. The matrix has a quite low condition number, κ 2 (A) ≈ 5, is unsymmetric, nonnegative, not normal, positive definite and diagonally dominant. The eigenvalues are randomly distributed between 1 and 2. Figure 5 .1 compares convergence of standard GMRES, both with classical and modified GramSchmidt, with the pipelined solvers presented earlier for l = 1, 2, 3, 4 as well as with the variation p 1 -GMRES and with l 1 -GMRES. The residual norm is computed explicitly rather than via the recurrence relation. A restart length of 30 is used. Figure 5 .1 (left) uses the standard monomial basis, i.e., all shifts zero. Note that for longer pipelining depths, square root breakdown, denoted by the black dots, occurs earlier and more frequent, hence slowing down convergence. In Figure 5.1 (right) , the pipelined solvers use a Newton basis with the l Ritz values in Leja ordering as shifts. For l 1 -GMRES, the first Ritz value is used as shift in all iterations. These Ritz values are computed from l standard GMRES iterations before starting the pipelined iteration, which then rebuilds the Krylov basis from scratch. The shifts are not updated when the pipelined solver is restarted. Convergence is nearly identical to that of standard GMRES, except for a small delay. In Figure 5 .1 (bottom), the Newton basis is used with the zeros of the l-th order scaled and shifted (to [1, 2] ) Chebyshev polynomial as shifts, again in Leja ordering. Convergence is similar to standard GMRES.
The delay observed for the pipelined solvers in Figure 5 .1 is caused by the dot-product latency, which is hidden by the pipelining. After a restart, at 30 and 60, the pipeline has to be filled again, resulting is a new delay of l steps. Figure 5 .2 shows convergence results for the matrix pde900 2 from the Matrix Market collection of sparse matrices. This is a real unsymmetric 900×900 matrix based on a 5 point central difference discretization of a linear elliptic equation with Dirichlet boundary conditions on a regular 30 × 30 grid. The condition number is κ(A) ≈ 2.9 · 10 2 . All GMRES methods are restarted after 100 iterations. In Figure 5 .2 (left), the monomial basis is used. The number of square root breakdowns increases with increasing pipelining depth and convergence slows down correspondingly. Figure 5 .2 (right) reports convergence using the newton basis with l Ritz values as shifts.
Matrices from applications.
The orsirr-1 3 matrix, from Matrix Market, is generated from an oil reservoir simulation. It is a real unsymmetric 1030 × 1030 matrix with 6858 non-zero entries and condition number κ(A) ≈ 100. Figure 5 .3 show convergence using the monomial basis (left) and the Newton basis with Ritz values as shifts (right). All GMRES versions are restarted after 40 iterations. Here, the pipelined solver, with l = 3 and l = 4, requires many restarts due to square root breakdown, see the black dots in the figure. With the Newton basis, using l Ritz values as shifts, convergence is slightly improved and is more or less in line with that of the standard GMRES solver.
Apart from the numerical results shown in this section, we have performed tests on a variety of different matrices. We believe that the results reported here are representative for the general behavior of the pipelined solvers. Generally, the Newton or Chebyshev bases greatly improve numerical stability. However, in some cases the monomial basis outperforms the Newton basis, as also observed for two-sided s-step Krylov methods [7] .
6. Performance modeling. In this section, an analytical model for the parallel execution time of the presented algorithms is used to illustrate their parallel performance and scalability properties. As in [13] , we assume that it takes roughly t s + mt w time for a simple exchange of an m-word message between two processes running on different nodes. Here t s is the latency or startup time for the data transfer and t w is the per-word transfer time, which is inversely proportional to the available bandwidth between the nodes. The parallel execution time T P of a single GMRES iteration on a parallel machine is modeled as T P = T calc + T comm , with T calc the time per processor spent in local calculations for a single iteration and T comm the communication overhead per iteration per processor. The local calculation time, T calc , is found by counting all Table 6 .1 Cost functions for the i-th iteration of the different GMRES (or Arnoldi) formulations, only counting work on the vectors, i.e., ignoring the manipulations on H and G.
GMRES cGS
Tcalc tc((2nz + 4i + 3)N/Pc + (i + 1) log 2 (Pn) ) Tred 2 log 2 (Pn) (ts + itw) + 2 log 2 (Pn) (ts + tw)
GMRES mGS
Tcalc tc((2nz + 4i + 3)N/Pc + (i + 1) log 2 (Pn) ) Tred (2i + 2) log 2 (Pn) (ts + tw) l 1 -GMRES Tcalc tc((2nz + 4i + 4)N/Pc + (i + 1) log 2 (Pn) ) Tred 2 log 2 (Pn) (ts + (i + 1)tw)
floating point operations 4 in an iteration and multiplying by t c , the floating point performance of the machine. We will assume all calculations perform at the same fraction of the machines peak performance and take this fraction into account in t c .
The communication time T comm = T spmv +T red is further split into contributions from the sparse matrix-vector product, T spmv , and from the global all-reduce communication, T red . Assuming the system matrix corresponds to a stencil on a regular 3D grid, it will have about n z = 7 non-zero elements per row, and hence the matrix-vector product requires 2n z = 14 flops per element in the vector. With a regular 3D division of the domain over all nodes, neighboring nodes have to communicate (N/P n ) 2/3 doubles during the sparse matrix-vector product with N the total problem size and P n the number of nodes. This gives a sparse matrix-vector communication cost T spmv = 6(t s + (N/P n ) 2/3 t w ), for all 6 sides of the cube, assuming send and receive operations are overlapped. In actual implementations, this time can also be overlapped with local matrix-vector calculations, but this is not taken into account here.
Implementations for global reductions typically use a binomial tree like communication pattern. The height of the tree is given by log 2 (P n ) . For the broadcast, which follows the reduce in an all-reduce operation, the same tree can be used. Hence the communication cost for reducing mP c doubles, with P c the total number of cores, to m doubles and broadcasting them again over the entire machine is T red = 2 log 2 (P n ) (t s + mt w ) [30, 20] . The communication cost for the on-node reduction and broadcast has been neglected. Since in the pipelined GMRES algorithms the reduction can be overlapped by other computations and communications, the total cost for global reductions will not include the part that is effectively overlapped but only that part that causes the processors to sit idle.
In Table 6 .1, cost functions for the different variations of GMRES, presented in this paper, are listed. It is assumed that all dot-products and norms that can easily be combined in a single all-reduce are indeed combined. These models give the cost for a typical iteration, not modeling the startup and draining of the pipeline. Furthermore, all calculations on the smaller Hessenberg matrices are ignored in these models.
We took network parameters from [19] 5 , where, using the LogGOPS 6 model [20] , parameters are listed for 5 current large-scale clusters with up to hundreds of thousands of cores. Apart from these 5 machines, we also consider a smaller system called Lynx, which is available in the Intel Exascience lab, Leuven. The machines and their relevant parameters are listed in Table 6 .2. For the computational speed, we take t c = 2/R peak , with R peak the theoretical maximum floating point rate of the processing cores. Since the amount of work in Gram-Schmidt increases with the iteration number, we consider iteration 15, which is the average when using GMRES(30), i.e., Table 6 .2 Machine parameters for 5 current large scale clusters (the first 5 lines) and for a smaller system, Lynx, available in the Intel Exascience lab, Leuven. The network parameters are taken from [19] , those for the Lynx system were measured using the netgauge tool [18, 16] .
ts ( restarting after 30 iterations. Figure 6 .1 shows the number of GMRES iterations per second for the different GMRES formulations as a function of number of nodes for a strong scaling experiment with a total of N = 8 · 10 9 = 2000 3 unknowns. This clearly shows the unattractiveness of modified Gram-Schmidt on large parallel machines. Due to the redundant work in the pipelined algorithms, GMRES with classical Gram-Schmidt and l 1 -GMRES are most efficient on small number of nodes. The lines for p(1), p(2) and p(3)-GMRES coincide for small number of nodes, until at certain points the reduction latency becomes longer than 1, 2 or 3 iterations, and the corresponding p(1), p(2) and p(3)-GMRES curves level off. Figure 6 .2 shows the subdivision of the different GMRES methods on the machines listed in Table 6 .2 in their different components: T calc , T spmv and T red . Note that the T calc part always slightly grows for the pipelined solvers, while the reduction part is partly or completely overlapped. The speedups for p(3)-GMRES compared to standard GMRES with classical Gram-Schmidt where 1.78, 1.15, 1.74, 2.12, 3.51 and 3.12 times for the CHiC, Altix, CNK, ZeptoOS, XT4 and Lynx systems respectively. For the Altix system, which is the fastest for standard GMRES since it has the network with the lowest latency, the speedup was the least. On the XT4 part of Jaguar however, the quite long latency in combination with the very high bandwidth make the global communication latency hiding approach very effective. The global reduction times for the BlueGene/P system might be too pessimistic since this system has a special purpose reduction network. We did not take this or any other details of the underlying network topology into account but refer the reader to [2] for a more detailed study of the feasibility of pipelining for different network topologies.
The simplified cost model as presented here does not include variability due to OS jitter, core speed variability or load imbalance. It has been observed [19, 4] that these effects can have a serious impact on the scaling behavior of collective operations and hence the entire solver or application. In [19] , for similar all-reduce operations, slowdowns due to system noise where reported of 148.05, 6.45, 0.41 and 24.73 times for CHiC, Altix, ZeptoOS and Jaguar respectively. However, the CNK BlueGene/P system was not affected by system noise.
Finally, the pipelined solvers are compared to GMRES using classical Gram-Schmidt. In practice for stability reasons, iterated classical or even modified Gram-Schmidt are used, which scale much worse. We believe iterated classical Gram-Schmidt can also be pipelined relatively easy, but leave this for future work. In [14] , the reorthogonalization step of iterated Gram-Schmidt in an eigenvalue solver is performed asynchronously.
7.
Discussion. This section discusses several aspects of the parallel implementation of the presented algorithms. A short comparison with so-called s-step GMRES is given and the use of preconditioning is discussed.
7.1. Exploiting the additional parallelism. Non-blocking or asynchronous point-to-point operations have always been part of the MPI standard. However, non-blocking collective operations, such as barrier and (all-)reduce, have only recently been considered for inclusion in the upcoming MPI-3 standard. At the moment, none of the established MPI implementations released support for non-blocking collectives. An implementation based on MPI-1 primitives called libNBC is already available, see [15, 21, 17] . Alternatively, calling a blocking collective operation (based on MPI-1/2 functions) from a separate (lightweight) thread would get the job done as well [24] . However, since the communication for the reduction should also be overlapped by communication for the sparse matrix-vector product, the fact that not all MPI implementations are completely thread safe might cause implementation complications. Some modern network interface controllers (NICs) also have programmable processors, which can perform the reduction operation in hardware [26] . In this case, the processor is not disturbed to perform the intermediate steps in the reduction tree and better overlap of communication and computation can be achieved.
Preconditioning.
The GMRES algorithm, including the pipelined variants, can easily be applied to preconditioned linear systems. The preconditioned matrix-vector product will likely be much more expensive than the unpreconditioned SpMV. This means that less iterations will be required to hide global communication latency, leading to shorter pipelines and hence better stability properties. In such cases, the l 1 , p 1 or p(1)-GMRES variants might do. Of course, it would not make much sense to hide the latency of global reductions in GMRES by overlapping them with much more global communication, for instance when doing a multigrid Vcycle all the way down to the coarsest level. However, preconditioners based on the matrix-vector product, like Jacobi, SOR or polynomial preconditioning seem like a good fit for the pipelined GMRES solvers.
When using multigrid on a large parallel machine (either stand-alone or as a preconditioner for some Krylov method), it makes sense to stop coarsening before the mesh becomes too small and then switch to either a direct solver or some Krylov method. This is also referred to as the truncated V -cycle or U -cycle [32] . On the coarsest grid there would be relatively few gridpoints per node and the communication overhead would be considerable. Hence, the application of a pipelined Krylov solver for the coarsest grid of a truncated V -cycle might be a good scenario.
7.3.
Comparison with s-step GMRES. As this work has been inspired by the s-step or communication avoiding Krylov solvers by Hoemmen [22] , Chronopoulos [8] and various other authors, a short discussion on the differences and similarities is in place here. The s-step Krylov solvers are designed to avoid communication on two different levels. On the one hand, they reduce the number of global synchronization phases. On the other hand, by the use of their matrix powers kernels [11] , local synchronization as well as communication between processor and slow memory are reduced. The matrix powers kernel combines s matrix-vector products in such a way that the matrix only has to be fetched from main memory once. However, this is hard to combine with preconditioning. In s-step GMRES, orthogonalization is done using a combination of block modified Gram-Schmidt and a (communication optimal) tall and skinny QR (TSQR) factorization. The TSQR has the benefit that it can be implemented using BLAS3 routines, which typically achieve a larger percentage of the machine's peak performance than the vector operations from standard GMRES (matrix-vector, BLAS2, for classical Gram-Schmidt and vector-vector, BLAS1, for modified Gram-Schmidt).
In terms of numerical stability, the s-step methods make some sacrifices by computing s vectors at once (using an appropriate basis) without intermediate orthogonalization. However, their orthogonalization method, the TSQR, is very accurate. Although in this work classical Gram-Schmidt was used, in practice a check for orthogonality will be used in combination with reorthogonalization. The pipelined algorithms can be modified to also hide the latency of the reorthogonalization. For the solution of linear equations, modified Gram-Schmidt or reorthogonalization in every iteration is overkill for most applications. However, for eigenvalue solvers, the accuracy of the orthogonalization is more important.
The pipelined solvers do not address the local communication to slow memory like the matrix powers kernel does in the s-step methods. However, this can easily be covered by a preconditioner. For instance a stationary iterative method, as ω-Jacobi, (S)SOR and red-black Gauss-Seidel, or a polynomial preconditioner, for instance Chebyshev iteration, can also be implemented using the matrix-powers kernel [12] . Cache reuse in the matrix-powers kernel is also better for a polynomial preconditioner than when used in s-step GMRES, since the intermediate vectors do not have to be stored. However, convergence of s Krylov steps is likely to be better than that of 1 Krylov step preconditioned with a polynomial preconditioner of degree s.
8. Conclusion and outlook. We reported on our initial efforts to hide global communication latencies in Krylov solvers. We derived a pipelined version of GMRES in which this communication cost can be hidden by using non-blocking all-reduce operations. If global communication latency would be longer than the time required to perform a single sparse matrix-vector product, deeper pipelining can be used. However, the technique can also be combined with preconditioning, in which case only a short pipelining depth should be necessary.
In future work we will report actual timings on large scale clusters. However, currently, there are some technical hurdles to the use of non-blocking collective communications, see Section 7.1. We have thus chosen to illustrate the improved scaling behavior of the presented pipelined algorithms with an analytical performance model. Although the model is quite simple, it gives a reasonable qualitative picture of the scaling behavior. We note predicted speedups of up to 3.5 times for the pipelined algorithm compared to standard GMRES, for solving a problem with N = 2000 3 unknowns on 200, 000 nodes. Furthermore, we expect that these speedups will grow as computational speed and bandwidth increase. Indeed, flop rates will continue to increase (simply by going from multi to many-core) and bandwidth will go up, while latency will only decrease marginally. This is also nicely illustrated by the following quote: "Flops are cheap, bandwidth is money and latency is physics" [22] .
Although the pipelined GMRES solvers do require some additional floating point operations, they certainly show potential. The amount of additional flops in p(l)-GMRES increases linearly with the iteration number, just as the work in Gram-Schmidt does, and does not depend on l. However, when the same pipelining idea would be applied to a short recurrence relation Krylov method, like CG or BiCGStab, the amount of redundant work would stay limited (it would probably only grow linearly for increasing l). This investigation is future work.
Apart from the ability to overlap the network latency of the global reduction operations, other additional sources of parallelism were introduced in the pipelined GMRES algorithms. When executing on a system with a so called accelerator, like a typical GPGPU or Intel's MIC, the communication between main memory, main CPU, accelerator processing cores and accelerator memory can become possible bottlenecks. By relaxing the data dependencies, the pipelined GMRES algorithms allow better scheduling of finer grained tasks. Serial tasks such as updating the Hessenberg matrix H and I/O could be handled by the CPU, while the more lightweight accelerator cores can do the massively parallel number crunching. The pipelined solvers can also help to overlap communication latency between host CPU and accelerator. We will explore this in future work.
