The examination of baseline noise and the impact on the interpretation of low-template DNA samples by Wellner, Genevieve A.
Boston University
OpenBU http://open.bu.edu
Theses & Dissertations Boston University Theses & Dissertations
2014
The examination of baseline noise
and the impact on the
interpretation of low-template DNA
samples
https://hdl.handle.net/2144/14939
Boston University
BOSTON UNIVERSITY 
 
SCHOOL OF MEDICINE 
 
 
 
 
Thesis 
 
 
 
 
THE EXAMINATION OF BASELINE NOISE AND THE IMPACT ON THE 
INTERPRETATION OF LOW-TEMPLATE DNA SAMPLES 
 
 
by 
 
 
GENEVIEVE WELLNER 
 
B.S., Northern Michigan University, 2012 
 
 
 
 
 
 
 
 
 
 
 
Submitted in partial fulfillment of the 
 
requirements for the degree of 
 
Master of Science 
 
2014 
   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
© 2014 
GENEVIEVE APRIL WELLNER 
All rights reserved 
Approved by 
 
 
 
 
 
 
 
 
 
First Reader   
  
 Catherine Grgicak, Ph. D 
 Assistant Professor of Biomedical Forensic Science 
 
 
 
 
 
 
 
 
 
Second Reader   
  
 Elisse R. Coronado, M.S. 
 Massachusetts State Police Crime Laboratory 
 
 
iv 
 
Dedication 
Rosemary (don’t dare ask) Gardener 
Nov. 2, 1947 – Feb. 28, 2013 
 
Miss you and know you would be proud. 
v 
 
ACKNOWLEDGEMENTS 
 
I would like to thank Dr. Catherine Grgicak not only for the opportunity to 
work with her but also for her patience and confidence in my abilities. Her 
support and guidance was invaluable over the last two years. Thank you. 
I’d also like to thank Jessica Higginbotham for reading and reviewing parts 
of this work during revisions. I know she is busy enough with her own life and I 
appreciate her taking the time to help me with mine. 
Finally, I’d like to thank my parents, Paul and Kristine Wellner, for 
everything they have done for me. I wouldn’t be where I am today without their 
love and support. Thank you for taking all of my stressed phone calls and helping 
me through my anxious moments. I don’t know what I would have done if they 
weren’t just a phone call away. 
vi 
 
THE EXAMINATION OF BASELINE NOISE AND THE IMPACT ON THE 
INTERPRETATION OF LOW-TEMPLATE DNA SAMPLES 
 
 
GENEVIEVE WELLNER 
 
 
ABSTRACT 
  
It is common practice for DNA STR profiles to be analyzed using an 
analytical threshold (AT), but as more low template DNA (LT-DNA) samples are 
tested it has become evident that these thresholds do not adequately separate 
signal from noise. In order to confidently examine LT-DNA samples, the behavior 
and characteristics of the background noise of STR profiles must be better 
understood. Thus, the background noise of single source LT-DNA STR profiles 
were examined to characterize the noise distribution and determine how it 
changes with DNA template mass and injection time. Current noise models 
typically assume the noise is independent of fragment size but, given the 
tendency of the baseline noise to increase with template amount, it is important 
to establish whether the baseline noise is randomly found throughout the 
capillary electrophoresis (CE) run or whether it is situated in specific regions of 
the electropherogram. 
While it has been shown that the baseline noise of negative samples does 
not behave similarly to the baseline noise of profiles generated using optimal 
levels of DNA, the ATs determined using negative samples have shown to be 
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similar to those developed with near-zero, low template mass samples. The 
distinction between low-template samples, where the noise is consistent 
regardless of target mass, and standard samples could be made at 
approximately 0.063 ng for samples amplified using the Identifiler™ Plus 
amplification kit (29 cycle protocol), and injected for 5 and 10 seconds. At 
amplification target masses greater than 0.063 ng, the average noise peak height 
increased and began to plateau between 0.5 and 1.0 ng for samples injected for 
5 and 10 seconds.  
To examine the time dependent nature of the baseline noise, the 
baselines of over 400 profiles were combined onto one axis for each target mass 
and each injection time. Areas of reproducibly higher noise peak heights were 
identified as areas of potential non-specific amplified product. When the samples 
were injected for five seconds, the baseline noise did not appear to be time 
dependent. However, when the samples were injected for either 10 or 20 
seconds, there were three areas that exhibited an increase in noise; these areas 
were identified at 118 bases in green, 231 bases in yellow, and 106 bases in red. 
If a probabilistic analysis or AT is to be employed for DNA interpretation, 
consideration must be given as to how the validation or calibration samples are 
prepared. Ideally the validation data should include all the variation seen within 
typical samples. To this end, a study was performed to examine possible sources 
of variation in the baseline noise within the electropherogram. Specifically, three 
samples were prepared at seven target masses using four different kit lots, four 
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capillary lots, in four amplification batches or four injection batches. The 
distribution of the noise peak heights in the blue and green channels for samples 
with variable capillary lots, amplifications, and injections were similar, but the 
distribution of the noise heights for samples with variable kit lots was shifted. This 
shift in the distribution of the samples with variable kit lots was due to the 
average peak height of the individual kit lots varying by approximately two. The 
yellow and red channels showed a general agreement between the distributions 
of the samples run with variable kit lots, amplifications, and injections, but the 
samples run with various capillary lots had a distribution shifted to the left. When 
the distribution of the noise height for each capillary was examined, the average 
peak height variation was less than two RFU between capillary lots.  
Use of a probabilistic method requires an accurate description of the 
distribution of the baseline noise. Three distributions were tested: Gaussian, log-
normal, and Poisson. The Poisson distribution did not approximate the noise 
distributions well. The log-normal distribution was a better approximation than the 
Gaussian resulting in a smaller sum of the residuals squared. It was also shown 
that the distributions impacted the probability that a peak was noise; though how 
significant of an impact this difference makes on the final probability of an entire 
STR profile was not determined and may be of interest for future studies.
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Introduction 
 The use of DNA for the identification of an individual was first described by 
Jefferys et al. in a 1985 Nature article describing research with simple tandem-
repetitive regions called minisatellites (1). Minisatellies are regions of DNA where 
a short sequence is repeated several times. In this work, Jefferys et al. 
developed probes which bound to the minisatellites, which would be visualized 
after separation on a gel. This analysis showed that the number of repeats is 
hypervariable within the population and is heritable. When multiple minisatellite 
regions within the DNA are analyzed together, the pattern of the number of 
repeats at each minisatellite can be used to distinguish individuals and perform 
pedigree analysis. 
 The identification of individuals through DNA analysis was further 
revolutionized with the development of the polymerase chain reaction (PCR). 
PCR consists of three general steps that are repeated for several cycles and are 
as follows: denaturation of the double stranded DNA into single stranded DNA, 
the annealing of forward and reverse primers to the template strand, and the 
extension of the bound primers across the DNA template strand with the addition 
of dNTPs (2). The PCR process allows for the replication of a specific region of 
the DNA and in turn decreases the limit of detection. 
 Currently, analysis of forensically relevant STR loci are separated and 
detected via capillary electrophoresis (CE). The CE is used because it is highly 
sensitive, reproducible and accurate. When validated for use on forensic STR 
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samples, Moretti et al. found the ABI Prism® 310 Genetic Analyzer to be 1000 
times more sensitive than UV detection methods and had a measurement error 
of 0.36 bases. Furthermore, the CE was shown to be capable of resolving two 
components within a mixture as long as the minor component was > 5% of the 
mixture (3). The positive electrode of the CE attracts the negatively charged DNA 
fragments which migrate through a polymer filled capillary. Therefore the 
differences in the mass/charge of the various lengths of DNA separate the 
fragments during migration. When the fragments pass by a window in the 
capillary, a laser excites the fluorophores bound to the DNA. The fluorophores 
then emit a specific wavelength of light which is detected by the charged couple 
device (CCD) within the CE. The relative intensity of the fluorescent signal is an 
indication of the number of amplicons present in the sample, which in turn can be 
used as a metric for the initial quantity of genomic DNA put into the PCR. The 
transit time of the amplicons through the capillary is utilized to determine the size 
of the fragment, which is translated into the number of repeat units – thus the 
allele call.  
 Typically the Local Southern Method is used to convert the migration time 
into fragment length in bases. The Local Southern Method determines the size of 
the fragment by comparing the sample’s transit time in data points to the four 
nearest fragments of a sizing standard, comprised of fragments of known sizes, 
which is run through the capillary along with the sample (4). Running the sizing 
standard with the samples and using neighboring reference points ensures that 
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the sizing of fragments is based on data collected under the same conditions as 
the sample. The sized peaks are compared to the sizes obtained from an allelic 
ladder, which is run alongside the samples. The allelic ladder consists of 
fragments representing common alleles and the sizing standard. Once sized and 
binned, the data are presented as a multi-colored electropherogram.  
 A DNA STR profile will likely contain all of the following elements: DNA 
signal from a true source, signal due to the instrument and processing, often 
termed background noise, and well characterized non-allelic signal with known 
causes called artifacts. Prior to interpretation, the true signal must be 
distinguished from the signal originating from noise and artifacts. Artifacts in STR 
profiles originate from the CE and CCD system, the PCR process and the STR 
amplification kit. 
 Artifacts caused by the CE and CCD system are spikes and pull-up. A 
spike can be caused by a momentary irregularity in either the instrument settings 
or in the polymer such as a sudden increase in voltage or crystalized urea in the 
polymer (5). This irregularity causes a sudden increase in signal which drops just 
as dramatically. A spike can usually be discerned from allelic peaks because it 
usually takes the form of a ‘sharp’ peak in the same position in multiple color 
channels. The other well characterized artifact arising from the instrument system 
is termed pull-up and results from the incomplete differentiation of the different 
colors of light detected by the CCD (6). The failure to fully differentiate the 
wavelengths of light emitted by the fluorophores results in recording a fragment 
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in one color channel and also, less intensely, in another color channel. Spikes 
are not reproducible so re-injection of the sample is usually sufficient to remove 
them. In contrast, pull-up is a reproducible artifact of the CCD system and a re-
calibration may be required if it becomes problematic. 
 The other well characterized set of artifacts found in STR profiles is the 
result of the PCR chemistry. During the extension phase of PCR, two different 
errors can occur, which result in fragments of a different size than expected. The 
first of the two errors is called minus A and is caused by the polymerase enzyme 
adding an adenosine to the blunt 3’ end of the DNA fragment (7). Since this 
activity is inherent to the polymerase enzyme, it is more effective to encourage 
the addition of the adenosine rather than redesign the reaction chemistry. The 
amplification primers are typically designed to encourage the addition of the 
adenosine (8) and the analysis software in turn is programmed to recognize the 
longer fragment as the biological fragment. Since the addition of the adenosine is 
not performed by the polymerase with 100% efficiency, fragments without the 
additional adenosine may be present after amplification and are referred to as 
minus A peaks when detected. A minus A peak in an electropherogram will fall 
one base shorter than the recognized biological allele and the height can vary 
based on the efficiency of the adenosine addition. The presence of the minus A 
peak can be reduced by decreasing the input DNA mass or extending the final 
cycle of PCR which allows the polymerase time to add the adenosine to the 
fragments. 
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 The second PCR related artifact, called stutter, can be visualized in an 
electropherogram as an additional peak one repeat shorter or longer than the 
biological allele. Stutter fragments were closely examined by Walsh et al. and 
were shown to be the same sequence as the biological allele except missing a 
repeat within the fragment (9). Though there remains uncertainty about the full 
mechanism, Walsh et al.’s results support the Strand Slippage model. In the 
Strand Slippage model, stutter is hypothesized to be caused when one of the two 
strands buckles during the extension phase of PCR, forming a loop one repeat in 
length. If the template strand buckles, then the resulting fragment is one repeat 
shorter than the original template. If the extending strand buckles, the resulting 
fragment is one repeat longer than the original template. Although use of tetra 
and penta nucleotide repeats reduces the presence of stutter (9), preventing the 
formation of stutter products remains a challenge. Recent work has showed that 
stutter ratios are reduced when lower temperatures are used during the 
annealing and extension phase of PCR (10). While this method may make the 
distinction between stutter and allele peaks clearer, it still remains the role of the 
analyst to recognize a stutter peak during interpretation. 
 Unlike the other artifacts, stutter presents more of a challenge for the 
analyst because it is usually in an allelic position. While this may present less of 
an issue for known single source samples, it can become a significant problem 
during the interpretation of mixture profiles. As such, much research has been 
dedicated to characterizing the appearance of stutter within an electropherogram. 
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For example, the impact of the repeat sequence, repeat length, and template 
mass on the appearance of stutter peaks have been studied. Brookes et al. 
performed an examination of how the repeat sequence impacts the stutter ratio 
(11), where the stutter ratio was calculated by  
   
  
  
  (Equation 1) 
where SR is the stutter ratio,  S is the height of the stutter peak in RFU, and  A is 
the height of the allelic peak in RFU. Brookes et al. varied the A-T content of 
synthetic oligonucleotide repeats to determine if the number of hydrogen bonds 
present within the repeat impacts the stutter ratio. In general, it was determined 
that high A-T containing synthetic sequences had a stutter ratio which was 
linearly proportional to the repeat length while the high G-C containing synthetic 
repeats did not. The synthetic data suggested that the stutter ratio will increase 
with A-T content; however examination of reference samples conflicted with 
these results and instead indicated the average stutter ratios of repeat 
sequences with an ½ A-T content were a factor of 0.0173 higher than sequences 
with an ¾ A-T content. 
 Further research was performed on how STR structure influences the 
stutter ratio. Brookes et al. confirmed a linear relationship between the stutter 
ratio and repeat length. However, the exception to this finding was fragments 
with a non-simple repeat structure (11). In these cases, the stutter ratio was 
better predicted using the longest uninterrupted sequence within the compound 
repeat. This model was further supported by Bright et al. who further 
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characterized the relationship between stutter ratio and the longest uninterrupted 
sequence. They recommended a continuous probabilistic approach to the 
interpretation of stutter (12).  To that end, the values and variances of the stutter 
ratio and stutter peak heights were modeled.  
 Additionally, it has been observed that stutter ratios may increase as 
allelic peak heights decrease due to the decrease in template mass. It is 
hypothesized that this high level of stutter is due to the creation of a stutter 
fragment during an early cycle of the amplification process. To combat the 
challenges presented by lower template samples, some methods incorporate 
additional PCR cycles or longer injection times. Petricevic et al. showed that an 
increase in PCR cycles increases the stutter ratios present in the 
electropherogram which makes the differentiation of stutter from allelic peaks 
more challenging (13). 
 The final artifact to be discussed is referred to as a ‘dye blob’ and may be 
caused by a fluorophore which disassociates from the primer used during the 
STR amplification and co-elutes with the DNA fragments (5). ‘Dye blobs’ are not 
as well characterized as other artifacts and may be confused with other co-
eluting fragments such as non-specific amplified product. Since the only way to 
diagnose a ‘dye blob’ is to examine the peak shape and its position in multiple 
samples amplified using the same kit, it may be difficult to distinguish from the 
baseline noise.  
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 While the aforementioned artifacts can typically be identified by a DNA 
analyst, there remains the challenge of distinguishing true signal from noise. 
Making this distinction becomes more challenging as DNA analysis delves into 
lower DNA target masses. In 1997, Findlay et al. discussed in Nature 
experiments extracting, amplifying and analyzing DNA from a single cell. Of the 
profiles analyzed, 50% of them produced full profiles and an additional 41% 
showed successful amplification (14). With this achievement, forensics has 
gained the ability to test the DNA of a single cell, but as the amount of DNA 
decreases there is an increase in variability and visible repercussions of 
stochastic effects. Some notable changes observed in electropherograms 
derived from low-template samples are increased stutter ratios (13), increased 
imbalance between heterozygous peaks (11), and an increase in allelic and locus 
drop out (15). Some authors have attempted to define a LT-DNA threshold by 
amplification target mass (16), while others have cautioned against this due to 
the way degradation and mixtures can cause quantification results to be 
misleading (17).  
 Gill et al. has argued that “there is no reason why profiles related to any 
DNA quantity cannot be characterized” (18), but there remains contention as to 
the validity of analysis of LT-DNA. Most concerns raised regarding LT-DNA 
interpretation revolve around the methods used to analyze and interpret the 
results. These concerns include the transparency of the methods used by 
forensic laboratories, when the suspect’s profile is considered, and the use of 
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combined probability of inclusion (CPI) when drop out occurs (19). While these 
concerns are valid, none of them preclude the analysis, interpretation, and use of 
low-template samples in a forensic setting. Rather, they indicate a need to 
formalize an appropriate interpretation methodology (20).  
 One methodology which can address the complications introduced when 
low-template samples are analyzed is the likelihood ratio approach (18, 21). The 
likelihood ratio evaluates the probability of the hypotheses proposed by the 
prosecution and defense in relation to the evidence and compares them. This 
method is appropriate for analyzing low-template samples because it can 
incorporate information on stutter peaks and allele drop out (22). The likelihood 
ratio accommodates the incorporation of variable probabilities of drop out, stutter 
and peak heights. While the addition of variable probabilities adds a level of 
complexity to the calculations, it allows the likelihood ratio to be responsive to the 
changes in signal (21, 23). 
 Because of the likelihood ratio’s ability to incorporate multiple probabilistic 
factors, some authors have advocated moving away from the use of single 
thresholds and thresholds in general (15, 17, 23). Analytical thresholds provide a 
binary response based on an initial confidence level and are often used in an 
attempt to simplify a continuous system, but this simplification results in a loss of 
information (17, 24). Some compromises suggested to address this loss of 
information are to report the numerical results which would be called negative 
and the associated uncertainty (24) and the introduction of a second stochastic 
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threshold to divide STR profiles into three zones (15). These zones would 
represent conventional DNA, intermediate DNA where drop out can occur, and 
LT-DNA where “extreme drop out,” or drop out of an allele with a sister allele 
above the stochastic threshold, can occur.  
 While the likelihood ratio method can address the loss of information 
associated with the application of stutter and stochastic threshold, further 
information can be lost due to the initial differentiation of signal from noise by the 
AT (Analytical Threshold). An AT is set such that the signal can be distinguished 
from noise with a specified level of confidence. Below the AT, any true signal is 
considered indistinguishable from noise and therefore is not to be interpreted. 
Some laboratories have implemented conservative ATs such as to 100 RFU, but 
as Gilder et al. explains, “in this abundance of caution, valid information about 
the presence of real DNA peaks is being discarded or ignored” (25). In order to 
better approximate the baseline noise in an electropherogram, different methods 
for determining an AT have been utilized. 
 One method proposed by Kaiser et al. (26) and recommended by IUPAC 
(27) in 1995, uses the average noise height of samples containing no DNA, 
called a blank, to approximate the average noise height of the baseline noise. 
The average is then modified to include the desired confidence level with the 
following equation: 
          (Equation 2) 
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where AT is the final analytical threshold, µ is the average signal height of the 
blank, k is a multiplier based on the desired confidence level and   is the 
standard deviation of the signal height of the blank. Often, the k value is set at 
three to represent a confidence level of 99.86, but this only takes into account 
Type I errors and leaves the probability of a Type II error at 0.5. To take into 
consideration, both Type I and Type II error, a larger k value such as six has 
been suggested (28, 29). Mocak et al. also cautions that the sample size must be 
taken into consideration, and sample statistics rather that population statistics 
used when appropriate. 
 Recommendations as to the type and variety of samples to be used to 
determine an AT were made by Gilder et al. after the examination of the baseline 
noise in negative and positive controls obtained with the Profiler Plus®  
amplification kit (25). Gilder et al. found the baseline noise peak heights generally 
follow a Gaussian distribution with the average noise heights similar between the 
different controls, but with a large standard deviation between runs. This finding 
contradict the view that the baseline noise varies with analyte signal. Gilder et al. 
also concluded there was enough variation present between samples and CE 
runs based on run to justify that the AT either be determined on a per run basis 
or from a combination of validation and constantly updated casework data. 
 Following this recommendation, studies by Rakay et al. (30) and Bregu et 
al. (31) utilized run-specific controls to compare different ATs. The results 
indicated that the Kaiser method estimated lower ATs which correctly detected 
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more signal peaks, but also incorrectly detected more noise peaks. To minimize 
both false inclusions and exclusions, the use of Equation 2 with a k value of four 
based on negative samples was suggested. Alternatively, maximum observed 
noise peak height may also be used to define the AT. This may be particularly 
useful in cases where the laboratory determines it is not optimal to falsely detect 
any noise peaks. However, work by Bregu et al. (31) suggested that baseline 
noise is dependent on the input mass of DNA, where it was determined that a 
significant number of noise peaks were above the AT determined by Equation 2 
when high template amount were amplified.  This was particularly true when the 
target mass was greater than 1 ng. The authors hypothesized that the increase in 
false detection of noise peaks may be the result of the detection of non-specific 
amplified product. These results suggest that while the Kaiser method may be a 
valid method for LT-DNA samples, it is less useful for samples with optimal or 
higher target masses. The increase of baseline noise with target mass would 
also support the argument that samples containing DNA should be used to 
determine the AT. 
 An alternative method of determining an AT uses the calibration curve of 
samples containing analyte to estimate the signal when no analyte is present. 
Detailed descriptions of the use and analysis have been described previously 
(28, 29). With this method, a linear regression is applied to the signal obtained 
when various masses of DNA are amplified and takes the following form  
        (    )    (Equation 3) 
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where a is the slope of the line and b is the y-intercept. The AT is thus obtained 
by adding the y-intercept (b) to three times the standard deviation of the y-
intercept. The optimal amount of DNA template for typical STR analysis is 
between 0.75 – 1.0 ng of DNA, but Profiler Plus kits consistently produce full 
profiles down to 0.125 ng, so a data set containing 1.0 ng to 0.125 ng of DNA 
may be considered when determining an analytical threshold (32). However, 
Currie cautions, that “it is generally the case that response variance increases 
with concentration, often in a linear or quadratic manner. The concentration 
dependence of [the variance] is especially important for the quantification limit, 
because of its greater range compared to the detection limit” (29). 
 Further complicating matters is that fact that both methods utilize a 
multiplier based on the desired confidence level to determine an AT. Regardless 
of whether the sample size is considered large enough for population statistics or 
if sample statistics are used, the multiplier is based on either a z-score or t-score, 
both of which assume a normal distribution. While Gilder et al. (25) did suggest 
the noise was normally distributed in negative samples, Bregu et al. (31) found 
that a log-normal distribution may be more appropriate.  
 Additional concerns exist with the use of an AT, regardless of how the AT 
is derived. These concerns include the possible change in baseline noise with 
respect to target mass, locus, and color channel. Even if independently derived 
ATs are applied to each locus, this still assumes the noise is random and not 
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dependent on position. As such, the problem of distinguishing signal from noise 
may be better addressed by probabilistic means.  
 In order to optimally interpret DNA STR profiles down to the lowest levels, 
the baseline noise in an electropherogram must be characterized. As such, this 
work seeks to characterize the noise present in DNA STR profiles and test the 
validity of some of the assumptions made in regards to baseline noise. What 
follows represents a detailed study characterizing the baseline noise and its 
impact on forensic STR interpretation. The analysis was segregated into four 
sections. 
 The first section of the study was a response to the concerns raised by 
Currie (28) in regards to the range of analyte used to determine the limit of 
detection. In the case of forensic DNA analysis, this corresponds to the amount 
of DNA targeted during the validation of an AT. To test whether DNA template 
masses can affect the resultant AT, calibration curves were prepared using 
seven different target masses, all of which fall below optimal DNA amplification 
ranges, on a per locus basis. Three different ranges of target masses, containing 
four of the seven masses, were then used to determine the y-intercept and its 
standard deviation. The difference in the ATs determined using these three 
ranges, as well as the variances associated with them, were compared. 
 The second section set out to determine whether the noise is randomly 
found throughout the electropherogram or if there was a time dependent 
component to the baseline noise. To do this, the baseline noise peaks were 
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separated by color and target mass for over 400 samples and were combined 
and visually examined for areas of consistent baseline noise peak height 
increase. This process was repeated for samples injected using three different 
injection times. 
 The third section examines the variation of the baseline noise with regards 
to different CE and amplification parameters to determine to what extent the 
baseline noise changes with these parameters. It was the aim of this work to 
provide recommendations as to what laboratory alterations need to be 
incorporated into validation studies. 
The final section then works to further characterize the distribution of the 
baseline noise for use in the probabilistic analysis of DNA STR profiles. 
Distributions of the baseline noise were prepared on a per target mass and locus 
basis and fitted with three different distributions. The three different distributions, 
Gaussian, log-normal, and Poisson, were then compared to determine an 
appropriate distribution for the baseline noise.  
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Materials and Methods 
 
 The DNA profiles used in this study were amplified using the AmpFlSTR® 
Identifiler® Plus amplification kit (Life Technology, Carlsbad, CA). A total of 413 
samples were created by extracting DNA from 59 individuals using 
phenol/chloroform purification and alcohol precipitation (5).  The extracts were 
then quantified using the Quantifiler® Duo quantification kit (Life Technologies, 
Carlsbad, CA) using the manufacturer’s recommended protocol (33) and a 
standard curve generated annually (34, 35). Once quantified, seven masses, 
0.25, 0.125, 0.063, 0.047, 0.031, 0.016, and 0.008 ng, were targeted and 
amplified using the AmpFlSTR® Identifiler® Plus amplification kit (Life 
Technology, Carlsbad, CA), 29 cycles and the 9700 GeneAmp® PCR system.  
Additional samples were prepared at a later date using the same methods 
described above with targets of 0.5 and 1.0 ng.  
Each sample was injected for 5, 10 and 20 seconds on a 3130 Genetic 
Analyzer (Applied Biosystems, Foster City, CA) and analyzed using Genemapper 
IDX v1.1.1 (Applied Biosystems, Foster City, CA) with an analytical threshold of 1 
RFU. The Local Southern Method was used to size the fragments (4). Due to 
initial tests indicating oversaturation of the CCD system, the 0.5 ng and 1.0 ng 
samples were only injected for 5, and 10 seconds. Of these, any sample that 
included peaks which overexposed the CCD were removed from the sample set, 
which resulted in a sample size of 0.5 ng samples approximately 50% of the size 
of the 0.25 ng samples and the 1.0 ng samples approximately 7% of the 0.5 ng 
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samples for the samples injected for 10 seconds. As for the samples injected for 
5 seconds, the corresponding percentages were 70% and 80% respectively. 
 An additional set of profiles were created following the same methods 
outlined above resulting in 240 amplified products using three individuals. 
Specifically, 3 samples of known genotypes were amplified using the 
AmpFlSTR® Identerfiler® Plus amplification kit and the 29 cycle protocol. Six 
target amounts were tested; 0.25, 0.125, 0.63, 0.31, 0.16, and 0.008 ng. To 
characterize the uncertainty in the baseline noise measurement and determine if 
laboratory alterations impact the noise, four laboratory parameters were tested. 
To examine the variation in the baseline noise related to injections, a single 
sample preparation was injected on the ABI 3130 Genetic Analyzer four times. 
The variation in the baseline noise when the capillary lots are changed was 
examined using a single sample preparation injected once on four different 
capillaries. To test the variation associated with the PCR amplification and 
sample preparation, samples were amplified up to four times with one kit lot and 
injected once. Finally, the impact on baseline noise due to amplification kit lot 
was examined by amplifying the extracts three additional times with three 
different kit lots. This resulted in approximately 72 profiles for each laboratory 
parameter (i. e. amplification, capillary, injection, and kit) tested.  
 Each profile was then examined using Genemapper IDX v1.1.1 (Applied 
Biosystems, Foster City, CA) and every labeled peak was classified into one of 
three categories: 1) known allele and/or stutter, 2) artifact, and 3) noise. To be 
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classified into category one, the peak had to either fall within the bin 
corresponding to the individual’s known genotype or fall into either the reverse or 
forward stutter position. Category two consisted of two well characterized 
artifacts present in STR profiles: pull-up, and minus A. Both artifacts had a set of 
criteria that had to be met in order for a peak to be classified as that artifact and 
all positional requirements were allowed an error of ± 0.3 bases based on 
previous studies (36). No spikes were observed, but would have been classified 
into category two. In order for peaks to be classified as pull-up, the peak in 
question had to be in the same position (± 0.3 bases) as the allelic peak in 
another color channel and have a peak height of 5% or less of the allelic peak. 
Further, if the peak fell between two adjacent allelic peaks in a different color, 
had a peak height of 5% or less of the shorter of the two allelic peaks, and had a 
‘plateau-like’ shape, then the peak in question was classified as complex pull-up. 
Examples of both types of pull-up are shown in Figure 1A. A peak was 
determined to be minus A if the peak was one base shorter (± 0.3 bases) than an 
allelic peak. There were no height restrictions for the minus A artifact. An 
example of minus A is shown in Figure 1B.  Finally, category three peaks 
consisted of all peaks not belonging to the previous two categories and are 
referred to as noise peaks. All category two peaks were manually removed from 
the profile in Genemapper IDX v1.1.1 (Applied Biosystems, Foster City, CA) prior 
to exporting the genotype table. 
A A 
19 
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◊ 
◊ 
▼ 
▼ ♦ 
Figure 1: Example electropherograms demonstrating artifact characterzation. 
A) The blue, green, yellow and red color channels showing examples of (▼) 
stutter, (◊) pull-up, and (♦) complext pull-up. B) Example of –A peak indicated 
with an arrow. 
A B 
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Section I: Comparison of Mass Ranges used to determine ATs 
 In order to illustrate the effect of using different mass ranges to determine 
an AT, three different mass ranges consisting of LT-DNA samples were 
compared. First, the heterozygous allelic peak heights of the 413 samples from 
59 individuals were sorted by locus and target mass. The peak heights for each 
target mass were averaged on a per locus basis and the standard deviation of 
the average was determined.  
The average peak height was plotted against target mass in Igor Pro v. 
6.1.2.1 (Wavemetrics Inc., Oswego, OR) and a weighted least squares linear 
regression was performed on three mass ranges, each of which contained four 
template masses. Range 1 consisted of the higher template masses of 0.25, 
0.125, 0.063 and 0.047 ng samples. Range 2 represented the lower template 
masses and consisted of 0.047, 0.031, 0.016, and 0.008 ng samples. Finally, 
Range 3 encompassed the entire ranged analyzed with samples targeting 0.25, 
0.063, 0.031 and 0.008 ng. The y-intercept of the linear regression, which 
estimates the average peak height when 0 ng of DNA is amplified, was then 
added to three times the standard deviation of the y-intercept following the 
method described by Mocak et al. (28).  
For comparison purposes, ATs derived from the average noise height of 
the same samples were compared against those determined above. All noise 
peaks from the same 413 samples were sorted by locus and target mass. The 
noise peak heights for Ranges 1, 2, and 3 were averaged and the standard 
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deviation was determined. An AT was determined for each range using the 
average noise peak height and standard deviation following the Kaiser method 
shown in Equation 2 (26). The y-intercept plus three standard deviations and 
average noise height plus three standard deviations of each range were plotted 
for each locus. 
In addition to addressing Currie’s (29) argument with regard to the analyte 
ranges used when determining an AT, it was of interest to better characterize the 
change in baseline noise with regard to template since there have been 
conflicting results regarding the matter (25, 31). As such, the noise peak heights 
from the 413 original samples and the higher template samples were sorted by 
target mass, locus color channel, and injection time. An average noise peak 
height and standard deviation for each color channel was calculated for each 
target mass. The average and standard deviation of the noise peaks for the 
samples injected for 5, 10 and 20 seconds were plotted against target mass in 
Igor Pro v.6.1.2.1.  
Further, the allelic peak heights for the 413 original samples and the 
higher template samples were sorted by color channel and target mass and the 
average and standard deviation of the allelic peak heights were calculated. The 
average and standard deviation of the allelic peak heights in the samples injected 
for 10 seconds were then plotted against the target mass of the samples. 
 
 
22 
 
Section II: Time Dependence 
 It is generally assumed that the baseline noise is randomly distributed 
throughout the electropherogram and is not dependent on position. To determine 
if this was the case, the noise peaks from the original 413 samples and the 
higher template samples were sorted by color channel and target mass for each 
set of samples. The noise peak height for a given injection time was then plotted 
against the peak position for each color channel. In each graph the different 
target masses were graphed on separate y-axis so that different target masses 
were stacked on top of the next with the 1.0 ng samples on top and the 0.008 ng 
samples on the bottom. This resulted in four graphs – one for each color channel 
- for each injection time. The 1.0 ng template mass samples which were injected 
for 10 seconds were not used for comparison purposes due to the small sample 
size. These graphs were all examined for areas of reproducibly higher baseline 
noise. 
The baseline noise which fell within the allelic bins used in the 
AmpFlSTR® Identifiler® Plus amplification kit (Life Technology, Carlsbad, CA) 
were plotted in a similar fashion. For this, the data set created above for the first 
part of the time dependence study was modified by removing all OL (i.e. off 
ladder) noise peaks. Similar graphs to those described above were then 
prepared using this ‘binned’ 10 seconds. Higher template samples injected for 10 
seconds were not included.  
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Section III: Validation Sample Recommendation 
Since validation studies are an important part of forensic DNA 
interpretation, a study was performed to determine what laboratory alterations 
should be included within a validation study to ensure all pertinent sources of the 
uncertainty in the analytical measurement are considered. For this study, the 240 
samples created using four kits, four injections, four amplifications and four 
capillaries were examined for variation in the distribution of the baseline noise. 
The noise peak heights from the samples were sorted by sample preparation 
variable (i.e. kit lots, capillary lots, amplifications and injections) and then by color 
channel within each of those groups. Combined histograms were prepared, such 
that a single histogram contained the four variants of one laboratory alteration, in 
Igor Pro v. 6.1.2.1 using a manual binning method such that each bin was one 
RFU in width and the bins extended from 1 RFU up to the maximum observed 
noise peak height. The histograms were then fitted with a log-normal curve 
based on Bregu et al.’s findings (31). Histograms of the baseline noise for each 
kit and capillary lot were created in a similar fashion.  
 
Section IV: Noise Distribution and Impact on Probabilistic Analysis 
 For the final section, the distributions of noise peak heights for each locus 
were created. The noise peaks from the original 413 samples, injected at 10 
seconds, were sorted by locus and target mass. Histograms were then created in 
Igor Pro v.6.1.2.1 using a manual binning method where the bins were one unit 
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wide and ranged from one RFU up to 100 RFU for each locus and each target 
mass. This resulted in 112 histograms - each plotted and fit with three 
distributions - Gaussian,  
 ( )      
    
     
 
 (Equation 4) 
log-normal, 
 ( )      
   (    )
     
 
 (Equation 5) 
 and Poisson 
 ( )  
  
  
     (Equation 6) 
where, A is the amplitude, x is the peak height, xo and λ are the mean, and the 
width is (√2)*standard deviation (37). The residuals of the fits were plotted above 
the histograms on a separate axis. The squared residuals summed across all loci 
and target masses of the three distributions were used as a metric to compare 
the quality of the fit. 
 To compare the impact the different fits have on the interpretation of a 
forensic DNA STR profile, the probability of ‘binned’ noise peaks, allelic peaks, 
and where stutter peaks were noise were determined using each distribution. 
Three profiles from the samples used during Section III were selected for 
analysis. Each sample profile selected was from different individuals amplified 
using different target masses (i.e. 0.25, 0.031, and 0.008) .  
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Results and Discussion 
Section I: Comparison of Ranges used to determine ATs 
 Although previous work by Rakay et al. (30) and Bregu et al. (31) has 
suggested that an AT can be derived from the data generated from a dilution 
series (28), Currie (29) suggests the range included in the dilution series be 
considered. This is in large part due to the increased variance in the signal 
measurement as the signal increases. Figure 2 shows representative 
electropherograms at TPOX of samples amplified targeting 0.25 – 0.008 ng of 
DNA. Qualitatively, it is observed that the baseline noise is more intense in the 
0.25 and 0.125 ng samples. For example the maximum noise peak height for 
Figure 2: Sample Electropherograms of the seven LT-DNA target masses, showing 
typical peak heights and baseline noise in the yellow channel for samples injected for 
ten seconds. The STR allele and peak heights are on top (or beside) the allelic peaks. 
The target masses shown are as follows: A) 0.25 ng, B) 0.125 ng, C) 0.063 ng, D) 0.047 
ng, E) 0.031 ng, F) 0.016 ng and G) 0.008 ng.  Only one allele was detected in the 
sample shown in G. 
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samples amplified with 0.25 ng of DNA was 51 RFU, while the maximum 
observed noise peak height for samples amplified targeting 0.008 ng was 14 
RFU. This suggests that the baseline noise may increase with target and that 
careful consideration is required as to what sample ranges are used to determine 
an AT. Therefore, for the purpose of forensic identification, it was of interest to 
test the impact template ranges had on the resultant AT. 
 Two methods were used to calculate an AT; one utilized the average 
noise peak heights while the other used a dilution series.  The first method 
followed the form outlined by Kaiser (26). Rather than use the negative 
amplification control which Bregu et al. showed to be a sub-optimal method for 
describing the baseline noise, the average noise height from LT-DNA samples 
injected for ten seconds were used to determine an AT. An AT was determined 
by this modified Kaiser method using the different ranges described in Section I 
of the Materials and Methods.  
The second method used a dilution series prepared from samples 
amplified at various target masses and injected for ten seconds. Three different 
ranges were used in a weighted least squares regression of the dilution series. 
Figure 3 shows an example of the plots and regression results for vWA. The 
peak heights of heterozygous alleles detected at vWA were plotted against the 
target mass of the sample along with the average peak height of the 
heterozygous allelic peaks. Figure 3A depicts the weighted linear least squares 
regression of Range 1 with confidence bands corresponding to a 99.7 confidence 
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level. Similarly, Figures 3B and 3C show the regression and confidence bands 
for Range 2 and Range 3 respectively. While Range 3 minimizes the error over 
the entire range of data and may be a more appropriate method for estimating 
the expected peak target mass of a given peak height, Range 2 produces the 
smallest confidence interval around the y-intercept.   
The above analysis was performed for all 16 loci and the resulting 
averages and y-intercepts plus three standard deviations were plotted side-by-
side in Figure 4. From the figure it is clear to see that when a weighted linear 
regression on the average peak heights is performed using points from Range 1 
the standard deviations are larger than that those produced when Range 2 or 3 
Figure 3:  The three weighted fits of vWA for the Range 1, Range 2, and Range 3. The 
lines are the line and 99.7 confience bands. A) The regression for Range 1, B) The 
regression for Range 2 and C) The regression for Range  3. (○) are heterozygouse 
allele peak heights and (●) are the average allelic peak height at a given target mass.  
A B 
C 
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are utilized. It is also observed that the final ATs determined by the allelic peak 
heights of a dilution series are consistently larger than ATs determined by the 
Kaiser method. The final ATs for each locus are shown in Table 1.  
  
Figure 4: The (●) y-intercept ± 3 standard deviations obtained when (light grey) Range 1, 
(medium grey) Range 2, and (black) Range 3 are used. The (■) average baseline noise ± 
3 standard deviations when (light grey) Range 1, (medium grey) Range 2, and (black) 
Range 3 are used. 
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Loci Upper Limit 
Approach – 
Range 1 
Upper Limit 
Approach – 
Range 2 
Upper Limit 
Approach – 
Range 3 
Kaiser 
Method – 
Range 1 
Kaiser 
Method – 
Range 2 
Kaiser 
Method – 
Range 3 
D8S1179 419 179 143 10 9 11 
D21S11 440 152 127 9 8 8 
D7S820 344 130 110 7 7 9 
CSF1PO 417 136 113 9 7 8 
D3S1358 443 179 151 14 12 13 
TH01 554 213 172 13 10 10 
D13S317 573 202 165 14 10 12 
D16S539 486 186 153 10 10 10 
D2S1338 451 191 160 11 11 11 
D19S433 332 157 127 18 17 17 
vWA 413 170 143 16 15 16 
TPOX 366 175 141 20 17 18 
D18S51 373 153 129 16 15 16 
AMEL 403 145 120 28 24 26 
D5S818 331 132 109 17 16 17 
FGA 359 145 118 16 15 16 
 
Table 1:The ATs determined using three different ranges (i.e. Range 1, Range 2, and 
Range 3) 
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While these results support Currie’s (29) ascertain that the variance in the 
slope will greatly increase the detection limit if near zero analyte concentration 
samples are not used, these results also show that the dilution series method 
overestimates the average noise peak height. It is also interesting to note that 
even though the confidence interval at the y-intercept with Range 2 is smaller 
than that of Range 3, Range 3 has an overall smaller standard deviation which 
results in lower overall ATs. When compared to the ATs derived using similar 
methods with samples amplified targeting 0.063 and 1 ng by Bregu et al. (31) the 
ATs calculated were smaller than those presented here. While the y-intercepts 
determined using Range 1 are similar to those found by Bregu et al. (31) the 
standard deviations are larger. One possible cause for the difference in standard 
deviation may be due to the difference in amplification kits. Bregu et al. amplified 
samples using AmpFlSTR® Identifiler® PCR amplification kit, while the 
AmpFlSTR® Identifiler® Plus amplification kit was used in this study. If so, then 
this suggests that the AT should be evaluated for each kit used in the laboratory. 
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Bregu et al. (31) discusses the possibility that the baseline noise may 
increase with target while Gilder et al. did not observe such a trend. Such 
inconsistency in the literature indicates a need to better examine the relationship 
noise peak height has to target mass and how this could impact the use of the 
AT. To this end, the average noise peak height and the standard deviation were 
plotted against the target mass for each color channel and for samples injected 
for 5, 10, and 20 seconds as shown in Figure 5. In general, the standard 
deviation and the average peak height follow approximately the same trend with 
Figure 5: The average noise peak height plotted against the target mass separated by 
color channel for samples injected for five, ten and 20 seconds.  The standard deviation 
of the noise peak heights with target mass are plotted on separate y-axis above the 
average peak height plots. (○) Samples injected for 20 seconds, (□) Samples injected for 
10 seconds, and (Δ) Samples injected for 5 seconds. A) The blue channel, B) The green 
channel, C) The yellow channel and D) The red channel. 
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regards to target mass. The average peak height for samples amplified with 
0.008 to 0.063 ng of DNA was approximately 3.0, 3.1, and 3.7 in the blue 
channel for the samples injected for 5, 10 and 20 seconds respectively, 
suggesting that for these low template samples there is only a slight increase in 
baseline noise as the injection time is increased. A similar increase with injection 
time is observed in the green, yellow and red channels. The in average noise 
peak height for these lower template samples when injected for 10 and 20 
seconds increased approximately 0.7, 0.6, and 0.5 RFU in the three color 
channels respectively. 
 However, if greater than 0.063 ng of DNA is added to the reaction, the 
average noise peak height begins to increase with respect to target mass. The 
slopes between the average noise peak heights with respect to target mass for 
the masses above 0.063 ng of DNA for samples injected for 10 seconds are 
shown in Table 2. As the average noise height increases with target mass, it 
begins to plateau between 0.5 and 1.0 ng of target DNA. It is theorized that the 
increase in average noise height may be due to an increase in non-specific 
amplified product which also exhibits plateauing effects due to the PCR process 
becoming less efficient with higher templates.  
Template Mass 
Range (ng) 
Slope (RFU/ng) - 
Blue 
Slope (RFU/ng) - 
Green 
Slope (RFU/ng) - 
Yellow 
Slope (RFU/ng) - 
Red 
0.016 – 0.063 -2.3 -2.0 2.5 3.9 
0.063 – 0.125 0.9 2.0 5.9 -0.9 
0.125 – 0.25 3.3 4.4 4.8 6.2 
0.25 – 0.5 14.4 18.0 13.8 9.1 
0.5 – 1.0 4.1 3.2 8.4 1.8 
Table 2: The change in average noise peak height with respect to target amount 
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To examine this, the average allelic peak height with regards to target 
mass was also plotted as shown in Figure 6. Figure 6 shows the average allelic 
peak height separated by color channel plotted against target mass with the 
standard deviation above. As expected, the average allelic peak height increases 
with target mass as does the standard deviation. In addition, the average allelic 
peak height begins to plateau as the template mass approaches 1.0 ng of DNA. 
The slopes between the average allelic peak heights with respect to target mass 
between 0.25 ng to 0.5 ng and 0.5 ng to 1.0 ng of DNA for samples injected for 
10 seconds changed from 4900 RFU/ng to 960 RFU/ ng, 6400 RFU/ng to 1400 
RFU/ng, 5400 RFU/ng to 1200 RFU/ng, and 4400 RFU/ng to 1900 RFU/ng for 
Figure 6: The average allele peak height plotted against the target mass for samples 
injected for ten seconds separated by color channel.  The standard deviation of the allele 
peak heights with target mass are plotted on separate y-axis above the average peak 
height plots. A) The blue channel, B) The green channel, C) The yellow channel and D) 
The red channel. 
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the blue, green, yellow and red channels respectively. The average signal due to 
PCR products in an electropherogram increased with respect to target mass, and 
the increase in average signal began to plateau as the target mass approached 
higher values. Since the average noise height with respect to target mass after 
0.063 ng follows a similar trend to the average allelic peak height with respect to 
target mass, this suggests that a portion of the baseline noise may be due to 
PCR products which cannot be characterized as known artifact.  
 It is also of interest to note that the average baseline noise for LT-DNA 
remains consistent up to approximately 0.063 ng with samples injected for 5 and 
10 seconds. These results support the idea that there may be two independent 
sources of baseline noise – instrumental noise and PCR noise (30). Therefore, 
as the template mass increases, the signal due to extraneous PCR products 
exceeds the noise produced by the instrument and adds to the average noise 
peak height. The point between consistent instrument noise and template 
dependent noise peak heights seems to near 0.063 ng in samples injected for 
five and ten seconds. Due to the saturation of the CCD, higher template samples 
were not included in the study and therefore the transition from consistent noise 
to template specific noise was not determined.   
 When the average peak height for masses with noise suspected to be 
entirely caused by instrumental noise is compared to the ATs determined by 
Rakay et al. (29) and Bregu et al. (30), the suspected instrumental noise is 
consistent with the ATs derived from negative amplification controls. The 
A B 
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similarity between the ATs and the average suspected instrumental noise 
indicates that an AT based on negative amplification control samples using the 
method described by Kaiser et al. (25) could be appropriate for samples where 
the noise is primarily due to the CE system. For samples amplified at target 
masses above that suspected to produce electropherograms containing only 
instrument noise, a magnitude dependent system may be useful.  
 
Section II: Time Dependence 
 To test the validity of the assumption that the baseline noise is randomly 
distributed throughout the electropherogram, the baseline noise from hundreds of 
samples were combined for each set of samples injected for different times. 
Figure 7 shows the baseline for all samples injected for 5 seconds separated by 
target mass and color channel. In Figure 7, the baseline noise increases with the 
two higher template masses, supporting the observations made above and by 
Bregu et al. (30). While there is an increase in baseline noise, there does not 
appear to be any specific regions that reproducibly exhibit higher noise.  
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Figure 7: The full baseline noise for all samples injected for five seconds. A) The blue 
channel, B) The green,C) The yellow and D) The red. Within each color channel the 
target masses decrease from top to bottom so that the top line contains samples 
amplifiied targeting 1.0 ng and the bottom represents samples amplified targeting 0.008 
ng of DNA. 
  
A 
B 
C 
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Figure 8: The full baseline noise for all samples injected for ten seconds. A) The blue 
channel, B) The green, C) The yellow and D) The red. Within each color channel plot the 
target masses decrease from top to bottom so that the top line contains samples 
amplifiied targeting 1.0 ng and the bottom represents samples amplified targeting 0.008 
ng of DNA. The arrows indicate areas of possible reproducible noise. 
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B 
C 
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Figure 9: The full baseline noise for all samples injected for 20 seconds. A) The blue 
channel, B) The green, C) The yellow and D) The red. Within each color channel plot the 
target masses decrease from top to bottom so that the top line contains samples 
amplifiied targeting 1.0 ng and the bottom represents samples amplified targeting 0.008 
ng of DNA. The arrows indicate areas of possible reproducible noise. 
 
D 
C 
B 
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 While Figures 8 and 9 also demonstrate that there is an increase in 
baseline noise with respect to target mass, three regions of reproducible increase 
in baseline noise were observed. The three regions, identified by the arrows in 
Figures 8 and 9, are in the 118 base position in green, 231 base position in 
yellow, and 106 base position in red color channels and are in the same position 
in both the samples injected for 10 and 20 seconds. It is believed that the 
increased peak heights in these regions may be due to non-specific amplified 
product and further research would be required to confirm this. Besides the three 
regions identified, the baseline noise does appear to be randomly situated 
throughout the electropherogram, indicating that the baseline noise is generally 
not time dependent. 
 It was also of interest to determine if the increase in noise and regions of 
reproducibility could be identified in the noise peaks falling within allelic bins. As 
such, the noise peaks that fell within the allelic bins were combined for samples 
injected for 5 seconds and 10 seconds and are shown in Figures 10 and 11 
respectively. In contrast to Figures 7 and 8, an increase in baseline noise with 
respect to the target mass is less evident, though there is a slight increase in the 
1.0 ng samples injected for 5 seconds. The trend is likely less apparent for the 
binned noise peaks for the samples injected for 10 seconds due to the smaller 
sample size at 1ng. 
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Figure 10: The binned baseline noise for all samples injected for five seconds. A) The 
blue channel, B) The green, C) The yellow and D) The red. Within each color channel 
plot the target masses decrease from top to bottom so that the top line contains samples 
amplifiied targeting 1.0 ng and the bottom represents samples amplified targeting 0.008 
ng of DNA. 
B 
A 
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Figure 11: The binned baseline noise for all samples injected for ten seconds. A) The 
blue channel, B) The green, C) The yellow and D) The red. Within each color channel 
plot the target masses decrease from top to bottom so that the top line contains samples 
amplifiied targeting 1.0 ng and the bottom represents samples amplified targeting 0.008 
ng of DNA. 
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Section III: Validation Sample Recommendations 
 Before any new method is implemented by a forensic laboratory, it is 
essential that a validation study be performed. In order for a validation study to 
be representative, the samples included should incorporate as much of the 
variation observed in DNA STR profiles as reasonably possible. To determine 
what sample preparation variation should be included into a validation study, the 
noise height distributions combining the four variants of the four laboratory 
alterations (i.e. kit lots, capillary lots, amplifications and injections) were 
compared. Figure 12 shows the combined distribution of the four kits is offset 
Figure 12: The distribution of the noise peak height of the four laboratory alterations. 
Each distribution contains the four variants within each laboratory variable. Light grey (○) 
and solid line are the amplification distribution, black (Δ) and dotted line are the injection 
distribution, dark grey (◊) and dashed and dotted line are the kit distribution, and medium 
(□) and dashed line are the capillary distribution. A) The blue channel, B) The green 
channel, C) The yellow channel, and D) The red channel. 
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from the combined distributions of the other sample preparation variables in the 
blue and green channels and the combined capillaries distribution is offset from 
the combined distributions of the other sample preparation variables in the yellow 
and red channels.  
The distributions of the individual kit lots were plotted with the combined 
distribution of the four kit variants as shown in Figure 13. While the combined 
and individual kit lots for the yellow and red channels have similar distributions, 
this is not the case in the blue and green channels. In the blue and green 
channels, the distributions of the individual kit lots are not similar and do not 
match the combined distribution of kit lots. This indicates that there is noise 
Figure 13: The combined distribution of the four kit variants and the distributions of the 
individual kit lots were plotted together seperated by color channel. The solid black line 
and (+)  represent the combined distributions. The grey lines and (○), (Δ), (□), and (◊) 
represent the distribution of individual kit lots. A) The blue channel, B) The green 
channel, C) The yellow channel and D) The red channel. 
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variation in the blue and green channels between the different kit lots. The 
difference in the means between the combined kit distributions from the rest of 
the sample preparation variables is approximately 2. It is suspected that the 
variation in the kit lot distributions is not observed in the yellow and red channels 
due to the variability in peak height caused by kit lots not exceeding the average 
noise peak height caused by the instrument, which is higher in the yellow and red 
channels than the blue and green as discussed in Section I. While these results 
indicate that there is variation between different kit lots with regards to the 
baseline noise, the degree of that variation is small. Since multiple kit lots 
represent a significant investment, the inclusion of different kit lots to evaluate 
noise into the validation sample set will depend on the sensitivity of the method 
being validated. 
In the yellow and red channels, the combined capillary lot distribution is 
also offset from the other combined sample preparation variable distributions. 
Graphs similar to those shown in Figure 13 were prepared, but did not show the 
variability between the different capillary lots as was demonstrated by the 
individual kit lots (data not shown). As such, it was concluded that the decrease 
in average peak height observed in the combined capillary distribution was not 
caused by variations between the capillaries. Rather, it is believed that the 
leftward shift of the combined capillary distribution is due to the capillary test 
samples representing an additional amplification which resulted in a lower 
average peak height in the yellow and red channels.  
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When shifts by the combined kit lot and combined capillary lot distributions 
are not considered, the combined amplification distribution and combined 
injection distributions show near perfect overlap. This suggests that there is 
approximately equal variance between different amplifications and the injections. 
It is suspected that the variation observed with the combined capillary curve may 
be due to variation between amplifications and multiple amplifications will mimic 
multiple injections, it is recommended that multiple amplifications be used to 
incorporate the variation caused by amplifications and injections. 
 
Section IV: Noise distribution and Impact on Probabilistic Analysis 
 If a probabilistic method is used to differentiate signal from noise, the 
general distribution of the baseline noise needs to be determined. Three pdfs 
were used to approximate the baseline noise distribution - Gaussian, log-normal, 
and Poisson. Figure 14 shows the distributions of the noise peak height at 
D8S1179 for the seven LT-DNA target masses analyzed in the original 413 
samples. It can be qualitatively observed that the Gaussian and log-normal fits 
approximate the empirical distribution well, but the Gaussian does not fit data to 
the right of the mean as well as the log-normal distribution. Similarly, the log-
normal and Poisson distributions approximate the right tail well, but Poisson fits 
the apex worse than log-normal. Both of these trends are observed in Figure 15, 
which shows the normalized distributions of four loci from different color channels 
for samples amplified targeting 0.047 ng. 
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Figure 14: The normalized frequency of the noise peak heights are shown by the bars. 
Three distributions were fit to the data and the residuals are plotted above each 
distribution on an additional axis. The (○), (□), and (Δ), represent the residuals for the 
Gaussian, log-normal, and Poisson distributions. The light grey solid line is the Gaussian 
distribution, the medium grey dashed line is the log-normal distribution and the dark grey 
dotted line is the Poisson distribution. A) 0.25 ng, B) 0.125 ng, C) 0.063 ng, D) 0.047 ng, 
E) 0.031, F) 0.016 ng and G) 0.008 ng of DNA. 
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Figure 15: The normalized frequency of the noise peak heights are shown by the bars. 
Three distributions were fit to the data and the residuals are plotted above each 
distribution on an additional axis. The (○), (□), and (Δ), represent the residuals for the 
Gaussian, log-normal, and Poisson distributions. The light grey solid line is the Gaussian 
distribution, the medium grey dashed line is the log-normal distribution and the dark grey 
dotted line is the Poisson distribution. A) locus D8S1179, B) locus D13S317, C) locus 
vWA and D) locus FGA. 
 To compare the quality of the three fits, the residuals squared were 
summed within a distribution. Across loci and target masses and is shown in 
Table 3. It is important to note that this measure was used as a metric of 
comparison. Based on this metric, the sum of the squared residuals of the 
Poisson distribution was almost an order of magnitude larger than that of the log-
normal distribution. This indicates that the Poisson distribution is a poor model of 
the baseline noise. While the sum of the squared residuals of the Gaussian and 
log-normal distributions were of the same order of magnitude, the Gaussian sum 
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is almost twice that of the log-normal distribution. While the significance of this 
difference was not tested, these results do indicate that of the three distributions 
tested, the log-normal distribution is the best for approximating the baseline 
noise, which is in agreement with the results of Bregu et al. (30). 
Distribution 
Model 
Sum of Squared 
Residuals 
Gaussian 0.659 
Log-normal 0.345 
Poisson 2.191 
 
Table 3: Squared residuals summed across loci and target mass for three model 
distribution of baseline noise peaks 
As a means to observe the impact the different distributions would make 
on the final probability of a DNA STR profile, the probabilities of the noise, allele 
and stutter peaks from three profiles not used in the creation of the distributions 
were calculated for each of the three models analyzed and are shown in Table 4. 
The probabilities determined by the three distributions are most pronounced for 
known allelic peaks, while the probabilities of true noise peaks being the result of 
noise are more similar. For the higher peak heights, the log-normal distribution 
also consistently estimated probabilities several orders of magnitude higher than 
either Gaussian or Poisson. These results demonstrate that the three 
distributions perform similarly for noise peaks, but not for higher peak heights 
such as allelic peaks, though the significance of the difference was not tested.  
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Allele Peak Height 567 618 521 882 369 484 
Gaussian 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 
Log-normal 7.65E-29 1.01E-29 3.90E-30 1.67E-36 1.16E-34 2.00E-32 
Poisson 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 
Stutter Peak Height 27 10 9 25 44 21 
Gaussian 4.35E-99 6.05E-09 3.13E-03 4.24E-34 2.78E-60 6.15E-10 
Log-normal 2.10E-09 1.28E-03 2.19E-02 8.20E-06 5.26E-09 2.54E-04 
Poisson 2.89E-17 7.67E-04 1.16E-02 7.58E-13 7.57E-20 2.71E-05 
Noise Peak Height 3 2 4 5 8 9 
Gaussian 3.65E-01 2.04E-01 2.29E-01 1.62E-01 1.64E-01 1.30E-01 
Log-normal 3.51E-01 2.28E-01 2.28E-01 1.40E-01 1.50E-01 1.16E-01 
Poisson 2.24E-01 2.18E-01 1.95E-01 1.58E-01 1.40E-01 1.24E-01 
Allele Peak Height 106 172 81 194 50 69 
Gaussian 0.00E+00 0.00E+00 0.00E+00 0.00E+00 1.50E-221 0.00E+00 
Log-normal 4.03E-23 1.89E-29 1.62E-17 3.44E-26 7.92E-10 4.19E-14 
Poisson 2.33E-123 2.54E-234 2.87E-86 6.26E-276 1.26E-37 3.81E-61 
Sutter Peak Height 6 13 16 5 8 26 
Gaussian 1.62E-02 5.18E-18 2.86E-36 1.58E-01 3.13E-03 7.34E-16 
Log-normal 4.90E-02 6.11E-05 8.15E-06 1.47E-01 2.36E-02 3.69E-05 
Poisson 4.44E-02 8.42E-06 4.41E-08 1.50E-01 2.23E-02 2.53E-08 
Noise Peak Height 2 1 3 4 6 7 
Gaussian 1.86E-01 1.06E-01 3.33E-01 2.64E-01 1.69E-01 1.71E-01 
Log-normal 2.01E-01 5.31E-02 3.41E-01 2.50E-01 1.75E-01 1.60E-01 
Poisson 2.33E-01 1.53E-01 2.23E-01 1.93E-01 1.55E-01 1.48E-01 
Allele Peak Height 50 42 28 18 30 53 
Gaussian 0.00E+00 4.05E-195 5.27E-19 8.59E-02 3.79E-17 3.66E-80 
Log-normal 1.93E-11 8.59E-11 2.33E-05 9.40E-02 6.72E-05 1.29E-08 
Poisson 7.73E-43 4.13E-34 5.54E-10 1.10E-01 5.98E-11 3.61E-28 
Stutter Peak Height 5 5 5 5   
Gaussian 4.27E-02 1.47E-01 1.70E-01 1.77E-01   
Log-normal 8.39E-02 1.44E-01 1.46E-01 1.59E-01   
Poisson 9.90E-02 8.95E-02 1.57E-01 1.58E-01   
Noise Peak Height 3 2 10 6 5 4 
Gaussian 3.31E-01 1.54E-01 7.28E-02 1.14E-01 1.04E-01 8.32E-02 
Log-normal 2.99E-01 1.64E-01 7.45E-02 1.30E-01 1.23E-01 8.70E-02 
Poisson 2.24E-01 2.36E-01 6.20E-02 1.37E-01 1.31E-01 8.53E-02 
Table 4: Probability of sample peaks from various loci within three profiles according to 
three model distributions. 0.00E+00 represents a value less than 2.2251E-308.  Medium 
grey, light grey and white shaded peak heights represent the samples amplified for 0.25, 
0.031, and 0.008 ng of DNA respectively.  
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 Table 4 further shows that the allelic noise peaks were correctly given a 
low probability of being the result of noise as were the two higher template stutter 
peaks. The stutter peaks present in the sample amplified 0.008 ng show similar 
probabilities of being noise as the known noise peaks, indicating that at very low 
DNA masses, the stutter becomes nearly indistinguishable from noise when 
present. Further testing is required to fully develop and validate a probabilistic 
allele distinguishing method. These results suggest that an allelic peak is unlikely 
to be confused with a noise peak even with samples from one cell’s worth of 
amplified DNA. 
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Conclusion 
 With the advent of DNA STR testing using a single cell’s worth of DNA, 
the ability to discern allelic signal from noise has become essential. The 
traditional method to distinguish allelic signal from noise is to apply an analytical 
threshold across an entire profile. While variation exists as to how the threshold 
is derived, methods tend to follow either the Kaiser method or the Upper Limit 
Approach discussed by Mocak et al. (28). Since DNA containing samples are 
used to estimate the signal when no DNA is amplified, careful consideration 
should be given when determining the range of masses used to determine an 
AT. Near-zero, LT-DNA samples need to be included in order to minimize the 
variance associated with the y-intercept. Additionally, it is not recommended that 
a single threshold be applied to both optimal and LT-DNA samples due to the 
change in average noise peak height with respect to the template mass.  
 In order to apply more sophisticated methods for differentiating allelic 
signal from noise, a better understanding of the characteristics of noise is 
required. The results discussed above support the hypothesis that there are two 
general sources of noise – instrumental and amplification noise. The effects of 
the two separate sources of noise can be seen in the consistency of the average 
noise height up until approximately 0.063 ng of DNA and the increase in noise 
height as the template mass increases above that point. Furthermore, the 
baseline noise, in general, does not appear to be dependent upon the position 
within the electropherogram. However, as injection time increases, areas of 
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reproducibly higher noise peak height have been observed. It is suspected the 
increase in noise height at these particular regions is due to the detection of non-
specific amplified product.   
 Before an analysis method is implemented, it must first be validated by the 
laboratory. When validating a method to distinguish allelic signal from noise, the 
samples used should represent the full variation in noise peak heights observed 
in typical DNA STR profiles. To do so, it is recommended that multiple 
amplifications of the samples be included. In addition, particularly sensitive 
methods should utilize multiple kit lots when preparing the samples since the 
average noise peak height between kits may vary by several RFU. Since the ATs 
determined in this study differ from those discussed in the literature (31), it is also 
suggested that an AT be determine for each type of kit used. 
Finally, since the baseline noise does appear to vary with respect to the target 
mass, the use of a probabilistic method of analyzing noise peaks may be more 
appropriate. The distributions of noise peak heights when separated by target 
mass and locus are best approximated by the log-normal distribution between 
the three distributions tested. While the Gaussian distribution does not 
approximate right-tail of the noise peak height distribution as well, the probability 
that a peak is noise is similar between the Gaussian and log-normal. Therefore, 
Gaussian may be an adequate approximation, though further research on how 
the different distributions impact the probability associated with a complete STR 
profile may be required.
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