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Abstrak 
Ujian omnibus teguh yang boleh didapati secara meluas biasanya digunakan sebagai 
alternatif kepada Analisis Varians (ANOVA) klasik apabila andaian tidak dipenuhi. 
Seperti ANOVA, setiap ujian omnibus memerlukan prosedur post hoc (perbandingan 
pasangan berganda) apabila ujian didapati signifikan. Walau bagaimanapun, kajian 
terhadap prosedur post hoc untuk ujian omnibus teguh yang sedia ada kurang diberi 
perhatian. Kebanyakan ujian omnibus teguh dibiarkan tanpa prosedur post hoc dan 
ujian sebegini dianggap tidak lengkap. Dalam kajian ini, kami telah mengambil 
inisiatif untuk membangunkan prosedur post hoc yang dikenali sebagai Kaedah-P 
untuk HQ dan HQ1, iaitu dua penganggar teguh priori yang digunakan dalam 
menguji kesamaan kumpulan. Selain daripada dua penganggar teguh tersebut, kajian 
ini juga mengkaji keberkesanan min klasik menggunakan Kaedah-P. Kaedah-P 
adalah kaedah yang berasaskan bootstrap. Masing-masing ditandakan sebagai P-HQ, 
P-HQ1 dan P-Min, program komputer untuk prosedur tersebut telah dibangunkan 
dan keberkesanannya dalam mengawal ralat Jenis I (keteguhan) telah dinilai. Satu 
kajian simulasi telah dijalankan untuk mengkaji kekuatan dan kelemahan prosedur. 
Bagi tujuan tersebut, lima pembolehubah telah dimanipulasikan untuk mewujudkan 
pelbagai keadaan yang sering berlaku dalam kehidupan sebenar. Pembolehubah 
tersebut adalah bentuk taburan, bilangan kumpulan, saiz sampel, tahap kepelbagaian 
varians dan pasangan saiz sampel dan varians. Sebanyak 2000 set data telah 
disimulasi menggunakan pakej SAS/IML Versi 9.2. Kriteria teguh liberal Bradley 
telah digunakan sebagai penanda aras keteguhan setiap prosedur. Akhir sekali, 
kaedah yang dicadangkan (P-HQ dan P-HQ1) dan P-Min dibandingkan dengan 
kaedah LSD-Bonferroni Correction yang sedia ada. Hasil kajian mendapati P-HQ 
dan P-HQ1 berkesan mengawal ralat Jenis I dan dengan itu boleh digunakan sebagai 
prosedur post hoc untuk ujian omnibus yang didapati signifikan membabitkan 
penganggar HQ dan HQ1. Di samping itu, kajian ini juga mendapati bahawa P-Min 
adalah teguh walaupun di bawah pelanggaran yang teruk. Kajian ini secara 
keseluruhannya berjaya menghasilkan ujian post hoc yang boleh percaya untuk 
penganggar HQ dan HQ1. 
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Abstract 
Robust omnibus tests which are widely available are commonly used as alternatives 
to the classical Analysis of Variance (ANOVA) when the assumptions are violated. 
Like ANOVA, each of these omnibus tests needs a post hoc (pairwise multiple 
comparison) procedure when the test turns out to be significant. However, works on 
post hoc procedures for the existing robust omnibus tests are not given much 
attention. Most of the robust omnibus tests are left without the post hoc procedures 
and the tests are deemed incomplete. In this study, we have taken the initiative to 
develop the post hoc test known as P-Method for HQ and HQ1, the two robust 
estimators priori used in testing the equality of groups. Apart from the two robust 
estimators, this study also looked into the effectiveness of the classical mean using 
P-Method. P-Method is a bootstrap based method. Respectively denoted as P-HQ, 
P-HQ1 and P-Mean, computer programs for the procedures were developed and their 
effectiveness in controlling Type I error (robustness) was evaluated. A simulation 
study was conducted to investigate on the strength and weakness of the procedures. 
For such, five variables were manipulated to create various conditions that often 
occur in real life. These variables are the shape of the distributions, number of 
groups, sample sizes, degree of variance heterogeneity and pairing of sample sizes 
and variances. A total of 2000 datasets were simulated using SAS/IML Version 9.2. 
Bradley’s liberal criterion of robustness was adopted to benchmark each procedure. 
Finally, the proposed methods (P-HQ and P-HQ1) and P-Mean were compared with 
the existing LSD-Bonferroni correction. The finding revealed that P-HQ and P-HQ1 
could effectively control Type I error and thus could be used as the post hoc 
procedure for significant omnibus test using HQ and HQ1 estimators. In addition, 
this study also observed that P-Mean is robust even under severe violation of 
assumptions.  In general, this study managed to develop a reliable post hoc test for 
HQ dan HQ1 estimators. 
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When group means are compared, then the null hypothesis of equality (or 
homogeneity) is rejected, at this point there is no equality among them, but we have 
no idea about the form of the inequality. Usually, we undertake an analysis 
thoroughly of the nature of the difference. For example which group mean(s) differ 
from the others or does mean of group 1 differ from that of group 2? Thus, multiple 
pairwise comparison procedure (MCP) is needed to answer these queries.  Cause of 
rejection of the null hypothesis will be investigated by the MCPs. There are several 
powerful MCPs that we can use after observing experimental results. Since each 
MCP has its strengths and weaknesses, it is advisable to make comparison among the 
MCPs and choose the MCP which can control Type I error, as well as to maximize 
power. The most widely used MCPs and can be found in major statistical packages 
are procedures such as Least Significant Difference (LSD), Scheffé, Tukey, and 
Bonferroni. However, the procedures are adversely affected by nonnormality, 
particularly when variances are heterogenous and group sizes are unequal 
(Keselman, Cribbie & Wilcox, 2002). Under these conditions, the rate of Type I 
error will increase, and cause spurious rejections of null hypothesis, and power is 
reduced, resulting in the test effects going undetected. Actual Type I error can 
exceed or below the nominal level when the sample sizes are twenty or smaller and 
power might be relatively low when the Type I error is well below the nominal level 
(Wilcox, 2001). 
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