The fuzzy intersection rule for Fréchet normal cones in Asplund spaces was established by Mordukhovich and the author using the extremal principle, which appears more convenient to apply in some applications. In this paper, we present a complete discussion of this rule in various aspects. We show that the fuzzy intersection rule is another characterization of the Asplund property of the space. Various applications are considered as well. In particular, a complete set of fuzzy calculus rules for general lower semicontinuous functions are established.
Introduction
It is well known that variational analysis has been evolving quickly in the past few decades and has become a powerful tool in many fields of mathematics that include optimization, optimal control, sensitivity analysis, mathematical economics, etc. During the course, basic principles such as the variational principle, the extremal principle, and the fuzzy calculus play an essential role. The readers are referred to the books [1, 6, 7, 16] for a complete exposition of the material and references therein.
Among these three basic results, the extremal principle and the fuzzy calculus are in particular directly related to Asplund spaces, which are Banach spaces that every continuous convex function on the spaces is generically Fréchet differentiable within its domain. Both principles turn out to be characterizations of the Asplund property of the space. It is clear now that Asplund space is especially appropriate for the study of Fréchet-like constructions, as defined in the next section, that include Fréchet normal cones, Fréchet subdifferentials, etc.
The fuzzy intersection rule for Fréchet normal cones is introduced in [11] [12] [13] and is applied to establish calculus rules for the corresponding limiting constructions and sequential normal compactness conditions, where otherwise the extremal principle could have been employed. It appears that this rule is more convenient to apply in these applications.
In this paper, we present a complete discussion of various aspects of this rule. First, we derive a more symmetric form of the rule, and then we prove that the rule is yet another characterization of the Asplund property, which implies that it is actually equivalent to the extremal principle. Finally, we consider some applications in addition to those in [11] [12] [13] . In particular, we derive fuzzy calculus of Fréchet constructions for functions/set-valued mappings under quite general settings. These rules require no qualification condition, which are expected to be more convenient in applications.
The paper is organized as follows. In Section 2, we collect the results directly related to the fuzzy intersection rule. Some applications to generalized differential calculus and sequential normal compactness are also discussed in this section. In Section 3, we establish a complete set of fuzzy calculus rules for Fréchet constructions that includes an inverse image rule, a sum rule and a chain rule for coderivatives. The notations in this paper are standard as in [6, 7] . We will repeat the important ones when we use them in the paper.
The fuzzy intersection rule
In this section, we discuss the details of the fuzzy intersection rule, which is first introduced by Mordukhovich and the author in [11] , and is proved in [12] . We start with the definition of the ε-Fréchet normal coneN ε (x; Ω):
where X is a Banach space with its dual X * and the unit ball B X , Ω is a closed subset of X withx ∈ Ω, ε 0, and x Ω − →x means x →x with x ∈ Ω. When ε = 0, the ε-Fréchet normal cone is reduced to the Fréchet normal cone and is denoted byN(x; Ω) for simplicity. It appears in Asplund spaces that the Fréchet normal cone is sufficient to establish/define the limiting constructions/conditions (for instance, basic normal cones, sequential normal compactness, etc.) and therefore we restrict ourselves in this case in this paper. The readers are referred to Mordukhovich's books [6, 7] for more information about this construction and the Fréchet subdifferentials, coderivatives we use later in this paper. Now we introduce the fuzzy intersection rule. In the aforementioned papers, only form (a) below is established, which is sufficient in applications while lacking of the symmetry. Here we add a new formulation (b), which is equivalent to (a) and presents the symmetry. 
Moreover, (a) and (b) are equivalent.
Proof. Part (a) is proved in [12] based on the extremal principle in [6] [7] [8] . Here is a sketch. First we construct two sets
Then it can be verified that (x, 0) is a local extremal point of the set system {Λ 1 , Λ 2 }. Next apply the extremal principle. Then the final result follows after a delicate analysis of the results from the extremal principle taking into account the assumptions. It should be noted that in the procedure we used [9, Corollary 2.8].
To complete the proof, let us show that (a) and (b) are equivalent. In fact, if
respectively. To show the opposite, we consider three cases:
It should be mentioned that there is a similar result regarding the Fréchet normal cones of sets intersections in [10, Corollary 3.9] , where a fuzzy qualification condition is used. We can show that these two results are in fact equivalent.
The fuzzy intersection rule has become a convenient tool to derive calculus rules from the time it is introduced. For instance, it is rather straightforward using it to derive the intersection rule of basic normal cones and sequential normal compactness, which are basic results in [12, 13] 
Here N(x; Ω) is the basic normal cone defined as
and Ω is sequentially normally compact atx means that for any
. This result appears earlier in [9] and is generalized with help of the fuzzy intersection rule in [12] . In contrast to the intersection rule provided in this corollary, the generalization could derive a full set of calculus rules for limiting constructions [12] .
For the calculus of sequential normal compactness, we collect a special case of the intersection rule in [13] here. This rule is essential to derive compactness conditions of level sets that are important to optimization problems (see [13, 14] for details). However, to derive other calculus rules, we need the full version of this result (see [13] 
As demonstrated in [12, 13] , we can derive powerful results using the fuzzy intersection rule where otherwise we might need to use the extremal principle directly (it is, in comparison, complicated and tricky to apply). On the other hand, the fuzzy intersection rule is derived from the extremal principle and therefore it is important to address the question that whether the new rule is weaker or not. In the following, we show that it actually is equivalent to the extremal principle. To do so, we prove that it implies the Asplund property of the space.
To proceed, we need to use the Fréchet subdifferential∂ϕ(x) of an extended real-valued function ϕ : X → (−∞, ∞] atx in its domain dom ϕ, which is defined aŝ
where x ϕ − →x means that x →x with ϕ(x) → ϕ(x). This subdifferential reduces to the classic subdifferential of convex functions when ϕ is convex.∂ϕ(x) could also be equivalently defined using Fréchet normal cones [5] :
where epi ϕ := {(x, r) ∈ X × R | r ϕ(x)} is the epi-graph of the function. We should mention that the function ϕ is Fréchet differentiable atx if and only if both∂ϕ(x) and∂(−ϕ)(x) are nonempty.
Theorem 2.4. If the fuzzy intersection rule holds for any two closed subsets with nonempty intersections in a Banach space X, then X is an Asplund space.
Proof. First we write X as X 1 × R, where X 1 is a closed subspace of X with codimension one (i.e., a hyperplane). We use the equivalent norm (x, r) = x + |r| on X in this proof. In this case, the corresponding norm on X * = X * 1 × R is given by (x * , r * ) = max{ x * , |r * |}. Let ϕ : X 1 → R be a convex function which is continuous around x 0 . Let us show that ϕ is generically Fréchet differentiable around x 0 . Let Ω 1 := epi(−ϕ) and
.
Clearly r * 1 0. Let us show that r * 1 = 0. To the contrary, assume r * 1 = 0. Since ϕ is Lipschitz around x 0 , it follows that x * 1 = 0. Therefore λ > 1 − ε, which contradicts to the second inequality above when ε is small since r * 2 0. So r * 1 < 0. It is also easy to check that r 1 = ϕ(x 1 ) since ϕ is continuous around x 0 . Then we have that −x * 1 /r * 1 ∈∂(−ϕ)(x 1 ). It follows that ϕ is differentiable at x 1 since∂ϕ(x 1 ) = ∅ due to the convexity of ϕ. Consequently, ϕ is generically Fréchet differentiable in its domain and then X 1 is an Asplund space, so is X 1 × R = X. 2 Remark 2.5. Using the similar constructions, we can show that Corollaries 2.2 and 2.3 also imply the Asplund property. These results are not very hard to prove but seem new. The details are in [17] . Remark 2.6. Since the extremal principle is equivalent to other basic principles in variational analysis that include the fuzzy calculus, the variational principle, etc., we now have that the fuzzy intersection rule is also equivalent to these results. The readers are referred to [18] for more discussions about these equivalences.
Applications to the fuzzy calculus
The fuzzy calculus of Fréchet subdifferentials/coderivatives ([2-4,10], etc.) is one of the foundations to variational analysis which, in particular, provides the backbone for limiting constructions. Under such point of view, the fuzzy intersection rule seems to fit in this category as a geometric version. However, those analytic results usually require some compactness conditions or qualification conditions on some of the mappings/functions. Here in this section, we use the fuzzy intersection rule to develop analogous results without such restrictions. We also demonstrate again in this section the convenience of the fuzzy intersection rule in deriving rather complicated results.
The first result involves the Fréchet normal cone of the inverse images of sets in Asplund spaces. There is a version of this result in general Banach spaces where we require more restrictions on the mapping, i.e., restrictive metric regularity and strict differentiability, see [15] for details. To proceed, we recall the concept of the coderivativeD * F (x,ȳ) : Y * → X * for a set-valued mapping F : X ⇒ Y at the point (x,ȳ) ∈ gph F : 
Then (x,ȳ) ∈ Ω 1 ∩ Ω 2 and one can check that
The result follows by applying the fuzzy intersection rule to these two sets. 2 Remark 3.2. When F is a single-valued function ϕ from X to the extended real line (−∞, ∞], we could use this theorem to compute the normal cone of the level sets of the following types:
where a is a constant. These results are especially important to applications in optimizations.
Next, we establish a fuzzy sum rule for coderivatives.
Theorem 3.3. Let F i : X ⇒ Y be set-valued mappings between Asplund spaces with
Proof. Construct the sets
By the definition of coderivative, one can check that
By the fuzzy intersection rule, for a given ε > 0, there exist (x i , y i ) that satisfy the conditions in the theorem and
, and
which imply the conclusion of the theorem. 2
For the case of single-valued real functions, the sum rule reduces to the following result. Note that here we only assume the functions are lower semi-continuous (l.s.c.). Proof. The result follows by applying Theorem 3.3 to the mappings E ϕ i : X ⇒ R that satisfy gph E ϕ i = epi ϕ i (i = 1, 2). 2 Remark 3.5. If we assume in Corollary 3.4 that one of the functions ϕ 1 , ϕ 2 is locally Lipschitz aroundx, then we could deduce that λ is close to 1. By re-scaling we could put λ = 1. Then the result reduces to the celebrated results of Ioffe and Fabian ([3, 4] , etc.).
At the end of the discussion, we present a fuzzy chain rule of set-valued mappings. Proof. Let
Then (x,ȳ,z) ∈ Ω 1 ∩ Ω 2 . It also can be checked that (x * , 0, −z * ) ∈N (x,ȳ,z); Ω 1 ∩ Ω 2 .
Then we can get the result by applying the fuzzy intersection rule to Ω 1 , Ω 2 . 2
