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The relationship between the boundedness and asymptotic behavior of 
the solutions of the nonhomogeneous system 
3 = 4tly + PC4 (1) 
on the one hand and corresponding properties of the associated homogeneous 
system 
2 = A(t)x (2) 
on the other, has been the object of recurring interest of differential equa- 
tionists since the appearance of Perron’s classic paper of 1930 [l]. 
The central problem treated by Perron may be stated in the following 
way: what conditions imposed on the solutions of (2) are necessary and sufficient 
to ensure the boundedness, for every bounded p(t), of one OY more of the solutions 
of (1) ? This problem, as well as various refinements of it, has received intensive 
and extensive treatment by several investigators during the period from 1930 
to the present [2-171. There are two salient distinguishing characteristics of 
the work cited. First of all, with the exception of Perron himself, Massera 
and Schaffer [8-l l] and Schaffer [12-161 are the only ones who have not 
restricted (2) by the assumption that all its solutions be bounded. Secondly, 
Bellman [5] is the only investigator who has succeeded in obtaining conditions 
for the boundedness of solutions of (1) which prove to be necessary and 
suficient in absence of restrictions on A(t) which go beyond the minimal 
*This work was supported in part by the United States Atomic Energy Commission. 
Reproduction in whole or in part is permitted for any purpose of the U.S. Government. 
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requirements for the nonlocal existence of solutions of (1) and (2). (Cf. [17], 
Theorem A.) In most instances, A(t) is assumed to be bounded for all values 
of the independent variable, t, although Massera and Schaffer utilize a 
somewhat less stringent hypothesis. In [17], I pointed out that restrictions 
on A(t) of the type just discussed constitute sufficient conditions for the 
uniformity, in a certain sense, of the boundedness of the solutions of (1) 
when all solutions of (2) are bounded. 
In this paper, conditions will be obtained which are both necessary and 
sufficient for the existence of at least one bounded solution of (1) for every 
bounded p(t). Since no restrictions will be imposed on 4(t) other than those 
minimally essential to assure existence of solutions our conditions are in the 
spirit of those derived by Bellman and, in fact, subsume them. At the same 
time, our conditions imply some derived, at the expense of additional restric- 
tion of A(t), by Massera and Schaffer, thereby permitting generalization of 
some of their results. Our results permit the drawing of a precise analogy 
between the known results ([17], Theorems A-D) for the case in which all 
solutions of (2) are bounded and those in the case in which such boundedness 
is not assumed. In particular, the uniformity mentioned above plays the 
same role in both cases. In establishing our results, we shall use fundamental 
theorems proved by Massera and Schaffer in [S], to be quoted henceforth 
as I. The proof of the central theorem (Theorem 1) is essentially finite 
dimensional in character and, in consequence, does not extend readily to 
the infinite dimensional context which forms the setting for the work of 
Massera and Schaffer. 
MATHEMATICAL PRELIMINARIES 
We shall denote by J(t,) the real right half-line {t / t, < t} and use the 
abbreviation J for J(O). Let A(t), p(t) b e, respectively, an n x n matrix and an 
n-vector with real elements defined on J in such a way that the existence on 
all of J of solutions (in the sense of Caratheodory) for the system 
9 = WY + P(t) (1) 
and for the system 
2 = A(t)% (2) 
is assured. In particular, we assume that the elements of A(t), p(t) are Lebesgue 
integrable on finite subintervals of J. 
We shall be interested in vector functions p(t) on J to Rn (n-dimensional 
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real Euclidean space) which are elements of one of the following Banach 
spaces (cf. I): 
L” : space of essentially bounded functions, normed by 
If L = =sJsup IlfW II; 
C : space of bounded continuous functions, normed by 
If I = “YP Mt) II; 
c, : space of continuous functions for which ‘,i~f(t) = 0, 
normed by If I = SOP IIf(t) II3 
where II- // denotes the Euclidean norm in Rn. Each of the spaces in this list 
is a subspace of the one preceding it in the list. 
A solution of (1) corresponding to a given p E B, where B is one of the 
spaces L”, C, C, , will be denoted by y(t; t, , y,, , p). Our notation implies 
that y(tO ; t, , y,, , p) = y,, . Similarly, a solution of (2) will be denoted by 
x(t; t, , x0). We shall find it convenient frequently to denote x(t; 0, x,,) simply 
by x(t) and to denote y(t; 0, y. , p) simply by y(t). A solution x(t) of (2) 
(y(t) of (1)) will be called bounded if I x I -< co (I y I < co). Let X,, C R” 
denote the set of points x,, E Rn for which supJ j/ x(t; 0, x0)11 < co. Then X,, is 
a subspace of R” and we denote its (direct) complement by X1 . Projections 
Pi , i = 0, 1, may then be defined by 
PiRn=Xi, i=O,l, 
so that P,, + PI = 1.’ 
We denote by U(t) that fundamental matrix of solutions of (2) for which 
U(0) = I. Suppose that for some 6 E X,, , ft = U(t)[; then 
which determines P,(t) = U(t)P,,U-l(t) as a projection of R” on U(t)X,, . In 
a similar way, PI(t) = U(t)P,U-l(t) is a projection of Rn on U(t)Xl and 
P,(t) + PI(t) = I. Thus each solution, x(t; t, , x,,), of (1) may be written as 
x(t; t, ) x0) = u(t)P,U-yt,)x, + u(t)P,U-yt,)x,. (3) 
Where convenience or necessity dictate, we shall use either the operator 
norm for a matrix B, and denote this norm by (B), or the Euclidean norm, 
denoted by jl B 11. For the proofs of the following lemmas and subsequent 
1 We shall consistently ignore the distinction between a linear transformation on 
R" and the matrix which represents it since we assume a fixed basis for R" throughout 
the paper. 
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theorems, the following easily established relations between these norms 
should be noted: 
II A II2 < n<e2 < nil A I12. 
In the statement of our principal results, we shall impose various kinds of 
bounds on the matrices U(t)P,U-I(T), i = 1, 2. These conditions, which are 
most closely related to those obtained by Bellman [5] in the case X, = {0}, 
have certain relationships to those utilized by Massera and Schaffer in I. 
For purposes of later comparison we list the pertinent conditions next and 
prove Lemma 1 which contains the statement of the aforementioned 
relationships. 
(4 ~~~~~~,~~~~I/~(~)II~~II~(~)II,~~~~~; 
(a’) ~N’>O~~,EX~~IIX(~)//~N’IIX(T)~~,~~~~O; 
(b) 3 h > 0 3 II p,(t) II < h, t > 0; 
(b’) 3 h > 0 3 I] Pi(t) /I < h, t > 0; 
(c) 3 s, v > 0 3 x0 E x0 =2- 11 x(t) I/ < Sf?-“(t-t@) 11 x(t,) /I) t > to > 0; 
(c’) 3 S’, v’ > 0 3 x0 E Xl =+- 11 x(t) 11 > S’ev’(t-to) I/ x(to) /I, t > to 3 0; 
(4 3~>O~lIU(t)~,U-1(~)l/~~,t~~~0; 
(d’) 3 Q’ > 0 3 // U(T) Z’i U-l(t) j/ <Q’, t > T 3 0; 
(e) 3 M > 0 3 It /I U(t)I’oU-l(T) 11 dT < M, t > 0; 
0 
(e’) 3 M’ > 0 3 Jrn // U(t)P,U-l(T) 11 dT ,( M’, t > 0; 
(f) 3 T, a > 0 3 1; U(t)P,U-l(7) (I < TP(~-~), t > 7 > 0; 
(f’) 3 T’, a’ > 0 3 II U(T)E’,U-l(t) /I < T’e-a’(t-T), t > 7 > 0. 
LEMMA 1. (4 (4 + (4 -3 (f) - (b) + (4; 
(ii) (d’) + (e’) o (f’) o (b’) + (c’); 
(iii) (a) + (b) 0 (4; 
(iv) (a’) + (b’) o (d’). 
An obvious corollary of Lemma 1 which we shall have occasion to cite later is 
LEMMA 2. (b) + (b’) + (cl + (4 -(f) + (f’) - (4 + (0 + (e) + (e’). 
For the proof of Lemma 1, we note that (f) * (b) and (f’) => (b’) are trivial. 
To see that (f) 5 (c), we observe that for x0 E X0 , x(t) = U(t)PoU-l(t,)x(t,) 
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from which the conclusion follows by an obvious estimate. A similar argument 
establishes (f’) + (c’). To see that (b) + (c) + (f), note first that for every 
t, E J and E E Rn, x(t) = U(t)P,,U-l(t,)[ is a bounded solution of (2); hence, 
from which we obtain 
( U( t)Po u-y to)> < hSe-“(t-to), t > t, 20. 
From this last inequality (f) f o 11 ows with 01 = Y, T = 1/GhS. A similar proof 
establishes (b’) f (c’) * (f’). The proofs of (iii), (iv) are now evident. 
That (f) 3 (d) + (e) and (f’) =+ (d’) + (e’) follows by substitution. For 
(d) + (e) + (f), we find first of all that 
(t ~ to) 11 U(t)f’,U-‘(to) I/ = ,I /I0 U(t)P,U-l(T) . U(+‘,,U-l(to) dT ~~ < MQ, 
From this there follows 
t > t, 3 0. 
= /! J;” U(t)P,U-l(T) . (T - to)U(~)PoU-l(to) dT /I < M2Q, t > to > 0. 
An inductive proof based on this line of argument (cf. [18, p. 161) leads to 
(t ;,to)n 11 U(t)P,U-‘(to) 11 < MnQ, t > to > 0, n = 0, 1, 2, . . . . 
Now if we let 01 be a number satisfying 0 < 01 < M-l, we find 
em(+J II U(t)P,U-l(t,) 11 = f$a”(t i to)” II U(t)P,U-l(t,) /j 
?8=0 
< $Q(aM) 
It=0 
< Q(l - aM)-l 
for t > to > 0, from which (f) follows with T = Q(l - aM)-l. We follow 
a similar line of argument in proving (d’) + (e’) 3 (f’). First we find that 
(t - to) II u(toY’,U-l(t) II = 1~ ?‘:, u(to)p,U-W * W)Pl Wt) dT 11 
< 1M’Q’, t > to 20. 
40913-T 
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= 11 jl, U(to)PIU-l(T) * (t - T)U(T)Plu-yt) dT / < Q’(M’)2, t > to > 0. 
Again, an inductive argument leads to 
ct ;,to)n 11 U(t,)P,U-l(t) [/ < p(M’)“, t > to > 0, n = 0, 1, 2, ..( 
which in turn permits the conclusion 
e”“t-to’ 11 U(t,)l;U-l(t) 11 < Q’(1 - OI’M’)-1, t 3 4) 2 0, 
where 0~’ satisfies 0 < 01’ < (M’)-l. We may now conclude (f’) by taking 
T’ = Q’(1 - a’M’)-l. This completes the proof of Lemma 1. 
For the proofs of subsequent theorems we require two main theorems from 
I which we state here for reference. 
THEOREM A (I, Theorem 4.1). There exists a scalur function D(t) >- 0 
such that every bounded solution of (2) satis$es 
for all to E J. 
I x I ,< WON x(to)ll 
THEOREM B (I, Theorem 4.2, Corollary 4.2). If B is any one of the spaces 
L”, C, Co and if for every p E B, (1) h as at least one bounded solution then 
there exists K > 0 such that for every p E B, (1) has a bounded solution, y(t), 
satisfying I Y I < KI P Ig 2 and this solution is uniquely determined by choosing 
y. E XI . Moreover, every bounded solution of (1) satisjies 
I Y I < CMI P I, + II Y(toIl) 
for all to E J, where C(t,) = max{D(t,), K(l + II(t, 
RESULTS ON BOUNDEDNESS 
The fundamental result of this section (and of the paper) is 
THEOREM 1. In order that (1) have at least one bounded solution for every 
p E Co , it is necessary and suficient that conditions (e) and (e’) be satisfied. 
a Here I . 1; denotes the appropriate one of I * I or I I, . 
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The proof of the sufficiency of the conditions is easy, using an estimate of 
the solution of (1) given by 
y(t) = jt u(t)P,U-yT)p(T) dT - jl" u(t)PIU-yT)p(T) dT. (4) 
0 
For the necessity, let us denote by H(t, to) the Heaviside function defined by 
qt, to) = A9 : ; ; I, 0 
and then put y(t, to) = 1 - H(t, to). Then for p E L” defined by3 
P(t) = Q-(to 7 4 PO) II uicto, t, PO) II yP9 to) 
where ui(to , t, PO) is the ith row of U(t,)P,U-l(t) and the superscript T 
denotes the transposed vector, we find 1 p lm = 1. With this p, the solution 
of (1) given by (4) is bounded since the second term vanishes for t > to and 
the first term is a bounded solution of (2). Moreover, 
Yo = -p1 1 j; u-'(T) P(T) dT 1 E xl; 
hence, by Theorem B, 1 y 1 < K. In particular, the modulus of the ith 
component of y(t) is bounded by K which implies 
s T,Po)lIdT<K (5) 
and this last inequality clearly holds for all to E / and each i = 1, . . . . n. The 
condition (e) is then an immediate consequence of (5), with 1M = nK. 
Now let to , t, satisfy 0 < to < t, and define p E L” by 
where ((t, tl) = [l - H(t, tl)] * H(t, to) and ui(to , t, PI) denotes the ith row 
of U(to)P,U-l(t). ilgain Ip Im = 1 and, by virtue of an argument similar 
to the preceding one, y(t) as given by (4) is a bounded solution of (1) with 
y. = -Pl{Ji: U-UP A} E X1 . Then by Theorem B, we have 
/I j;’ u(t)p,U-l(T)p(T) dT )I < K, 0 < t < to 
3 It is sufficient to carry out the proof for p c Lm by virtue of I, Corollaries 4.5,4.6. 
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In particular, 
forallt,>t,>Oandeachi=l,..., n. From this, (e’) follows with M’ = nK. 
THEOREM 2. In order that condition (e) be satisjed it is necessary that there 
exist L(t) > 0 and v > 0 such that every bounded solution of (2) satisfies 
II x(t) II < L(t,) e-“+t0) 1~ x(h) Ii, t 3 t, , 
for all t, E J. 
To prove this, in (4) we put p(t) = H(t, &,)x(t) where x(t) is a bounded 
solution of (2); then 
t 
Y(t) = 
U(t)PoW1(7)x(~) dT = (t - t,,)x(t), t b t, 
to 
7 t < t, 
is a solution of (1). But by Theorem A and (e), 
II y(t) II = (t - to) II x(t) II < MWt,) II 4to) IIs t > t,. 
Now let p(t) = H(t, t,,)(t - t,,)x(t) in (4); then by the preceding results and 
Theorem A and (e),. 
(t - 4d2 
2! II x(t) II G M2WkJ II x(h) II, t 2 4l . 
By an inductive argument exactly like that of Lemma 1 we conclude 
I( x(t) I/ < (1 ~ vM)-lD(t,) e-Y(t-to) 11 x(tO) /I, t > t, >, 0, 
from which the theorem follows with L(t,) = (1 - vM)-lD(t,), where 
0 < v < M-l. 
Remark I. Theorem 5.3 of I is now an immediate consequence, in the 
finite dimensional case, of Theorems 1 and 2. However, a counterexample to 
a converse of Theorem 2 is provided by Example 5.3 of I, which then permits 
the assertion that, in the finite dimensional case, Theorem 1 is a generalization 
of Theorem 5.3 of I. 
Remark 2. If X, = {0}, then condition (e’) is satisfied vacuously and 
condition (e) becomes precisely the condition obtained by Bellman [5] under 
the assumption that U(t) is bounded (cf. [17, Theorem A]). 
BOUNDEDNESS OF NONHOMOGENEOUS SYSTEMS 479 
RESULTS ON UNIFORM BOUNDEDNESS 
As has been illustrated by Example 5.2 of I, no condition for unbounded 
solutions of (2), similar to that of Theorem 2, may be established without 
strengthening the hypotheses of Theorem 1. Massera and Schaffer accomplish 
this by imposing additional restriction on A(t); instead, we impose additional 
restriction on the matrices U(t)P,U-l(7), i = 1,2, and then show that in 
the finite dimensional case, Massera and Schaffer’s results are contained in 
ours. 
Let us examine some facts concerning the solutions of (1) under the 
assumption that for each p E B, where B is on of L”, C, C, , (1) has at least 
one bounded solution. First of all, consider the solutions of (1) given by 
y(t) = u(t)PJ-yt,)~ t j‘” u(t)P,U-yT)p(T) d7jtu(t)~~u-l(r)p(~) dT 
to 
and 
(6) 
y(t) = U(t)P,U-l(t(J( + jt u(t)P,U-y7)p(T) dr-J=k(t)PJ-yr)p(*)dT, 
to t 
(7) 
where E E R” is arbitrary. Invoking Theorem 1, there is obtained from (6) the 
estimate 
II Y@)ll d II w)~oU-1(41)~ II + w + MY P I, 
and, from (7), the estimates 
(8) 
and 
II YWII 3 II w)~IU-1(43)t II - of + VIP Il? (9) 
llY(9l G II u(v,U-v,)t II + vf + M’)I P I, * (10) 
From (8) and (9) there follows the fact that (6) and (7) are, respectively, 
bounded and unbounded solutions of (1). By means of similar estimates one 
may easily convince oneself that every bounded solution of (1) can be written 
in the form (6) and every unbounded solution of (1) can be written in the 
form (7). 
~(44 = 5i - jm W,)~,W~P(~ dT> 
to 
where i = 0 or 1 according as y(t) is represented by (6) or (7). This fact, 
together with (8) and Theorem A permits the conclusion that if y(t) is a 
bounded solution of (I), then 
(11) 
480 BRIDGLAND 
where S(t, 7, u) is a positive scalar function. In a similar way, but using 
continuity instead of Theorem A, we conclude from (10) that if y(t) is an 
unbounded solution of (I), then 
where S’(t, 7, u) is a positive scalar function. These results prompt the 
following definition. 
DEFINITION 1. The solutions of (1) will be said to be uniformly bounded if 
the functions S, S’ appearing in (11) and (12) are independent of t, E J. 
This concept generalizes that of “z&stability” introduced in [17] and reduces 
to that concept if Xi = (0). For uniform boundedness there is the following 
criterion. 
THEOREM 3. For every p EC,, , (1) h as at least one bounded solution and 
the solutions are uniformly bounded if and onb if conditions (d), (d’), (e), and 
(e’) are satisfied. 
That the conditions are sufficient is an immediate consequence of the 
estimates (8) and (10) with 5 re pl aced by [,, and 6, respectively. The necessity 
of (e) and (e’) is a consequence of Theorem 1; for the necessity of (d) and 
(d’) we put p(t) = 0 in (6) and (7) and th en obvious estimates permit the 
conclusion. 
Remark j’. In the event that Xi = {0}, conditions (d’) and (e’) are 
satisfied vacuously and Theorem 3 reduces to Theorem B of [17] and the 
equivalence, in this case, of (f) and (d) + (e) (vide Lemma 2) is simply a 
restatement of [17, Theorem C]. One is thus led to expect the existence of 
a generalization of [17, Theorem D] and, as will be seen shortly, such proves 
to be the case. 
Following I, let M denote the Banach space of functionsf on J to R” having 
elements which are Lebesgue integrable on finite subintervals of / and for 
which 1 f IM = supJ JF1 Ilf(r)ll dT < co. For the coefficient matrix A = A(t) 
of(l), we shall say that A EM if 1 A I, = supJ JF1 (A(T)) d7 < 00. From I, 
we have 
THEOREM C (I, Corollary 5.3). If A E M, or if Xi = (0) for either i = 0 
OY i = 1 then (c) + (c’) 3 (b) + (b’). 
In a similar vein, there is the aforementioned generalization of [17, 
Theorem D]. 
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THEOREM 4. A EM + (e) + (e’) =E- (d) + (d’). 
A proof of Theorem 4 similar to that of [17, Theorem D] can be constructed. 
In the interest of brevity we follow a different course, observing that the 
hypotheses, together with Theorem 1 and Corollary 5.4 and Theorem 5.5 
of I, imply (a) + (a’) + (b) + (b’). With this, the conclusion follows from 
(iii), (iv) of Lemma 1. 
By virtue of Lemma 2, Theorems C and 4 have the 
COROLLARY 1. A E M 2 ((4 + (4 + (4 + (4 0 (f) + (f’)). 
Remark 4. The reader is invited to compare our conditions (d) + (d’) + 
(e) + (e’) with th e conditions A EM + (c) + (c’) which play a central role 
in I. The many relationships between the two sets of conditions stem from 
Lemma 2 and, while we have no wish here to examine these relationships in 
detail, we do wish to point out the following alternative, in the finite dimen- 
sional case, to I, Theorem 5.3: if for every p E L” and every p E L1, (1) has at 
least one bounded solution then conditions (b), (b’), (c), and (c’) aye satisfied. 
Here L1 is the Banach space of Lebesgue integrable functions on J to R” 
with 1 f II = jr jjf(t)j\ dt < 00 for f EL1. 
Remark 5. That our concept of uniform boundedness (Definition 1) is a 
refinement of that of boundedness is manifested by Example 5.1 of I, in 
which the solutions fail to be uniformly bounded. Note, however, that what 
Massera and SchHffer refer to as the “irregular” behavior (I, p. 538) displayed 
by Examples 5.1 and 5.2 can no longer be considered irregular in the light 
of Theorem 1. 
SPECIAL RESULTS ON BOUNDEDNESS AND CONVERGENCE 
Consider the matrices Y(t) and Y%(t), i = 0, 1, defined by 
Y”(t) = 1’ U(t)P,U-l(r) dq 
0 
Y*(t) = - irn U(t)P,CF(T) dq 
t 
(13) 
W) = y,(t) + YIW. (14) 
The fundamental importance of these matrices in the case Xi = (0) already 
has been established in [IS], [19], [20]. In this section we shall establish 
some general properties of these matrices which extend those obtained in the 
references cited. 
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In I, Massera and Schaffer establish a result (Theorem 9.1) in the finite 
dimensional case which we state in a slightly modified form (taking into 
account our results on uniform boundedness) as 
THEOREM D. If A E M and A(t) is subdiagonal and if (1) has at least one 
bounded solution when p(t) = ci , i = 1, . . . . n, the E< being the columns of the 
unit matrix, then (1) has at least one bounded solution for every p E C, and the 
solutions are unifovmly bounded. 
The importance of the following corollary of Theorem D is clear. 
THEOREM 5. Let A E M with A(t) subdiagonal; then in order that (1) have 
at least one bounded solution when p(t) = q , i = 1, . . . . n, it is necessary and 
suficient that supJjl Yi(t)ll < co, i = 0, 1. 
The necessity of the condition is a direct consequence of Theorems D and 1. 
For the sufficiency we see that (4), with p( t) replaced by ej , is a solution of (1) 
and for this solution we have the estimate 11 y(t)[) < /I Y,,(t)11 + I/ Yl(t)lj so 
that supJ/j y(t)11 < co. Letting f = 1, . . . . n completes the proof. 
Remark 6. Theorem 5 generalizes [18, Theorem 19, i] ; the applications 
made of the latter theorem in [18], in particular the derivation of [18, 
Theorem 20, i], can of course be extended to the present case. The details of 
the extension, which follows lines laid down in I, are left to the reader. 
Now let I? denote the subset C for which f E I’ implies lim,,, f(t) = 
f( co) < co; normed by 1 * 1, I? is a Banach space and a subspace of C. 
Theorem 5.8 of I states that if for every p E C, , (1) has at least one bounded 
solution then each such solution is itself in C, . Our next theorem, which 
generalizes [19, Theorem I], is an analogue of this result for I’. 
THEOREM 6. In order that (1) have at least one bounded solution for every 
p E r and that each such solution itself be in r, it is necessary and suficient that 
conditions (e), (e’), (g) be satisfied: 
(g) lim Y(t) = Y(W) exists as a matrix withJinite elements. 
t+m 
Moreover, for each bounded solution y(t) of (1) we then have 
‘,;z y(t) = Y(c0) * Fzp(t). 
+ + (15) 
To prove the sufficiency of the conditions, we note that by virtue of 
Theorem 1, (e) and (e’) already imply the existence of a bounded solution. 
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We then write (6) as 
Y(t) = u(~)P,u-%)~ + j;, u(~)P&-~(T)~(T) dT-j; U(~)P,U-~(+O) dT 
+ [ jt U(t)P,U-l(7) dT - i; U(t)P,U-I(T) dT] + li+ip(t). 
(16) 
to 
where e(t) = p(t) - lim t+oo p(t). Letting t + co in (16), the first term tends 
to zero by virtue of Theorem 2 and the sum of the second and third terms 
tend to zero by virtue of I, Theorem 5.8 since e EC, . Moreover, the final 
term in (16) tends to that of (15). 
For the necessity of the conditions, that of(e), (e’) follows from Theorem 1 
since C, C r. To prove (g), in (6) we put t, = 0, 6 = 0 and let p(t) = E; , 
i = 1, . . . . n. 
Remark 7. It scarcely needs to be pointed out that Theorem 6 still holds if 
r be replaced by Y, the subspace of functionsfin L” for which e;:gmf(t) 
exists and is finite. 
Finally, we investigate the implications of Theorem 6 for (1) and (2) when 
the coefficient matrix A(t) = A, a constant matrix. We prove first the 
following result (cf. [21]). 
THEOREM 7. If A(t) = A, a constant matrix, then a necessary and sufficient 
condition that (1) have at least one bounded solution for every p EC, is that 
the characteristic roots of A all have nonzero real parts. 
For the proof, we shall need the Jordan canonical form of A, which we 
denote by V. Let us suppose that A has Y simple characteristic roots Ai, 
i = 1, . . . . Y, Y < m, possessing nonnegative real parts and n-y multiple 
characteristic roots& , t = r + 1, . . . . m, m < 12 possessing positive real parts. 
We choose V to be that Jordan canonical form for A for which V = V, @ V, 
where the diagonal elements of V0 are hi , i = 1, . . . . r and the diagonal 
elements of V, are Ai, i = r + 1, . . . . m. Then there is a nonsingular constant 
matrix T such that V = T-lAT and the fundamental matrix, evf, of the 
system 
ti = VW (17) 
is related to that of (2) by 
eAt = TeVtT-l. (18) 
Let us denote by 2, the subspace of R” for which c E 2, implies 
supJ// eVtc /I < co and denote the direct complement of 2, by 2,. We then 
may define projections Qi , i = 0, 1, by aiRn = Zi , i = 0, 1. In view of 
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the relationship x(t) = Tw(t) between a solution x(t) of (2) and a solution 
w(t) of (17), we find that Xi = TZi , i = 0, 1. Hence, 
c&T-l( TR”) = T-l( TZJ = T-lXi , i = 0,l 
and we may write 
Pi = TQiT-l, i = 0, I. (19) 
As a consequence of this discussion, we find that 
eAtpie-AT = Tevt@ie-VTT-l, i = 0, 1. (20) 
From (20) it is clear that eAtP,-,cAT (resp. eAtPlecAT) satisfies condition (f) 
(resp. (f’)) if an only if ev”@,e-V* (resp. evt@,e-“) satisfies the same condition. 
It is easy to see from the way we have defined V, , V, that 
and 
where g is the dimension of V,, and I, denotes a k x k unit matrix. With this 
representation for Gi , i = 0, 1, it is now apparent that evt@0e-v7 and 
evt@le-vT satisfy conditions (f) and (f’) respectively if and only if the condition 
of the theorem is satisfied. The proof is completed by invoking Lemma 2 and 
Theorem 1. 
Remark 8. The matrices evt@re-“, i = 0, 1, satisfy the differential 
equation 
c5=V@-@V 
for which a uniqueness theorem can be stated. It is clear that any constant 
matrix which commutes with V is a trivial solution of this equation and since 
both CD,, bi, commute with V it follows that evt@ie-vt = Qi , i = 0, 1, for 
all t E J. With this it follows from (19) and (20) that P,(t) E Pi , i = 0, 1 
for all t E J. It is then easy to see that eAtP,ecA7 = eAct-“Pi , i = 0, 1, for 
all t, 7 E J. 
From (13) and the preceding remark we find that when A(t) = iz, 
Y,(t) = it u(t)U-yT)[U(T)PoU-yT)] dT 
0 
=I 
t 
U(t - ,)Po dT 
0 
= rU@)Po 4 ” 
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so that a necessary condition for the existence of Y,(oo) is that 
lim,,, U(t)P,, = 0. This in turn implies that A has no characteristic root 
with zero real part and is thus nonsingular. In this event, defining Yr(t, A) as 
Yl(t, A) = - I” U(t)PIU-l(~) dr, 
we find 
t 
Yl(t, A) = -U(t)Pl j” iF( d7 . A-l 
= -u(t)P1[&(t) - U-l(X)] A-1 
= --P&l f u(t)P*U-l(X) A-l. 
But by Theorems 7 and 1 and Corollary 1, lim,,, U(t)P,U-l(h) = 0 so that 
Yi(t) = lim,,, Yr(t, A) = --P&l for all t E /- Returning to (13), there is 
obtained 
Y,(t) = U(t)I’, j’ U-~(T) A dr . A-l 
0 
= U(t)Po[I - U-l(t)]A-’ 
= --P,A-1 + U(t)P,A-1 
from which there follows Yo(co) = --P&-l and, finally, Y(co) = --A-l. 
We have thus proved the sufficiency of the condition of the next corollary, 
which generalizes [18, Theorem 171. 
COROLLARY 2. Let A(t) = A, a constant matrix. In order that there exist 
at least one bounded solution of (1) f or every p E I’ and that each such solution 
itself be in r, it is necessary and suficient that Cm,,, Y,(t) = Ye(a) exist as 
a matrix with jinite elements. In this event, Y( co) = -A-l. 
For the proof of necessity, Theorems 7 and 1 imply that the Yi(t), i = 0, 1 
are bounded and that A has no characteristic root with zero real part whereas 
Corollary 1 yields the fact that lim,,, U(t)P, = 0. The proof then proceeds 
in the same way as for the sufficiency. 
In [22], it is shown that for Xi = (0) and, in effect, A E M, it is necessary 
that Y(a) be nonsingular in order that for each p E r, at least one solution 
of (1) be in I’. The same condition holds in the present more general context, 
the proof being the same as for the lemma of [22]. With this condition 
available, one may state the following generalization of [22, Theorem I], the 
proof of which is like that of [22, Theorem I] except that in it I, Theorem 8.1 
is used instead of [19, Theorem 21. 
THEOREM 8. Let A E M; in order that (1) have at least one bounded solution 
for every p E r and that each such solution itself be in r, it is necessary and 
suficient that Y(W) exist as a matrix all of whose characteristic roots have 
nonze-ro real parts. 
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Note Added in Proof: It has recently come to my attention that Theorems 1 and 2 
of this paper have been proved by W. A. Coppel (r. London IMath. Sot. 39 (1964), 
255-260). Coppel’s methods of proof do not differ essentially from mine. 
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