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ON LINEAR RELATIONS AMONG TOTALLY ODD MULTIPLE
ZETA VALUES RELATED TO PERIOD POLYNOMIALS
KOJI TASAKA
Abstract. We show that there is a relationship between modular forms and totally
odd multiple zeta values, by relating the matrix EN,r, whose entries are given by
the polynomial representations of the Ihara action, with even period polynomials.
We also consider the matrix CN,r defined by Brown and give a new upper bound
of the rank of CN,4. This result gives support to the uneven part of the motivic
Broadhurst-Kreimer conjecture of depth 4.
1. Introduction
In this paper, we will be interested in the relationship between Q-linear relations
among multiple zeta values
ζ(n1, . . . , nr) =
∑
0<k1<···<kr
1
kn11 · · · k
nr
r
(n1, . . . , nr−1 ∈ Z>0, nr ∈ Z>1)
(MZVs for short) and period polynomials of the elliptic modular form for the full
modular group Γ1 := PSL2(Z). This interesting connection was first discovered in the
case of depth 2 by Zagier [15, §8] (see also [16, §3]), and then investigated in depth by
Gangl, Kaneko and Zagier [7]. We will investigate this connection for arbitrary depths
through the study of totally odd MZVs which are MZVs at the sequences indexed by
odd integers greater than 1, modulo all MZVs of lower depth and the ideal generated
by ζ(2).
The totally odd MZV was first considered by Francis Brown [5, §10] in his study of
the depth-graded motivic MZV
ζmD(n1, . . . , nr)
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which is the motivic MZV ζm(n1, . . . , nr) modulo lower depth. He conjectures that the
universal enveloping algebra of the Lie subalgebra godd of the depth-graded motivic
Lie algebra dgm (see [5, §4]) generated by the canonical elements σ2i+1 (i ≥ 1) of
degree −2i−1 and of depth 1 is dual to the space grDAodd spanned by all totally odd
motivic MZVs. Assuming his conjecture [5, Conjecture 4] which recasts the motivic
version of the Broadhurst-Kreimer conjecture [3] as a statement of the homology
of dgm, one can compute the dimension of godd, and hence a conjectural dimension
formula for totally odd (motivic) MZVs is obtained. This dimension formula is called
the uneven part of the (motivic) Broadhurst-Kreimer conjecture (see Conjecture 2.1
and [5, Conjecture 5]).
We wish to study the uneven part of the (motivic) Broadhurst-Kreimer conjecture.
An important framework has been done by Brown [5, §10]. This uses the notion of his
celebrated paper [4]: Brown’s operator Dm, which is an infinitesimal version of the
motivic coaction on the motivic MZVs, preserves the depth filtration D of motivic
MZVs (we will give a brief review of his notion in §2.3). Using Brown’s operator, we
define a certain matrix CN,r (Definition 2.3). It is highly expected by definition that
all relations among totally odd (motivic) MZVs of weight N and depth r are obtained
from right annihilators of CN,r, which is compatible with [5, Conjecture 4] and not
known for r ≥ 4 (see Conjecture 2.2). As the size of the square matrix CN,r coincides
with the number of totally odd MZVs of weight N and depth r, we are led to the
following conjecture.
Conjecture 1.1. The rank of the matrix CN,r is equal to the dimension of the Q-
vector space spanned by all totally odd (motivic) MZVs of weight N and depth r.
This paper examines the matrix CN,r, and makes an attempt to compute the rank
of them. The coefficients of CN,r are computable, but it is hard to give an exact value
of rankCN,r in general. Some information about it can be obtained by looking at
left annihilators of CN,r: for example, all left annihilators of CN,2 are characterised by
restricted even period polynomials of degree N−2, which was first shown by Baumard
and Schneps [2]. Here the restricted even period polynomial of degree N−2 is defined
as an even, homogeneous polynomial p(x1, x2) ∈ Q[x1, x2](N−2) of degree N − 2 such
that p(x1, 0) = 0 and
(1.1) p(x1, x2)− p(x2 − x1, x2) + p(x2 − x1, x1) = 0.
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The important fact about this polynomial is that the dimension of its associated vector
space over Q coincides with the dimension of the space of cusp forms for Γ1, which
follows from, known as Eichler-Shimura-Manin correspondence, the results of [13, §1.1]
and [7, §5]. Therefore, since the matrix CN,r is square, the above characterisation
provides a lower bound of the dimension of the space of right annihilators of CN,2,
and also an upper bound of rankCN,2. It is vital to note that relating with period
polynomials is actually our fundamental principle of computing an upper bound of
rankCN,r.
Our first goal (§3) is to relate the restricted even period polynomials and a certain
matrix EN,r (Definition 3.2). The square matrix EN,r is a right factor of the matrix
CN,r (Proposition 3.3), which shows
(1.2) dimQ kerEN,r ≤ dimQ kerCN,r.
We prove that there is an injection from the space of restricted even period polyno-
mials to the space of left annihilators of EN,r, and, as a consequence, a lower bound
of dimQ kerEN,r is obtained. More precisely, let WN,r be the space of even, homo-
geneous polynomials p(x1, . . . , xr) ∈ Q[x1, . . . , xr](N−r) of degree N − r such that
p(x1, . . . , xr)|xi=0 = 0 for 1 ≤ i ≤ r and
p(x1, . . . , xr)− p(x2 − x1, x2, x3, . . . , xr︸ ︷︷ ︸
r−2
) + p(x2 − x1, x1, x3, . . . , xr︸ ︷︷ ︸
r−2
) = 0.
Each element in WN,2 is just a restricted even period polynomial, and the defining
relation in the space WN,r only uses the relation (1.1), so that the dimension of the
space of WN,r is easily obtained. Our first main result is as follows (Proposition 3.4
and Theorem 3.6).
Theorem 1.2. (1) There is a one-to-one correspondence between the space WN,2 and
the space of left annihilators of the matrix EN,2(= CN,2).
(2) For r ≥ 3, there is an injection from the spaceWN,r to the space of left annihilators
of the matrix EN,r.
Theorem 1.2 (1) is the result of Baumard and Schneps, which will be reproved in
§3.3 for completeness. The map in the statement of Theorem 1.2 (2) is quite simple
and guessed from numerical experiments (so we have no idea to explain this map
theoretically). It is interesting to note that this map is conjecturally surjective, i.e.,
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all left annihilators of EN,r can be characterised by restricted even period polynomials.
We were not able to prove this conjecture.
The second main result of this paper is a new upper bound of rankCN,4 which is
the predicted bound (see (2.5)). We remark that rankCN,2 is known (Theorem 1.2
(1)), and it is easy to deduce the predicted upper bound of rankCN,3 which we do not
discuss in this paper.
From (1.2) and Theorem 1.2 one obtains a lower bound of dimQ kerCN,r, but for
r ≥ 3 it is not the predicted bound. To obtain more elements in the space kerCN,r,
we use an algebraic structure of the space of totally odd MZVs. This space forms the
commutative Q-algebra with respect to Hoffman’s harmonic product (modulo lower
depth). This algebraic structure yields an injection from the space of right annihila-
tors of EN ′,r′ for (N
′, r′) < (N, 4) to the space of right annihilators of CN,4 (Proposi-
tion 4.1). Using these results, we obtain the predicted upper bound of rankCN,4.
Theorem 1.3. We have∑
N>0
rankCN,4x
N ≤ O(x)4 − 3O(x)2S(x) + S(x)2,
where O(x) = x
3
1−x2
, S(x) = x
12
(1−x4)(1−x6)
and
∑
N>0 aNx
N ≤
∑
N>0 bNx
N means aN ≤
bN for all N > 0.
Theorem 1.3 gives support to the uneven part of the motivic Broadhurst-Kreimer
conjecture of depth 4. In fact, if Conjecture 1.1 (or equivalently Conjecture 2.2) for
r = 4 is true, then one obtains the predicted upper bound of the dimension of the
Q-vector space spanned by totally odd MZVs of depth 4. It is our project in progress
to give a solution of Conjecture 1.1 for r = 4.
The contents are as follows. In Section 2, we state the uneven part of the Broadhurst-
Kreimer conjecture, and give a brief review of Brown’s works in [5]. Section 3 studies
the matrix EN,r. We shall give a proof of Theorem 1.2. Section 4 is devoted to proving
Theorem 1.3. This proof needs a certain lemma about the shuffle algebra, which will
be proven in the Appendix.
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2. Preliminaries
2.1. Totally odd multiple zeta values conjecture. The MZV is defined for n =
(n1, . . . , nr) ∈ Z
r
>0 with nr ≥ 2 by
ζ(n) = ζ(n1, . . . , nr) =
∑
0<k1<···<kr
1
kn11 · · · k
nr
r
.
As usual, we call n1+ · · ·+nr (=: wt(n)) the weight and r (=: dep(n)) the depth, and
1 ∈ Q is regarded as the unique MZV of weight 0 and depth 0. Let Z be the MZV
algebra
⊕
N≥0ZN , where ZN is the Q-vector space spanned by all MZVs of weight
N , and D the depth filtration on Z:
D0Z = Q ⊂ D1Z ⊂ · · · ⊂ DrZ := 〈ζ(n) | dep(n) ≤ r〉Q ⊂ · · · .
The MZV algebra becomes a filtered algebra with D. Let ZN,r be the Q-vector
space of the weight N and depth r part of the bigraded Q-algebra grD
(
Z/ζ(2)Z
)
=⊕
N,r≥0ZN,r and ζD(n) denote the equivalence class of ζ(n) of weight N and depth
r in ZN,r, called the depth-graded MZV. We notice that the Q-vector space ZN,r =
DrZN
/(
Dr−1ZN + DrZN ∩ ζ(2)Z
)
is spanned by all depth-graded MZVs of weight
N and depth r. Let us call ζD(n1, . . . , nr) the totally odd MZV when all ni are odd
(≥ 3). The Q-vector subspace of ZN,r spanned by all totally odd MZVs of weight N
and depth r is denoted by
ZoddN,r =
〈
ζD(n) ∈ ZN,r | n ∈ SN,r
〉
Q
,
where SN,r is the set of totally odd indices of weight N and depth r:
SN,r = {(n1, . . . , nr) ∈ Z
r | n1 + · · ·+ nr = N, n1, . . . , nr ≥ 3 : odd}.
We set Zodd0,0 = Q. Notice that the number of elements of the set SN,r obviously gives
a trivial upper bound dimQZ
odd
N,r ≤ |SN,r|, and hence Z
odd
N,r = {0} whenever N 6≡ r
(mod 2). We now state the uneven part of the Broadhurst-Kreimer conjecture.
Conjecture 2.1. ([5, Eq. (10.4)]) The generating function of the dimension of the
space ZoddN,r is given by
(2.1)
∑
N,r≥0
dimQZ
odd
N,rx
Nyr
?
=
1
1−O(x)y + S(x)y2
,
where O(x) = x
3
1−x2
= x3+x5+x7+ · · · and S(x) = x
12
(1−x4)(1−x6)
= x12+x16+x18+ · · · .
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Let us give a few examples. By expanding the right-hand side of (2.1) at y = 0,
one can derive∑
N>0
dimQZ
odd
N,2x
N ?= O(x)2 − S(x),
∑
N>0
dimQZ
odd
N,3x
N ?= O(x)3 − 2O(x)S(x),
∑
N>0
dimQZ
odd
N,4x
N ?= O(x)4 − 3O(x)2S(x) + S(x)2
and so on. Since O(x)r =
∑
N>0 |SN,r|x
N and the coefficient of xN in S(x) coincides
with the dimension of the space of cusp forms of weight N for Γ1, Conjecture 2.1
suggests that all linear relations among totally odd MZVs relate to cusp forms. In
the cases of r = 2 and 3, by the results of Goncharov [8, Theorems 2.4 and 2.5] (see
also [11, Proposition 18], [12, Theorem 19]) on the number of algebra generators of
the depth-graded Q-algebra grD
(
Z
/
ζ(2)Z
)
, we find∑
N>0
dimQZ
odd
N,2x
N ≤ O(x)2 − S(x) and
∑
N>0
dimQZ
odd
N,3x
N ≤ O(x)3 − 2O(x)S(x).
Remark. To obtain the above inequalities, we have used dimQZ
odd
N,r ≤ dimQZN,r.
For r = 2 it follows from the result of Gangl, Kaneko and Zagier [7, Theorem 2] that
ZoddN,2 = ZN,2. However we do not know Z
odd
N,3
?
= ZN,3.
2.2. Notations. To clarify the meaning of the left (or right) annihilator of our matri-
ces described in the Introduction, we fix notations. For integers N, r with |SN,r| > 0,
the notation
M =
(
m
(
m1,...,mr
n1,...,nr
))
(m1,...,mr)∈SN,r
(n1,...,nr)∈SN,r
means that M is a |SN,r| × |SN,r| matrix with m
(
m1,...,mr
n1,...,nr
)
∈ Z in the ((m1, . . . , mr),
(n1, . . . , nr)) entry (i.e. rows and columns are indexed by (m1, . . . , mr) and (n1, . . . , nr)
in the set SN,r respectively). For convenience we regard M as an empty matrix
when |SN,r| = 0 (i.e. rankM = 0). Let us denote by VectN,r the |SN,r|-dimensional
vector space over Q of row vectors (an1,...,nr)(n1,...,nr)∈SN,r indexed by totally odd indices
(n1, . . . , nr) ∈ SN,r with rational coefficients:
VectN,r = {(an1,...,nr)(n1,...,nr)∈SN,r | an1,...,nr ∈ Q}.
We identify the matrix M with its induced linear map on VectN,r
M : VectN,r −→ VectN,r
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v 7−→ v ·M,
so that, for v = (an1,...,nr)(n1,...,nr)∈SN,r ∈ VectN,r
M
(
v
)
=
( ∑
(m1,...,mr)∈SN,r
am1,...,mrm
(
m1,...,mr
n1,...,nr
))
(n1,...,nr)∈SN,r
.
It is clear that a row vector v = (an1,...,nr)(n1,...,nr)∈SN,r ∈ VectN,r satisfies M(v) =
0 if and only if
∑
(m1,...,mr)∈SN,r
am1,...,mrm
(
m1,...,mr
n1,...,nr
)
= 0 for all (n1, . . . , nr) ∈ SN,r.
Hereafter, we use the notion v ∈ kerM ⊂ VectN,r (resp. ker
tM ⊂ VectN,r) instead
of saying v (resp. tv) is a left (resp. right) annihilator of the matrix M , where we
understand tM =
(
m
(
n1,...,nr
m1,...,mr
))
(m1,...,mr)∈SN,r
(n1,...,nr)∈SN,r
.
2.3. Linear relations among totally odd MZVs. The motivic multiple zeta value
ζm(n1, . . . , nr) plays a key role in detecting Conjecture 2.1. This is an element of a
certain Q-algebra H =
⊕
N≥0HN constructed by Brown [4, Definition 2.1], which
uses an idea of Goncharov [9], and it has the period map per : H → R mapping the
elements ζm(n1, . . . , nr) to the real number ζ(n1, . . . , nr). We remark that ζ
m(2) is
not treated to be zero in H. Denote by D the depth filtration (see [5, Section 4])
DrH = 〈ζ
m(n) | dep(n) ≤ r〉Q,
and by ζmD(n) the depth-graded motivic MZV which is an image of ζ
m(n) in grDH. Let
HoddN,r be the Q-vector subspace of gr
D
r HN spanned by all totally odd motivic MZVs
ζmD(n) of weight N and depth r (i.e. n ∈ SN,r):
HoddN,r := 〈ζ
m
D(n) ∈ gr
D
r HN | n ∈ SN,r〉Q.
According to the result of Brown [5, Proposition 10.1], for each odd integer m > 1
one can define a well-defined derivation ∂m such that
∂m : H
odd
N,r −→ H
odd
N−m,r−1 and ∂m
(
ζmD(n)
)
= δ
(
n
m
)
,
where δ
(
n
m
)
= 1 if n = m and 0 otherwise. We sketch an explicit construction of the
derivation ∂m (we follow an idea used in [4, Section 5]).
Recall Brown’s operator Dm (see [4, Definition 3.1]). This is an infinitesimal coac-
tion obtained by the coaction of the algebra-comodule H, and becomes a derivation
(i.e. Dm(ξ1ξ2) = (1⊗ ξ1)Dm(ξ2) + (1⊗ ξ2)Dm(ξ1) for ξ1, ξ2 ∈ H). The derivation Dm
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can be computed by using the following explicit formula: for odd m > 1
(2.2)
Dm(I
m(a0; a1, . . . , aN ; aN+1))
=
N−n∑
p=0
IL(ap; ap+1, . . . , ap+n; ap+n+1)⊗ I
m(a0; a1, . . . , ap, ap+n+1, . . . , aN ; aN+1),
where for ai ∈ {0, 1} the element I
m(a0; a1, . . . , aN ; aN+1) ∈ HN is the motivic iterated
integral (see [4, (2.16)]) and IL is an image of Im in L = A>0/(A>0)
2 where A =
H/ζm(2)H. We remark that the motivic iterated integral defines the motivic multiple
zeta value:
ζm(n1, . . . , nr) = I
m(0; 1, 0, . . . , 0︸ ︷︷ ︸
n1−1
, . . . , 1, 0, . . . , 0︸ ︷︷ ︸
nr−1
; 1).
Let us denote by Lm the weight m part of the Lie coalgebra L and by H
odd the Q-
vector space spanned by the set {ζm(n1, . . . , nr) | r ≥ 0, ni ≥ 3 : odd}. From the
result [5, Proposition 10.1] we have for odd m > 1
Dm
(
DrH
odd
)
⊂ Lm ⊗Dr−1H
odd + Lm ⊗Dr−2H,
which gives a map for r ∈ Z>0
grDr Dm : H
odd
N,r −→ Lm ⊗Q H
odd
N−m,r−1.
By computing grDr Dm
(
ζmD(n)
)
for n ∈ SN,r (see an explicit formula in (4.4)), one can
find
grDr Dm
(
HoddN,r
)
⊂ Qζm ⊗Q H
odd
N−m,r−1,
where ζm is an image of ζ
m(m) in L. Then the above derivation ∂m is defined to be
(ζ∨m ⊗ 1) ◦ gr
D
r Dm
∣∣
Hodd
N,r
.
The operator ∂m corresponds to the action of the canonical generators of the depth-
graded motivic Lie algebra dgm (for the definition, see [5, §4]) in depth 1 . If one
believes the Broadhurst-Kreimer conjecture, there should be extra generators of the
depth-graded motivic Lie algebra dgm in only depth 4 and these generators should act
trivially on totally odd motivic MZVs. Thus one is led to the following conjecture.
Conjecture 2.2. A Q-linear combination ξ of totally odd motivic MZVs of weight
N and depth r is zero if and only if it satisfies ∂mr ◦ ∂mr−1 ◦ · · · ◦ ∂m1(ξ) = 0 for all
(m1, . . . , mr) ∈ SN,r.
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Conjecture 2.2 is in fact true when r = 2 and 3, although we omit the proof. To
prove Conjecture 2.2 for r = 4, we need to show that the elements c(P ), obtained by
Brown [6, Theorem 8.5], are uneven modulo commutators of the canonical generators
of dgm in depth 1 (or that the exceptional elements e also given by Brown [5, Defini-
tion 8.1] are motivic), which was pointed out by Francis Brown. We refer to [6, §8.3]
and [5, §8.3] for further details.
Conjecture 2.2 is equivalent to Conjecture 1.1 described in the Introduction. This
follows from the definition of the matrix CN,r given below. For totally odd indices
(n1, . . . , nr), (m1, . . . , mr) ∈ SN,r we set
(2.3) c
(
m1,...,mr
n1,...,nr
)
= ∂mr ◦ ∂mr−1 ◦ · · · ◦ ∂m1
(
ζmD(n1, . . . , nr)
)
∈ Q.
We note that c
(
m
n
)
= δ
(
m
n
)
.
Definition 2.3. For integers N > r > 0, we define the |SN,r| × |SN,r| matrix CN,r by
CN,r =
(
c
(
m1,...,mr
n1,...,nr
))
(m1,...,mr)∈SN,r
(n1,...,nr)∈SN,r
.
Assuming Conjecture 2.2, we find that the relation∑
(n1,...,nr)∈SN,r
an1,...,nrζ
m
D(n1, . . . , nr) = 0
holds if and only if (an1,...,nr)(n1,...,nr)∈SN,r ∈ ker
tCN,r. Thus, for N > r > 0 we have
(2.4) dimQH
odd
N,r
?
= rankCN,r = |SN,r| − dimQ kerCN,r,
which is Conjecture 1.1. Computing the generating series of rankCN,r (up to N = 30),
one obtains the following conjecture (see [5, §10]):
(2.5) 1 +
∑
N>r>0
rank CN,rx
Nyr
?
=
1
1−O(x)y + S(x)y2
,
which by (2.4) implies the uneven part of the motivic Broadhurst-Kreimer conjecture
(Conjecture 2.1).
3. Linear relation among totally odd MZVs and even period
polynomials
3.1. Polynomial representations of Ihara action. We recall the polynomial rep-
resentation of the Ihara action of Brown [5, §6]. This provides an expression of the
generating function of the integers c
(
m1,...,mr
n1,...,nr
)
.
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A polynomial representation of the depth-graded version of the linearised Ihara
action ◦ : Q[x1, . . . , xr]⊗Q Q[x1, . . . , xs]→ Q[x1, . . . , xr+s] is given explicitly by
(3.1)
f ◦ g(x1, . . . , xr+s) =
s∑
i=0
f(xi+1 − xi, . . . , xi+r − xi)g(x1, . . . , xi, xi+r+1, . . . , xr+s)
+ (−1)deg(f)+r
s∑
i=1
f(xi+r−1 − xi+r, . . . , xi − xi+r)g(x1, . . . , xi−1, xi+r, . . . , xr+s)
for homogeneous polynomials f(x1, . . . , xr) and g(x1, . . . , xs), where x0 = 0. We
note that, by duality, for totally odd indices (m1, . . . , mr), (n1, . . . , nr) ∈ SN,r the
number c
(
m1,...,mr
n1,...,nr
)
defined in (2.3) coincides with the coefficient of xn1−11 · · ·x
nr−1
r in
xm1−11 ◦ (· · ·x
mr−2−1
1 ◦ (x
mr−1−1
1 ◦ x
mr−1
1 ) · · · ), i.e.
(3.2)
xm1−11 ◦ (· · ·x
mr−2−1
1 ◦ (x
mr−1−1
1 ◦ x
mr−1
1 ) · · · )
=
∑
n1+···+nr=m1+···+mr
n1,...,nr≥1
c
(
m1,...,mr
n1,...,nr
)
xn1−11 · · ·x
nr−1
r .
For integers m1, . . . , mr, n1, . . . , nr ≥ 1, let e
(
m1,...,mr
n1,...,nr
)
be the integer obtained from
the coefficient of xn1−11 · · ·x
nr−1
r in x
m1−1
1 ◦ (x
m2−1
1 · · ·x
mr−1
r−1 ):
(3.3) xm1−11 ◦ (x
m2−1
1 · · ·x
mr−1
r−1 ) =
∑
n1+···+nr=m1+···+mr
n1,...,nr≥1
e
(
m1,...,mr
n1,...,nr
)
xn1−11 · · ·x
nr−1
r ,
and e
(
m1
n1
)
= δ
(
m1
n1
)
. For the latter purpose we now give explicit formulas of the integers
e
(
m1,...,mr
n1,...,nr
)
. For integers m1, . . . , mr, n1, . . . , nr, m, n, n
′ ≥ 1 let us define δ
(
m1,...,mr
n1,...,nr
)
as
the Kronecker delta given by
δ
(
m1,...,mr
n1,...,nr
)
=

1 if mi = ni for all i ∈ {1, . . . , r}0 otherwise ,
and the integer bmn,n′ by
bmn,n′ = (−1)
n
(
m− 1
n− 1
)
+ (−1)n
′−m
(
m− 1
n′ − 1
)
.
It is obvious that for odd n, n′, m > 1 one has
(3.4) bmn,n′ + b
m
n′,n = 0.
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Lemma 3.1. For integers m1, . . . , mr, n1, . . . , nr ≥ 1, we have
e
(
m1,...,mr
n1,...,nr
)
= δ
(
m1,...,mr
n1,...,nr
)
+
r−1∑
i=1
δ
(
m2,...,mi,mi+2,...,mr
n1,...,ni−1,ni+2,...,nr
)
bm1ni,ni+1.
Proof. By definition (3.1), one can compute
xm1−11 ◦ (x
m2−1
1 · · ·x
mr−1
r−1 ) = x
m1−1
1 · · ·x
mr−1
r
+
r−1∑
i=1
(
xi+1 − xi
)m1−1(xm2−11 · · ·xmi+1−1i xmi+2−1i+2 · · ·xmr−1r
− xm2−11 · · ·x
mi−1
i−1 x
mi+1−1
i+1 · · ·x
mr−1
r
)
= xm1−11 · · ·x
mr−1
r +
r−1∑
i=1
xm2−11 · · ·x
mi−1
i−1 x
mi+2−1
i+2 · · ·x
mr−1
r
×
∑
ni+ni+1=m1+mi+1
ni,ni+1≥1
(
(−1)m1−ni+1
(
m1 − 1
ni+1 − 1
)
− (−1)ni−1
(
m1 − 1
ni − 1
))
xni−1i x
ni+1−1
i+1
=
∑
n1+···+nr=m1+···+mr
ni≥1
(
δ
(
m1,...,mr
n1,...,nr
)
+
r−1∑
i=1
δ
(
m2,...,mi,mi+2,...,mr
n1,...,ni−1,ni+2,...,nr
)
bm1ni,ni+1
)
xn1−11 · · ·x
nr−1
r ,
which completes the proof. 
Remark. One interesting thing about the integer e
(
m1,...,mr
n1,...,nr
)
is that it can be ob-
tained as a part of coefficients of the Fourier expansion of the multiple Eisenstein
series. In general, the author and Bachmann [1] showed the correspondence between
the Fourier expansion of multiple Eisenstein series and the coproduct ∆ defined by
Goncharov [9]. However, we were not able to prove any linear relations among totally
odd MZVs from this correspondence whenever r ≥ 3.
We end this section by defining the matrix EN,r we are actually interested in.
Definition 3.2. For N > r > 0, we define the |SN,r| × |SN,r| matrix EN,r by
EN,r =
(
e
(
m1,...,mr
n1,...,nr
))
(m1,...,mr)∈SN,r
(n1,...,nr)∈SN,r
.
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3.2. The relation between EN,r and CN,r. For integers r ≥ 2 and 2 ≤ q ≤ r, let
E
(q)
N,r be the |SN,r| × |SN,r| matrix defined by
(3.5) E
(q)
N,r =
(
δ
(
m1,...,mr−q
n1,...,nr−q
)
· e
(
mr−q+1,...,mr
nr−q+1,...,nr
))
(m1,...,mr)∈SN,r
(n1,...,nr)∈SN,r
.
We note E
(r)
N,r = EN,r. We now prove that the matrix EN,r is a right factor of the
matrix CN,r, which was indicated by Seidai Yasuda.
Proposition 3.3. For integers N > r > 1, we have
CN,r = E
(2)
N,r · E
(3)
N,r · · ·E
(r−1)
N,r · EN,r.
Proof. This is shown by induction on r. When r = 2, the assertion CN,2 = EN,2 follows
from the definition of the integer e
(
m1,...,mr
n1,...,nr
)
in (3.3) and the generating function of
c
(
m1,...,mr
n1,...,nr
)
in (3.2). For r ≥ 3, we set
f(x1, . . . , xr−1) = x
m2−1
1 ◦ (· · · ◦ (x
mr−1−1
1 ◦x
mr−1
1 ) · · · )
=
∑
n2+···+nr=m2+···+mr
n2,...,nr≥1
c
(
m2,...,mr
n2,...,nr
)
xn2−11 · · ·x
nr−1
r−1 .
By definition, we see that xm1−11 ◦ f(x1, . . . , xr−1) =
∑
n1+···+nr=N
c
(
m1,...,mr
n1,...,nr
)
xn1−11 · · ·x
nr−1
r ,
where N = m1 + · · ·+mr. One can also compute by linearity
xm1−11 ◦ f(x1, . . . , xr−1) =
∑
t2+···+tr=m2+···+mr
c
(
m2,...,mr
t2,...,tr
)
xm1−11 ◦ (x
t2−1
1 · · ·x
tr−1
r−1 )
=
∑
t1+···+tr=N
δ
(
m1
t1
)
c
(
m2,...,mr
t2,...,tr
)
xt1−11 ◦ (x
t2−1
1 · · ·x
tr−1
r−1 )
=
∑
t1+···+tr=N
δ
(
m1
t1
)
c
(
m2,...,mr
t2,...,tr
) ∑
n1+···+nr=N
e
(
t1,...,tr
n1,...,nr
)
xn1−11 · · ·x
nr−1
r
=
∑
n1+···+nr=N
( ∑
t1+···+tr=N
δ
(
m1
t1
)
c
(
m2,...,mr
t2,...,tr
)
e
(
t1,...,tr
n1,...,nr
))
xn1−11 · · ·x
nr−1
r ,
where t1, . . . , tr ≥ 1. For the totally odd indices (m1, . . . , mr), (n1, . . . , nr) ∈ SN,r, the
term δ
(
m1
t1
)
e
(
t1,...,tr
n1,...,nr
)
in the last equation is 0 if (t1, . . . , tr) 6∈ SN,r with t1+ · · ·+tr = N
(this follows from the explicit formula of e
(
m1,...,mr
n1,...,nr
)
in Lemma 3.1), so one has
c
(
m1,...,mr
n1,...,nr
)
=
∑
(t1,...,tr)∈SN,r
δ
(
m1
t1
)
c
(
m2,...,mr
t2,...,tr
)
e
(
t1,...,tr
n1,...,nr
)
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Then our claim follows from the induction hypothesis(
δ
(
m1
n1
)
c
(
m2,...,mr
n2,...,nr
))
(m1,...,mr)∈SN,r
(n1,...,nr)∈SN,r
= E
(2)
N,r · E
(3)
N,r · · ·E
(r−1)
N,r .

Let us illustrate a few examples of the elements in ker tEN,r. For the matrix EN,2,
the first non-trivial example is obtained from the matrix
E12,2 =


e
(
3,9
3,9
)
e
(
3,9
5,7
)
e
(
3,9
7,5
)
e
(
3,9
9,3
)
e
(
5,7
3,9
)
e
(
5,7
5,7
)
e
(
5,7
7,5
)
e
(
5,7
9,3
)
e
(
7,9
5,9
)
e
(
7,5
5,7
)
e
(
7,5
7,5
)
e
(
7,5
9,3
)
e
(
9,3
3,9
)
e
(
9,3
5,7
)
e
(
9,3
7,5
)
e
(
9,3
9,3
)

 =


0 0 0 1
−6 0 1 6
−15 −14 15 15
−27 −42 42 28

 .
The space ker tE12,2 is generated by the vector (14, 75, 84, 0), which gives the well-
known relation obtained by Gangl, Kaneko and Zagier [7]:
(3.6) 14ζD(3, 9) + 75ζD(5, 7) + 84ζD(7, 5) = 0.
In the case of r = 3, we consider the matrix
E15,3 =


0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 1
−6 −6 1 6 6 0 0 0 0 0
0 0 −6 0 −6 1 6 6 0 0
0 0 0 −6 0 0 0 −5 6 6
−15 −14 0 15 0 0 0 15 0 0
0 0 0 −15 −14 0 0 0 15 15
−27 −42 42 0 0 0 −42 0 42 28


.
The space ker tE15,3 is generated by (−14, 15, 6, 0, 0, 36, 0, 0, 0, 0), which gives
(3.7) − 14ζD(3, 3, 9) + 15ζD(3, 5, 7) + 6ζD(3, 7, 5) + 36ζD(5, 5, 5) = 0.
The following relation is obtained from the space ker tE18,4 by assuming Conjecture 2.2
for r = 4:
(3.8) 70ζD(3, 3, 3, 9)− 75ζD(3, 3, 5, 7)− 30ζD(3, 3, 7, 5) + 36ζD(3, 5, 5, 5) = 0.
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Remark. It is probably worth mentioning that the elements in ker tEN,2 are com-
pletely determined by restricted even period polynomials of degree N − 2, first dis-
covered by Gangl, Kaneko and Zagier [7] (see also [2]). As a natural question, one
can ask if there is an explicit description of elements in ker tEN,r for r > 2.
3.3. Relation with period polynomials. This section is devoted to proving The-
orem 1.2.
Let PN,r ⊂ Q[x1, . . . , xr] be the |SN,r|-dimensional Q-vector space spanned by the
set {xn1−11 · · ·x
nr−1
r | (n1, . . . , nr) ∈ SN,r}, and WN,r its subspace defined for r ≥ 2 by
WN,r = {p ∈ PN,r | p(x1, . . . , xr) = p(x2−x1, x2, x3, . . . , xr︸ ︷︷ ︸
r−2
)−p(x2−x1, x1, x3, . . . , xr︸ ︷︷ ︸
r−2
)}.
The space WN,2 is called the space of restricted even period polynomials (see [2]).
As mentioned in the Introduction, the dimension of the space WN,2 is equal to the
dimension of the C-vector space of cusp forms of weight N for Γ1, so that we have
(3.9)
∑
N>0
dimQWN,2x
N = S(x).
For r ≥ 3, we easily find that WN,r ∼=
⊕
1<n<N Wn,2 ⊗Q PN−n,r−2. In fact, every ele-
ment inWN,r can be written asQ-linear combinations of the form p(x1, x2)x
n3−1
3 · · ·x
nr−1
r
(p(x1, x2) ∈ Wn,2, (n3, . . . , nr) ∈ SN−n,r−2, 1 < n < N). Thus, from O(x)
r =∑
N>0 |SN,r|x
N and (3.9), we obtain the dimension of the space WN,r:
(3.10)
∑
N>0
dimQWN,rx
N = S(x) ·O(x)r−2.
Baumard and Schneps [2] have shown that the space WN,2 is isomorphic to the
space kerEN,2. Since this fact is used for proving Theorem 1.3, we reprove it for
completeness. Set an isomorphism pi(= pi(N,r)) as follows.
pi : PN,r −→ VectN,r∑
(n1,...,nr)∈SN,r
an1,...,nrx
n1−1
1 · · ·x
nr−1
r 7−→ (an1,...,nr)(n1,...,nr)∈SN,r .
Proposition 3.4. ([2, Proposition 3.2]) For each integer N > 0 one has
pi
(
WN,2
)
= kerEN,2.
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Proof. For every polynomial p(x1, x2) =
∑
(n1,n2)∈SN,2
an1,n2x
n1−1
1 x
n2−1
2 satisfying p(x, x) =
0, one can compute
p(x1, x2)− p(x2 − x1, x2) + p(x2 − x1, x1)
=
∑
(m1,m2)∈SN,2
am1,m2
∑
n1+n2=N
n1,n2≥2
(
δ
(
m1,m2
n1,n2
)
− (−1)n1−1
(
m1 − 1
n1 − 1
)
+ (−1)m1−n2
(
m1 − 1
n2 − 1
))
xn1−11 x
n2−1
2
=
∑
n1+n2=N
n1,n2≥2
( ∑
(m1,m2)∈SN,2
am1,m2e
(
m1,m2
n1,n2
))
xn1−11 x
n2−1
2
=
∑
(n1,n2)∈SN,2
( ∑
(m1,m2)∈SN,2
am1,m2e
(
m1,m2
n1,n2
))
xn1−11 x
n2−1
2(3.11)
+
1
2
(
p(x2 − x1, x1)− p(x2 − x1, x2)− p(x2 + x1, x1) + p(x2 + x1, x2)
)
.(3.12)
Assume p(x1, x2) ∈WN,2. Since p(x1, x2) = p(x2 − x1, x2) − p(x2 − x1, x1) = p(x2 +
x1, x2)−p(x2+x1, x1), the polynomial in (3.12) is zero. Then the polynomial in (3.11)
has to be 0, which implies pi(p) ∈ kerEN,2. We now prove pi
−1(v)(x1, x2) ∈WN,2 for
v ∈ kerEN,2 using the action of the group PGL2(Z) on Q[x1, x2](N−2) (N : even)
defined by (f
∣∣γ)(x1, x2) = f(ax1 + bx2, cx1 + dx2) for γ = ( a bc d ). Set
δ =
(
−1 0
0 1
)
, ε =
(
0 1
1 0
)
, T =
(
1 1
0 1
)
∈ PGL2(Z).
For v = (an1,n2)(n1,n2)∈SN,2 ∈ kerEN,2, one has
0 = EN,2(v) =
(
an1,n2 +
∑
(m1,m2)∈SN,2
am1,m2b
m1
n1,n2
)
(n1,n2)∈SN,2
.
By (3.4), one obtains an1,n2 = −an2,n1. This shows pi
−1(v)
∣∣(ε + 1) = 0, where we
have extended the action of PGL2(Z) to its group ring by linearity. We notice that
pi−1(v)
∣∣(δ − 1) = 0 because of even. Using Tδ = δT−1 and Tεδ = εTεT−1, we have
pi−1(v)
∣∣(1− T + Tε)δ = pi−1(v)∣∣(1− T−1+ εTεT−1) = −pi−1(v)∣∣(1− T + Tε)T−1. Let
G = pi−1(v)
∣∣(1− T + Tε). Then G(0, x2) = 0 and
0 = 2× (3.11) = G
∣∣(1 + δ) = G∣∣(1− T−1).
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Since the coefficient matrix obtained by the action of 1−T−1 on G becomes triangular,
one finds G = 0. The assertion follows from
0 =G(x1, x2) = pi
−1(v)(x1, x2)− pi
−1(v)(x2 + x1, x2) + pi
−1(v)(x2 + x1, x1)
=pi−1(v)(x1, x2)− pi
−1(v)(x2 − x1, x2) + pi
−1(v)(x2 − x1, x1).

From (3.9) one immediately obtains an exact value of rankEN,2.
Corollary 3.5. The generating function of the rank of the matrix EN,2 is given by∑
N>0
rankEN,2x
N = O(x)2 − S(x),
or equivalently, one has
∑
N>0 dimQ kerEN,2x
N = S(x).
We now present our result for r ≥ 3. Set the identity map IN,r ∈M|SN,r |(Z) on the
vector space VectN,r:
IN,r =
(
δ
(
m1,...,mr
n1,...,nr
))
(m1,...,mr)∈SN,r
(n1,...,nr)∈SN,r
.
Theorem 3.6. Let r be a positive integer greater than 2 and FN,r the matrix EN,r −
IN,r. Then, the following Q-linear map is injective:
WN,r −→ kerEN,r
p(x1, . . . , xr) 7−→ FN,r
(
pi(p(x1, . . . , xr))
)
.
Proof. We first check that FN,r
(
pi(p)
)
∈ kerEN,r for any polynomial p ∈WN,r. Define
the action σ
(i)
r for a polynomial f(x1, . . . , xr) and i ∈ {1, 2, . . . , r − 1} by
f(x1, . . . , nr)
∣∣σ(i)r = f(xi+1 − xi, x1, . . . , xˆi+1, . . . , xr)− f(xi+1 − xi, x1, . . . , xˆi, . . . , xr).
Note that any polynomial p inWN,r satisfies p
∣∣(1+σ(1)r ) = 0 (by definition), and then
we have
(3.13) p(x1, . . . , xr) + p(x2, x1, x3, . . . , xr) = 0.
We now prove for p ∈WN,r
(3.14) p(x1, . . . , xr)
∣∣(σ(j)r σ(i)r + σ(i)r σ(j−1)r ) = 0 (r − 1 ≥ i ≥ j ≥ 2),
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where p
∣∣(σ(j)r σ(i)r +σ(i)r σ(j−1)r ) means (p∣∣σ(j)r )∣∣σ(i)r +(p∣∣σ(i)r )∣∣σ(j−1)r . For r−1 ≥ i > j ≥ 2
one computes
p(x1, . . . , xr)
∣∣σ(j)r σ(i)r
= p(xj − xj−1, xi+1 − xi, x1, . . . , xˆj, . . . , xˆi+1, . . . , xr)(3.15)
− p(xj − xj−1, xi+1 − xi, x1, . . . , xˆj−1, . . . , xˆi+1, . . . , xr)(3.16)
− p(xj − xj−1, xi+1 − xi, x1, . . . , xˆj , . . . , xˆi, . . . , xr)(3.17)
+ p(xj − xj−1, xi+1 − xi, x1, . . . , xˆj−1, . . . , xˆi, . . . , xr),(3.18)
and
p(x1, . . . , xr)
∣∣σ(i)r σ(j−1)r
= p(xi+1 − xi, xj − xj−1, x1, . . . , xˆj, . . . , xˆi+1, . . . , xr)(3.19)
− p(xi+1 − xi, xj − xj−1, x1, . . . , xˆj , . . . , xˆi, . . . , xr)(3.20)
− p(xi+1 − xi, xj − xj−1, x1, . . . , xˆj−1, . . . , xˆi+1, . . . , xr)(3.21)
+ p(xi+1 − xi, xj − xj−1, x1, . . . , xˆj−1, . . . , xˆi, . . . , xr).(3.22)
From (3.13) it follows (3.15) + (3.19) = (3.16) + (3.21) = (3.17) + (3.20) = (3.18) +
(3.22) = 0. Thus we have (3.14) for r − 1 ≥ i > j ≥ 2. When j = i, one can check
p(x1, . . . , xr)
∣∣σ(j)r σ(j)r
= p(xj − xj−1, xj+1 − xj , x1, . . . , xˆj, xˆj+1, . . . , xr)(3.23)
− p(xj − xj−1, xj+1 − xj , x1, . . . , xˆj−1, xj , xˆj+1, . . . , xr)(3.24)
− p(xj+1 − xj−1, xj+1 − xj , x1, . . . , xˆj , xˆj+1, . . . , xr)(3.25)
+ p(xj+1 − xj−1, xj+1 − xj , x1, . . . , xˆj−1, xˆj , . . . , xr),(3.26)
and
p(x1, . . . , xr)
∣∣σ(j)r σ(j−1)r
= p(xj+1 − xj−1, xj − xj−1, x1, . . . , xˆj, xˆj+1, . . . , xr)(3.27)
− p(xj+1 − xj−1, xj − xj−1, x1, . . . , xˆj−1, xˆj , . . . , xr)(3.28)
− p(xj+1 − xj , xj − xj−1, x1, . . . , xˆj−1, xj , xˆj+1, . . . , xr)(3.29)
+ p(xj+1 − xj , xj − xj−1, x1, . . . , xˆj−1, xˆj , . . . , xr).(3.30)
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From (3.13), it follows (3.24) + (3.29) = 0. For the relation p
∣∣(1 + σ(1)r ) = 0, the
substitutions x1 → xj − xj−1, x2 → xj+1 − xj , x3 → x1, . . . , xj+1 → xj−1 shows
(3.23) + (3.25) + (3.27) = 0, and the substitutions x1 → xj+1 − xj−1, x2 → xj+1 −
xj , x3 → x1, . . . , xj → xj−2 together with (3.13) lead to (3.26) + (3.28) + (3.30) = 0.
Thus we have (3.14). From this, putting σr = σ
(1)
r + · · ·+ σ
(r−1)
r one can obtain
(3.31)
p
∣∣σr∣∣(1 + σr) = p∣∣(σ(2)r + · · ·+ σ(r−1)r )∣∣σr
=
∑
r−1≥i≥j≥2
p
∣∣(σ(j)r σ(i)r + σ(i)r σ(j−1)r ) = 0,
where for the first equality we have used p
∣∣(1+σ(1)r ) = 0. We now compute the coeffi-
cient of xn1−11 · · ·x
nr−1
r in p
∣∣σr∣∣(1+σr). Notice that by (3.1) one has xm1−11 · · ·xmr−1r ∣∣(1+
σr
)
= xm1−11 ◦ (x
m2−1
1 · · ·x
mr−1
r−1 ) (see also the proof of Lemma 3.1). Thus for every
polynomial p(x1, . . . , xr) =
∑
(n1,...,nr)∈SN,r
an1,...,nrx
n1−1
1 · · ·x
nr−1
r one can compute
p
∣∣σr∣∣(1 + σr)
=
∑
(m1,...,mr)∈SN,r
am1,...,mr
∑
t1+···+tr=N
(
e
(
m1,...,mr
t1,...,tr
)
− δ
(
m1,...,mr
t1,...,tr
))
xt1−11 · · ·x
tr−1
r
∣∣(1 + σr)
=
∑
n1+···+nr=N
∑
(m1,...,mr)∈SN,r
am1,...,mr
×
( ∑
t1+···+tr=N
(
e
(
m1,...,mr
t1,...,tr
)
− δ
(
m1,...,mr
t1,...,tr
))
e
(
t1,...,tr
n1,...,nr
))
xn1−11 · · ·x
nr−1
r .
Recalling the computation in the proof of Lemma 3.1, we have known xm1−11 · · ·x
mr−1
r
∣∣σ(i)r =∑
n1+···+nr=N
δ
(
m2,...,mi,mi+2,...,mr
n1,...,ni−1,ni+2,...,nr
)
bm1ni,ni+1x
n1−1
1 · · ·x
nr−1
r , where N = m1+ · · ·+mr, and
hence for 1 ≤ i, j ≤ r − 1
xm1−11 · · ·x
mr−1
r
∣∣σ(j)r ∣∣σ(i)r
=
∑
n1+···+nr=N
( ∑
t1+···+tr=N
δ
(
m2,...,mj ,mj+2,...,mr
t1,...,tj−1,tj+2,...,tr
)
bm1tj ,tj+1
× δ
(
t2,...,ti,ti+2,...,tr
n1,...,ni−1,ni+2,...,nr
)
bt1ni,ni+1
)
xn1−1 · · ·xnr−1r .
Here δ
(
m2,...,mj ,mj+2,...,mr
t1,...,tj−1,tj+2,...,tr
)
δ
(
t2,...,ti,ti+2,...,tr
n1,...,ni−1,ni+2,...,nr
)
is 0 if (t1, . . . , tr) 6∈ SN,r and (m1, . . . , mr),
(n1, . . . , nr) ∈ SN,r. This shows that for (n1, . . . , nr) ∈ SN,r the coefficient of x
n1−1
1 · · ·x
nr−1
r
in p
∣∣σr∣∣(1 + σr) is given by∑
(m1,...,mr)∈SN,r
am1,...,mr
( ∑
(t1,...,tr)∈SN,r
(
e
(
m1,...,mr
t1,...,tr
)
− δ
(
m1,...,mr
t1,...,tr
))
e
(
t1,...,tr
n1,...,nr
))
,
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which is exactly the (n1, . . . , nr)-th entry of the row vector EN,r
(
FN,r
(
pi(p)
))
. As a
result, (3.31) implies EN,r
(
FN,r
(
pi(p)
))
= 0.
Finally, we prove the injectivity of the map FN,r ◦ pi. It suffices to check that
pi
(
WN,r
)
∩ kerFN,r = {0}.
Set pi(p) = (an1,...,nr)(n1,...,nr)∈SN,r for p ∈ WN,r. For each (n1, . . . , nr) ∈ SN,r, the
assumption p ∈WN,r gives the relation∑
(m1,...,mr)∈SN,r
(
δ
(
m1,...,mr
n1,...,nr
)
+ δ
(
m3,...,mr
n3,...,nr
)
bm1n1,n2
)
am1,...,mr = 0,
and FN,r
(
pi(p)
)
= 0 induces the relation
∑
(m1,...,mr)∈SN,r
( r−1∑
i=1
δ
(
m2,...,mi,mi+2...,mr
n1,...,ni−1,ni+2,...,nr
)
bm1ni,ni+1
)
am1,...,mr = 0.
Subtracting the above two relations, one has
∑
(m1,...,mr)∈SN,r
(
− δ
(
m1,...,mr
n1,...,nr
)
+
r−1∑
i=2
δ
(
m2,...,mi,mi+2...,mr
n1,...,ni−1,ni+2,...,nr
)
bm1ni,ni+1
)
am1,...,mr = 0.(3.32)
Furthermore, by definition of the spaceWN,r, every relation satisfied by am1,...,mr does
not depend on the choices of (m3, . . . , mr) ∈ Sn,r−2 where n = m3 + · · ·+mr, so that
the relation (3.32) can be reduced to
∑
(m1,m2)∈SN−n,2
(
δ
(
m1,...,mr
n1,...,nr
)
−
r−1∑
i=2
δ
(
m2,...,mi,mi+2,...,mr
n1,...,ni−1,ni+2,...,nr
)
bm1ni,ni+1
)
am1,...,mr = 0.
Denote by α(n1, . . . , nr;m3, . . . , mr) the left-hand side of the above equation and
bij{2, . . . , r} the set of all bijections on the set {2, . . . , r}. Consider
f(m3, . . . , mr) :=
∑
σ∈bij{2,...,r}
α(n1, nσ(2), nσ(3), . . . , nσ(r);m3, . . . , mr)
=
∑
(m1,m2)∈SN−n,2
∑
σ∈bij{2,...,r}
δ
(
m1,m2,...,mr
n1,nσ(2),...,nσ(r)
)
am1,...,mr
−
∑
(m1,m2)∈SN−n,2
r−1∑
i=2
( ∑
σ∈bij{2,...,r}
δ
(
m2,m3,...,mi,mi+2,...,mr
n1,nσ(2),...,nσ(i−1),nσ(i+2),...,nσ(r)
)
bm1nσ(i),nσ(i+1)
)
am1,...,mr ,
which is 0 for any (m3, . . . , mr) ∈ Sn,r−2. Notice that for each τ ∈ bij{2, . . . , r} there
exists a unique τ ′ ∈ bij{2, . . . , r} such that τ(j) = τ ′(j) for j ∈ {2, . . . , i − 1, i +
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2, . . . , r}, and τ(i) = τ ′(i + 1), τ(i + 1) = τ ′(i). This pairing, together with (3.4),
provides
δ
(
m2,m3,...,mi,mi+2,...,mr
n1,nσ(2),...,nτ(i−1),nτ(i+2),...,nτ(r)
)
bm1nτ(i),nτ(i+1)
+ δ
(
m2,m3,...,mi,mi+2,...,mr
n1,nτ ′(2),...,nτ ′(i−1),nτ ′(i+2),...,nτ ′(r)
)
bm1nτ ′(i),nτ ′(i+1) = 0.
Then, for each i ∈ {2, . . . , r − 1}, we have( ∑
τ∈bij{2,...,r}
δ
(
m2,m3,...,mi,mi+2,...,mr
n1,nτ(2),...,nτ(i−1),nτ(i+2),...,nτ(r)
)
bm1nτ(i),nτ(i+1)
)
am1,...,mr = 0,
and hence,
f(m3, . . . , mr) =
∑
(m1,m2)∈SN−n,2
∑
τ∈bij{2,...,r}
δ
(
m1,m2,...,mr
n1,nτ(2),...,nτ(r)
)
am1,...,mr .
Letting mi = ni for all i ∈ {3, . . . , r}, we obtain
0 = f(n3, . . . , nr)
=
∑
(m1,m2)∈SN−n,2
∑
τ∈bij{2,...,r}
δ
(
m1,m2,n3,...,nr
n1,nτ(2),nτ(3),...,nτ(r)
)
am1,m2,n3,...,nr
=
( ∑
τ∈bij{2,...,r}
δ
(
n3,...,nr
nτ(3),...,nτ(r)
))
an1,...,nr ,
which shows an1,...,nr = 0 for all (n1, . . . , nr) ∈ SN,r. This completes the proof of
Theorem 3.6. 
As a corollary, the following inequality is immediate from (3.10).
Corollary 3.7. For each integers r ≥ 3, we have∑
N>0
dimQ kerEN,rx
N ≥ S(x) ·O(x)r−2.
Remark. Conjecturally, the dimension of kerEN,r coincides with the coefficient of x
N
in S(x) ·O(x)r−2. Therefore, we may expect that FN,r gives a bijection from pi(WN,r)
to kerEN,r. We have a computational evidence up to N = 35 for this expectation,
which was checked by direct calculations using Mathematica (the verification has been
completed within a few days).
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4. Proof of Theorem 1.3
This section is devoted to proving the inequality
(4.1)
dimQ kerCN,4 ≥ dimQ kerEN,4+
∑
1<n<N
(
dimQ kerEN−n,3+rankEn,2·dimQ kerEN−n,2
)
.
This inequality, together with Corollaries 3.5 and 3.7, provides∑
N>0
dimQ kerCN,4x
N ≥ 3S(x) ·O(x)2 − S(x)2,
from which Theorem 1.3 follows. Thus, it suffices to show the inequality (4.1).
An essential idea for proving (4.1) is as follows. It can be shown that the space of
totally odd MZVs Zodd :=
⊕
N,r≥0Z
odd
N,r has the structure of a bigraded Q-algebra with
respect to the series shuffle product developed by Hoffman [10] (e.g. ζD(n1)ζD(n2) =
ζD(n1, n2) + ζD(n2, n1)). The linear relations among totally odd MZVs of weight N
and depth r obtained from multiplying the linear relations of ker tEN ′,r′ by totally
odd MZVs of weight N − N ′ and depth r − r′ for (N ′, r′) ≤ (N, r) should sit in
ker tCN,r, because we are believing that ker
tCN,r (⊃ ker
tEN,r) provide all linear rela-
tions among totally odd MZVs of weight N and depth r. For example, we can obtain
dimQ ker
tC18,4 = 3, and observe that the coefficient vectors of three relations (3.8),
ζD(3)×(3.7) and ζD(3, 3)×(3.6) of weight 18 and depth 4 generate the space ker
tC18,4.
We prove first that multiplying by totally odd MZVs gives an injection from the
space ker tEN ′,r′ for (N
′, r′) ≤ (N, 4) to the space ker tCN,4 (Proposition 4.1), and then
their intersections are discussed.
4.1. Shuffle algebra. Since we only need the algebraic structure of Zodd, consider
the non-commutative polynomial algebra F over Q with one generator z2i+1 in every
degree 2i+ 1 for i ≥ 1:
F := Q〈z3, z5, z7, . . .〉.
The bigraded piece of F of weight N and depth r, which is the Q-vector space spanned
by the words zn1 · · · znr for all (n1, . . . , nr) ∈ SN,r, is denoted by FN,r. The empty
word is regarded as 1 ∈ Q. The space F has the structure of a commutative, bigraded
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algebra over Q with respect to the shuffle product x:
(4.2) zn1 · · · znr x znr+1 · · · znr+s =
∑
σ∈Sr+s
σ(1)<···<σ(r)
σ(r+1)<···<σ(r+s)
zn
σ−1(1)
· · · zn
σ−1(r+s)
,
where Sn is the n-th symmetric group. We notice that the surjective linear map from
F to Zodd given by zn1 · · · znr 7→ ζD(n1, . . . , nr) becomes an algebra homomorphism.
4.2. Key identities. Define the linear map ρ(= ρ(N,r)) : VectN,r → FN,r given by
ρ : VectN,r −→ FN,r
(an1,...,nr)(n1,...,nr)∈SN,r 7−→
∑
(n1,...,nr)∈SN,r
an1,...,nrzn1 · · · znr ,
which by definition is an isomorphism. For each word w ∈ FN,r, we define the Q-linear
map Ψw on the space Vect, which corresponds to the shuffle product on F, by the
composition map
Ψw : VectN ′,r′
ρ
−→ FN ′,r′
xw
−→ FN+N ′,r+r′
ρ−1
−→ VectN+N ′,r+r′
v 7−→ ρ(v) 7−→ ρ(v) x w 7−→ ρ−1(ρ(v) x w).
For convenience, we write Ψn1,...,nr = Ψzn1 ···znr . We note that since the algebra F is
an integral domain, the map Ψn1,...,nr becomes an injection. One finds that the map
Ψ provides an injection from ker tEN ′,r′ to ker
tCN,4 for (N
′, r′) < (N, 4):
Proposition 4.1. (i) For each odd integer p ≥ 3, the image of ker tEN−p,3 under the
injective map Ψp is contained in ker
tCN,4:
Ψp : ker
tEN−p,3 −→ ker
tCN,4.
(ii) For each even integer p ≥ 6 and (p1, p2) ∈ Sp,2, the image of ker
tEN−p,2 under
the injective map Ψp1,p2 is contained in ker
tCN,4:
Ψp1,p2 : ker
tEN−p,2 −→ ker
tCN,4.
Proposition 4.1 is shown by certain explicit formulas described in Lemma 4.2 below.
For (p1, . . . , pr−q) ∈ Sp,r−q let us define the injective linear map Φp1,...,pr−q on Vect by
Φp1,...,pr−q : VectN−p,q −→ VectN,r,
(an1,...,nq)(n1,...,nq)∈SN−p,q 7−→
(
δ
(
p1,...,pr−q
n1,...,nr−q
)
· anr−q+1,...,nr
)
(n1,...,nr)∈SN,r
.
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By definition (3.5), for q ∈ {2, . . . , r − 1} the matrix E
(q)
N,r can be expressed as the
direct sum of the form
E
(q)
N,r =
⊕
1<p<N
(p1,...,pr−q)∈Sp,r−q
EN−p,q
= diag(E3q,q, . . . , E3q,q︸ ︷︷ ︸
|SN−3q,r−q |
, E3q+2,q, . . . , E3q+2,q︸ ︷︷ ︸
|SN−3q−2,r−q |
, . . . , EN−3(r−q),q),
and hence we have
(4.3) ker tE
(q)
N,r =
⊕
1<p<N
(p1,...,pr−q)∈Sp,r−q
Φp1,...,pr−q
(
ker tEN−p,q
)
.
Lemma 4.2. (i) For each odd integer p ≥ 3 and v ∈ ker tEN−p,3, we have
tEN,4
(
Ψp(v)
)
= Φp(v) ∈ ker
tE
(3)
N,4.
(ii) For each even integer p ≥ 6, (p1, p2) ∈ Sp,2 and v ∈ ker
tEN−p,2, we have
tE
(3)
N,4
(
tEN,4
(
Ψp1,p2(v)
))
=
∑
(t1,t2)∈Sp,2
e
(
t1,t2
p1,p2
)
Φt1,t2(v) ∈ ker
tE
(2)
N,4.
Combining Lemma 4.2 with Proposition 3.3 (that is tCN,4 =
tEN,4 ·
tE
(3)
N,4 ·
tE
(2)
N,4),
we have the proof of Proposition 4.1.
Although Lemma 4.2 plays a key role in the next subsection, its proof is postponed
to the Appendix because it is done by tedious computations. In what follows, we shall
try to make an explanation of the formulas in Lemma 4.2 using the notion of Brown’s
operator Dm. It is hoped that we obtain more general formulas from this approach
(see Remark below).
Recall the graded version of Brown’s operator grDr Dm on the depth-graded motivic
MZVs (see §2.3). Using the formula of Dm (2.2), one can easily obtain
(4.4) grDr Dm(ζ
m
D(n1, . . . , nr)) =
∑
(m1,...,mr)∈SN,r
δ
(
m1
m
)
e
(
m1,...,mr
n1,...,nr
)
ζm1 ⊗ ζ
m
D(m2, . . . , mr).
We now define the operator dm for odd m > 1, which is a formal version of gr
D
r Dm.
For zn1 · · · znr ∈ FN,r, let
dm(zn1 · · · znr) =
∑
(m1,...,mr)∈SN,r
δ
(
m1
m
)
e
(
m1,...,mr
n1,...,nr
)
zm1 ⊗ zm2 · · · zmr
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and dm(zn) = δ
(
m
n
)
zn ⊗ 1. Then we obtain the Q-linear map dm : FN,r → Qzm ⊗
FN−m,r−1 by linearity. Set d<N :=
∑
1<m<N :odd dm:
d<N : FN,r −→ F
(r−1)
N,r ,
where we write F
(r−1)
N,r =
⊕
1<m<N Fm,1 ⊗ FN−m,r−1. In general, we put for 2 ≤ q ≤ r
F
(q)
N,r =
⊕
1<p<N
(p1,...,pr−q)∈Sp,r−q
Fp1,1 ⊗ · · · ⊗ Fpr−q,1︸ ︷︷ ︸
r−q
⊗FN−p,q,
which is isomorphic to FN,r. Notice F
(r)
N,r = FN,r. Define isomorphisms ρ
(q)(= ρ(N,r,q))
for 2 ≤ q ≤ r by
ρ(q) : VectN,r −→ F
(q)
N,r
(an1,...,nr)(n1,...,nr)∈SN,r 7−→
∑
(n1,...,nr)∈SN,r
an1,...,nrzn1 ⊗ · · · ⊗ znr−q ⊗ znr−q+1 · · · znr .
Note ρ(r) = ρ. Set d
(q)
<N := id
⊗(r−q) ⊗ d<N for 2 ≤ q ≤ r, so then d
(r)
<N = d<N . By
definition, for 3 ≤ q ≤ r one immediately finds that the following diagram commutes:
VectN,r
ρ(q)
//
tE
(q)
N,r

F
(q)
N,r
d
(q)
<N

VectN,r
ρ(q−1)
// F
(q−1)
N,r
We notice that the linear map CN,r can be written as the composition map (ρ
(2))−1 ◦
d
(2)
<N ◦ · · · ◦ d
(r−1)
<N ◦ d
(r)
<N ◦ ρ
(r):
ρ(2)
(
tCN,r(v)
)
= d
(2)
<N ◦ · · · ◦ d
(r−1)
<N ◦ d
(r)
<N
(
ρ(r)(v)
)
.
We are expecting that the map dm is a derivation, i.e. dm(w1 x w2) = dm(w1)x (1⊗
w2) + dm(w2) x (1 ⊗ w1), however we were not able to prove this (whereas we can
prove that dm is a derivation for the shuffle product of iterated integrals, since the
coefficient e
(
m1,...,mr
n1,...,nr
)
is obtained from this shuffle product). One can at least check
the following (so the proof is also by boring computations, we omit it):
dm(zp x zn1zn2zn3) = dm(zp) x (1⊗ zn1zn2zn3) + dm(zn1zn2zn3) x (1⊗ zp),
dm(zp1zp2 x zn1zn2) = dm(zp1zp2) x (1⊗ zn1zn2) + dm(zn1zn2) x (1⊗ zp1zp2).
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Using the first identity, we have
tEN,4(Ψp(v)) =
(
ρ(3)
)−1
◦ d<N ◦ ρ(Ψp(v)) =
(
ρ(3)
)−1
◦ d<N(zp x ρ(v))
=
(
ρ(3)
)−1(
d<N(zp) x (1⊗ ρ(v)) + d<N(ρ(v)) x (1⊗ zp)
)
=
(
ρ(3)
)−1(
zp ⊗ ρ(v)
)
= Φp(v),
where for the last equality we have used d<N(ρ(v)) = 0 which is equivalent to the
assumption tEN−p,3(v) = 0. This gives a proof of Lemma 4.2 (i). We can prove the
formula (ii) of Lemma 4.2 in a similar way.
Remark. If dm becomes a derivation on F, one can prove for v ∈ ker
tEN−p,r−q and
(p1, . . . , pq) ∈ Sp,q
t
(
EN,rE
(r−1)
N,r · · ·E
(r−q+1)
N,r
)(
Ψp1,...,pq(v)
)
=
∑
(t1,...,tq)∈Sp,q
c
(
t1,...,tq
p1,...,pq
)
Φt1,...,tq(v),
which implies that the image of the space ker tEN−p,r−q under the injective map
Ψp1,...,pq is contained in ker
tCN,r:
Ψp1,...,pq : ker
tEN−p,r−q −→ ker
tCN,r.
4.3. Proof of Theorem 1.3. Proposition 4.1 shows
ker tCN,4 ⊃ ker
tEN,4 +
∑
1<p<N
Ψp
(
ker tEN−p,3
)
+
∑
1<p<N
(p1,p2)∈Sp,2
Ψp1,p2
(
ker tEN−p,2
)
.
For 1 < p < N we now consider the Q-vector space A
(p)
N ⊂ VectN,4 spanned by all
elements of the form
∑
(p1,p2)∈Sp,2
ap1,p2Ψp1,p2(v), where (ap1,p2)(p1,p2)∈Sp,2 ∈ Im
tEp,2 and
v ∈ ker tEN−p,2:
A
(p)
N =
〈 ∑
(p1,p2)∈Sp,2
ap1,p2Ψp1,p2(v)
∣∣∣∣ (ap1,p2)(p1,p2)∈Sp,2 ∈ Im tEp,2, v ∈ ker tEN−p,2
〉
Q
.
Our goal is to show the following:
(4.5) ker tCN,4 ⊃ ker
tEN,4 ⊕
⊕
1<p<N
Ψp
(
ker tEN−p,3
)
⊕
⊕
1<p<N
A
(p)
N .
Before proving (4.5), we show (4.1) assuming (4.5). From the injectivity of the map
Ψp, one has
(4.6) dimQΨp
(
ker tEN−p,3
)
= dimQ ker
tEN−p,3.
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By using the fact that the algebra F is isomorphic to a certain polynomial algebra,
one can prove the following lemma (the proof will be postponed to the Appendix).
Lemma 4.3. Let B1 and B2 be subspaces of FN1,2 and FN2,2 respectively. Assume that
B1 ∩B2 = {0}. Then the dimension of the space spanned by all elements composing
of two products of w1 ∈ B1 and w2 ∈ B2 is equal to dimQB1 · dimQB2:
dimQ〈w1 x w2 | w1 ∈ B1, w2 ∈ B2〉Q = dimQB1 · dimQB2.
From this lemma, one immediately obtains
(4.7) dimQ ρ
(
A
(p)
N
)
= rank tEp,2 · dimQ ker
tEN−p,2.
Then, the inequality (4.1) follows from (4.6), (4.7) and (4.5). We now prove (4.5).
Proof of (4.5). For any element v =
∑
1<p<N Ψp(vp) ∈
∑
1<p<N Ψp(ker
tEN−p,3), using
Lemma 4.2 (i), one has
tEN,4(v) =
∑
1<p<N
tEN,4
(
Ψp(vp)
)
=
∑
1<p<N
Φp(vp) ∈ ker
tE
(3)
N,4(
=
⊕
1<p<N
Φp
(
ker tEN−p,3
)
, by (4.3)
)
.
Therefore, the injectivity of the map Φp shows that
tEN,4(v) = 0 if and only if vp = 0
for all 1 < p < N . So then v = 0⇒ vp = 0 for all 1 < p < N implies∑
1<p<N
Ψp(ker
tEN−p,3) =
⊕
1<p<N
Ψp(ker
tEN−p,3),
and tEN,4(v) = 0⇒ v = 0 shows
ker tEN,4 ⊕
⊕
1<p<N
Ψp(ker
tEN−p,3).
We fix a basis of ker tEN−p,2 denoted by {w
(p)
i }
kp
i=1. Then for any vp ∈ A
(p)
N one can
express
vp =
kp∑
i=1
∑
(p1,p2)∈Sp,2
a(i)p1,p2Ψp1,p2
(
w
(p)
i
)
with some elements (a
(i)
p1,p2)(p1,p2)∈Sp,2 ∈ Im
tEp,2 (1 ≤ i ≤ kp). For any
v =
∑
1<p<N
αpvp =
∑
1<p<N
αp
kp∑
i=1
∑
(p1,p2)∈Sp,2
a(i)p1,p2Ψp1,p2
(
w
(p)
i
)
∈
∑
1<p<N
A
(p)
N ,
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using Lemma 4.2 (ii), one has
tE
(3)
N,4
(
tEN,4(v)
)
=
∑
1<p<N
kp∑
i=1
∑
(t1,t2)∈Sp,2
αp
( ∑
(p1,p2)∈Sp,2
a(i)p1,p2e
(
t1,t2
p1,p2
))
Φt1,t2
(
w
(p)
i
)
∈ ker tE
(2)
N,4
(
=
⊕
1<p<N
(t1,t2)∈Sp,2
Φt1,t2
(
ker tEN−p,2
)
, by (4.3)
)
.
For each 1 < p < N the set {Φt1,t2
(
w
(p)
i
)
| 1 ≤ i ≤ kp, (t1, t2) ∈ Sp,2} is linearly
independent over Q. This shows that tE
(3)
N,4
(
tEN,4(v)
)
= 0 if and only if for all 1 <
p < N , each coefficient of Φt1,t2
(
w
(p)
i
)
for (t1, t2) ∈ Sp,2 and 1 ≤ i ≤ kp, which is
αp
∑
(p1,p2)∈Sp,2
a
(i)
p1,p2e
(
t1,t2
p1,p2
)
, is 0. Since if
∑
(p1,p2)∈Sp,2
a
(i)
p1,p2e
(
t1,t2
p1,p2
)
= 0 for all (t1, t2) ∈
Sp,2, then 0 = (a
(i)
p1,p2)(p1,p2)∈Sp,2 because (a
(i)
p1,p2)(p1,p2)∈Sp,2 ∈ ker
tEp,2∩ Im
tEp,2 = {0}, it
turns out to be vp = 0 whenever αp 6= 0. Therefore, assuming 0 = v =
∑
wp ∈
∑
A
(p)
N ,
we have wp = 0 for each 1 < p < N . This gives∑
1<p<N
A
(p)
N =
⊕
1<p<N
A
(p)
N .
We also have tE
(3)
N,4
(
tEN,4(v)
)
= 0 ⇒ v = 0, which is used below. The reminder is to
show that (
ker tEN,4 ⊕
⊕
1<p<N
Ψp
(
ker tEN−p,3
))
∩
⊕
1<p<N
A
(p)
N = {0}.
It follows from the above discussion that the map tEN,4 :
⊕
1<p<N Ψp
(
ker tEN−p,3
)
→
ker tE
(3)
N,4 is an injection. Since from the injectivity of the map Ψp and (4.3) we have
dimQ
( ⊕
1<p<N
Ψp
(
ker tEN−p,3
))
=
∑
1<p<N
dimQ ker
tEN−p,3 = dimQ ker
tE
(3)
N,4,
one finds that the above map becomes an isomorphism. Thus for v ∈ ker t(E
(3)
N,4 ·EN,4)
we have
tEN,4(v) ∈ ker
tE
(3)
N,4 =
tEN,4
( ⊕
1<p<N
Ψp
(
ker tEN−p,3
))
,
which implies that there exists v′ ∈
⊕
1<p<N Ψp
(
ker tEN−p,3
)
such that v − v′ ∈
ker tEN,4, so that v ∈ ker
tEN,4⊕
⊕
1<p<N Ψp
(
ker tEN−p,3
)
. Thereby ker t(E
(3)
N,4·EN,4) =
ker tEN,4⊕
⊕
1<p<N Ψp
(
ker tEN−p,3
)
. We have already shown that if v ∈
⊕
1<p<N A
(p)
N
satisfies tE
(3)
N,4
(
tEN,4(v)
)
= 0, then v = 0. This completes the proof. 
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Remark. In general, we conjecture that the dimension of the kernel of the matrix
CN,r is given by
dim ker tCN,r
?
= dimker tEN,r +
∑
1≤q≤r−2
( ∑
1<p<N
rank Cp,q · dimker
tEN−p,r−q
)
.
Then, one can prove the equality (2.5) by induction on r, together with the conjectural
equality
∑
k>0 dimkerEN,rx
k = O(x)r−2S(x) (or equivalently, the surjectivity of the
map FN,r in Theorem 3.6).
Appendix
In this appendix, we prove Lemmas 4.2 and 4.3.
Proof of Lemma 4.2. Lemma 4.2 is shown by direct calculations. We only prove
(ii). Denote v = (an1,n2)(n1,n2)∈SN−p,2 . Then from (4.2) each components of the row
vector Ψp1,p2(v) = (A
(p1,p2)
n1,...,n4)(n1,...,n4)∈SN,4 can be written in the form
A(p1,p2)n1,...,n4 = δ
(
n1,n2
p1,p2
)
an3,n4 + δ
(
n1,n3
p1,p2
)
an2,n4 + δ
(
n1,n4
p1,p2
)
an2,n3
+ δ
(
n2,n3
p1,p2
)
an1,n4 + δ
(
n2,n4
p1,p2
)
an1,n3 + δ
(
n3,n4
p1,p2
)
an1,n2.
The (n1, . . . , n4)-th entry of the vector
tEN,4
(
Ψp1,p2(v)
)
can be computed as follows.∑
(m1,...,m4)∈SN,4
A(p1,p2)m1,...,m4
(
δ
(
n1,...,n4
m1,...,m4
)
+ δ
(
n3,n4
m3,m4
)
bn1m1,m2
+ δ
(
n2,n4
m1,m4
)
bn1m2,m3 + δ
(
n2,n3
m1,m2
)
bn1m3,m4
)
= δ
(
n1,n2
p1,p2
)
an3,n4 + δ
(
n1,n3
p1,p2
)
an2,n4 + δ
(
n1,n4
p1,p2
)
an2,n3
+ δ
(
n2,n3
p1,p2
)
an1,n4 + δ
(
n2,n4
p1,p2
)
an1,n3 + δ
(
n3,n4
p1,p2
)
an1,n2
+
∑
(m1,...,m4)∈SN,4
(
δ
(
m1,m2
p1,p2
)
δ
(
n3,n4
m3,m4
)
bn1m1,m2am3,m4 + δ
(
m1,m3
p1,p2
)
δ
(
n3,n4
m3,m4
)
bn1m1,m2am2,m4
(4.8)
+ δ
(
m1,m4
p1,p2
)
δ
(
n3,n4
m3,m4
)
bn1m1,m2am2,m3 + δ
(
m2,m3
p1,p2
)
δ
(
n3,n4
m3,m4
)
bn1m1,m2am1,m4
(4.9)
+ δ
(
m2,m4
p1,p2
)
δ
(
n3,n4
m3,m4
)
bn1m1,m2am1,m3 + δ
(
m3,m4
p1,p2
)
δ
(
n3,n4
m3,m4
)
bn1m1,m2am1,m2
(4.10)
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+ δ
(
m1,m2
p1,p2
)
δ
(
n2,n4
m1,m4
)
bn1m2,m3am3,m4 + δ
(
m1,m3
p1,p2
)
δ
(
n2,n4
m1,m4
)
bn1m2,m3am2,m4
(4.11)
+ δ
(
m1,m4
p1,p2
)
δ
(
n2,n4
m1,m4
)
bn1m2,m3am2,m3 + δ
(
m2,m3
p1,p2
)
δ
(
n2,n4
m1,m4
)
bn1m2,m3am1,m4
+ δ
(
m2,m4
p1,p2
)
δ
(
n2,n4
m1,m4
)
bn1m2,m3am1,m3 + δ
(
m3,m4
p1,p2
)
δ
(
n2,n4
m1,m4
)
bn1m2,m3am1,m2
(4.12)
+ δ
(
m1,m2
p1,p2
)
δ
(
n2,n3
m1,m2
)
bn1m3,m4am3,m4 + δ
(
m1,m3
p1,p2
)
δ
(
n2,n3
m1,m2
)
bn1m3,m4am2,m4
(4.13)
+ δ
(
m1,m4
p1,p2
)
δ
(
n2,n3
m1,m2
)
bn1m3,m4am2,m3 + δ
(
m2,m3
p1,p2
)
δ
(
n2,n3
m1,m2
)
bn1m3,m4am1,m4
(4.14)
+ δ
(
m2,m4
p1,p2
)
δ
(
n2,n3
m1,m2
)
bn1m3,m4am1,m3 + δ
(
m3,m4
p1,p2
)
δ
(
n2,n3
m1,m2
)
bn1m3,m4am1,m2
)
.
(4.15)
One can find easily that the sum of second term of (4.8) plus the sum of second term
of (4.9) is 0 because of (3.4). In the same way, we can derive (4.9)(1) + (4.10)(1) =
(4.11)(1) + (4.11)(2) = (4.12)(1) + (4.12)(2) = (4.13)(2) + (4.14)(1) = (4.14)(2) +
(4.15)(1) = 0, where the notation, for example, (4.9)(1) means the first term of (4.9).
Then the above equation can be reduced to
δ
(
n1,n2
p1,p2
)
an3,n4 + δ
(
n1,n3
p1,p2
)
an2,n4 + δ
(
n1,n4
p1,p2
)
an2,n3 + δ
(
n2,n3
p1,p2
)
an1,n4 + δ
(
n2,n4
p1,p2
)
an1,n3 + δ
(
n3,n4
p1,p2
)
an1,n2
+ bn1p1,p2(an3,n4 + an2,n4 + an2,n3) +
∑
(m1,...,m4)∈SN,4
(
δ
(
m3,m4
p1,p2
)
δ
(
n3,n4
m3,m4
)
bn1m1,m2am1,m2
+ δ
(
m1,m4
p1,p2
)
δ
(
n2,n4
m1,m4
)
bn1m2,m3am2,m3 + δ
(
m1,m2
p1,p2
)
δ
(
n2,n3
m1,m2
)
bn1m3,m4am3,m4
)
.
(Note an1,n2 = 0 whenever n1 + n2 6= N − p.) From the assumption
tEN−p,2(v) = 0,
one has for (n1, . . . , n4) ∈ SN,4∑
(m1,...,m4)∈SN,4
δ
(
m3,m4
p1,p2
)
δ
(
n3,n4
m3,m4
)(
δ
(
n1,n2
m1,m2
)
+ bn1m1,m2
)
am1,m2 = 0,
which entails
tEN,4
(
Ψp1,p2(v)
)
=(
bn1p1,p2(an3,n4 + an2,n4 + an2,n3) + δ
(
n1,n2
p1,p2
)
an3,n4 + δ
(
n1,n3
p1,p2
)
an2,n4 + δ
(
n1,n4
p1,p2
)
an2,n3
)
(n1,...,n4)∈SN,4
.
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We denote by B
(p1,p2)
n1,...,n4 the (n1, . . . , n4)-th entry of the above. Then the (n1, . . . , n4)-th
entry of the vector tE
(3)
N,4
(
tEN,4
(
Ψp1,p2(v)
))
can be computed as follows:∑
(m1,...,m4)∈SN,4
B(p1,p2)m1,...,m4
(
δ
(
n1,...,n4
m1,...,m4
)
+ δ
(
n1,n4
m1,m4
)
bn2m2,m3 + δ
(
n1,n3
m1,m2
)
bn2m3,m4
)
= bn1p1,p2(an3,n4 + an2,n4 + an2,n3) + δ
(
n1,n2
p1,p2
)
an3,n4 + δ
(
n1,n3
p1,p2
)
an2,n4 + δ
(
n1,n4
p1,p2
)
an2,n3
(4.16)
+
∑
(m1,...,m4)∈SN,4
δ
(
n1,n4
m1,m4
)
bn2m2,m3
(
bm1p1,p2(am3,m4 + am2,m4 + am2,m3)
(4.17)
+ δ
(
m1,m2
p1,p2
)
am3,m4 + δ
(
m1,m3
p1,p2
)
am2,m4 + δ
(
m1,m4
p1,p2
)
am2,m3
)(4.18)
+
∑
(m1,...,m4)∈SN,4
δ
(
n1,n3
m1,m2
)
bn2m3,m4
(
bm1p1,p2(am3,m4 + am2,m4 + am2,m3)
(4.19)
+ δ
(
m1,m2
p1,p2
)
am3,m4 + δ
(
m1,m3
p1,p2
)
am2,m4 + δ
(
m1,m4
p1,p2
)
am2,m3
)
.
(4.20)
We note that from tEN−p,2(v) = 0 one finds
(4.16)(2) + (4.19)(1) =
∑
(m1,...,m4)∈SN,4
δ
(
n1,n3
m1,m2
)
bm1p1,p2
(
δ
(
n2,n4
m3,m4
)
+ bn2m3,m4
)
am3,m4 = 0,
where we used the same notation as before. We also have (4.16)(3)+ (4.17)(3) = 0 in
a similar way. It follows from tEN−p,2(v) = 0 that (4.16)(5) + (4.20)(1) = (4.16)(6) +
(4.18)(3) = 0. Using bmn,n′ + b
m
n′,n = 0, it follows (4.18)(1) + (4.18)(2) = (4.20)(2) +
(4.20)(3) = 0, and also changing variables m3 ↔ m4 shows (4.19)(2) + (4.19)(3) = 0,
and changing variables m2 ↔ m3 gives (4.17)(1)+ (4.17)(2) = 0. So, the remainder is(
δ
(
n1,n2
p1,p2
)
+ bn1p1,p2
)
an3,n4 = e
(
n1,n2
p1,p2
)
an3,n4 =
∑
(t1,t2)∈Sp,2
e
(
t1,t2
p1,p2
)
δ
(
t1,t2
n1,n2
)
an3,n4,
which shows
tE
(3)
N,4
(
tEN,4
(
Ψp1,p2(v)
))
=
∑
(t1,t2)∈Sp,2
e
(
t1,t2
p1,p2
)
Φt1,t2(v).
From (4.3) one has tE
(3)
N,4
(
tEN,4
(
Ψp1,p2(v)
))
∈ ker tE
(2)
N,4. Thus we complete the proof
of (ii). 
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For the proof of Lemma 4.3, the important fact is that the algebra F is isomorphic
to the polynomial algebra in the Lyndon words (see [14, Theorem in p.589]). Define
a total ordering for the set {z3, z5, . . .} as zn1 < zn2 for n1 < n2. The Lyndon word
w is defined as an element of {z3, z5, . . .}
× such that w is smaller than every strict
right factor in the lexicographic ordering w < v if w = uv, where u, v 6= ∅. Hereafter,
the basis of FN,r consisting of monomials in the Lyndon words is called the Lyndon
basis. For example, the Lyndon basis of the Q-vector space FN,2 is given by the set
{zn1zn2 | (n1, n2) ∈ LN} ∪ {zn1 x zn2 | (n1, n2) ∈ L
∗
N}, where we set
LN := {(n1, n2) ∈ SN,2 | n1 < n2} and L
∗
N := {(n1, n2) ∈ SN,2 | n1 ≤ n2}.
To prove Lemma 4.3, we have only to show the following lemma (the rest follows
from the standard linear algebra).
Lemma . For integers N1, N2 > 0, the set {αi x βj | 1 ≤ i ≤ g, 1 ≤ j ≤ h} is
linearly independent over Q, where we denote by {α1, . . . , αg} (resp. {β1, . . . , βh}) the
Lyndon basis of FN1,2 (resp. FN2,2). The set {αi x αj | 1 ≤ i ≤ j ≤ g} is also linearly
independent.
Proof. Notice that each of the sets
ΠN := {zn1 x zn2 x zn3 x zn4 | (n1, . . . , n4) ∈ SN,4, n1 ≤ n2 ≤ n3 ≤ n4},
Π
(1)
N1,N2
:= {zn1 x zn2 x zn3zn4 | (n1, n2) ∈ L
∗
N1
, (n3, n4) ∈ LN2},
Π
(2)
N1,N2
:=

{zn1zn2 x zn3zn4 | (n1, n2) ∈ LN1 , (n3, n4) ∈ LN2} if N1 6= N2{zn1zn2 x zn3zn4 | (n1, n2) ∈ LN1 , (n3, n4) ∈ LN2 , n1 ≤ n3} if N1 = N2
is a subset of the Lyndon basis of FN,4. Therefore, the set
ΠN ∪
⋃
(N1,N2)∈SN,2
Π
(1)
N1,N2
∪
⋃
(N1,N2)∈L∗N
Π
(2)
N1,N2
is linearly independent over Q. The condition n1 ≤ n3 in Π
(2)
N,N can be explained as
follows. Let m = max{n1 | (n1, n2) ∈ LN}. The choices of the shuffle product of two
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Lyndon words of depth 2 and weight N are given by the following.
z3zN−3
▼▼
▼▼
▼▼
▼▼
▼▼
▼
❀
❀
❀
❀
❀
❀
❀
❀
❀
❀
❀
❀
❀
❀
❀
❀
❀
❀
❀
✶
✶
✶
✶
✶
✶
✶
✶
✶
✶
✶
✶
✶
✶
✶
✶
✶
✶
✶
✶
✶
✶
✶
✶
✶
✶
z3zN−3
z5zN−5
▲
▲
▲
▲
▲
▲
▲
▲
▲
▲
▲
▲
✿
✿
✿
✿
✿
✿
✿
✿
✿
✿
✿
✿
✿
✿
✿
✿
✿
✿
✿
z5zN−5
...
...
zmzN−m zmzN−m
Let
LN1,N2 =

{(n1, . . . , n4) | (n1, n2) ∈ L
∗
N1
, (n3, n4) ∈ L
∗
N2
} if N1 6= N2
{(n1, . . . , n4) | (n1, n2) ∈ L
∗
N1
, (n3, n4) ∈ L
∗
N2
, n1 ≤ n3} if N1 = N2
and
ΠN1,N2 = {zn1 x zn2 x zn3 x zn4 | (n1, n2, n3, n4) ∈ LN1,N2}.
Then we easily find that
{αi x βj | 1 ≤ i ≤ g, 1 ≤ j ≤ h} = ΠN1,N2 ∪ Π
(1)
N1,N2
∪ Π
(1)
N2,N1
∪Π
(2)
N1,N2
,
{αi x αj | 1 ≤ i ≤ j ≤ g} = ΠN1,N1 ∪ Π
(1)
N1,N1
∪ Π
(2)
N1,N1
.
For our purpose, it only remains to verify that the set ΠN1,N2 is linearly independent,
or equivalently, an overlap arising from the commutativity of the shuffle product x
doesn’t occur. This overlap comes up if we can choose σ ∈ S4 such that σ(l) =
(nσ(1), . . . , nσ(4)) ∈ LN1,N2 and σ(l) 6= l for l = (n1, . . . , n4) ∈ LN1,N2 (because this σ
gives the possible relation zn1 x zn2 x zn3 x zn4 = znσ(1) x znσ(2) x znσ(3) x znσ(4) in
ΠN1,N2). However, we can check that for all σ ∈ S4, if σ(l) ∈ LN1,N2, then we have
σ(l) = l. We show a few cases. Assume N1 ≤ N2. For l = (n1, . . . , n4) ∈ LN1,N2, one
can check that
σ(l) = (n1, n2, n4, n3) ∈ LN1,N2 ⇒ n4 ≤ n3 ⇒ n3 = n4, since n3 ≤ n4 ⇒ l = σ(l),
σ(l) = (n1, n3, n2, n4) ∈ LN1,N2 ⇒ n1 + n3 = n1 = n1 + n2 ⇒ n2 = n3 ⇒ l = σ(l),
σ(l) = (n3, n4, n1, n2) ∈ LN1,N2 ⇒ n2 ≤ n1 ⇒ n1 = n2 ⇒ n3 ≤ n1 and n1 ≤ n3
⇒ n1 = n3 ⇒ l = σ(l),
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σ(l) = (n4, n2, n1, n3) ∈ LN1,N2 ⇒ n4 + n2 = n1 + n2 ⇒ n1 = n4 ⇒ n4 = n1 ≤ n3 ≤ n4
⇒ n1 = n3 = n4 ⇒ l = σ(l).
The reminder can be checked in the same way. This completes the proof. 
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