We study the information rates of unipolar orthogonal frequency division multiplexing (OFDM) in discretetime optical intensity channels (OIC) with Gaussian noise under average optical power constraint. Several single-, double-, and multi-component unipolar OFDM schemes are considered under the assumption that independent and identically distributed. Gaussian or complex Gaussian codebook ensemble and nearest neighbor decoding (minimum Euclidean distance decoding) are used. We obtain an array of information rate result. These results validate existing signal-to-noise-and-distortion-ratio-based rate analysis, establish the equivalence of information rates of certain schemes, and demonstrate the evident benefits of using component-multiplexing at high signal-to-noise-ratio (SNR). For double-and multi-component schemes, the component power allocation strategies that maximize the information rates are investigated. In particular, by utilizing a power allocation strategy, we prove that several multi-component schemes approach the high SNR capacity of the discrete-time Gaussian OIC under average power constraint to within 0.07 bits.
I. INTRODUCTION

A. Background, Related Work, and Motivation
Orthogonal frequency division multiplexing (OFDM) has been widely used in wireline and wireless communications. In optical communications including optical fiber and optical wireless communications (OWC), OFDM is a promising technique [2] . Many optical systems are based on intensity modulation and direct detection (IM/DD), which carries information by varying optical intensity (the optical power transferred per unit area). Therefore in IM/DD systems a primary concern is designing nonnegative (unipolar) transmit signals. For OFDM this task is challenging because it is difficult to ensure the unipolar property by simply constraining the discrete frequency domain input symbols.
The direct current (DC) offset OFDM (DCO-OFDM) [3] , [4] and the asymmetrically clipped OFDM (ACO-OFDM) [5] are two well-known unipolar OFDM schemes. The pulse-amplitude-modulated discrete multitone modulation (PAM-DMT) [6] and the Flip-OFDM [7] - [9] are also widely investigated in literature. Unfortunately, the unipolar constraint inevitably reduces spectral efficiency. Among the above four schemes, the DCO-OFDM loses efficiency in terms of optical power due to the DC bias added, while the other three lose efficiency in terms of bandwidth/degrees of freedom (DoF) 1 due to their constraints on the discrete frequency domain input (see Table I for details).
In recent years, numerous unipolar OFDM schemes have been proposed for IM/DD based optical communications, and Table II lists some representative examples. As a direct and powerful way to improve the DoF efficiency, multiplexing two or more unipolar OFDM components has received particular attention. Details of some multiplexing based unipolar OFDM schemes, which will be investigated in this paper, are given in Table I . It is shown that the DoF efficiency loss of the unipolar design can be almost completely avoided by using frequency division multiplexing (FDM) or code division multiplexing (CDM) based multi-component schemes. Further studies on performance and optimization of unipolar OFDM can be found in extensive literatures, e.g., [35] - [40] . In particular, [39] and [40] compare performance of several multiplexing-based unipolar OFDM schemes.
Thus far, most studies on unipolar OFDM consider only the performance of uncoded transmission, where the main performance metric is the bit error rate (BER) or the rate achieved for a target BER. The current paper, alternatively, chooses information rate as the main performance metric. For a given transmission scheme (specified by certain transceiver structures), its information rate is defined as the highest rate achieved by that scheme with arbitrarily low error probability as the channel coding length grows without bound. As a fundamental limit, the information rate depends neither on a particular target error probability (e.g., 10 −3 ) nor on a particular channel code. Therefore, the information rate indicates the ultimate performance of unipolar OFDM schemes. More 1 The DoF efficiency, which is a dimensionless measure of bandwidth efficiency, stands for the number of independent symbols transmitted per channel use in time domain, divided by the maximum symbol rate of the channel, which is one real symbol ( 1 2 complex symbol) per channel use for optical intensity channel with single input and single output. Note that the DoF efficiency determines the pre-log factor of the information rate achieved. 0090-6778 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. specifically, it approximates the maximum data rate achieved by a coded unipolar OFDM system, with a sufficiently low error probability. There are several existing information theoretic works on unipolar OFDM. The information rate of the ACO-OFDM was derived in [19] and [41] for average power constrained Gaussian optical intensity channels (OIC) with and without signal dispersion. In [42] and [43] , the information rates of the DCO-OFDM, the ACO-OFDM, and the Flip-OFDM were analyzed in light emitting diode (LED) based Gaussian OIC under average optical power and dynamic range constraints. A framework for information rate maximization and parameter optimization (bias and clipping levels) of the ACO-and the DCO-OFDM in Gaussian OIC with nonlinear distortion was proposed in [44] , with both electrical and optical power constraints (include average and dynamic range constraints) considered. Multiplexing based unipolar OFDM schemes, however, have not been considered in the aforementioned studies.
In [42] - [44] , achievability results on an OFDM subcarrier were obtained by treating the distortion from clipping and other effects as independent additive noise, employing the capacity formula of the additive white Gaussian noise (AWGN) channel, and replacing the signal-to-noiseratio (SNR) therein by the signal-to-noise-and-distortion-ratio (SNDR). Thus the obtained achievable rate for complex-valued input is as
From an information theoretic view, however, the achievability of (1) needs further justification. It is well known that the capacity formula of an AWGN channel gives the maximum achievable rate of average power constrained signaling corrupted by signal-independent Gaussian noise, and Gaussian signaling achieves this maximum rate. Unfortunately, the distortion part in the evaluation of SNDR in (1) is indeed a signal-dependent non-Gaussian noise. In fact, the rate given by (1) is not equal to the maximum input-output mutual information of the considered frequency domain equivalent channel. Hence, rigorous information theoretic results on unipolar OFDM with nonlinear distortion still needs to be established. In addition, the SNDR based results do not provide clues on how to design appropriate transceivers to achieve the rate as (1) . Furthermore, although the capacity of OIC has been studied in several works [45] - [51] , few studies have considered comparisons between information rates of unipolar OFDM schemes and the capacity of OIC. The design of unipolar OFDM often leads to a significant loss of information rate. For example, the rate loss caused by a suboptimal DoF efficiency increases without a bound as SNR increases. In contrast, in electrical Gaussian channels both OFDM and serial transmission approach capacity [52] . Evaluating the rate losses of unipolar OFDM schemes for practical SNR values is thus necessary, especially for multiplexing based schemes since they achieve higher DoF efficiencies at the price of increased complexity. In [44] , information rates of the DCO-and the ACO-OFDM were compared with the capacity of Gaussian OIC under dynamic range constraints. Our comparative study will consider more schemes including several multiplexing based ones. For the capacity of discretetime Gaussian OIC, although no analytic expression is known, tight bounds have been established for several common types of constraints [46] - [50] . In addition, accurate evaluation can be numerically achieved using techniques pioneered in [56] when the input optical intensity is further bounded from above due to a peak power constraint. These results provide benchmarks for evaluating the performance of unipolar OFDM schemes.
B. Summary of Contributions
In this paper, we study information rates of unipolar OFDM schemes listed in Table I [24] are not considered since they are more suitable for channels with dimming/lighting constraints. The meaning of "comparative study" in this paper is two-fold: the study includes not only comparisons among information rates of unipolar schemes, but also comparisons between these information rates and the capacity of the considered channel. Our main contributions are summarized as follows.
• For the DCO-OFDM and the ADO-OFDM, we derive information rate lower bounds which are achieved by employing independent and identically distributed (i.i.d.) complex Gaussian (ICG) or i.i.d. Gaussian (IG) codebook ensemble at the transmitter and nearest neighbour decoder at the receiver. Our derivations utilize information theoretic results on mismatched decoding, especially the socalled generalized mutual information (GMI) [53] - [55] . For the SNDR based information rate results as (1), we show that our lower bounds coincide with them, thus establishing their achievability rigorously, and providing key engineering insights by connecting the information rates with specific transceiver design. The obtained lower bounds are tight in the sense of "typical" ICG/IG codebooks (see Sec. III for details). We also provide results on optimization of the DCO-OFDM and the ADO-OFDM for information rates maximization. • For the ACO-OFDM, the PAM-DMT, the Flip-OFDM, and the PM-OFDM, we derive their information rates under ICG/IG input in a unified way, and establish the equivalence of their information rates. • For several double-and multi-component schemes, we derive achievability results, including some asymptotic ones, based on successive decoding, interference cancellation, and results for single-component schemes. For the HACO-OFDM and the ASCO-OFDM, and for all multi-component schemes we considered, our results establish the equivalence of their information rates.
We further give optimal power allocation parameters for double-component schemes numerically, which show that at low SNR the optimal strategy is allocating all power to the ACO-OFDM component (thus reducing into the single-component scheme). • Based on our results, we show that 1) at low SNR, there is no need to use multiplexing based schemes, but there are still considerable gaps between the information rates of single-component schemes and the channel capacity; 2) at high SNR, component-multiplexing provides great benefits, and the considered multi-component schemes approach the high-SNR capacity of the discrete-time Gaussian OIC under average optical power constraint to within 0.07 bits, by using a simple power allocation strategy we find.
C. Organization and Notation
The remaining part of this paper is organized as follows. Sec. II gives some preliminaries of our study. Sec. III, IV, and V study single-, double-, and multi-component schemes, respectively. Sec. VI presents numerical results and their discussions. Some concluding remarks are given in the last section.
Throughout the paper we use N to denote the number of OFDM subcarriers. We use F and F −1 to denote the discrete Fourier transform (DFT) matrix and the inverse discrete Fourier transform (IDFT) matrix, respectively, i.e., [F] 
where 0 ≤ k ≤ N − 1 and 0 ≤ n ≤ N − 1. Some upper case Roman letters including X, S, C, and D, and their bold forms, are used to denote scalar and vector signals in discrete frequency domain, respectively; the corresponding lower case Roman letters x, s, c, and d, and their bold forms, are used to denote scalar and vector signals in discrete time domain, respectively. Specifically, we use s to denote the optical intensity. The two domains are connected by DFT/IDFT, e.g., x = F −1 X, where [x] n = x n and [X] k = X k . We use E[·] to denote expectation. We use N (a, b) and CN (a, b) to denote Gaussian and complex Gaussian distributions, respectively, with mean a and variance b. The truncated Gaussian distribution with probability density function f X (x) = 1 √ 2πσ exp −x 2 2σ 2 , x > 0, and Pr(x = 0) = 1 2 , is denoted as TG 0, σ 2 , and its mean is [19] . We use C AWGN (γ ) to denote the capacity of a complex-valued discrete-time AWGN channel
The complex conjugate of a complex number A is denoted asĀ. For a matrix (or vector) A, A T stands for its transpose, A H stands for its conjugate transpose, andĀ stands for its elementby-element conjugation.
II. PRELIMINARIES
The discrete-time Gaussian OIC considered in this paper is r n = s n + z n , s n ≥ 0,
where z n is i.i.d. Gaussian with variance σ 2 z . The transmitted optical intensity s n satisfies an average optical power constraint as E [s n ] ≤ E.
(3)
Note that in (2) we normalize the channel gain (including, e.g., the detector responsivity) to unity without loss of generality. For brevity, in the remaining part of this paper, unless otherwise stated, "Gaussian OIC" always denotes its discretetime version as (2), "frequency/time domain" always refers to discrete frequency/time domain, and "power" always refers to optical power. The above channel model has been widely used in information theoretic studies on OWC [46] - [50] . In these studies, and also in the studies on unipolar OFDM, several more input constraints have been considered, including peak power constraint, dynamic range constraint [42] - [44] , [57] , dimming/lighting constraint (for visible light communications) [22] , [23] , [32] , [34] , [49] , electrical power constraint [44] , [57] , and possible combinations of several single constraints.
In this paper, however, we only consider an average power constraint as (3), and pay more attention to the following unique problems in studying performance of unipolar OFDM:
• Improving the DoF efficiency (also the high SNR performance) by component multiplexing. • Evaluating the information rate by studying the frequency domain equivalent channel and possible interferences between subchannels. • Further boosting the information rate by parameter optimization. In contrast, achieving the capacity of Gaussian OIC only requires optimizing the distribution of s with given constraints. So for unipolar OFDM, we believe that considering the above problems should precede considering more constraints. Note that if we alternatively assume a peak power constraint as Pr(s n > A) = 0, then bipolar OFDM schemes can be employed by adding a DC bias A/2 without cost, and therefore we do not have to study unipolar design. By considering the average power constraint, we can identify the impact of unipolar design on performance from that of various further constraints in practical systems. In fact, in this case closedform information rate results can be obtained for most unipolar OFDM schemes we considered. The extension of our study to OIC with more constraints will be briefly discussed in Sec. VII.
Throughout the paper we make the following assumptions on the transceiver of unipolar OFDM, and denote the information rate derived under these assumptions by R OFDM .
• The receiver uses decoding techniques as that commonly used in practical OFDM based IM/DD systems (not necessarily optimal). Furthermore, we assume that a nearest neighbor decoder is used. • The codebook of the frequency domain input is generated according to an ICG/IG ensemble. We make the first assumption for achieving a valid performance evaluation of practical unipolar OFDM systems. For example, the receiver of the ACO-OFDM usually discards the received signal on even subcarriers, and performs minimum Euclidean distance decoding for odd subcarriers. Therefore, the input-output mutual information I OFDM , which may be higher than R OFDM , is not achievable since practical decoders are not optimal. Calculating the single-letter input-output mutual information I (s; r ) under the distribution of the transmitted optical intensity s (e.g., the study on the ASCO-and the ADO-OFDM in [58] ) is also inappropriate here because s is not i.i.d. and therefore the single-letter characterization of information rate is not valid from an information theoretic perspective. In fact, when the DoF efficiency of a unipolar OFDM scheme is smaller than one, the pre-log factor of R OFDM should be smaller than 1 2 , while I (s; r ) has the form
). We make the second assumption for several reasons: 1) It enables the use of the GMI framework in its simplest form [55] for the DCO-and the ADO-OFDM, and it leads to concise close-form results for other schemes.
2) In Gaussian channels the performance loss due to using practical PAM/QAM constellations other than Gaussian/complex Gaussian input is limited [52] .
To obtain neat expressions, all our results are asymptotic results for large N. Note that for practical values of N (e.g., N ≥ 64) these results maintain high accuracy, and exact results can be easily obtained from our derivation. For brevity, detailed descriptions of the considered unipolar OFDM schemes are combined into the proof of our results.
III. SINGLE-COMPONENT SCHEMES
This section considers the first five unipolar OFDM schemes in Table I . In general, we derive information rates of those unipolar schemes as follows: 1) find the equivalent channel model of a unipolar OFDM scheme in frequency domain as {Y k = X k + Z k }, k ∈ K , (K denotes the set of subcarriers carrying independent input symbols, e.g., for the DCO-OFDM K = {1, . . . , N/2 − 1}) and derive its information rate with respect to σ 2 X ; 2) determine the relationship between σ 2 X and the average optical power constraint E (called the σ X -E relationship), according to the distribution of the optical intensity transmitted. We utilize the general theoretical framework for transmission with transceiver distortion proposed in [55] to study the information rate of the DCO-OFDM. This framework is based on the GMI (denoted as I GMI ) which is a lower bound on the information rate of a communication scheme with mismatched decoding (i.e., the receiver using a given decoding metric with is suboptimal) [53] , [54] . This GMI-based framework is briefly explained in Appendix A, in which we also extend its original version to vector channels. Moreover, the GMI is the highest information rate below which the average probability of error with that decoding metric, further averaged over the chosen ensemble of codebooks, converges to zero as the code length tends to infinity. Therefore our lower bound on the information rate of the DCO-OFDM is tight in the sense of "typical" ICG/IG codebooks.
Theorem 1: For the DCO-OFDM with ICG codebook ensemble and nearest neighbor decoding, an achievable information rate R DCO-OFDM is given by (4) , as shown at the bottom of this page.
Proof: Consider a block of the input of the DCO-OFDM as
which is a length-N complex vector with Hermitian symmetry.
Since IDFT is unitary, we have x = X. Moreover, it can be shown that
So x n satisfies x n ∼ N 0, σ 2
x for given n since it is a linear combination of real and imaginary parts of
is obtained by clipping the signal peaks symmetrically as
and adding a DC bias A on c n . Apparently E [s n ] = A, and we let A = E.
The output of the OIC after removing the DC bias is y = c + z where [y] n = y n . By taking DFT of y we obtain
Note that C is determined by X via (7) . Without loss of optimality, we consider the ( N 2 − 1) dimensional equivalent channel
T and consists of asymptotically i.i.d. elements, and the noise Z consists of i.i.d. elements.
For transmission at rate R , assume that a message m is selected from M = {1, . . . , exp( R )} uniformly randomly. The encoder maps m to a length-codeword X (1) 
T in an ICG codebook ensemble, where
At the receiver, we let the decoder follow a (scaled) nearest neighbor
decoding rule aŝ
where · is the L 2 norm. In (9), a is a decoding scaling parameter to be optimized. Under the above assumption, the GMI achieved by the channel Y = C + Z in (8) is (see Appendix A)
and the expectation E [·] is taken with respect to X and Z.
Here the decoding scaling parameter a is optimally set as
To evaluate and a opt , we write c n as
since E [x n d n ] = 0 for any n, n . Substituting (8) into (12) and (11) yields
and
We thus obtain
Note that I GMI measures the information rate per frequency domain channel use, and in time domain the channel is used for N times. Then we obtain an achievable information rate as
According to (7) , by simple calculation we obtain
and the variance of c n as
We can thus obtain E d 2 n by noting that
Combining (17)
and choosing ν to maximize the RHS of (17), we obtain (4).
Note: In the above derivation a decomposition c n = E[c n x n ] σ 2 x x n + d n , which is a discrete-time analogy of the Bussgang decomposition [59] , is useful. This decomposition is exactly the key step in the SNDR based rate analysis. For example, see [60] for clipped OFDM in (electrical) Gaussian channels, and [42] - [44] for unipolar OFDM in Gaussian OIC under other types of input power constraints. In fact, our result will coincide with the SNDR based result if the same input power constraint is used. Thus, our GMI based information rate lower bound, which is obtained from the random coding analysis on the decoding error probability, validates the SNDR based rate analysis, and further establishes the connection between the information rate result and specific transceiver design. 2 Theorem 2: The information rates of the ACO-OFDM, the Flip-OFDM, and the PM-OFDM, with ICG codebook ensemble and nearest neighbor decoding, are all given by
and the information rate of the PAM-DMT with IG codebook ensemble and nearest neighbor decoding is also given by (21) . Note: The fact that the ACO-OFDM with complex Gaussian input achieves the information rate as (21) has been pointed out in [19] , while the fact that these four schemes perform equivalently in terms of other performance metrics (e.g., BER) has also been observed, see [38] . Proof: We give a unified proof for all four schemes, and details of each scheme are given in Table III .
Consider a length-N block of the input symbols for each unipolar OFDM scheme, denoted as X. We always let X k be i. Noting that x = X, the σ X -E relationship can be obtained based on T.
At the receiver, we obtain r = s + z and transform it to a length-N block as y = R(r). Taking DFT, we obtain Y = Fy. We then discard certain elements of Y, including 1) conjugate elements (without loss of optimality), 2) for the ACO-OFDM those corresponding to even subcarriers for distortion noise cancelling, and 3) for the PAM-DMT the real part of Y k . A set of parallel equivalent channels in frequency domain is thus obtained for each scheme (for the ACO-OFDM or the PAM-DMT, there is a scaling on the amplitude of X k due to the asymmetric clipping). The equivalent SNRs of these channels (denoted as SNR e ) can be obtained based on the distributions of channel input and noise. Since each equivalent channel is an AWGN channel, the information rate achieved by nearest neighbor decoding is 1 2 C AWGN (SNR e ) for the PAM-DMT using IG codebook ensemble, and is C AWGN (SNR e ) for the other three schemes using ICG codebook ensemble. For each scheme, (21) can be obtained by scaling the corresponding capacity of an equivalent channel with the number of equivalent channels, the frame length, and the σ X -E relationships, and letting N → ∞.
IV. DOUBLE-COMPONENT SCHEMES
This section studies the ADO-OFDM, the HACO-OFDM, and the ASCO-OFDM. For all these cases, results are derived by decoding the ACO-OFDM component first, performing interference cancellation, and then decoding the second component. In particular, for the ADO-OFDM, we use a result from [62] to derive the information rate of the ACO-OFDM component which is corrupted by the clipping noise from the DCO-OFDM component, and use the GMI framework to derive the information rate of the DCO-OFDM component.
Theorem 3: For the ADO-OFDM with ICG codebook ensemble and nearest neighbor decoding for both components, an achievable information rate R DCO-OFDM is given by (22) , as shown at the bottom of this page.
Proof: Consider a block of the input of the ACO-OFDM component as
where N is divisible by 4. For odd k satisfying 1 ≤ k ≤ N 2 −1, we let X 1,k be i.i.d. and X 1,k ∼ CN 0, σ 2 X 1 . Taking IDFT of X 1 yields x 1 satisfying x 1,n ∼ N 0, σ 2 x1 for given n, where 
is obtained by asymmetric clipping. So s 1,n ∼ TG 0, σ 2 x1 and the power cost is E s 1,n = σ x1 √ 2π
. Letting E s 1,n = (1 − λ)E we obtain the σ X -E relationship of the ACO-OFDM component as σ 2
Consider a block of the input of the DCO-OFDM component as
For even k satisfying 2 ≤ k ≤ N 2 − 2, let X 2,k be i.i.d. and X 2,k ∼ CN 0, σ 2 X 2 . Taking IDFT of X 2 yields x 2 satisfying x 2,n ∼ N 0, σ 2 x2 for given n, where σ 2 x2 = N−4 2N σ 2 X 2 , and x 2,n is asymptotically i.i.d. as N → ∞. The DCO-OFDM component, denoted as s 2 = [s 2,1 , . . . , s 2,N−1 ] T , is obtained by clipping the peaks of x 2 symmetrically as in (7) (in the sequel, the obtained signal is denoted as c 2 ), and adding a DC bias, i.e., s 2 = c 2 + A. Apparently E s 2,n = A, and we let A = λE. A frame of the unipolar ADO-OFDM input to the OIC is thus s = s 1 
At the receiver, removing the DC bias from the received signal and then taking its DFT, we obtain N 2 − 1 parallel channels as
where 1 ≤ k ≤ N 2 − 1, D 1,k and D 2,k are the distortion terms introduced by the ACO-OFDM component and the DCO-OFDM component, respectively. The distortion D 2,k satisfies E |D 2,k | 2 = E d 2 2,n , where E d 2 2,n is given in (26) , as shown at the top of this page. Note that there are N 4 odd numbered channels and N 4 −1 even numbered channels in (25) . We first consider the information rate of the ACO-OFDM component. For the k-th channel in (25) where k is odd, for transmission at rate R 1k , assume that a message m is selected from M = 1, . . . , e R 1k uniformly randomly. The encoder maps m to a length-codeword X k = X 
According to a result on the information rate of nearest neighbor decoding in additive non-Gaussian noise channels [62] , the information rate of the kth channel of the ACO-OFDM
Since E |D 2,k | 2 = E d 2 2,n and σ 2 X 1 = (1 − λ) 2 4πE 2 , by noting that there are N 4 equivalent channel uses in frequency domain for the ACO-OFDM component (since there are N 4 odd numbered channels in (25) ) per N channel uses in time domain, we get the information rate of the ACO-OFDM component with ICG codebook ensemble and nearest neighbor decoding as
For decoding the DCO-OFDM component, we first perform an interference cancellation procedure as follows. We reconstruct the ACO-OFDM component s 1 according to the decoding output of the nearest neighbor decoder given by (27) , and subtract the reconstructedŝ 1 from s. For the ACO-OFDM component, for any transmission rate below R 1 , the decoding error probability (i.e., the probability ofŝ 1 = s 1 ) tends to zero as the code length grows without bound. So we can analyze the performance of the DCO-OFDM component based on y 2 = y − s 1 − A = c 2 + z where the DC bias has been removed, or Y 2 = C 2 + Z in the frequency domain. We rewrite the channel model as
and C 2,k = [Fc 2 ] 2,k . Based on Appendix A, the GMI achieved by employing an ICG codebook ensemble and using a nearest neighbor decoding rule is
where X 2 = X 2,2 , X 2,4 , . . . , X 2, N 2 −2 T . Evaluating (29) by essentially the same steps as those in the proof of Theorem 1, noting that E |D 2,k | 2 = E d 2 2,n , and noting that there are 
Combining (28) and (31), letting ν = 1 √ 2σ X2 and noting that σ 2 x2 = N−4 2N σ 2 X 2 , letting N → ∞, and jointly choosing λ and ν that maximize the information rate, we obtain (22) .
Theorem 4: The information rate of the HACO-OFDM with ICG and IG codebook ensembles for the ACO-OFDM component and the PAM-DMT component, respectively, and nearest neighbor decoding for both components, is
The information rate of the ASCO-OFDM with ICG codebook ensemble and nearest neighbor decoding for both components, is also given by (32) . Proof: We combine the proofs for these two schemes together since they share the same approach. [12] , [13] , and therefore, the information rates of the ACO-OFDM components can be obtained by Theorem 2 directly. Since the total transmit power is the sum of the powers of both components, we let the power of the ACO-OFDM component be (1 − λ)E, and the information rate of the ACO-OFDM component with ICG codebook ensemble and nearest neighbor decoding is thus
. Now consider the second component, which has a frequency domain input block as X 2 = 0, 0, X 2,2 , 0, X 2,4 , . . . , X 2, N 2 −2 , 0, 0, 0,X 2, N 2 −2 , . . . ,X 2,4 , 0,X 2,2 , 0 T (33) for both schemes, but for the HACO-OFDM we have a further constraint of Re[X 2k ] ≡ 0. For even k satisfying 1 ≤ k ≤ N 2 − 1 we let Im[X 2k ] be i.i.d. and Im[X k ] ∼ N 0, σ 2 X 2 for the HACO-OFDM, and let X 2k be i.i.d. and X k ∼ CN 0, σ 2 X 2 for the ASCO-OFDM. Taking IDFT of X 2 , we obtain x 2 satisfying x 2 = X 2 and x 2,n ∼ N 0, σ 2 x2 , where σ 2 x2 = N−2 2N σ 2 X 2 . For both schemes, each element of s 2 satisfies s 2,n ∼ TG 0, σ 2 x2 and the power it costs is E s 2,n = σ x2 √ 2π
. Letting E s 2,n = λE, the σ X -E relationship is thus σ 2 X 2 = 2N N−2 λ 2 2πE 2 , for both schemes. At the receiver, we first perform decoding of the ACO-OFDM component and the clipping noise cancellation process like that described in the proof of Theorem 3 to remove the clipping noise from the ACO-OFDM component. The second component is then obtained which is clipping-noise-free, where the Flip-OFDM component of the ASCO-OFDM as r F = [s F,P + n 1 ] T , [s F,N + n 2 ] T T is further transformed by the corresponding R given in Table III . By taking DFT, for both schemes we obtain N 4 − 1 parallel channels, each of the same form as the corresponding one in Table III, and achieving an information rate of 1 2 
Combining these with the σ X -E relationship, and letting N → ∞, the information rate of the second component can be obtained
, for both schemes. The information rate (32) is thus obtained by choosing λ that maximizes the sum of R 1 and R 2 , for both schemes.
Corollary 1: At high SNR, the asymptotically optimal power allocation parameters for the HACO-OFDM and the ASCO-OFDM are both lim E→∞ λ * = 1 3 . The corresponding asymptotic information rates are both
Proof: Since for E σ z 1,
the RHS of (35) is maximized when λ(1 − λ) 2 is maximized, which implies the optimal choice to be lim E→∞ λ * = 1 3 . The corresponding asymptotic information rates can be obtained straightforwardly.
V. MULTI-COMPONENT SCHEMES
This section studies the information rates of two multicomponent unipolar OFDM schemes in Table I , namely, the FDM-UOFDM and the eU-OFDM. Our results show that with ICG codebook ensemble and nearest neighbor decoding, they have the same information rate, which closely approaches the high-SNR capacity of the Gaussian OIC under average power constraint.
Theorem 5: The information rate of the FDM-UOFDM with L ACO-OFDM components, each employing ICG codebook ensemble and nearest neighbor decoding, is
Proof: Let N be divisible by 2 L where L ≤ log 2 N − 1. The input of the first ACO-OFDM component of the FDM-UOFDM is X 1 = 0, X 1,1 , 0, X 1,3 , . . . , 0, X 1, N 2 −1 , 0,X 1, N 2 −1 , 0, . . . ,X 1,3 , 0,X 1,1 T , (37) and in general the l-th ACO-OFDM component of the FDM-UOFDM is given by (38) , as shown at the bottom of this page where 0 n denotes a length-n all-zero vector. Apparently, each subcarrier is occupied by exactly one component before asymmetric clipping, except for subcarriers 0 and N 2 . Let X l,k be i.i.d. and X l,k ∼ CN 0, σ 2 Xl for k belonging to
Taking IDFT of X l , we obtain x l satisfying x l = X l and x l,n ∼ N 0, σ 2 xl , where σ 2 xl = 2 −l σ 2 Xl . A frame of the unipolar FDM-UOFDM input to the OIC, denoted as s = [s 1 , . . . , s N−1 ] T , is the superposition of all ACO-OFDM components as s = L l=1 s l where s l is obtained by asymmetrically clipping x l . Since the ACO-OFDM components are mutually independent we have E [s n ] = L l=1 E s l,n where s l,n ∼ TG 0, σ 2 xl , and the power it costs is E s l,n = σ xl √ 2π
. Letting E s l,n = λ l E, the σ X -E relationship is thus σ 2 Xl = 2 l λ 2 l 2πE 2 where {λ l } satisfy L l=1 λ l ≤ 1. Note that the clipping noise of the l-th component of the FDM-UOFDM falls on the subcarriers occupied by the (l + 1)-th component and subcarriers 0 and N 2 . At the receiver, the decoding of the first ACO-OFDM component is the same as that described in the proof of Theorem 2.
So the information rate R 1 = 1 4 log 1 +
can be achieved by ICG codebook ensemble and nearest neighbor decoding. When the transmission rate of the first ACO-OFDM component is below R 1 , we can perform the clipping noise cancellation procedure like that described in the proof of Theorem 3 so that the clipping noise from the first ACO-OFDM component is removed and the decoding of the second ACO-OFDM component is clipping-noise-free. This procedure can be performed recursively so that the decoding of each ACO-OFDM component is also clipping-noise-free. We can obtain 2 −(l+1) N parallel channels for the l-th ACO-OFDM component as Y l,k = 1 2 X l,k + Z k , where k belongs to the set K . The information rate for each k when X l,k ∼ CN 0, σ 2 
The proof is completed by summing up {R l } over l and choosing {λ l } maximizing the information rate. Theorem 6: The information rate of the eU-OFDM with L components, each employing ICG codebook ensemble and nearest neighbor decoding, is
Proof: Consider the case that the Flip-OFDM components are used. Let the m-th block of the input of the l-th Flip-OFDM component be
which is a length-N complex vector with Hermitian symmetry. For 1 ≤ k ≤ N 2 − 1, let X l,m,k be i.i.d. and X l,m,k ∼ CN 0, σ 2
Xl . Taking DFT of X l,m we obtain x l,m satisfying x l,m = X l,m and x l,n ∼ N 0, σ 2 xl , where 
where ⊗ denotes Kronecker product and 1 l denotes a length-l all-one vector. The length of such a frame is 2 L N, which is determined by the L-th component. A frame of the eU-OFDM is thus s = L l=1 s l . Since the Flip-OFDM components are mutually independent we have E [s n ] = L l=1 E s l,n where s l,n ∼ TG 0, σ 2 xl and the power it costs is thus E s l,n = σ xl √ 2π
. We let E s l,n = λ l E, i.e., σ xl = λ l √ 2πE, where {λ l } satisfy L l=1 λ l = 1. At the receiver the first Flip-OFDM component can be decoded as that described in Table III because the receive transform R also cancels all other components since they are spreaded by the all-one vector. The information rate of the first Flip-OFDM component with ICG codebook ensemble and nearest neighbor decoding is thus R 1 = 1 4 log 1 +
When the transmission rate of the first Flip-OFDM component X l = 0, 0 2 l−1 −1 , X l,2 l−1 , 0 2 l −1 , X l,3·2 l−1 , . . . , 0 2 l −1 , X l, N−2 l 2 , 0 2 l−1 −1 ,
is below R 1 , we can perform the clipping noise cancellation procedure like that described in the proof of Theorem 3 so that the clipping noise from the first Flip-OFDM component can be removed and the decoding of the second Flip-OFDM component is clipping-noise-free. This procedure can be performed recursively so that the decoding of each Flip-OFDM component is also clipping-noise-free. Moreover, the decoding of the l-th Flip-OFDM component includes a despreading process which introduces a spreading gain of 2 l−1 on the SNR of the equivalent channel, and a rate loss factor of 2 −(l−1) . So the information rate of the l-th Flip-OFDM component with ICG codebook ensemble and nearest neighbor decoding is 44) and the proof is completed by summing up {R l } over l and choosing {λ l } maximizing the information rate.
Corollary 2: The asymptotic information rates of the Lcomponent FDM-UOFDM and the eU-OFDM as L → ∞, with ICG codebook ensemble and nearest neighbor decoding for each component, are both lower bounded by 1 2 
Proof: By letting λ l = 2 −l (i.e., σ 2 Xl = 2 −l 2πE 2 , noting that L l=1 2 −l < 1), the RHS of (36) or (41) can be lower bounded by
In the proof of Corollary 2 we use an unequal power allocation strategy By contrast, it can be readily verified that the information rates of multi-component schemes obtained by equal power allocation (i.e., λ l = 1/L for all 1 ≤ l ≤ L) tends to zero as L tends to infinity.
The capacity of the discrete-time Gaussian OIC satisfies [45] , [46] 
According to Corollary 2, at high SNR the gap between the information rate of multi-component schemes and the capacity of the discrete-time Gaussian OIC is at most 10 log 10 2 √ e π ≈ 0.21 dB. In other words, multi-component schemes can approach the high-SNR capacity of the discrete-time Gaussian OIC to within 0.07 bits. Fig. 1 shows our main results on the information rates of unipolar OFDM schemes in the Gaussian OIC under average power constraint, where SNR E σ z is the optical SNR. The sphere packing based upper bound (SP UB) and the geometrically distributed input based lower bound (Geom LB) on the capacity of the Gaussian OIC are shown as benchmarks, which bound the channel capacity to within a small gap. See (46) for their expressions. At low SNR, it is shown that single-component schemes including the ACO-OFDM, the PAM-DMT, the Flip-OFDM, and the PM-OFDM, and double-component schemes including the ADOand the ASCO-OFDM, have the same information rate which is higher than information rates of other schemes. However, all achievability results still have considerable gaps to the low-SNR capacity. At high SNR double-component schemes achieves higher information rates than single-component ones, and multi-component schemes including the FDM-UOFDM and the eU-OFDM with optimized power allocation, closely approach the capacity of the Gaussian OIC asymptotically.
VI. NUMERICAL RESULTS AND DISCUSSIONS
In addition, since our results are asymptotic ones for large N, we compare our results and non-asymptotic results in Fig. 2 , where the ACO-OFDM is taken as an example. It is shown that our results maintain high accuracy for practical values of N, e.g., N ≥ 64.
A. DCO-OFDM Parameter Optimization
The comparison of the DCO-and the ACO-OFDM have been widely investigated, e.g., [35] - [37] . Fig. 1 shows that when SNR is below 9 dB the ACO-OFDM performs better, otherwise the DCO-OFDM performs better. However, the optimal value of σ X (or ν, equivalently) in the DCO-OFDM varies with SNR, which renders challenges for the design of practical systems. The problem of optimizing parameters for the DCO-OFDM has also been widely studied [44] , [57] , [63] , [64] , where different constraints and performance metrics were used. For example, [44] proposed a parameter optimization framework for both the DCO-OFDM and the ACO-OFDM (clipped from above) with respect to information rate, under electrical and optical power constraints, as well as dynamic range constraints. Fig. 3 shows the optimal σ X , denoted as σ * X , that maximizes the information rate of the DCO-OFDM under our assumptions,. Obviously, neither a fixed σ X nor a σ X being proportional to SNR (with a fixed ratio) can achieve the best performance at low and high SNR simultaneously. In Fig. 4 , it is shown that when σ X is fixed, using a relatively small σ X approaches the best performance of the DCO-OFDM when SNR < 10 dB. At high SNR a larger σ X must be used. However, in this case a fixed σ X causes performance loss which becomes larger as SNR increases. In Fig. 5 , σ X is increased as SNR increases. It is shown again that a fixed ratio between σ X and SNR cannot achieve the best performance at low and high SNR simultaneously. Note that for given SNR, a larger σ X causes a larger clipping noise. However, when the ratio σ X E tends to infinity (i.e., ν → 0), the high-SNR information rate of the DCO-OFDM does not tend to zero although the probability that the IDFT output x is clipped tends to one. In fact, we can show that lim ν→0, E→∞ R DCO-OFDM = 1 2 log π π − 2 ≈ 0.73 bits/channel use.
The interpretation of this fact is as follows: in this case the DCO-OFDM tends to a scheme employing IG codebook ensemble, nearest neighbor decoding, and binary output quantization in Gaussian channel, so R DCO-OFDM tends to the corresponding GMI which is 0.73 bits/channel use, as shown in [55, Sec. IV].
B. Power Allocation for Multiplexing Based Schemes
For multiplexing based schemes, the benefit of unequal power allocation among components has been shown in [12] , [40] , which consider only uncoded transmission. This subsection provides our results on power allocation of multiplexing based schemes, in terms of information rates. Fig. 1 shows that double-component schemes achieve the same information rate as the ACO-OFDM at low SNR. This is because the optimal strategy then is allocating all power to the ACO-OFDM component. Fig. 6 provides optimal power allocation parameters (i.e., λ * ) for double-component schemes. It is shown that both curves have a jump, which is at 5.71 dB and 3.36 dB for the ADO-OFDM and the HACO-or ASCO-OFDM, respectively. For the HACO-and the ASCO-OFDM, the numerical results demonstrate the validity of Corollary 1, i.e. lim E→∞ λ * = 1 3 . However, for the ADO-OFDM the asymptotically optimal choice of λ at high SNR is unknown. In Fig. 7 , it is shown that for ADO-OFDM, power allocation is extremely important at low SNR, and parameter optimization for the DCO-OFDM component is important at high SNR. For the HACO-or ASCO-OFDM, as shown in Fig. 8 , the rate penalty due to suboptimal power allocation is smaller compared to the ADO-OFDM, but at low SNR the penalty is still considerable.
These results imply that we can introduce the following simple switching strategy in a double-component unipolar OFDM scheme, without significant performance loss. Take the ASCO-OFDM as an example. At low SNR, the Flip-OFDM component is inactive (i.e. no power is allocated) and the ASCO-OFDM reduces to the ACO-OFDM. When SNR is higher than a threshold, the Flip-OFDM component becomes active, and its power is allocated according to a fixed power allocation parameter (e.g., λ = 1/3). In Fig. 9 , results on the information rates of multicomponent schemes with L components are given, where we set λ l = 2 −l for 1 ≤ l ≤ L − 1 and λ L = 2 −(L−1) . It is shown that a relatively small L is already good enough. For example, multi-component schemes approach the high-SNR capacity of the Gaussian OIC to within 1 dB when L is four. The power allocation strategy λ l = 2 −l is compared with equal power allocation in Fig. 10 , which shows that employing four components with the former strategy, the achieved information rate outperforms that achieved using equal power allocation (it decreases when L exceeds four).
VII. CONCLUDING REMARKS
In this paper, we derive an array of information rate results for unipolar OFDM schemes in average power constrained OIC. The results validate existing SNDR based analysis, and provide further insights on transceiver design. The equivalence of information rates of several different schemes is established. Moreover, we demonstrate the benefit of component multiplexing for unipolar OFDM, find near-optimal power allocation strategies, and show that several multi-component unipolar OFDM schemes are near-optimal at high SNR.
This work can be extended to Gaussian OIC under other types of input constraints (see these listed in Sec. II), or Gaussian OIC with time dispersion (frequency selectivity), note that the obtained results may be quite different from ours. When a peak power constraint exists, for unipolar OFDM schemes with unbounded channel input, their peaks must be clipped (or reduced by a nonlinear transform), and their information rates can also be lower bounded by evaluating the GMI. For multiplexing based schemes the clipping can be performed in each component, and the information rate derivation follows the approach for the ADO-OFDM. In these cases, all the schemes would require parameter optimization and optimized power allocation.
Moreover, our results can be extended to continuous-time Gaussian OICs, which typically have a bandwidth constraint. In this case, the problem of evaluating performance of a unipolar OFDM scheme is nontrivial; see [51] , [65] , [66] . For a unipolar OFDM block s, the corresponding waveform generated by a digital-to-analog converter (DAC) is
where g(t) is a shaping pulse. Note that pulse shaping often destroys nonnegativity [38] , [51] , [65] , [66] and a DC bias is then needed. We can study the information rates of unipolar OFDM schemes in bandlimited Gaussian OICs using the bounding technique in [51] . Optimizing g(t) to boost the information rate of s(t) is an interesting problem with practical importance.
APPENDIX A GENERAL FRAMEWORK FOR TRANSMISSION OVER COMPLEX-VALUED VECTOR CHANNELS WITH TRANSCEIVER DISTORTION
In this appendix we introduce the general framework for transmission with transceiver distortion in [55] , and extend it to complex-valued vector channels.
Consider a complex-valued vector channel with input X (i) = X (i) 1 , . . . , X (i) N T and additive noise Z (i) = Z (i) 1 , . . . , Z (i) N T where i is the time index, Z (i) is ergodic in terms of blocks and is independent of X (i) . The channel output is a deterministic mapping f (·) which transforms a pair of channel input vector and noise vector X (i) , Z (i) into a vector
where i = 1, . . . , ,, f I and f O are the mappings in the transmitter and the receiver, respectively, denotes the codeword length in terms of vectors. Eqn. (49) is a general model of channels with nonlinear transceiver distortions which are memoryless in terms of vectors or blocks, e.g., nonlinear transfer characteristics of transmitter, I/Q imbalances, the analogto-digital conversion (i.e., quantization) at receiver, OFDM with clipping, and so on. For transmission of rate R nats per block, assume that a message m is selected from M = 1, . . . , e R uniformly randomly. The encoder maps m to a length-N transmitted codeword X (i) (m) i=1 in an ICG codebook, where X (i) (m) = X (i) 1 (m), . . . , X (i) N (m) T , 1 ≤ i ≤ . The codebook is generated from an ensemble of ICG codebooks. That is, all the codewords are generated with each element i.i.d. according to a complex Gaussian distribution. At the receiver, we let the decoder follow a nearest neighbor decoding rule asm = arg min m∈M 
i.e., in the codebook, the decoder finds the codeword that minimizes its (scaled) Euclidean distance to the received vector. In (50), a is a decoding scaling parameter to be optimized. For any transmission rate R below the GMI, the average probability of decoding error of the decoder described above (averaged over both the messages and the codebook ensemble) decreases to zero as the channel coding length grows without bound [53] , [55] . Following essentially the same steps as [55, Appendix C], the GMI of the channel (49) achieved by an ICG codebook ensemble and the decoding metric (50) can be obtained as
where
and the expectation operation E [·] is taken with respect to X and Z. Here, the scaling parameter a should be set as
to achieve I GMI given in (51) . In this paper, the distortion occurs only at the transmitter. So we have
=
and a opt = E ( f I (X)) TX E X 2 .
In addition, for any transmission rate R above the GMI, the average probability of decoding error of the decoder described above, further averaged over the ensemble of i.i.d. Gaussian codebook ensembles, tends to one as the channel coding length grows without bound [53] , [54] . So the GMI can be interpreted as the maximally achievable information rate of a "typical" codebook which is generated without regard to the specific operations in unipolar OFDM schemes such as clipping and nearest neighbor decoding.
