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1. Introduction
Consider one-dimensional quasilinear elliptic system:⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
−(∣∣u′1(t)∣∣p1−2u′1(t))′ = λ1α1q(t)∣∣u1(t)∣∣α1−2∣∣u2(t)∣∣α2 · · · ∣∣un(t)∣∣αnu1(t),
−(∣∣u′2(t)∣∣p2−2u′2(t))′ = λ2α2q(t)∣∣u1(t)∣∣α1 ∣∣u2(t)∣∣α2−2 · · · ∣∣un(t)∣∣αnu2(t),
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
−(∣∣u′n(t)∣∣pn−2u′n(t))′ = λnαnq(t)∣∣u1(t)∣∣α1 ∣∣u2(t)∣∣α2 · · · ∣∣un(t)∣∣αn−2un(t),
(1.1)
the functions ui in problem (1.1) satisfy the Dirichlet boundary conditions
ui(a) = ui(b) = 0, ui(t) > 0, ∀t ∈ (a,b), i = 1,2, . . . ,n, (1.2)
where 1 < pi < ∞, αi > 0 satisfy ∑ni=1 αipi = 1, and q(t) is a real-valued positive continuous function deﬁned on R.
When n = 1, problem (1.1) with (1.2) reduces to the one-dimensional p-Laplacian(∣∣u′(t)∣∣p−2u′(t))′ + λq(t)∣∣u(t)∣∣p−2u(t) = 0 (1.3)
with the Dirichlet boundary condition
u(a) = u(b) = 0, u(t) > 0, ∀t ∈ (a,b), (1.4)
where 1 < p < ∞ and q(t) > 0 is a real-valued positive continuous function deﬁned on R.
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in the last years (see, e.g., [1,2,9,11,12,18,21–23]). Some lower bounds were obtained by using an appropriate generalization
of the Boggio inequality in [14]. Moreover, symmetrization techniques were applied to obtain bounds of eigenvalues in [3,4],
see also the references therein. However, up to 2006, there is no similar works for p-Laplacian systems.
In 2006, Napoli and Pinasco [17] introduced the notation of generalized eigenvalues of the following one-dimensional
quasilinear elliptic system of resonant type{−(∣∣u′1(t)∣∣p1−2u′1(t))′ = λ1α1q(t)∣∣u1(t)∣∣α1−2∣∣u2(t)∣∣α2u1(t),
−(∣∣u′2(t)∣∣p2−2u′2(t))′ = λ2α2q(t)∣∣u1(t)∣∣α1 ∣∣u2(t)∣∣α2−2u2(t) (1.5)
with the Dirichlet boundary conditions
u1(a) = u1(b) = 0 = u2(a) = u2(b), u1(t) > 0, u2(t) > 0, ∀t ∈ (a,b), (1.6)
where 1 < p1, p2 < ∞, α1,α2 > 0 satisfy α1p1 +
α2
p2
= 1, and q(t) is a real-valued positive continuous function deﬁned on R.
Moreover, they found a hyperbolic type function h(λ1) deﬁning a region which contains all the generalized eigenvalues
(λ1, λ2) of (1.5) with (1.6):
λ2  h(λ1) := 1
α2
(
2α1+α2
(λ1α1)α1/p1(b − a)α1+α2−1
∫ b
a q(t)dt
) p2
α2
. (1.7)
The proof of inequality (1.7) is based on the following extension of Lyapunov inequality
(b − a)α1+α2−1
( b∫
a
f1(t)dt
) α1
p1
( b∫
a
f2(t)dt
) α2
p2
 2α1+α2 , (1.8)
if the following quasilinear system{−(∣∣u′1(t)∣∣p1−2u′1(t))′ = f1(t)∣∣u1(t)∣∣α1−2∣∣u2(t)∣∣α2u1(t),
−(∣∣u′2(t)∣∣p2−2u′2(t))′ = f2(t)∣∣u1(t)∣∣α1 ∣∣u2(t)∣∣α2−2u2(t) (1.9)
has a solution (u1(t),u2(t)) satisfying (1.6), where p1, p2, α1 and α2 are the same as those of (1.5), and f1(t) and f2(t)
are real-valued positive continuous functions deﬁned on R. More related works can be found in [5,6] and the references
therein.
Lyapunov-type inequality (1.8) is the generalization of the classical Lyapunov inequality
(b − a)
b∫
a
∣∣q(t)∣∣dt > 4, (1.10)
which was established by Lyapunov [16] in 1907, if Hill’s equation
u′′(t) + q(t)u(t) = 0 (1.11)
has a real solution u(t) such that (1.4) holds.
We are aware of the best Lyapunov inequality for Eq. (1.11) is
b∫
a
q+(t)(t − a)(b − t)dt > b − a, (1.12)
was obtained by Hartman and Wintner [13] in 1951, where and in the sequel q+(t) = max{q(t),0}.
In 2003, Yang [24] established the following Lyapunov-type inequality
( b∫
a
[
r(t)
]1/(1−p)
dt
)p−1 b∫
a
q+(t)dt > 2p, (1.13)
if the second-order half-linear differential equation(
r(t)
∣∣u′(t)∣∣p−2u′(t))′ + q(t)∣∣u(t)∣∣p−2u(t) = 0 (1.14)
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Lyapunov-type inequality (1.13) was obtained in Dos˘lý and R˘ehák [10], Lee et al. [15] and Pinasco [19,20].
When p = 2 and r(t) = 1, (1.13) reduces to the classical Lyapunov inequality
(b − a)
b∫
a
q+(t)dt > 4, (1.15)
not the best Lyapunov inequality (1.12) for Hill’s equation (1.11). In fact, so far, there is no better than inequality (1.13) for
Eq. (1.14).
More recently, by adopting the method used in Napoli and Pinasco [17], Cakmak and Tiryaki [7,8] generalized Lyapunov-
type inequality (1.8) to the following two more general quasilinear systems{−(r1(t)∣∣u′1(t)∣∣p1−2u′1(t))′ = f1(t)∣∣u1(t)∣∣α1−2∣∣u2(t)∣∣α2u1(t),
−(r2(t)∣∣u′2(t)∣∣p2−2u′2(t))′ = f2(t)∣∣u1(t)∣∣β1 ∣∣u2(t)∣∣β2−2u2(t) (1.16)
and ⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
−(∣∣u′1(t)∣∣p1−2u′1(t))′ = f1(t)∣∣u1(t)∣∣α1−2∣∣u2(t)∣∣α2 · · · ∣∣un(t)∣∣αnu1(t),
−(∣∣u′2(t)∣∣p2−2u′2(t))′ = f2(t)∣∣u1(t)∣∣α1 ∣∣u2(t)∣∣α2−2 · · · ∣∣un(t)∣∣αnu2(t),
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
−(∣∣u′n(t)∣∣pn−2u′n(t))′ = fn(t)∣∣u1(t)∣∣α1 ∣∣u2(t)∣∣α2 · · · ∣∣un(t)∣∣αn−2un(t),
(1.17)
respectively. Speciﬁcally, under the following two hypotheses:
(H1) r1(t), r2(t), f1(t) and f2(t) are real-valued continuous functions deﬁned on R and r1(t) > 0 and r2(t) > 0 for all t ∈R;
(H2) 1 < p1, p2 < ∞, α1,α2, β1, β2 > 0 satisfy α1p1 +
α2
p2
= 1 and β1p1 +
β2
p2
= 1.
Cakmak and Tiryaki [7] established the following Lyapunov-type inequality
( b∫
a
[
r1(t)
]1/(1−p1) dt
) β1(p1−1)
p1
( b∫
a
[
r2(t)
]1/(1−p2) dt
) α2(p2−1)
p2
×
( b∫
a
f +1 (t)dt
) β1
p1
( b∫
a
f +2 (t)dt
) α2
p2
 2α2+β1 , (1.18)
if system (1.16) has a solution (u1(t),u2(t)) satisfying (1.6), where and in the sequel f
+
i (t) = max{ f i(t),0} for i = 1,2. Under
another hypothesis:
(H3) f i(t), i = 1,2, . . . ,n are real-valued continuous functions deﬁned on R, and 1< pi < ∞ and αi > 0 satisfy ∑ni=1 αipi = 1.
Cakmak and Tiryaki [8] obtained the following Lyapunov-type inequality
n∏
i=1
( b∫
a
f +i (t)dt
) αi
pi
 2A(b − a)1−A, (1.19)
where A=∑ni=1 αi , if system (1.17) has a solution (u1(t),u2(t), . . . ,un(t)) satisfying the boundary value conditions:
ui(a) = ui(b) = 0, ui(t) = 0, ∀t ∈ (a,b), i = 1,2, . . . ,n, (1.20)
where and in the sequel f +i (t) = max{ f i(t),0} for i = 1,2, . . . ,n.
Motivated by Napoli and Pinasco [17] and Cakmak and Tiryaki [7,8], the purpose of this paper is to improve Lyapunov-
type inequalities (1.18) and (1.19) for system (1.16) and the following more general system than (1.17)⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
−(r1(t)∣∣u′1(t)∣∣p1−2u′1(t))′ = f1(t)∣∣u1(t)∣∣α1−2∣∣u2(t)∣∣α2 · · · ∣∣un(t)∣∣αnu1(t),
−(r2(t)∣∣u′2(t)∣∣p2−2u′2(t))′ = f2(t)∣∣u1(t)∣∣α1 ∣∣u2(t)∣∣α2−2 · · · ∣∣un(t)∣∣αnu2(t),
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
−(r (t)∣∣u′ (t)∣∣pn−2u′ (t))′ = f (t)∣∣u (t)∣∣α1 ∣∣u (t)∣∣α2 · · · ∣∣u (t)∣∣αn−2u (t),
(1.21)n n n n 1 2 n n
X.H. Tang, X. He / J. Math. Anal. Appl. 385 (2012) 72–85 75by using a new method different from Napoli and Pinasco [17]. As a by-product, we derive a better Lyapunov-type inequality
than (1.13)
b∫
a
(
∫ t
a [r(τ )]1/(1−p) dτ )p−1(
∫ b
t [r(τ )]1/(1−p) dτ )p−1
(
∫ t
a [r(τ )]1/(1−p) dτ )p−1 + (
∫ b
t [r(τ )]1/(1−p) dτ )p−1
q+(t)dt > 1 (1.22)
for the second-order half-linear differential equation (1.14). In particular, Lyapunov-type inequality (1.22) reproduces the
best Lyapunov inequality (1.12) for Hill’s equation (1.11) when p = 2 and r(t) = 1.
As an application of our Lyapunov-type inequalities, we can obtain a lower bound for the generalized eigenvalues prob-
lem (1.1) with (1.2). When n = 2, we ﬁnd another hyperbolic type function g(λ1) deﬁning a region which contains all the
generalized eigenvalues (λ1, λ2) of (1.5) with (1.6):
λ2 > g(λ1) :=
1
α2
(λ1α1
∫ b
a
[(t−a)(b−t)]p1−1
(t−a)p−1+(b−t)p1−1 q(t)dt)
p2
α2
−1 ∫ b
a
[(t−a)(b−t)]p2−1
(t−a)p2−1+(b−t)p2−1 q(t)dt
. (1.23)
We can show that g(λ1) > h(λ1), see (4.4) in Section 4.
2. Lyapunov-type inequalities for system (1.16)
In this section, we establish some new Lyapunov-type inequalities for system (1.16).
Denote
ζ1(t) :=
( t∫
a
[
r1(τ )
]1/(1−p1) dτ
)p1−1
, η1(t) :=
( b∫
t
[
r1(τ )
]1/(1−p1) dτ
)p1−1
, (2.1)
ζ2(t) :=
( t∫
a
[
r2(τ )
]1/(1−p2) dτ
)p2−1
, η2(t) :=
( b∫
t
[
r2(τ )
]1/(1−p2) dτ
)p2−1
. (2.2)
Theorem2.1. Suppose that hypotheses (H1) and (H2) are satisﬁed. If system (1.16) has a solution (u1(t),u2(t)) satisfying the boundary
value conditions:
u1(a) = u1(b) = 0 = u2(a) = u2(b), u1(t) ≡ 0, u2(t) ≡ 0, ∀t ∈ [a,b], (2.3)
then one has the following inequality
( b∫
a
ζ1(t)η1(t)
ζ1(t) + η1(t) f
+
1 (t)dt
) α1β1
p21
( b∫
a
ζ1(t)η1(t)
ζ1(t) + η1(t) f
+
2 (t)dt
) β1α2
p1p2
×
( b∫
a
ζ2(t)η2(t)
ζ2(t) + η2(t) f
+
1 (t)dt
) β1α2
p1 p2
( b∫
a
ζ2(t)η2(t)
ζ2(t) + η2(t) f
+
2 (t)dt
) α2β2
p22
> 1. (2.4)
Proof. By (1.16) and (2.3), we obtain
b∫
a
r1(t)
∣∣u′1(t)∣∣p1 dt =
b∫
a
f1(t)
∣∣u1(t)∣∣α1 ∣∣u2(t)∣∣α2 dt, (2.5)
and
b∫
a
r2(t)
∣∣u′2(t)∣∣p2 dt =
b∫
a
f2(t)
∣∣u1(t)∣∣β1 ∣∣u2(t)∣∣β2 dt. (2.6)
It follows from (2.1), (2.3) and the Hölder inequality that
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∣∣∣∣∣
t∫
a
u′1(τ )dτ
∣∣∣∣∣
p1

( t∫
a
[
r1(τ )
]1/(1−p1) dτ
)p1−1 t∫
a
r1(τ )
∣∣u′1(τ )∣∣p1 dτ
= ζ1(t)
t∫
a
r1(τ )
∣∣u′1(τ )∣∣p1 dτ , a t  b, (2.7)
and
∣∣u1(t)∣∣p1 =
∣∣∣∣∣
b∫
t
u′1(τ )dτ
∣∣∣∣∣
p1

( b∫
t
[
r1(τ )
]1/(1−p1) dτ
)p1−1 b∫
t
r1(τ )
∣∣u′1(τ )∣∣p1 dτ
= η1(t)
b∫
t
r1(τ )
∣∣u′1(τ )∣∣p1 dτ , a t  b. (2.8)
From (2.7) and (2.8), we have
∣∣u1(t)∣∣p1  ζ1(t)η1(t)
ζ1(t) + η1(t)
b∫
a
r1(τ )
∣∣u′1(τ )∣∣p1 dτ , a t  b. (2.9)
We claim that
∣∣u1(t)∣∣p1 < ζ1(t)η1(t)
ζ1(t) + η1(t)
b∫
a
r1(τ )
∣∣u′1(τ )∣∣p1 dτ , a < t < b. (2.10)
In fact, if (2.10) is not true, then it follows from (2.9) that there exists a t∗ ∈ (a,b) such that
∣∣u1(t∗)∣∣p1 = ζ1(t∗)η1(t∗)
ζ1(t∗) + η1(t∗)
b∫
a
r1(τ )
∣∣u′1(τ )∣∣p1 dτ . (2.11)
Hence, from (2.7), (2.8) and (2.11), we obtain
∣∣u1(t∗)∣∣p1 = ζ1(t∗)
t∗∫
a
r1(τ )
∣∣u′1(τ )∣∣p1 dτ , (2.12)
and
∣∣u1(t∗)∣∣p1 = η1(t∗)
b∫
t∗
r1(τ )
∣∣u′1(τ )∣∣p1 dτ . (2.13)
It follows from (2.7) and (2.12) that∣∣∣∣∣
t∗∫
a
u′1(τ )dτ
∣∣∣∣∣
p1
=
( t∗∫
a
[
r1(τ )
]1/(1−p1) dτ
)p1−1 t∗∫
a
r1(τ )
∣∣u′1(τ )∣∣p1 dτ ,
which, together with the Hölder inequality, implies that there exists a constant c1 such that
r1(τ )
∣∣u′ (τ )∣∣p1 = c1[r1(τ )]1/(1−p1), a τ  t∗. (2.14)1
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r1(τ )
∣∣u′1(τ )∣∣p1 = c2[r1(τ )]1/(1−p1), t∗  τ  b. (2.15)
Since u′1(τ ) is continuous at τ = t∗ , then (2.14) and (2.15) imply that c1 = c2. If c1 = c2 = 0, then u′1(τ ) = 0 for τ ∈ [a,b],
it follows from (2.7) that u1(t) = 0 for t ∈ [a,b], which contradicts (2.3). If c1 = c2 = 0, then |u′1(τ )| > 0 for τ ∈ [a,b], it
follows from (2.7) that u1(b) = 0, which contradicts the fact that u1(b) = 0. Therefore, (2.10) holds.
Now, it follows from (2.3), (2.5), (2.10), (H2) and the Hölder inequality that
b∫
a
f +1 (t)
∣∣u1(t)∣∣p1 dt <
b∫
a
ζ1(t)η1(t)
ζ1(t) + η1(t) f
+
1 (t)dt
b∫
a
r1(t)
∣∣u′1(t)∣∣p1 dt
= M11
b∫
a
f1(t)
∣∣u1(t)∣∣α1 ∣∣u2(t)∣∣α2 dt
 M11
b∫
a
f +1 (t)
∣∣u1(t)∣∣α1 ∣∣u2(t)∣∣α2 dt
 M11
( b∫
a
f +1 (t)
∣∣u1(t)∣∣p1 dt
)α1/p1( b∫
a
f +1 (t)
∣∣u2(t)∣∣p2 dt
)α2/p2
, (2.16)
and
b∫
a
f +2 (t)
∣∣u1(t)∣∣p1 dt <
b∫
a
ζ1(t)η1(t)
ζ1(t) + η1(t) f
+
2 (t)dt
b∫
a
r1(t)
∣∣u′1(t)∣∣p1 dt
= M12
b∫
a
f1(t)
∣∣u1(t)∣∣α1 ∣∣u2(t)∣∣α2 dt
 M12
b∫
a
f +1 (t)
∣∣u1(t)∣∣α1 ∣∣u2(t)∣∣α2 dt
 M12
( b∫
a
f +1 (t)
∣∣u1(t)∣∣p1 dt
)α1/p1( b∫
a
f +1 (t)
∣∣u2(t)∣∣p2 dt
)α2/p2
, (2.17)
where
M11 =
b∫
a
ζ1(t)η1(t)
ζ1(t) + η1(t) f
+
1 (t)dt, M12 =
b∫
a
ζ1(t)η1(t)
ζ1(t) + η1(t) f
+
2 (t)dt. (2.18)
Similar to the proof of (2.10), from (2.2) and (2.3), we have
∣∣u2(t)∣∣p2 < ζ2(t)η2(t)
ζ2(t) + η2(t)
b∫
a
r2(τ )
∣∣u′2(τ )∣∣p2 dτ , a < t < b. (2.19)
It follows from (2.3), (2.6), (2.19), (H2) and the Hölder inequality that
b∫
a
f +1 (t)
∣∣u2(t)∣∣p2 dt <
b∫
a
ζ2(t)η2(t)
ζ2(t) + η2(t) f
+
1 (t)dt
b∫
a
r2(t)
∣∣u′2(t)∣∣p2 dt
= M21
b∫
f2(t)
∣∣u1(t)∣∣β1 ∣∣u2(t)∣∣β2 dt
a
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b∫
a
f +2 (t)
∣∣u1(t)∣∣β1 ∣∣u2(t)∣∣β2 dt
 M21
( b∫
a
f +2 (t)
∣∣u1(t)∣∣p1 dt
)β1/p1( b∫
a
f +2 (t)
∣∣u2(t)∣∣p2 dt
)β2/p2
, (2.20)
and
b∫
a
f +2 (t)
∣∣u2(t)∣∣p2 dt <
b∫
a
ζ2(t)η2(t)
ζ2(t) + η2(t) f
+
2 (t)dt
b∫
a
r2(t)
∣∣u′2(t)∣∣p2 dt
= M22
b∫
a
f2(t)
∣∣u1(t)∣∣β1 ∣∣u2(t)∣∣β2 dt
 M22
b∫
a
f +2 (t)
∣∣u1(t)∣∣β1 ∣∣u2(t)∣∣β2 dt
 M22
( b∫
a
f +2 (t)
∣∣u1(t)∣∣p1 dt
)β1/p1( b∫
a
f +2 (t)
∣∣u2(t)∣∣p2 dt
)β2/p2
, (2.21)
where
M21 =
b∫
a
ζ2(t)η2(t)
ζ2(t) + η2(t) f
+
1 (t)dt, M22 =
b∫
a
ζ2(t)η2(t)
ζ2(t) + η2(t) f
+
2 (t)dt. (2.22)
Next, we prove that
b∫
a
f +1 (t)
∣∣u1(t)∣∣p1 dt > 0. (2.23)
If (2.23) is not true, then
b∫
a
f +1 (t)
∣∣u1(t)∣∣p1 dt = 0. (2.24)
From (2.5) and (2.24), we have
0
b∫
a
r1(t)
∣∣u′1(t)∣∣p1 dt =
b∫
a
f1(t)
∣∣u1(t)∣∣α1 ∣∣u2(t)∣∣α2 dt

b∫
a
f +1 (t)
∣∣u1(t)∣∣α1 ∣∣u2(t)∣∣α2 dt = 0.
It follows from (H1) that
u′1(t) ≡ 0, a t  b. (2.25)
Combining (2.7) with (2.25), we obtain that u1(t) ≡ 0 for a t  b, which contradicts (2.3). Therefore, (2.23) holds. Similarly,
we have
b∫
f +2 (t)
∣∣u1(t)∣∣p1 dt > 0,
b∫
f +1 (t)
∣∣u2(t)∣∣p2 dt > 0,
b∫
f +2 (t)
∣∣u2(t)∣∣p2 dt > 0. (2.26)
a a a
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M
α1β1/p21
11 M
β1α2/p1p2
12 M
β1α2/p1p2
21 M
α2β2/p22
22 > 1. (2.27)
It follows from (2.18), (2.22), (2.27) that (2.4) holds. 
When α1 = β2 = p1 = p2 = p, α2 = β1 = 0, r1(t) = r2(t) = r(t) and f1(t) = f2(t) = q(t), system (1.16) reduces to the
second-order half-linear differential equation (1.14). Hence, we can derive the following Lyapunov-type inequality for (1.14)
from (2.16) and (2.23).
Theorem 2.2. Suppose that p > 1 and r(t) > 0. If Eq. (1.14) has a solution u(t) satisfying
u(a) = u(b) = 0, u(t) ≡ 0, ∀t ∈ [a,b], (2.28)
then
b∫
a
(
∫ t
a [r(τ )]1/(1−p) dτ )p−1(
∫ b
t [r(τ )]1/(1−p) dτ )p−1
(
∫ t
a [r(τ )]1/(1−p) dτ )p−1 + (
∫ b
t [r(τ )]1/(1−p) dτ )p−1
q+(t)dt > 1. (2.29)
Since( t∫
a
[
r(τ )
]1/(1−p)
dτ
)p−1
+
( b∫
t
[
r(τ )
]1/(1−p)
dτ
)p−1
 2
( t∫
a
[
r(τ )
]1/(1−p)
dτ
b∫
t
[
r(τ )
]1/(1−p)
dτ
)(p−1)/2
,
it follows from Theorem 2.2 that the following corollary holds.
Corollary 2.3. Suppose that p > 1 and r(t) > 0. If Eq. (1.14) has a solution u(t) satisfying (2.28), then
b∫
a
q+(t)
( t∫
a
[
r(τ )
]1/(1−p)
dτ
b∫
t
[
r(τ )
]1/(1−p)
dτ
)(p−1)/2
dt > 2. (2.30)
Remark 2.4. It is easy to see that Lyapunov-type inequalities (2.29) and (2.30) are better than (1.13). Moreover, Lyapunov-
type inequality (2.29) reproduces the best Lyapunov inequality (1.12) for Hill’s equation (1.11) when p = 2 and r(t) = 1.
Corollary 2.5. Suppose that hypotheses (H1) and (H2) are satisﬁed. If system (1.16) has a solution (u1(t),u2(t)) satisfying (2.3), then
one has the following inequality
( b∫
a
f +1 (t)
[
ζ1(t)η1(t)
]1/2
dt
) α1β1
p21
( b∫
a
f +2 (t)
[
ζ1(t)η1(t)
]1/2
dt
) β1α2
p1 p2
×
( b∫
a
f +1 (t)
[
ζ2(t)η2(t)
]1/2
dt
) β1α2
p1 p2
( b∫
a
f +2 (t)
[
ζ2(t)η2(t)
]1/2
dt
) α2β2
p22
> 2(p1α2+p2β1)/p1p2 . (2.31)
Proof. Since
ζi(t) + ηi(t) 2
[
ζi(t)ηi(t)
]1/2
, i = 1,2,
it follows from (2.4) and (H2) that (2.31) holds. 
Corollary 2.6. Suppose that hypotheses (H1) and (H2) are satisﬁed. If system (1.16) has a solution (u1(t),u2(t)) satisfying (2.3), then
one has the following inequality
( b∫
a
[
r1(t)
]1/(1−p1) dt
) β1(p1−1)
p1
( b∫
a
[
r2(t)
]1/(1−p2) dt
) α2(p2−1)
p2
( b∫
a
f +1 (t)dt
) β1
p1
( b∫
a
f +2 (t)dt
) α2
p2
> 2α2+β1 . (2.32)
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[
ζi(t)ηi(t)
]1/2 =
( t∫
a
[
ri(t)
]1/(1−pi) dt
b∫
t
[
ri(t)
]1/(1−pi) dt
) pi−1
2
 1
2pi−1
( b∫
a
[
ri(t)
]1/(1−pi) dt
)pi−1
, i = 1,2,
it follows from (2.31) and (H2) that (2.32) holds. 
Remark 2.7. Obviously, Lyapunov-type inequality (2.32) in Corollary 2.6 is still better than (1.18), which is the main result
in [3].
3. Lyapunov-type inequalities for system (1.21)
In this section, we establish some new Lyapunov-type inequalities for system (1.21).
Denote
ζi(t) :=
( t∫
a
[
ri(τ )
]1/(1−pi) dτ
)pi−1
, i = 1,2, . . . ,n, (3.1)
ηi(t) :=
( b∫
t
[
ri(τ )
]1/(1−pi) dτ
)pi−1
, i = 1,2, . . . ,n. (3.2)
Theorem 3.1. Suppose that the following hypothesis (H4) is satisﬁed.
(H4) ri(t) and fi(t) are real-valued continuous functions deﬁned on R and ri(t) > 0 for i = 1,2, . . . ,n, and 1 < pi < ∞ and αi > 0
satisfy
∑n
i=1
αi
pi
= 1.
If system (1.21) has a solution (u1(t),u2(t), . . . ,un(t)) satisfying the boundary value conditions:
ui(a) = ui(b) = 0, ui(t) ≡ 0, ∀t ∈ [a,b], i = 1,2, . . . ,n, (3.3)
then one has the following inequality
n∏
i=1
n∏
j=1
( b∫
a
ζi(t)ηi(t)
ζi(t) + ηi(t) f
+
j (t)dt
) αiα j
pi p j
> 1. (3.4)
Proof. By (1.21), (H4) and (3.3), we obtain
b∫
a
ri(t)
∣∣u′i(t)∣∣pi dt =
b∫
a
f i(t)
n∏
k=1
∣∣uk(t)∣∣αk dt, i = 1,2, . . . ,n. (3.5)
It follows from (3.1), (3.3) and the Hölder inequality that
∣∣ui(t)∣∣pi =
∣∣∣∣∣
t∫
a
u′i(τ )dτ
∣∣∣∣∣
pi

( t∫
a
[
ri(τ )
]1/(1−pi) dτ
)pi−1 t∫
a
ri(τ )
∣∣u′i(τ )∣∣pi dτ
= ζi(t)
t∫
ri(τ )
∣∣u′i(τ )∣∣pi dτ , a t  b, i = 1,2, . . . ,n. (3.6)
a
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∣∣ui(t)∣∣pi =
∣∣∣∣∣
b∫
t
u′i(τ )dτ
∣∣∣∣∣
pi

( b∫
t
[
ri(τ )
]1/(1−pi) dτ
)pi−1 b∫
t
ri(τ )
∣∣u′i(τ )∣∣pi dτ
= ηi(t)
b∫
t
ri(τ )
∣∣u′i(τ )∣∣pi dτ , a t  b, i = 1,2, . . . ,n. (3.7)
From (3.6) and (3.7), we have
∣∣ui(t)∣∣pi  ζi(t)ηi(t)
ζi(t) + ηi(t)
b∫
a
ri(τ )
∣∣u′i(τ )∣∣pi dτ , a t  b, i = 1,2, . . . ,n. (3.8)
We claim that
∣∣ui(t)∣∣pi < ζi(t)ηi(t)
ζi(t) + ηi(t)
b∫
a
ri(τ )
∣∣u′i(τ )∣∣pi dτ , a < t < b, i = 1,2, . . . ,n. (3.9)
In fact, if (3.9) is not true, then it follows from (3.8) that there exist i0 ∈ {1,2, . . . ,n} and t∗ ∈ (a,b) such that
∣∣ui0(t∗)∣∣pi0 = ζi0(t∗)ηi0(t∗)ζi0(t∗) + ηi0(t∗)
b∫
a
ri0(τ )
∣∣u′i0(τ )∣∣pi0 dτ . (3.10)
Hence, from (3.6), (3.7) and (3.10), we obtain
∣∣ui0(t∗)∣∣pi0 = ζi0(t∗)
t∗∫
a
ri0(τ )
∣∣u′i0(τ )∣∣pi0 dτ , (3.11)
and
∣∣ui0(t∗)∣∣pi0 = ηi0(t∗)
b∫
t∗
ri0(τ )
∣∣u′i0(τ )∣∣pi0 dτ . (3.12)
It follows from (3.6) and (3.11) that
∣∣∣∣∣
t∗∫
a
u′i0(τ )dτ
∣∣∣∣∣
pi0
=
( t∗∫
a
[
ri0(τ )
]1/(1−pi0 ) dτ
)pi0−1 t∗∫
a
ri0(τ )
∣∣u′i0(τ )∣∣pi0 dτ ,
which, together with the Hölder inequality, implies that there exists a constant c1 such that
ri0(τ )
∣∣u′i0(τ )∣∣pi0 = c1[ri0(τ )]1/(1−pi0 ), a τ  t∗. (3.13)
Similarly, it follows from (3.7), (3.12) and the Hölder inequality that there exists a constant c2 such that
ri0(τ )
∣∣u′i0(τ )∣∣pi0 = c2[ri0(τ )]1/(1−pi0 ), t∗  τ  b. (3.14)
Since u′i0 (τ ) is continuous at τ = t∗ , then (3.13) and (3.14) imply that c1 = c2. If c1 = c2 = 0, then u′i0 (τ ) = 0 for τ ∈ [a,b],
it follows from (3.6) that ui0(t) = 0 for t ∈ [a,b], which contradicts (3.3). If c1 = c2 = 0, then |u′i0(τ )| > 0 for τ ∈ [a,b], it
follows from (3.6) that ui0 (b) = 0, which contradicts the fact that ui0 (b) = 0. Therefore, (3.9) holds. Now, it follows from
(3.3), (3.5), (3.6), (3.9), (H4) and the generalized Hölder inequality that
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a
f +j (t)
∣∣ui(t)∣∣pi dt <
b∫
a
ζi(t)ηi(t)
ζi(t) + ηi(t) f
+
j (t)dt
b∫
a
ri(t)
∣∣u′i(t)∣∣pi dt
= Mij
b∫
a
f i(t)
n∏
k=1
∣∣uk(t)∣∣αk dt
 Mij
b∫
a
f +i (t)
n∏
k=1
∣∣uk(t)∣∣αk dt
 Mij
n∏
k=1
( b∫
a
f +i (t)
∣∣uk(t)∣∣pk dt
)αk/pk
, i, j = 1,2, . . . ,n, (3.15)
where
Mij =
b∫
a
ζi(t)ηi(t)
ζi(t) + ηi(t) f
+
j (t)dt, i, j = 1,2, . . . ,n. (3.16)
Next, we prove that
b∫
a
f +i (t)
∣∣u j(t)∣∣p j dt > 0, i, j = 1,2, . . . ,n. (3.17)
If (3.17) is not true, then there exist i0, j0 ∈ {1,2, . . . ,n} such that
b∫
a
f +i0 (t)
∣∣u j0(t)∣∣p j0 dt = 0. (3.18)
From (3.5) and (3.18), we have
0
b∫
a
ri0(t)
∣∣u′i0(t)∣∣pi0 dt =
b∫
a
f i0(t)
n∏
k=1
∣∣uk(t)∣∣αk dt

b∫
a
f +i0 (t)
n∏
k=1
∣∣uk(t)∣∣αk dt = 0.
It follows from the fact that ri0(t) > 0 that
u′i0(t) ≡ 0, a t  b. (3.19)
Combining (3.6) with (3.19), we obtain that ui0 (t) ≡ 0 for a  t  b, which contradicts (3.3). Therefore, (3.17) holds. From
(3.15), (3.17) and (H4), we have
n∏
i=1
n∏
j=1
M
αiα j
pi p j
i j > 1. (3.20)
It follows from (3.16) and (3.20) that (3.4) holds. 
Corollary 3.2. Suppose that hypothesis (H4) is satisﬁed. If system (1.21) has a solution (u1(t),u2(t), . . . ,un(t)) satisfying (3.3), then
one has the following inequality
n∏
i=1
n∏
j=1
( b∫
a
f +j (t)
[
ζi(t)ηi(t)
]1/2
dt
) αiα j
pi p j
> 2. (3.21)
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ζi(t) + ηi(t) 2
[
ζi(t)ηi(t)
]1/2
, i = 1,2, . . . ,n,
it follows from (3.4) and (H4) that (3.21) holds. 
Corollary 3.3. Suppose that hypothesis (H4) is satisﬁed. If system (1.21) has a solution (u1(t),u2(t), . . . ,un(t)) satisfying (3.3), then
one has the following inequality
n∏
i=1
( b∫
a
[
ri(t)
]1/(1−pi) dt
) αi (pi−1)
pi n∏
j=1
( b∫
a
f +j (t)dt
) α j
p j
> 2A, (3.22)
whereA=∑ni=1 αi .
Proof. Since
[
ζi(t)ηi(t)
]1/2 =
( t∫
a
[
ri(t)
]1/(1−pi) dt
b∫
t
[
ri(t)
]1/(1−pi) dt
) pi−1
2
 1
2pi−1
( b∫
a
[
ri(t)
]1/(1−pi) dt
)pi−1
, i = 1,2, . . . ,n,
it follows from (3.21) and (H4) that (3.22) holds. 
From Corollary 3.3, we obtain the following corollary immediately.
Corollary 3.4. Suppose that hypothesis (H3) is satisﬁed. If system (1.17) has a solution (u1(t),u2(t), . . . ,un(t)) satisfying (3.3), then
one has the following inequality
n∏
i=1
( b∫
a
f +i (t)dt
) αi
pi
> 2A(b − a)1−A, (3.23)
whereA=∑ni=1 αi .
Remark 3.5. Obviously, Corollary 3.4 coincides with Corollary 3 in [7].
Remark 3.6. When n = 1, Theorem 3.1 and Corollary 3.2 reduce to Theorem 2.2 and Corollary 2.3, respectively. Therefore,
Theorem 3.1 generalizes or improves all related existing Lyapunov-type inequalities.
4. Lower bounds for generalized eigenvalues
In this section, we apply our Lyapunov-type inequalities to obtain a lower bound for the generalized eigenvalues of
problem (1.1) with (1.2).
Let (λ1, λ2, . . . , λn) be generalized eigenvalue of problem (1.1) with (1.2) and (u1(t),u2(t), . . . ,un(t)) be the eigenfunc-
tions associated with (λ1, λ2, . . . , λn). Then (u1(t),u2(t), . . . ,un(t)) is a solution of system (1.21) satisfying the boundary
value conditions (3.3), where ri(t) = 1 and f i(t) = λiαiq(t) > 0 for i = 1,2, . . . ,n. By using techniques similar to Napoli and
Pinasco [17], we can obtain the following theorem.
Theorem 4.1. Assume that 1 < pi < ∞, αi > 0 satisfy∑ni=1 αipi = 1, and that q(t) is a real-valued positive continuous function deﬁned
on R. Then there exists a function g(λ1, . . . , λn−1) such that λn > g(λ1, . . . , λn−1) for every generalized eigenvalue (λ1, λ2, . . . , λn)
of system (1.1) with (1.2), where g(λ1, . . . , λn−1) is given by
g(λ1, . . . , λn−1) = 1
αn
[
n−1∏
j=1
(λ jα j)
α j/p j
n∏
i=1
( b∫
a
[(t − a)(b − t)]pi−1
(t − a)pi−1 + (b − t)pi−1 q(t)dt
) αi
pi
]− pnαn
. (4.1)
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(3.4) that
1<
n∏
i=1
n∏
j=1
( b∫
a
ζi(t)ηi(t)
ζi(t) + ηi(t) f
+
j (t)dt
) αiα j
pi p j
=
n∏
j=1
(λ jα j)
α j/p j
n∏
i=1
( b∫
a
ζi(t)ηi(t)
ζi(t) + ηi(t)q(t)dt
) αi
pi
=
n∏
j=1
(λ jα j)
α j/p j
n∏
i=1
( b∫
a
[(t − a)(b − t)]pi−1
(t − a)pi−1 + (b − t)pi−1 q(t)dt
) αi
pi
. (4.2)
Hence, we have
λn >
1
αn
[
n−1∏
j=1
(λ jα j)
α j/p j
n∏
i=1
( b∫
a
[(t − a)(b − t)]pi−1
(t − a)pi−1 + (b − t)pi−1 q(t)dt
) αi
pi
]− pnαn
.
This completes the proof of Theorem 4.1. 
When n = 2, problem (1.1) with (1.2) reduces to one-dimensional quasilinear elliptic system resonant type (1.5) with
the Dirichlet boundary conditions (1.6). Applying Theorem 4.1 to problem (1.5) with (1.6), we have the following corollary
immediately.
Corollary 4.2. Assume that 1 < p1, p2 < ∞, α1,α2 > 0 satisfy α1p1 +
α2
p2
= 1, and that q(t) is a real-valued positive continuous func-
tion deﬁned on R. Then there exists a function g(λ1) such that λ2 > g(λ1) for every generalized eigenvalue (λ1, λ2) of problem (1.5)
with (1.6), where g(λ1) is given by
g(λ1) =
1
α2
(λ1α1
∫ b
a
[(t−a)(b−t)]p1−1
(t−a)p1−1+(b−t)p1−1 q(t)dt)
p2
α2
−1 ∫ b
a
[(t−a)(b−t)]p2−1
(t−a)p2−1+(b−t)p2−1 q(t)dt
. (4.3)
Since
[(t − a)(b − t)]p1−1
(t − a)p1−1 + (b − t)p1−1 <
(b − a)p1−1
2p1
, ∀t ∈ [a,b], t = a + b
2
,
and
[(t − a)(b − t)]p2−1
(t − a)p2−1 + (b − t)p2−1 <
(b − a)p2−1
2p2
, ∀t ∈ [a,b], t = a + b
2
,
then
g(λ1) =
1
α2
(λ1α1
∫ b
a
[(t−a)(b−t)]p1−1
(t−a)p1−1+(b−t)p1−1 q(t)dt)
p2
α2
−1 ∫ b
a
[(t−a)(b−t)]p2−1
(t−a)p2−1+(b−t)p2−1 q(t)dt
>
1
α2
[
2α1+α2
(λ1α1)α1/p1(b − a)α1+α2−1
∫ b
a q(t)dt
] p2
α2
= h(λ1), (4.4)
where h(λ) is deﬁned by (1.7).
Remark 4.3. (4.4) shows λ2 > g(λ1) gives a better lower bound g(λ1) than (1.7) (h(λ1)).
Remark 4.4. It is not diﬃcult to see that (4.1) also gives a better lower bound than (30) in [8, Theorem 9].
Acknowledgments
The authors thank the referees for valuable comments and suggestions.
X.H. Tang, X. He / J. Math. Anal. Appl. 385 (2012) 72–85 85References
[1] A. Anane, Simplicity and isolation of the ﬁrst eigenvalue of the p-Laplacian with weight, C. R. Acad. Sci. Paris Sér. I Math. 305 (1987) 725–728 (in
French).
[2] A. Anane, M. Moussa, O. Chakrone, Spectrum of one dimensional p-Laplacian operator with indeﬁnite weight, Electron. J. Qual. Theory Differ. Equ. 2002
(2002) 1–11.
[3] M. Belloni, V. Ferone, B. Kawohl, Isoperimetric inequalities, Wulff shape and related questions for strongly nonlinear elliptic operators, J. Appl. Math.
Phys. (ZAMP) 54 (2003) 771–783.
[4] T. Bhattacharya, A proof of the Faber–Krahn inequality for the ﬁrst eigenvalue of the p-Laplacian, Ann. Mat. Pura Appl. (4) CLXXVII (1999) 225–240.
[5] J.F. Bonder, J.P. Pinasco, Estimates for eigenvalues of quasilinear elliptic systems, part II, J. Differential Equations 245 (2008) 875–891.
[6] J.F. Bonder, J.P. Pinasco, Precise asymptotic of eigenvalues of resonant quasilinear systems, J. Differential Equations 249 (2010) 136–150.
[7] D. Cakmak, A. Tiryaki, On Lyapunov-type inequality for quasilinear systems, Appl. Math. Comput. 216 (2010) 3584–3591.
[8] D. Cakmak, A. Tiryaki, Lyapunov-type inequality for a class of Dirichlet quasilinear systems involving the (p1, p2, . . . , pn)-Laplacian, J. Math. Anal.
Appl. 369 (2010) 76–81.
[9] M. Del Pino, P. Drábek, R. Manásevich, The Fredholm alternative at the ﬁrst eigenvalue for the one-dimensional p-Laplacian, C. R. Acad. Sci. Paris Sér. I
Math. 327 (1998) 461–465.
[10] R. Dos˘lý, P. R˘ehák, Half-Linear Differential Equations, Math. Stud., vol. 202, North-Holland, 2005.
[11] P. Drábek, R. Manásevich, On the closed solution to some nonhomogeneous eigenvalue problems with p-Laplacian, Differential Integral Equations 12
(1999) 773–788.
[12] M. Guedda, L. Véron, Bifurcation phenomena associated to the p-Laplace operator, Trans. Amer. Math. Soc. 310 (1988) 419–431.
[13] P. Hartman, A. Wintner, On an oscillation criterion of Lyapunov, Amer. J. Math. 73 (1951) 885–890.
[14] E.M. Harrell II, Geometric lower bounds for the spectrum of elliptic PDEs with Dirichlet conditions in part, J. Comput. Appl. Math. 194 (2006) 26–35.
[15] C. Lee, C. Yeh, C. Hong, R.P. Agarwal, Lyapunov and Wirtinger inequalities, Appl. Math. Lett. 17 (2004) 847–853.
[16] A.M. Liapunov, Problème général de la stabilité du mouvement, Ann. Fac. Sci. Univ. Toulouse 2 (1907) 203–407.
[17] P.L. Napoli, J.P. Pinasco, Estimates for eigenvalues of quasilinear elliptic systems, J. Differential Equations 227 (2006) 102–115.
[18] Z. Nehari, Some eigenvalue estimates, J. Anal. Math. 7 (1959) 79–88.
[19] J.P. Pinasco, Lower bounds for eigenvalues of the one-dimensional p-Laplacian, Abstr. Appl. Anal. 2004 (2004) 147–153.
[20] J.P. Pinasco, Comparison of eigenvalues for the p-Laplacian with integral inequalities, Appl. Math. Comput. 182 (2006) 1399–1404.
[21] J.P. Pinasco, On the asymptotic behavior of eigenvalues of the radial p-Laplacian, Manuscripta Math. 117 (3) (2005) 363–371.
[22] J.P. Pinasco, The asymptotic behavior of nonlinear eigenvalues, Rocky Mountain J. Math. 37 (2007) 1981–1988.
[23] W. Walter, Sturm–Liouville theory for the radial 	p -operator, Math. Z. 227 (1998) 175–185.
[24] X. Yang, On inequalities of Lyapunov type, Appl. Math. Comput. 134 (2003) 293–300.
