We propose an efficient evolutionary multi-objective optimization approach to the capacitated facility location-allocation problem (CFLP) for solving large instances that considers flexibility at the allocation level, where financial costs and CO 2 emissions are considered simultaneously. Our approach utilizes suitably adapted Lagrangian Relaxation models for dealing with costs and CO 2 emissions at the allocation level, within a multi-objective evolutionary framework at the location level. Thus our method assesses the robustness of each location solution with respect to our two objectives for customer allocation. We extend our exploration of selected solutions by considering a range of trade-offs for customer allocation.
Introduction
One of the most important strategic issues for many businesses is where to site various storage and service facilities, and which facility should serve a particular customer. Usually there are restrictions that determine potential locations for facilities, and geographical, planning or financial constraints will influence a facility's capacity for storing goods and/or serving customers. Traditional capacitated facility location problem (CFLP) formulations aim to minimize the overall costs while maintaining a specific service level (Klose and Drexl, 2005; Nozick and Turnquist, 1998) . Progressively more, businesses are under pressure to reduce the environmental impact from their operations (Beamon, 1999; Farahani et al., 2010; Lee and Dong, 2008; Sheu et al., 2005) where reporting emissions become a part of corporate social responsibility. The motivation for our work stems from our view that, with recent environmental concerns and high levels of commercial competition, companies could benefit from using multi-objective optimization (MOO) techniques when designing their distribution networks, to give extra flexibility to deal with key objectives simultaneously (Harris et al., 2011a) ; for example, minimizing the environmental impact of their business, while improving customer service levels at the same time as they are reducing cost or maximizing profits. Instead of a single solution (usually optimized on cost), multi-objective optimization techniques can offer a decision maker a choice of trade-off solutions, providing sufficient options to give him/her the power to make an informed choice that balances ALL the important objectives. It may be possible, for example, to greatly reduce energy consumption or waste gas emissions whilst incurring a very small increase in economic costs. Such compromise solutions can be easily missed using traditional single objective methods.
The CFLP provides a popular model for various distribution networks, and involves making decisions at two levels: (1) which facilities to open from a set of potential sites, and (2) which customers to assign to which open facilities. Level 1 is usually considered as a strategic decision, because investing in storage facilities will tend to require large financial resources. On the other hand, once the facilities are in place, it is common practice to periodically reassess the allocation of customers at Level 2, which is a tactical decision. Although an initial assignment of customers to facilities at Level 2 is an essential part of making the strategic decision at Level 1, a single optimal solution obtained in this way is very likely to lack flexibility, and small changes made to the allocation of customers to facilities may produce unwanted consequences in terms of cost increases or quality of service reductions, for example.
The CFLP requires that all constraints are complied with, for example, all customer demand should be met and no capacity constraint should be violated (i.e., demand on a particular facility must not outstrip supply). Traditionally the design of a distribution network is driven by a need to reduce costs or maximize profit, and for this reason formulation is generally based on single objective optimization with all other potential objectives, such as customer service levels, modeled as extra constraints, so that a certain minimum level (e.g., of customer service) has to be maintained.
In the present paper, we are concerned with a single source facility location. We propose a novel approach for solving the CFLP, based on hybridizing a multi-objective evolutionary algorithm (MOEA) with a Lagrangian Relaxation (LR) approach that extends our recently published work (Harris et al., 2011b) . The MOEA is used at Level 1 to determine which facilities to open, and the LR solves the generalized assignment problem (GAP) to allocate customers to serving facilities. The multi-objective CFLP could be solved using mixed integer programming software with a weighted sum approach to tackle levels (1) and (2) simultaneously but those approaches do not consider flexibility at the allocation level or the robustness of the solution over a period of time. It is our opinion that the location problem should be solved with flexibility and robustness in mind. We choose SEAMO2 (Simple Evolutionary Multi-objective Optimization 2) (Mumford, 2004; Valenzuela, 2002) as our MOEA to determine which facilities to open. For the allocation of customers to open facilities, we use a LR technique, to quickly assess the robustness of each location solution with respect to the GAP and our two objectives: cost and CO 2 emissions.
The rest of the paper is organized as follows. Section 2 reviews existing literature pertinent to our aim, with Section 3 describing the research method we employ. Section 4 introduces a problem formulation for our multi-objective CFLP. Sections 5 and 6 present our multi-objective optimization framework with a description of the elitist evolutionary multi-objective algorithm SEAMO2 and our experimental method. In Section 7, we present our Lagrangian Relaxation technique and Section 8 describes our test data. In Section 9 the tuning of SEAMO2 is described and this is followed by testing our LR technique on the published data in Section 10. Section 11 discusses our results and finally, we summarize our findings and provide suggestions for future research in Section 12.
Literature
A detailed overview of facility location formulations and solution techniques is presented in Daskin (1995) , Drezner and Hamacher (2002) , and Owen and Daskin (1998) . Klose and Drexl (2005) review some contributions to the current state-ofthe-art in facility location models for distribution system design, and provide a classification for facility location problems (FLPs) which considers different aspects of the design and includes: discrete vs continuous location models, uncapacitated vs capacitated models, single-source vs multiple-source, static vs dynamic models and others.
Lagrangian Relaxation (LR) techniques are leading methods for solving large CFLP problems (Barcelo and Casanovas, 1984; Beasley, 1988; Holmberg et al., 1999; . Other techniques, such as approximation algorithms and metaheuristic approaches are also applied to solving those model formulations. Fisher (1981 Fisher ( , 1985 presents separate traditional LR relaxation formulations (e.g. relaxing an assignment (allocation) constraint and a capacity constraint) to the GAP, where he discusses a number of applications of the technique in different areas. Jornsten and Nasberg (1986) propose a new LR approach based of a reformulation of GAP by introducing new substitution decision variables and new constraints. They show that the bounds from the Lagrangian dual of their approach are at least as strong as the bounds from traditional LR approaches. In the present paper, we present a mathematical formulation of a LR technique where we relax two capacity constraints simultaneously: the number of cases and the number of stores, in contrast to the traditional Lagrangian Relaxation where typically only the number of cases (or similar measure of demand quantity) is relaxed. We present in Section 7, a detailed description of the LR heuristic focusing on the techniques which are used to obtain upper and lower bounds.
Although the CFLP is NP-Hard (Mirchandani and Francis, 1990) , Mixed Integer Programming (MIP) packages, such as CPLEX, can be used very effectively for small and even moderate sized instances to solve them to optimality. In addition, the software allows the user to adjust the gap tolerance to find good solutions to larger instances, but computational times depend on the complexity of the model formulation and actual values used. In this paper, we consider a multi-objective optimization problem for larger size instances, which requires a large number of repeated evaluations for each of the objective functions to obtain a set of trade-off solutions which demonstrates a need for efficient heuristic/metaheuristic approaches. In addition, we aim to explore a full range of solutions available to the decision-maker. This is in contrast to classical approaches solved using MIP packages, in which the multiple objectives are essentially reduced to a single objective, either by remodeling some objectives as constraints, or by combining the objectives into a single value using specific weights assigned to the objective functions. Thus classical methods do not allow such a free exploration of trade-off solutions.
Multi-objective optimization related to CFLP
Multi-objective optimization problems are common in the real world (Gen and Cheng, 1997; Deb, 2001 ) and such problems are characterized by optimum sets of alternative solutions, known as Pareto sets, rather than by a single optimum (Deb, 2001; Konak et al., 2006) . Pareto-optimal solutions are non-dominated solutions in the sense that it is not possible to improve the value of any one of the objectives, in such a solution, without simultaneously degrading the quality of one or more of the other objectives in the vector. Evolutionary algorithms (EAs) are ideally suited to multi-objective optimization problems because they produce many solutions in parallel through imitating of a natural evolutionary progression (Gen and Cheng, 1997; Deb, 2001 ). EAs work with a different population of solutions in each iteration and produce a number of viable alternatives, rather than converging to a single optimal solution. Many successful applications of evolutionary algorithms within single objective setting have been published in the academic literature for a wide number of applications (Bäck, 1996; Michalewicz, 1996) and in this section of the paper we will present literature related to multi-objective setting with the focus on multi-objective evolutionary algorithms (Deb, 2001; Florios et al., 2010) .
The literature related to multi-objective optimization within a facility location/allocation context can be classified into: (1) research that applies MOEAs and (2) other multi-criteria approaches, known as classical/preference based methods (Deb, 2001) . In classical methods, a multi-objective problem may be converted into a single objective formulation using a weighted sum approach, or some objectives may be reformulated as constraints, for example. The Analytic Hierarchy Process (AHP) is well known technique and has been used to assign different weighting to quantitative and qualitative measures (Meade and Sarkis, 1998; Min and Melachrinoudis, 1999) . To help put our work in context, Table 1 presents selected academic papers related to strategic network design (with CFLP) in terms of their use of multiple objectives (traditional and environmental) and their solution techniques (i.e., whether they use MOEAs). There is a shortage of published research on multi-objective optimization for the FLP using EAs or considering environmental objectives.
As mentioned above, research into location design with MOEAs application is still rather sparse and limited. The reader is referred to Deb (2001) for a detailed account of evolutionary multi-objective optimization where a number of evolutionary approaches are discussed. For example, the Elitist Non-Dominated Sorting Genetic Algorithm II (NSGA-II) has recently attracted a small number of publications for a traditional network problems (e.g. min cost and max service level) (Ding et al., 2006; Villegas et al., 2006; Bhattacharya and Bandyopadhyay, 2010; Liao et al., 2011a,b; Javanshir et al., 2012; Cheshmehgaz et al., 2013; Hiremath et al., 2013) . For example, Villegas et al. (2006) present three algorithms (Non-dominated Sorting Genetic Algorithm, Pareto Archive Evolution Strategy and an algorithm based on mathematical programming) to minimize cost and maximize coverage for the uncapacitated facility location problem. Ding et al. (2006) adapted NSGA-II for multiobjective decision makers as part of their toolbox to support the design of supply chain networks. Liao et al. (2011a) propose a multi-objective model that integrates inventory decisions into a typical facility location model that minimizes the total cost and maximizes customer service level (volume fill rate and responsive level) with computational results presented for a problem with 50 buyers and 15 potential DCs. Javanshir et al. (2012) present a multi-objective particle swarm optimization and NSGA-II algorithm as a solution technique for a multi-stage supply chain network with two objectives: minimizing the total cost and maximizing total responsiveness. Xu et al. (2008) apply a spanning tree-based genetic algorithm using the Prufer number representation to design a network that minimizes total costs and maximizes customer service level under a condition of random fuzzy customer demand and transportation costs between facilities. Altiparmak et al. (2006) present a solution procedure based on genetic algorithms for a single product, multi-stage network design problem that minimizes the total cost, maximizes customer service and minimizes equity of the capacity utilization ratio.
Other approaches that are related to the behavior of swarms have also recently attracted academic attention. Bachlaus et al. (2008) propose a hybrid taguchi-particle swarm optimization algorithm that aims to minimize the cost (fixed and variable) and maximizes the plant and volume flexibility for a strategic design. Latha Shankar et al. (2013) present a multiobjective hybrid particle swarm optimization algorithm to solve a four-echelon network design to minimize the combined facility location and shipment costs subject to a requirement that maximizes customer demands. A hypothetical case study (3 suppliers, 5 plants, 6 DCs and 7 customer zones) is used to illustrate application of their approach.
Increasingly, the UK and other nations throughout the world are recognizing the importance of reducing the environmental impact of their operations (e.g., see Beamon, 1999; Farahani et al., 2010) , and modern multi-objective optimization techniques (Deb, 2001) offer the flexibility to find good compromise solutions that balance the many important objectives, so that a decision maker has a choice of trade-off solutions without the need to make a priori decisions regarding the relative importance of the various objectives. From our literature review, we identified a small number of academic papers (e.g. Khoo et al., 2001; Hugo and Pistikopoulos, 2005; Quariguasi Frota Neto et al., 2008; Pati et al., 2008; Bojarski et al., 2009; Farahani et al., 2010; Wang et al., 2011; Harris et al., 2011b; Chibeles-Martins et al., 2012; Pishvaee and Razmi, 2012; You et al., 2012) focusing on traditional network design with multi-objective and environmental aspects, where a facility is serving a distribution center or warehouse. For example, Pati et al. (2008) use goal programming to balance economic and environmental goals for increasing wastepaper recovery in a paper recycling logistics system. Khoo et al., 2001 use a simulation approach in modeling a supply chain concerned with the distribution of raw aluminum metal. Quariguasi Frota Neto et al. (2008) describe the reorganization of a European pulp and paper logistic network where they assess the environmental impact using an environmental index (life cycle analysis) proposed in Bloemhof et al. (1996) . Bojarski et al. (2009) present the multi-objective MILP algorithm to solve a multi-period supply chain that optimizes two objective functions: NPV and environmental impact using a life cycle analysis, IMPACT2002+, methodology. Pishvaee and Razmi (2012) developed the multi-objective fuzzy mathematical programming model with an interactive fuzzy solution approach, based on the e-constraint method, and the possibilistic programming approach that considers economic and environmental objectives (LCA method) in the design of reverse and forward supply chain networks. Chibeles-Martins et al.
(2012) present a metaheuristic approach based on the simulated annealing methodology for a bi-objective mixed linear programming model with economic and environmental objectives. Wang et al. (2011) apply a normalized normal constraint method to solve a multi-objective mixed-integer formulation for the supply chain network problem that optimizes total costs and total CO 2 emissions of the supply chain.
The above literature review, together with Table 1, indicates that there is very limited research where application of evolutionary algorithms has been explored as part of the location analysis, especially that considers flexibility at the tactical customer allocation level; the robustness of the solutions over period of time where sustainability is a concern and environmental impact has to be considered as an objective function. The aim of the current paper is to consider environmental impact, in terms of CO 2 emissions as well as analyzing the robustness of generated solutions as part of the multi-objective framework. The purpose and potential novelty of the presented work is emphasized further in Section 3.
Method
The proposed framework for solving multi-objective CFLP applies an elitist evolutionary multi-objective algorithm, SEA-MO2 (Simple Evolutionary Algorithm for Multi-objective Optimization) (Mumford, 2004; Valenzuela, 2002) , to generate a set of trade-off solutions at the location stage. This stage determines which facilities will be open and which will be closed. We utilize a Lagrangian Relaxation technique (Fisher, 1981 (Fisher, , 1985 Jornsten and Nasberg, 1986; Ghiani et al., 2004) to perform the allocation of customers to depots at tactical Level 2, which is described in detail in Section 7.
We build on the multi-objective work carried out on the uncapacitated facility location problem (UFLP) in Harris et al. (2009) . The present paper also expands on our recently published work on the capacitated facility location problem (Harris et al., 2011b) . Harris et al. (2011b) produced some encouraging results for the CFLP, balancing economic cost and CO 2 emissions. For simplicity, however, the allocation of customers to facilities was optimized using Lagrangian Relaxation on the basis of economic cost only, ignoring the fact that each and every location solution, lends itself to the multi-objective allocation of customers, as illustrated in Fig. 1 . The present paper extends the Lagrangian Relaxation model that we use to assign customers to facilities, in three ways: (1) by relaxing two capacity constraints, instead of one, (2) by optimizing the allocations separately based on cost and CO 2 emissions to assess the robustness of each candidate location solution, and (3) we identify good robust compromise solutions for facility location, and then explore the possibility of further multi-objective optimization for customer allocation.
The hierarchical and integrated nature of multi-objective optimization for facility location/allocation is illustrated in Fig. 1 which shows a typical trade-off front for facility location, with the binary strings in the boxes showing which facilities are open and which are closed (where 1 represents an open depot, and 0 a closed depot). For example the string 1011101110 indicates that facilities 1, 3, 4, 5, 7, 8, and 9 are open, with 2, 6 and 10 closed. In Fig. 1 we can also observe that a range of trade-off solutions can also be obtained for each location solution if a second multi-objective optimization process is carried out for customer allocation. The purpose of this paper is to present a method for a multi-objective optimization support toolkit from which a decision maker can explore trade-off solutions for customer allocation based on the pre-selected facility location solutions, that are of a strategic nature and not easily reversible in real life.
The integrated characteristic of solving facility location/allocation problems implies that in each iteration of the chosen solution technique, the allocation procedure allocates customers to a particular combination of open depots in order to determine an objective function. The integrated nature of the problem does not imply that we cannot separate those subproblems (location and allocation), where the facility location stage represents decision making at the strategic level, and the customer allocation stage gives flexibility at the tactical stage. In most circumstances, opening and closing facilities involves huge capital investment and thus a solution at this level we would expect to stay in place probably for decades. On the other hand, it is relatively easy to reassign customers to be supplied by different facilities, and this can be done more frequently. Using a decision support toolkit capable of exploring multi-objective optimization at the strategic and tactical levels simultaneously, provides scope for well-informed and flexible management decision making.
We were fortunate to have the opportunity to collaborate with a major UK supermarket chain during the past few years, which has given us a practical insight into the operation of a real-world distribution network. Applying this knowledge, we have generated a range of large test instances with realistic characteristics (which can be obtained from HarrisData (2011)) to test our multi-objective approach. Furthermore we use the Company's model to evaluate the various costs associated with the different warehouse and transport activities within the supply chain. Although locations, capacities and levels of demand, etc . are all randomly generated for our test instances, reasonable boundaries on these values have been observed based on Company data. However, although we are using instances based on a particular retail company in this paper, our general approach can be easily adapted for other scenarios.
We have used UK Government sources (DEFRA, 2005) to obtain correct environmental information regarding energy consumption. In addition, similar to the Company's logistic model, our data sets have two capacity constraints for each potential facility: one for the maximum number of cases that can be stored, and one for the maximum number of customers that can be served (note: this relates to space restrictions for vehicle loading). The two-objective CFLP model aims to balance the financial cost (£) and the environmental impact (kg CO 2 ), taking into account activities such as moving, picking, and loading the goods as well as transporting them and opening the depots required to serve the customers' needs. The environmental impact is extracted from running the logistics network in terms of CO 2 emissions from the transportation and also from the emissions generated by energy use for the day-to-day running of the depots.
Problem formulation
We assume that customers have a certain demand in cases (for a single product type) and associated transportation and warehousing costs for a particular depot. In our model, a single product configuration is viewed as a product category where aggregated volumes have common characteristics. Individual depots have given capacities in the number of cases they are able to store and the number of customers they are able to serve. Each customer is served directly by a single depot, and transportation costs are based on stem distances and reflect both time and distance based components. The warehouse (variable) costs reflect any costs associated with picking and loading the goods. The problem is formulated as a mixed integer programming model to determine how many facilities to open in order to satisfy all customer demand while solving both objectives simultaneously: minimize the overall financial cost and minimize the environmental impact from operating depots and transport in terms of CO 2 emissions. As mentioned above, the CFLP is divided into two sub-problems: determine which depots to open, and allocate customers to the open facilities without violating the number of cases or the number of customers' capacity constraints.
The following notation is used in the formulation of the model:
Glossary:
set of customers c ij cost of attending demand from customer j to depot i consisting of transportation and depot costs f i fixed cost for operating a depot i d j demand of customer j q i capacity (cases) of facility i, i e V DC n i capacity (number of customers) of facility i, i e V DC e_t ij CO 2 emissions from transport between depot i and customer j to satisfy customer demand d j e_g i CO 2 emissions from gas consumption for each depot i, i e V DC e_e i CO 2 emissions from electricity consumption for each depot i, i V DC The decision variables are: x ij equals 1 if customer j is allocated to facility i, and 0 otherwise y i equals 1 if depot is chosen to operate and 0 otherwise
The following economic and environmental objective functions are considered simultaneously as part of the network design:
Minimizing costs
The objective aims to find the best number of open depots with associated allocated customers that minimize total costs. It consists of the variable connection costs (transport and depots) of servicing the demand of all customers plus the fixed cost of running the open depots. The total connection cost c ij from depot i to customer j as a total of (tc ij + dc ij ), where tc ij is the total transportation cost and dc ij is the associated depot cost to supply a demand to customer j from depot i.
Minimizing the CO 2 emissions from transport and depots The objective that aims to find the best number of open facilities that minimizes the total CO 2 emissions from transportation and energy consumption for running facilities. The first term represents the emissions from transport to attend the demand of customers by the open depots, and the second term represents the total emissions from the electricity and gas usage of operating open depots.
Both (1) and (2) are subject to following constraints:
x ij 2 f0; 1g; i 2 V DC ; j 2 V C ð6Þ y i 2 f0; 1g; i 2 V DC ð7Þ
Constraints (3) and (6) ensure that each customer is attended by only one depot and the demand is satisfied by that facility. (4) and (5) ensure that the capacity constraints for demand (cases) and number of customers for the depots are not violated. Finally, (6) and (7) define decision variables as binary.
Multi-objective optimization
The evolutionary multi-objective algorithm SEAMO2 (Mumford, 2004; Valenzuela, 2002 ) (see Fig. 2 ) was chosen for our application in modeling large data sets. Following exploratory tests on the uncapacitated facility location problem we found that this algorithm is considerably faster than better known algorithms such as NSGA-II with small reductions in solution quality (see also Colombo and Mumford, 2005) . We have compared NSGA-II (which is generally considered as the leading multi-objective evolutionary algorithm) and SEAMO2 in two tests: (1) under equal number of evaluations for each run (10,000) and (2) under equal execution time for 20 runs (200,000 ms in total).
From the experiments in test 1, we observed that SEAMO2 algorithm was much faster than NSGA-II (e.g. 53,909 ms for NSGA-II and 532 ms for SEAMO2) although the NSGA-II algorithm obtained solutions that were slightly better compared to SEAMO2. The experiments in test 2, illustrated that visually the final approximated Pareto frontier indicated very little difference. This means that for large size data sets, SEAMO2 would be able to find non-dominated solutions much more quickly and provide the decision-maker with an initial set of solutions, which can be explored further if desired. Nevertheless, this is essentially a proof of-concept paper that hybridizes evolutionary multi-objective optimization with Lagrangian Relaxation, and SEAMO2 could be easily substituted with NSGA-II or SPEA2, or any other evolutionary multi-objective algorithm. In addition, later on, in Section 11, we will demonstrate that SEAMO2 has found excellent trade-off solutions, sometimes even coinciding with the true Pareto-optimum frontier for the extreme points (which we find using CPLEX on some smaller problems).
SEAMO2
In a multi-objective context, fitness functions are usually based either on a count of how many contemporaries in the population are dominated by a particular individual, or alternatively on by how many contemporaries the individual is itself dominated. This approach, known as Pareto-based selection, was first proposed by Goldberg (Goldberg, 1989) , and is favored, in one form or another, by most researchers (for example, see (Corne et al., 2000; Deb et al., 2000; Zitzler et al., 2001) . In contrast, the SEAMO algorithms use a less compute-extensive approach, based on uniform random selection and do not require global fitness functions either to bias the selection of parents or to determine whether or not new offspring are inserted into the population. Instead a few simple rules determine ''who shall live and who shall die'' within a steady-state environment. Survival decisions are based on the outcome of simple comparisons between offspring solutions and parents (or other population members). Fig. 2 outlines the SEAMO2 algorithm.
At the beginning, the algorithm generates the initial population and evaluates all objective functions for each member of the population. Best-so-far values are recorded and the algorithm iterates through two nested loops. The For loop considers each member of the population in turn as a first parent for a crossover operation where a second parent is selected at random from other members of the population. A single offspring is produced as a result of crossover with a single mutation applied afterwards. The SEAMO2 algorithm is steady-state where a new offspring is considered for entry into the population that depends on a number of comparisons. The offspring replaces a current member of the population if any of ''best-so-far'' objectives are improved OR if the offspring dominates either of its parents OR the offspring is neither dominated by nor dominates either parent. The appropriate best-so-far scores are updated if the offspring produced better values, ensuring that best-so-far score for other objectives are not lost in the process. An additional test is carried out to check whether the offspring are duplicated and, if a match is found, then the offspring will die to preserve population diversity. The strategy of replacing a population member by dominating offspring allows the solutions to move closer to the Pareto frontier as the search progresses. The While loop repeats the algorithm until the stopping condition is satisfied and at the end of the procedure all the non-dominated solutions from the final population are saved to a file.
Solution encoding involves the use of simple binary strings, as described in Section 1, for which 1 represents an open depot, and 0 a closed depot. The customer allocation procedure for the CFLP is extremely important and ensures that capacities in terms of cases and numbers of customers are not violated. Here, we utilize a Lagrangian Relaxation (LR) technique for assigning the customers to open depots. As a result of applying our procedure, the customers are assigned according either to the minimum possible cost (LR1 procedure in Section 7), or the minimum possible CO 2 emissions (LR2 in Section 7), to give us two different allocation solutions to feed into the dual cost and CO 2 objectives. Fig. 3 illustrates the allocation procedure for different objectives. Our technique was adapted from several sources (Fisher, 1981 (Fisher, , 1985 Jornsten and Nasberg, 1986; Fig. 3 . Allocation of customers to depots based on cost (a) and CO 2 (b). Ghiani et al., 2004) where it was applied to a Generalized Assignment Problem and to FLP problem where both location and allocation and with one relaxed constraint.
To summarize our multi-objective optimization approach, Fig. 4 presents an evolutionary multi-objective optimization framework where the SEAMO2 algorithm and LR approach are integrated together for the CFLP. The SEAMO2 algorithm determines which facilities should be open, and the LR heuristics solve the resulting Generalized Assignment Problem which allocates customers to depots. Initially, a population of solutions (binary strings) is randomly generated and for each solution we apply LR heuristics to allocate customers to open depots based on costs (LR1) for cost based optimization and CO 2 (LR2) emissions for CO 2 objective. Consideration needs to be taken at this stage to make sure that the randomly generated solutions with open depots are feasible, e.g. the total capacity of open depots is larger than total available demand. Following the Fig. 4 . Multi-objective evolutionary framework combining SEAMO2 and LR.
production of an infeasible string, one could either undertake a repair procedure to the chromosome that is infeasible or alternatively generate another random string that is feasible. The latter routine is implemented as part of the procedure.
Experimental setup
The main experiments deal with the location problem, for which we use SEAMO2 to determine which facilities should be open and which closed to balance the two objectives of cost and CO 2 emissions. For each facility location solution however, two different customer allocation solutions are obtained, using LR1 to optimize for cost and LR2 to optimize for CO 2 emissions. These two customer allocation solutions represent the extremes for cost and CO 2 for what can be viewed as a second level of a multi-objective hierarchy as illustrated in the Introduction by Fig. 1 . In addition to the main experiments, we briefly further explore the second level of the multi-objective hierarchy for selected compromise solutions using a weighted sum Lagrangian Relaxation techniques, combining cost and CO 2 emissions in a single objective. The purpose of this is to offer the potential for tactical tuning to rebalance the two objectives at regular intervals of time, once the strategic facility location decision has been made.
The multi-objective facility location problem
As a result of our preliminary tests on the SEAMO2 algorithm discussed earlier, we use uniform crossover with mutation for the final experiments and increase the size of the population to 100 and the number of generations to 1000 to allow the algorithm to run for an adequate amount of time to find good solutions. The final non-dominated set was extracted as a result of 2 independent replicate runs for each problem instance. Initially, we performed 10 independent runs for each problem and when we analyzed final solutions, we could see that the final approximated Pareto frontier has the same results after 2 and 10 runs. Therefore we present results in this paper as a result of running the algorithm 2 independent replicate runs.
The quality of the solutions is compared to a Pareto-optimum set (based on cost or CO 2 emissions) which we obtained using CPLEX optimization software for some of the instances. We solved the allocation of the customers based on a single objective (cost or CO 2 emissions) for all possible combinations of open depots for 2000 and 4000 customers. In addition, in our previous publication (Harris et al., 2011b) , we published computational times and optimum solutions located at the extreme points (min cost and min CO 2 emissions) which we solved using CPLEX. We will utilize those results as part of our discussion in the next section. CPLEX formulates the CFLP problem as a mixed integer programming problem which balances optimality and feasibility in its search using a dynamic search methodology (IBMÓ, 2009). The dynamic search algorithm consists of LP relaxation, branching, cuts and heuristics to find a solution. All experiments were conducted on a PC with Intel Ò Core™ i3 CPU, 550 @ 3.20 GHz, 3.19 GHz, 3.17 GB of RAM.
The multi-objective customer allocation problem
For the second set of experiments we start with some good compromise solutions for facility location from the previous set of experiments and explore the multi-objective trade-off front for customer allocations. We choose data instances with 2000 and 8000 customers to analyses the trade-off solutions. For each instance, we pick one good compromise solution and apply to each solution a weighted approach to the allocation of customers to depots. We use weights for costs in the range of [0, 1] with step of 10 for each test.
In the multi-objective allocation of customers to the depots, we have the dilemma of balancing two objectives: minimizing overall costs and minimizing CO 2 emissions. The objectives have different units: £ and (kg CO 2 ), with different numerical ranges, making it difficult to choose appropriate weights to control the relative contribution of each objective to the weighted total. Therefore, we normalize the objectives to bring them so that each one typically produces values between 0 and 1. The formulation of the objective function is a sum of the weighted normalized objectives, which converts the problem into single-objective optimization problem:
To convert each value c ij and e_t ij to a single normalized value (c Ã ij or e t Ã ij ) which is used for the composite variable z ij , the following procedure was used to generate a number between 0 and 1:
Find the highest and the lowest value of the data set. Calculate the normalized value for each store to each depot: normValue = (aValue À minVal)/(maxVal À minVal), where aValue is the corresponding value used for the optimization function, either total cost for all products from a store to the depot or the overall CO 2 emissions.
The two weights w 1 and w 2 are chosen in such way where one weight is independent and the other one is calculated by simple subtraction. Therefore, the sum of the weights is equal to 1.
As a result of the above procedure, after applying weights to the normalized values, a matrix of the weighted-normalized values is produced (z ij ), where each element of the matrix corresponds to the value of the allocation between each store and each depot. The matrix z ij is used instead of the c ij values in the LR technique to allocate customers.
7. Lagrangian Relaxation formulation for the generalized assignment problem Fig. 4 outlines our methodology and indicates the role played by Lagrangian Relaxation (LR). LR is a general technique that can be applied to various combinatorial optimization problems where certain constraints make the problem difficult to solve. The main idea is to relax the problem by removing the difficult constraints and putting them instead into the objective function, assigning weights (called Lagrangian Multipliers), such that each weight represents a penalty which is added to a solution that does not satisfy the particular constraint. The more the solution violates the constraint, the higher the penalty imposed.
In the case of the Generalized Assignment Problem, two alternatives are commonly presented in the literature, either to relax the demand constraint or relax the capacity constraint (Fisher, 1981 (Fisher, , 1985 Jornsten and Nasberg, 1986) and in this paper we relax two capacity constraints for a specific problem formulation. Given a particular subset of open facilities, ideally it would be best to assign each customer to its nearest (or lowest cost) facility. However, capacity constraints impose limitations, so that more distant or higher cost allocations may have to be applied to some customers to assure a feasible solution.
Relaxing two constraints: number of cases and number of stores
The Lagrangian Relaxation is applied to the allocation of stores to open depots only, i.e., the Generalized Assignment Problem. The formulation for a bi-objective problem is presented below where k e V DC_open (V DC_open is a set of open depots). Formula (8) aims to minimize the total connection cost of assigning demand of store j to open depot k, whereas the formulation (9) minimizes environmental impact of transportation from store j to open depot k to deliver demand d j . Please note that fixed costs associated with open depots that appear in the formulation of the CFLP in Eqs. (1) and (2) 
where (8) and (9) are subject to following constraints:
Constraints (10) and (13) ensures that each store is assigned to one depot only and (13) defines a decision variable as binary. Constraints (11) and (12) guarantee that the capacity constraints are not violated. In our previous work (Harris et al., 2011b) , we relaxed just one capacity constraint: the number of cases. In this section we present a modified solution technique in which two capacity constraints are relaxed simultaneously: (1) the number of cases that an individual depot can handle, and (2) the number of stores that it can serve. This model is based on the requirements of the retail company that we worked with. Lagrangian multipliers are defined for the number of cases and number of stores, respectively: k k e R P0 and u k e R P0 for " ke V DC_open . The following relaxed economic and environmental objective functions are considered simultaneously to obtain two allocation solutions at level (2) for each level (1) solution giving:
LR2: Minimization by CO 2 emissions
LR1 and LR2 are both subject to following constraints:
Problem (14)- (17) can be decomposed into |VC| sub-problems for each relaxation: LR1 and LR2. For a given set of multipliers, k k e R P0 , u k e R P0 the optimal lower bound of the problem (14)- (17), LB (k t u t ), at time step, t, can be found by solving the following sub-problems for each customer j e V C .
LR1: Minimization by cost
LR1 and LR2 subject to:
For LR1 and LR2 we set:
(18) and (19) are easily solved by applying a greedy algorithm to allocate each customer along lowest augmented costs, c kj + -
To provide good updating formulae for the Lagrangian multipliers, we will need upper bounds, in addition to the lower bounds in (22).
For an upper bound (UB) we will use a feasible solution obtained on the basis of the allocations of customers to facilities discovered in the evaluation of LB ðk t u t Þ. However, it is likely that the allocation made for the lower bound calculation will produce some capacity violations. In order to obtain the best possible upper bounds for LR1 and LR2 we assert that it is better to allocate customers with high demand first, to try to ensure that individual depots have sufficient unused capacity. Therefore, the procedure sorts customers in non-increasing order of demand level (highest demand first), then works through the list, assigning customers in the same way as they were assigned to compute the LB, whenever possible. When capacity constraints are violated for the LB allocation, we iterate through the sorted list of depots, attempting to assign on the basis of the next lowest augmented cost depot, until a legal allocation is found, or the list is exhausted.
Updating the Lagrangian multipliers
For each facility at time step, t.
where x t kj is the solution of the Lagrangian Relaxation (14) or (15), subject to constraints (16) and (17), using k t k 2 R P0 and u t k 2 R P0 ; " k e V DC_open as the Lagrangian multipliers. Now set The procedure will start by seeding all the Lagrangian multipliers to zero. The value of k k will increase at a certain facility k, if s In this section, we present a Lagrangian Relaxation for a single product formulation. In addition, we have developed a LR solution formulation for a multiple product environment, presented in Appendix A. Further work is needed to test a variety of settings for multi-products, to ensure that the presented technique produces efficient solutions. Testing the theoretical formulation presented in the Appendix A is outside the scope of the present paper where our contribution emphasizes the MOO integrated approach with flexibility and robustness at the allocation level.
Test data
There are a number of data instances available in the public domain to solve a single source single objective facility location problem (OR-Library, 2009; Delmaire et al., 1999 ). Initially we analyzed those instances with an aim of adjusting them to solve a multi-objective problem formulation with environmental aspects. Unfortunately, those test instances only have demand, capacity and cost elements and there is no information regarding distances or actual locations of serving facilities and demand points (x and y coordinates) which are needed to determine environmental impact from transportation and serving facilities and apply multi-objective optimization. For that reason we generated our own random data sets (HarrisData, 2011) which are based on the aforementioned Company data, in terms of the approximate balance of demand, transport and productivity costs, with some random variation added.
We model our financial costs with both transport (distance and time elements) and depot related components based on the actual cost structure used by the retail company that we worked with. Recall, we calculate the total connection cost c ij as a total of transportation and the associated depot cost to supply a demand to customer j from depot i. The cost function related to the transport component has explicit distance and time related elements where we use Euclidian distance formulae to calculate the distance between two points, and from this distance we derive the travelling time of the vehicle (the time element). We also reflect on the fact that depot costs can vary due to the geographical location of the facility; therefore each depot has its own rates for transport and warehouse components. The environmental data is generated based on the CO 2 emissions from gas and electricity per a case of demand, per week. Depending on the available capacity of the serving facilities, each of those values is multiplied by the total capacity to calculate a total energy consumption in kW h which we converted to CO 2 emissions using conversion factors from DEFRA (2005) (0.54 kg CO 2 per kW h for electricity and 0.19 kg CO 2 for gas). To compute CO 2 emissions from the transport we calculated the total distance travelled by a vehicle to satisfy a demand of a particular customer from a depot, which was multiplied by a fuel conversion factor (2.63) and then multiplied by fuel consumption (of 0.35 l per km) (DEFRA, 2005) . This approach has been commonly used in the sustainable literature (Edwards et al., 2010; Harrison et al., 2010; Ubeda et al., 2011) .
To ensure that feasible solutions exist for each generated instance, we produced a range of different capacities for depots which are relative to the overall demand across all depots. In this way we tested different ratio values (2, 3, 4, 5, 6, 7, 8, 9) relating the overall capacity of the total network in number of cases to the total number of customers in the network. As a result, for any given problem instance, every depot in that instance will have exactly the same capacity constraint. The fixed costs for each depot depends on the capacity of the depot and we used different ratio values (0.5, 0.75, 1.25 and 1.5) to generate instances with different features. As a result of initial experiments, we decided to use ratio values of 4 and 8 for the capacity and a fixed cost ratio of 1.25 to generate data instances. In total we generated 10 different test instances for dual objectives where financial and environmental aspects are solved simultaneously. Our instances have 10 depots and the number of customers varies thus: 2000, 4000, 6000, 8000, 10,000. The names of the instance reflect these settings. For example, data instance set1_10_6000_r4.0_fc1.25.txt has 10 depots, 6000 customers, a value of 4 for the capacity ratio and the fixed cost ratio is equal to 1.25.
Tuning the SEAMO2 algorithm
Before running experiments on the generated data sets, SEAMO2 was tuned to its best performance on two data instances: set1_10_2000_r4.0_fc1.25 and set1_10_8000_r4.0_fc1.25. We use the S metric (hypervolume measure) (Zitzler, 1999) to compare the volume of the dominated space for different types of crossover and mutation: no crossover/no mutation, one-point crossover/mutation, two-point crossover/mutation, and uniform crossover/mutation. A population size of 40 with a number of generations of 250 was used for different types of setting. In total, 8 different experiments were undertaken for tuning purposes. The final approximated Pareto frontier and the S metric were obtained from 20 independent runs for each data instance and crossover/mutation setting. As a result of undertaking one-way analysis of variance on the S metric for different sets of experiments, results indicate no statistical significance among all settings. Nevertheless, we choose uniform crossover with mutation to bring diversity into the population of solutions and because it appeared to have better performance compared to other settings, even though the difference was not statistically significant.
Testing LR technique on the allocation problem
Prior to integration of our LR into the multi-objective optimization framework, it was essential to test the technique to solve an allocation problem for the quality of the solution. It would be desirable to test the method on the benchmarking data instances available in the public domain with known solutions to compare the results. Unfortunately, we could not find allocation data which has two constraints: capacity in the number of cases and number of stores. As a result, we decided to test the Lagrangian heuristic without relaxing the number of stores constraint on the 5 medium size and 12 largest benchmark data instances of Beasley (1988) which are available in the literature for a single source FLP from the OR-library (2009). The chosen benchmarks however, are all facility location/allocation problems. Thus it was necessary to begin with solutions to the location problems, with the open facilities defined at the start, before we attempted to solve the allocation problems, and carry out the solution quality comparison for LR. Unfortunately, although optimum solutions in terms of cost are given for small and medium instances, for large problems which were used for testing there was no available cost solutions, only information on the LB. Also, there is no information available to identify which depots are open and which closed in the optimum solutions. To determine which depots are open and which are closed in the optimum solutions as well as their solutions, all instances were solved by us using CPLEX. Table 2 presents the solution quality of the test results of the Beasley benchmarking instances. As can be seen from the table, for medium size instances (cap64, cap93, cap94, cap123, cap124), which range in number of facilities and number of demand points (customers) from 16 Â 50, 25 Â 50 and 50 Â 50, our LR has found optimal solutions. For larger instances (capa1-capc4) with 100 potential facilities and 1000 customers, our approach has found very good quality solutions for all instances. As a result of those experiments, we proceeded further to integrate our LR into multi-objective optimization framework. Further analysis is presented in Section 11 to demonstrate the quality of the LR technique presented in the Section 7 where both constraints are relaxed simultaneously: number of cases and the number of stores that a depot can serve.
Results

Facility location
For each problem instance, we obtain the final Pareto frontier for the location problem, as a result of 2 independent runs of SEAMO2. Figs. 5 and 6 illustrate the approximated Pareto frontier for three data instances with 2000, 6000 and 8000 customers where we have different allocations of customers to the serving depots for each objective function: one objective based on costs and the other based on CO 2 emissions. Fig. 5 also illustrates Pareto-optimum solutions which were found by solving each objective function separately using CPLEX for different combinations of open facilities, where an objective functions uses an allocation procedure which is related to the main objective function (e.g. cost for the cost objective function). We can see that our solutions and solutions found by CPLEX are almost identical, giving us confidence in our technique to produce excellent quality solutions. Table 4 presents further comparison of the results between two approaches.
Due to the characteristics of the data sets (constraints on number of customers and number of cases), we can see from the figures that the solutions are not evenly spread across the approximate Pareto front because of the constrained solution space which is reflected in a small number of feasible solutions. A similar pattern can be seen for other instances. A good compromise solution is also highlighted in Fig. 5 , where the costs are still low before the Pareto frontier gets steeper towards high costs and lower emissions. In Fig. 6(b) , we could identify three good compromise solutions which are located in the middle of the Pareto frontier. Table 3 depots. The results presented in the table illustrate that the lowest cost solution produces the highest CO 2 emissions with less facilities open and the higher number of open facilities produces lowest emissions at much higher cost. Table 3 also presents information regarding computational times for our MOEA framework as a result of the sum of the times for the 2 independent runs. Table 4 compares the approximated Pareto frontier obtained using our multi-objective optimization framework with the optimum Pareto frontier obtained by CPLEX, where we solved the allocation problem twice for each open/closed depot solution produced by our multi-objective optimization: once based on costs and once based on CO 2 emissions. We also compare run times for SEAMO2 + LR to CPLEX. To help combat the ''out of memory'' errors and extremely slow run times for CPLEX, we applied different tolerance levels depending on the instance size. On the other hand, SEAMO2 + LR had no problems finding excellent quality solutions for all instances in a reasonable amount of time. Table 4 presents solutions for 2000 and 4000 customers only because we could not solve other instances using CPLEX due to the size of the problems and out of memory error, even when applying very generous tolerance levels. For examples, in the instance 2000_r4.0, solution number (1) has following open depots, 0001001100. As a result of using the SEAMO2 + LR approach, where allocation is based on costs only (LR1), the result is equal to 54,476,666.18 whereas the CPLEX solution for the same combination of open depots and allocation based on costs is 54,476,666.07 which is almost identical. The differences in results for both techniques is 0% in the ,969,321.40 46,848,513.35 majority of the solutions (20 out of 24 solutions), and for the other 4 solutions the difference is negligible. Therefore we can conclude that the SEAMO2 + LR approach produces excellent quality solutions. The computational times of our framework vary depending on the instance and in some cases it takes only a fraction of CPLEX running time (e.g. around 4% from CPLEX running times) and for other data instances it takes much longer to find a set of solutions compared to finding one solution by CPLEX. However we are satisfied that our MOEA approach provides a set of excellent non-dominated solutions with practical application for large real-world problem instances. Table 5 records information on solutions for the other data instances (6000, 8000 and 10,000 customers) which were obtained using CPLEX with different tolerance level settings. We compare solutions to the best known cost and CO 2 solution from SEAMO2 + LR framework. We do not have information regarding the cost solution for all instances to use them in our analysis due to CPLEX error: out of memory. As can be seen from the table, SEAMO2 + LR have found excellent quality solutions, where some of them are identical to the CPLEX solutions. This gives us an additional confidence in our approach in addition to the discussion earlier for 2000 and 4000 customers.
In addition to the above experiments, we created new data sets with 50, 100 and 200 available facilities and up to 4000 customers with different demand ratios of 3 and 6 and different settings for environmental impact in the facilities. The results of those experiments and experiments discussed in this paper for large data sets, demonstrated that our multi-objective optimization framework, consisting of the evolutionary SEAMO2 algorithm with Lagrangian Relaxation for allocating customers to the open facilities is capable to find excellent nearly ''optimum'' Pareto frontier solutions quickly to allow the decision maker to evaluate them for more informed decision making.
Multi-objective customer allocation
In Section 11.1, we identified a non-dominated set of solutions at the level 1 decision making stage, where the algorithms decides on which depots to be open for each data instance. In this section, we apply a weight based approach to the normalized objective values to allocate customers to depots for selected good compromise solutions from some data instances. In practice, this would represent tactical choices a company could make to regularly tune customer allocation, once the strategic facility location decision had been taken. Table 5 . As we can see from the figure, the frontier is evenly spread covering extreme points of the single objective optimization. This allows the decision maker to see straight away some good compromise solutions for allocation. For example, solutions circled in the figure have relatively low CO 2 emissions just before the curve steepens towards higher costs. Table 6 displays the results of all non-dominated solutions of the allocation of customers to open depots based on different weights for cost (w c ) and distance (w CO2 ) for 2000 and 8000 customers. As can be seen from the table, for the instance with 2000 customers, we do not present the results for w c = 0.2, because that solution is dominated by the solution with the weight, w c = 0.3. The results presented in the table are compared to the allocation purely based on costs alone. Weighting both objectives allows us to generate trade-off solutions and understand the relationship between cost and CO 2 emissions to effectively minimize environmental impact from the transport related emissions without a detrimental impact on the financial objective. For example, balancing cost and CO 2 objectives with weights w c = 0.6 and w CO2 = 0.4 allow us to reduce total CO 2 emissions by around 62,155.75 units of CO 2 by increasing cost by only 14,827.01 units a week compared to the optimization based only on costs. This equates to around 3,232,099 units of CO 2 a year (52 weeks), which contributes to a significant amount of CO 2 emissions. If the decision maker only considers the percentage increase, the reduction of 0.65% in CO 2 emissions appears insignificant compared to the absolute amount of emissions saved of 62,155.75 per week. Therefore, looking at only % increase/decrease in the trade-off solutions may hide valuable information on the impact on the overall CO 2 emissions. Those results allow us to explore the non-dominated set of solutions and determine the impacts of the different weight settings to associated allocation.
Conclusion
This paper presents a new way of evaluating a multi-objective CFLP problem for large instances that considers robustness of solutions at the allocation level where financial costs and CO 2 emissions are solved simultaneously to provide a decision maker with a set of trade-off solutions. The framework utilizes an evolutionary algorithm (SEAMO2) to determine which facilities to open and a Lagrangian Relaxation technique where two constraints are relaxed to establish the best allocation of customers to serving facilities. In addition, we apply a weighted sum approach to selected good robust compromise solutions for some instances to explore a multi-objective allocation procedure which also produces good quality trade-off solutions, thus providing potential to rebalance cost and CO 2 objectives on a regular tactical basis once the strategic decisions for facility location have been made. The problem is formulated as a mixed integer programming model and uses aggregated data where (i) capacities of depots and (ii) average fixed cost for operating depot and energy consumption are known and depended on the actual capacity of the facilities. This is a valid assumption for MIP modeling, based on a number of well-known academic papers; for example, the study conducted by Beasley (1988) (the data of which is used to test our LR), considers the same formulation in relation to fixed costs. The study conducted by Holmberg et al. (1999) is another example of research where an exact algorithm was developed for CFLP.
An important contribution of the paper to the literature is that, to the best of the authors' knowledge, this is the first study that models the multi-objective facility location problem under the consideration of flexibility at the tactical customer allocation level; the robustness of the solutions over period of time with the focus on large data instances where financial and CO 2 emissions objectives are modeled simultaneously. We present the hybridization of an evolutionary multi-objective optimization algorithm through Lagrangian Relaxation as a proof of concept of an application on data instances that utilize cost and CO 2 characteristics of a 'real-world' retail secondary distribution network. Compared to recently published work, our paper presents the following advances: 1) we present and implemented a new LR model embedded into evolutionary algorithm that incorporates multi-objective allocation into every location decision where the optimization of the allocation is based on costs and CO 2 emissions; 2) we compare the results to the single objective optimum solution and to the Paretooptimum set obtained using CPLEX software when possible. We can see from the results, discussed in the Section 11 that computational times are very good for our optimization framework and our approach finds the Pareto-optimum set for some of the instances. These trade-off results provide potentially very useful information for industry and make it possible for a decision maker to consider the balance between cost and environmental impact, and possibly find excellent solutions that would be missed using more traditional techniques; 3) we presented a solution formulation for a multiple product environment in Appendix A.
For future research, a number of interesting extensions could be investigated where the impact of uncertainty can be considered as part of developing solution techniques for stochastic models. Stochastic models for facility location are Table 6 Results of the optimization with different weights (SEAMO2 + LR) for w c and w CO2 which compared to the allocation purely based on costs (w c = 1, w CO2 = 0). comprehensively discussed by Snyder (2006) where some models are developed under a probabilistic approach and need specifically designed algorithms or stochastic programming techniques. In relation to developing meta-heuristic techniques, Snyder (2006) mentioned that ''Meta-heuristics have been applied successfully to deterministic location problems, but few, if any, have been developed for their stochastic and robust counterparts.'' Designing specialized algorithms for stochastic environments is a major piece of research on its own and by simply considering a sensitivity analysis in the paper would not address complex issues with regards to uncertainty. Other research could consider multi-period together with a multi-product environment and different storage requirements. The present research is a preliminary step towards a sustainable multi-objective methodology and recognizes that a range of economic and environmental variables and constraints are needed for modeling large scale secondary distribution networks. To obtain LB, the relaxed problem simply solved by applying a greedy algorithm to allocate each customer along the lowest cost.
To provide a good updating formula for the Lagrangian multipliers, we will need an upper bound, in addition to the lower bound. For an UB we will use a feasible solution obtained on the basis of the allocations of customers to facilities discovered in the evaluation of LB. However, it is likely that the allocation made for the lower bound calculation will produce some capacity violations, especially with a multi-product problem, such as we have here. In order to obtain the best possible upper bound (i.e., with the lowest cost), we need to establish a good way of reallocating customers when facilities are over-subscribed. For a single product problem, the customers were sorted in non-increasing order according to their demand, and then assigned to facilities based on the lower bound assignment without violating capacity constraints. When capacity constraints are violated for LB assignment, the customer is assigned to the next lowest augmented cost, etc. If all facilities are overcapacity then the customer is allocated to the lowest true (non-augmented cost). However, the current model formulation has multiple products where each customer will have a certain demand for each product type, and each depot with have a maximum capacity for each product type. Therefore, different settings were devised to ensure that allocating the customers produces feasible solutions when calculating UB assignment. The following settings could be used for finding feasible UB assignment:
1. {Sorting using highest demand} The highest demand across all product types per customer is used to sort customers in non-increasing order, where the customer with highest value is assigned first. 2. {Sorting using highest demand and the depot load ratio} The depot load ratio per product type is defined as the ratio of total demand of all customers per product type and total capacity of all depots for that product type. The highest demand across all product types per customer is multiplied by the load ratio of that particular product. This is used to sort customers in non-increasing order, where the customer with highest value is assigned first for UB assignment.
3. {Sorting using highest fraction of normalized demand across all products} The highest fraction of normalized demand across all product types for each customer is chosen for sorting customers in non-increasing order. The customers with highest value are assigned first. 4. {Sorting using normalized demand and the depot load ratio} The highest fraction of normalized demand across all product types per customer is multiplied by the load ratio of that particular product. This value is used to sort customers in non-increasing order, where the customer with highest value is assigned first for UB assignment.
