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Preface
These lecture notes provide a brief exposition on tides, exploring both observations and theory,
interspersed with historical excursions.
Tides have been studied for many centuries. Indeed, most of the theories that we use to-
day were already established in the 19th century or before; key figures in these developments
were Newton, Laplace, Kelvin, Darwin (son of. . . ), Poincare´, among others. In recent decades,
three new elements greatly enhanced our knowledge on tides : 1) satellite altimetry, which has
provided a detailed view of tidal elevations in the open ocean, 2) computers and numerical
models, which have become an indispensable tool for understanding tidal propagation in re-
gions of complex geometry, and 3) the finding of a new phenomenon: the internal tide and its
role in the dissipation of tidal energy.
We start these notes, naturally, with results from measurements on tides (Chapter 1), which
elicit a great many questions that serve as an inspiration for later chapters. We then derive the
basic formula of the tide-generating force (Chapter 2). This expression contains some time-
varying parameters relating to the movements of the Earth and Moon; to unravel this depen-
dence, we need to take a closer look at the celestial motions (Chapter 3). We then have the
tools to derive the frequencies of the main tidal constituents, which form the basis of the tide
prediction method (Chapter 4). Finally, we study different forms of tidal propagation (Chapter
5), as well as other topics like tidal currents and transports (Chapter 6).
5
6
Chapter 1
The restless sea: tides and other
variations
The surface of the sea is never at rest. Waves make the surface go up and down, and the longer
we look, the more kinds of variations come into play. One of them is the tides, but we first look
at non-tidal variations.
1.1 Sea-level variations (non-tidal)
In this section, we give a short overview of the sea-level variations that are due to meteoro-
logical and climatic factors. The phenomena are ordered according to their time scale: from
seconds to centuries.
Figure 1.1: Example of a sea-level record showing wind waves. [From Groen & Dorrestein, 1976.]
The wind generates waves at the sea surface, which can reach amplitudes of several meters
(Figure 1.1). Upon closer inspection, one can distinguish two groups of frequencies. An exam-
ple of a wave spectrum is shown in Figure 1.2, where one cluster lies around 0.1 Hz, the other,
around 0.4 Hz. The latter, more rapid movements are associated with locally generated waves
(sea, or in Dutch: zeegang), while the slower ones are the remainder of wind waves that were
generated elsewhere (swell, in Dutch: deining), sometimes as far as thousands of kilometers
away. Wind waves can be regarded as an oscillation around a certain background level of the
sea surface. This background level can be estimated by taking averages over a period that is
long enough to cancel out the contribution of the wind waves, but short enough to avoid other
variations at longer time scales. In practice, a period of about 10-min is appropriate.
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Figure 1.2: Wave spectra from several locations near Sylt. [From Groen & Dorrestein, 1976.]
Apart from generating waves, the wind also creates surges or depressions of the sea level,
especially during storms. These variations occur over large areas (tens of kilometers or more)
and have typical time scales of several hours (with a short but vehement storm) or days (with
sustained strong winds from a certain direction). These variations are particularly pronounced
in semi-enclosed basins in coastal regions, due to funnelling effects, where they can reach
heights of several meters.1 An example of a storm surge is shown in Figure 1.7, occuring at
22 October (day of year 295), with the water level exceeding 2.5 m NAP. This was due to a
northwesterly storm of force 9 Beaufort. Conversely, we observe exceedingly low levels at the
end of January, coinciding with a period of persistent strong (south)easterly winds.
A simple theoretical model for wind surges in a channel can be constructed by assuming
a balance between the pressure gradient (associated with the slope of the sea surface) and the
wind stress (Pugh, 1987, §6.4.2). The slope of the sea surface, ∂η/∂x, then turns out to be
proportional to the square of the wind speed (W ) and inversely proportional to water depth
H :
∂η
∂x
=
CD ρAW
2
ρ g H
,
with drag coefficient2 CD ≈ 0.0015, atmospheric density ρA and seawater density ρ.
There is yet another meteorological factor that affects the sea level: atmospheric pressure.
In the Netherlands, values of atmospheric pressure range from about 980 to 1040 mbar (or
hPa), leaving aside exceptional cases. Spatially, the atmosphere is organized in patterns of
low and high pressure areas. The sea surface is pushed down where atmospheric pressure
is high and, conversely, is lifted up where the atmospheric pressure is low. This is known as
the inverted-barometer effect; it implies that at any given location, the pressure at the bottom of
the sea stays the same. Now, 1 mbar in air pressure corresponds to a pressure of a column
of water of 1 cm, so the range of atmospheric pressure translates theoretically into sea surface
variations with a range of several decimeters. In practice, the effect is usually less clear because
the response takes time to build up and is often ’contaminated’ by concurrent wind surges or
depressions. The most favourable circumstance to observe the effect is in water surrounded
by ice shelves, where the wind fetch is small and the inverted-barometer effect comes out most
clearly; a classic example is shown in Figure 1.3.
1Dikes at the Dutch coast have a required height (deltahoogte) of about 12 m, roughly half of it meant to withstand
storm surges (and tides), the other half for extreme wave run-ups.
2In fact, the drag coefficient is not a constant: with increasing wind speed, more wind waves are generated, which
increases the sea-surface roughness and hence the drag coefficient.
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Figure 1.3: The inverted-barometer effect, demonstrated by Captain Ross from measurements made in a
harbour in the Canadian Arctic during the last two months of 1848. He started out with measurements
every quarter of an hour, but the ‘inclemency of an arctic winter’ forced him to reduce this to an hourly
sampling. The upper graph shows the daily mean sea level (in feet); the lower graph, the daily mean
height of the barometer (in inches). Translated to centimeters and millibars, the relation turns out to be
close to the theoretical one. [From Ross, 1854.]
The combined effect of wind surges (or depressions) and atmospheric pressure causes pri-
marily variations on a time scale of several hours to a few days. However, the occurrence and
intensity of these phenomena varies on a seasonal as well as an inter-annual time scale. As a
result, yearly-mean values of sea level can vary by several centimeters between different years,
as illustrated in Figure 1.4.
Figure 1.4: Scatter plot of variations in yearly-mean sea level (after removing long-term trends), which
correlate fairly well with the yearly-mean atmospheric pressure. [From Pugh, 2004.]
If we zoom out to even longer time scales – decades and centuries – then we run into
another, climatic variation. Since the last glacial maximum, melting of land ice and thermal
expansion of seawater have brought about a rise in sea level of more than a hundred meter, at
first very rapid, but in the last millennium slowing down to a global average of about 2 mm
per year. The present global average is 3.2 mm per year.3 An example is shown in Figure 1.5.
3Regional differences occur, partly because the gravitational pull of ice masses attracts water, thus heightening the
local sea level, but this effect disappears as the ice mass melts, causing a local – and paradoxical! – drop in sea level.
9
Clearly, one needs a long time record (more than 50 years, say) to reliably detect the slow
trend amidst the much higher inter-annual variability.
Figure 1.5: Record of the yearly-mean sea level at Den Helder tidal gauge, from 1865 to the present. The
vertical adopts the datum Revised Local Reference. [Data supplied by Rijkswaterstaat, the figure is from
PSMSL.]
1.2 Mean sea level
From the short inventory of variations in the previous section, it will already be clear that the
notion of a mean sea level is far from obvious. It depends very much on the time scale that one
considers. Still, for the study of tides, we somehow need to define a suitable reference level to
describe the tidal oscillations. An oscillation, after all, is a repetitive movement around a mean
state. How, then, do we define this mean state? A commonly adopted solution is to take the
annual-mean sea level, for this annuls most of the atmospheric and tidal variations, though
not completely (leaving a margin of a few centimeters of inter-annual variability). But taking
a much longer period to calculate the mean sea level would not improve matters, because
at those time scales climatic sea level changes come into play, as well as local morphological
changes of the basin. In practice, we will use the datum NAP (Normaal Amsterdams Peil) for
the Netherlands, which lies close to current local annual-mean sea levels.
A reference for sea level is also needed to indicate the local water depth. For bathymetric
data in the Netherlands, NAP is often used as a reference, but in nautical maps it is common
to use other references, such as mean low-tide or lowest low tide. It is important to be aware
of which is being used!
Figure 1.6: Bathymetric map of the Dutch Wadden Sea; colours indicate water depth with respect to
NAP. The asterisk indicates the location of the tidal gauge Terschelling Noordzee, from which we show
examples in these notes.
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1.3 Tides
Sea level is routinely recorded at many harbours and other coastal locations around the world.
An example is shown in Figure 1.7 from the tidal gauge at Terschelling Noordzee (north of the
island of Terschelling, see Figure 1.6), for the year 2014.
Figure 1.7: Year-long record of sea level at Terschelling Noordzee, in 2014. Levels are with respect to
NAP. The time-series consists of 10-minute averages to eliminate wind waves. Also indicated are the
moments of New Moon (black circle) and Full Moon (open circle). [Data supplied by Rijkswaterstaat.]
By visual inspection, we can already discern variations on several time scales. The most
conspicuous of these is the semidiurnal oscillation.4 Every day, we have two high waters and
two low waters. We can explore these high and low waters further by plotting them in iso-
lation, instead of plotting the full time-series (as in Figure 1.7). So, in Figure 1.8, we see the
sequence of high waters (in red) and the sequence of low waters (in blue). In the high wa-
4i.e., twice a day; diurnal means daily (from Latin dies, day).
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ters, we see an alternating behaviour; successive high waters are unequal: a higher high water
is followed by a lower high water etc. This is called the diurnal inequality. However, this
behaviour itself varies on a time scale of about fourteen days, during which the diurnal in-
equality comes and goes. By contrast, in the sequence of low waters, a diurnal inequality is
hardly present at all. For the high waters, there appears to be a rule concerning the moments
of higher and lower high waters: during the first and last few months of the year, higher high
waters generally occur during nighttime (closed circles), but during the intermediate period,
they generally occur during daytime (open circles).
Figure 1.8: Year-long record of high waters (in red) and low waters (in blue) at Terschelling Noordzee, in
2014. A further distinction is made by plotting the occurrences during daytime (6AM-6PM, open circles),
and during nighttime (6PM-6AM, closed circles). [Data supplied by Rijkswaterstaat.]
Returning to Figure 1.7, we can discern a slow variation in the amplitude of the semidiurnal
oscillation at a time scale of about fourteen days. This is the spring-neap cycle, with spring tides
being the phase of high amplitudes, and neap tides, the phase of low amplitudes.5 These vari-
ations are often masked during the stormy autumn and winter seasons, but are more clearly
visible during calm periods, e.g. days 180-250. Highest amplitudes usually occur a few days
after Full or New Moon. One further peculiarity emerges from Figure 1.7, though faintly,
namely an alternation of higher and weaker spring tides, e.g. high spring tides around days
195 and 225, but weaker spring tides around days 180 and 210.
So, in summary, we have qualitatively identified a number of cycles: the semidiurnal oscil-
lation, the diurnal inequality, the bimonthly (i.e. twice a month) cycle in the diurnal inequality,
the spring-neap cycle, and a bimonthly alternation of higher and weaker spring tides.
5In Dutch: springtij/doodtij; in French: vive eau/morte eau.
12
Figure 1.9: Comparison of predicted (black line) and measured (red line) sea-level heights at the station
of Terschelling Noordzee. [Data supplied by Rijkswaterstaat.]
In the course of this lecture, we will unravel the origin of these cycles. From even a casual
inspection of Figure 1.7, it is already clear that the tide does not manifest itself as a simple
sinusoidal wave. We need at least several sinusoids at different periods to explain the various
cycles. Those periods are closely related to the motions of the Moon and Sun relative to the
Earth, which feature in the astronomical tide-generation force due to those bodies. This will
be discussed in Chapters 2-4. The knowledge of these periods also provides the basis for the
tidal-prediction method, explained in Chapter 4. A glimpse of the success of this method can
be seen in Figure 1.9, where predicted and observed sea levels are compared. Here we have
chosen a calm period during summer; tidal prediction methods do not take into account non-
tidal forcing (discussed in Section 1.1), and hence naturally deviate strongly from observed
levels during stormy periods.
Figure 1.10: Tidal ranges at coasts around the world. Three classes are distinguished: macrotides: range
> 4 m; mesotides: range 2− 4 m; microtides: range < 2 m. [From Komar, 1998.]
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The sea-level record at Terschelling Noordzee introduces us to the complexity of the tide,
but it also provides us with the typical scale of the tidal range, the difference between high and
low water levels. Worlwide, tidal ranges vary greatly, as sketched in Figure 1.10.
So far, we have looked only at sea levels, but the phenomenon of tides also involves oscil-
lating currents. If we measure current velocities in an area with significant tidal variations of
sea level, we will generally find those tidal periods in the currents as well. We will return to
this aspect in Chapters 5 and 6, but we already notice that the relation between sea levels and
currents is not always straightforward in tidal motions. An old example is shown in Figure
1.11, where the oscillating sea level has a diurnal character, whereas the oscillating current has
a semidiurnal character.
Figure 1.11: Tidal prediction of the current (solid) and sea level (dashed) for a location near Surabaya
(Northeast Java), based on seven tidal constituents (M2, S2, N2, K2, K1, O1, P1, to be explained in Chapter
4). On the horizontal we have time in hours; on the vertical, the current in cm/s and sea level in cm.
[From Van der Stok, 1910.]
Tidal oscillations in sea level are an important factor in navigation and coastal protection,
while tidal currents play a key part in the transport of sediment, nutrients, fresh water, pollu-
tants etc in coastal areas, beside being important for navigation.
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Simon Stevin’s Spiegheling der ebbenvloet (1608)
As part of his Wisconstighe Ghedachtenissen, Simon Stevin published a treatise on tides,
Spiegheling der ebbenvloet (Leiden, 1608): Reflections on ebb and flood.
He puts forward the idea that there must be some property of the Moon (K) and its opposite
point (teghepunt L), that pulls the water towards them; Stevin acknowledges that the underly-
ing cause is unknown:
Wy begheeren toeghelaten te worden, dat de Maen en haer teghepunt het water des
Eertcloots gheduerlick na hun suyghen. (. . . ) Doch ist onseker oft inde natuer soo toe-
gaet, want deur haer persing (t’welck t’verkeerde [omgekeerde] van suyging is) souden
oock dagelicx twee ebben en vloeden commen. Maer welck van beyden, of wat ander derde
natuerlicke eyghenschap daer af d’oirsaeck is, meyn ick onbekent te sijn deur ghebreck van
ervaring.
From this assumption, it follows that there are two high and two low waters per day. He also
reasons that the inclination of the Moon with respect to the equator explains the observed fact
that successive high waters are unequal (an effect we now know as the diurnal inequality):
Tis kennelick [bekend] dattet een der twee vloettoppen t’welck een gestelde plaets naest
comt, aldaar hoogher vloet veroirsaeckt als t’ander. Waer uyt volght dat wesende de Maen
over de noortsijde, soo sullen des Eertcloots plaetsen over de noortsijde geleghen hoogher
vloet crijgen vande Manens vloettop, als van haer teghepunts vloettop. Maar wesende het
teghepunt over de noortsijde, dat alsdan t’verkeerde ghebeuren sal.
He also understands that the smaller waters (cleene waters), like rivermouths
in haer selven gheen vloet en hebben, en dat de vloet diemender in siet, niet uyt de rivier,
maer uyt de zee comt (. . . ). T’gene wy hier gheseyt hebben vande zee en een rivier, verstaet
hem oock alsoo met een groote zee en een cleene.
So, the tides in smaller seas and rivermouths actually come from the larger neighbouring seas,
which also explains, Stevin argues, why high waters appear later at locations that lie farther
away from the large sea – an intimation of the idea that the tide propagates as a wave.
Simon Stevin, The principal works, Vol. III. Swets & Zeitlinger, Amsterdam, 1961.
E.J. Dijksterhuis, Simon Stevin. Martinus Nijhoff, ’s-Gravenhage, 1943.
E.J. Dijksterhuis, Simon Stevin - Science in the Netherlands around 1600. Martinus Nijhoff, The Hague,
1970.
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Chapter 2
Principles of tidal generation
Semidiurnal and diurnal variations in sea level, illustrated in the previous chapter, were al-
ready observed and documented in ancient times. In most coastal areas, they were plainly
visible. Perceptive observers also noticed the connection with the phases of the Moon (higher
tides near Full or New Moon). This is mentioned, for instance, by Pliny the Elder,1 who states
that the cause of the tides lies in the Moon and Sun.
However, the very idea that the Moon would have any in-fluence2 on terrestrial affairs was
by some dismissed as pure superstition. Others just gave it a name, with the vague suggestion
that this amounted to a causal explanation. This practice was already criticized by Varenius;
on the question of how, he writes,3
they have no other reply than to say that the Moon pulls the water along by a hidden
form of attraction [sympathiam]. But these are mere words, which say no more than that the
Moon produces the effect in some unknown way. That does not answer the question.
In Newton’s theory, this ’hidden form of attraction’ is called gravity. In itself, this word
does not of course explain anything and Newton refrained from speculating about the deeper
causes of gravity. The strength of his theory lies elsewhere: 1) the universal nature of the
concept of gravity, which at once puts the Moon and Sun on an analogous footing as tide-
generating bodies; 2) the mathematical formulation of the force of gravity (the inverse-square
law), which shifts the focus from the unanswerable why to the more productive how. This
fundament allows us to derive the expression for the tide-generating force and to examine
some of its implications.
2.1 Euler’s popular explanation
In the 1760s, Leonhard Euler wrote a series of explanatory letters on physics and philosophy to
a young German princess to enrich her education. They contain, among other things, a lucid
exposition on what causes the tides.
Euler first explains that the force of gravity becomes smaller if the attracting bodies are
farther apart. He then considers the situation sketched in Figure 2.1, showing the Moon and
the Earth. He points out that there would be no mutual rearrangement of material on the Earth
(e.g. in the waters of the seas) if the attractive force of the Moon acted equally everywhere. But
this is plainly not the case: the gravitational pull acts more strongly on position A than on the
center of the Earth C (or E and F), since the latter lies farther away from the Moon. The force
will thus tend to elevate A away from the center C. By the same token, the center C experiences
a stronger pull than point B, so that B stays behind, as it were, creating an elevation there, too.
1Plinius, Naturalis Historia, Liber II, XCIX.
2literally: influx – the occult connotation of the word is hard to miss!
3B. Varenius, Geographia generalis, Elsevier, Amsterdam, 1650, p. 186.
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Figure 2.1: Euler’s sketch of the Moon (Lune) and Earth (Terre), which he uses to explain the phenomenon
of tides. [From Euler, 1866.]
Water enveloping the surface of the Earth will thus form bulges around points A and B. During
the daily rotation of the Earth, one therefore experiences two high waters.
We will later see that it is actually the component parallel to the surface that acts as the tide-
generating force, rather than the normal one, as this simple explanation seems to imply. Still,
it correctly identifies the key to understanding the phenomenon of tides: namely, the gradient
of lunar (or solar) gravity, rather than gravity as such.
2.2 Moon and Sun – which is more weighty?
To pursue this last point a little further, we compare the Moon and the Sun with respect to
gravity and its gradient.
The force of gravity between Moon and Earth (Fm), and between Sun and Earth (Fs) is,
respectively,
Fm = G
MeMm
r2m
, Fs = G
MeMs
r2s
,
where G is the gravitational constant, Me the mass of the Earth, and Mm (Ms) the mass of the
Moon (Sun), and rm,s the mutual distance in each case. The values are listed in Table 3.1. We
thus find for the ratio of the forces
Fm
Fs
= 0.0056 .
The gravitational pull exerted by the Sun is about 180 times stronger than that by the Moon.
Let us now consider the gradient of gravity, which changes the square of r in the denomi-
nator into a third power. This gives more weight to the distance from the Earth, which works
in favour of the nearby Moon; indeed so much so that it reverses the situation:
∇Fm
∇Fs = 2.18 .
The Moon is dominant. This agrees with what we find in observations on tides; furthermore, in
many places on Earth, the value obtained here can serve as a useful ballpark estimate for the
relative importance of the Moon and Sun in local tidal elevations.
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Figure 2.2: The Earth (mass Me) and Moon (mass Mm) circling around their common center of mass C,
showing three snapshots. [From Pugh, 1987.]
2.3 The tractive force
The Moon and the Earth revolve around a common center of mass (Figure 2.2). This move-
ment, in itself, is a pure translation: the Earth’s orientation – with respect to the distant ‘fixed’
stars – remains the same as it traces its orbit, see Figure 2.3. In reality, of course, the Earth also
turns on its own axis, but this daily rotational movement is distinct from its orbital movement
and we first consider the latter in isolation.
Figure 2.3: Three stages in a movement of a body (e.g., the Earth) around a center of mass, M∗. All
points of the body, exemplified by A, B and M , trace circles of equal radii, whose centers are at A∗, B∗,
M∗, respectively. Notice that the orientation of the body remains unchanged throughout its movement (follow
the triangle ABM). In other words, the body revolves but does not rotate. At any moment, all points of
the body experience the same centrifugal force, indicated by arrows pointing outward from the circles.
[Adapted from Defant, 1961.]
At any moment, then, every point of the Earth experiences a centrifugal force associated
with its orbital motion around the center of mass of the Earth-Moon system; this force is the
same for all points. This is illustrated in Figure 2.4 (dashed arrows). The gravitational pull by
the Moon, on the other hand, varies in strength and direction (white arrows in Figure 2.4). The
resulting force is the vectorial sum of the two.
At the center of the Earth, the gravitational pull by the Moon is exactly balanced by the cen-
trifugal force, creating an apparent state of weightlessness. An analogous situation occurs for
a space station (like ISS) circling the Earth. In the station, there is no perception of gravity; as-
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tronauts experience an apparent state of weightlessness. This paradoxical fact arises because,
at the space station, terrestrial gravity is exactly balanced by an outward centrifugal force, as-
sociated with the station’s circular orbit. In the present case, the Earth is the ’space station’,
circling the center of mass of the Earth-Moon system.
Outside of the Earth’s center, however, there is no balance of forces; while the centrifugal
force is the same everywhere, lunar gravity is not. Thus, the net force is directed towards the
Moon at the side facing the Moon, and away from the Moon at the opposite side (Figure 2.4).
Figure 2.4: Forces acting on the Earth due the presence of the Moon and their movement around a
common center of mass: centrifugal forces (dashed arrows), the gravitation pull by the Moon (white
arrows), and their combined effect, the net force (black arrows). [From Defant, 1961.]
2.3.1 Derivation
We now calculate the net force (per unit of mass, so effectively the acceleration), at an arbitrary
position P , see Figure 2.5. The magnitude of the centrifugal force can immediately be deduced
from the fact that it balances lunar gravity at the center of the Earth, which lies at distance d
from the Moon; hence the centrifugal force isGM/d2 (withM denoting the mass of the Moon).
Figure 2.5: The centrifugal force and lunar gravity acting on a mass at terrestrial position P . [Adapted
from Proudman, 1953.]
We define the angles θ= 6 LTP and α= 6 TPL.4 At position P , the centrifugal force can be
decomposed into a vertical component (i.e., normal to the Earth’s surface) and a horizontal
(i.e., tangential) one; they can be expressed as
Fc,⊥ = G
M
d2
cos Θ
Fc,‖ = G
M
d2
sin Θ .
4It should be noticed that Θ does not represent latitude, even though Figure 2.5 might give that impression; for a
more complete sketch, see Figure 2.8, where latitude is introduced as φ and is more clearly contrasted with Θ.
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The angle between the outward normal at P and lunar gravity is 180◦ − α, so lunar gravity
can be decomposed as
Fg,⊥ = G
M
r2
cos(180◦ − α) = −GM
r2
cosα
Fg,‖ = G
M
r2
sin(180◦ − α) = GM
r2
sinα .
It can be easily verified that the normal components Fc,⊥ and Fg,⊥ are both dwarfed by terres-
trial gravity (see values in Table 3.1) and hence can be ignored. For the horizontal components,
however, there is no such counterbalance, so they can be expected to be significant. Thus, we
will focus on the net force parallel to the Earth’s surface, the tide-generating or so-called tractive
force:
FTG = Fc,‖ − Fg,‖
= GM
( sin Θ
d2
− sinα
r2
)
=
GM
d2
(
1− d
3
r3
)
sin Θ , (2.1)
where we used, in the last step, the sine rule
sinα
d
=
sin Θ
r
.
With the cosine rule
r2 = d2 − 2da cos Θ + a2
(again referring to Figure 2.5), we can express r in terms of the constants a and d, and the angle
Θ. Hence (2.1) becomes
FTG =
GM
d2
(
1− d
3
[d2 − 2da cos Θ + a2]3/2
)
sin Θ
=
GM
d2
(
1− [1− 2(a/d) cos Θ + (a/d)2]−3/2
)
sin Θ . (2.2)
Now, the ratio a/d, the Earth’s radius over the distance to the Moon, is small: about 1/60 (see
Table 3.1). Using the Taylor-series approximation
(1 + x)q ≈ 1 + qx+ 1
2
q(q − 1)x2 + . . .
for small |x|  1, and ignoring quadratic terms and higher, we can approximate (2.2) by
FTG = −3
2
a
d
GM
d2
sin 2Θ + . . . , (2.3)
where we used the trigonometric identity sin 2Θ = 2 cos Θ sin Θ. The resulting tractive force is
cylindrically symmetric around the Earth-Moon axis (see Figure 2.6) and is inversely propor-
tional to the cube of the distance d, as anticipated in Sections 2.1 and 2.2.
So far, we have not been specific about the convention of the sign and direction of the
tractive force, but this can easily be sorted out. The tractive force works, by definition, along the
Earth’s surface, so the most natural reference is the sense of Θ, which we will choose positive
in the counterclockwise direction. In Figure 2.5, then, the tractive force will be negative in
the first and third quadrants (being directed clockwise), and positive in the second and fourth
quadrants (being directed counterclockwise). This accords precisely with the sign of − sin 2Θ
in (2.3).
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Figure 2.6: The tide-generating, tractive force due to the Moon. Notice the cylindrical symmetry around
the Earth-Moon axis. [From Defant, 1953.]
2.3.2 The equilibrium tide
With (2.3), we have derived the tractive force. How will the sea respond to this forcing? This
is an extraordinary complex question that will occupy us for the rest of these lecture notes, but
we can obtain a provisional indication if we make two radical assumptions, namely that
1. the Earth is wholly covered by water (no continents!);
2. the ocean responds instantaneously to the forcing.
The ocean will then always be in a state of equilibrium with the forcing. In the momentum
equation, we can, therefore, ignore all terms involving currents and accelerations, and all that
remains is a balance between the pressure gradient (in terms of the free surface elevation ζ)
and the tractive force. In polar coordinates, this balance reads:
g
a
∂ζ
∂Θ
= FTG .
Hence, with (2.3), we find after integration
ζ =
1
2
a2
gd
GM
d2
(3 cos2 Θ− 1) , (2.4)
where we used the trigonometric identity cos 2Θ = 2 cos2 Θ − 1 and chose the constant of
integration such that the tidal distortion leaves the total volume of water unchanged (requiring∫ pi
0
dΘ ζ sin Θ = 0). This solution describes a spheroid, sketched in Figure 2.7.
Figure 2.7: The spheroid describing the equilibrium tide, the hypothetical immediate response of the
ocean’s surface to the tractive force. [From Proudman, 1953.]
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We can cast the coefficient of (2.4) into a more elegant form by using g = GMe/a2, where
Me is the mass of the Earth. Hence
ζ =
a
2
(a
d
)3 M
Me
(3 cos2 Θ− 1) . (2.5)
The highest water levels are obtained for Θ = −pi, 0, i.e. for points lying on the Earth-Moon
axis, the lowest for Θ = ±pi/2. The difference between the two is 0.53 m (using the values from
Table 3.1). We know that in reality tidal ranges can be much higher, see, e.g., Figure 1.10 for
tidal ranges around the world. So, the equilibrium model doesn’t seem to be very realistic. . .
Despite the far-fetched assumptions on which the equilibrium tide (2.5) is based, the ex-
pression is useful for qualitative purposes. First, it puts on a firmer footing the idea already
outlined in Section 2.1, that there are two high waters per day, as we can imagine if we let the
Earth rotate on an axis perpendicular to the Earth-Moon axis in Figure 2.7. Also, we may add
the Sun to the picture, which similarly creates a spheroid. Depending on the configuration
of the Sun-Earth-Moon system, the spheroids may reinforce each other, or work along differ-
ent lines. We come back to this later, but this idea plays a key role in the explanation of the
spring-neap cycle.
Most importantly, (2.5) conceals a deeper meaning, which is not at all compromised by
the assumptions. Being the integral of a force, ζ can be regarded as the potential of the trac-
tive force (apart from its units: to get the potential, multiply by g). Thus, expression (2.5), if
interpreted as the tide-generating potential, is unconditionally valid!
2.3.3 Declination
So far, we have treated the Earth as a sphere with no orientation whatever. This symmetry
is broken by the Earth’s daily rotation on its axis. With the polar axis, we also introduce the
common terrestrial references like latitude and the equatorial plane. Actually the Moon’s orbit
is tilted with respect to the equatorial plane (Figure 3.9). As a consequence, the angle of the
Moon’s position with respect to that plane, its declination δ, changes continually as the Moon
traces its orbit.
Figure 2.8: Introduction of a polar axis. We consider an arbitrary terrestrial point P at latitude φ. The
Moon has declination δ and makes a longitudinal angle Ψ with P . The Moon stands right above location
V , which makes an angle Θ with P . [Adapted from Pugh, 2004.]
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In Figure 2.8, the Earth-Moon axis intersects the Earth’s surface at V, making an angle δ
with the equatorial plane, the Moon’s declination at that moment. Seen from position V, the
Moon is at its zenith, i.e. directly above a local observer.
We will calculate the tractive force at an arbitrary position P, at latitude φ. Like in Figure
2.5, the angle 6 LTP is denoted by Θ. We already have expression (2.3) for the tractive force,
as a function of Θ, but we now want to express this force, more conveniently, in terms of
declination and latitude.
Following Proudman (1953), we can derive the relation as follows. We draw two auxiliary points at the equator:
V’ lying at the meridian of V, and P’ lying at the meridian of P. The longitudinal angle between these meridians is
denoted by Ψ. Consider a unit vector pointing from the Earth’s center T to V. This vector can be decomposed into
a component cos δ lying along TV’ in the equatorial plane, and a component pointing towards the North Pole, sin δ.
We now project both of these components onto the line TP. For the latter, this yields the contribution sin δ sinφ. The
former can be decomposed into a component lying in the plane TPP’, cos Ψ cos δ, and one perpendicular to that plane
(which is not needed); projected along TP, the former becomes cos Ψ cos δ cosφ. Adding up the two contributions, we
find that the projection of the original unit vector onto TP is
sin δ sinφ+ cos Ψ cos δ cosφ .
But this projection can also be done directly via the angle Θ, which gives cos Θ, so we have the identity
cos Θ = sin δ sinφ+ cos Ψ cos δ cosφ . (2.6)
We substitute (2.6) in (2.5) and find after rearranging terms:
ζ = a
3
4
(a
d
)3 M
Me
[ constant︷ ︸︸ ︷
3(sin2 δ − 1
3
)(sin2 φ− 1
3
) +
∼ cos Ψ︷ ︸︸ ︷
sin 2δ sin 2φ cos Ψ +
∼ cos 2Ψ︷ ︸︸ ︷
cos2 δ cos2 φ cos 2Ψ
]
.
(2.7)
With reference to the longitudinal angle Ψ, we find three kinds of terms: a constant one, one
that oscillates with Ψ, and one that oscillates at the double frequency 2Ψ.
2.4 Variations in time
Until now, we have considered the setting of Figure 2.8 as a static one, frozen in time as it were,
but of course there are movements of various kinds going on in reality.
To begin with, the Earth spins on its axis. This means that the longitudinal angle Ψ makes
a full cycle in one ”day”, something like Ψ = Ωt, where Ω is the corresponding angular fre-
quency and t denotes time. The relevant time period is here linked to the orientation with
respect to the Moon, which itself moves as well, so we will have to look carefully exactly what
we mean by a ”day” (see next chapter). Anyway, we can now see how the tides make their
appearance, for the cos Ψ term in (2.7) corresponds to a diurnal (i.e. daily) oscillation, while
cos 2Ψ corresponds to a semidiurnal (i.e. twice a day) oscillation. With that, we have identified
in (2.7) the essential part of the tidal phenomenon. The constant term in (2.7) implies that the
mean sea level is also modified by the tide-generating force.
The presence of a diurnal component can be intuitively understood from the diurnal in-
equality sketched in Figure 2.9, the alternation of higher high waters and lower high waters.
(By contrast, no such alternation occurs for low waters, because the declination does not break
the symmetry at the sides of low waters.) From Figure 2.9 and equation (2.7), it is clear that
the diurnal tide owes its existence to the declination δ. Conversely, the declination reduces
the semidiurnal tide (by a factor of cos2 δ). If the Moon’s orbit lay in the equatorial plane, the
second term in (2.7) would disappear altogether; we would then only have a semidiurnal tide
(third term) and a steady deformation of the ocean’s surface (first term).
Besides the daily rotation of the Earth, other variations in time appear in (2.7) via the dec-
lination δ and the distance d. The Moon has a monthly period in declination as it goes from
maximum values of δ (standing high in the Northern or Southern Hemispheres) through van-
ishing δ as it crosses the equatorial plane. Also, the distance d of the Moon varies over a
monthly period. These variations mean that the ”constant” first term in (2.7) actually varies in
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time. Moreover, these variations produce modulations of the diurnal and semidiurnal tides. In
Chapter 3, we will look into these variations. This provides us with the tools to examine the
tide-generating potential (2.7) and its implications in greater detail (Chapter 4).
Figure 2.9: The equilibrium tide showing how the declination of the Moon implies a diurnal inequality.
[From The Open University, 1989.]
2.5 The combined effect of the Moon and Sun
In previous sections, we have derived the lunar tide-generating potential. Exactly the same
reasoning applies to the Sun; we only have to replace some of the constants, namely take M
to be the mass of the Sun, and d the distance to the Sun. The declination δ now refers to the
position of the Sun with respect to the equatorial plane (which makes a yearly cycle).
The contributions by the Moon and Sun, each responsible for a tide-generating potential,
can be added up, but the effect of this superposition depends on the position of the Moon and
Sun with respect to the Earth. If they are all in a line (ignoring declinations, for the moment),
the equilibrium spheroids will have the same orientation and thus lead to maximum eleva-
tions, but if they are in quadrature their orientations will be perpendicular and the effect of
the superposition is minimum. This spring-neap cycle is illustrated in Figure 2.10.
In reality (as we will see in Section 3.2.3), the Moon and Sun do not act completely inde-
pendently, for the Sun is pulling at the Moon, thereby continually deforming its elliptical orbit,
which affects the lunar tidal potential.
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Figure 2.10: When the Earth, Moon and Sun are in line, their tidal potentials add up to maximum effect:
panels a) New Moon and c) Full Moon. When they are perpendicularly positioned, i.e. in quadrature, the
effect is minimum: panels b) First Quarter and d) Third Quarter. [From The Open University, 1989.]
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Chapter 3
Celestial motions
For the purpose of studying tides, we need only consider three of the bodies in our planetary
system: the Earth, the Sun and the Moon. The influence of the other planets is negligible. That
is just as well, for the movements in this three-body system are already quite complex!
In the previous chapter, we have identified two key parameters in the tide-generating po-
tential, whose variation in time we will here examine: distance d and declination δ. This
applies to the Moon and Sun separately, giving four parameters in total. To determine them,
we need to look at the motions of the Earth and Moon and their variations. In principle, the
list of variations is endless (especially with regard to the Moon), but we will restrict ourselves
to the most important ones.
For later reference, we gather values of some relevant astronomical constants in Table 3.1.
mass mean radius distance from Earth
(1024 kg) (103 km) (103 km)
Sun 1.989× 106 6.955× 102 1.496× 105
Earth 5.9726 6.371 -
Moon 0.07342 1.737 3.844× 102
Table 3.1: Masses, radii and distances in the Sun-Earth-Moon system. The 3rd column refers to the semi-
major axis, which in the case of the Moon varies considerably; the value stated here is an average.
3.1 Sun-Earth system
3.1.1 Orbit
The Earth1 traces an ellipse around the Sun, as sketched in Figure 3.1. Strictly speaking, it is
the center of mass of the Earth-Sun system that lies at the focal point.
The location of a center of mass can be calculated as follows. Let M be the mass of one
body, m the mass of the other, and let d be the distance between them, measured from center
to center. Then the center of mass lies at a distance of
m
M +m
d (3.1)
from the center of the first body. For each body, its distance to the center of mass is proportional
to the mass of the other body. For the Earth-Sun system, we can easily verify from the values
listed in Table 3.1 that the center of mass lies very deeply within the Sun. So, for all intents
and purposes, we can identify the focal point with the Sun itself. Some properties of the
ellipse, including its eccentricity, are recapitulated in the capsule on p. 29. The eccentricity of
the Earth’s orbit is 0.0167.
1We ignore the Moon for the moment, for its presence does not significantly alter this story.
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Figure 3.1: The orbit of the Earth, tracing an ellipse, with the Sun at one of its foci. The semi-major axis
(lengthA) and semi-minor axis (B) are indicated. For clarity, the eccentricity of the ellipse is exaggerated
(here:  = 0.5).
The point of closest distance to the Sun is called perihelion. In our epoch, this point is passed
around the 3rd of January (plus or minus one day). The opposite point, at largest distance to
the Sun, is called aphelion. These extremal points are also known as the apsides. According to
Kepler’s second law, a planet sweeps out equal areas in equal times in its movement around
the Sun. This means that the orbital speed of the planet must be anomalously high near perihe-
lion, and anomalously low near aphelion. The time between successive passages of perihelion
is called the anomalistic year and its mean value is 365.2596 days.
The ellipse turns slowly in its orbital plane – the so-called perihelion shift or apsidal preces-
sion. This shift amounts to 11.5” (i.e. arc seconds) per year, so that it takes more than a hundred
thousand years to make a full cycle. The eccentricity itself also varies, on a similar time-scale.
Both effects play a significant role in long-term climatic variations (the Milankovitch cycles),
but for our purposes, we can ignore these slow variations and regard the Earth’s orbit as static.
Figure 3.2: Obliquity of the Earth’s axis with respect to the ecliptic, causing the four seasons. With
reference to the Northern Hemisphere, we see as we follow the orbit (starting on the left): summer
solstice, autumn equinox, winter solstice, and vernal equinox. [Courtesy Wikipedia Commons.]
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Ellipses and the Kepler problem
Kepler discovered from Brahe’s accurate measurements that the planets trace elliptical orbits,
with the Sun in one of the focal points.
Geometrically, for every point on an ellipse, the sum of the distances to the focal points is
constant; this is how an ellipse is defined. The closer the focal points are to each other, the
more the ellipse resembles a circle. The line through the focal points is called the major axis;
the one perpendicular to it, the minor axis. The eccentricity of an ellipse is defined as
 =
(
1− B
2
A2
)1/2
,
where A is the length of the semi-major axis, and B of the semi-minor axis (Figure 3.1).
The point closest to the Sun, perihelion, lies at a distance (1 − )A; the most distant point,
aphelion, at (1 + )A. It is convenient to take the focal point at which the Sun is situated as the
origin of our polar-coordinate system, where r is the distance from the focal point and θ the
angle traced along the orbit. In polar coordinates, an ellipse is described by
r =
A(1− 2)
1 +  cos θ
(an arbitrary constant angle may be added to θ to turn the ellipse).
Conservation of angular momentum means that
r2
dθ
dt
= constant ,
which implies Kepler’s second law, that equal areas are swept out in equal times. Thus, at
perihelion the orbital speed must be higher than at aphelion.
To find the position at the elliptical orbit as a function of time t is known as the Kepler problem.
Briefly stated (summarized from Goldstein, 1980), it amounts to solving the auxiliary variable
E (known in astronomical parlance as the eccentric anomaly) from
ωt = E −  sinE (3.2)
(ω = 2pi/T , with T the orbital period). Once E(t) has been obtained, the orbital coordinates
are found from
r = A(1−  cosE) , cos θ = cosE − 
1−  cosE . (3.3)
Eq. (3.2) can be formally solved in terms of Bessel functions, but a quicker path can be taken
here, on the assumption that  1. Regarding the second term on the right-hand side of (3.2)
as a perturbation, we can solve the equation iteratively, as En = ωt+  sinEn−1. Thus,
E1 = ωt , E2 = ωt+  sinωt , etc. (3.4)
With this iterative process, one quickly gains accuracy. A useful check is to look at angular
momentum. For example, for  = 0.1 (a large eccentricity compared to the Earth’s!), conserva-
tion of angular momentum is already satisfied to within 1% for the second iteration (E2), and
to within 0.1% for the third (E3).
H. Goldstein, Classical mechanics, 2nd ed. Addison-Wesley, 1980 [Sect. 3.8, Chap. 3, ex. 18 and 19].
NB: in exercise 19, an n is missing from the argument of the sine; the correct expression reads:
E = ωt+ 2
∑∞
n=1 n
−1Jn(n) sin(nωt).
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3.1.2 Obliquity
The Earth makes a daily rotation on its axis. This polar axis has an angle of 23.4◦ with the
Earth’s orbital plane, the ecliptic (which, from a terrestrial perspective, is the plane in which
the Sun moves).
This obliquity, of course, is why we have different seasons (Figure 3.2). There are two
moments in the year when the Sun crosses the equatorial plane, the equinoxes. The meaning of
this word is ’equal nights’: at the equinoxes, the length of the night is the same everywhere on
Earth, 12 hours. There is a vernal equinox near 20 March, marking the beginning of spring, and
an autumnal equinox near 22 September, marking the beginning of autumn. Two other special
days are the ones when the Sun reaches its highest point above the horizon in the Northern or
Southern Hemispheres, the summer and winter solstices, respectively, which fall near 21 June
and 21 December. These mark the beginning of summer and winter.
As we have seen in the previous section, the Earth’s orbital speed is higher near perihelion,
and lower near aphelion; this has a noticeable effect on the length of the seasons.2
The tropical year has been traditionally defined as the time interval between two successive
vernal equinoxes; its mean value is 365.2422 days. It is about half an hour shorter than the
anomalistic year, defined above. This is mainly due to the fact that the Earth’s axis makes a
slow westward precession, against the orbital movement. Thus, the orbital position at which
the vernal equinox occurs, is shifted slightly backward year after year. As a result, it takes less
time to go from one vernal equinox to the next than to make a full orbital cycle.
The tropical year is a convenient measure of time since it is, by definition, phase-locked to
the seasons. For tides, too, it is a relevant time-scale, for it marks the cycle from maximum
solar declinations (at solstices) to zero solar declinations (at equinoxes).
Figure 3.3: On the left, the definition of the solar day, as the time between transits of the Sun. On the
right, the definition of the sidereal day. [From Gue´rin, 2004.]
3.1.3 Daily rotation
The unit of time of a day is related to the Earth’s rotation on its axis. A day can be defined
in different ways, depending on the point of reference. The solar day is the time between
successive transits of the Sun through a certain meridian (Figure 3.3, left panel). This duration
is a little longer than the time needed for the Earth to make one full rotation on its axis, which
is the sidereal day (from Latin sidus – star), as illustrated in the panel on the right in Figure 3.3.
The difference occurs because the Earth moves along its orbit while turning on its axis. Since
both motions are in the same sense, it takes longer for the Earth to regain its orientation with
respect to the Sun, see Figure 3.4. The length of the mean solar day is 24 hours (precisely).
We emphasize that this is a mean. All the lengths of time mentioned in this Chapter (the
various years, months and days) are long-term mean values and as such are very accurate.
2The time from winter solstice to vernal equinox (winter) takes 89.0 days; from vernal equinox to summer solstice
(spring), 92.8 days; from summer solstice to autumnal equinox (summer), 93.6 days; and, finally, from autumnal
equinox back to winter solstice (autumn), 89.8 days.
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However, it is important to keep in mind that individual periods may vary significantly. In
the case of the solar day, its variation can be ascribed to variations in the Earth’s orbital speed
and the effect of precession. Together, they make the length of the solar day vary by a range
of 50 seconds. During certain periods of the year, the departure from the mean solar day
accumulates day by day; as a result, a sundial can be off by about a quarter of an hour. From
here on, we will always understand the ’solar day’ to be the mean solar day, without explicitly
saying so.
Figure 3.4: Difference between the solar and sidereal days, explained by the Earth’s orbital motion.
[Adapted from Thomas, 1934.]
Given the length of the solar day (Dsol) and the tropical year (Ytro), we can calculate the
length of the sidereal day (Dsid) as follows.3 In the time of a solar day, the Earth rotates over
an angle of 2pi+ γ (γ yet unknown), whereas the Earth rotates (by definition) over an angle 2pi
in a sidereal day. Hence, for the angular speed,
2pi + γ
Dsol
=
2pi
Dsid
.
Meanwhile, γ also represents the angle traversed by the Earth in its orbit during a solar day
(see Figure 3.4). Since the Earth traverses an angle of 2pi in a (tropical) year, we have the
equality
γ
Dsol
=
2pi
Ytro
.
Combining both expressions,
1
Dsid
=
1
Dsol
+
1
Ytro
,
from which it follows that the sidereal day is 23.93447 h (23 h 56 min 4.1 s).
We can define yet another kind of day, which plays a key role in the study of tides. We now
take the Moon as a reference and define the lunar day (Dlun) as the time between successive
transits of the Moon, analogously to Figure 3.3. Since the Moon moves in an orbit around the
Earth, in the same sense as the Earth’s rotation, it takes some extra time to regain the same
orientation with respect to the Moon, as illustrated in Figure 3.5. The length of the mean lunar
day is 24.84120 h (24 h 50 min 28.3 s). Individual lunar days may depart from the mean length
by as much as a quarter of an hour.
3If one uses the sidereal year instead of the tropical year, thus eliminating precessional effects, one finds the so-
called stellar day; however, for our purposes its departure from the sidereal day is negligible.
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Figure 3.5: The lunar day. [Adapted from The Open University, 1989.]
3.2 Earth-Moon system
3.2.1 Orbit
In a similar way as the Earth moves around the Sun (Figure 3.1), the Moon moves around
the Earth (Figure 3.6). In the Earth-Moon system, the center of mass lies at a distance of
4.7× 103 km from the center of the Earth, i.e. within the Earth; this follows from the values
listed in Table 3.1. The mean eccentricity  of the Moon’s orbit is 0.0549, but the actual eccen-
tricity varies quite considerably due to perturbations by the Sun (see Section 3.2.3).
Figure 3.6: The Moon tracing an ellipse around the center of mass of the Earth-Moon system (black dot),
which lies within the Earth. For clarity, the eccentricity of the ellipse is exaggerated.
In Figure 3.6, we only show the orbit of the Moon; it is understood that the Earth, too,
traces a small elliptic orbit around the center of mass, in the manner of Figure 2.3 (revolution
without rotation).
The position closest to the Earth is called perigee, the opposite point is apogee. The time
needed for the Moon to go from one perigee to the next is called the anomalistic month; it has
a mean length of 27.55455 days (i.e. mean solar days). This period is slightly longer than
the sidereal month (27.32166 days), because the orientation of the Moon’s orbit is not fixed with
respect to the stars; the orbital ellipse rotates slowly in its plane, a movement known as perigee
shift or apsidal precession, as illustrated in Figure 3.7. The period of this lunar apsidal precession
is 8.847 years.
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Recalling the principle behind the spring-neap cycle, as outlined in Figure 2.10, we can
readily see how the movements depicted in Figure 3.7 affect that cycle. Let us first assume the
ellipse does not turn. During half of the year, Full Moon would then occur at the perigee side,
and New Moon at the apogee side. Spring tides would then be stronger during Full Moon
than during New Moon. During the other half of the year, it would be the other way around.
This yields the important insight that successive spring tides are unequal. This remains true if
we take into account the apsidal precession, except that the dominance of Full Moon (or New
Moon) now lasts longer than half a year, namely 205.9 days.
We can derive this period as follows. Let T be the time interval from A to E in Figure 3.7, during which the ellipse
has turned over angle ν. In other words, T is the interval between two successive alignments of the major axis with
perigee directed to the Sun. A full turn of the ellipse with respect to the ’fixed stars’ takes 8.847 years, so we have the
equality ν/T = 2pi/8.847yr. In the same time, the Earth-Moon system itself has traversed one whole orbit plus angle
ν, at an angular velocity determined by the tropical year, so (2pi + ν)/T = 2pi/1yr. Hence the full period T is 411.8
days. For the alignment of the major axis per se (without distinguishing perigees and apogees), the period takes half
this value, i.e. 205.9 days.
Figure 3.7: The orientation of the lunar ellipse in the course of a year. Starting at A, we see that the
ellipse slowly turns during the year (B,C,D); after 412 days (E), it is back to its original orientation with
respect to the Sun. Different phases of the Moon are also indicated (PL=Full Moon, NL=New Moon,
PQ=First Quarter, DQ=Last Quarter). In situation A, New Moon coincides with perigee and Full Moon
with apogee; in C, it is the other way around. [Adapted from Gue´rin, 2004.]
The time interval between successive occurrences of Full Moon (or New Moon) is of obvi-
ous importance in tidal studies; this period is known as the synodic month and its mean length
is 29.53059 days. It is considerably longer than the sidereal month, for it takes an extra 2 1/2
days to make up for the orbital movement around the Sun, as illustrated in Figure 3.8. The
value stated here is a long-term average; in reality, the length of the synodic month varies (with
a period of 412 days. . . ) and may depart from the mean value by as much as seven hours.
3.2.2 Inclination
The Moon’s orbit is inclined with respect to both the equatorial plane and the ecliptic, as
sketched in Figure 3.9. The angle of the Moon’s orbital plane with the ecliptic is nearly con-
stant and is always close to 5.1◦. The interval between successive ascending crossings of the
Moon through the ecliptic is the so-called draconic (or nodical) month (27.21222 days).
Similarly, we can define a month corresponding to successive ascending crossings of the
equator (the lunar equivalent of the solar vernal equinox), the tropical month, 27.32158 days; this
is the declinational period.
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Figure 3.8: The synodic month, the interval needed for the Earth-Moon system to regain its orientation
with respect to the Sun. [Adapted from Thomas, 1934.]
It is important to keep in mind the distinction between the inclination, the angle of the lunar
orbital plane with the equator, and the declination, the angle of the actual lunar position with the
equator. The latter makes a monthly cycle and its maximum equals the inclination.
Figure 3.9: Sketch of the orbital plane of the Moon and its inclination with the equator and the ecliptic.
Position γ refers to the so-called Point of Aries, the vernal equinox. [From Doodson & Warburg, 1941.]
In the course of time, the plane of the lunar orbit makes a slow precessional movement with
respect to the ecliptic. The nodes, the points where the Moon crosses the ecliptic, move backward,
in a period of 18.613 years (Figure 3.10). The angle with the ecliptic stays at all times close to
5.1◦, but as a result of the precession, the angle with the equatorial plane varies greatly!
This lunar nodal cycle thus has important consequences for the inclination (κ) of the Moon’s
orbital plane: in one phase of the nodal cycle the inclination is minimum
κmin = 23.4
◦ − 5.1◦ = 18.3◦ ,
while 9.3 years later, in the opposite phase of the nodal cycle, it attains
κmax = 23.4
◦ + 5.1◦ = 28.5◦ .
This is illustrated in Figure 3.11. A minimum inclination occurs in October 2015.
34
Figure 3.10: The 18.6-year lunar nodal cycle: the plane of the lunar orbit makes an angle of 5.1◦ with the
ecliptic (here depicted as the horizontal plane), but it slowly rotates backward in a precessional move-
ment, as is also seen from the movement of the normal of the lunar plane. [From Godin, 1972.]
Figure 3.11: Two phases of the lunar nodal cycle: in one (green), the lunar orbit lies in between the
equator (black) and the ecliptic (red), minimizing the lunar inclination; in the opposite phase (purple),
the lunar orbit lies at the other side of he ecliptic, maximizing the lunar inclination. NB: the values in this
figure differ slightly from those mentioned in the text. [From Gue´rin, 2004.]
3.2.3 Other variations
The Earth-Moon system is not autonomous, as the Sun continually intervenes in their move-
ments, especially in those of the Moon, which by virtue of its small mass is an easy prey for
the Sun’s attraction.
In fact, two variations in the Moon’s movement that we discussed previously can be as-
cribed to the Sun: the lunar apsidal precession (8.847 years) and the lunar nodal cycle (18.613
years). These make the lunar orbital ellipse go around, but leave its shape unchanged. We
now turn to variations involving the shape itself.
For the Earth-Moon system as a whole, the Sun’s attraction is compensated by a centrifugal
force, but this balance holds only at the center of mass of the Earth-Moon system. The situa-
tion is entirely analogous to that of a tide-generating force, but now not applied to the Earth
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alone, but to the Earth-Moon system as a whole. In Figure 3.12, we have sketched the corre-
sponding force.4 Since the Earth almost coincides with the center of mass (cf. Figure 3.6), it is
immediately clear that the effect will be relatively small for the Earth. Towards the peripheral
Moon, on the other hand, the force gains strength. The direction in which the Moon is pulled
depends on its phase: at New or Full Moon, the tide-generating force pushes the Moon away
from the Earth, whereas at First and Third Quarters, it pulls the Moon towards the Earth. In
other words, if the Moon’s orbit were a circle (as in Figure 3.12), the Sun’s tide-generating
potential would turn it into an ellipse, not unlike the equilibrium spheroid (cf. Figure 2.7).
Actually, the Moon’s orbit already is an ellipse, and so it will depend on its orientation with
respect to the Sun whether its eccentricity is enhanced or reduced. If the major axis is turned
to the Sun (as in situations A, C and E in Figure 3.7), the ellipse will be stretched and its eccen-
tricity enhanced; if its minor axis is turned to the Sun (situations B and D, same Figure), the
minor axis will be stretched, thereby reducing the eccentricity. The period of this oscillation
is 205.9 days; it follows from lunar ephemeris (tables or algorithms listing the position of the
Moon as a function of time) that the eccentricity varies at a range from 0.0255 to 0.0775 in the
course of this period.
Besides, there is another oscillation in eccentricity at a shorter, monthly period of 31.812
days (known as evection).5 Finally, there is an oscillation in phase (known as variation), at a
period of half the synodic month, as the Sun speeds up the Moon’s angular velocity towards
Full and New Moon, while reducing it towards First and Third Quarters. This is already
suggested by Figure 3.12, but at the same time this very effect opposes the outcome suggested
by Figure 3.12, for a higher angular speed must be accompanied by a reduction of the orbital
distance, by virtue of conservation of angular momentum. In other words, the combination of
perturbations creates a complexity that cannot be captured in a simple intuitive picture. This
complexity is intrinsically linked to the fact that we are here dealing with a three-body problem.
Figure 3.12: The Sun’s tide-generating force acting on the Earth-Moon system.
3.3 List of periods
We collect the main periods discussed in this chapter in Table 3.2. In the following chapter, we
will use them to expand the tide-generating potential and extract the tidal constituents.
4Here we take into account both the vertical and horizontal components of the tide-generating force (not just the
horizontal tractive force); the argument that led us to neglect the vertical component in Chapter 2, does not hold in
the present setting.
5The period of evection is related to the lengths of the synodic and anomalistic months: 2/Msyn − 1/Mano =
1/31.812. There is also a relation with the longer period depicted in Figure 3.7: 1/Mano − 1/31.812 = 1/205.9.
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symbol name time between successive. . . mean length
Dsol solar day transits of the Sun through a meridian 24.00000 hours
Dlun lunar day transits of the Moon through a meridian 24.84120 hours
Mano anomalistic month lunar passages through perigee 27.55455 days
Mtro tropical month ascending lunar transits through equatorial plane 27.32158 days
Msyn synodic month phases of New Moon 29.53059 days
Yano anomalistic year passages through perihelion 365.2596 days
Ytro tropical year transits of the Sun through vernal equinox 365.2422 days
Laps lunar apsidal precession sidereal alignments of the lunar major axis 8.847 years
Lnod lunar nodal cycle maximum lunar inclinations 18.613 years
Table 3.2: Periods related to the motions of the Earth and Moon. Units are mean solar hours, mean solar
days or mean tropical years.
The calendar problem
Of the celestial cycles, three stand out as the most apparent to the unaided eye:
• the solar day
• the synodic month (29.53059 days)
• the tropical year (365.2422 days)
The synodic month represents the period of lunar phases, from Full Moon to Full Moon; the
tropical year represents one full cycle of the four seasons.
Already in ancient cultures, life was organized around these three fundamental periods. They
were known to great accuracy; the tropical year, for example, to two decimals in Babylonian
times (c. 700 BC).
However, there was one problem: the three periods do not fit together – they are incommen-
surable. There is no whole number of months fitting in any whole number of years: the ratio
of their periods is irrational. The same is true for days versus (true) months.
Counting solar days, the seasons would slowly drift through subsequent years, and the same
is true for (religious) ceremonies associated with the lunar period.
Ancient astronomers keenly noticed that an approximate match between the periods occurs
over a 19-year cycle, the so-called Metonic cycle (after the Greek astronomer Meton, c. 430 BC,
but possibly anticipated in Babylonian times). There is a near correspondence between 19
tropical years and 235 synodic months and 6940 solar days. To accommodate the months, one
intercalated an extra month in some years, so that one has 12 years of 12 months and 7 years
of 13 months, giving the total of 235 months in 19 years.
But in the long run, mismatches will still arise; the problem is fundamentally unsolvable.
Indeed, in modern times, the problem has not been solved but evaded: our “month” has no
true relation anymore with the lunar cycle; for our “year”, we occasionally have to add an
extra day (in leap years) to keep it in sync with the seasons.
What does all this mean for the tides? The periods of the tidal constituents (to be discussed
in the following chapter) are inherently related to these fundamental periods (as well as other
celestial periods). Thus, the incommensurable periods feature in the tidal constituents, making
the tidal signal as a whole an aperiodic phenomenon: the tide never exactly repeats itself.
E.G. Richards, Mapping time: the calendar and its history. Oxford University Press, 1998.
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Chapter 4
The harmonic method
Equipped with the astronomical knowledge from the previous chapter, we can now return to
the tide-generating potential and expand its time-dependent factors. This is done by breaking
up the factors into sinusoidal constituents with periods that correspond to the celestial mo-
tions. It will then be assumed that a tidal signal anywhere in the ocean, being a response to
the forcing, will contain those constituents. This forms the basis of the ’harmonic method’,
developed by Kelvin in the 19th century, which is still in use today to make tidal predictions.
4.1 Development of the tidal potential
In Chapter 2, we derived the tide-generating potential (2.7):
ζ = a
3
4
(a
d
)3 M
Me
[ long-period︷ ︸︸ ︷
3(sin2 δ − 1
3
)(sin2 φ− 1
3
) +
diurnal︷ ︸︸ ︷
sin 2δ sin 2φ cos Ψ +
semidiurnal︷ ︸︸ ︷
cos2 δ cos2 φ cos 2Ψ
]
. (4.1)
We can apply (4.1) to the Moon or Sun by choosing the parameters M (mass), d (distance), δ
(declination) and Ψ (longitudinal phase) accordingly. For Ψ, the relevant time period is the
interval between two transits of the Moon or Sun through a meridian: the lunar day Dlun or
solar day Dsol, respectively.
We will adopt the convention that all periods from Table 3.2, denoted in capitals (Dsol etc.),
have their corresponding frequencies written by adding a tilde (D˜sol etc.). These frequencies
will be expressed in degrees/hour (following the convention of the literature on tides). With
time t running in hours, we can express the lunar and solar longitudinal phases as
Ψm = D˜lunt , Ψs = D˜solt .
In anticipation of the following sections, we have already indicated in (4.1) the nature of
the three different terms: long-period tides as well as diurnal and semidiurnal tides.
4.1.1 The principal constituents
We here examine the simplest possible case: we assume that the orbits are circles and that they
lie in the equatorial plane. This renders the distance d constant and makes the declination δ
zero at all times. As a result of the last assumption, diurnal tides disappear completely.
Taking the effects of the Sun and Moon together, we can write the combined potential as
ζ =
3
4
a4
Me
{[Ms
d3s
+
Mm
d3m
]
( 1
3
− sin2 φ) + cos2 φ
[Ms
d3s
S2︷ ︸︸ ︷
cos(2D˜solt) +
Mm
d3m
M2︷ ︸︸ ︷
cos(2D˜lunt)
]}
. (4.2)
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The long-period tide is here time-independent and thus affects only the mean sea-level. Oscil-
lations appear as semidiurnal tides, at the periods of half a solar day (12 h) and half a lunar day
(12 hours 25 min 14 s):
cos 2D˜solt −→ S2 (principal solar semidiurnal)
cos 2D˜lunt −→ M2 (principal lunar semidiurnal) ,
where we have indicated the conventional symbols and names given to these constituents.
The tidal potential (4.1) is indicative of the forcing, but it doesn’t tell us what the response
will be at any place on Earth – how large the tides will be, when it will be high water or low
water etc. However, one thing we may strongly suspect: that the frequencies involved in the
forcing will also be encountered in the response.
In the response, at any place in the sea, we would thus expect to find S2 and M2. We
don’t know a priori the amplitude and phase of each constituent, but we can deduce those
from a record of water-level measurements at the location of interest. Given the steady nature
of the tide-generating potential, we may then assume that those amplitudes and phases are
constant over time, which allows us to make predictions for the future. This is, in a nutshell,
the principle behind the harmonic method.
To give a simple hypothetical example: suppose we have found from a sea-level record
that S2 and M2 have equal amplitudes and equal phases; this implies that the total signal for
sea level η can be written like
η(t) = sin(2D˜solt) + sin(2D˜lunt) . (4.3)
The resulting signal is shown in Figure 4.1. Since the sines have slightly different periods, their
relative phase drifts slowly, sometimes making them interfere constructively, at other times
making them almost annul each other. (Of course, if we had given them different amplitudes,
the effect would have been less extreme.)
Figure 4.1: Result of the simple superposition (4.3) of the solar and lunar semidiurnal constituents (in
blue). Also shown is the envelope from (4.4), in red.
We can take a different look at (4.3) by using a trigonometric rule to rewrite the expression
as a product of sinusoids:
η(t) = 2 cos([D˜sol − D˜lun]t) sin([D˜sol + D˜lun]t) . (4.4)
The first factor describes a slowly varying envelope (shown in Figure 4.1 as a red line), the sec-
ond factor, a carrier wave at a semidiurnal period. The period corresponding to the envelope
is
2pi
D˜sol − D˜lun
= 29.53 days ,
which is precisely the synodic month. This is the period associated with the lunar phases, as de-
picted in Figure 2.10. So, everything comes together in a coherent picture: the lunar phases de-
termine when the solar and lunar equilibrium spheroids are in line (spring tides) or in quadra-
ture (neap tides). The superposition of sines in (4.3), based on the solar and lunar semidiurnal
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frequencies, reproduces this spring-neap cycle at the correct period of the synodic month; it
captures the ’celestial harmonies’ (to use an old Keplerian phrase) of the lunar cycle. We now
proceed to include several more celestial variations.
4.1.2 Casting celestial motions into sinusoids
We derive approximations for the time dependence involved in the declinational cycles and
elliptic orbits of the tide-generating bodies, the Moon and Sun.
Declinations
We consider the orbital plane in which the tide-generating body moves around. Let us assume
for the moment that the orbit is a circle. In an orthogonal (x, y, z) frame of reference, we place
the circle in the horizontal x, y plane. The orbital motion can then be written as
X(t) = d cos Ωtrot , Y (t) = d sin Ωtrot , Z(t) = 0 ,
where d is the radius of the orbit. We are dealing here with the declinational cycles of the
Moon and Sun, hence the period 2pi/Ωtro stands for the tropical month Mtro in the case of the
Moon, and for the tropical year Ytro in the case of the Sun.
We denote the Earth’s polar vector by ~Pax. The angle of the polar axis with the vertical is
the inclination κ. This can be expressed as follows
~Pax =
 0sinκ
cosκ
 .
The angle between the equator and the instantaneous orbital position is the declination δ. Taking
the inner product of the polar axis ~Pax and the orbital position vector (X,Y, Z) of the tide-
generating body, we obtain the equality
Y sinκ = d cos(90◦ − δ) ,
where the argument of the cosine represents the angle between the polar axis and the position
vector. Hence the declination δ varies with time as
sin δ = sin Ωtrot sinκ . (4.5)
Ellipses
We can approximate an elliptic orbit by using the lowest-order solution of the Kepler problem,
(3.3) and (3.4); we thus find an expression for distance d as a a function of time:
d = A(1−  cos Ωanot) ,
where A is the semi-major axis. The period 2pi/Ωano refers to the time needed to traverse the
ellipse, i.e. the anomalistic month Mano in the case of the Moon, and the anomalistic year Yano in
the case of the Sun.
Distance d enters the tide-generating potential (4.1) as an inverse cubic power;1 for small
eccentricity , we can make the following approximation:
1
d3
=
1
A3
(1 + 3 cos Ωanot+ · · · ) . (4.6)
We have thus obtained an expression for the variation of distance d with time.
1In the older literature, this cubic factor involving the varying distance, is often referred to as the ”parallax factor”
or the ”parallactic factor”.
41
More sinusoids. . .
We have cut a few corners by assuming the orbit to be a circle to arrive at (4.5), while ignoring
higher-order terms in eccentricity in (4.6). Relaxing those restrictions would give rise to more
sinusoids at compound frequencies.
We also ignored the varying orbital speed in the ellipses. Those effects enter by taking into
account higher-order approximations in the iteration (3.4), giving terms like
cos(Ωanot+  sin Ωanot) + · · · .
This engenders an infinite sum of sinusoids, as can be seen by using identities involving the
Bessel function J , for example
cos( sin Ωanot) = J0() + 2
∞∑
n=1
J2n() cos(2nΩanot) .
Thus the varying orbital speed gives rise to an infinite number of multiple frequencies.
Moreover, one can also improve on the estimates from the previous sections by taking into
account the 18.6-year lunar nodal cycle. This cycle implies that the inclination κ in (4.5) varies
in the case of the Moon, instead of being a constant. We come back to this effect later.
Other cycles affect the eccentricity of the lunar orbit, as discussed in Section 3.2.3. Including
those effects would lead to a time-varying eccentricity  in (4.6), giving rise to more sinusoids
at compound frequencies.
From this short inventory it will already be clear that there is (quite literally!) no end to the
number of harmonics engendered by the tide-generating potential. However, we will content
ourselves with adopting the first-order expressions (4.5) and (4.6), which in practice already
contain the most important effects.
4.2 Derivation of tidal constituents
For convenience, we collect the astronomical frequencies that we will use in this section.
Frequency associated period value (◦/hour)
D˜sid sidereal day 15.041 068 6
D˜sol solar day 15.000 000 0
D˜lun lunar day 14.492 052 1
M˜syn synodic month 0.507 947 9
M˜ano anomalistic month 0.544 374 7
M˜tro tropical month 0.549 016 5
Y˜ano anomalistic year 0.041 066 68
Y˜tro tropical year 0.041 068 64
Table 4.1: Frequencies related to the motions of the Earth and Moon.
We will restrict ourselves to extracting just the frequencies from the tide-generating potential
and so we ignore constant factors in the amplitude.
4.2.1 Long-period tides
The time-varying factor in the long-period term in (4.1) is:(
· · ·
) 1
d3
(sin2 δ − 1
3
) . (4.7)
Using the lowest-order approximation for the declination and the elliptic orbit, (4.5) and (4.6),
we can write (4.7) as
1
A3
(1 + 3 cos Ωanot) (sin
2 Ωtrot sin
2 κ− 1
3
) . (4.8)
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Solar
In the case of the Sun, the frequencies to be used in (4.8) are those corresponding to the anoma-
listic and tropical years, respectively.
Equation (4.8) thus contains a term cos Y˜anot oscillating at a yearly period, related to the
eccentricity of the orbit:
Y˜ano −→ Sa (solar annual elliptic) .
In practice, this constituent is often mixed with other non-tidal yearly variations in mean sea
level, due to seasonal effects (storms occurring in autumn and winter, for example).
Equation (4.8) also contains an oscillation at a half-yearly period, because of the quadratic
declinational effect, with sin2 Y˜trot = (1− cos 2Y˜trot)/2, hence
2Y˜tro −→ Ssa (solar semi-annual declinational) .
Lunar
In precisely the same way as for the Sun, but with years replaced by months, we find the two
main lunar long-period constituents:
M˜ano −→ Mm (lunar monthly elliptic)
and
2M˜tro −→ Mf (lunar fortnightly declinational) .
The fortnightly constituent should not be confused with the spring-neap cycle (which also has
a period of about 14 days). There is no relation whatever between the two; the Sun plays no
role in the fortnightly constituent. Moreover, the nature of the oscillation is entirely different.
The fortnightly constituent truly is an oscillation at a fourteen-day scale, whereas the spring-
neap cycle is a semidiurnal oscillation whose amplitude is modulated at a fourteen-day scale.
Finally, the periods are different: the fortnightly constituent’s is 13.661 days (half a tropical
month), whereas spring tides occur once every 14.765 days (half a synodic month).
4.2.2 Diurnal tides
The time-dependence of diurnal tides in the tide-generating potential (4.1) comes from the
factor (
· · ·
) 1
d3
sin 2δ cos Ψ . (4.9)
This expression is qualitatively different from those for the long-period and semidiurnal tides
in that it hangs on the declinational factor. This also means that the original diurnal periods
D˜sol and D˜lun, contained in cos Ψ, are inevitably ’modulated away’ by the declinational factor.
We need to cast the declinational factor sin 2δ in terms of sin δ, since for the latter we have
an expression in (4.5). Assuming δ  1, i.e. a small inclination κ, we can make the following
approximation:
sin 2δ = 2 sin δ cos δ ≈ 2 sin δ(1− sin2 δ)1/2 = 2 sin δ(1− 1
2
sin2 δ + · · · ) ≈ 2 sin δ .
For the Sun and Moon, this is a fairly good approximation (the error being something like
10%), even though their inclinations are not very small. In any case, the leading term serves
to introduce the declinational effect in its simplest form. We will just consider this effect and
won’t enter into the generation of compound frequencies due to the eccentricity of the orbit.
So, with Ψ = D˜t, the time-varying part of sin 2δ cosψ becomes
sin Ωtrot cos D˜t =
1
2
(
sin[(D˜ + Ωtro)t]− sin[(D˜ − Ωtro)t]
)
,
creating the compound frequencies
D˜ ± Ωtro . (4.10)
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Solar
For the Sun, the compound frequencies from (4.10) are
D˜sol + Y˜tro −→ K1s (luni-solar declinational)
and
D˜sol − Y˜tro −→ P1 (solar declinational) .
The frequency K1s corresponds exactly to that of the sidereal day, D˜sid, see Table 4.1. This is
no coincidence. The point is that the solar day Dsol was defined to be the sidereal day plus
the time needed to make up for the orbital movement around the Sun, the speed of which
is determined by the tropical year (see Section 3.1.3). Now, by adding the frequency of the
tropical year to that of the solar day (which means: subtraction in terms of periods), we ’undo’
the orbital correction, as it were, which brings us back to the sidereal day. From this reasoning,
it is a priori clear that all tide-generating bodies will create a K1 at the frequency of the sidereal
day, provided that there is an inclination, of course.
Lunar
For the Moon, the compound frequencies from (4.10) are
D˜lun + M˜tro −→ K1m (luni-solar declinational)
and
D˜lun − M˜tro −→ O1 (lunar declinational) .
For the K1m constituent, the same remark from the previous subsection applies; here we have
D˜lun + M˜tro = D˜sid. Since the frequencies of K1s and K1m are identical, they are usually taken
together as a K1 constituent. It should however be noticed that the declinational correction
stemming from the 18.6-year lunar nodal cycle (to be discussed below) applies only to the
lunar part of K1!
4.2.3 Semidiurnal tides
The time-varying factor in the semidiurnal term of (4.1) is:(
· · ·
) 1
d3
(1− sin2 δ) cos 2Ψ , (4.11)
where we replaced cos2 δ with 1− sin2 δ.
Using the lowest-order approximation for the declination and the elliptic orbit, (4.5) and
(4.6), we can write (4.11) as
1
A3
(1 + 3 cos Ωanot) (1− sin2 Ωtrot sin2 κ) cos 2Ψ .
Finally, we can bring the expression into the form we seek by using the trigonometric identity
sin2 Ωtrot =
1
2 [1− cos 2Ωtrot]:
1
A3
(1 + 3 cos Ωanot) (1− 12 [1− cos 2Ωtrot] sin2 κ) cos 2Ψ . (4.12)
This gives us three kinds of terms (if we ignore combinations of elliptic and declinational
effects). First, the various constants in (4.12) produce a ’pure’ semidiurnal constituent cos 2Ψ
whose frequency is not affected by elliptic or declinational effects:
2Ψ = 2D˜t . (4.13)
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Second, the varying distance due to the elliptic orbit creates a modulation of the semidiurnal
tide, via the product
cos Ωanot cos 2D˜t =
1
2
(
cos[(2D˜ + Ωano)t] + cos[(2D˜ − Ωano)t]
)
.
We thus have the compound frequencies
2D˜ ± Ωano . (4.14)
Finally, declinational effects enter via the product
cos 2Ωtrot cos 2D˜t =
1
2
(
cos[(2D˜ + 2Ωtro)t] + cos[(2D˜ − 2Ωtro)t]
)
.
This gives the compound frequencies
2D˜ ± 2Ωtro . (4.15)
Solar
Applying (4.12) to the Sun, we use the frequencies corresponding to the anomalistic year Yano,
the tropical year Ytro and the solar day Dsol.
From (4.13) we have
2D˜sol −→ S2 (principal solar semidiurnal) ,
a constituent we have already identified in Section 4.1.1.
From (4.14), the elliptic constituents are
2D˜sol + Y˜ano −→ R2 (smaller solar elliptic semidiurnal)
and
2D˜sol − Y˜ano −→ T2 (larger solar elliptic semidiurnal) .
In practice, the constituent T2 is more important than R2, although the present analysis gives
no hint of such a difference. However, a more detailed analysis including variations in phase
propagation explains the inequality in magnitude (see Doodson & Warburg, 1941, §§6.1-6.3).
From (4.15), the declinational constituents are
2D˜sol + 2Y˜tro −→ K2s (luni-solar declinational semidiurnal)
and
2D˜sol − 2Y˜tro −→ 2SK2 (solar declinational semidiurnal) .
In this case, the former is the more important one; it has the period of half a sidereal day.
Lunar
In the case of the Moon, the procedure is identical except that we now use the frequencies
corresponding to the anomalistic month Mano, tropical month Mtro and lunar day Dlun.
Hence we find from (4.13):
D˜lun −→ M2 (principal lunar semidiurnal) .
From (4.14), the elliptic constituents are
2D˜lun + M˜ano −→ L2 (smaller lunar elliptic semidiurnal)
and
2D˜lun − M˜ano −→ N2 (larger lunar elliptic semidiurnal) .
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Again, the elliptic constituents differ in amplitude, the latter being the more important one.
From (4.15), the declinational constituents are
2D˜lun + 2M˜tro −→ K2m (luni-solar declinational semidiurnal)
and
2D˜lun − 2M˜tro −→ 2MK2 (lunar declinational semidiurnal) .
Having the same frequencies, K2s and K2m are usually combined into the constituent K2.
4.2.4 Correction for the lunar nodal cycle
In the previous section we have seen how modulations by monthly and yearly variations can
be represented in terms of a number of constituents. We have however not yet taken into ac-
count the variations due to the 18.6-year lunar nodal cycle. Because of its long period, it would
introduce a constituent whose frequency departs only minutely from the basic (2)D˜lun. For
this reason, the effects of the lunar nodal cycle have been traditionally included in a different
way, namely by correcting a posteriori the amplitudes and phases of the lunar constituents that
are affected by the cycle. For the amplitudes, this is merely an adjustment factor. Values are
mentioned in the literature (see, e.g., Pugh, 1987, Table 4.3).
The M2 is relatively weakly affected; its amplitude is modulated by±3.7% during the cycle.
The same applies to N2. In contrast, the modulation is as large as ±28.6% for K2. (It has here
already been taken into account that the cycle affects only the lunar part of K2.) Amplitudes of
the lunar diurnal constituents vary by ±18.7% for O1 and by ±11.5% for K1. The fortnightly
constituent Mf is relatively the most affected, by ±41%. However, the resulting effect is small
because the constituent itself is small.
In years when the lunar inclination is minimum (like in October 2015), the lunar semidi-
urnal tides are stronger than usual, while the lunar diurnal tides are weaker. At the opposite
phase of the nodal cycle, it is the other way around.
Figure 4.2: The main constituents at Terschelling Noordzee, shown during the first month of 2014. Notice
the difference in vertical scale between the panels.
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4.3 Interpretation of constituents
In Figure 1.7 we showed a sea-level record from the tidal gauge at Terschelling Noordzee,
for the year 2014. From this record we can extract the tidal constituents that we discussed
in the previous section (using the program T_TIDE2). We will restrict ourselves to the main
constituents, which we first show separately in Figure 4.2. By far the strongest is the princi-
pal lunar semidiurnal constituent M2; the second strongest is the principal solar semidiurnal
constituent S2 (upper panel). In the middle panel we show the lunar constituents associated
with the eccentricity of the lunar orbit, N2 and L2; they represent the variation in distance of
the Moon. Finally, in the lowest panel, we show the diurnal constituents associated with the
declination of the Moon, K1 and O1.
Figure 4.3: Superposition of constituent M2 with the main constituents representing elliptic effects, N2
and L2. The time span is one anomalistic month, the period associated with a full orbit from perigee to
perigee.
We first ignore the Sun and focus on the elliptic effects of the Moon’s orbit, ignoring also the
declination for the moment. So what we see in Figure 4.3 is (more or less) the tidal signal the
Moon would produce if it lay in the equatorial plane and if no Sun were present. The strength
of the tidal response clearly varies substantially (viz. about 18%) in the course of an anomalistic
month, as the Moon traces its orbit. From lunar ephemeris, we can find the positions of the
Moon during this month: the Moon was in perigee on day 1 (late night) and in apogee on day
16 (early morning). It follows from Figure 4.3 that the tide responds with a delay of about 3 to
4 days.
Figure 4.4: Superposition of constituent M2 with the main constituents representing declinational effects,
K1, O1 and K2. The time span is the tropical month, the period pertaining to the lunar declinational cycle.
2R. Pawlowicz, B. Beardsley & S. Lentz, Classical tidal harmonic analysis including error estimates in MATLAB
using T TIDE. Computers & Geosciences, 28, 929-937, 2002.
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Ignoring now elliptic effects, we focus instead on the declination and superpose M2 with
the diurnal constituents K1 and O1 (and K2, which is also due to declination). The result
is shown in Figure 4.4. There is now a diurnal inequality: high waters are alternately higher
and lower. (For reasons explained in Section 2.4, the low waters have no such alternation,
or hardly). But the diurnal inequality is not permanently present: it disappears two times
during the tropical month, around days 13 and 27. This is associated with the Moon’s crossing
the equatorial plane (i.e., vanishing declination), which happens twice in a tropical month, and
this bi-monthly character is reflected in the tidal signal in Figure 4.4. However, there appears to
be a considerable delay in the response. According to lunar ephemeris, the equatorial crossings
of the Moon occurred on day 6 (ascending node) and day 20 (descending node). In both cases,
the disappearance of the diurnal inequality follows with a delay of about one week. This
may be due to the incongruence in the ways of propagation of the semidiurnal M2 versus the
diurnal constituents K1 and O1, causing phase differences in the local response of the tide.
Figure 4.5: Superposition of constituent M2 and S2, producing the spring-neap cycle.
In the previous two figures we have isolated the Moon as we zoomed in on the elliptic and
declinational effects on the tidal signal. We now bring the Sun back into the equation and first
show the trivial result of the superposition of M2 and S2, a hypothetical example of which we
have already seen in Figure 4.1. The result, now for realistic parameters, is shown in Figure
4.5: the spring-neap cycle at a period of half a synodic month. The spring-neap cycle reflects
the phases of the Moon, as indicated by the circles in Figure 4.5, which confirm that spring
tides occur about two days after New and Full Moon.
Figure 4.6: The perturbed spring-neap cycle, due to elliptic variations by N2 and L2.
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The spring-neap cycle in Figure 4.5 is entirely regular, but we may expect that including
the variation of the Moon’s distance (elliptic effects) will perturb this picture. Thus adding N2
and L2 to Figure 4.5 (or, equivalently, adding S2 to Figure 4.3), we now consider a much longer
time span (a full year) to capture the newly created quasi-periodicity. First of all, the spring-
neap cycle has become very uneven; successive spring tides generally differ in strength. At
the beginning of the time-series, highest spring tides occur at New Moon; later in the year, this
changes to Full Moon. Visually, the pattern exhibits a periodicity of roughly 220 days. With
Figure 3.7 in mind, we can readily see what causes this cycle: it reflects the slow turning of the
lunar ellipse (8.85-year lunar apsidal precession), which creates a periodicity of 205.9 days, the
time span between alignments of the major axis in the direction of the Sun.
Finally, we return to a feature in the diurnal inequality that we identified in Figure 1.8,
namely the finding that higher high waters occur at daytime during summer and at nighttime
during winter. The explanation is simply geometrical and lies in the fact that the orbital planes
of the Sun and Moon are nearly identical (Figure 4.7). The implication is that in the Northern
Hemisphere, during summer, the lunar orbital plane intersects the hemisphere at daytime,
producing a higher high water. During winter, the intersection occurs at nighttime. In the
Southern Hemisphere, both the seasons and the intersections are reversed, and as a result, the
rule remains the same.
Figure 4.7: Sketch of the lunar orbital plane during summer and winter.
4.4 Tidal prediction
Symbol class & name frequency value (◦/hour)
long-period constituents:
Sa solar annual elliptic Y˜ano 0.041 067
Ssa solar semi-annual declinational 2Y˜tro 0.082 137
Mm lunar monthly elliptic M˜ano 0.544 375
Mf lunar fortnightly declinational 2M˜tro 1.098 033
diurnal constituents:
K1 luni-solar declinational D˜sid 15.041 069
P1 solar declinational D˜sol − Y˜tro 14.958 931
O1 lunar declinational D˜lun − M˜tro 13.943 036
semidiurnal constituents:
S2 principal solar 2D˜sol 30.000 000
M2 principal lunar 2D˜lun 28.984 104
N2 larger lunar elliptic 2D˜lun − M˜ano 28.439 730
L2 smaller lunar elliptic 2D˜lun + M˜ano 29.528 479
K2 luni-solar declinational 2D˜sid 30.082 137
Table 4.2: List of the main tidal constituents derived from the tide-generating potential.
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The main constituents and their frequencies, derived in Section 4.2, are summarized in
Table 4.2. In practice, publicly available numerical codes can be used in which many more
constituents are included. From a time-record of sea level η (or current velocity u) at the
location of interest, one can then estimate the amplitudesAn and phasesBn of each constituent
using a least-square fit. This means that the original signal can be written
η =
∑
n
[
An cos(Fnt−Bn)
]
+R , (4.16)
where Fn is the (known) frequency of constituent n. The remainder or residue is denoted byR.
It partly contains non-tidal effects, like storm surges, which can of course not be accounted for
by the tidal constituents. But R also represents other limitations of the method, like an insuffi-
cient number of constituents or any deviation from the idealized assumption that amplitudes
and phases are constant; in reality, they interact nonlinearly with storm surges.
It is important to realize that (4.16) is fundamentally different from a Fourier series. A
Fourier series represents a periodic function, with a well-defined frequency, and the sinusoids
featuring in the series have multiples of that frequency in their arguments. In contrast, the tide
is aperiodic, since its constituents are incommensurable. In a Fourier series, one can easily find
amplitudes and phases by projecting the constituent on the signal, exploiting the orthogonality
of the constituents. No such thing works for (4.16), which is the reason why one has to resort
to least-squares fitting procedures to find the amplitudes and phases.
Tidal predictions are nowadays made routinely for many coastal locations worldwide, es-
pecially at harbours. Predictions can be made years in advance. An example is shown in
Figure 4.8 (shown before in Figure 1.9), where we have deliberately chosen a calm summer
period to avoid strong perturbations caused by wind. Clearly, the correspondence between
the predicted and measured signals is very good, most of the time with deviations no larger
than a few centimeters. This shows how powerful the harmonic method is!
Figure 4.8: Comparison of predicted (black line) and measured (red line) sea levels at the station of
Terschelling Noordzee. [Data supplied by Rijkswaterstaat.]
Finally, one can broadly characterize the tide at a certain location by means of the so-called
form factor F , which contains the amplitudes A of the main constituents:
F =
AK1 +AO1
AM2 +AS2
.
One conventionally adopts the following classification: for F < 0.25, the tide is semidiurnal;
for 0.25 < F < 1.5, mixed but mainly semidiurnal; for 1.5 < F < 3.0, mixed but mainly
diurnal; and for F > 3.0, diurnal.
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Tidal prediction for D-day
The tidal prediction made for the amphibious landing in Normandy (D-day, 6 June 1944) must
count as one of the most momentous in history. The success or failure of the operation, in
which more than a hundred thousand soldiers were involved, depended crucially on getting
the timing right: with tidal ranges of more than 6 m at the coast of Normandy, water rises on
average at a rate of one meter per hour!
There were many constraints. Underwater obstacles (placed to thwart the invasion) had to
be demolished shortly after low water, when they were still visible, to clear the way for the
invading troops. As Parker explains: “The tide also had to be rising, because the landing
craft had to unload troops and then depart without danger of being stranded by a receding
tide. (. . . ) For secrecy, Allied forces had to cross the English Channel in darkness. But naval
artillery needed about an hour of daylight to bombard the coast before the landings. Therefore,
low tide had to coincide with first light, with the landings to begin one hour after.”
For the tidal prediction, estimates of eleven tidal constituents were available. (The location was
secret and code-named “Position Z”.) On this basis, a prediction was made by Doodson, using
a tide-predicting machine, an ingenious mechanical device that could handle 26 constituents,
sum their contributions and plot a graph of sea level as a function of time. In the event, the
prediction turned out to be accurate. . .
The tide-predicting machines are no longer in use, but the underlying method of harmonic
analysis is still the same!
B. Parker, The tide predictions for D-day. Physics Today, 64(9), 35-40, 2011.
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Chapter 5
Tidal wave propagation
In previous chapters we have focussed on the tide-generating potential and on the various
tidal periods (harmonic constituents) that emerge from it.
In this chapter we deal with the propagation of tides, how the tidal waves propagate energy
across the oceans. On the basis of observations from satellite altimetry, detailed and accurate
images have been produced that show the network of tidal propagation.
Figure 5.1: The M2 constituent in the oceans, derived from satellite altimetry. Colours show amplitudes
of sea-level oscillation, white lines show contours of equal phase, with lags of 1/12 of the M2 period (i.e.
slightly more than one solar hour) between adjacent lines. [From Ray, 2007.]
An example is shown in Figure 5.1 for the principal lunar semidiurnal constituent M2,
with amplitudes in colour and lines of equal phase drawn in white. From this figure it is im-
mediately clear that the presence of continents stamps the pattern of amplitudes and phase
propagation. Very high amplitudes occur only near continents. For phase propagation, the
co-phase lines border the continents perpendicularly. High and low waters thus propagate
along the coasts. Although the figure does not indicate the sense of direction, it can be de-
duced from the measurements (and is confirmed by the theory discussed later in this chapter),
that, looking in the direction of wave propagation, the coast lies on the right-hand side in the
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Northern Hemisphere, and on the left-hand side in the Southern Hemisphere. The co-phase
lines come together at certain points, the centers of the spider webs as it were; the co-phase
lines circle around them. They are called amphidromic points. It is evident from Figure 5.1 that
the amplitude vanishes at those points.
The pattern varies enormously between harmonic constituents. By way of contrast, we
show the map for the diurnal lunar declinational constituent O1 in Figure 5.2. High amplitudes
occur in different areas than for M2 and amphidromic points also occur at different positions.
Figure 5.2: The diurnal O1 constituent in the oceans, derived from satellite altimetry. Colours show
amplitudes of sea-level oscillation, white lines show contours of equal phase, with lags of 1/12 of the O1
period between adjacent lines. [Courtesy Ray/NASA Goddard Space Flight Center.]
In this chapter, we will obviously not try to reproduce maps like these from theory. Nonethe-
less, it turns out that even simple models of wave propagation can already explain the basic
features of these maps, like the occurrence of amphidromic points.
5.1 Equations of motion
Tides propagate on a global scale, as shown in Figures 5.1 and 5.2. To keep things relatively
simple, however, we won’t consider the movements on the Earth as a sphere (or ellipsoid), but
we zoom in on smaller scales, so that we can use a Cartesian geometry around a fixed latitude.
This means that the Coriolis force will be included via the so-called f -plane approximation.
Here the Coriolis parameter f is given by
f = 2Ω sinφ ,
where φ is a fixed latitude and Ω the Earth’s angular velocity, based on the sidereal day: Ω =
2pi/Dsid = 7.292× 10−5 rad/s. Notice that f < 0 in the Southern Hemisphere.
The maps in Figures 5.1 and 5.2 give an important clue about the horizontal scale of tidal
waves in the ocean. The distance between adjacent phase lines is already hundreds of kilo-
meters in most cases, so that a full wavelength will generally cover more than a thousand
kilometers. This is very much larger than the water depth anywhere in the ocean. Hence
we can apply the shallow-water approximation (also known as long-wave approximation). This
amounts to taking the hydrostatic balance as the equation for the vertical. The pressure at any
point in the water column is then purely the result of the weight of the water above it, without
being affected by vertical accelerations in water movements (as would be the case for short
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waves). With pressure p, vertical coordinate z and density ρ, the hydrostatic balance reads
∂p
∂z
= −ρg . (5.1)
This is all we need for the vertical and we can from now on focus on the horizontal directions,
which we will call x (west-east) and y (south-north). Leaving aside frictional effects, we can
write the horizontal momentum equations as
∂u
∂t
+ u
∂u
∂x
+ v
∂u
∂y
+ w
∂u
∂z
− fv = −1
ρ
∂p
∂x
(5.2)
∂v
∂t
+ u
∂v
∂x
+ v
∂v
∂y
+ w
∂v
∂z
+ fu = −1
ρ
∂p
∂y
, (5.3)
where (u, v, w) are the current components in the (x, y, z) directions.
Equations (5.1), (5.2) and (5.3) give us three equations for five unknowns (p, ρ, u, v, w), so
we need two more equations.
They follow from energy and mass conservation. The thermodynamic energy equation
deals with work done by pressure, heating etc., which creates changes in density, among other
things. These processes are not needed for studying the basic aspects of tides, so we can simply
take a shortcut through the energy equation by assuming density ρ to be constant. This means
that we assume seawater to be incompressible.
With that, the equation for mass conservation reduces to the statement that the velocity
vector is divergence-free:
∂u
∂x
+
∂v
∂y
+
∂w
∂z
= 0 . (5.4)
We have now a closed set of equations.
5.1.1 Shallow-water tidal constituents
We first have to pay attention to the nonlinear terms. In Section 4.2 we saw the principle by
which new frequencies come into play: products of sinusoids imply compound frequencies at the
sum and difference frequencies.
In (5.2) and (5.3), the same principle is at work. Specifically, a wave like sin(kx − ωt),
substituted in the nonlinear term u ∂u/∂x, creates a wave at the double frequency 2ω:
k sin(kx− ωt) cos(kx− ωt) = 2k sin(2kx− 2ωt) .
This means, for example, that M2 would create an M4 fourth-diurnal constituent, twice the
frequency of M2. By iterating this process, with interactions between M2 and M4 sinusoids,
one gets M6 (sixth-diurnal), and so on. Lunar and solar constituents may interact as well; so
with M2 and S2, summing their frequencies gives MS4, a fourth-diurnal constituent, while the
difference S2−M2 gives Msf , a long-period constituent of half the synodic month. More such
constituents are listed by Pugh (1987, Table 4.4).
It is important to realize that these constituents are of a fundamentally different origin than
the ones listed in Table 4.2. The latter stem directly from the celestial motions, whereas the new
ones added in this section derive from the hydrodynamics. They can only arise locally, when the
nonlinear terms are important. This is often the case in shallow coastal areas, but not in the
deep ocean. For this reason, they are termed shallow-water constituents. From the nature of the
nonlinear terms, it is clear that the amplitude of these constituents depends quadratically on
the amplitude of the original astronomical constituent. This is illustrated in Figure 5.3.
In coastal areas, their contribution to the surface elevation has to be taken into account, as
they may reach amplitudes of ∼ 10 cm.1 Perhaps even more important is their role in creating
asymmetries between ebb and flood in tidal currents and transports.
1It is significant that four out of eleven constituents on the list for the prediction for D-day were shallow-water
constituents, see p. 51!
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Figure 5.3: Relation between the amplitudes of quarter-diurnal shallow-water constituents (”D4”) and
semidiurnal constituents (”D2”). [From Pugh, 1987.]
5.1.2 Linear shallow-water equations
From now on, we assume that amplitudes are small, so that quadratic (i.e. nonlinear) terms can
be neglected in (5.2) and (5.3). Furthermore, we integrate the hydrostatic balance to express
pressure in terms of free surface elevation η(t, x, y):
p = ρg(η − z) , (5.5)
where we assumed the atmospheric pressure to be zero. Substitution of (5.5) in (5.2) and (5.3)
gives:
∂u
∂t
− fv = −g ∂η
∂x
(5.6)
∂v
∂t
+ fu = −g ∂η
∂y
. (5.7)
The right-hand side of (5.6) and (5.7) is independent of z, so it is natural to assume that u
and v are independent of z, too. We can then easily take the vertical integral of the continuity
equation (5.4).
As boundary conditions in the vertical, we have at the free surface z = η(t, x, z) the condi-
tion w = ∂η/∂t (in linearized form); moreover, we assume the bottom to be flat, so that w = 0
at z = −H (water depth H). Hence the integrated version of (5.4) becomes
∂η
∂t
+H
(∂u
∂x
+
∂v
∂y
)
= 0 . (5.8)
5.1.3 Governing equation
We combine the set of three equations – (5.6), (5.7) and (5.8) – into one equation for the free
surface elevation η. This can be done as follows. First, we take ∂/∂y of (5.6), ∂/∂x of (5.7), and
subtract the results:
∂2u
∂t∂y
− ∂
2v
∂t∂x
− f
(∂u
∂x
+
∂v
∂y
)
= 0 . (5.9)
Combined with (5.8):
∂
∂t
(∂u
∂y
− ∂v
∂x
+
f
H
η
)
= 0 , (5.10)
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an expression of conservation of potential vorticity. Integration in time gives
∂u
∂y
− ∂v
∂x
+
f
H
η = 0 , (5.11)
where we put the constant of integration equal to zero, because for wave motion (∼ exp iωt),
the time derivative in (5.10) amounts to multiplication with ω, whence it follows that the left-
hand side of (5.11) itself must be zero.
Taking the time derivative of (5.8), and then substituting (5.6) and (5.7), gives
∂2η
∂t2
+H
( ∂
∂x
[
fv − g ∂η
∂x
]
+
∂
∂y
[
− fu− g ∂η
∂y
])
= 0 .
Hence, with (5.11),
∂2η
∂t2
− gH∇2η + f2η = 0 , (5.12)
with
∇2 = ∂
2
∂x2
+
∂2
∂y2
.
Eq. (5.12), known as the Klein-Gordon equation, holds also for u and v.
We will consider the role of boundaries, which we simply include in the form of vertical
walls. The corresponding boundary conditions are obvious: u = 0 at a wall placed in the
south-north direction, and v = 0 at a wall placed in the west-east direction. However, our
principal equation (5.12) is in terms of η, so we need to translate the boundary conditions
accordingly. The equations to do this are easily obtained from (5.6) and (5.7). We take the time
derivative of (5.6) and substitute (5.7) to eliminate v, hence
∂2u
∂t2
+ f2u = −g
( ∂2η
∂t∂x
+ f
∂η
∂y
)
. (5.13)
Similarly, we obtain an expression for v and η:
∂2v
∂t2
+ f2v = −g
( ∂2η
∂t∂y
− f ∂η
∂x
)
. (5.14)
5.2 Poincare´ waves
The simplest way to solve (5.12) is by assuming a plane wave solution of the form
η = exp i(kx+ ly − ωt) , (5.15)
with wave numbers k and l and frequency ω. The amplitude is immaterial, since the problem
is linear; for convenience, it has therefore been set equal to one. Substitution in (5.12) gives the
dispersion relation
ω2 = f2 + gH(k2 + l2) . (5.16)
The dispersion relation implies that the frequency of the waves cannot be lower than f , the
Coriolis parameter. This poses a severe limitation in the case of tides, especially diurnal tides.
If we take for example the diurnal constituent O1 (Table 4.2) and equate f = ωO1 , we find from
the definition of the Coriolis parameter the latitude:
φ = arcsin
(ωO1
2Ω
)
= 27.6◦
(North or South). This means that waves of the form (5.15), at frequency O1, cannot propagate
poleward of this latitude. However, observational evidence demonstrates very clearly that the
O1 constituent does exist poleward of this latitude, see Figure 5.2.
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From this, we can conclude that the present plane-wave solution is inadequate, at least
at higher latitudes, so we need to find other less restrictive solutions. A hint of what these
solutions might look like can already be obtained from the dispersion relation (5.16). Here, the
only way to get frequencies lower than f would be by allowing imaginary wavenumbers, thus
decreasing the right-hand side. This means, however, that the wave would be exponential in
one of the horizontal directions. The only way to prevent the wave from increasing indefinitely
would then be to add an obstacle, e.g. a vertical wall. Judging from Figure 5.2, where the waves
apparently prefer the proximity of continents, we seem to be on the right track here!
For semidiurnal tides, the dispersion relation poses less severe restrictions. For the M2
constituent, for example, it is only at latitudes poleward of 74.5◦ that the wave solution (5.15)
breaks down.
We explore (5.15) further by constructing a solution for a channel of infinite length. We
place the the channel in the south-north direction, with walls at x = 0 and x = L. The wave
propagates in the south-north direction as ∼ sin(ly − ωt). The problem is to find the structure
in the x direction that satisfies the boundary condition for u at x = 0, L. We start with a general
form for the x direction
η = (A cos kx+B sin kx) sin(ly − ωt) ,
where the constantsA andB, as well as wavenumber k, are to be determined. We apply (5.13),
i.e. we impose that its right-hand vanishes at x = 0, L, hence
ωk(A sin kx−B cos kx) + fl(A cos kx+B sin kx) = 0 at x = 0, L .
This gives us two equations
flA− ωkB = 0 , (ωk sin kL+ fl cos kL)A+ (−ωk cos kL+ fl sin kL)B = 0 .
This can be written as a matrix equation:(
fl −ωk
ωk sin kL+ fl cos kL −ωk cos kL+ fl sin kL
)(
A
B
)
=
(
0
0
)
.
To have non-trivial solutions for (A,B), the determinant of the matrix must be zero. The cosine
terms cancel in the determinant, so the condition becomes sin kL = 0, or
kL = npi , for n = 1, 2, 3, · · · .
The wavenumber k thus appears in discretized form, with mode number n. Writing A = an
(arbitrary amplitude of mode n), we find the other coefficient as
B =
fl
ωk
an =
flL
ωnpi
an .
The solution for mode n thus reads
η = an
(
cos
npi
L
x+
flL
ωnpi
sin
npi
L
x
)
sin(ly − ωt) . (5.17)
We can arbitrarily add different modes; the superposition automatically forms another so-
lution. The dispersion relation (5.16) also undergoes a modification, since the wavenumber k
is now discretized:
ω2 = f2 + gH
((npi
L
)2
+ l2
)
. (5.18)
For given ω (frequency of the tidal constituent, say M2), water depth H , channel width L and
latitude φ (whence f = 2Ω sinφ), we can determine wavenumber l from (5.18), which now also
appears in discretized form:
l2n =
ω2 − f2
gH
−
(npi
L
)2
.
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Figure 5.4: Left panel: solution of the Poincare´ wave (5.17), showing a snapshot of a northward propa-
gating tide. Red (blue) means positive (negative) η. Parameter values are: latitude 45◦ (f = 1.0 × 10−4
rad/s), channel width L = 1000 km, channel depth H = 50 m, wave frequency ω = 1.4052× 10−4 rad/s
(M2). The mode number is n = 1; higher modes do not exist for these parameters. Right panel: plot of the
dispersion relation (5.18) for the first three modes and also for the limiting case L→∞ (i.e., k = 0).
An example of the solution (5.17) is shown in Figure 5.4 (left panel). It is a snapshot of a
northward propagating wave (i.e., l positive). Most conspicuous is the strong asymmetry in
the lateral direction of the channel; amplitudes are stronger at the left side. This depends
however on the direction of wave propagation; for southward propagation (l < 0), the signal
would be strongest on the right side. (In fact, the pattern shown in the figure can be rotated
at any angle, without changing the solution, since the f -plane is isotropic.) The asymmetry is
due to Coriolis effects and would disappear at the equator (where f = 0).
This illustration is for mode n = 1; for the parameters used here (listed in the caption of
Figure 5.4), no higher modes exist. It is indeed clear from the dispersion relation (5.18) that
higher mode numbers make the restriction on the range of allowable wave frequencies more
severe, by increasing the required minimum. This is also shown in Figure 5.4 (right panel).
5.3 Kelvin waves
We now consider a wave solution that puts no restriction on the allowable wave frequencies.
The setting involves (for the moment) just one wall, at x = 0, say. At the wall, we must have
u = 0, but we will in fact assume that u vanishes everywhere.
We can then most easily find the solution by returning to (5.6), (5.7) and (5.8):
−fv = −g ∂η
∂x
(5.19)
∂v
∂t
= −g ∂η
∂y
(5.20)
∂η
∂t
+H
∂v
∂y
= 0 . (5.21)
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Eq. (5.19) implies that we have a geostrophic balance in the x direction. We try a solution of the
form
η = F (x) sin(ly − ωt) , (5.22)
which propagates along the wall, with a lateral structure F (x) that we have to find out. Sub-
stituting this Ansatz in (5.21) yields v:
v =
ω
Hl
F (x) sin(ly − ωt) .
Substituting this v in (5.20), we find another expression for η:
η =
ω2
gHl2
F (x) sin(ly − ωt) .
To be consistent with (5.22), we have to require that
ω2 = gHl2 , (5.23)
which is the dispersion relation. Crucially, it poses no restriction whatever on the range of
possible frequencies. We introduce the constant c0 =
√
gH , the linear long-wave phase speed
in the absence of Earth rotation. According to the dispersion relation, this constant determines
the phase speed ω/l at which the wave propagates along the wall. This is remarkable since
Coriolis effects do feature in our equations. Nonetheless, with regard to phase speed, the wave
propagates as if there were no Coriolis effects.
Finally, we find the structure of F (x) by substiting the expressions for v and η in the
geostrophic balance (5.19):
F ′(x)− fω
gHl
F (x) = 0 ,
where the prime denotes the derivative to x. We can simplify the coefficient in this equation,
but have to be careful with the signs. Wavenumber l is positive for propagation in the posi-
tive y direction (northward in our setting), and negative in the opposite direction. The wave
frequency will always be taken positive. So, we may write the dispersion relation (5.23) as
ω = c0|l|. Hence
fω
gHl
= sgn(l)
f
c0
,
since l = |l| sgn(l). With that, the function F takes the form
F (x) = A exp
(
sgn(l)
f
c0
x
)
, (5.24)
where A is an arbitrary constant.
For the wave to be exponentially decaying, the wall has to be on the eastern side for north-
ward wave propagation ( sgn(l) = 1), and on the western side for southward propagation
( sgn(l) = −1). We can summarize this by saying that the wall must be on the right-hand
side if we look in the direction of wave propagation. This is for the Northern Hemisphere, as
illustrated in Figure 5.5. In the Southern Hemisphere (f < 0 !), it is the other way around.
Since v and η have identical structures, maximum current velocities coincide with maxi-
mum elevations or depressions, see Figure 5.5. In terms of tidal propagation, this means that
high waters are accompanied by maximum flood currents, and low waters by maximum ebb
currents.
Finally, we look at some representative values for the parameters in the Kelvin wave. For
the ocean, with a typical depth of 4000 m, the phase speed is 720 km/h, The wavelength c0T ,
the space between successive high waters, is about 9000 km for semidiurnal tides (and double
this value for diurnal tides). Amplitudes are highest at the wall and have a decay scale of
c0/f , the so-called Rossby radius of deformation. For mid-latitudes (f ∼ 10−4 rad/s), we find
a scale of 2000 km. In other words, a wave passing at one side of the Atlantic, has hardly a
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signal any more at the opposite side. For coastal seas, we rather have typical depths of 40 m,
giving a phase speed of 72 km/h and a wavelength of about 900 km. The decay scale is now
200 km. The tidal frequency plays no role in the decay scale, so all constituents have the same
scale.
Figure 5.5: The Kelvin wave in the Northern Hemisphere, propagating with the wall on its right-hand
side and exponentially decaying off the wall. [From Gill, 1982.]
5.4 Kelvin waves in a channel
In the previous section, we included just one wall in our problem, but the solution remains
valid if we add another parallel wall. After all, u is already zero everywhere and so the new
boundary condition is automatically satisfied. We may even add another Kelvin wave travel-
ling in the opposite direction, attached to the parallel wall. We can then interpret Figure 5.5
as a sketch of the propagation in a channel, rather than as a composite sketch of two different
scenarios with one wall.
Specifically, with two parallel walls at x = 0 and x = L, we can write the following solution
for a pair of oppositely propagating Kelvin waves:
η =
southward︷ ︸︸ ︷
exp
(
− f
c0
x
)
sin(ly + ωt) +
northward︷ ︸︸ ︷
exp
( f
c0
(x− L)
)
sin(ly − ωt) . (5.25)
Hereafter, the convention is that l is to be chosen positive, as the correct signs have already
been included explicitly in (5.25). Notice also that we have taken into account the placing of
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the eastern wall in the exponent of the northward propagating wave.
We cast (5.25) in a form that is common in oceanographic plots, namely in terms of ampli-
tude and phase (both spatially varying), like in Figures 5.1 and 5.2. We abbreviate the expo-
nential factors in (5.25) as Es = exp(−fx/c0) and En = exp(f(x− L)/c0), so that
η = Es sin(ly + ωt) + En sin(ly − ωt) . (5.26)
We rewrite (5.26) using trigonometric rules,
η = (Es + En) sin ly cosωt+ (Es − En) cos ly sinωt . (5.27)
With the shorthand notation Pc = (Es + En) sin ly and Ps = (Es − En) cos ly, this becomes
η = Pc cosωt+ Ps sinωt (5.28)
=
√
P 2c + P
2
s
( Pc√
P 2c + P
2
s
cosωt+
Ps√
P 2c + P
2
s
sinωt
)
=
√
P 2c + P
2
s
(
cosϕ cosωt+ sinϕ sinωt
)
=
√
P 2c + P
2
s cos(ωt− ϕ) (5.29)
for a certain angle ϕ, which follows uniquely from the above expressions of its cosine and sine.
This angle ϕ is the phase, while the amplitude is
√
P 2c + P
2
s .
Figure 5.6: Combination of southward and northward propagating Kelvin waves in a channel, parallel
to vertical walls at x = 0, L. Amplitudes and phases are plotted from (5.29) for sea surface elevation η;
similarly, one can deduce the amplitude and phase for the along-channel current v as explained after Eq.
(5.30). The phase difference of surface elevation and current is plotted in the last panel. The parameters
are: channel width L = 600 km, water depth H = 95 m, latitude φ = 56◦N (f = 1.2× 10−4 rad/s), tidal
frequency M2 (ω = 1.4052× 10−4 rad/s). Wavenumber l follows from the dispersion relation (5.23); the
corresponding wavelength is 1364 km. Units of the amplitudes are meters (for η) and m/s (for v).
For the along-channel current v, we can readily find an expression from (5.21) and (5.26):
v = − ω
Hl
Es sin(ly + ωt) +
ω
Hl
En sin(ly − ωt) .
Or, rewriting this expression using trigonometric rules for sin(ly ± ωt),
v =
ω
Hl
(En − Es) sin ly cosωt− ω
Hl
(En + Es) cos ly sinωt . (5.30)
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The coefficients of cosωt and sinωt represent the new Pc and Ps, respectively, analogously to
(5.28), and the procedure leading to (5.29) is from here on identical. We can thus calculate the
amplitude and phase of v.
An example is shown in Figure 5.6, for the semidiurnal constituent M2. The amplitude
and phase are plotted for sea surface elevation η, as derived in (5.29), and similarly for the
along-channel current v. For reference, we take x as the west-east coordinate, and y as the
south-north coordinate. Parameters L and H are chosen to be representative of the North Sea
(typical width and mean water depth), as is latitude; the values are listed in the caption of Fig-
ure 5.6. The combination of oppositely propagating Kelvin waves creates amphidromic points,
where the amplitude vanishes and the co-phase lines go around. Notice that the amphidromic
points of sea surface elevation η and current v lie at different locations. Where the sea surface
doesn’t move, there is still a tidal current (and vice versa). From the convention on the phase
in expression (5.29), it follows that phase propagation is towards higher values of ϕ. Hence,
phases propagate northward in the eastern half of the channel, and southward in the western
half.
5.5 The Taylor problem
So far, we have considered basins shaped by infinite walls and infinite channels. As a step
towards a more realistic setting, we now close the channel at one side by placing a wall in the
west-east direction. This turns the channel into a semi-enclosed basin. We examine the propa-
gation of tides in this basin; this is called the Taylor problem. Actually Taylor not only stated
the problem but solved it as well. His results are reproduced in Figure 5.7. In this section,
we revisit his derivation, but in the actual computation we will of course take advantage of
numerical possibilities that were not available in Taylor’s time.
Figure 5.7: Taylor’s solution for tidal propagation in a semi-enclosed basin (the open boundary lies at
the northern side), showing co-range (dashed lines) and co-phase contours (solid lines) for sea surface
elevation (left). In the panel on the right, tidal current ellipses are drawn. [From Taylor, 1922.]
The starting point is the solution from the previous section, with two Kelvin waves running
in opposite directions in a channel. From Figure 5.6 (third panel) it is obvious that we cannot
simply place a west-east wall somewhere in the channel, since there is no line y = y∗ for which
we have a uniformly vanishing v. This means that we have to add another solution, such that
it produces, together with the two Kelvin waves, a vanishing v at a certain transect y = y∗.
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We can get an idea of what such a solution might look like, if we recall the discussion on the
Poincare´ waves in Section 5.2. The dispersion (5.16) poses a severe restriction on the range of
wave frequencies for which the Poincare´ solution is applicable (namely, ω > |f |). We noticed
that this restriction can be overcome by allowing the wave to be exponential (as opposed to
sinusoidal) in one of the horizontal directions. In the present case, we seek a solution that
solves our problem with the boundary condition at y = y∗, but it is not needed elsewhere. An
exponential solution in y, decaying off the wall, suits this purpose. Meanwhile, the horizontal
velocity u has to vanish at the south-north walls, at x = 0, L. Bringing these elements together,
we try a solution of the following form:
up = e
iωt
∞∑
j=1
Aj e
−lj(y−y∗) sin kjx , (5.31)
with wavenumber kj = jpi/L, which follows from the requirement of vanishing u at x = 0, L.
(Because of this requirement, cosine terms cos kjx can be excluded right away.) Wavenumber
lj represents the decay scale northward of the wall at y = y∗. We have written the solution in
complex form and will take the real part afterwards; the coefficients Aj are complex. They are
to be determined together with y∗, the location of the newly added wall. The reason why we
cannot freely put the wall anywhere, is because the two Kelvin waves, with their phases, have
already been prescribed.
Expression (5.31) satisfies the governing equation (5.12); substitution yields the dispersion
relation:
ω2 = f2 + c20 (k
2
j − l2j ) . (5.32)
For a given tidal frequency ω, basin size (H and L), and latitude (hence f ), we can calculate
the meridional wavenumber lj , which is an inverse measure of the decay scale.
The idea is now to calculate the south-north current vp that corresponds with up in (5.31).
We then impose the requirement that vp plus the current v from the two Kelvin waves (5.30)
vanishes at y = y∗. This requirement is expected to yield the constants Aj and y∗. The validity
of this procedure is not certain a priori, but has to be demonstrated in practice. The reason
is that we cannot know beforehand whether it is physically possible to satisfy the boundary
condition with the present solutions and their underlying assumptions. It is, for example,
conceivable that a friction term would be needed to accommodate the dynamics at the sharp
corners of the semi-enclosed basin.
The first step is to find vp. We anticipate that it will have a structure similar to up in (5.31),
but there is now no reason to exclude cosine terms in x, so
vp = e
iωt
∞∑
j=1
e−lj(y−y∗)
[
Bj sin kjx+ Cj cos kjx
]
, (5.33)
with unknown complex coefficientsBj and Cj . We can express them in terms ofAj by relating
vp to up via (5.9), which can also be written
∂2v
∂t∂x
+ f
∂v
∂y
=
∂2u
∂t∂y
− f ∂u
∂x
.
Substitution of (5.31) and (5.33) gives
∞∑
j=1
e−lj(y−y∗)
[
(iωkjBj − fljCj) cos kjx− (iωkjCj + fljBj) sin kjx
]
=
∞∑
j=1
e−lj(y−y∗)
[
− fkjAj cos kjx− iωljAj sin kjx
]
.
Setting the coefficients of the cosines and sines on both sides equal, we obtain the algebraic set
iωkjBj − fljCj = −fkjAj
iωkjCj + fljBj = iωljAj .
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Multiplying the first equation by iωkj and the second by flj , and adding up the results, yields
Bj :
Bj = iωf
k2j − l2j
ω2k2j − f2l2j
Aj . (5.34)
In a similar way (reversing the multiplications etc), we obtain Cj ,
Cj = kj lj
ω2 − f2
ω2k2j − f2l2j
Aj . (5.35)
For convenience, we introduce the shorthand notation Bj = B¯jAj and Cj = C¯jAj , where B¯j
and C¯j represent the coefficients on the right-hand sides of (5.34) and (5.35), respectively. We
can thus write v in (5.33) as
vp = e
iωt
∞∑
j=1
Aj e
−lj(y−y∗)
[
B¯j sin kjx+ C¯j cos kjx
]
. (5.36)
While the expressions for B¯j and C¯j are now known, Aj still needs to be solved. This is done
via the boundary condition at y = y∗. Here, (5.36) becomes
vp|y=y∗ = eiωt
∞∑
j=1
Aj
[
B¯j sin kjx+ C¯j cos kjx
]
. (5.37)
The velocity component v of the two-Kelvin wave solution (5.30) can be written in complex
notation,
vk =
ω
Hl
[
(En − Es) sin ly + i (En + Es) cos ly
]
eiωt , (5.38)
where the real part is to be taken afterwards.
The central requirement can now be stated as follows:
vp|y=y∗ + vk|y=y∗ = 0 . (5.39)
Hence, by substituting (5.37) and (5.38),
∞∑
j=1
Aj
[
B¯j sin kjx+ C¯j cos kjx
]
+
ω
Hl
[
(En − Es) sin ly∗ + i (En + Es) cos ly∗
]
= 0 . (5.40)
This equation is to be satisfied for all 0 ≤ x ≤ L; recall that Es and En are functions of x,
Es = e
−fx/c0 , En = ef(x−L)/c0 .
There are now essentially two ways to obtain the coefficients Aj and y∗ from (5.40). The first
is to develop the exponential forms Es and En into cosines and sines with arguments kjx,
and then collect like terms in (5.40) and set their coefficients equal to zero. This approach was
adopted by Taylor in his original paper,2 but it is mathematically laborious. Another approach
was adopted by Defant a few years later.3 The idea is to require that (5.40) be satisfied at N
selected positions, x1, . . . , xN . This gives a set of N equations from which we can solve N
constants. In general, the higher N is chosen, the more accurate the solution becomes.
2G.I. Taylor, Tidal oscillations in gulfs and rectangular basins. Proc. London Math. Soc., 20, 148-181, 1922. Some
confusion has arisen regarding the year of publication. As stated in the paper, the work was read before the society in
1920; however, it appeared in print in 1922. Some settle the issue irenically by taking the mean of the two years, 1921!
3A. Defant, Gezeitenprobleme des Meeres in Landna¨he. Henri Grand, Hamburg, 1925. See also Defant (1961), where
the derivation was reproduced.
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We follow the latter approach, which is known as the collocation method; the points 0 < x1 <
x2 < · · · < xN < L are called collocation points.4 We first bring the second term in (5.40), the
Kelvin-wave part, to the right-hand side:
∞∑
j=1
Aj
[
B¯j sin kjx+ C¯j cos kjx
]
= − ω
Hl
[
(En − Es) sin ly∗ + i (En + Es) cos ly∗
]
. (5.41)
Let us assign, for the moment, an arbitrary value to the angle ly∗. Then, at each collocation
point, the right-hand side of (5.41) can be evaluated, using the definitions of En and Es. The
part in square brackets on the left-hand side can also be evaluated. Doing this for all the collo-
cation points, and truncating the series at j = N , we obtain a set ofN equations forA1, . . . , AN .
This linear system can be written in matrix form and solved by matrix inversion. The bound-
ary condition (5.40) is then, by definition, satisfied at the collocation points x1, . . . , xN . After
all, this is the requirement from which A1, . . . , AN were solved.
At this point, we are left with two problems. First, there is no guarantee at all that the
boundary condition is satisfied for points lying in-between the collocation points! Second, we
have not yet found a criterion from which we can uniquely determine ly∗. It turns out that the
two problems are linked; they will be solved at once.
We can test how well the solution performs for intermediate points by subdividing the
interval (0, L) into a finer grid and evaluating the left-hand side of (5.40) at those grid points.
Together, the resulting values form a vector, whose norm we can calculate. This norm can
be regarded as a measure of the error of the solution, of how well it behaves outside of the
collocation points. Ideally, the error should of course be zero.
Figure 5.8: The norm of an ’error’ vector indicating which value(s) of ly∗ provide the closest approxima-
tion to (5.40), i.e. making its left-hand side uniformly zero. Here we have chosen the tidal frequency to
be the semidiurnal constituent M2. Parameters H , L and f are as in Figure 5.6. This result is based on a
truncation at N = 100.
More generally, we can carry out this procedure (solving A1, . . . , AN etc.) for the entire
range of possible values of angle ly∗, 0 ≤ ly∗ ≤ 2pi. An example of the outcome is shown
in Figure 5.8. This calculation is based on N = 100. For the evaluation of the norm (i.e., the
error), we have subdivided the interval (0, L) into 200 grid points. There is a minimum for
ly∗ = 1.9903, where the error drops to zero. In other words, it is for this angle that the method
provides a uniformly valid solution in the interval (0, L). The corresponding value of y∗ is 432
4We avoid the end points x = 0 and L, for it turns out that this leads to relatively poor results within the interval
(0, L). Overall, it is therefore better to accept a local discrepancy at the end points.
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km and is shown as a horizontal black dashed line in Figure 5.6. This is where the wall needs
to be placed. (Or it might be placed at the next minimum shown in Figure 5.8, increasing ly∗
by pi; this reflects the periodicity in Figure 5.6.)
For this optimal value of ly∗, we can calculate the fields η, v and u. The last one was
uniformly zero for the two-Kelvin wave solution, but now comes into play via (5.31). For v,
the solution is formed by the superposition of the real parts of (5.36) and (5.38). Finally, with
u and v known, η is obtained from (5.11). They are shown in Figure 5.9. For convenience, we
have shifted the y-axis to make it start at zero at the southern tip of the basin (for the actual
position in the original setting, see the black dashed line in Figure 5.6). From the middle panel
of Figure 5.9, we see that v vanishes at the southern boundary, as required. The component
u provides currents parallel to the southern wall, but is evanescent in the northern direction.
The sea surface elevation is largest along the southern wall.
In reality, we are not dealing with just one tidal constituent but with a large number of
them, all at once. So, it is interesting to examine the pattern of another constituent, e.g. the
diurnal K1. (This modifies the optimal value of ly∗; it should again be established by the
procedure that we outlined above.) The result is shown in Figure 5.10. The pattern is now
stretched (notice that the basin size was left unchanged), shifting the first amphidromic point
to a more northern location. It happens to coincide more or less with the amphidromic point
for v of the semidiurnal constituent M2 (middle panel Figure 5.9). At this spot, currents are
predominantly diurnal, but sea surface elevations are semidiurnal. The inverse may also hap-
pen, as we saw in Figure 1.11.
Figure 5.9: Solution of the Taylor problem in a semi-enclosed basin, for the semidiurnal constituent M2.
Units and the parameters H , L and f are as in Figure 5.6. This solution is based on a truncation at
N = 100.
Figure 5.10: As in Figure 5.9, but now for the diurnal constituent K1.
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Finally, we qualitatively compare the result of Figure 5.9 (left panel) with a tidal map of the
dominant constituent in the North Sea, based on observations, see Figure 5.11. We can broadly
regard the North Sea as a tilted rectangular basin. We see that amphidromic points do occur,
qualitatively confirming the Taylor solution of Figure 5.9, although they are located at different
positions. It is not difficult to find limitations in the Taylor solution, due to the assumptions
on which it is based. First, it does not take into account the entrance of a tidal wave from the
Channel (no such opening exists in Figure 5.9), which interferes with the tidal wave entering
from the Atlantic Ocean along the Scottish coast. Second, the considerable variations in depth
in the North Sea have been ignored; in particular, the coast is in reality not quite a vertical
wall! A third factor is the neglect of friction, which would displace the amphidromic points
to the east; by the time the tidal wave reaches the eastern part of the basin, it has already lost
part of its energy.
Figure 5.11: Empirical construction of the co-amplitude lines (dashed, in cm) and co-phase lines (solid,
in degrees) of the dominant tidal constituent in the North Sea. [From Proudman & Doodson, 1924.]
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5.6 Modified Kelvin waves
In this section, we resume the discussion of Section 5.3 on the solution of a single Kelvin wave
propagating along a vertical wall.
We first do a reality check, by looking at a west-east cross-section of the southern Atlantic
Ocean at 30◦S, between the coasts of Brazil and South-Africa, see Figure 5.12. It shows the
temperature distribution as well as the shape of the bathymetry. In the middle of the basin,
there is a system of ridges and seamounts (part of the mid-Atlantic ridge); at both sides of the
basin, it looks like there are nearly vertical walls, forming the transition from the deep ocean to
the continental shelf, the continental slope. Of course, they are not at all vertical walls, since the
aspect ratio of the figure does not conform to reality. As a matter of fact, the horizontal scale
is vastly larger than the vertical scale; thus, the steepness of the continental slope is usually
10% or less. There is a small but significant fact that calls our attention in Figure 5.12: the
continental slope doesn’t extend to the surface, but leaves a narrow opening, the entrance of
the shallow continental shelf seas.
Figure 5.12: Longitudinal cross-section of the southern Atlantic Ocean at 30◦S, showing the temperature
field (lower than 5◦C in blue, higher than 5◦C in red) and the bathymetry. [From Wu¨st & Defant, 1936.]
In this section, we still retain the simplification of a vertical slope, but now take into account
the narrow opening at the top, as sketched in Figure 5.13. This opening, small as it may seem
in comparison with the depth of the ocean, profoundly changes the solution of the Kelvin
wave of Section 5.3.
In Figure 5.13, the continental shelf has width L and depthHs, while the depth of the ocean
is H (as before). The depth is piece-wise constant; at either side of the continental slope, the
equation to be satisfied is (5.12), but with H replaced by Hs over the shelf.
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Figure 5.13: A schematic representation of the transition between the deep ocean and the continental
shelf.
We anticipate that, not unlike the Kelvin wave, the tide propagates along the continental
slope, i.e. each of the fields is proportional to exp i(ly − ωt). We can then write
η = ηˆ(x) exp i(ly − ωt) ; u = uˆ(x) exp i(ly − ωt) ; v = vˆ(x) exp i(ly − ωt) ,
where the functions ηˆ(x), uˆ(x) and vˆ(x) are to be determined. Here, the wavenumber l has to
be found from a dispersion relation; as we will see below, it turns out to be different from the
one of the classical Kelvin wave of Section 5.3, which was ω/c0 according to (5.23). From (5.12)
we obtain the following equation for ηˆ(x);
ηˆ′′ −
[
l2 − ω
2 − f2
gH(s)
]
ηˆ = 0 , (5.42)
where the prime indicates a derivative to x. The current velocity functions uˆ(x) and vˆ(x) can
be expressed in terms of ηˆ, using (5.13) and (5.14),
uˆ =
ig
ω2 − f2 (flηˆ − ωηˆ
′) ; vˆ =
g
ω2 − f2 (ωlηˆ − fηˆ
′) .
We assume the factor in brackets in (5.42) to be positive in the deep ocean (and denote it
by m2), and negative on the shelf (−m2s).5 We thus impose an exponential solution in the deep
ocean and a sinusoidal one on the shelf:
ηˆ =
{
a expmx x < 0
a(cosmsx+ γ sinmsx) x > 0 .
(5.43)
Here a is an arbitrary coefficient, fixing the amplitude of the signal; γ is determined below.
The choice on m and ms implies a restriction on l; it is now bounded by
ω2 − f2
gH
< l2 <
ω2 − f2
gHs
.
We impose two boundary conditions over the continental slope (x = 0): first, continuity of
surface elevation η, and second, continuity of the cross-slope flux: Hu|x=0− = Hsux=0+ . The
former is already satisfied (because of (5.43)), and the latter implies
H(fl − ωm) = Hs(fl − ωγms) ,
5This assumption presupposes that we are considering super-inertial tides, i.e. ω > |f |, which applies to diurnal
tides at latitudes lower than approximately 30◦N/S, and to semi-diurnal tides everywhere except in polar regions.
For sub-inertial tides, on the other hand, a different type of solution applies, the so-called double Kelvin-wave, which
decays exponentially in both directions.
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so that
γ =
Hωm− (H −Hs)fl
Hsωms
.
Finally, we impose the condition u|x=L = 0, i.e. zero normal current velocity at the end of the
shelf. This implies
(fl − ωmsγ) cosmsL+ (flγ + ωms) sinmsL = 0 . (5.44)
This is now the dispersion relation; it yields wavenumber l for given tidal frequency ω (and fixed
constants f , H , Hs and L). The equation is transcendental and cannot be solved by analytical
means, but it can easily be solved numerically (e.g. using the Newton algorithm, or simply by
inspection, plotting the left-hand side as a function of l).
Figure 5.14: The presence of a continental shelf (at x > 0) leads to a modified Kelvin wave. This figure
show a snapshot of a northward propagating wave. Notice the presence of a cross-slope current velocity
in panel c, and the associated cross-slope flux in panel d. Here Hs = 200 m and L = 200 km. The tidal
frequency is M2, latitude is 45◦N. The dispersion relation (5.44) gives wavenumber l = 7.968 × 10−7
rad m−1.
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An example of the resulting solution is shown in Figure 5.14. The presence of the shelf
has a number of consequences. First, the wave is shortened (i.e. l is larger) compared with
the classical Kelvin wave. Second, the phase of the along-slope current reverses across the
slope (Figure 5.14b). Third, and most importantly, there is now a cross-slope current. From
Figure 5.14c this is obvious for the shelf-region, but in the deep ocean it is hardly visible. Its
presence becomes clear if we look at the cross-slope flux, Q (Figure 5.14d). In accordance with
the boundary conditions we imposed, the flux is continuous over the slope, where it takes its
largest value. Despite the utter simplicity of the model, the value for the cross-slope flux in
Figure 5.14d is realistic (given that we have chosen a realistic value for the surface amplitude,
η). In the Bay of Biscay, for example, the cross-slope flux typically lies in the range 30-40 m2s−1.
The presence of a cross-slope current velocity, in combination with variations in depth, im-
plies the presence of a vertical velocity. The relevance of such a vertical tidal current becomes
apparent if we introduce a more realistic vertical structure of the ocean. So far, we have as-
sumed that density ρ is constant, but Figure 5.12 clearly indicates that temperature varies in
the vertical. Together with variations in salinity, this makes the density vary in the vertical:
ρ(z). We can thus define levels of equal density: isopycnals. Over the slope, then, these isopyc-
nals are periodically lifted up and pulled down by the vertical tidal current. Like in a stretched
rope or string, such an oscillation, forced at one point, engenders waves travelling away from
that point. These internal tides propagate away from their source into the deep ocean and onto
the shelf. Globally, a significant amount of energy is thus lost by the surface (i.e., barotropic)
tide to the generation of internal (i.e., baroclinic) tides, see p. 73.
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Tidal dissipation I
The tide-generating forces by the Moon and Sun drive the terrestrial tides and thus provide an
input of energy. These forces create tides in the oceans, the atmosphere and the ’solid’ Earth,
but the first is dominant in terms of of energy, or power: 3.5 TW (Tera Watt, Tera=1012).
In the oceans, where does the tidal energy go? The larger part of it is dissipated in shelf seas,
by bottom friction. In the shallow shelf seas, tidal currents are generally much larger than in
the deep ocean, and the frictional force is quadratic in the current velocity.
However, this is not the whole story, because part of the energy of surface (barotropic) tides
is converted into internal tides. As outlined in Section 5.6, this conversion takes place over
steep slopes – of which there is no lack in the ocean, see Figure 5.12! These internal tides can
propagate into the abyssal ocean and be a local source of mixing when they become unsta-
ble and break. One of the important developments in physical oceanography of the past 20
years has been the insight that this local mixing plays a key role in maintaining the large-scale
thermohaline circulation. In a fascinating way, the smallest and the largest scales are linked.
An example of a breaking internal tide (over Great Meteor Seamount, in the Atlantic Ocean). Temperature (from
12.3◦C in blue to 14.1◦C in red) is depicted as a function of time in the horizontal, the entire interval being 14
minutes. The vertical stretch is 50 m, in height above the bottom.
W. Munk & C. Wunsch, The Moon, of course. . . . Oceanography, 10 (3), 132–134, 1997.
H. van Haren & L. Gostiaux, Energy release through internal wave breaking. Oceanography, 25 (2),
124–131, 2012.
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Chapter 6
Tidal currents
In previous chapters, we have focussed on tidal oscillations of the sea surface, but the wave
solutions from Chapter 5 already indicate that these oscillations are accompanied by tidal cur-
rents. At the same time, it has become clear from Figures 5.9 and 5.10 that locally the relation
between the two is not always straightforward.
Generally, progressive water waves have a particle movement as depicted in Figure 6.1,
with surface elevation and current being in phase. Applied to tides, the figure needs adjust-
ment since the wavelength is much larger than the amplitude, by a factor of a million. This
stretching of the horizontal scale means that the particle motion becomes essentially horizon-
tal, with the particles moving back and forth. Along with these water motions, suspended
or dissolved matter like sediment or nutrients are transported, too. In this chapter, we take a
closer look at these currents and transports.
Figure 6.1: A progressive water wave and the accompanying motions of the water particles. [From Groen
& Dorrestein, 1976.]
6.1 Progressive versus standing waves
Along straight coastlines, the propagation of the tide often has the character of a progressive
wave (Figure 6.1). However, as soon as the tide approaches a boundary of a semi-enclosed
basin, like in the basins of the Wadden Sea of Figure 1.6, wave reflections occur and the tide
may get the character of a standing wave, or usually a mixture of progressive and standing. A
typical example is shown in Figure 6.2. Even in a case as simple as Kelvin waves in a channel
(Figure 5.6, last panel), the phase difference between elevation and currents varies spatially
over the whole range; the wave is anywhere between progressive and standing.
In a standing wave, tidal currents are highest at the nodes, while the surface elevations are
highest at the antinodes (Figure 6.3). In-between those extremes, where one has both currents
and elevations, the two are ninety degrees out of phase in time: at high or low waters, currents
are zero, and vice versa. This stands in clear contrast to a progressive tide, where surface
elevations and currents are in phase.
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Figure 6.2: Time series covering one tidal period at a station in Vlie inlet (western Dutch Wadden Sea),
using an Acoustic Doppler Current Profiler (ADCP) to measure the current (in color). Also indicated are
the moments of high water (HW) and low water (LW). Slack (Dutch: kentering) is the state of a vanishing
current, in the turn from ebb to flood or vice versa. [After Gerkema et al., 2014.]
In semi-enclosed basins, like in a barrier-island system, resonance may occur under certain
conditions. When the tide has the character of a standing wave and the length of the basin is
(approximately) equal to one quarter of the wavelength of the tide (cf. Figure 6.3), then a node
at the entrance, with correspondingly small amplitudes, nevertheless implies high amplitudes
at the back of the basin (antinode).
Figure 6.3: Two snapshots of a standing wave, at moments of maximum elevations. When going from
one state to the other, the currents are as indicated by the arrows. [From The Open University, 1989.]
Paradoxically, making a basin smaller may lead to higher amplitudes if the change in size
means that the basin is brought closer to resonance. This was the case when the former
Zuiderzee was closed by the construction of the Afsluitdijk in 1932 (Figure 6.4); as a result,
the tidal elevations in the Waddenzee increased.
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Figure 6.4: The closure of the Zuiderzee in 1932, which brought the remaining tidal basins closer to
resonance. [From Thijsse, 1972.]
6.2 Tidal excursion
Let
u = U cosωt
be the velocity of a particle oscillating back and forth with amplitude U and at tidal frequency
ω. By integration, we find the position x of the particle, as a function of time,
x =
U
ω
sinωt .
The distance U/ω is called the tidal excursion. It indicates how far the transport back and forth
reaches. Typically, in coastal areas, it attains values of the order of 10 km.
For a progressive tidal wave, maximum currents are reached during high and low waters,
the maximum flood and ebb. The turning of the tide is called slack tide (Dutch: kentering). In
Figure 6.5, we sketch how a water particle moves back and forth during a full a tidal cycle.
Figure 6.5: Sketch of the motion of a particle during a tidal cycle, for a progressive tidal wave.
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This is, of course, an idealized picture. In reality, a particle will never exactly return to
its original position. Still, the notion of the tidal excursion is useful in that it provides an
indication of how far constituents in the water may travel during a tidal period.
6.3 Transport of material
Along a straight coast, as mentioned before, the tide has often the character of a Kelvin wave.
This implies that the currents are predominantly along the coast. With the water, also material
dissolved or suspended (e.g. fine sediment) in the water moves back and forth along the coast.
The typical distance of this movement is the excursion length, discussed in the previous sec-
tion. By contrast, wind waves will typically approach the coast normally and are in large part
responsible for transport of sediment in the normal direction: toward or away from the coast.
In barrier-island systems, on the other hand, the tide enters via the inlets that separate
the islands. During flood, the basins are filled; during ebb, the water flows back into the
neighbouring sea. The amount of water involved is called the tidal prism. Typical values are
shown in Figure 6.6, again for the Dutch Wadden Sea.
Along with the large amounts of water moving in and out with the tide, also fine sediments
are transported. The tidal signature in these sediment fluxes is clearly seen in data collected
during a tidal cycle, see the example of Figure 6.7. These measurements were made in the Vlie,
the inlet west of Terschelling. Several millions of kilograms of suspended sediment are moved
in and out with the flood and ebb. But what is the net result of these oscillating transports?
This is an important question, especially in the long run, since this determines the long-term
evolution of the basin. With a significant steady import of sediment, for example, the basins
may in the end be filled up. Conversely, if a net export occurs, the basin would deepen and
intertidal flats may disappear. These net effects should be regarded in relation to the local sea-
level rise. In practice, it is extremely difficult to obtain reliable estimates of these net transports,
as they vary strongly from one tidal cycle to the next, mainly due to wind variability, and a
long-term mean net effect is difficult to ascertain.
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Figure 6.6: The tidal prisms in the Dutch Wadden Sea: results from a state-of-the-art numerical model.
These are long-term mean values. Some day-to-day variability (typically within 20%) occurs because of
the different tidal constituents involved, e.g. spring-neap cycles, and wind effects. [From Duran-Matute
et al., 2014.]
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Figure 6.7: Temporal evolution of the fluxes of suspended sediment (brown) and water (blue), through
the main channel of the Vlie, on two different days in 2012. [From Gerkema et al., 2014.]
Figure 6.8: Tidal ellipses of the M2 constituent at various positions in the vertical, derived from month-
long current meter records in the North Sea, where local water depth was 49 meter. [From Maas & Van
Haren, 1987.]
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6.4 Vertical structure of tidal currents
So far, we have ignored the vertical structure of the tidal current, or we have assumed that it
is vertically uniform, like in Chapter 5.
In general, tidal currents have a component in both of the horizontal directions, resulting
in a tidal ellipse, as sketched in Figure 5.7.
Measurements indicate that this current ellipse varies in the vertical; an example from the
North Sea is shown in Figure 6.8. Naturally, the ellipse becomes smaller near the bottom,
where we expect currents to dwindle due to bottom friction. However, there are also variations
in the eccentricity of the ellipse as well as in its horizontal orientation, the cause of which is
not immediately clear. We therefore take a closer look at the equations governing the vertical
structure of the current, taking into account bottom friction and Coriolis effects as well.
Before looking into the vertical structure itself, we take a look at the current ellipses and
the mathematical ways to describe them.
Figure 6.9: A tidal current ellipse, in the u, v-plane, with semi-major axis a and semi-minor axis b.
6.4.1 Tidal current ellipses
We consider a tidal constituent, whose current is sinusoidal in time at frequency ω. The hori-
zontal current components u and v of this constituent then together form an ellipse, traversed
in time. This is illustrated in Figure 6.9, where we trace (u(t), v(t)) in the u, v-plane. For speci-
ficity, we regard u as the west-east current and v as the south-north current. In this example,
the maximum current occurs for neither of these directions, but somewhere in-between, at
angle φ. The ellipse of Figure 6.9 can be described by the following set of equations:
u = a cosωt cosφ− b sinωt sinφ (6.1)
v = a cosωt sinφ+ b sinωt cosφ , (6.2)
involving three constants a, b and φ. (A fourth constant may be introduced via an arbitrary
phase shift, replacing t with t+ t0.)
From these expressions, it may not be obvious that they describe an ellipse. However, if
we consider the special case φ = 0, the equations become
u = a cosωt (6.3)
v = b sinωt , (6.4)
so that
u2
a2
+
v2
b2
= 1 ,
which accords with the definition of an ellipse.
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Equations (6.3) and (6.4) describe an ellipse whose axes are aligned with the u and v axes.
If we now rotate that ellipse over an angle φ,(
u
v
)
=
(
cosφ − sinφ
sinφ cosφ
)(
a cosωt
b sinωt
)
,
the resulting equations are again (6.1) and (6.2), describing the tilted ellipse of Figure 6.9.
There are two special cases:
• the ellipse becomes circular if b = a;
• the ellipse becomes rectilinear if b = 0.
We will take a always positive. Then the sign of b determines the sense in which the ellipse is
traversed in time: counterclockwise (cyclonic in the Northern Hemisphere) if b > 0; clockwise
(anticyclonic in the Northern Hemisphere) if b < 0. In practical terms, this sense of rotation
determines whether maximum eastward currents are followed by maximum northward or
maximum southward currents.
6.4.2 Phasors
We will now cast the expressions (6.1) and (6.2) in a different form. At first sight, these mathe-
matical manipulations seem to make things more complicated, but they later turn out to facil-
itate the analysis. Behind the manipulations lies the elegant geometrical idea that the ellipse
of the previous section can be interpreted as the sum of two circles, with different radii, which
rotate in opposite senses – the counter-rotating phasors.
First, we write the cosine and sine in complex notation:
cosωt =
eiωt + e−iωt
2
; sinωt =
eiωt − e−iωt
2i
.
Substitution into (6.1) and (6.2) gives, after some rearrangement of terms,
u = 1
2
(a cosφ+ ib sinφ)eiωt + 1
2
(a cosφ− ib sinφ)e−iωt
v = 1
2
(a sinφ− ib cosφ)eiωt + 1
2
(a sinφ+ ib cosφ)e−iωt .
With the shorthand notation U = 1
2
(a cosφ+ib sinφ) and V = 1
2
(a sinφ−ib cosφ), this becomes
u = Ueiωt + U∗e−iωt ; v = V eiωt + V ∗e−iωt , (6.5)
where the asterisk denotes the complex conjugate. It is crucial to realize that u and v are here
still real.
The special cases of the previous section can now be characterized in terms of U and V : the
ellipse becomes circular if U = ±iV ; rectilinear if U and V are both real; without tilt if U is real
and V imaginary.
The final step is to combine u and v into one complex variable, which we call R:
R = u+ iv . (6.6)
Thus, the real part of R is u; the imaginary part, v. Combining this with (6.5),
R =
counterclockwise︷ ︸︸ ︷
(U + iV )eiωt +
clockwise︷ ︸︸ ︷
(U∗ + iV ∗)e−iωt . (6.7)
In the complex plane (horizontal: real part; vertical: imaginary part), these terms describe
circles with opposite senses of rotation: the first is counterclockwise; the second, clockwise.
Their radii are |U + iV | and |U∗ + iV ∗|, respectively.
81
Denoting the counterclockwise term by R+ and the clockwise term by R−, we plot each
separately, as well as their sum, in Figure 6.10.
Figure 6.10: The counter-rotating phasors R+ and R−: four moments, indicated by green symbols, illus-
trate how the superposition of the phasors produces an ellipse, on the right.
The special cases can now be characterized as follows: the ellipse becomes circular if one
of the two phasors vanishes (i.e., has zero radius); the ellipse becomes rectilinear if the two
phasors are of equal radius.
6.4.3 Vertical structure
Our starting point is the set of horizontal momentum equations (5.6) and (5.7), but now with
an additional viscous term:
∂u
∂t
− fv = −g ∂η
∂x
+K
∂2u
∂z2
(6.8)
∂v
∂t
+ fu = −g ∂η
∂y
+K
∂2v
∂z2
. (6.9)
Here K is the eddy viscosity, which we assume to be constant. We combine (6.8) and (6.9) by
multiplying the latter with i and adding them up; with the earlier definition R = u + iv, we
then obtain
∂R
∂t
+ ifR = Υ +K
∂2R
∂z2
, (6.10)
where Υ = −g(∂η/∂x+ i∂η/∂y), which is independent of z. We can decompose R into phasors,
as in the previous section: R = R+ +R−, and similarly for Υ. Each phasor has to satisfy (6.10),
so
+ iωR+ + ifR+ = Υ+ +K
∂2R+
∂z2
(6.11)
− iωR− + ifR− = Υ− +K∂
2R−
∂z2
. (6.12)
Notice the minus sign in the first term of (6.12). At this point we start to see that the phasors
behave differently in the vertical, which implies vertical variations in the ellipse. We can write
(6.11) and (6.12) together as
i(f ± ω)R± = Υ± +K∂
2R±
∂z2
. (6.13)
This second-order ordinary differential equation has constant coefficients and is easy to solve:
R± =
Υ±
i(f ± ω) +A
± sinh(α±z) +B± cosh(α±z) . (6.14)
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The first term on the right-hand side forms a particular solution, while the second and third
terms form the general solution, with arbitrary constants A± and B±. We introduced
α± =
(
i(f ± ω)
K
)1/2
=
i± 1√
2
(
ω ± f
K
)1/2
.
This constant features the Ekman-layer thickness
√
2K/(ω ± f). The crucial point is that the
phasor R− has a thicker Ekman layer than the phasor R+. For example, in the North Sea their
ratio is
√
(ω + f)/(ω − f) = 3.3 for M2.
The constants A and B can be solved by applying boundary condition at the surface and
bottom. We impose a free-slip condition at the surface (∂R±/∂z = 0 at z = 0) and a no-slip
condition at the bottom (R± = 0 at z = −H). An example is shown in Figure 6.11; the ellipse
goes from near-rectilinear at the surface to more circular near the bottom.
It should however be noticed that the behaviour near the surface depends on how we
choose Υ±. This model allows us to calculate the variation of the tidal current ellipse, but it
does not imply by itself what the ellipse is like near the surface.
Here we tookK constant, but a depth-varyingK would be more realistic, especially if a py-
cnocline is present, which diminishes K. In a simple approach, one may put this dependence
as
K ∼ 1
dρ/dz
.
The upper layer then becomes decoupled from the lower layer, which affects the phasor R−
more than the phasor R+. Hence elliptical properties in the upper layer would undergo a
modification.
Figure 6.11: Vertical variation of the radii of the phasors (left), and of the resulting tidal current ellipses
(right). The parameters are: water depth H = 15 m, latitude φ = 53◦N, tidal frequency is ω = 1.405 ×
10−4 rad/s (M2) and eddy viscosity K = 1× 10−3 m2/s.
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Tidal dissipation II
The tide-generating forces by the Moon and Sun provide a power of 3.7 TW into terrestrial
tides (p. 73). This implies an identical loss of energy in the Earth/Moon and Sun/Earth sys-
tems. How does this loss become apparent? Focussing on the Earth/Moon system, we can
identify two important effects, although they are extremely small on a human time-scale. The
first is a decrease in the Moon’s orbital speed. By conservation of angular momentum, this
means that the Moon must slowly drift away from the Earth. The effect has been measured in
lunar laser-ranging experiments. In the first mission to the Moon (Apollo 11, 1969), a mirror
was placed on its surface. Laser beams sent from the Earth to the mirror are thus reflected;
from the time it takes for the light to return, the distance can be very accurately measured. It
turns out that the Moon’s distance increases on average by 3.8 cm/year.
Courtesy NASA Goddard Space Flight Center
There is yet another effect. The rate of Earth rotation decreases slowly: the days become longer
by 2.4 milliseconds per century. In part, the evidence comes from an extraordinary source:
Babylonian clay tablets! Astronomers at the time carefully recorded where and when total
solar eclipses occurred. Calculating backward, one can now compute where the total eclipse
would have been visible if the Earth had always rotated at the current rate. From the discrep-
ancy between the two, one can estimate the increase in the length of day during the historical
period.
F.R. Stephenson, Historical eclipses and Earth’s rotation. Astronomy & Geophysics, 44(2), 2.22-2.27, 2003.
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Appendix A
The tidal period – what is it?
With ebb and flood, large amounts of water and sediment (and other constituents) are flushed
back and forth. What often interests us most is the net result of this process; this means that
we have to integrate the (instantaneous) transport over a tidal cycle. However, the duration of
that cycle – the tidal period – appears to be ambiguous.
This is not by lack of a suitable definition, on the contrary. One can define the tidal period
as the time interval between successive low waters, or between successive high waters, or
between alternate slacks (selecting slacks from flood to ebb, or from ebb to flood), or between
alternate transits through mean sea level, etc. The problem is that these definitions provide
different answers, even in their long-term statistics.1
An example for the cases of low and high water is shown in Figure A.1. Clearly, the tidal
periods based on low or high waters can differ considerably, sometimes more than an hour.
For both definitions, the spread is large, with values lying anywhere between 11 and 14 hours.
In the course of time, the periods vary in a complex way, although one can discern a diur-
nal inequality as well as a variation with the spring-neap cycle (periods are generally shorter
during spring tides). Statistical differences, adopting both methods plus an additional third
method, are shown in Figure A.2.
Figure A.1: Example of tidal periods derived from measurements at the tide gauge of Vlieland Harbour
(western Dutch Wadden Sea) during the first three months of 2009. The time between successive low
waters is shown in red, the time between successive high waters, in blue. Also indicated are the times of
new and full moon, with black and white circles, respectively. In this region, spring tides occur about 2
days after full or new moon. For reference, the duration of the M2 constituent is indicated as well. [From
Duran-Matute & Gerkema (2015).]
Two causes underlie this problem. The first is that the observed tide forms the superposi-
tion of many tidal constituents (see Chapter 4). Each of them has a well-defined period, which
1For a quantitative analysis, see Duran-Matute & Gerkema (2015).
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originates from the astronomical motions. In general, however, the periods of different con-
stituents are incommensurable, their fractions being irrational. This fact, too, has its origin in
astronomy, with its incommensurable periods of the mean solar day, synodic month, tropical
year, lunar nodal cycle, etc. This is also the reason why it has proved to be impossible to con-
struct a properly working calendar based on those periods (see page 37). For the tides, the
implication is that the sum of the tidal constituents shows a distinct lack of periodicity; the
tidal period becomes an elusive concept.
Second, the effects of wind blur the definition even more. For example, the time between
consecutive low waters can be prolonged if the second low water is delayed by a surge due to
a storm.
As an aside, we draw attention to an intriguing feature hidden in the tide gauge record.
If we calculate the long-term average of the tidal period, using any definition, we find this
mean to be equal to the M2 period. At first sight, it is puzzling why this specific period should
come out of a complex time series that involves many other tidal constituents as well as wind
effects. However, the underlying cause is purely mathematical. This can be seen from a simple
exercise: if one adds two sinusoidal waves with unequal amplitudes and with periods whose
fraction is irrational (e.g., those from the M2 and S2 tidal constituents), then the period between
successive minima (low waters) or maxima (high waters) varies, but their long-term average
precisely matches the period belonging to the larger of the two sines.2 It is only for a narrow
regime when amplitudes are very nearly equal that the long-term average can lie somewhere
in between the two fundamental periods. It is for this reason that the M2 period (being the
strongest constituent at Vlieland Harbour) can be deduced very accurately from the tide gauge
data – without any recourse to astronomical considerations.
Figure A.2: Histograms of tidal periods derived from measurements at the tide gauge in Vlieland Har-
bour for the years 2009–2011. Different definitions of the tidal period are adopted: a) the time between
successive low waters; b) the time between successive high waters; c) the time between alternate transits
through the mean sea level, during the phase of rising tides. [From Duran-Matute & Gerkema (2015).]
2This can be proven mathematically if we assume that the amplitudes are very different; the problem can then be
reduced to an equation that is identical to the one in the Kepler problem.
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Further reading
The primary sources for these lecture notes were Doodson & Warburg (1941) and Bartels
(1957). For the astronomical Chapter 3, we are much indebted to the clear explanations and
figures by Gue´rin (2004). Another lucid book for the general reader is Rouch (1961), which has
regrettably sunk into near-complete oblivion.
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