ABSTRACT Low-rank and sparse decomposition based image alignment has recently become an important research topic in the computer vision community. However, the reconstruction process often suffers from the perturbations caused by variations of the input samples. The reason behind is that the consistency of the learned low-rank and sparse structures for similar input samples is not well addressed in the existing literature. In this paper, a novel framework that embeds the manifold constraint into low-rank and sparse decomposition is proposed. Particularly, the proposed approach attempts to solve the original optimization problem directly and force the optimization process to satisfy the structure preservation requirement. Therefore, this novel manifold constrained low-rank and sparse decomposition (ManiDec) can consistently integrate the manifold constraint during the non-convex optimization process, and it can contribute a better solution which is robust to the variance of the input samples. Numerical comparisons between our proposed ManiDec and some state-of-the-art solvers, on several accessible databases, are presented to demonstrate its efficiency and effectiveness. In fact, to the best of our knowledge, this is the first time to integrate the manifold constraint into a non-convex framework, which has demonstrated the superiority of performance.
I. INTRODUCTION
Image recognition or classification techniques work efficiently with controlled acquisition conditions and wellaligned images, but the dramatic appearance changes in pose, significant illumination variation, partial occlusion, as well as reduced or even no alignment [1] , [2] all fail these approaches significantly. The extreme difficulty on alignment is especially challenging since domain transformations cause it problematical to measure image similarity for classification and recognition. Although long-standing batch image alignment has been investigated over two decades and many algorithms have been proposed, achieving a high compelling aligned image is still elusive.
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A. OVERVIEW OF THE PROBLEM
The progress of batch image alignment is accelerated by the introduction of more and more complicated image similarity measurement approaches, see [3] for example. Learned-Miller's congealing method [4] proposed an alignment approach to minimize the summation of pixel entropy value of each pixel position in the group of aligned images. Instead of utilizing the entropy, [5] presented the least squares method through minimizing the summation of squared distances among pairs of images and consequently required image columns to be almost constant. Vedaldi et al. [6] selected to minimize a logarithmic determinant measurement which can be contemplated as a smoothing representative for the rank function. However, all these approaches cannot concurrently supervise significant illumination variations and total partial occlusions or pixel corruptions in alignment that VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ frequently appear in actual images. Meanwhile, these methods cost massive time due to excessive processing. In the past decades, compressed sensing [7] has become an overwhelmingly important tool in information science, and it is widely used in signal reconstruction [8] , [9] , image denoising [1] , [10] , and data analysis [11] , [12] . For bath image alignment, if we stack each image as a column of a matrix D ∈ R m×n , then these well-aligned images can be regarded as approximately lying in a low-rank subspace L ∈ R m×n and the corruptions can be considered as a sparse outlier S ∈ R m×n [13] . Therefore, the problem can be addressed by the following optimization model:
where · 0 denotes the number of nonzero entries, and γ > 0 is a specified parameter. That is to say, the original data matrix D can be decomposed into a low-rank matrix L and a sparse matrix S. In particular, the low-rank matrix L can capture the global structure, while the sparse matrix S can capture the local structure. However, the problem (1) is NP-hard in general because of the discontinuity and non-convexity of rank(L) and S 0 . In seeking to address this challenge, researchers have developed many new statistical tools to analyze such problems. Among these, the robust principal component analysis (RPCA) [14] is arguably the most intensively studied, which is given as follows, 
in which · * is the sum of all singular values, and · 1 is the sum of absolute values of all entries. It has been proved that, if the singular vectors of L satisfy some incoherent conditions, e.g., L is low-rank and S is sufficiently sparse, then L and S can be accurately recovered with high probability, which gives a theoretical convergence guarantee of the RPCA. At present, the RPCA is one of the most classical and important techniques in multivariate data analysis for finding the correlation between two sets of multidimensional variables. We refer to [15] - [22] , for broad applications in areas such as motion saliency detection, image alignment, 2D image processing and deep learning. More references can be found in recent survey papers [23] , [24] . A significant issue of RPCA is that it depends crucially on one assumption that the specified images are pixel-wise aligned. In fact, even slight misalignment would break the linear structure in the information. As a result, the performance of RPCA will be considerably perverted under the circumstance of rotation, corruption, occlusion, misalignment, etc. To alleviate this issue, Yigang et al. [25] proposed the following robust alignment by sparse and low-rank
where D • τ means enforcing certain transformations τ 1 , . . . , τ n on the two-dimensional domain of each image, respectively. The motivation is to discover an optimum set of transformations τ so that the transformed information D can be correctly separated as a low-rank matrix L and a sparse matrix S. Similarly, problem (3) is NP-hard. While the same convex relaxation is applied to RASL, it can be redefined as
The effectiveness of this approach for image processing has been well studied in [25] . Specifically, the rank-1 constraint is exploited in [26] to describe the strong low-rank property of background layer, and 3-D total variation measure and 1 norm are used to model the spatial-temporal smoothness of foreground layer and sparseness of noise. Mostly, the input data generally have a non-linear structure, i.e. dispensed over a manifold, which has not been thoroughly investigated in the above optimization operation. To efficiently calculate (4) from data with a nonlinear structure, Chen [27] introduced the manifold constraint and considered the following manifold constrained low-rank decomposition:
Here, L ∈ M indicates that the images are sensible supposed to be over a manifold M. This is because when the data is well-defined and arises from an inclined set of samples (faces, digits, etc.), the data is usually located on specific manifolds [28] . From the point view of optimization perspective, supposing that the process of solving optimization problems is always correlated to data information, the constraints came from data structure can enable the algorithm unaffected by variations in the test data. Actually, some critical issues in manifold constraint include how to compute the distance or similarity on an image set for each subject. To make the manifold structure to satisfy the demands of decomposition tasks, the MeADMM(manifold embedding alternating direction method of multipliers) technique based on a neighbor-preserving embedding method was proposed recently, see Fig. 1 (a) for illustration. Since images datasets generally depend on a low-dimensional manifold, it is advantageous to search the best discriminative features in a low-dimensional subspace and extinguish the unavailable information thus promoting decomposition for image sets. Extensive numerical experiments demonstrate a steady advance of performance when compared with the state-ofthe-art over an expanded range of useful data. However, it lacks a convergence analysis for the proposed algorithm. The framework of manifold constrained low-rank and sparse decomposition in this paper.
All the RPCA mentioned above and its extensions are only convex relaxations, rather than the original optimization problem. This limitation of existing works motivates us to consider an essential and challenging problem: is it possible to deal with (1) directly, and combine the manifold constraint? Inspired by works of sparse decomposition and manifold methods, we provide a definite and complete answer to this question. Our solution is inspired by the recent GoDec [29] , which is given by
where r is the low-rank level, and s is the sparse level. In particular, GoDec alternatively assigns the r-rank approximation of D − S to L and assigns the sparse approximation with cardinality s of D − L to S. It can be computed by updating L with singular value hard thresholding of D − S and updating S with entry-wise hard thresholding of D − L, individually. Empirical studies show that the results of GoDec can match those of typical matrix decomposition, e.g., RPCA. In fact, it is equalized to (1). It is well known that images samples locate at a manifold and thus manifold learning is an essential technique for sparse decomposition. For such purpose, a manifold constrained low-rank and sparse decomposition (ManiDec) model as illustrated in Fig. 1 
It is worth noting that, different from [27] and [30] , the manifold is enforced to D • τ . The reason is that both the low-rank matrix L and sparse matrix S should lie on some manifolds. Moreover, for (6) , it is possible to control the low-rank level of L and the support set of S, while RPCA cannot because they are automatically determined by the weighting parameter γ .
B. CONTRIBUTIONS
Compared to the previous work, the main contributions of our paper are summarized as:
• A novel manifold constrained low-rank and sparse decomposition (ManiDec) framework for basic image alignment is proposed, which combines manifold with low-rank and sparse decomposition to constrain continuous spatio-temporal sequences. In fact, this is the original optimization problem, rather than its convex relaxations.
• An efficient alternating projected method to optimize our proposed ManiDec model is developed, which fully utilizes the structures of low-rank, sparse and manifold so that the resulting subproblems either have closedform solutions or can be solved by fast solvers. Hence, we establish the convergence result, which shows that the derived sequence converges to a local minimum.
• Numerical experiments on various datasets even with added noises are carried out to demonstrate its superiority in terms of accuracy and speed. In particular, for windows, the running time of our proposed ManiDec is shortened more than 45% when compared with MeADMM.
C. ORGANIZATION OF THE PAPER
The remaining of this paper is organized as follows. In section II, some related works will be reviewed. The manifold constrained low-rank and sparse decomposition model and associated optimization algorithm with convergence analysis will be discussed in section III. In section IV, comprehensive experiments will be supervised to establish the superiority of the proposed algorithm, such as face images, hand-written digits and planar surface images. This paper will be concluded in section V.
II. RELATED WORKS
Manifold algorithm provides significant performance when used for scattered points, which projects the original data onto lower dimensions [31] or a well-designed manifold [32] such that its internal structure can be preserved. The neighborhood of a data point could be regarded as the tangent space of this VOLUME 7, 2019 point if it is flat enough as a plane or hyperplane. Primarily, when data comes from predefined objects of a given set of samples, the data usually resides on a specific manifold [28] . From the point view of optimization perspective, supposing that the solution of the optimization problem is always correlated to the data information, the constraints obtained from the structure of the image can enable the technique unaffected to the variations in the test data. Therefore, it is essential to combine with the data structure prior in the learning procedure, which is the main idea of the manifold data processing approach. However, only a few numbers of research approaches have been promoted to resolve the manifold learning problem of unaligned data [33] - [35] . Initially, multi-view Local Linear Embedding (MLLE) [33] suggests the local geometric details of each feature space as maintained by LLE criterion and acquires additional details by assigning different weights to local patches between features. It is obvious that these approaches are based on a fundamental assumption that it shares similar intra-class variational information. By defining a cross-view model, Multi-view Diffusion Mapping [34] utilizes the inherent relation within each view along with the mutual relations, while an indicated a random walk process among subjects is prevented from expecting among the different perspectives, which is robust to extension and insensitive to small structural modification among objects. Next, semipaired and semi-supervised generalized correlation analysis (S2GCA) [35] is utilized to analyze small sample paired data by CCA [36] . The global structure information of unlabeled data and local discrimination information of limited labelled data are exploited to compensate for limited paired. Then, a framework of embedded manifold learning method is proposed by Chen et al. [35] , which can maintain the local geometrical structure of intra-manifolds and the symmetrical structure of inter-manifolds of data positioned on multiple manifolds.
Despite these approaches could obtain acceptable performance, they are devised as an expansion of a given singleview manifold learning method, which hugely restricts the performance and generation ability between different applications. The aim of this paper is manifold learning based on multi-view learning. Furthermore, adopt for improving the reconstruction capability of low-dimensional potential space and maximize intra-class correlation and inter-class correlation, the local alignment is also introduced. It is undeniable that many learning methods have attempted to integrate the reconstructed information, but how to sufficiently conserve the information between different views is seldom considered. For example, by designing a new graph structure under the graph embedding framework, low-rank discriminant embedding (LRDE) [37] establishes a shared elements among multiple views to preserve the geometrical information, therefore, completing low-rank constraints at the sample and feature level. In [38] , a large-margin learning approach is proposed to discover predictive latent subspace Markov Network by combining data likelihood maximization and training data prediction loss minimization. In [39] , Bi-level multi-view latent space learning (BLMV) is presented to discover the similar expression for each view in the first layer and then combine different views into a lowdimensional expression by proceeding joint matrix decomposition in the second layer, and essential geometry structure of data is exploited to demonstrate the compactness and discriminative.
The premise of manifold learning is based on a priori assumptions. Different from the previous works, we explore the geometry of data distribution through the manifold constraint technique by presenting a neighbor-preserving embedding algorithm [40] and then utilize it as an added regularization term to discover the manifold estimates. This formalization method is similar to LLE [41] in calculating the weights in dimension reduction. Notably, the embedding produced by [41] is entirely based on a manifold designated by a small set of images. According to the real neighborhood of input data measured by geodesic distance information, it is possible to discover a projection on a manifold to avoid the disturbance of samples far from input data.
Assume that M is the object set which represents the manifold and x is the embedding of M with a mapping function (·). The following definitions are required in our paper.
Definition 1: The mapping function : x → M is based on the geodesic distance, which is in the neighborhood preserving embedding approach and its definition is as follows,
where W j is the Geodesic distance of the sample W j and the j-th sample in a set of M.
, where α, are employed to express the shrinkage factor and the scaler for reconstruction error, and
In the process of recovery, a large weight is reasonably assigned to the nearest point of the given points projected onto the manifold. From the Definition 1, the input sample entirely utilizes the neighborhood structure information [41] and projects it into the subspace of the manifold through the embedding function. As described in LLE algorithm [28] , a focal point on a manifold can be expressed by a small and dense set of K nearest neighbors to approximate ISOMAP(Isometric Feature Mapping) [42] . Obviously, the Geodesic distance which is employed in ISOMAP [40] is another available technique to detect the neighbors in a linear embedding.
From the above, we can see that the manifolds can present the low-dimensional features of the original image sequence well, which can encode interdependent information between different views and generate a complete potential representation that contains adequate information for all views. Compared with the classical image aligned method, the proposed manifold approach is not easily affected by the motion time and several motion cycles. Especially for running behavior, the classical methods have a shadow phenomenon, but the proposed method can overcome it. It aims to develop an unaligned manifold learning technique which can employ a potential space to conserve sufficient information of input create samples, and also improves the reconstruction capability of attained low-dimensional space.
III. ALTERNATING PROJECTED METHOD FOR (6)
In this section, we first linearize the nonlinear term in (6) , and then design an efficient algorithm by employing alternating projected techniques. Next section numerous real-data examples will be utilized to demonstrate the practical convergence behavior of this scheme.
A. ALTERNATING PROJECTED METHOD
Suppose the binocular reference coordinates and the binocular coordinates of each image are known, the difference between the two parameters is calculated and the initial transformations parameters τ [25] (τ represents the set of n transformations τ 1 , τ 2 , · · · , τ n ) is calculated by this difference. Note that D • τ is nonlinear because of the transformations τ , and it increases the difficulty of solving our proposed model (6) . In order to solve the problem efficiently, a linearization technique [25] is employed, i.e.,
where τ + τ provides at each step the novel τ during iterations while the extension τ is generated, J i is the Jacobian matrix of the i-th sample with respect to the transformation parameters, and i represents the standard bases. This leads to the following optimization problem:
For the sake of convenience, we denote
and model (7) is then reformulated as
Thus we summarize the outer loop in Algorithm 1. Furthermore, we will describe how to solve the linearized manifold optimization. Actually, it is difficult to optimize all these variables simultaneously. In order to address this problem, a solution technique by alternatively minimizing one variable with the others fixed is presented, which is the
. . , τ n [25] , [27] in certain parametric group. while not converge do 1: Compute Jacobian matrices w.r.t transformations:
2: Warp and normalize the images:
3: Solve the linearized manifold optimization:
4: Update transformations: τ ← τ + τ * ; end while Output: Solution L * , S * , τ * to problem (6).
so-called alternating projected method (APM). By employing the framework of APM, the optimization issue of (8) concerning each variable can be settled by the following subproblems.
• For variable X , the optimization subproblem can be written as
Based on Definition 1, the projection can be resolved efficiently, i.e.
. This approach has excellent embedding performance for a group of nearest samples, which is robustness to against serious corruption and illumination.
• For variable L, the optimization subproblem can be simplified to
In order to accelerate the projection of L, the BRP (bilateral random projections) based low-rank approximation is proposed in [43] , [44] . Given an m×n intensive matrix X via r BRP, i.e., Y 1 = XA 1 and Y 2 = X T A 2 , where A 1 ∈ R n×r and A 2 ∈ R m×r are random matrices, then
L is an accelerated rank-r estimation of X . The calculation of L only contains the inverse matrix of r × r and three matrix multiplications. The computational complexity is lower than SVD [45] based approximation.
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• For variable S, the subproblem can be transformed as
which can be solved by the sparse projection
and P s is defined as the best s-sparse approximation, that is the top-s of absolute values. See [23] , [24] for more details.
• For variable τ , the subproblem can be solved by τ
Finally, the proposed algorithm for (8) can be summarized in Algorithm 2.
Algorithm 2 Inner Loop of ManiDec
Input:
; end while Output: Solution L * , S * , τ * to problem (8) .
Following subsection will establish its convergence properties of our proposed Algorithm 2, which results in a fast and convergent algorithm.
B. CONVERGENCE ANALYSIS
In this subsection, the objective value X − L − S 2 F converges to a local minimum is first proved as illustrated in the following theorem.
Theorem 2: The objective sequence of X − L − S 2 F generated by Algorithm 2 converges to a local minimum. The convergence of the variables X , L, S, τ of ManiDec is demonstrated based on the framework proposed in [46] . Our proposed Algorithm 2 is equivalent to iteratively projecting onto different manifolds. The assumptions are automatically satisfied. Thus we have the following convergence theorem.
Theorem 4: The sequence {X k , L k , S k , τ k } generated by Algorithm 2 converges to a local minimum of (8) .
The proof follows a similar line of arguments as in [46] . Here we omit it for succinctness. Apparently, even though the performance of the manifold constrained low-rank and sparse decomposition in [27] is promising, it does not present convergence analysis.
IV. NUMERICAL EXPERIMENTS
In this section, the simulation experimental results on five datasets are analysed, including the Extended Yale-B database [47] , AR face [48] , LFW [49] , USPS digits [50] and planar surfaces [25] . By employing a leave-one-videoout evaluation strategy, our method is evaluated following the parameter settings of the experiment. The proposed ManiDec method is compared with some state-of-the-art methods, including RASL [25] and MeADMM [27] . For each dataset, a parameter selection is performed, including the average accuracy and total running time, and a confusion matrix analysis. For RASL and MeADMM, the parameter settings are the same as mentioned in [25] , [27] . For ManiDec, the r and s are generated by RASL (also MeADMM). Furthermore, the Geodesic distance is calculated based on X via certain neighbors K which are set to 7. We also set α = 0.05 and = 0.85 as a matter of experience. In order to show the performance of our presented approach, eight-part of the experiments are conducted, including 1) Datasets description, 
A. DATASETS DESCRIPTION 1) EXTENDED YALE-B
The Extended Yale-B is a database with 2432 images of 38 adults and each person contains 64 images. All face images have variations of acquisition conditions as different angles, illuminations and expression, which have been obtained at 30 frames per second. For 64 images of an individual with a given pose, it has been resized to 149 × 229. With the purpose of imitating the real-world data, we randomly rotate and shift the face images, and perturb each input image comprehensively through Euclidean transformation, whose rotation angle is evenly distributed in the reorganize range [−θ/2, θ/2], and whose translation of x and y-translations are evenly distributed in the range of [−x 0 /2, x 0 /2] pixels and [−y 0 /2, y 0 /2] pixels, respectively. The criterion for alignment is considered successful when the difference between the eye pixels of all processed images is controlled within the range of 1 pixel of all frames.
2) AR
The AR database includes over 4000 colour face pictures of 126 people (70 men and 56 women). All pictures are front views of faces with a different countenance, light conditions and occlusions. These images are adopted without restrictions on participants' expression, such as hairstyle, clothes, glasses, make-up. In our experiments, the 26 pictures of an individual in a specified posture were obtained with 30 frames per second, and they are resized to 88 × 88. Hence there is only a small variation in head pose and facial expressions in the pictures. Different from Extended Yale-B, glasses and scarfs severely occlude the faces. Hence we do not need to rotate or shift the images.
3) LFW
The LFW database includes 5749 images of celebrities from the internet with different subjects acquired in unconstrained surroundings. We choose 20 subjects and per person has 23 different images for our experiment, and the size of each image is 250 × 250. The face reconstruction of LFW is full of challenging because of the variances in illumination, pose, occlusion, and expression among these samples.
4) USPS
The USPS database contains 9298 images of 10-class digit subjects from 0 to 9, which is one of the standard datasets for handwritten digit recognition, and all the gray images are normalized to 16×16.
5) PLANAR SURFACES
The Planar Surfaces adapts 85 registered RAW/JPG pairs of natural scenes with 12 different camera models, the size of each image is 1600 × 1200, both ''scaled'' versions attenuating noise and compression effects and ''cut'' versions composited from patches or changing illuminations of original images.
B. VAST REGION OF ATTRACTION FOR MANIDEC
The dataset AR is selected to estimate the effect of our method. The ability of ManiDec to handle different levels of misalignment is examined. We aim to align the images to an 88× 88 pixels standard frame in which the distance among the outer eye corners is normalized to 50 pixels.
If the maximum difference among the coordinates of each individual eye angle in all images is less than one pixel in the standard frame, alignment is considered successful. Repeated experiments are conducted on images of 100 subjects in the AR database, all of which are clicked manually at the outer corner of the eye. This dataset is more challenging because per person has only 26 images. For each subject, an example of random selection misalignment as described above will be considered, and the percentage of successful alignment of all subjects will be recorded. The experimental results are shown in Fig. 2 . We noticed that ManiDec's success rate was still over 97% even though the direction of x and y had a misalignment of about 7 pixels concurrently. In Fig. 2(a) , it can be observed that the percentage of successes in 10 independent experiments is θ 0 = 0 fixed and different levels of translation x 0 , y 0 . Our algorithm always aligns the image correctly once the x 0 and y 0 are each smaller than 15 pixels, i.e., 30% distance between the eyes. In Fig. 2(b) , we specified x 0 = 0 and plotted the percentage of successful trials, while changing both y 0 and θ 0 . Consequently, ManiDec successfully aligned the presented image, although translating up to 15 pixels while rotating up to 45 • contemporaneously in-plane.
C. EFFECT WITH NUMBER OF IMAGES
This subsection estimates the influence with the number of images on the attraction region. We utilize the Extended Yale-B subset which described earlier (64 images of per person) and artificially interfere them in the same way as it was processed for the subsection IV-B (see Fig. 2 ). The results of this experiment are expressed in Fig. 3 , only images in the direction of y are disturbed, where the translation of each image is uniformly distributed in the range of [−y 0 /2, y 0 /2] pixels. More than ten independent experiments have measured the success rate of this experiment. It can be observed that the region of attraction increased with the number of images. This is because more valid information can be extracted from plenty of data. Hence, the low-rank model is more suitable for this situation. such as occlusions. For practical applications, if a given set of is known beforehand, the ManiDec technique can resolve the occlusion of these datasets. Inopportunely, this is extremely difficult to characterize analytically because it relies on many aspects, including the number of images, the number of misalignments, the expanse of linear correlation among images, etc. In our experiment, an experimental characterization is provided to fit the requirement of ManiDec with occlusion and different levels of misalignments. Primarily, 64 images per person of the Extended Yale-B dataset is employed again. We synthetically add occlusion to each image in the form of rectangular black patches at randomly selected locations. Fig. 4 shows the percentage of ManiDec successfully aligned with different misalignment options (translation along the direction of x ) and the average percentage of occluded pixels in each input image. It can be observed that ManiDec can align images effectively, even when 15% of the pixels are occluded and the alignment deviation between the images in the direction of x by up to 30% pixels.
E. MULTIPLE IMAGE DENOISING
In this subsection, ManiDec is demonstrated as a technique for concurrently aligning and denoising multiple images in the same condition. Different from occlusions that attend as adjacent blocks in the image, what we consider here is more uniform corruptions distributed throughout the image. Primarily, we consider errors in the distribution of random symbols and support models which is introduced in [14] . On the basis of this model, the probability of each pixel being corrupted independently is ρ ∈ (0, 1), and the symbols of non-zero error are evenly distributed in {+1, −1}. In our experiment, 26 images per person of AR dataset is utilized, and 20% of the pixels (i.e., ρ = 0.2) in each image are corrupted approximately. The results are described in Fig. 5 , which can be obviously observed that the output of images are well aligned concerning each other without corruptions, and the contour of the input images are well preserved and absolutely restored, except that there is a little noise around the edge of the image. Recently, an image denoising method based on low-rank matrix implementation is proposed [20] . Our approach is different from the three aspects of the above algorithms. First, the images are denoised globally instead of using the patch-based method. Second, the locations of the corrupted pixels are not demanded. Finally, the global domain transformation is restored while denoising the image simultaneously. 
F. COMPARISONS
In this subsection, two approaches proposed by [25] and [27] are qualitatively compared. Although this work also minimizes a rank surrogate, it lacks robustness to corruption and occlusion. To be compatible with [27] , we select the standard frame as 54 × 32 pixels. A random Euclidean transform is implemented for per image, whose rotation angle is evenly distributed as [−10 • , 10 • ], and whose x and y-translations are evenly distributed as [−3, 3] pixels. We also randomly selected 30 of 100 images and synthetically occluded with random chosen 17 × 10 patches, which corrupted approximately 10% of all pixels. Fig. 6 shows a visually appealing alignment generated by ManiDec. It can be observed that ManiDec accurately removes the occlusions (Fig. 6, bottom) , to generate a low-rank matrix of well-aligned images (Fig. 6,  middle) . A quantificational comparison between the three approaches is considered in table 1. Statistically, all of these approaches can achieve smaller misalignment errors for the faces with rotation, lighting variations, and shifting. However, our proposed ManiDec generates alignment within half a pixel accuracy, and the standard deviation of the restored eye corners is less than a quarter of a pixel. Particularly for the results on the last three rows, ManiDec conspicuous eliminates the illumination changes of the original image, even if there are serious illumination changes and misalignment.
G. ALIGNING DIFFERENT IMAGES 1) ALIGNING NATURAL FACE IMAGES
Meanwhile, some face samples from the LFW dataset are selected to demonstrate the effects of our algorithm. Different from the controlled samples in our previous works, these samples are exhibited with changes in illumination and occlusion and significant variations in pose and facial expression.
The Viola-Jones Face Detector is utilized to estimate the transformation of each image. Again, we aligned the image to 80 ×60 by the standard frame. For this experiment, we are using affine transformation to handle large pose variability of LFW in ManDec. Since this data set has no real ground truth, we can intuitively demonstrate the superior performance of ManiDec by plotting the average face after and before alignment. It can be observed that some celebrities from LFW dataset were individually downloaded from the internet. We noticed that the average face after alignment was significantly sharper, which indicates that ManiDec achieved better alignment results. Meanwhile, we also randomly select some images from the internet, which have various expressions and illumination. The aligned results with 48 images unutilized by ManiDec are shown in Fig. 9 , which obtained better alignment performance. By employing a face detector, the images are initially cropped to a standard frame of 80×60, which is shown in Fig. 9(a) , then the images are aligned applying the ManiDec algorithm with affine transformations of manifold constraint, the alignment results are exhibit in Figs. 9(b), 9(c) and 9(d). It can be observed that the large occlusions and severe expression variations are permanently supervised as significant magnitude errors by ManiDec. The significant expression changes are regarded as errors due to these cannot be adequately represented and implemented through a globally transformed face image. The average of the face images is also plotted for the input image D, the aligned images D • τ and the image represented by the low-rank matrix A for visual comparison, which can be observed in Fig. 7 . After error correction and alignment methods, the average face image sharpening degree is higher, indicating the effectiveness of the ManiDec algorithm. Our experiments on various database suggest that ManiDec is a superior method for image alignment especially for the complex scene so that the ManiDec can provide a novel structure for an existing face recognition process. Fig. 10 and 11 show that ManiDec achieves much better reconstruction result than RASL and MeADMM, particularly for the individuals who wear a scarf or have substantial expression changes. The last row shows that the mouths and eyes are practically recovered from the input samples, illustrating the high performance of ManiDec on image recovery. Table 2 gives a quantificational comparison among the three approaches. Statistically, It is easy to observe that all the approaches can achieve small ''Mean error'' and ''Standard error'' for the faces with rotation, lighting variations and shifting. However, our proposed ManiDec produces a smaller mean error and Standard error than RASL and MeADMM. This is also favourable for other relevant applications such as object recognition and classification. 
2) ALIGNING HANDWRITTEN DIGITS
Although the majority of the previous examples are related to images and videos of human faces, ManiDec is a common approach capable of aligning any set of images with a strong linear correlation. In this experiment, we aligned the handwritten digits extracted from USPS database and demonstrated the applicability of our approach to other types of samples, and we used 100 images of the handwritten ''1'' with a size of 16 × 16 pixels. Fig. 12 compares the performance of ManiDec to that of RASL and MeADMM. ManiDec and MeADMM obtain comparably excellent performance on this example, but RASL is unsuccessful in three images. It is easy to observe that our proposed ManiDec produces smaller ''Mean error'' and ''Standard error'' than RASL and MeADMM in Table 3 . Once again the experiment on the traditional handwritten digit images express the advantages of our approach with variations such as rotation, shift and affine transformations with manifold constraint. 
3) ALIGNING PLANAR SURFACES DESPITE OCCLUSIONS
In addition, we verify that ManiDec is utilized to align images influenced by planar homography transformation. It can be observed that the ManiDec obtains better performance than RASL and MeADMM (first and third window images in Fig. 13 and Table 4 . ManiDec not only loyally imprints the missing regions but also aligns the windows and eliminates the occluded tree branches, moreover, ''Mean error'' and ''Standard error'' is smaller than RASL and MeADMM. Combining the consistent results acquired from faces and digits databases, we can conclude that ManiDec have a higher performance for low-rank computation when the image contains the changes in rotation, occlusion and illumination. The improved presentation is attributed to manifold constraints implicitly learned from the samples. 
H. ELAPSED TIME OF ALL PROPOSED MODULES
Regarding the computational cost, we provide the running time for an example case to give an idea of the efficiency of our algorithm. On a desktop computer with an Intel Xeon W-2123 CPU of 3.6 GHz and 32 GB of memory, a MATLAB (2018b) realization of ManiDec has been utilized for image alignment. In this experiment, only 64, 26, 23, 100, 16 images from Extended Yale-B, AR, LFW, USPS and Planar Surfaces are selected for the image alignment. The comparison of running time is provided in Table 5 .
Some observations can be made: 1) Compared with MeADMM, the running time of our proposed ManiDec is shortened more than 45% in those five datasets. In particular, nearly 78% running time lower than that by MeADMM in Yale-B dataset has been achieved. This can be attributed to the non-convex constraints, which can be solved highly efficient. 2) Compared with RASL, our proposed ManiDec just need comparable running time. However, the accuracy of ManiDec has great improvement as we have presented in the aforementioned subsections. All these convince us to believe that the ManiDec is promising in the image alignment application.
V. CONCLUSION AND FUTURE WORK
In this paper, we propose a novel manifold constrained lowrank and sparse decomposition approach, in which the manifold not only takes advantage of the maximize within-class correlation and minimize between-class correlation, but also utilizes the group structure to enhance the reconstruction performance. Different from other RPCA models, such as RASL and MeADMM, the ManiDec directly solves the original optimization problem. Meanwhile, we design an efficient alternating projected method with convergence analysis.
Extensive numerical experiments are implemented on five databases to illustrate the performance of ManiDec, and the experimental results demonstrate the superiority of our proposed ManiDec technique over the RASL and MeADMM in terms of accuracy.
In future work, we are interested in the following research directions. On the technical side, extend the matrix manifold constrained low-rank and sparse decomposition to the tensor case, and study its recovery guarantee. On the algorithmic side, develop a much more efficient approach to improve the performance. On the application side, utilize it to background extraction, dynamic MRI, etc. 
