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a b s t r a c t
Recovering an unknown low-rank or approximately low-rank matrix from a sampling
set of its entries is known as the matrix completion problem. In this paper, a nonlinear
constrained quadratic program problem concerning the matrix completion is obtained.
A new algorithm named the projected Landweber iteration (PLW) is proposed, and the
convergence is proved strictly. Numerical results show that the proposed algorithm can
be fast and efficient under suitable prior conditions of the unknown low-rank matrix.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Recovering an unknown low-rank or approximately low-rank matrix from a sampling set of its entries is known as the
matrix completion problem. It has wide applicability areas such as machine learning [1], system theory [2], control [2], and
Euclidean embedding [3].
Let low-rankmatrixM ∈ Rn×m be unknown, and say k sampled entries of subset {Mij : (i, j) ∈ Ω} can be available, where
Ω is a random subset of cardinality k. Then the matrix completion problem can be described naturally as the following
constrained optimization problem:
min
X∈Rn×m
{rank(X) : Xij = Mij, (i, j) ∈ Ω}, (1)
where rank(X) is the positive singular number ofmatrix X . Thematrix rankminimization problem (1) is NP-hard because of
the combinational nature of the function rank(·). To get a more computationally tractable problem, the linearly constrained
nuclear normminimization (NNM), which can be viewed as a convex relaxation, has been considered recently. Fazel [4] had
pointed out that the convex relaxation of rank(X) in a unit ball {X ∈ Rn×m : ‖X‖2 ≤ 1} is ‖X‖∗, where ‖X‖∗ is the spectral
norm. Therefore, the NNM problem can be reformulated as the following:
min
X∈Rn×m
{‖X‖∗ : Xij = Mij, (i, j) ∈ Ω}. (2)
The connection between the problem (1) and the problem (2) is crucial. Candès andRecht [5] had claimed that, under suitable
conditions, the two problems are formally equivalent. They had proved that most low-rank matrices can be completed
exactly from most sets of sampled entries even though the cardinality of these sets is surprisingly small. Moreover, this
work can be done by solving an NNM problem; for more details see [5].
For convenience, we define PΩ to be an orthogonal projector on the set of sampled entries; i.e. PΩ(X)ij = Mij when
(i, j) ∈ Ω , and otherwise equals zero. So the problem (2) can be expressed as
min
X∈Rn×m
{‖X‖∗ : PΩ(X) = PΩ(M)}. (3)
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Since the problem (3) can be viewed as a semi-definite program [4], it can be solved directly by solvers such as SDPT3 [6]
and SeDuMi [7]. In practical problems such as dealing with Joster joke data [8], DNA data [9], and the Netflix problem [10],
however, the sizes of unknown low-rank matrices exceed greatly the limited scalability which SDPT3 can deal with.
Therefore, it is necessary to develop efficient numerical methods for dealing with large-scale matrix completion problems.
Several efficient algorithms have been developed to address the above problem (3) in recent years. The fixed point
continuation (FPC) and the Bregman iteration algorithm, proposed for dealing with the basis pursuit problem in [11], have
been extended to deal with the matrix completion problem in [12]. They solve a Lagrangian version of the problem (3), that
is,
min
X∈Rn×m
{‖X‖∗ + µ‖PΩ(X)− PΩ(M)‖2F }, (4)
where µ is a parameter. Then the parameter µ is increased by a continuous technique to get the solution to (3). The
convergence of the FPC has been proved, and numerical results show that the algorithms are faster, more powerful and
robust than SDPT3. On the basis of the Bregman iteration [13–15], the singular value thresholding (SVT) algorithm has
been proposed in [16]. It is a simple first-order and easy-to-implement algorithm for addressing this problem extremely
efficiently. The SVT can handle larger-scale problems as compared with the FPC since it utilizes the sparsity of sampled
entries and the low-rank property of the recovery matrix. Both of these properties can further reduce the computational
costs. An accelerated proximal gradient algorithm, which terminates in O
(
1√

)
iterations with an -optimal solution to
the matrix completion problem, has been proposed in [17]; there it was reported that the numerical results suggested that
their algorithm is efficient and robust in solving large-scale random matrix completion problems. Moreover, it is able to
solve random matrix completion problems with matrix dimensions up to 105 each in less than 3.5 h on a modest personal
computer. However, it does not utilize the low-rank and sparsity properties. In essence, it is an accelerated FPC algorithm.
In this study, we firstly derive a nonlinear constrained quadratic program problem by exchanging the constrained
condition and the objective function of (3). Thenwe design a new algorithm, namely projected Landweber iteration (PLW for
short), based on the projected method and Landweber iteration. Moreover, the convergence is proved strictly. Numerical
results show that PLW can be fast and efficient under some suitable prior conditions on the unknown low-rank matrix.
The remainder of the paper is organized as follows. In Section 2, the main algorithm is proposed and the relation to FPC is
discussed. In Section 3, the convergence of PLW is proved. In Section 4, numerical simulations are presented. A discussion
is given in Section 5, and acknowledgements are included at the end.
2. Projected Landweber iteration
2.1. Notation
Let X = UDiag(σ (X))V T be the singular value decomposition (SVD) of a matrix X ∈ Rn×m of rank r , where U and
V are respectively n × r and m × r matrices with orthonormal columns, and σ(X) = (σ1(X), . . . , σr(X)) is the singular
value vector with σ1(X) ≥ · · · ≥ σr(X) > 0. The nuclear norm of X is defined as the sum of its singular values:
‖X‖∗ = Σ ri=1σi(X). The spectral norm is defined as the largest singular value: ‖X‖2 = σ1(X). The Frobenius norm is defined
by ‖X‖F = (Σ ri=1σ 2i (X))
1
2 . The inner product of two matrices is denoted by 〈X, Y 〉 = ∑ Xi,jYi,j. Then ‖X‖2F = 〈X, X〉,
and 〈PΩ(X),PΩ(Y )〉 = 〈PΩ(X), Y 〉 on the grounds of the definition of operator PΩ(X), and 〈X, Y 〉 ≤ ‖X‖F‖Y‖F by the
Cauchy–Schwarz inequality.
Let the l1 norm and l2 norm of a vector be denoted by ‖x‖1 and ‖x‖2 respectively. Let BR := {x ∈ l2(N) : ‖x‖1 ≤ R} be an
l1 norm closed ball with radius R in finite dimensional space, and BR := {X ∈ Rn×m : ‖X‖∗ ≤ R} be a nuclear norm closed
ball with radius R. Let Sτ (x)i = Sτ (xi) be the vector thresholding operator, where Sτ (xi) is defined as
Sτ (xi) =
{
0 if |xi| ≤ τ
sgn(xi)(|xi| − τ) if |xi| ≥ τ . (5)
We define the matrix singular value thresholding operator as Sτ (X) = UDiag(σ (X))V T , where σ(X) = Sτ (σ (X)). Let PBR
be the vector projected operator in the closed l1 ball with radius R, denoted as PR without abuse. Similarity, PR denotes the
matrix projected operator in the nuclear norm closed ball BR with radius R. By the definition of the nuclear norm, we have
PR(X) = Udiag(σ ′(X))V T , where σ ′(X) = PR(σ (X)).
2.2. Projected Landweber iteration
We note that the problem (3) is similar to the famous basis pursuit (BP) problem [18]:
min
x∈Rm
{‖x‖1 : Ax = b},
where A ∈ Rn×m and b ∈ Rn are given. There exist two kinds of methods for addressing the BP problem. One approach is to
solve the Lagrangian version of the BP problem:
min
x∈Rn
{‖x‖1 + λ‖Ax− b‖22}.
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Another formulation is the LASSO [19] problem with the 1-norm constrained by a parameter τ :
min
x∈Rn
{‖Ax− b‖22 : ‖x‖1 ≤ τ }.
The optimization objective in the LASSO problem is a quadratic function which can be minimized easily. At the same time,
a projected operator can be constructed conveniently for satisfying the constrained condition. Therefore, starting from the
LASSO problem,many efficient algorithms have been designed for solving the BP problem. Interested readers should consult,
for example, [20–22] and their references for more details. Motivated by this line of thought, we can view the quadratic
function D(X) = ‖PΩ(X) − PΩ(M)‖2F as a penalized part and view the nuclear norm ‖X‖∗ = Σ ri=1σi(X) as a constrained
condition. Then we obtain the following nonlinear constrained quadratic program:
min{D(X) = ‖PΩ(X)− PΩ(M)‖2F : X ∈ BR}. (6)
∀α ∈ [0, 1] and ∀X, Y ∈ Rn×m, we have
D(αX + (1− α)Y ) = ‖PΩ(αX + (1− α)Y )− PΩ(M)‖2F
= ‖α[PΩ(X)− PΩ(M)] + (1− α)[PΩ(Y )− PΩ(M)]‖2F
≤ αD(X)+ (1− α)D(Y ).
It follows that the objective functionD(X) is convex. The level set BR = {X ∈ Rn×m : ‖X‖∗ ≤ R} is also convex since ‖X‖∗ is a
convex function [23]. Therefore, the nonlinear constrained quadratic program (6) belongs to the group of convex programs.
We can expect that the solution to program (6) can approximate the solution to (3) under some suitable conditions on the
unknown low-rank matrix.
In essence, the Landweber iteration Xn+1 = Xn+βPΩ(M−Xn), which can reduce the objective function of (6) efficiently,
is a gradient descent algorithmwith a fixed step size. We project Xn into the ball BR to satisfy the constrained condition and
obtain the following iterative formulation:
Xn+1 = PR(Xn + βPΩ(M − Xn)), β > 0. (7)
2.3. The relation with FPC
Two important lemmas are given at the beginning of this subsection: One describes a useful property of Sτ (X) developed
from a similar property of the vector thresholding operator Sτ (x) [21], and the other describes the relation of the matrix
projected operator PR and the matrix singular value thresholding operator Sτ (X). The relationship between the PLW and
the FPC is pointed out at the end.
Lemma 1. For any fixed matrix X ∈ Rn×m and for τ > 0, ‖Sτ (X)‖∗ is a piecewise linear, continuous and decreasing function.
Furthermore, ‖S0(X)‖∗ = ‖X‖∗ and ‖Sτ (X)‖∗ = 0 for τ ≥ max σi(X).
Proof. Let X = UDiag(σ )V T be the singular value decomposition of matrix X , where σ = (σ1(X), . . . , σr(X)) and
r = rank(X). By the definition of the thresholding operators Sτ (X) and Sτ (x), we have ‖Sτ (X)‖∗ = ‖Sτ (σ )‖1 =∑
σi(X)>τ
(σi(X)−τ). Since σi(X)−τ is a piecewise linear, continuous and decreasing function, and the number of σi(X) > τ
is finite, it follows that ‖Sτ (X)‖∗ is a piecewise linear, continuous and decreasing function. The remaining part is obviously
true by definition. 
Lemma 2. Let X ∈ Rn×m. If ‖X‖∗ > R, then the Frobenius norm projection in the nuclear norm ball with radius R is given by
PR(X) = Sµ(X) where µ (depending on X and R) is chosen such that ‖Sµ(X)‖∗ = R. If ‖X‖∗ ≤ R, then PR(X) = S0(X) = X.
Proof. When τ = 0, ‖Sµ(X)‖∗ = ‖X‖∗, andwhen τ exceeds some sufficiently large τ0, ‖Sµ(X)‖∗ = 0. So if ‖X‖∗ > R, there
must be a µ (depending on X and R) obeying ‖Sµ(X)‖∗ = R, for ‖Sτ (X)‖∗ is a piecewise linear, continuous and decreasing
function of R for fixed X by Lemma 1. On the other hand,
X0 = Sµ(X) = argminY∈Rn×m{‖Y − X‖2F + 2µ‖Y‖∗},
which implies
‖X0 − X‖2F + 2µ‖X0‖∗ < ‖Y − X‖2F + 2µ‖Y‖∗, ∀Y 6= X0. (8)
Since ‖X0‖∗ = ‖Sµ(X)‖∗ = R, ∀Y 6= X0 and Y ∈ BR, we always have
‖X0 − X‖2F < ‖Y − X‖2F . (9)
Therefore, PR(X) = Sµ(X) = X0. When ‖X‖∗ ≤ R, obviously PR(X) = S0(X) = X . 
By replacing the expressions for PR(X) = Udiag(PR(σ (X)))V T and Sµ(X) = UDiag(Sµ(σ (X)))V T in the equality
PR(X) = Sµ(X), we obtain PR(σ (X)) = Sµ(σ (X)). On the basis of the computing of the vector projected operator PR(σ (X))
in [21], the algorithm for computing the matrix projected operator PR(X) can be concluded as in Algorithm 1.
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Algorithm 1 Compute matrix projected operator
Step 1: Compute the SVD of the matrix: X = UDiag(σ (X))V T , where U ∈ Rn×r , V ∈ Rm×r , σ(X) = (σ1(X), . . . , σr(X)) is
the singular value vector, where r = rank(X) and σ1(X) ≥ · · · ≥ σr(X) > 0.
Step 2: IfΣ rl=1σl(X) > R:
• Let σ0(X) = σ1(X), σr+1(X) = 0, compute k, and set ‖ Sσk(X)(σ (X)) ‖1 = Σk−1l=1 (σl(X) − σk(X)) ≤ R <
Σkl=1(σl(X)− σk+1(X)).
• Compute ν = k−1(R− ‖ Sσk(X)(σ (X)) ‖1),
µ = σk(X)+ ν.
IfΣ rl=1σl(X) ≤ R, µ = 0:
Step 3: PR(X) = Udiag(Sµ(σ (X)))V T .
Finally, we would like to close this subsection by pointing out the relationship between PLW and FPC. Since the FPC
algorithm is Xn+1 = Sµ(Xn+βPΩ(M−Xn)), β > 0, letting Y n = Xn+βPΩ(M−Xn), there is a parameterµ depending on
matrix Y n and radius R that satisfies PR(Y n) = Sµ(Y n) by Lemma 2. When radius R is fixed, the thresholding parameter µ is
tuned by the iterativematrix Y n. Therefore, the projected Landweber iteration can be viewed as a self-adaptive thresholding
FPC algorithm.
3. Convergence analysis
In this section, we will prove that the projected Landweber iteration is convergent to the optimal solution of convex
program (6). The following two lemmas are significant because they describe a property of the matrix projected operator
PR(X).
Lemma 3. For any matrix X, PR(X) is characterized as the unique matrix in BR by
〈Y − PR(X), X − PR(X)〉 ≤ 0 ∀Y ∈ BR. (10)
Moreover the projection PR is non-expansive, i.e.
‖PR(X)− PR(X ′)‖F ≤ ‖X − X ′‖F . (11)
Proof. Because BR is convex, (1− t)PR(X)+ tY ∈ BR, ∀Y ∈ BR, and ∀t ∈ [0, 1], by the definition of the projected operator,
we have
‖X − PR(X)‖2F ≤ ‖X − [(1− t)PR(X)+ tY ]‖2F , ∀t ∈ [0, 1]. (12)
This implies
0 ≤ −2t〈X − PR(X), Y − PR(X)〉 + t2‖Y − PR(X)‖2F , ∀t ∈ [0, 1]. (13)
It follows that
〈Y − PR(X), X − PR(X)〉 ≤ 0 ∀Y ∈ BR. (14)
Conversely, if 〈Y − Z, X − Z〉 ≤ 0,∀Y ∈ BR, we have
‖X − Z‖2F ≤ ‖X − [(1− t)Z + tY ]‖2F , ∀t ∈ [0, 1]. (15)
Let t = 1 in (15), and then ‖X − Z‖2F ≤ ‖X − Y‖2F , ∀Y ∈ BR, which implies Z = PR(X). Therefore, PR(X) is characterized as
the unique matrix in BR by (10). Let Y = PR(X ′) in (10); ∀X ′, X , we have
〈PR(X ′)− PR(X), X − PR(X)〉 ≤ 0. (16)
Switching the roles of X ′ and X , one finds
〈PR(X)− PR(X ′), X ′ − PR(X ′)〉 ≤ 0. (17)
By combining these last two inequalities, we have
〈PR(X ′)− PR(X), X − PR(X)− X ′ + PR(X ′)〉 ≤ 0. (18)
Then
‖PR(X)− PR(X ′)‖2F ≤ 〈PR(X)− PR(X ′), X − X ′〉. (19)
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By the Cauchy–Schwarz inequality, we have
‖PR(X)− PR(X ′)‖2F ≤ 〈PR(X)− PR(X ′), X − X ′〉
≤ ‖PR(X)− PR(X ′)‖F‖X − X ′‖F ,
which implies that the projection PR is non-expansive. 
The following lemma can describe the characterization of the minimizer of D(X) in the ball BR.
Lemma 4. The matrix XR ∈ BR is the minimizer of the matrix function D(X) in ball BR if and only if
PR(XR + βPΩ(M − XR)) = XR, ∀β ∈ (0, 1], (20)
which is equivalent to the requirement that
〈PΩ(M − XR), Y − XR〉 ≤ 0, ∀Y ∈ BR. (21)
Proof. Because closed ball BR is convex, (1 − t)PR(X) + tY ∈ BR, ∀Y ∈ BR and ∀t ∈ [0, 1]. Let XR ∈ BR be the minimizer of
D(X) in the ball BR, and then ∀Y ∈ BR, by the definition of the minimizer and the properties of operator PΩ , we have
‖(XR + βPΩ(M − XR))− XR‖2F ≤ ‖(XR + βPΩ(M − XR))− ((1− βt)XR + βtY )‖2F (22)
which implies ‖βPΩ(M − XR)‖2F ≤ ‖βPΩ(M − XR)+ βt(XR − Y )‖2F . It follows that
0 ≤ 2t〈PΩ(M − XR), XR − Y 〉 + t2‖XR − Y‖2F . (23)
Since t ∈ [0, 1], by the above inequality, we have
〈PΩ(M − XR), Y − XR〉 ≤ 0, (24)
which is formula (21). Conversely, if amatrix XR ∈ BR satisfies the requirement (21), then 〈PΩ(M−XR), Y−M+M−XR〉 ≤ 0.
By the definition of operator PΩ , we have 〈PΩ(M − XR),PΩ(M − XR)〉 ≤ 〈PΩ(M − XR),PΩ(M − Y )〉. By combining with
the Cauchy–Schwarz inequality, we have
‖PΩ(M − XR)‖2F ≤ 〈PΩ(M − XR),PΩ(M − Y )〉
≤ ‖PΩ(M − XR)‖F‖PΩ(M − Y )‖F .
Therefore, ‖PΩ(M − XR)‖F ≤ ‖PΩ(M − Y )‖F . Then D(XR) ≤ D(Y ), ∀Y ∈ BR, which means matrix XR is the minimizer of the
matrix function D(X). Since 〈XR + βPΩ(M − XR)− XR, Y − XR〉 = 〈βPΩ(M − XR), Y − XR〉 ≤ 0, by Lemma 3, the required
condition of (21) is equivalent to (20). 
In the following, we study the minimizer of matrix function D(X) in the bounded closed ball BR. Because matrix function
D(X) is a convex function but not strictly convex, the minimizer need not be unique. However, we have:
Lemma 5. Let matrix Xi ∈ BR, i ∈ {1, 2}, be the minimizer of function D(X). Then it holds that PΩ(X1) = PΩ(X2). Conversely
for Xi ∈ BR, i ∈ {1, 2}, if X1 is the minimizer of D(X) and PΩ(X1) = PΩ(X2), then X2 is also the minimizer of D(X).
Proof. By Lemma 4, matrix Xi ∈ BR is the minimizer of matrix function D(X) in the ball BR, so ∀Y ∈ BR we have
〈PΩ(M − Xi), Xi − Y 〉 ≥ 0, which implies
− ‖PΩ(M − Xi)‖2F − ‖PΩ(Xi − Y )‖2F + ‖PΩ(M − Xi)+ PΩ(Xi − Y )‖2F ≥ 0, (25)
i.e.
D(Xi)+ ‖PΩ(Xi − Y )‖2F ≤ ‖PΩ(M − Y )‖2F = D(Y ). (26)
Thus D(X1)+ ‖PΩ(X1 − X2)‖2F ≤ D(X2) = D(X1). Therefore,
‖PΩ(X1 − X2)‖2F = 0, (27)
and hence
PΩ(X1) = PΩ(X2). (28)
The converse is obvious. 
Lemma 6. If 0 < β < 1, then limn→∞ ‖Xn+1 − Xn‖F = 0.
598 H. Zhang, L.Z. Cheng / Journal of Computational and Applied Mathematics 235 (2010) 593–601
Proof. By the definition of projected Landweber iteration and the non-expansive form of the matrix projected operator, we
have
‖Xn+1 − Xn‖ = ‖PR(Xn + βPΩ(M − Xn))− PR(Xn)‖F
≤ β‖PΩ(M − Xn)‖F
≤ · · ·
≤ βn+1‖PΩ(M − X0)‖F .
Therefore, when 0 < β < 1, limn→∞ ‖Xn+1 − Xn‖F = 0. 
It is well known that a bounded sequence must have an accumulation point in a finite dimensional space. Since the
sequence {Xn} ⊂ BR generated by projected Landweber iteration belongs to the bounded closed ball BR, there must be
a convergent subsequence, denoted {Xni}, converging to some point in BR, denoted as X#. We shall conclude that the
accumulation point X# is a minimizer of D(X).
Lemma 7. Let {Xni} be a convergent subsequence of {Xn} ⊂ BR which is generated by the projected Landweber iteration. Then
the limit X# is a minimizer of D(X).
Proof. Let {X (ni)} converge to X#; by Lemma 6, {Xni+1} also converges to X#. Because PR(Xni + βPΩ(M − Xni)) = Xni+1, by
Lemma 3, we have
〈Xni + βPΩ(M − Xni)− Xni+1, Y − Xni+1〉 ≤ 0, ∀Y ∈ BR. (29)
Let i→∞ in (27); by the continuity of the inner product, and because {Xni} and {Xni+1} converge to X#, we have
〈PΩ(M − X#), Y − X#〉 ≤ 0, ∀Y ∈ BR. (30)
By Lemma 4, the limit X# is a minimizer of D(X). 
Lemma 8. If 0 < β < 2, then the sequence {‖Xn − X#‖2F } decreases monotonically, i.e.
‖Xn+1 − X#‖2F ≤ ‖Xn − X#‖2F . (31)
Proof. Since X# ∈ BR is the minimizer of the function D(X), it holds that PR(X# − βPΩ(X# − M)) = X#. By Lemma 4, we
have
‖Xn+1 − X#‖2F = ‖PR(Xn − βPΩ(Xn −M))− X#‖2F .
Therefore,
‖Xn+1 − X#‖2F = ‖PR(Xn − βPΩ(Xn −M))− PR(X# − βPΩ(X# −M))‖2F .
Because of the non-expansivity of the matrix projected operator, it follows that
‖Xn+1 − X#‖2F ≤ ‖Xn − X# − βPΩ(Xn − X#)‖2F
= ‖(1− PΩ)(Xn − X#)‖2F + |1− β|‖PΩ(Xn − X#)‖2F
≤ ‖(1− PΩ)(Xn − X#)‖2F + ‖PΩ(Xn − X#)‖2F
= ‖Xn − X#‖2F .
In the above expression, the first and the second equations are based on the orthonormality ofPΩ , and the second inequality
is based on 0 < β < 2. 
Theorem 9. Let sequence {Xn} is generated by the projected Landweber iteration. Then {Xn} converges to a minimizer of the
matrix function D(X) in BR in the Frobenius norm.
Proof. By Lemma 7, the sequence {Xn} has at least one accumulation X# that minimizes D(X), and has a subsequence
that converges to X#. By Lemma 8, the sequence {‖Xn − X#‖2F } decreases monotonically; hence it has a limit. Therefore,
limn→∞ ‖Xn − X#‖2F = limi→∞ ‖Xni − X#‖2F = 0. 
4. The numerical experiment and implementation
This section is divided into two parts. In the first subsection, the implementation details of the PLW algorithm are listed,
including the computing of the singular value thresholding (SVD) operator, the selection of the step size, the estimating of
the nuclear norm radius, and so on. In the second subsection, two groups of simulation experiments are tested. In the first
group, we create random matrices and sampled sets, and then use PLW to recover the simulation matrices based on the
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sampled sets. In the second group, we will show that PLW can recover an unknown low-rank matrix from a few observed
entries corrupted by a small amount of noise. Both results demonstrate the performance and effectiveness of the PLW
algorithm. All the experimentswere carried out on a personal computerwith an Intel Pentium(R)4 CPU 3.06GHz and 512MB
memory, using MATLAB (version 7.01).
4.1. Implementation details
(Computing of SVD.) For both FPC and SVT, themain computational cost is in computing the singular value decomposition
(SVD). The linear time SVD algorithm, developed in [24], was used in FPC. PROPACK was employed in SVT; see [25] for
documentation and availability. PROPACK uses the iterative Lanczos algorithm to compute the singular values of a matrix
and its corresponding singular vectors directly. Because SVT naturally utilizes the sparsity of sampled entries, PROPACK
performs very well in the SVT algorithm. In this section we shall choose PROPACK to do SVD, for impartiality.
(Step size.) Although we need 0 < β < 1 when we prove Lemma 6, this choice is too conservative and the convergence
is usually slow. We follow the suggestion of [16] and choose β = 0.8/SR, where SR is the sampled ratio, and the constant
0.8 is less than the 1.2 of [16] to guarantee convergence.
(Estimation of the radius R.) We need to estimate the range of the nuclear norm radius of the randomM . In our numerical
experiments, we set R = nr as the nuclear norm radius for the random low-rank matrix M ∈ Rn×n with rank(M) = r .
Another strategy for estimating the nuclear norm radius is to employ the well-known continuous technique referred to in
the conclusion.
(Stopping criterion.) The relative error onΩ:
REΩ = ‖PΩ(Xopt −M)‖F/‖PΩ(M)‖F (32)
will be used as a stopping criterion.
(Algorithm) The implementation details of the projected Landweber iteration are described as Algorithm 2.
Algorithm 2 Projected Landweber iteration algorithm (PLW).
Input: Low-rank randommatrixM; sampled setΩ and sampled entries PΩ(M); step size β; relation error ε; maximum
iteration count Kmax; the lower bound of rank r; the lower bound of nuclear norm R.
Output: Xopt, iteration number ‘iters’, time (s).
Step 1: Let X0 = PΩ(M), iters = 0.
Step 2: for k = 1 : Kmax:
• compute Y k−1 = Xk−1 + βPΩ(M − Xk−1);
• compute the SVD of the matrix Y k−1: [Uk−1, σ (Y k−1), V k−1]r ;
• compute Xk = PR(Y k−1) using Algorithm 1;
• F the relation error REΩ = ‖PΩ (Xopt−M)‖F‖PΩ (M)‖F ≤ ε, then iters= k; break;
otherwise iters= iters+1; continue.
Step 3: Xopt = Xnum; iteration number: iters; time (s).
4.2. Numerical results
4.2.1. The noiseless case
In the first group, we created randommatricesM ∈ Rn×m with rank r by the following procedures: we firstly generated
random matrices ML ∈ Rn×r ,MR ∈ Rm×r with i.i.d. Guassian entries through the MATLAB function randn(·), and then set
M = MLMR. We sampled a subset Ω through the MATLAB function randsample(·); the sampled number is the cardinality
of Ω , denoted by |Ω|. We used SR = |Ω|/(nm) to denote the sampling ratio which means the number of measurements
divided by the number of entries of the random matrix. That an n × mmatrix with rank r depends on dr = r(m + n − r)
degrees of freedom. We defined the oversampling ratio as OSR = |Ω|/dr which means the ratio between the number of
sampled entries and the dimension of the n×mmatrix with rank r . In order to recover a low-rankmatrix, we need OSR > 1.
In our tests, we set the number of sampled entries by setting OSR.
We set the relative error bound as ε = 10−4, and thus the stopping criterion is REΩ < 10−4. For doing comparisons at
length between PLW and SVT, different tested objectives are listed in Table 1. There 500 × 500 and 1000 × 1000 are the
sizes of randommatrices, Rank(M) is the rank of the randommatrixM,OSR is the oversampling ratio, and SR is the sampled
ratio. We used (a), (b), (c) to distinguish different tested objectives with the same size.
Our computational results from PLW and SVT are displayed in Table 2. We reported the run CPU time in seconds, the
number of iterations (denoted by #iters) that it takes to exceed the relative error on Ω , and the relative error of the
reconstruction
relative error = ‖Xopt −M‖F/‖M‖F . (33)
All of these results in Table 2 are averaged over five runs. From Table 2, we can see that PLW is faster than SVT, obviously.
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Table 1
Experimental objectives.
Objectives Rank(M) OSR SR
500× 500 (a) 5 6 0.119
500× 500 (b) 20 5 0.392
500× 500 (c) 50 3 0.570
1000× 1000 (a) 10 6 0.119
1000× 1000 (b) 50 4 0.392
1000× 1000 (c) 100 3 0.570
Table 2
Comparison between PLW and SVT for noiseless data.
Objectives Results from PLW Results from SVT [16]
Time (s) #iters Relation error Time (s) #iters Relative error
500× 500 (a) 3.1 32 1.79× 10−4 25 154 2.02× 10−4
500× 500 (b) 6.2 28 1.40× 10−4 164 103 1.56× 10−4
500× 500 (c) 27.5 49 1.82× 10−4 456 134 1.75× 10−4
1000× 1000 (a) 10.5 25 1.72× 10−4 152 117 1.65× 10−4
1000× 1000 (b) 47.7 31 1.65× 10−4 1005 114 1.61× 10−4
1000× 1000 (c) 178.5 48 1.64× 10−4 2544 128 1.68× 10−4
Table 3
Comparison between PLW and SVT for noisy data.
Corrupted objectives Results from PLW Result from SVT [16]
NR Objectives Time (s) #iters Relation error Time (s) #iters Relative error
10−2
1000× 1000 (a) 5.6 13 0.71× 10−2 57 50 0.81× 10−2
1000× 1000 (b) 22.5 15 0.88× 10−2 450 47 0.97× 10−2
1000× 1000 (c) 74.7 21 1.08× 10−2 1134 50 1.11× 10−2
10−1
1000× 1000 (a) 1.9 4 1.33× 10−1 23.6 18 0.73× 10−1
1000× 1000 (b) 7.1 5 1.10× 10−1 194.8 17 0.89× 10−1
1000× 1000 (c) 19.9 6 1.28× 10−1 507.9 128 1.06× 10−1
4.2.2. The noisy case
In the second group, we take the noisy case into consideration. As regards matrix completion with noise, Candès and
Plan in [26] gave novel results showing that matrix completion is provably accurate evenwhen the few observed entries are
corrupted with a small amount of noise. Cai, Candès, and Shen in [16] tested the SVT algorithm on matrix completion with
noise. We tested this problem by using the PLW algorithm. First, we created random matrices and sampled sets as the first
group. Then we corrupted the observations PΩ(M) by noise as in the following model:
P˜Ω(M)i,j = PΩ(M)i,j + Zi,j, (i, j) ∈ Ω (34)
where Z is a zero-mean Gaussian white noise with standard deviation σ . The quantities of noise are controlled by the noise
ratio (NR) defined as
NR = ‖P˜Ω(Z)‖F/‖P˜Ω(M)‖F . (35)
We set the relative error bounds ε = 10−2 and ε = 10−1 for noise ratios NR = 10−2 and NR = 10−1 respectively. The
stopping criterion is as same as for the first group. The computational results from PLW and SVT are shown in Table 3. From
there, we see that both PLW and SVT work well, as the relative error is just about equal to the noise ratio. By comparison, it
is evident that the PLW performs better than SVT as regards CUP time and the number of iterations.
4.2.3. Summary of the results
As shown in Tables 2 and 3, we can see that not only is the number of iterations in PLW clearly fewer than that in SVT, but
also the average time for each iteration of PLW is greatly less than that for SVT. There are twomain reasons for these results.
One is that the threshold, discussed in Section 2 and determined by the nuclear norm radius, is self-adaptivewhich results in
a greatly reduced number of iterations. The other is that the low-rank property is implicitly used to implement SVD, which
greatly reduces the computation time at each iteration. As pointed out in [16], PROPACK cannot automatically compute
only those singular values exceeding some particular threshold. So one has to instead specify the number s of singular
values ahead of time, and the software will compute the s largest singular values and corresponding singular vectors. If the
smallest singular value that has been computed is less than some predefined threshold, we need to increase the number
s. In paper [16], the authors increase s by a predefined integer l repeatedly until some of the singular values fall below the
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predefined threshold. This procedure is very time-consuming since repeated computations with SVD have been made at
each iteration. In PLW, by setting an integer r based on the low-rank property for the r largest singular values, one does not
need to repeatedly implement SVD. In addition, if PROPACK has been modified as conceived in [16], then the time for each
iteration, in both PLW and SVT, would be comparable. In that case, the remaining advantage of PLW compared to SVT is that
it needs fewer iterations.
5. Conclusion
In this paper, we design a new algorithm for addressing the matrix completion problem, namely projected Landweber
iteration (PLW), based on the projected method and Landweber iteration. Its relationship to FPC is discussed and its
convergence is proved strictly. In numerical comparisons, the proposed algorithms are effective. We would like to close
our paper by discussing some advantages and disadvantages of the PLW algorithm.
(Advantage.) PLW takes the rank of thematrix into consideration. So it can compute the singular value thresholdingmore
efficiently by reducing the CPU time greatly in each iteration. As discussed in Section 2, PLW can be viewed as a self-adaptive
thresholding FPC algorithm; it only takes a few iterations to converge.
(Disadvantage.) In simulation experiments with PLW, one needs to estimate the nuclear norm radius. But in practice, we
believe that this can be done by setting the nuclear norm radius R to exceed some large value by employing the well-known
continuation technique [11].
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