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Abstract
We investigate low complexity normal bases in ﬁnite ﬁelds of the form F2n : First, we prove
that if two normal elements have the same multiplication table, then they are conjugates.
Then, we provide a partial converse to the known fact that if a generates a Type I optimal
normal basis in F2n ; then its dual basis has complexity 3n  3: Finally, we determine the
multiplication tables of low complexity normal elements that arise from products of normal
elements in subﬁelds of F2n :
r 2003 Elsevier Inc. All rights reserved.
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1. Introduction
For a prime power q and an integer nX2; let Fq and Fqn be the ﬁnite ﬁelds with q
and qn elements, respectively. An element aAFqn is normal over Fq if and only if its
conjugates a; aq;y; aq
n1
are linearly independent over Fq: When a is normal, the
basis ða; aq;y; aqn1Þ is called the normal basis generated by a:
We may deﬁne the multiplication table T of a normal element a as the matrix of
the linear transformation x/ax with respect to the normal basis generated by a:
The number of non-zero entries in T is called the complexity of T (or of a).
Multiplication tables are used in many ﬁnite ﬁeld arithmetic algorithms; for reasons
of efﬁciency it is desirable to ﬁnd normal elements of low complexity.
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The lowest possible complexity of any normal element in F2n is 2n  1; such
normal elements are called optimal. Optimal normal elements fall into two classes:
Type I and Type II. We refer the reader to [4,7] for a discussion of optimal normal
elements.
Not all ﬁnite ﬁelds have optimal normal bases, so to work efﬁciently in other
ﬁelds, other low complexity normal elements must be found. We have conducted
exhaustive computer searches of F2n ; np30; looking for all sub-optimal normal
bases of complexity less than 3n: For 15onp30; we observed that all such bases fall
into two families. We call these families Type I and Type II low complexity normal
bases, due to connections with the corresponding types of optimal normal bases.
The non-optimal low complexity elements in F2n for np15 are shown in Table 1.
We give the minimal polynomials of the normal bases together with the respective
complexity. Since conjugate normal elements have the same complexity, we have not
listed any conjugate elements. Many of the normal elements are of Type I or II;
others are likely to be artifacts of the small size of the ﬁeld in question.
We have examined the multiplication tables of these elements carefully, and in this
paper we give ways of recognizing these elements from their multiplication tables, as
it has been done for optimal normal elements [4]. In Section 2, we prove a general
result on the multiplication tables of normal elements, which is useful for classifying
normal elements.
In Section 3, we focus on Type I low complexity normal bases. We show that a
Type I low complexity normal basis is the dual basis of a Type I optimal normal
basis. This provides a (partial) converse to the fact that if a generates an optimal
normal basis, then its dual basis has complexity 3n  3 [5, Theorem 5.4.10].
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Table 1
Non-optimal normal elements of low complexity in F2n ; np15
n Minimal polynomial Complexity
4 1þ t3 þ t4 9 ¼ 3n  3
5 1þ t þ t3 þ t4 þ t5 11 ¼ 3n  4
1þ t2 þ t3 þ t4 þ t5 15 ¼ 3n
6 1þ t5 þ t6 17 ¼ 3n  1
1þ t þ t2 þ t5 þ t6 17 ¼ 3n  1
1þ t2 þ t4 þ t5 þ t6 15 ¼ 3n  3
7 1þ t6 þ t7 21 ¼ 3n
1þ t2 þ t5 þ t6 þ t7 19 ¼ 3n  2
1þ t4 þ t7 21 ¼ 3n
1þ t þ t3 þ t6 þ t7 21 ¼ 3n
8 1þ t3 þ t5 þ t7 þ t8 21 ¼ 3n  3
10 1þ t þ t3 þ t5 þ t8 þ t9 þ t10 27 ¼ 3n  3
1þ t þ t2 þ t7 þ t8 þ t9 þ t10 27 ¼ 3n  3
12 1þ t3 þ t4 þ t7 þ t8 þ t11 þ t12 33 ¼ 3n  3
1þ t2 þ t3 þ t4 þ t5 þ t8 þ t10 þ t11 þ t12 35 ¼ 3n  1
15 1þ t2 þ t4 þ t5 þ t7 þ t9 þ t12 þ t14 þ t15 45 ¼ 3n
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Moreover, we characterize the multiplication table of a Type I low complexity
normal basis.
In Section 4, we study low complexity normal elements that are products of
normal elements in subﬁelds of F2n : We characterize all multiplication tables
constructed in this way.
It should be noted that both of the constructions used in this paper are known, so
our paper does not produce any new low complexity elements. Rather, this work is
a step towards the classification of all low complexity normal elements and the
characterization of their multiplication tables.
2. A result on multiplication tables
It is clear that conjugate normal elements have the same multiplication table. In
the following, we prove the converse of this result. The proof relies on certain matrix
fields—embeddings of Fqn in the ring GLnðFqÞ: For a reference on these objects, see
[2,5, Section 1.4].
We choose a basis O ¼ fo0;o1;y;on1g for Fqn=Fq; and an element aAFqn :
Deﬁne maðxÞ : Fqn-Fqn by maðxÞ ¼ ax:
Let Mða;OÞ be the matrix of ma with respect to the basis O; let RO : Fqn-GLnðFqÞ
send aAFqn to Mða;OÞ: It is easy to check that RO is an isomorphism of algebras. As
a result, ROðFqnÞ is a faithful linear representation of Fqn ; called a matrix field.
We make two remarks:
(i) If we choose O ¼ fo;oq;y;oqn1g to be a normal basis generated by o; then
the ith row of Mðo;OÞ is the coordinate vector for the element ooqi with respect
to the basis O: That is to say, Mðo;OÞ is the multiplication table for
the normal element o:
(ii) Since RO is an isomorphism of algebras, we know that aAFqn is normal if
and only if ROðaÞ is normal in ROðFqnÞ:
Theorem 2.1. If two normal elements of Fqn have the same multiplication table, then
they are conjugates.
Proof. Suppose we have two normal elements l;oAFqn ; generating normal bases L
and O; respectively. Suppose that l and o share the same multiplication table T :
That is, ROðoÞ ¼ Mðo;OÞ ¼ T ¼ Mðl;LÞ ¼ RLðlÞ:
As o and l are normal, we know that ROðoÞ ¼ T is normal in ROðFqnÞ; and
RLðlÞ ¼ T is normal in RLðFqnÞ; or
ROðFqnÞ ¼ SpanðT ; Tq;y; Tqn1Þ ¼ RLðFqnÞ:
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In particular, RO and RL are both isomorphisms from Fqn to ROðFqnÞ: Thus R1O RL is
an automorphism on Fqn : Both RO and RL map aAFq to aIAROðFqnÞ: Hence R1O RL
ﬁxes the ground ﬁeld Fq:
Finally, from ROðoÞ ¼ RLðlÞ we have o ¼ R1O RLðlÞ: But since R1O RL is an
automorphism which ﬁxes Fq; it must send o to one of its Galois conjugates, and
the proof is complete. &
3. Type I low complexity normal bases
From this point on, we assume that q ¼ 2: The main result of this section is the
following: a Type I low complexity basis is the dual basis of a Type I optimal normal
basis. For information on dual bases, the reader is referred to [5–7].
We begin by establishing our notation. Let b be a normal element with
multiplication table B: Let a generate the dual basis; let the multiplication table of
a be A: Set bi ¼ b2
i
and ai ¼ a2i : Denote by aði; jÞ the entry of A in the ði; jÞ position,
and similarly denote by bði; jÞ the entry of B in the ði; jÞ position. Finally, if the dual
basis of fa0; a1;y; an1g is fb0; b1;y; bn1g; we say that b is the dual of a:
We now restate some standard results on normal bases (proofs can be found in
Chapter 5 of [7]).
Lemma 3.1. With the notation above, we have
aði; jÞ ¼ aði; j  iÞ for all 0pi; jpn  1:
(See [7, Eq. 5.8, p. 105].)
Lemma 3.2. The sum of the entries in the first column of A is equal to the trace TrðaÞ;
the sum of each of the other columns is zero. (See [7] in the proof of Theorem 5.1,
p. 105.)
Lemma 3.3. For 0pjpn  1; we have abj ¼
Pn1
i¼0 aði; jÞbi: That is, the columns of
A represent the coordinate vectors of abj as represented in the dual basis
fb0; b1;y; bn1g: (See [7, Eq. 5.9, p. 105].)
Because b is also normal and dual to a; these lemmata are also valid if ½a; aði; jÞ; A

are interchanged with ½b; bði; jÞ; B
:
Finally, we remark that TrðaÞ ¼ TrðbÞ ¼ 1; since we are working over F2 and
having TrðaÞ equal to zero would violate the linear independence of the conjugates
of a: The same applies to TrðbÞ:
It follows directly from Theorem 5.4.10 in [5] that, if a is a Type I optimal normal
element in F2n ; then its dual b has complexity 3n  3: We shall prove a partial
converse to this result. The proof is inspired by the work of Gao and Lenstra [4].
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Theorem 3.1. With the notation above, a generates a Type I optimal normal basis if
the complexity of B is 3n  3; and the first column of B is ½0 1 1 y 1
T:
Proof. Suppose that the complexity of B is 3n  3 and bði; 0Þ ¼ 1 for ia0: Lemma
3.2, applied to column 0 of B; implies that n is even. Let m ¼ n=2:
We begin by computing a in terms of b: Applying Lemma 3.3 to column 0 of B;
we have
ab ¼
Xn1
i¼1
ai;
implying
abþ a ¼
Xn1
i¼0
ai ¼ TrðaÞ ¼ 1:
This means that b ¼ 1þ a1:
By Lemma 3.1, we also have bði; iÞ ¼ 1 for ia0: Therefore, the main diagonal and
column 0 together contain 2n  2 of the 3n  3 ones in B: However, Lemma 3.2
implies that columns 1 through n  1 must have an even number of ones. Thus, for
1pipn  1; column i of B has precisely two ones: one in row i; and one in row i0;
say. Hence, for each ia0 there exists a unique i0 such that
bai ¼ ai þ ai0 ;
implying
aai0 ¼ aaiðbþ 1Þ ¼ ai: ð1Þ
If i0 ¼ j0 then ai0 ¼ aj0 ; and so we have
i0 ¼ j0 3 i ¼ j: ð2Þ
We now want to show that i0am for 0pipn  1: Suppose, for a contradiction, that
i0 ¼ m for some ia0: Applying Lemma 3.3, we have
bai ¼ ai þ am ) bðm; iÞ ¼ 1: ð3Þ
Also, by Lemma 3.1, we have bðm; i  mÞ ¼ 1: Because ia0; position ðm; i  mÞ
cannot lie on the main diagonal. If position ðm; i  mÞ were to lie in column 0, then
we must have i ¼ m: In this case, Eq. (3) implies bai ¼ am þ am ¼ 0; which is
impossible.
Thus the one in position ðm; i  mÞ lies neither on the main diagonal nor on the
ﬁrst column—that is, if j ¼ i  m; then j0 ¼ m ¼ i0: From Eq. (2), we have i ¼ j ¼
i  m; which is again impossible.
As a result, we must have i0am for 1pipn  1: This observation, together with
Eq. (2), implies that the mapping i/i0 is bijective from f1; 2;y; n  1g to
f0; 1;y; n  1g\fmg:
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Now, from Eq. (1), we have
aai0 ¼ ai for ia0: ð4Þ
Summing on i; we have
Xn1
i¼1
aai0 ¼
Xn1
i¼1
ai ¼ TrðaÞ þ a ¼ 1þ a;
aam þ
Xn1
i¼1
aai0 ¼ 1þ aþ aam:
Because the map i/i0 is bijective, the set famg,fai0 j i ¼ 1;y; n  1g is precisely
the same as the set faiji ¼ 0;y; n  1g; and we have
a
Xn1
i¼0
ai ¼ 1þ aþ aam;
aTrðaÞ ¼ 1þ aþ aam;
a ¼ 1þ aþ aam;
aam ¼ 1: ð5Þ
At this point we follow Gao and Lenstra’s argument in [4] to demonstrate that a
is a Gauss period of type ðn; 1Þ; for information on Gauss periods and their
importance, see [3]. We now know from Eq. (5) and the discussion above that the set
S ¼ f1gSfai j i ¼ 0; 1;y; n  1g is closed under multiplication by a: Clearly, S is
also closed under the Frobenius map, so S forms a multiplicative group of order
n þ 1: Therefore anþ1 ¼ 1: Since aa1; a must be a zero of
f ðxÞ ¼ xn þ xn1 þ?þ x þ 1AF2½x
:
Since a is normal, a must have degree n over F2n ; so f ðxÞ must be irreducible. This
in turn means that n þ 1 is prime, and the group S is cyclic, generated by a: Thus
a is a primitive ðn þ 1Þth root of unity—that is, a generator of a Type I optimal
normal basis. This completes the proof of the theorem. &
We now examine the multiplication tables of a and b closely. We know from [4]
that row m of A contains only ones. As for B; we know from the preceding proof
that, except for bð0; 0Þ; column 0 of B and the main diagonal of B contain only ones.
In fact, all other entries of A and B are identical (see Fig. 1 for an example).
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Theorem 3.2. If the element a is optimal normal of Type I, and b generates the dual
basis, then the multiplication table of b is identical to the multiplication table of a;
except for the leftmost column, row m, and the main diagonal.
Proof. From Theorem 5.9 in [7], we have the following observation.
Fact 3.1. The first column of A has a 1 in row m and zeroes elsewhere. For ja0; there
exists jam such that the jth column of A contains a 1 in row j and a 1 in row m, and
zeros elsewhere. The j are distinct and not equal to m.
In the proof of Theorem 3.1, we deﬁned a mapping i/i0; which is bijective with
domain f1;y; n  1g and range f0;y; n  1g\fmg: This map describes the positions
of the non-zero entries of B which do not lie in column 0, row m; or the main
diagonal. In order to prove Theorem 3.2, we need only show that i ¼ i0 for each i:
However, from the Fact 3.1 and Eq. (4), we have aai0 ¼ ai ¼ aai ; and hence i0 ¼ i
as desired. &
4. Type II low complexity normal bases
In this section we characterize low complexity normal elements in F2n that arise
from products of normal elements in subﬁelds of F2n :
Let n ¼ ab with gcdða; bÞ ¼ 1; and let us further assume that aAF2a and bAF2b are
both normal over F2: It is well-known (see Chapter 5 of [7] or Theorem 3.3.13 in [5])
that
Construction.
(i) g ¼ abAF2ab is normal over F2;
(ii) CðgÞ ¼ CðaÞCðbÞ; where CðaÞ is the complexity of a; and
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Fig. 1. Sample multiplication tables: a Type I optimal normal element, and its dual.
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(iii) if A is the multiplication table of a; B is the multiplication table of b; and T is
the multiplication table of g; then
T ¼ P1ðA#BÞP;
where P is a permutation matrix depending on a and b; and # denotes the
tensor product.
The goal on this section is to determine the multiplication tables of all low
complexity normal elements constructed in this way. Before we determine the
permutation matrix above, we construct elements g as above but with low
complexity, say CðgÞp3n:
Theorem 4.1. The construction above gives an element g with CðgÞp3n for n415
if and only if a ¼ 2; and a and b are Type II optimal normal elements in F2a and
F2b ; respectively.
Proof. First, we obtain some bounds on a when a and b are optimal. In this case
we have
CðaÞ ¼ 2a  1; CðbÞ ¼ 2b  1:
We impose CðgÞ ¼ CðaÞCðbÞ ¼ ð2a  1Þð2b  1Þp3n: Using that ab ¼ n; and
solving for a in terms of n we obtain
2a2 þ ðn þ 1Þa  2np0:
This quadratic in a deﬁnes two half-inﬁnite intervals in which the inequality has
a solution. The endpoints of these intervals are given by
aend ¼ n þ 17
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
n2  14n þ 1p
4
: ð6Þ
The discriminant is negative when
14 ﬃﬃﬃﬃﬃﬃﬃ192p
4
ono14þ
ﬃﬃﬃﬃﬃﬃﬃ
192
p
4
o14:
This represents only a few cases. A computer search provides all low complexity
normal elements in those extensions (see Table 1). Hence, in the following, we may
consider nX14:
We note that b is also a root of Eq. (6). We assume aob: This implies that a must
lie in the lower range
apn þ 1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
n2  14n þ 1p
4
:
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Let us consider the function
f ðnÞ ¼ n þ 1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
n2  14n þ 1p
4
:
It is easy to prove that f ðnÞ is strictly decreasing.
We now restrict a; b; n to be integers greater or equal than 2, with aob: We
observe that f ð15Þ ¼ 3; so a ¼ 3; b ¼ 5 is a solution. However, when n415; f ðnÞo3;
and hence, the only possibility is a ¼ 2:
It should be noted that if a ¼ 2 and there is an optimal normal element bAF2b ;
then this construction works since the only normal element in F22 is optimal of Type
II. It yields an element of complexity
CðgÞ ¼ CðaÞCðbÞ ¼ 3ð2b  1Þ ¼ 3n  3o3n:
Since gcdða; bÞ ¼ 1; b must be odd. Therefore, b cannot be a Type I optimal
normal element (which exist only in ﬁelds of even degree). Thus, b must be of Type
II. As a consequence, b is self-dual, and B is a symmetric matrix. The multiplication
table for a is given by
A ¼ 0 1
1 1
 
which is also symmetric. As a result, T ¼ P1ðA#BÞP is symmetric, so g ¼ ab is
self-dual.
We now focus on the case when either a or b is not optimal. First we note that the
complexity of a normal basis over F2 is always odd because the sum of the ﬁrst
column in the table is 1 and the sum of all other columns is 0. Hence, CðaÞa2a
and CðbÞa2b:
We consider the case CðaÞ ¼ 2a  1 and CðbÞ ¼ 2b þ 1; and show that no low
complexity normal bases can arise from such a and b: In the same way, we treat
the case CðaÞ ¼ 2a þ 1 and CðbÞ ¼ 2b  1: Then, any choice of a and b both non-
optimal cannot yield a low complexity normal basis.
If CðabÞ ¼ 3n  3; then a and b are optimal. If CðabÞ ¼ 3n or CðabÞ ¼ 3n  2;
then n is odd, and so a42; even optimal a and b do not provide low complexity
elements ab if a42: Therefore, we need only to consider whether we can obtain an
element of complexity 3n  1:
Let us consider CðaÞ ¼ 2a  1; CðbÞ ¼ 2b þ 1; and CðabÞ ¼ 3n  1: As before, we
obtain the quadratic equation 2a2 þ na  2n ¼ 0: Thus a ¼ nþ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
n2þ16n
p
4
o2; which is
impossible. Hence no low-complexity normal elements may be obtained if b is non-
optimal.
The case CðaÞ ¼ 2a þ 1 and CðbÞ ¼ 2b  1 is proven in the same way. Finally
we conclude that no choice of a and b; not both optimal, yields a low complexity
normal basis. &
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In the remaining of this section we determine the multiplication tables of all low
complexity normal elements constructed in this way. This amounts to determining
the permutation matrix P such that
T ¼ P1ðA#BÞP:
Theorem 4.2. The permutation matrix of the construction above is
P ¼
1 0
0 1
1 0
0 1
& &
0 1
1 0
0 1
1 0
0 1
1 0
& &
1 0
0 1
2
66666666666666666666666666664
3
77777777777777777777777777775
Proof. By the previous work in this section we know that we need only consider the
case a ¼ 2; that is, n ¼ 2b: Let A ¼ fai; j: 0pi; jp1g and B ¼ fbi; j: 0pi; jpb  1g
be the multiplication tables of a and b: Then, we have
aa ¼ a0;0aþ a0;1a2;
a2a ¼ a1;0aþ a1;1a2;
b2
i
b ¼
Xb1
j¼0
bi; jb
2 j ; i ¼ 0;y; b  1:
We examine the element ðabÞ2cab for 0pcpn  1: Since gcdð2; bÞ ¼ 1; we may
always ﬁnd c1; c2 with 0pc1p1 and 0pc2pb  1; such that
a2
c ¼ a2c1 and b2c ¼ b2c2 ;
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for each c; 0pcpn  1: Then, we have
ðabÞ2cab ¼ða2c1 aÞðb2c2bÞ
¼ ðac1;0aþ ac1;1a2Þ
Xb1
j¼0
bc2; jb
2 j
 !
¼
Xb1
j¼0
ac1;0bc2; jab
2 j þ
Xb1
j¼0
ac1;1bc2; ja
2b2
j
:
Manipulating the last two sums, and noting that b is odd and n is even, we obtain
ðabÞ2cab ¼
Xb2
j¼1
j odd
ac1;0bc2; jðabÞ2
jþb þ
Xb1
j¼0
j even
ac1;0bc2; jðabÞ2
j
þ
Xb2
j¼1
j odd
ac1;1bc2; jðabÞ2
j þ
Xb1
j¼0
j even
ac1;1bc2; jðabÞ2
jþb
¼
Xn2
j¼0
j even
ac1;0bc2; jðabÞ2
j þ
Xn1
j¼1
j odd
ac1;1bc2; jðabÞ2
j
;
where in the last line the subscripts of bc2; j are taken modulo b: Thus, if T ¼
ftc; j: 0pc; jpn  1g; then
tc; j ¼
ac1;0bc2; j if j is even;
ac1;1bc2; j if j is odd:

We compare this with
A#B ¼ a0;0B a0;1B
a1;0B a1;1B
 
¼ C:
We have
ci0; j0 ¼
a0;0bi; j if i; job;
a0;1bi; j if iob; jXb;
a1;0bi; j if iXb; job;
a1;1bi; j if i; jXb;
8>><
>>:
where i ¼ i0 mod b and j ¼ j0 mod b: Ignoring the row information for the moment,
we observe that the elements of T are the elements of A#B: Moreover, if two
elements ti; j and tk; j appear in the same column of T ; they both appear on the same
column of A#B (as expected since we know that T ¼ P1ðA#BÞP for some
permutation matrix P). Thus, the columns of T are precisely the columns of A#B;
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permuted by
0 1 2 3 4 y b  1 b b þ 1 b þ 2 b þ 3 y n  1
0 1þ b 2 3þ b 4 y b  1 b 1 b þ 2 3 y n  1
 
and hence the matrix P given in the statement of the theorem is the corresponding
permutation matrix. &
5. Conclusions and further work
In this paper we only consider ﬁnite ﬁelds of characteristic 2. We conjecture that in
F2n ; for n415; the only normal elements with complexity less than 3n are the optimal
elements, and the elements described in this paper. It may be possible to apply a
purely combinatorial argument to classify the multiplication tables with fewer than
3n elements.
It remains an interesting open problem to provide low complexity normal elements
in F2n when no optimal normal element exist (see [1,5, Section 3.3]).
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