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Theoretical investigation of the magnetic dynamics in α-RuCl3
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We study the spin-wave excitations in α-RuCl3 by the spin-wave theory. Starting from the five-
orbital Hubbard model and the perturbation theory, we derive an effective isospin-1/2 model in the
large Hubbard (U) limit. Based on the energy-band structure calculated from the first-principle
method, we find that the effective model can be further reduced to the K-Γ model containing
a ferromagnetic nearest-neighbor (NN) Kitaev interaction (K) and a NN off-diagonal exchange
interaction (Γ). With the spin-wave theory, we find that theK-Γ model can give magnetic excitations
which is consistent with the recent neutron scattering experiments.
PACS numbers: 71.27.+a, 75.10.Jm, 75.25.Dk
I. INTRODUCTION
Currently, considerable attention has been attracted
to exotic physics driven by the interplay of the spin-
orbital coupling (SOC), crystal field and electronic
correlation1–12. Especially, in 4d or 5d transition metal
materials, neither the Hubbard interaction U nor the
SOC λ can solely lead to the insulating behavior. How-
ever, the interplay between U , λ and crystal field ∆
could induce the so-called spin-orbital assisted Mott
insulator1,3,5. In d orbitals, an electron has total an-
gular momentum J = s + L with orbital angular mo-
mentum L of five d orbitals and spin angular momentum
s. When d orbitals are subject to an octahedral crystal
field circumstance, these states are split into a t2g triplet
and an eg doublet. For the partially filled d
5 configu-
ration under large crystal field, the low-energy physics
is dominated by the t2g orbitals and it is depicted by
a single hole which has an effective orbital angular mo-
mentum l = 1 and an effective total angular momentum
Jeff = s−L′, where L′ (s) is the effective orbital (spin)
angular momentum of the t2g orbitals. Thus, for a large
SOC, the t2g multiplet is divided into a Jeff = 3/2 quar-
tet and a Jeff = 1/2 Kramers doublet with a reduced
band width. Therefore, a moderate interaction U can
open a Mott gap in the Kramers doublet. The signifi-
cant consequence of this Jeff = 1/2 Mott insulator state
is that its low-energy spin model has been shown to be
the Heisenberg-Kitaev (HK) model13, in which the cel-
ebrated Kitaev interaction is an unusual bond depen-
dent exchange14. The pioneer examples are the 5d5-
iridate compounds A2IrO3(A=Na,Li)
2,4,15–21 which con-
tain honeycomb lattices with low-spin magnetic ions Ir4+
and the edge-sharing octahedral crystal field. Unfortu-
nately, the fact that Ir ions have large neutron absorption
cross-section hinders the neutron studies4,15. In addition,
the trigonal distortions arouse the controversy about the
application of Jeff = 1/2 picture to iridates
22.
Recently, α-RuCl3 which is a 4d
5 analogue of iridates
was suggested as another candidate for the realization
of the Kitaev interaction term23–27. In contrast to iri-
dates, RuCl6 octahedron is much closer to cubic and lay-
ers are weakly coupled by van der Waals interactions.
Even though the value of SOC is expected to be smaller
than that of 5d element, the intermediate SOC of Ru3+
combined with correlation effects in a narrow Ru3+ d
band could also lead to the Jeff = 1/2 picture
23,24,28–31.
Experimentally, due to stacking faults, two different crys-
talline symmetries have been reported in this compound,
including both P3112
24,28,32,33 (P3) and C2/m25,34–36
(C2) space groups. The neutron scattering24,25,31, X-
ray diffraction36 and heat capacity23–25,33 measurements
have pointed towards a zigzag type magnetic order at
TN1 ≈ 14 K and TN2 ≈ 8 K which are associated with
stacking faults. Moreover, above magnetic ordering tem-
perature the broad continuum scattering is observed not
only in inelastic neutron scattering (INS)24,37 but also in
Raman scattering38, which suggests that α-RuCl3 may
realize Kitaev physics. The INS experiments37 suggest
that the Kitaev interaction is antiferromagnetic, but be-
low TN1 a spin gap near M point is observed
24,37,39,
which is not consistent with the theoretical results based
on the HK model with an antiferromagnetic Kitaev in-
teraction. Therefore, the HK model is not enough to
describe the physics in α-RuCl3. Moreover, many the-
oretical works suggested that the Kitaev interaction is
ferromagnetic40–42. Besides, in previous work, the crys-
tal field is expected to be large enough so that one can
only take the t2g manifold into account at low energies.
However, the crystal field splitting ∆ between eg and t2g
orbitals is estimated to be 2.2 eV from the XAS data30,43,
which is comparative to Hubbard interaction U . There-
fore, it is necessary to study the effect of crystal field ∆
on the low energy behavior by including all of the five d
orbitals.
In this paper, based on the tight-binding energy bands
from the first-principle calculations on α-RuCl3, we de-
rive a minimal isospin model which contains only the
nearest neighbor (NN) ferromagnetic Kitaev term and
isotropic antiferromagentic off-diagonal exchange inter-
action, by projecting the five-orbital Hubbard model onto
the lowest Kramers doublet. By analysing the magnetic
interactions, we find that the exchange between eg and
t2g orbitals can enhance the NN ferromagnetic Kitaev
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FIG. 1. (Color online)(a) Lattice structure of Ru3+ in α-
RuCl3. Solid, dashed and dotted lines label first, second and
third NN bonds on honeycomb lattice respectively. Red, green
and blue colors denote the Z, Y and X bonds, respectively.
a, b refer to the axes in the honeycomb layer, while x, y, z
are the cubic axes of the local octahedron. Sites within a
magnetic unit cell for the zigzag order are labeled by 1 ∼
4. (b) Structure of the reciprocal space. The red solid lines
represent the first Brillouin zone. Γ, Γ′, X, Y and M denote
the symmetrical points.
interaction K and off-diagonal exchange Γ, and reduce
the NN ferromagnetic Heisenberg interaction J . We in-
vestigate the magnetic dynamics of this model which
is consistent with the results of INS experiments24,37,39
through the SU(2) spin-wave theory4,44. We further ver-
ify the validity of the minimal isospin model through the
comparison to the spin-wave excitations calculated from
the exchange model containing all of the Jeff = 1/2 and
Jeff = 3/2 states by use of the SU(6) spin-wave theory.
The paper is organized as follows. In Sec. II, we first
introduce the second order perturbation theory and de-
rive an effective exchange model at the strong coupling
limit. By analysing the magnetic interactions based on
the energy-band structure from the first-principle calcu-
lation, we then arrive at a minimal effective exchange
model. In Sec. III, we introduce the SU(N) spin-wave
theory45,46 and verify the validity of the minimal ex-
change model by calculating the spin excitation spectrum
and the spin-spin correlation functions. Finally, the dis-
cussion and summary are given in Sec. IV.
II. MINIMAL EFFECTIVE MODEL
We start from the multi-orbital Hubbard model, which
includes all of the five 4d orbitals of Ru3+ in α-RuCl3. It
is given as,
H = Ht +H△ +Hsoc +Hint. (1)
The kinetic energy term Ht and crystal field H△ are ex-
pressed as
Ht =
∑
ij,σ
ψ†iσTijψjσ (2)
and
H△ =
∑
i,σ
ψ†iσh
∆
i ψiσ , (3)
where ψ†i,σ = (d
†
i,z2,σ
, d†
i,x2−y2,σ, d
†
i,yz,σ, d
†
i,xz,σ, d
†
i,xy,σ)
with d†i,m,σ creating an electron of spin σ at site i in
the orbital m. The parameters of Tij and h∆i for a tight-
binding fit of the band structure based on the density-
functional theory (DFT) are listed in the Appendix A.
Hsoc =
∑
i λLi · si is the electron spin-orbital interac-
tion. The on-site Coulomb interaction Hint is given by
Hint =
1
2
∑
imm′nn′
∑
αβµν
δανδβµ{Uδm=m′=n=n′(1− δαβ)
+ U ′δmn′δm′n(1 − δmm′) + JHδmnδm′n′(1− δmm′)
+ J ′δmm′δmn′(1− δmn)(1− δαβ)}
d†imαd
†
im′βdinµdin′ν , (4)
where U (U ′) is the intra-orbital (inter-orbital) Coulomb
interaction, JH and J
′ are the Hund’s coupling and the
pairing hopping, respectively. In this paper, we employ
U = U ′ + 2JH and JH = J
′.
Next, we consider the large U limit and derive an ef-
fective exchange model through the second-order pertur-
bation approximation. In the perturbation theory, the
total Hamiltonian of Eq. (1) is divided into two parts
H0 = Hint +Hsoc +H∆ and H1 = Ht. Here, H0 can be
written as H0 =
∑
iH0i where H0i denotes the Hamilto-
nian on the site i. Then, by projecting out the states in
the high-energy subspace with the second-order pertur-
bation approximation, we can obtain the effective Hamil-
tonian in the low-energy subspace as
Heff =
∑
ip
Eip|ip〉ll〈ip|+
∑
i<j
Hij , (5)
where Eip is the eigenenergy of the p-th low-energy eigen-
state |ip〉l of H0i. Here, the subscript l indicates that
the state |ip〉l is in the low-energy subspace of H0i. Hij
is the effective interaction between the sites i and j by
projecting the original Hamiltonian in Eq. (1) into this
low-energy subspace, and it can be formally expressed as
Hij =
∑
pp′p1p
′
1
nn′
|ip, jp′〉ll〈ip1, jp′1|
2∆Epp′p1p′1nn′
×
(Hj→ipp′,nn′Hi→jnn′,p1p′1 +H
i→j
pp′,nn′Hj→inn′,p1p′1), (6)
Hj→ipp′,nn′ = l〈ip, jp′|Hj→i1 |in, jn′〉h, (7)
Hi→j
nn′,p1p
′
1
= h〈in, jn′|Hi→j1 |ip1, jp′1〉l, (8)
1
∆Epp1p′p′1nn′
=
1
Eip + Ejp′ − Ein − Ejn′ +
1
Eip1 + Ejp′1 − Ein − Ejn′
, (9)
where Hj→i1 is the hopping term from j site to i in Ht,
|ip, jp′〉l = |ip〉l ⊗ |jp′〉l and |in, jn′〉h = |in〉h ⊗ |jn′〉h.
3Here, |in〉h is the n-th eigenstate with eigenenergy Ein
of H0i in the high-energy subspace, and the subscript h
indicates that |in〉h is in the high-energy subspace of H0i.
In the limit U ∼ ∆ ≫ t and λ ≫ t2
U
, the local de-
grees of freedom are governed by the lowest two many-
body states of H0i, labelled by |1〉 and |2〉, which be-
come the Jeff = 1/2 Kramers doublet exactly when ∆
tends to infinity and the crystal-field splits in the t2g
orbitals (see Appendix A) are zero. Thus, we project H
into the subspace of the Kramers doublet and expand the
Hamiltonian Heff in the form of Sµi Sνj (µ, ν = 0, x, y, z),
i.e. Hij =
∑
µνpp′mm′ J
µν
ij S
µ
i,pp′S
ν
j,mm′ |ip, jm〉ll〈ip′, jm′|,
where Jµνij is the coefficient of the exchange interaction,
S0i is the identity matrix, and S
α=x,y,z
i,pp′ = l〈ip|Jαi,eff |ip′〉l
is the element of the isospin matrix. The isospin opera-
tors satisfy the commutation relation [Sαi , S
β
i ] = iǫ
αβγSγi
(ǫαβγ is Levi-Civita antisymmetry symbol) exactly if
∆ = ∞ and the crystal-field splits in the t2g orbitals
are zero. Due to the degeneracy of the Kramers doublet,
J0αij and J
α0
ij are zeros, and the first term of Eq. (5) which
is just a constant can be dropped. Therefore, we obtain
an effective model involving exchange interactions up to
the third NN47,
Heff =
∑
〈ij〉∈γ(αβ)
[JγSi · Sj +KγSγi Sγj + Γγ(Sαi Sβj
+ Sβi S
α
j ) + Γ
′γ(Sαi S
γ
j + S
β
i S
γ
j + S
γ
i S
β
j + S
γ
i S
α
j )]
+
∑
〈〈ij〉〉∈γ
(Jγ2 Si · Sj +Kγ2Sγi Sγj )
+
∑
〈〈〈ij〉〉〉∈γ
Kγ3S
γ
i S
γ
j . (10)
Here, 〈ij〉, 〈〈ij〉〉 and 〈〈〈ij〉〉〉 denote the first NN, second
NN and third NN bonds respectively. γ represents the
direction of each bond as shown in Fig. 1. For Z-type,
X-type and Y -type bonds in Fig. 1, (αβ)’s are (xy), (yz)
and (zx) respectively. J and K are the magnitude of
the Heisenberg and Kitaev interactions, Γ and Γ′ are the
off-diagonal exchanges. The second and third NN ex-
change interactions are generally smaller than the first
NN interactions since their hopping integrals are much
smaller than the first NN ones (see Appendix B), so only
the main terms of the second and third NN exchange in-
teractions are retained in Eq. (10). In the case of the
P3 space group, the interactions are invariant for differ-
ent directions due to the C3 symmetry. However, for the
low symmetric C2 space group, the interactions on the
X and Y -bonds are equal but different from those on the
Z-bonds. Moreover, in the case of the C2 space group,
to make the J and Γ′ terms on the X-type and Y -type
bonds equal for the spin directions, we will take their
average values40.
The exchange interaction parameters in Eq. (10) de-
pend on the hopping integrals between various orbitals,
crystal field ∆, SOC λ, Hubbard interaction U and
Hund’s coupling JH . The hopping integrals are deter-
(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
FIG. 2. (Color online) Dependence of the first NN interactions
on the parameters for C2 case (dashed) and P3 case (solid).
(a) U -dependence with ∆ = 2.10 eV, λ = 0.14 eV and JH
U
=
0.14. (b) λ-dependence with ∆ = 2.10 eV, U = 2.31 eV
and JH
U
= 0.14. (c) JH
U
-dependence with ∆ = 2.10 eV, U =
2.31 eV and λ = 0.14 eV. (d) ∆-dependence with U = 2.31
eV, λ = 0.14 eV and JH
U
= 0.14. (g)-(i) with ∆ = 210 eV
corresponding to (a)-(c). (e) and (f) show the number of
electrons in Kramers doublet per site corresponding to (b)
and (c) respectively. The black (red) line is eg (t2g) orbitals.
mined from the first-principle calculations as listed in Ap-
pendix A. The dependences of the exchange interactions
on ∆, λ, U and JH are shown in Fig. 2. To simplify the
comparison, the values of interactions are bond-averaged
in the C2 case, so the superscript γ is omitted. As the
second and third NN terms are small in contrast to the
first NN terms, we only present the values of the first
NN terms in Fig. 2. In Fig. 2 (a)-(c), we fix ∆ = 2.1
eV which is suitable for α-RuCl3. Their ∆-dependences
are then presented in Fig. 2 (d). To investigate the effect
of the eg orbital, we deliberate to choose an unrealistic
large ∆ = 210 eV and the results are shown in Fig. 2
(g)-(i) for a comparison.
The noticeable overall feature in Fig. 2 (a)-(d) is that
the Heisenberg exchange term is much smaller than other
terms in an extended range of parameters for λ < 0.15 eV
which is the estimated maximum value for λ.24,30,40,43,48
This arises from the nearly offset between the contribu-
tions to the J-term from the inter-band eg-t2g superex-
change channels and intra-band t2g channels.
18 Fig. 2 (a)
shows that the magnitude of the exchange interactions
has a trend to decrease and then increase with the in-
4crease of U . As U increases the gap between the Kramers
doublet and other excited states, the effective exchange
interactions will decrease with U according to Eq. (6).
In Fig. 2 (a), we fix the value of JH/U , so the Hund’s
coupling JH increases with U . For the 4d
5 electron con-
figuration, the Hund’s coupling will decrease the energies
of the excited states which contain a large weight of eg
orbitals, so the exchange interactions increase with JH .
Therefore, there is a competing relation between U and
JH in determining the exchange interactions. We can
see this point more clearly in Fig. 2 (g), where the crys-
tal filed ∆ is set at a deliberate large value, so that the
effect of the eg orbitals is excluded and the effect of JH
is suppressed. In this case, all the exchange interactions
decrease with U . In Fig. 2 (i), the large JH/U induces
the ferromagnetic J interaction and enhances the values
of the antiferromagnetic K interaction in the P3 case,
the ferromagnetic K interaction in the C2 case, and the
ferromagnetic Γ interactions in both cases. The differ-
ent signs of the K interactions in two cases depend on
the hoppings in the t2g orbitals. The antiferromagnetic
K term in the P3 cases comes mainly from the direct
hopping t3 between the dxy orbitals for the Z-bond. The
K term in the C2 case is attributed to the indirect hop-
ping t2 between t2g orbitals via chlorine ions. However,
when ∆ is reduced to be comparable to the Hubbard U ,
as shown in panel (c), a large JH leads to the ferromag-
netic K in the P3 case and the antiferromagnetic J in
both cases. It is also supported by their ∆ dependence.
This is because a large JH/∆ increases the mixing of the
eg and t2g orbitals in the Kramers doublet, as shown in
panels (f) where the number of electrons ne in the eg or-
bitals increases rapidly for JH/U > 0.19. Moreover, by
comparing Fig. 2 (c) with (i), we find that the exchange
channels between the eg and t2g orbitals can enhance the
magnitude of the Γ andK interactions. When the weight
of eg orbitals in the Kramers doublet increases rapidly,
the values of interactions are divergent and the Jeff = 1/2
picture is no longer applicable. From the λ dependence
as shown in Fig. 2 (b), (e) and (h), we can see that in the
large ∆ limit the values of interactions are suppressed
with λ owning to the enhancement of the gap between
the Jeff = 1/2 and Jeff = 3/2 states, which is consistent
with previous work40. If ∆ is reduced, the increase of λ
results in the same effect as the increase of JH/U , as seen
in Fig. 2 (b) and (e). However, when λ is increased to
0.3 eV, the values of interactions increase slowly and even
decrease. This is because the effect of the gap between
the Jeff = 1/2 and Jeff = 3/2 states on interactions is
greater than that of the eg-t2g channels.
In α-RuCl3, ∆ ≈ 2.2 eV, U = 2 ∼ 3 eV and λ =
0.13 ∼ 0.15 eV24,30,40,43,48, so we find that the leading
exchange interactions are K and Γ terms according to
what we discuss above. Thus, we arrive at a minimal
exchange model,
Hmin =
∑
〈ij〉∈γ(αβ)
[KγSγi S
γ
j + Γ
γ(Sαi S
β
j + S
β
i S
α
j )] (11)
Γ Υ ΓΜΓ′Χ
FIG. 3. (Color online) Spin-wave dispersions along the high
symmetry direction X − Γ− Y − Γ′ −M − Γ (see Fig. 1 (b))
in the P3 case (a) and C2 case (b). The black solid and
red dash lines correspond to the results calculated based on
the minimal isospin model in Eq. (11) and the effective isospin
model in Eq. (10) respectively. The sizes of the colors indicate
the magnitude of the isospin correlation function S˜ calculated
based on the minimal isospin model in Eq. (11).
The symbols are the same as those in Eq. (10). In the
P3 case, the symmetry allows Kz = Kx = Ky and Γz =
Γx = Γy, while in the C2 case Kx = Ky = Kz + δ1 and
Γx = Γy = Γz + δ2 with a small amount δ1 and δ2.
III. SPIN WAVE EXCITATION
We now turn to the calculation of the spin-wave ex-
citations. Using the approach of the spin-particle map-
ping with Schwinger-Wigner bosons49, we map the low-
energy state |ip〉l to b†ip|0〉 with condition
∑
p b
†
ipbip = 1,
where b†ip creates a boson on site i with quantum num-
ber p and |0〉 is the vacuum state without any bosons.
Here, we employ the fundamental irreducible represen-
tation of SU(N) group with N the number of p. If the
ground state of the system is an ordered state, one of
the bosonic modes will condense. Therefore, in the lo-
cal mean field approximation46, there exist a stable so-
lution to minimize the ground state energy 〈G|Heff |G〉,
where |G〉 = ∏i b˜†i,0|0〉 is the mean-field ground state
represented by the condensed boson b˜†i,0 which can be
expressed as
b˜†i,0 =
∑
p
U0p(xi)b
†
i,p. (12)
For the case of Jeff = 1/2 discussed above, the local ro-
tation matrix Upp′(xi) depends on two parameters
4,44,
5i.e. xi = (θi, φi), which are the parameters of the polar
coordinates in local frame. For the SU(N) spin-wave the-
ory, the local rotation matrix has 2(N − 1) parameters,
i.e. xi = (θi,1, · · · , θi,N−1, φi,1, · · · , φi,N−1). When one
of the bosons condenses, the corresponding creation and
annihilation operators are replaced by46
b˜†i,0 ≃ b˜i,0 =
√
1−
∑
p6=0
b˜†i,pb˜i,p = 1−
1
2
∑
p6=0
b˜†i,pb˜i,p + · · · ,
(13)
where the N − 1 bosons b˜i,p6=0 become the Holstein-
Primakoff bosons now. By substituting Eq. (13) and
Eq. (12) into the Hamiltonian Heff we obtain the Hamil-
tonian in terms of rotated bosons as follow,
Heff = H0({xi}) +H1({xi}) +H2({xi}) + · · · , (14)
where the subscripts of H denote the number of rotated
bosons. In the linear spin-wave approximation, we only
retain the first three terms of Eq. (14). To find the ground
state, we minimize the zero-order term H0({xi}). When
a set of proper parameters {x0i } are found, the first-order
term H1({xi}) vanishes44. Then, the dispersion is ob-
tained by solving the quadratic term H2({xi})47.
To search for various possible magnetic ground state
including the zigzag order, we choose a magnetic unit cell
involving four sites (see Fig. 1) to minimize the ground-
state energy. To compare to the INS experiments24,37,39,
we use the SU(N)46 spin-wave theory to calculate the
correlation function S˜(q, ω)(zero temperature), which is
defined as
S˜(q, ω) =
1
N
∑
ij
eiq(ri−rj)
∫ ∞
−∞
〈QiQj(t)〉 e−iωtdt, (15)
with Qj(t) = e
iHtQje
−iHt. For the effective and min-
imum isospin models, the correlation function of the
isospin operator Qi =
∑
pp′=1,2 l〈p|Ji,eff |p′〉lb†pbp′ is cal-
culated by the SU(2) spin-wave theory.
Firstly, to obtain a suitable values of K and Γ in
the minimal isospin model in Eq. (11) for α-RuCl3, we
optimize K and Γ to make the low-energy isospin ex-
citations of Eq. (11) to be in accordance with those
of Eq. (10) obtained through projecting the five-orbital
Hubbard model to the Kramers doublet. The hopping
parameters in the five-orbital Hubbard model are from
the first-principle calculations as listed in Appendix A,
and the interaction parameters are chosen as U = 2.31
eV, JH = 0.32 eV and λ = 0.14 eV, which are appro-
priate for α-RuCl3
24,30,40,43,48. Then, we obtain the ex-
change interaction parameters in Eq. (10) which are listed
in Appendix B. By a comparison of the spin excitation
spectrum for the effective exchange model in Eq. (10)
and the minimal isospin model in Eq. (11), we find that
Kγ = −5.50 meV and Γγ = 7.60 meV (Kz = −10.92
meV, Kx = −10.86 meV, Γz = 6.20 meV and Γx = 6.00
meV) in Eq. (11) can give a consistent fit to those ob-
tained by Eq. (10) in the P3 (C2) case, as shown in Fig.
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FIG. 4. (Color online) Spin-wave dispersion (dashed) for the
complex effective exchange model in (a) and (b) correspond-
ing to the P3 case and C2 case, respectively. The sizes of
the colors indicate the magnitude of correlation function S˜,
and the cyan and magenta colors represent the isospin and
spin-orbital excitations, respectively. The large gap between
200 meV and 13 meV results from SOC.
3. Moreover, the classical ground states of both the min-
imal isospin model in Eq. (11) and the effective exchange
model in Eq. (10) show the same zigzag magnetic order
for these parameters.
We then perform the calculations of the SU(2) spin-
wave theory based on the minimal isospin model to
compute the correlation function in Eq. (15) for the
Jeff = 1/2 isospin. The spin-wave Hamiltonian of the
minimal isospin model in Eq. (11) is listed in Appendix
C. The results are presented in Fig. 3. We find that the
isospin excitations show a gap at the M point and the
maximal intensity is also near the M point, which agree
well with the INS experiments24,37,39. Moreover, the di-
rection of the magnetic moment mi = 〈G|
∑
pp′ l〈p|si +
Li|p′〉lb†ipbip′ |G〉, in which Li is the orbital angular mo-
ment of the five d orbitals, tilts 36◦ (48◦) out of the ab
plane in P3 (C2) case, which roughly coincides with the
experimental result of Ref. 36.
As shown in Fig. 3 (a) and (b), we can find the dis-
persions show no qualitative difference in the P3 and C2
6cases, though the maximum intensities of the correlation
function S˜ near the M point in the two cases are in dif-
ferent branches. In addition, the gaps of the isospin ex-
citations in the P3 and C2 cases are also consistent with
each other, though the values of K and Γ are obviously
different.
To further check the validity of the K-Γ model shown
in Eq. (11), we construct a more complex effective ex-
change model by projecting the five-orbital Hubbard
model in Eq. (1) to the subspace of the lowest six many-
body states of the 4d5 electron configuration. In this
enlarged subspace, besides the Jeff = 1/2 doublet, the
Jeff = 3/2 quartet is also included. Thus, in addi-
tion to the Jeff = 1/2 isospin excitations, there are
also the spin-orbital excitations between the Jeff = 1/2
and Jeff = 3/2 states. In this case, we use the SU(6)
spin wave theory, in which the local rotation parame-
ters become xi = (θi,1, · · · , θi,5, φi,1, · · · , φi,5). We cal-
culate the correlation functions in Eq.(15) of the quan-
tities Qi =
∑
pp′=1,2 l〈p|2si + Li|p′〉lb†ipbip′ and Qi =∑
p=1,2
∑6
p′=3 l〈p|2si + Li|p′〉lb†ipbip′ + h.c., which cor-
respond to the magnetic excitations in the Jeff = 1/2
isospin subspace and those between the Jeff = 1/2 and
Jeff = 3/2 states, respectively. Here, si and Li are the
spin and orbital angular momenta, respectively. The fac-
tor 2 of si is Lande´ g-factor of spin. By performing the
calculations, we find the ground state of this effective
model is of a zigzag spin order, in which the Kramers
doublet, 〈G|∑p=1,2 b†ipbip|G〉, has the dominant weight.
This result provides a further support to the Jeff = 1/2
isospin picture on which the minimal isospin model is
based. More importantly, the low-energy spin-wave exci-
tations (see Fig. 4) calculated from the SU(6) spin-wave
theory based on this effective exchange model are also
dominated by the Jeff = 1/2 isospin, which is consistent
well with those of the minimal isospin model (see Fig. 3).
Thus, the minimal isospin model in Eq. (11) is suitable
for describing the low-energy physics in α-RuCl3, and
it can be used to investigate other magnetic properties
such as the physics of Kitaev spin liquid. In addition,
besides the Jeff = 1/2 isospin excitations, we expect that
the spin-orbital excitations between the Jeff = 1/2 and
Jeff = 3/2 states revealed by the SU(6) spin-wave calcu-
lations in the high-energy parts of Fig. 4 can be observed
by the future resonant inelastic X-ray scattering (RIXS)
experiments.
IV. DISCUSSION AND SUMMARY
We derive a minimal effective isospin model from the
five-orbital Hubbard model using the energy bands ob-
tained from the first-principle calculations for α-RuCl3.
The minimal model contains the ferromagnetic Kitaev
term and the antiferromagnetic off-diagonal exchange
term. We find that the eg-t2g inter-band superexchange
channels play an important role in determining the ef-
TABLE I. Bond-averaged values of magnetic interactions (in
meV). J3 represents the third NN Heisenberg interaction. The
results from Ref. 40, 41 and 48 are also presented for a com-
parison.
Structure J K Γ J3
C2 -0.3 -10.9 6.1 0.03
P3 0.1 -5.5 7.6 0.1
C240 -1.7 -6.7 6.6 2.7
P340 -5.5 7.6 8.4 2.3
C241 -1.0 -8.2 4.2 -
P341,48 -3.5 4.6 6.4 0.8
fective exchange interactions on the first NN bonds in
α-RuCl3. In the previous works
40,41,48, the effects of the
eg-t2g mixing on the magnetic interactions have not been
investigated in detail. In Ref. 40 and Ref. 41, they only
consider the t2g orbitals to study the magnetic interac-
tions and suggest the Kitaev interaction for the P3 crys-
tal structure is antiferromagnetic, as shown in Table I.
Although the authors of Ref. 48 suggest that the eg-t2g
mixing enhances the antiferromagnetic Kitaev interac-
tion K > 0 and the ferromagnetic Heisenberg interaction
J < 0, they neglect the intra-atomic exchange interaction
between the eg and t2g orbitals. Here, by considering the
Coulomb interactions between all five d orbitals, we find
that the eg-t2g mixing induces the ferromagnetic Kitaev
coupling K < 0 in both the C2 and P3 crystal structures
and reduces the Heisenberg interaction J in both struc-
tures. Compared with the previous studies, the third
NN Heisenberg interaction J3 is also largely suppressed.
This is caused by the different signs of the third NN di-
agonal hopping integrals in the t2g orbitals as discussed
in Appendix B. If the signs are all minus, the third NN
Heisenberg interaction J3 is greater than the third NN
Kitaev interaction K3, as shown in Appendix B, which
is consistent with the result from Ref. 40.
Based on this effective isospin model we investigate
the spin-wave excitation using the linear spin-wave the-
ory and find it is consistent with the recent neutron scat-
tering on α-RuCl3
39, especially the gap opening in the
magnon dispersion. In our minimalK-Γ model, the basic
reason of the gap opening is that it is lack of the contin-
uous rotation symmetry, which prevents the Goldstone
modes emerging in the magnetic ordering phase. Even
though the other perturbing interactions present in the
real material, the two exchange interactions in our mini-
mal model still dominates the low-energy physics. There-
fore, the gap of the magnon excitation also exists in the
real material. Here, the K-Γ model is a minimal model
to describe the magnetic properties of α-RuCl3, and it
does not completely exclude the possible existence of a
small J ( and other terms shown in Fig. 2). In fact, from
Fig. 2 we can find that these interaction terms, which
are not included in the K-Γ model, indeed have small
non-zero values. However, the magnetic properties are
mainly determined by the large K and Γ terms, and the
7TABLE II. Hopping parameters (in meV) for the first NN. A
and B are the sublattice indices, Z1 and X1 bonds are shown
in Fig. 1 (a). The results from Ref. 40, 41 and 48 are also
presented for a comparison.
Bond Tij
C2 P3 C240 C241 P348
Z1: dz2 → dz2 22.9 23.0 - - -
A → B dx2−y2 → dx2−y2 -30.4 -91.0 - - -
dyz → dyz 42.8 61.4 50.9 36.0 65.0
dxz → dxz 42.8 61.4 50.9 36.0 66.0
dxy → dxy -117.1 -206.9 -154.0 -62.0 -229.0
dz2 ↔ dx2−y2 0.0 0.0 - - -
dz2 ↔ dyz 13.8 -0.7 - - -
dz2 ↔ dxz 13.8 -0.7 - - -
dz2 ↔ dxy 268.0 212.4 - - -
dx2−y2 ↔ dyz -7.5 -0.3 - - -
dx2−y2 ↔ dxz 7.5 0.3 - - -
dx2−y2 ↔ dxy 0.0 0.0 - - -
dyz ↔ dxz 156.6 108.7 158.2 191.0 114.0
dyz ↔ dxy -21.4 -4.5 -20.2 -24.0 -10.0
dxz ↔ dxy -21.4 -4.5 -20.2 -24.0 -10.0
X1: dz2 → dz2 -14.9 -62.5 - - -
A → B dx2−y2 → dx2−y2 11.4 -11.3 - - -
dyz → dyz -104.5 -206.9 -103.1 -75.0 -229.0
dxz → dxz 42.1 61.4 44.9 37.0 65.0
dxy → dxy 41.6 61.4 45.8 37.0 66.0
dz2 ↔ dx2−y2 -16.8 -49.4 - - -
dz2 ↔ dyz -137.3 -106.2 - - -
dz2 ↔ dxz 2.3 -0.6 - - -
dz2 ↔ dxy -9.8 0.1 - - -
dx2−y2 ↔ dyz 232.7 183.9 - - -
dx2−y2 ↔ dxz 11.7 -0.5 - - -
dx2−y2 ↔ dxy 2.8 -0.8 - - -
dyz ↔ dxz -12.7 -4.5 -15.1 -26.0 -10.0
dyz ↔ dxy -13.2 -4.5 -10.9 -26.0 -10.0
dxz ↔ dxy 159.9 108.7 162.2 182.0 114.0
results based on the K-Γ model are consistent with the
INS, while the other small terms do not qualitatively af-
fect the results in our spin-wave theory.
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Appendix A: Parameters for tight-binding models
and representations of angular momenta
The electronic structure calculations are performed
with the generalized gradient approximation for the
exchange-correlation functional as implemented in Quan-
tum ESPRESSO package50 based on the density-
functional theory (DFT). To avoid double counting of
the SOC40, the SOC were not included in these calcu-
lations. The five-orbital parameters (TB5) in the hop-
ping matrix Tij from the maximally-localized Wannier
orbital51 calculation are shown in Table II, Table III and
Table IV for the first, second and third NN, respectively.
Here, only the parameters along the Z,X-type bonds are
shown, for other bonds in the P3 (C2) case, the holis-
tic hopping matrix can be recovered by applying inver-
sion operations and C3 rotations along the c-axis per-
pendicular to the ab plane (C2 rotations along the Z1-
bond). For comparison, we also list the values of hop-
ping integrals from several previous works40,41,48, which
only have three-orbital parameters. In our C2 case, the
crystal structure is from Ref. 36. In our P3 case, an
ideal chlorine octahedron is considered and the lattice
constants are fixed at a0 = 5.97 A˚, b0 = 5.97 A˚ and
c0 = 17.2 A˚
24. The electron operators are expressed
as ψ†i,σ = (d
†
i,z2,σ
, d†
i,x2−y2,σ, d
†
i,yz,σ, d
†
i,xz,σ, d
†
i,xy,σ) and
ψ†i,σ = (d
†
i,yz,σ, d
†
i,xz,σ, d
†
i,xy,σ) for five-orbital and three-
orbital models, repsectively. The crystal field in the P3
case is given by
h∆i =

∆ 0 ∆′2 ∆
′
2 −2∆′2
0 ∆ −√3∆′2
√
3∆′2 0
∆′2 −
√
3∆′2 0 ∆
′
3 ∆
′
3
∆′2
√
3∆′2 ∆
′
3 0 ∆
′
3
−2∆′2 0 ∆′3 ∆′3 0

(A1)
with ∆ = 1980 meV, ∆′2 = 15 meV and ∆
′
3 = −8.6 meV.
The matrix representation is the same as that defined
in Eq. 3. Due to the high symmetry in the P3 case,
there is only one kind of the crystal field split in the
t2g orbitals. However, the low symmetry in the C2 case
allows three kinds of the crystal field splits in the t2g
orbitals, as shown in the next text. For the C2 case, the
crystal field is written as
h∆i =

∆+ 4.4 0 8.1 8.1 −64.2
0 ∆ −60.9 60.9 0
8.1 −60.9 0 ∆1 ∆2
8.1 60.9 ∆1 0 ∆2
−64.2 0 ∆2 ∆2 ∆3
 (A2)
with ∆ = 2272.5 meV, ∆1 = −8.1 meV, ∆2 = −7.0 meV
and ∆3 = −3.4 meV. The orbital angular momenta in
the five-orbital model are expressed as
Lx =

0 0 i
√
3 0 0
0 0 i 0 0
−i√3 −i 0 0 0
0 0 0 0 i
0 0 0 −i 0
 , (A3)
Ly =

0 0 0 −i√3 0
0 0 0 i 0
0 0 0 0 −i
i
√
3 −i 0 0 0
0 0 i 0 0
 , (A4)
8Lz =

0 0 0 0 0
0 0 0 0 −2i
0 0 0 i 0
0 0 −i 0 0
0 2i 0 0 0
 . (A5)
The three-orbital parameters (TB3) for the P3 (C2)
space group are also shown in Table V (Table VI), which
are qualitatively consistent with Ref. 48 (Ref. 40). For
the three-orbital model in the P3 and C2 cases, the crys-
tal fields h∆i are expressed as
h∆i =
 0 ∆′3 ∆′3∆′3 0 ∆′3
∆′3 ∆
′
3 0
 (A6)
with ∆′3 = −6.6 meV and
h∆i =
 0 ∆1 ∆2∆1 0 ∆2
∆2 ∆2 ∆3
 (A7)
with ∆1 = −7.9 meV, ∆2 = −8.4 meV and ∆3 = −3.2
meV, respectively. The orbital angular momenta in the
three-orbital model are expressed as
L′x =
 0 0 00 0 i
0 −i 0
 , (A8)
L′y =
 0 0 −i0 0 0
i 0 0
 , (A9)
L′z =
 0 i 0−i 0 0
0 0 0
 . (A10)
Based on the tight-binding fits, the band structure
(black solid) without SOC are shown in Fig. 5. The red
dash lines in Fig. 5 are the band structures from the DFT
calculation.
Appendix B: Parameters of the Jeff = 1/2 effective
isospin model in Eq. (10)
The exchange interaction parameters in Eq. (10) de-
rived from the five-orbital Hubbard model are calculated
based on the tight-binding fit to the DFT calculations
and with interactions U = 2.31 eV, JH = 0.32 eV and
λ = 0.14 eV. The results are (in meV): Jγ = 0.10,
Kγ = −3.35, Γγ = 7.62, Γ′γ = −0.45, Jγ2 = −0.37,
Kγ2 = 0.73 and K
γ
3 = 0.42 (J
z = −0.40, Jx,y = −0.23,
Kz = −10.52, Kx,y = −10.63, Γz = 5.07, Γx,y = 4.75,
Γ′z = −1.12, Γ′x,y = −1.14, Jz2 = −0.31, Jx,y2 = −0.31,
Kz2 = 0.31, K
x,y
2 = 0.31, K
z
3 = 0.31 and K
x,y
3 = 0.31).
This set of parameters is used to plot the red dash lines
in Fig. 3 in the main text.
In Eq. (10), we have neglected some terms in the sec-
ond and third NN exchange interactions, which are found
TABLE III. Hopping parameters (in meV) for the second NN.
A is the sublattice index, Z2 and X2 bonds are shown in Fig. 1
(a). The results from Ref. 40, 41 and 48 are also presented
for a comparison.
Bond Tij
C2 P3 C240 C241 P348
Z2: dz2 → dz2 12.2 4.6 - - -
A → A dx2−y2 → dx2−y2 -1.1 -2.2 - - -
dyz → dyz -5.9 -0.3 -4.7 - 0.0
dxz → dxz -5.9 -0.3 -4.7 - 0.0
dxy → dxy -4.6 -0.5 -0.4 - 0.0
dz2 → dx2−y2 -5.7 -1.5 - - -
dz2 → dyz -15.5 -15.9 - - -
dz2 → dxz -11.8 -8.4 - - -
dz2 → dxy 73.0 65.9 - - -
dx2−y2 → dz2 5.7 1.8 - - -
dyz → dz2 -11.8 -8.3 - - -
dxz → dz2 -15.5 -15.8 - - -
dxy → dz2 73.0 65.8 - - -
dx2−y2 → dyz -2.7 -1.3 - - -
dx2−y2 → dxz 4.6 3.5 - - -
dx2−y2 → dxy 4.2 2.1 - - -
dyz → dx2−y2 -4.6 -3.6 - - -
dxz → dx2−y2 2.7 1.0 - - -
dxy → dx2−y2 -4.2 -2.1 - - -
dyz → dxz -43.5 -37.0 -23.9 - -20.0
dyz → dxy -0.9 4.6 -1.7 - 3.0
dxz → dxy 8.5 6.3 11.6 - 6.0
dxz → dyz -63.1 -58.0 -60.7 - -58.0
dxy → dyz 8.5 6.3 11.6 - 6.0
dxy → dxz -0.9 4.6 -1.7 - 4.0
X2: dz2 → dz2 1.9 -0.4 - - -
A → A dx2−y2 → dx2−y2 9.9 2.8 - - -
dyz → dyz -4.3 -0.5 -0.4 - 0.0
dxz → dxz -6.7 -0.3 -4.5 - 0.0
dxy → dxy -5.5 -0.3 -3.2 - 0.0
dz2 → dx2−y2 -11.5 -4.6 - - -
dz2 → dyz -40.2 -34.8 - - -
dz2 → dxz 9.9 9.1 - - -
dz2 → dxy 1.4 1.2 - - -
dx2−y2 → dz2 0.2 -1.3 - - -
dyz → dz2 -33.1 -31.1 - - -
dxz → dz2 9.6 7.3 - - -
dxy → dz2 3.9 7.0 - - -
dx2−y2 → dyz 61.3 56.0 - - -
dx2−y2 → dxz -11.3 -13.1 - - -
dx2−y2 → dxy -13.0 -9.0 - - -
dyz → dx2−y2 65.3 58.1 - - -
dxz → dx2−y2 -7.4 -5.4 - - -
dxy → dx2−y2 -13.7 -14.2 - - -
dyz → dxz 10.5 6.3 11.8 - 6.0
dyz → dxy 0.4 4.6 1.3 - 4.0
dxz → dxy -44.0 -37.0 -24.3 - -20.0
dxz → dyz -0.5 4.6 -1.2 - 3.0
dxy → dyz 8.8 6.3 8.3 - 6.0
dxy → dxz -63.2 -58.0 -59.1 - -58.0
9TABLE IV. Hopping parameters (in meV) for the third NN. A
and B are the sublattice indices, Z3 and X3 bonds are shown
in Fig. 1 (a). The results from Ref. 40, 41 and 48 are also
presented for a comparison.
Bond Tij
C2 P3 C240 C241 P348
Z3: dz2 → dz2 -26.1 -30.6 - - -
A → B dx2−y2 → dx2−y2 56.9 72.8 - - -
dyz → dyz 6.6 6.4 -8.2 - -8.0
dxz → dxz 6.6 6.4 -8.2 - -8.0
dxy → dxy -39.9 -44.2 -39.5 - -49.0
dz2 ↔ dx2−y2 0.0 0.0 - - -
dz2 ↔ dyz -6.8 -6.1 - - -
dz2 ↔ dxz -6.8 -6.1 - - -
dz2 ↔ dxy 22.5 26.0 - - -
dx2−y2 ↔ dyz 4.7 5.7 - - -
dx2−y2 ↔ dxz -4.7 -5.7 - - -
dx2−y2 ↔ dxy 0.0 0.0 - - -
dyz ↔ dxz -10.6 -7.5 -7.4 - -5.0
dyz ↔ dxy 12.4 9.0 11.7 - 9.0
dxz ↔ dxy 12.4 9.0 11.7 - 9.0
X3: dz2 → dz2 35.3 47.0 - - -
A → B dx2−y2 → dx2−y2 -5.1 -4.8 - - -
dyz → dyz -39.9 -44.2 -41.4 - -49.0
dxz → dxz 6.3 6.4 -7.9 - -8.0
dxy → dxy 6.4 6.4 -7.5 - -8.0
dz2 ↔ dx2−y2 35.1 44.8 - - -
dz2 ↔ dyz -12.4 -13.0 - - -
dz2 ↔ dxz -0.5 -1.9 - - -
dz2 ↔ dxy 7.7 8.0 - - -
dx2−y2 ↔ dyz 18.3 22.5 - - -
dx2−y2 ↔ dxz -8.6 -8.1 - - -
dx2−y2 ↔ dxy -3.4 -2.4 - - -
dyz ↔ dxz 13.1 9.0 12.7 - 9.0
dyz ↔ dxy 12.3 9.0 10.7 - 9.0
dxz ↔ dxy -10.6 -7.5 -7.8 - -5.0
TABLE V. Hopping parameters (in meV) for the three-orbital
model in the P3 case. A and B are the sublattice indices,
Z1, Z2 and Z3 bonds are shown in Fig. 1 (a).
Bond Tij
dyz dxz dxy
Z1: dyz 58.7 113.9 -7.0
A → B dxz 113.9 58.7 -7.0
dxy -7.0 -7.0 -194.1
Z2: dyz -0.7 -27.6 3.6
A → A dxz -51.9 -0.7 6.2
dxy 6.2 3.6 1.6
Z3: dyz -6.3 -4.8 10.7
A → B dxx -4.8 -6.3 10.7
dxy 10.7 10.7 -43.9
to be much smaller than the NN exchange interactions.
Here, we show the JH dependence of the second and third
NN exchange interactions neglected in Eq. (10) in Fig. 6
and Fig. 7. Because the Hund’s coupling JH has the most
obvious effect on the exchange interactions as already
seen from Fig. 2, only the JH dependence is discussed
TABLE VI. Hopping parameters (in meV) for the three-
orbital model in the C2 case. A and B are sublattice indices,
Z1,2,3 and X1,2,3 bonds are expressed in Fig. 1 (a).
Bond Tij
dyz dxz dxy
Z1: dyz 40.7 161.9 -22.9
A → B dxz 161.9 40.7 -22.9
dxy -22.9 -22.9 -101.5
X1: dyz -90.7 -19.0 -17.9
A → B dxz -19.0 39.7 164.9
dxy -17.9 164.9 39.5
Z2: dyz -5.2 -27.1 -1.3
A → A dxz -63.1 -5.2 8.8
dxy 8.8 -1.3 -1.6
X2: dyz -1.8 9.4 -0.7
A → A dxz -1.8 -5.2 -26.9
dxy 8.4 -62.8 -4.5
Z3: dyz -8.4 -8.5 14.2
A → B dxz -8.5 -8.4 14.2
dxy 14.2 14.2 -39.5
X3: dyz -39.6 14.5 13.8
A → B dxz 14.5 -8.6 -8.3
dxy 13.8 -8.3 -8.3
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FIG. 5. (Color online) Band structure of α-RuCl3 monolayer.
The dashed red lines show the result from DFT without SOC.
The tight-binding bands from (a) three-orbital model in the
P3 case, (b) three-orbital model in the C2 case, (c) five-orbital
model in the P3 case, and (d) five-orbital model in the C2
case are denoted by the black solid lines. For the C2 case, the
high symmetry pointsM1 andM2 are mid-points of reciprocal
lattice vectors.
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FIG. 6. (Color online) Dependence of the second NNmagnetic
interactions on the Hund’s coupling JH
U
. (a) and (c): the
DM interactions; (b) and (d): the symmetrical off-diagonal
interactions. ∆ = 2.10 eV, U = 2.31 eV and λ = 0.14 eV are
used in (a) and (b). ∆ = 210 eV, U = 2.31 eV and λ = 0.14
eV are used in (c) and (d). Solid (dash) lines denote the P3
(C2) case. The subscripts of the magnetic interactions denote
the sites, as shown in Fig. 7 (f).
here.
In Fig. 6, the Dzyaloshinskii-Moriya (DM) interaction
Dij = (D
x
ij , D
y
ij , D
z
ij) and off-diagonal Γ terms Γ
αβ
ij,s are
shown, which are defined as Dαij = (J
βγ
ij − Jβγij )/2 and
Γαβij,s = (J
αβ
ij + J
βα
ij )/2, respectively. The indices i and j
are demonstrated in Fig. 7. Comparing Fig. 6 to Fig. 2,
we find that the magnitude of the DM interactions and
the off-diagonal Γ term for the second NN are much
smaller than those of the first NN exchange interactions.
The reason is that the second NN hopping integrals are
much smaller than those for the first NN. Another rea-
son is that the eg-t2g mixing also decreases the DM and
Γ interactions on second NN bonds. If we deliberately
increase the crystal field to be unrealistic value ∆ = 210
eV which reduces the mixing of the eg and t2g orbitals,
the magnitudes of the DM and Γ exchange interactions
are enhanced as shown in Fig. 6 (c) and (d).
Figure 7 shows the JH dependence of the Heisenberg
interactions J3, the Kitaev interactions K3 and the Γ3
terms for the third NN bonds. From Fig. 7 (a) and (b),
we find that the effect of the eg-t2g mixing on the third
NN diagonal magnetic interactions J3 andK3 is weak and
the Heisenberg interaction J3 is smaller than the Kitaev
interaction K3. According to the Eq. (25) in Ref. 40, we
have J3 ∝ (txz+tyz+txy)2, where txz, tyz and txy are the
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FIG. 7. (Color online) Dependence of the third NN magnetic
interactions on the Hund’s coupling JH
U
. (a), (b) and (c): the
Heisenberg and Kitaev interactions J3 and K3; (d) and (e):
the off-diagonal interactions. ∆ = 2.10 eV, U = 2.31 eV and
λ = 0.14 eV are used in (a) and (d). ∆ = 210 eV, U = 2.31
eV and λ = 0.14 eV are used in (b) and (e). ∆ = ∞ eV,
U = 2.31 eV and λ = 0.14 eV are used in (c). Solid (dash)
lines denote the P3 (C2) case. The hopping integrals and
crystal fields in the (a), (b), (d) and (e) contain all of the five
d orbitals. The hopping parameters in (c) contain only the t2g
orbitals. (f): the red and blue solid (dashed) lines represent
the second (third) NN Z- and X- bonds, respectively. The
numbers 1 to 6 label the sites.
intra-orbital hopping integrals of the t2g orbitals on the
third NN bonds. The signs of these hopping integrals are
different (see Table IV), so the intensity of J3 is small.
However, for the t2g three-orbital model, the signs are the
same (see Tables V and VI), which makes the Heisenberg
interaction J3 relatively large. Figures 7 (d) and (e) show
that the eg-t2g mixing reduces the third NN off-diagonal
Γ interactions.
Appendix C: Spin-wave Hamiltonian of the minimal
model in Eq. (11)
Here, we show the spin-wave Hamiltonian of the mini-
mal model in Eq. (11) by employing the linear spin-wave
theory4,44 for the zigzag phase. In the zigzag phase, we
choose the magnetic unit cell a × b with a = 3â0 and
b =
√
3â0, where â0 is the length of the NN bond. For
the zigzag order, there is only two degrees of freedom in
the magnetic unit cell, i.e. two local rotation parameters
(θ, φ). Then the zero-order Hamiltonian in the magnetic
unit cell is obtained as
H0(θ, φ) = 1
2
(−Kz cos2(θ) + Γx,y sin(2θ)(cos(φ) + sin(φ))
+ sin2(θ)(Kx,y sin2(φ) − Γz sin(2φ) +Kx,y cos2(φ))).
(C1)
By minimizing the zero-order Hamiltonian, we find the
rotation parameter φ is equal to π/4 and θ satisfies θ =
11
1/2 tan−1 (−2√2Γx,y/(Kx,y +Kz − Γz)) + π/2. Thus
the quadratic Hamiltonian becomes
H2 = X†H(q)X, (C2)
where X† = (b˜†1,q, b˜
†
2,q, b˜
†
3,q, b˜
†
4,q, b˜1,−q, b˜2,−q, b˜3,−q, b˜4,−q)
and the number i in the subscript of b˜†i,q represents the
lattice site in the magnetic unit cell (see Fig. 1). The
matrix H(q) is given by
H(q) =

A C∗1 0 B 0 C
∗ 0 D
C∗1 A B
∗ 0 C 0 D∗ 0
0 B A C∗1 0 D1 0 C
∗
B∗ 0 C1 A D
∗
1 0 C 0
0 C∗ 0 D1 A C
∗
1 0 B
C 0 D∗1 0 C1 A B
∗ 0
0 D 0 C∗ 0 B A C∗1
D∗ 0 C 0 B∗ 0 C1 A

(C3)
where
A =
1
2
(Kz cos2 (θ)−
√
2Γx,y sin (2θ)
+ (Γz −Kx,y) sin2 (θ))
B =
1
8
η cos (
√
3qb
2
)(3Kx,y +Kx,y cos (2θ)
− 2
√
2Γx,y sin (2θ))
C =
1
4
η2(−Γz +Kz) sin2 (θ)
C1 =
1
4
η2(Γz + Γz cos2 (θ) +Kz sin2 (θ))
D = −1
4
η(2 sin (
√
3qb
2
)(Kx,y cos (θ) +
√
2Γx,y sin (θ))
+ cos (
√
3qb
2
) sin (θ)(2
√
2Γx,y cos (θ) +Kx,y sin (θ)))
D1 =
1
4
η(2 sin (
√
3qb
2
)(Kx,y cos (θ) +
√
2Γx,y sin (θ))
− cos (
√
3qb
2
) sin (θ)(2
√
2Γx,y cos (θ) +Kx,y sin (θ)))
η = e−i
qa
2 (C4)
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