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ABSTRACT
Manufacturing has moved from local towards global economy in the past decades enabling new
paradigms to come into practice, such as distributed manufacturing which aims at increasing
companies’ ﬂexibility with a decentralized system consisting of autonomous entities. In the paper,
a distributed collaboration framework of manufacturing agents is introduced, where the members
with resource shortages can request resources from others, divide requests among multiple
agents, reorganize their production to be able to complete a request and cancel an undertaken
task if needed. In a collaboration framework, it is essential to have a commitment to the promises: if
participants cannot count on these commitments, the framework’s eﬃciency may decrease. So as
to motivate agents to keep their promises and to enable diﬀerentiating between reliable and non-
reliable partners, here agents consider trustfulness during the selection from resource oﬀering
agents’ proposals and make decisions considering subjective trust and public reputation values,
which are computed based on successfulness of task performing and meeting due dates. In the
paper, the impact of the proposed mechanism is investigated with multi-agent simulation. It is
shown that considering trustfulness improves the overall system performance; and the improve-
ment depends on the number of participants and the federation’s load.
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1. Introduction
The phases of globalization have changed the exist-
ing paradigms of manufacturing. Although tradition-
ally centralized approaches had several advantages,
decreased transaction costs and opening of global
markets moved the industry towards distributed pro-
duction networks. (Lanza et al. 2019; Matt, Rauch, and
Dallasega 2015). Demand ﬂuctuations of today’s vola-
tile markets are also diﬃcult to cope with, even when
intelligent information technologies are applied in
highly automated and connected smart factories cor-
responding to the Industry 4.0 paradigm (Váncza et al.
2011; Mourtzis 2011; Lanza, Peters, and Herrmann
2012; Hohmann and Posselt 2018; Pei et al. 2019).
Rossit, Tohmé, and Frutos (2019) mention, these tech-
nologies change the way production planning and
scheduling are carried out as well.
The producer–consumer relationships in production
networks are also changing, which gives room for
increased cooperation in order to cope with such pro-
blems (Kaihara et al. 2018). As Becker and Stern (2016)
state, horizontal and vertical cooperation are distin-
guished among enterprises: if they are situated on
diﬀerent levels of a supply chain, the cooperation is
called vertical, if they are at the same level of value-
creation, it is a horizontal cooperation. In the past few
years, several diﬀerent manufacturing paradigms –
which all build on increased cooperation between parti-
cipants – were investigated by researchers. One of them
is cloud manufacturing (CMfg) that transforms manufac-
turing resources and capabilities into manufacturing
services, which can be managed and operated in an
intelligent and uniﬁed way to enable the full sharing
and circulating of manufacturing resources and manu-
facturing capabilities. A CMfg system includes a core
support (knowledge), import and export of resources,
and three user types: service providers, service users,
and cloud providers (Zhang et al. 2014). Sharing econ-
omy is deﬁned by Ter Huurne et al. (2017) as ‘an eco-
nomic model based on sharing underutilised assets
between peers without the transfer of ownership, ran-
ging from spaces, to skills, to stuﬀ, for monetary or non-
monetary beneﬁts via an online mediated platform’.
Another widely studied paradigm is distributed manu-
facturing, which aims at increasing the enterprises’ ﬂex-
ibility and agility with a decentralized manufacturing
system consisting of autonomous entities. As
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manufacturing is moving from a local towards a global
and competitive economy, fast and dynamic response
to the customer demands is not possible with a system
built on rigid, hierarchical and centralized control archi-
tectures – which, in addition, may shut down due to
a single failure. In distributed manufacturing (and in
general, in a distributed control system), each partici-
pant is intelligent, cooperative, has its own objectives,
skills and knowledge – however, none of them has
a global view of the system (Leitao 2009). To increase
ﬂexibility, participants can share resources with each
other, which also requires information sharing. Sharing
resources in a distributed system in a collaborative way
is called crowdsourced manufacturing by Kádár et al.
(2018). In such a system, companies or producer entities
cooperatewithin a brokering federation in order to reach
higher and more competitive service levels. Producers,
usually named factory agents, share their manufacturing
assets on the basis of their actual and expected orders or
available extra capacities.
In case of these new manufacturing paradigms,
one wonders how can they be implemented in the
industrial practice, and what is the motivation for
organizations to share information and resources in
a competitive market situation. For example, the
Swiss Virtuellefabrik (Swiss Virtuellefabrik 2019) is
a collaborative production framework consisting of
small enterprises, with basically complementary
resources and competences. They mainly focus on
manufacturing unique products and prototypes –
which cannot be done without speciﬁc capabilities.
The orders are placed, and the parts of the task are
distributed between the manufacturers through spe-
cial brokers. The goal of the framework is to complete
orders together, complementing each other’s compe-
tences and resources. The participants of the frame-
work could not utilize their resources in an eﬃcient
way without working together.
Kaihara et al. (2017) also indicate that because of
frequent demand changes, for Build-to-Order (BTO)
companies it is diﬃcult to reach a high machine uti-
lization level, since to keep the due dates, such com-
panies usually have excess production capacities. The
solution could be to share resources with each other
in a crowdsourced way – however, some risk exists
that manufacturing costs might become higher than
usual because of additional transportation and sub-
contracting costs.
When cooperating with each other, organizations
can also oﬀer resources to each other as services –
this has been already implemented to the industry in
case of, e.g. 3D printing and laser cutting companies, to
whom a speciﬁc task of a production or manufacturing
process can be outsourced. Váncza et al. (2011) men-
tion a machine service network named 3DWorknet, in
which the focus is on fabrication in standardized pro-
duction plants connected to a network – which aim is
to improve the eﬃciency of the process chain in the
manufacturing industry. An example of this type of
plant is Shapeways Portal (Shapeways Portal 2019),
where customers either have the opportunity to
order existing 3D models from a library or upload
their own models to be printed. Other companies
who are oﬀering manufacturing services are Fictiv
(Fictiv Online Manufacturing Platform 2019) and
Plethora (Plethora CNC machining on demand 2019).
These companies operate online platforms where the
customers can upload CAD models about the product
they want tomanufacture, and the companies produce
them in as short time as 1 to 3 days.
1.1. Resource sharing models in the literature
Sharing resources in production structures has the
potential to increase ﬂexibility and scalability of man-
ufacturing systems – as mentioned by Freitag, Becker,
and Duﬃe (2015), where a resource sharing model is
introduced, and diﬀerent scenarios are tested with
increasing degree of information exchange between
the participants. Shi et al. (2007) investigate resource
sharing by applying grid technologies for resource
modelling. The distributed and dynamic allocation of
resource capacities have long been proposed for
decentralised scheduling applying an agent-based
architecture (Kumara, Lee, and Chatterjee 2002).
More recently, the capacity allocation problem has
been studied on the network level as well (Scholz-
Reiter et al. 2011).
An important precondition of resource sharing is
the capability of checking planned resource utiliza-
tions and determining shortage or surplus of capaci-
ties in advance. Most Enterprise Resource Planning
(ERP) systems include a Capable-to-Promise (CTP)
module, which can determine whether there are
enough materials and capacities for satisfying incom-
ing customer orders (Capable-to-Promise Systems
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2019). While the advantage of the CTP is that it is
already available at most manufacturing sites, more
sophisticated scheduling or simulation systems are
preferred not only for availability checking but also
for modifying the production plans and schedules
according to the new customer orders (Kaihara et al.
2017; Kádár et al. 2018). Chen et al. (2008) present
a distributed access control architecture for collabor-
ating dynamic virtual enterprises – that may both
compete and cooperate with each other – to solve
problems in distributed authorization management
and security access control across organizations. Liu
et al. (2015) introduce a resource service sharing
model in cloud manufacturing, which is based on
the Gale-Shapley algorithm, and analyse it in the
context of ﬂuctuating resource service supply and
demand. When collaborating with each other, the
participants often have to make decisions about
who to work with. Arrais-Castro et al. (2018) propose
a model, which uses a dynamic decision approach for
supplier and business partner evaluation in
a collaborative network – here, software agents
autonomously capture business opportunities, select
business partners, and award associated orders.
In a system where participants share resources and
cooperate with each other, it is also important for
them to have a strong commitment to their own
goals and plans. Otherwise, they would bring nothing
to completion. They somehow have to be encouraged
to keep their promises, because in a cooperative fra-
mework trusting in each other’s promises is one of the
main pillars of the system (Váncza and Márkus 2000).
This paper indicates these essential preconditions of
collaboration as trust and reputation. However, these
are less exact terms, which are more diﬃcult to deﬁne,
since they are based on a complex belief of depend-
ability, competence and integrity. Hence, it is beneﬁ-
cial to brieﬂy review here the general characterization
of trust and reputation systems (TRSs).
1.2. Trust and reputation systems
Extensive reviews of computational TRSs used in
multi-agent systems are presented by Sabater and
Sierra (2005) and Pinyol and Sabater (2013). These
studies introduce a classiﬁcation of the models
according to a number of dimensions. In general,
two paradigm types are distinguished: cognitive,
where trust and reputation are built on beliefs and
their degrees, and numerical, where the values are
calculated from utility functions and numerical aggre-
gation of past interactions. The models consider dif-
ferent information sources to calculate trust and
reputation. The agents can make decisions based on
direct experiences (direct interactions and direct obser-
vations), indirect information, which is gathered from
other agents, sociological information, which is based
on the analysis of social relations among the agents,
and prejudice (assigning properties to an individual,
based on signs that identify the individual as
a member of a given group). The type of information
can also be discrete-valued (e.g. the agent met the due
date or not) and continuous-valued (lateness in the
due date). Another important aspect is visibility:
values can be public (visible for all the observers) or
subjective (assessed by each individual). It is also an
essential question whether the models take the relia-
bility of measures into consideration: is trust and
reputation single-valued without any other informa-
tion or do they contain other elements, e.g. number of
experiments, reliability of witnesses or the age of
a speciﬁc information.
As mentioned, there is no widely accepted deﬁni-
tion for trust and reputation, but in most practical
TRSs, trust means a subjective value that is based on
direct experiences, and reputation is a public value,
which includes indirect information. For practical pur-
poses, simple numerical characterizations of trust and
reputation can be applied, e.g. the average order ﬁll-
rate based on historic interactions – as presented by
Hou et al. (2018), where the eﬀect of trust in supply
chains is investigated. Cheikhrouhou, Pouly, and
Madinabeitia (2013) distinguish between ﬁve trust
categories (competence, contractual, relational, indir-
ect and negative), and investigate their impacts on
information exchange processes in vertical collabora-
tive networked organisations. Li, Fan, and Xitong
(2011) also state that trust plays an important role in
the selection of business services. Chang et al. (2014)
propose a multi-criteria variable weights decision-
making approach based on trust and reputation in
supply chains. They put more emphasis on the
detailed TRS, consider direct and indirect values and
apply a time decay function for historical trust and
reputation values as well, but ignore the resource
constraints at the suppliers. Yang et al. (2019) present
a service satisfaction-based trust evaluation model for
cloud manufacturing, where the direct satisfaction,
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the friend recommendation satisfaction and the plat-
form satisfaction were integrated into the compre-
hensive trust. This model also applies a time decay
function and corrects trust values by using the service
satisfaction volatility. Yan, Cheng, and Tao (2016) pre-
sent a detailed TRS in Cloud Manufacturing. Here,
direct, indirect, and third-party trust (which means
relying on the opinion of independent and qualiﬁed
third parties) are taken into consideration, and a time
decay function is applied on historical transaction
data. The model focuses on the trust evaluation
model and takes into account several important
aspects in connection with trust, but also ignores
resource constraints. Nevertheless, the amount of
available resources is an important aspect when
investigating systems where the participants (e.g.
companies) share resources with each other.
A reliable participant could become overloaded and,
as a consequence, other companies might choose
a less reliable partner with free capacities instead of
the reliable one which has no available resources.
For cooperating organizations, it is essential to be
honest with each other and to have a strong commit-
ment to the promises. With taking trust and reputa-
tion into account in decision-making, companies
could be incited to keep their promises, e.g. complete
an undertaken order in spite of noticing a more proﬁt-
able option for using free capacities. They also can be
forced not to bias information and to meet the task
due dates because otherwise they would worsen their
own situation (after receiving a bad rating, they are
less likely to win new tasks). Making decisions based
on trust and reputation also enables to diﬀerentiate
between partners who are reliable, and who are not.
Such a framework is driven by the promises and
commitments for the future, given by the partici-
pants. The main pillar of the framework is that one
can believe the other’s promises: if participants can-
not count on these commitments, and they are not
incited to keep the promises, the framework of coop-
eration is violated, and the eﬃciency of the distribu-
ted manufacturing system can but decrease.
1.3. Preliminaries
From framework point of view, the paper presents the
extension of the former distributed collaboration fra-
mework introduced by Kádár et al. (2018), which was
developed with the aim of facilitating the cooperation
of manufacturing companies. Here, all companies
(modelled with agents) are able to oﬀer their free
resources and send requests when having resource
shortages, as well. A Collaboration Platform (CP)
receives the oﬀers and requests to match them (if
possible). The agents are members of a federation,
which is a group of agents, with the CP in the centre.
The advantage of the approach is that the capacity
requesting agent receives an instantaneous reply for
its request and thus the decision process is not
delayed. In contrast, it disregards the potential ﬂex-
ibility of the production at the other agents, which
may decrease the eﬃciency. Besides, this protocol
generates high communication load as it records all
the free capacities, requests and oﬀers in one central
system, and updates them continuously. In addition,
the study focused only on the case when the agents
received prompt answer from the platform: if there is
no matching oﬀer at the moment when a certain
request arrives, the matching fails. It is also not realis-
tic for a production facility to share all the capacity
information about itself (except that all the partici-
pants of the system belong to the same company, as
diﬀerent production sites). In reality, companies try to
share as little information with the others as possible.
The mentioned paper does not take the trustfulness
of agents into consideration and does not reward or
penalize the federation members on the basis of how
they kept their promises regarding task fulﬁlment.
In this paper, the authors introduce an abstract
agent-based model, whose purpose is to investigate
the impact of considering trust and reputation in
decision-making while sharing resources in
a distributed manufacturing system. Trust and repu-
tation between participants are based on the task
fulﬁlment successfulness and ﬁnishing time (whether
the company met the promised due date). The pre-
sent model includes both the ﬂexibility of the agents
allowing them to divide requests with the aim of
ﬁnding an appropriate oﬀer, to reorganize their pro-
duction in order to fulﬁl a resource request, and the
evaluation of their trustfulness as well – resulting in
a more adaptive model. It is also possible for an agent
to cancel a task it promised to complete – in this case,
its trust and reputation will decrease. After a detailed
description of the formal model, the eﬀect of consid-
ering trust and reputation in decision-making is eval-
uated using multi-agent simulation. It is shown that in
a distributed manufacturing system consisting of
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cooperative agents who are sharing resources with
each other, considering trust and reputation improve
the system’s overall performance. In addition, the
improvement increases as the number of participants
grows in such a system. Experiments also have shown
that if the load of the federation increases, taking
trustfulness into account has less impact.
2. Formalized model
2.1. Basic concepts
In the model description, the following notions will be
used:
● Agent: represents a company which has a certain
amount of diﬀerent types of resources. It can com-
municate with other agents, oﬀer its resources and
send requests to other agents with the aim of
asking for additional resources, if it is necessary.
On the basis of its decision mechanism, it can
choose the best from the incoming oﬀers.
● Federation: a group of agents. Agents are allowed
to enter or exit the federation at any time: the
entry condition is to accept the interaction pro-
tocol. Collaboration is only possible between
federation members.
● Federation Centre (FC): manages entries and exits
from the federation, updates the list of federa-
tion members, and calculates reputation values
for each member.
● Task: a speciﬁc production process that has to be
performed by the agents. A task is determined by
its resource requirements:
○ One speciﬁc resource type that is necessary to
perform it (e.g. drilling machine).
○ Amount of required resources (continuous-
valued parameter). Each company has a given
amount of resources from a speciﬁc type; the
mentioned amount cannot be used for other
purposes in the task processing interval
(deﬁned below).
○ Earliest start time and due date determine
a processing interval where resources with the
given amount are to be used.
● Resource load: in case of a speciﬁc task, the
amount of required resources multiplied by the
length of its processing interval.
● Order: contains one simple task. Federation
members receive a stream of orders from outside
the federation.
2.2. Model structure
In the presented model, the authors consider two
aspects.
(1) The goal of a federation member: similar to real
companies that are trying to generate revenue
from completing jobs, in the presented model
agents are motivated to perform as many tasks
as possible and utilize their resources as much
as possible – however, ﬁnancial aspects are not
modelled in detail.
(2) The goal of the whole federation: to maximize
service level for outside customers and perform
the undertaken tasks on time.
In this paper, the focus is on the performance of
the federation and its collaborating members, who
make decisions on the basis of the other federation
members’ trust and reputation values. Agents have an
internal decision-making mechanism for deciding
which order (received from outside the federation)
to accept or reject – however, in the model, the
authors only deal with accepted orders. Here, each
federation member undertakes some orders – even
lacking suﬃcient capacities that are required to the
certain order, relying on the strength of the federa-
tion, and assuming that the member(s) of the federa-
tion will help to complete the order. There can be
a task which the agent is not able to perform either
because of resource shortage or even the lack of
speciﬁc resource. In this case, that task has to be out-
sourced – enabling the requesting agent to complete
the order. In Figure 1, one can see the federation with
company agent members. They receive an order
stream consisting of a series of tasks from outside
the federation (light blue arrows), collaborate with
each other by sending and receiving requests, oﬀers
and messages (black arrows), and communicate with
the FC (red arrows).
Since the main goal of this paper is to investigate
the eﬀect of considering trust and reputation in deci-
sion-making, and for simplicity reasons, the resource
amount is considered to be continuous valued in the
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presented model. Main parts of the communication
protocol are the following:
● Request: a message sent by an agent which has
resource shortages to all the other agents with
the aim of asking for additional resources in
connection with a task. A request consists of
the resource requirements (type, amount, ear-
liest start time and due date) of a speciﬁc task.
The actual list of federation members is provided
by the Federation Centre.
● Capability check: when an agent receives an order
from outside the federation or a request from
another federation member, it checks whether it
has the resource requirements to perform it. If the
agent is able to complete the task, the result of
the capability check is true, otherwise, it is false.
● Requesting agent: in case of an incoming order, if
the result of the capability check is false, the
agent sends requests to all the other federation
members – in this case, this agent is called
‘requesting agent’.
● Oﬀering agent: in case of an incoming request, if
the result of the capability check is true, the agent
which received the request sends an oﬀer to the
requesting agent – in this case, the agent which
sent the oﬀer is called ‘oﬀering agent’. Agents
could request and oﬀer resources related to dif-
ferent tasks at the same time: the notion depends
on the role of the agent in the speciﬁc interaction.
● Winner agent: the agent that has sent the best
oﬀer and has been chosen by the requesting
agent to complete a speciﬁc task.
2.3. Trust and reputation deﬁnition
According to the classiﬁcation mentioned in
Section 1.2, the trust model considered in this
paper is a numerical one, with continuous-valued
information. When an agent undertakes a task, it
makes two promises:
(1) to complete the task, and
(2) to complete it on time.
Trust and reputation are formed by the fulﬁlment of
these two promises, which are related to the relia-
bility and trustworthiness of the agents but calcu-
lated in diﬀerent ways (presented in subsection 2.9).
In the above distributed production network, the
top priority is maximizing service level of the fed-
eration, thus, if the task is completed, trust and
reputation values are calculated on the basis of
the lateness in the outsourced task completion
times. Whenever an agent promised to complete
a speciﬁc task, but later refuses it, the trust and
reputation of the agent decrease. Hence, trust and
reputation are deﬁned as follows (more details
about the calculation method will be provided in
the model description):
Figure 1. Federation of agents with incoming orders.
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● Trust: internal, subjective value. Each agent
associates a trust value to each of the other
agents. It is calculated by the agents themselves,
on the basis of direct interactions with another
speciﬁc agent taking successfulness of the inter-
action and task lateness into consideration. Trust
can be considered as a subjective opinion about
everyone else in the federation. It has a value
between 0 (lowest trust) and 100 (highest trust).
● Reputation: public value, assigned to each agent.
It is calculated by the FC but formed by the
interactions with all the other agents taking suc-
cessfulness of the interaction and task lateness
into consideration. It can be considered as spe-
ciﬁc rating that each agent can see and inﬂuence
and qualiﬁes the agent for the others. It has
a value between 0 (lowest reputation) and 100
(highest reputation), too.
Therefore, based on the notions in Sabater and Sierra
(2005) and Pinyol and Sabater (2013), direct and indir-
ect information are also considered in the model,
which applies subjective and public values as well. As
trust and reputation values are changing over time,
former values are weighted by an exponential function
when calculating new rates. In the current stage of
research, agents are completely honest; they are not
allowed to manipulate the system with communicat-
ing distorted information, e.g. devaluate a partner for
selﬁsh reasons in spite of its high reliability.
2.4. Agent interaction
The ﬂowchart of the agent interaction applied in the
model is presented in Figure 2. When an agent receives
an order from outside the federation (1), it performs
the capability check. If the result is true, the agent
schedules the task for itself based on the earliest task
start time and due date – and performs it between
these two time points. If the result is false, the agent
checks the federation member list (updated after each
entry or exit by the FC) and sends requests to all the
other agents of the federation immediately (2). It is
necessary to send the request to all the federation
members because agents do not have any information
about each other’s resource types or amounts. After
receiving an order, agents perform the capability check
on their own production plan and send an oﬀer to the
requesting agent if the result is true – otherwise, send
a reject message about oﬀering their resources. Oﬀer
or reject message sending occurs in a time that is
determined with a uniform distribution between 0
and 1 model time unit for each agent. The requesting
agent expects some kind of answer from each of the
other agents in one model time unit – an oﬀer is
technically a feedback that the oﬀering agent is able
to complete the speciﬁc request.
If the requesting agent does not receive any oﬀer
from the other agents, it sends out the request again,
and in parallel asks all the other agents to try to
reorganize their production with the aim of complet-
ing the speciﬁc task (3). They check their production
and free resources again and if it is possible to com-
plete the task after reorganizing (this process lasts for
another model time unit), they send back an oﬀer or
a reject message. If there are still no oﬀers, the
requesting agent divides the task to equal parts,
sends out its parts separately as requests, and waits
another time unit for oﬀers (4). If the requesting agent
does not receive oﬀers for some of the parts, marks
them as ‘failed’ (5). If there is at least one oﬀer after
step (2), (3) or (4), the requesting agent chooses the
best (or the only) oﬀer and assigns the task to the
winner (oﬀer evaluation will be described later in this
section). In Figure 2 the frames in blue-dashed lines
are the same steps that the agent performs when
receiving a request at diﬀerent phases of the
interaction.
After the task is ﬁnished or cancelled, the request-
ing agent updates the winner agent’s (subjective)
trust value, and the FC updates the winner’s (public)
reputation value depending on whether the agent
completed the task or cancelled it (6a and 6b). If the
task is completed, trust and reputation values will
change according to the lateness in the due dates
(detailed in Section 2.9). If the task is cancelled, trust
and reputation values will be recalculated by assign-
ing a zero value to this unsuccessful interaction. In
this case, the requesting agent does not try to ﬁnd
a new oﬀer for this task and marks the task as failed. If
a (part of a) task is marked as failed, the requesting
agent does not try to send it out again.
2.5. Capability check
For the ﬁgures and equations in the following sec-
tions, Table 1 contains the description of the
variables.
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When agentn receives a new task (tasknew) with tnew
processing interval and rnew resource amount, it tries
to insert the task into its production plan (Figure 3
and Equation (1)). The agent calculates the cumula-
tive planned load of the speciﬁc resource type during
the processing interval of the new task by
Figure 2. Swim lane of the distributed resource sharing model.
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summarizing the load of all pn already planned tasks
and subtracting it from the possible maximum
resource load (rmax;n  tnew) that the agent can use in
this interval from a speciﬁc resource type. If the
diﬀerence is higher than the resource load of the
new task, the agent is able to complete the request
and sends an oﬀer to the requesting agent.
rnew  tnew  rmax;n  tnew 
Xpn
i¼1 rioi;new (1)
In Figure 3, a simple example is shown, where taski
and taskj are already planned tasks with ti and tj
processing intervals, and ri and rj resource amounts.
The overlapping time intervals with tnew is oi;new and
oj;new . Here, the area of the hatched rectangle is
equal to the possible maximum resource amount
the agent can provide in the tnew interval. The agent
subtracts the overlapping area of the two light blue
rectangles (planned tasks) from the area of the
hatched rectangle (maximum resource load), and if
the diﬀerence is higher than the area of the green
rectangle (new task), it sends an oﬀer to the
requesting agent. In this case, the oﬀering agent
has enough resources to perform tasknew . In order
to have a manageable model, setup time is included
in the processing interval.
2.6. Changes in task parameters due to delayed
start
In the presented model, the earliest start time of
a task is at least one model time unit later than the
time when the order (containing the task) was
received by the requesting agent. In this case, the
requesting agent certainly receives the oﬀers or
refuse messages related to a speciﬁc task before
the earliest start time occurs. However, during
further interactions, it may happen that by the
time an appropriate oﬀer is found, the execution of
the task should have already started. It is assumed
that the task can still be completed in this case, but
since there is less time available to ﬁnish it, more
resources are required in order not to change the
due date. To ﬁnish a task, the required resource load
(resource amount multiplied with the processing
interval) is necessary – thus if there is less time
available, more resources are needed. As shown in
Equation (2), the product of the original required
resource amount ri and the original processing inter-
val ti is equal to the increased amount of resources
rinc;i multiplied with the original processing interval
ti reduced by the delay (diﬀerence between the real
task start time and the earliest start time; tdelay;i).
ri  ti ¼ rinc;i  ðti  tdelayÞ (2)
Figure 4 shows the same calculation, but in a visual
way: here, taski is the original task, visualized with
a light blue rectangle with ri  ti area. If performing
a task does not start at the earliest start time, the area
of the rectangle – i.e. the resource load of the task –
should not change. The orange rectangle indicates
the modiﬁed task – due to delayed start –, this has
the same area as the light blue one.
Table 1. Variables in the model description.
Variable Description
ti processing interval of taski
tnew processing interval of a new, incoming task (that the certain
agent tries to ﬁt in to its production plan)
ri required amount of resources for taski
rnew required amount of resources for the new, incoming task
rmax,n maximum amount of resources from a speciﬁc resource type for
agentn
oi,j overlapping time interval of taskj with taski
pn number of already planned tasks for agentn
taskk,i k
th part of taski (after dividing)
rinc,i increased amount of required resources for taski (due to
delayed start)
tdelay,i diﬀerence between the real start time and the earliest start time
for taski (in case of delayed start)
Li diﬀerence between the promised ﬁnishing time and the real
completion time of taski (lateness)
trustm;ni trust value in connection with taski, which was requested by
agentm and won by agentn
repm;ni reputation value in connection with taski, which was requested
by agentm and won by agentn
trustm;nprev previous subjective trust value in case of a ﬁnished task (how
much agentm trusts agentn)
trustm;nnew new subjective trust value after a ﬁnished task (how much
agentm trusts agentn)
repnprev previous public reputation value of agentn in case of a ﬁnished
task
repnnew new public reputation value of agentn after a ﬁnished task
taskj
taski
tasknew
oi,new
oj,new
time
required resource amount
rmax,n
tnew
0
r j
r i
r n
ew
Figure 3. Calculation of available resources in case of a new task.
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2.7. Reorganisation
When an agent is asked by a requesting agent to
reorganize its production, it has the opportunity to
use additional resources in the interval given by the
earliest start time and the due date of a task that is
planned to be completed. Companies can rearrange
the scheduled tasks with the aim of completing a new
task or to use additional resources (e.g. to call in more
employees to the shop ﬂoor or ask them to work
overtime). In case of reorganizing, when an agentn
checks its free resources according to Equation (1),
the rmax;n maximum resource amount could be
increased in the mentioned interval. The increase
rate in the percentage of the original amount is an
agent parameter called ﬂexibility, this way modelling
the usage of additional resources.
2.8. Dividing tasks
The tasks are assumed to be dividable to some parts:
if asking the other agents to reorganize their produc-
tion does not lead to new oﬀers, the requesting agent
divides the task to smaller, equal parts, and sends
them out separately with the aim of ﬁnding oﬀers
for the smaller tasks. The number of the parts is
a model parameter, and constant in all interactions.
Dividing a task means that the processing interval
remains the same, but smaller resource amount is
necessary to complete one part, and the sum of the
resource loads of the parts are equal with the original
task resource load (Figure 5). In case of dividing, the
requesting agent ﬁrst computes the required (possi-
ble increased) resource amount according to
Equation (2), then divides the task to
a parametrizable number of parts, and ﬁnally sends
out new requests with the divided requirements and
possibly delayed earliest start times. In this case, there
is a higher chance that separate agents have free
resources to complete the smaller requests. In Figure
5 one can see a case when a task is divided into two
equal parts (task1;i and task2;i). Both has ti processing
interval and requires ri=2 resources.
2.9. Computation of trust and reputation values
If the requesting agent receives more than one oﬀer,
it has to decide which one to select. Whenmaking this
decision, it takes the weighted sum of three factors
into consideration: the unit price (static agent feature),
the reputation, and the trust value of the oﬀering
agent. Agents make decisions considering static and
dynamic parameters as well, resulting in a more adap-
tive decision-making. Trust and reputation values are
related to the successfulness of task completion and
the lateness of the task completion times – in this
way, agents rate each other based on their past per-
formance and aﬀect the system behaviour. Both trust
and reputation values are changed after each ﬁnished
task, but mean diﬀerent things, as explained in
Section 2.3.
Before evaluating an oﬀer, the requesting agent
always checks the reputation value of the oﬀering
agent through the FC, and the trust value calculated
and stored by itself. When a task is ﬁnished, ﬁrst,
trustm;ni and rep
m;n
i – trust and reputation values in
connection with taski which was requested by agentm
and won by agentn, and has a processing interval ti –
are calculated according to Equation (3). The trust and
reputation values in connection with taski are the
same, they will be the base of the change in the
trust and reputation values of the winner agent, and
they are inﬂuenced by the Li lateness between the
promised ﬁnishing time and the real completion time
of taski (here the authors suppose that ti ≥ Li in order
to trust and reputation values remain positive). The
model contains an α penalty parameter to sanction
lateness to a greater extent and increase the
taskririnc,i i
tdelay,i
ti
Figure 4. Increased required resource amount due to delayed
start.
task1,i
task2,i
ri/2
ri/2
ri
ti
Figure 5. Dividing a task into two parts.
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diﬀerence between agents based on their perfor-
mance. The value of α depends on the task ﬁnish time:
● if Li ≤ 0, α ¼ 1
● if Li ≥ 0, 0 < α < 1 (constant model parameter)
● if the task is cancelled, α ¼ 0:
Therefore, if the winner agent ﬁnishes the task earlier
than the due date or right on time, it gets trustm;ni ¼
repm;ni ¼ 100 value (it does not matter how much
earlier the agent ﬁnished it). If a task is cancelled,
trustm;ni and rep
m;n
i will be equal to 0.
trustm;ni ¼ repm;ni ¼ 100
Li  100
ti
 
 α (3)
As one can see in Figure 6, real processing intervals
are determined by normal distributions – this causes
the Li lateness in the completion time of taski. In the
presented model, the mean of the distribution of the
real processing interval is always higher than the
original processing interval. The authors distinguish
agents according to their service level as reliable and
non-reliable agents: agents which belong to
the second type are more likely to ﬁnish a certain
task later than the due date, and it is expected that
other agents are not willing to outsource tasks to
them as frequently as to the reliable ones. However,
it is diﬃcult to mark a clear boundary between reli-
able and non-reliable agents; in the present model an
agent is considered reliable if the diﬀerence between
the mean of the real processing interval and the
original processing interval is smaller or equal than
10% of the original processing interval, and non-
reliable if it is higher than 10%. This diﬀerence is
a static agent feature, and it has a big impact on
trust and reputation values, and at the current stage
of research, does not depend on the workload of an
agent in the speciﬁc time point or other parameter. In
Figure 6, Δr and Δn denote the mentioned time dif-
ference in case of reliable and non-reliable agents (the
index r refers to the reliable, n to the non-reliable
agents in this paper).
Task cancelling also strongly inﬂuences the trust
and reputation values, thus indirectly the number of
tasks the agent wins. Task cancelling can happen with
a speciﬁc probability in case of each type of agent –
this probability is denoted by xr and xn, and given in
the percentage of all tasks requested by other federa-
tion members (e.g. xn = 20%, means that 20% of all
the won tasks will be cancelled by non-reliable
agents).
After the requesting agent calculated trustm;ni and
repm;ni , the requesting agent changes its subjective
trust value about the winner agent on the basis of
Equation (4), sends repm;ni to the FC, and ﬁnally, the FC
changes the winner agent’s public reputation value
according to Equation (5). In Equation (4), trustm;nnew
means the new, and trustm;nprev means the previous
subjective trust value of the winner agent, which
refers how much agentm trusts agentn. In Equation
(5), repnnew means the new, and rep
n
prev means the
previous public reputation value of the winner
agent. Here, there is only one index, because this
value is connected only to the winner agentn, as it is
shaped by all interactions performed by this agent.
Exponential smoothing with smoothing factors β (in
case of trust) and γ (in case of reputation) were
applied to assign exponentially decreasing weights
over time to trust and reputation when calculating
new values. For initial trust and reputation values, 80
is considered (on the 0–100 scale). Important to note
that trust values are not symmetric: trustm;ntrustn;m.
trustm;nnew ¼ trustm;ni  βþ trustm;nprev  1 βð Þ (4)
repnnew ¼ repm;ni  γþ repnprev  1 γð Þ (5)
3. Simulation experiments
In order to investigate the performance of the federa-
tion and the individual agents, some experiments
were performed. For these investigations, a high-
level multi-agent-based simulation model was built
in AnyLogic (Borschev 2013). In most of the experi-
ments, the resource sharing mechanism described
Figure 6. Diﬀerence between reliable and non-reliable agents.
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above has been implemented with 10 company
agents, with the aim of testing and validating the
proposed protocol. As one can see in Table 2 six non-
reliable (C01 to C06 marked with red background) and
four reliable (C06 to C10 – marked with green back-
ground) company agents were considered. In case
where not only 10 agents were investigated, the
agents in Table 2 were duplicated as detailed in the
description of the speciﬁc experiment. In the experi-
ments, 20 diﬀerent resource types existed; the types
and amounts are also listed in Table 2 (for example,
C01 company agent has 10 units form resource
type 1). As one can see, two of the non-reliable agents
(C01 and C02) has all the 12 resource types, the others
have only 10 of them.
The model has several parameters, thus, for the
easier understanding, Table 3 contains the varied
parameters and Table 4 contains the parameters
that were ﬁxed in all experiments.
In Table 5 the performed experiments are intro-
duced, with the bounds of the varied parameters,
which are marked with a grey background. If there
are no grey background cells in the column of an
experiment, that means a speciﬁc scenario – detailed
in the experiment description – was investigated. In
case of most of the experiments, the simulation was
run for 750 model time units: after this time period,
the measured KPIs did not change signiﬁcantly. In
Experiment (8) the eﬀect of an unexpected negative
event is investigated, and here it was necessary to run
the simulation two times longer than in the other
cases to show the system changes.
In the experiments, when the authors compare the
normal and the advanced model, normal means the
model introduced in Section 2 without computing
trust and reputation or considering them in decision
making. Unit price was taken into account in all
cases: when no trust or reputation values were con-
sidered (normal model), agents made decisions based
only on this static feature. In the other cases,
a weighted sum of unit price and trust/reputation
values were calculated and associated to a certain
oﬀer during evaluation. In the experiments, these
weights were equal. As one can see from Table 4,
the unit prices are also equal for these experiments
in order not to inﬂuence the diﬀerence between reli-
able and non-reliable agents. This way, when apply-
ing the normal model, the agents will send equal
oﬀers, thus, the ﬁrst received oﬀer will be the winner.
Table 2. Companies in the simulation experiments.
Company 
Resource 
type C01 C02 C03 C04 C05 C06 C07 C08 C09 C10 
1 10 10 10   10       10 10 
2 12 12 12   12       12 12 
3 10 10 10   10       10 10 
4 12 12 12   12       12 12 
5 10 10 10   10       10 10 
6 8 8 8   8       8 8 
7 9 9 9   9       9 9 
8 10 10 10   10       10 10 
9 11 11 11   11       11 11 
10 12 12 12   12       12 12 
11 10 10   10   10 10 10     
12 12 12   12   12 12 12     
13 10 10   10   10 10 10     
14 12 12   12   12 12 12     
15 10 10   10   10 10 10     
16 10 10   10   10 10 10     
17 12 12   12   12 12 12     
18 10 10   10   10 10 10     
19 12 12   12   12 12 12     
20 10 10   10   10 10 10     
Table 3. Varied parameters in the experiments.
Notation Description Unit
ar number of reliable agents pcs
an number of non-reliable agents pcs
d number of parts the agents can divide the
requests into
pcs
f agent ﬂexibility %
tr the model includes trust (1) or not (0) -
rep the model includes reputation (1) or not (0) -
β smoothing factor for trust values -
γ smoothing factor for reputation values -
torder incoming order time period (diﬀerence between
two incoming orders to an agent)
model
time
unit
Table 4. Fixed parameters in the experiments.
Notation Description Value Unit
Δr diﬀerence between the mean of the real
processing interval and the original
processing interval, in case of reliable
agents
5 %
Δn diﬀerence between the mean of the real
processing interval and the original
processing interval, in case of non-
reliable agents
20 %
α penalty parameter in case of delayed tasks 0.8 -
xr task cancelling rate in case of reliable
agents
2 %
xn task cancelling rate in case of non-reliable
agents
20 %
tavg average interval size of the tasks received
from outside the federation
40 model
time
unit
ravg average amount of required resources for
the tasks received from outside the
federation
1000 -
u unit price 100 -
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Since there are several stochastic parameters, 50
simulation runs were executed for each parameter
set, and the average of the results is visualized in the
diagrams. In addition, the conﬁdence intervals on
95% conﬁdence level are also mentioned (except
Experiment (7) and (8) where a single simulation run
is depicted in the ﬁgures). The experiment results are
presented mainly using two measures:
● Average task lateness, which means the sum of
diﬀerences between the task due date and the
real completion time, for each task which was
completed by the federation during the simula-
tion run, divided by the number of mentioned
tasks. If a task is ﬁnished earlier than the due
date, the diﬀerence is negative – it decreases
the average.
● Average resource utilization, which is computed
by averaging the resource utilizations for all the
resource types a speciﬁc agent has, in each
model time unit.
Average task lateness indicates the performance of
the federation as seen from outside – this value is
important for outsider companies, who are sending
orders to the federation. Average resource utilization
is important for the companies inside the federation:
they are trying to maximize the utilization of their
resources. Traditional metrics – for example through-
put or WIP – are not used here, because these two are
depending on the frequency and size of the incoming
tasks and are not characteristic as for the performance
of the federation. The aim of the federation is not to
increase the throughput, but to increase the service
level: to complete as many received requests as pos-
sible on time. If the federation performs better, it
won’t be able to complete much more tasks, because
the order stream is ﬁxed in the presented model.
3.1. Experiment (1) – agent ﬂexibility
First, in order to investigate the ﬂexibility of the
agents (this parameter is equal in all company agents
in the simulations), some experiments were per-
formed. As mentioned, ﬂexibility is the parameter
that determines the amount of additional resources
that a company can use in case of reorganizing its
production, given by the percentage of original
resource amount. For example, a company with 20%
ﬂexibility means it can oﬀer 120% of its original
resources (rmax,n) in the processing interval of
a speciﬁc task, after being asked to reorganize its
production. In Figure 7 one can see the percentage
of tasks that were
● insourced (the agent had the speciﬁc resource
and carried out the task by itself),
● completed after sending out (reorganizing or
dividing was not necessary),
● completed after reorganizing,
● completed after dividing, or
● marked as failed.
In these experiments, companies divided the
requests into three parts (if there were no oﬀers
after reorganizing). In case of divided tasks, when
visualizing results, the original task amount was con-
sidered: if an agent divided the task into three parts,
but only one of them was completed, 1/3 was added
to the ‘completed after dividing’ category. One can
see in Figure 7 that the rate of tasks completed after
reorganizing increases in line with the company
Table 5. Experiment parameters.
Experiment ID
Parameters (1) (2) (3) (4) (5) (6) (7) (8)
ar 4 4 4 4 4 4.40 4 4
an 6 6 6 6 6 6.60 6 6
d 3 1.10 3 3 3 3 3 3
f 0.40 20 20 20 20 20 20 20
tr 1 1 0/1 0/1 0/1 0/1 1 1
rep 1 1 0/1 0/1 0/1 0/1 1 1
β 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1
γ 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1
torder 2.5 2.5 2.5 1.18 2.5 2.5 2.5 2.5
sim. time 750 750 750 750 750 750 750 1500
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ﬂexibility, and the rate of tasks completed after
dividing decreases. The ratio of failed tasks remains
almost the same, which means that in the described
system, if a company cannot ﬁnd an oﬀer after asking
the other companies to reorganize their production,
it will ﬁnd an appropriate oﬀer after dividing the
task. The question may be asked: why does
a company try to ask the others to reorganize, if
dividing always solves the problem? Why doesn’t it
divide the task immediately? The answer is, if
a company assigns a task to one partner, it can
choose the one with the best parameters (unit
price, trust, reputation), and does not have to com-
promise with agents having weaker features.
Besides, dividing tasks causes additional costs in
reality (for example transportation). In the following
series of experiments – as one can see in Table 5 –
20% ﬂexibility was considered at all companies. As
mentioned, 50 simulation runs were performed for
each parameter set – the conﬁdence intervals on
95% conﬁdence level are between 0.14% and 0.17%
of all received tasks in case of each task completion
type.
3.2. Experiment (2) – dividing tasks
Some experiments were performed to determine the
appropriate number of parts the agents can divide
the requests into. As one can see in Figure 8, no
dividing leads to a higher rate of failed tasks (16%).
In the following experiments, dividing tasks into three
parts was set, because after this value the ratio of
failed tasks remains the same (6%). Here, the conﬁ-
dence intervals on 95% conﬁdence level are between
0.13% and 0.18% of all received tasks in case of each
task completion type.
3.3. Experiment (3) – eﬀect of considering trust/
reputation in decision-making
In this experiment, the eﬀect of considering trust and
reputation was investigated. Four diﬀerent cases were
simulated: agents could use both trust and reputation
values, one of them, or none of them to choose the
best oﬀer. According to the results, when making
decisions between oﬀers it is worth to take at least
one of them into consideration because the average
0%
10%
20%
30%
40%
0% 10% 20% 30% 40%
sksat
deviecerllafo
egatnecreP
Company flexibility
Insourced Completed after sending out
Completed after reorganizing Completed after dividing
Failed
Figure 7. Eﬀect of company ﬂexibility on types of task completion.
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Figure 8. Eﬀect of dividing tasks on types of task completion.
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task lateness is lower in these cases (Figure 9).
According to the experiments, in the models in
which agents take reputation values into account,
the federation performs better than in the other
cases where only trust values or none of them were
considered. There is only a little diﬀerence between
considering only reputation and considering both
trust and reputation (the diﬀerence is smaller than
the deviation of the results). The reason for this is
that reputation more accurately determines the relia-
bility of an agent because it is calculated on the base
of a higher number of tasks, as it is formed by inter-
action with all the other agents. The conﬁdence inter-
vals on 95% conﬁdence level are between 0.03 and
0.04 model time units in case of each model type.
3.4. Experiment (4) – eﬀect of incoming order
frequency
In this series of experiments, the eﬀect of the change
in the incoming order time period – which can be
interpreted as the load of the federation – was inves-
tigated. The question was, how the overall system
performance changes if the federation members
receive orders (with the same processing interval
and amount of required resources) more often, there-
fore the load of the enterprises increases. In Figure 10
the incoming order time period was changed
between 1 and 18, and the simulation was run apply-
ing the normal and the advanced model, as well. The
average task lateness is visualized in Figure 10 in each
case for the normal and the advanced model, and the
diﬀerence between them is also shown. The conﬁ-
dence intervals on 95% conﬁdence level are between
0.8 and 2 percentage of the average task lateness
value in each case.
As one can see in Figure 10, as the time period
between two incoming orders increases (in other
words the load of the federation member decreases),
the average task lateness decreases as well in case of
the advanced model. This is because in a federation
where the agents consider trust and reputation in
decision-making, the agents who are working faster
and more reputable, win more tasks, thus the average
of task lateness is lower. In case of the normal model,
when the task arrival time period reaches around ﬁve
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Figure 9. Eﬀect of considering trust and/or reputation on average task lateness.
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Figure 10. Eﬀect of changing the incoming order time period on average task lateness.
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model time units, average task lateness decreases
slower than before. This is because here is the point
where the resources of the agents become fully uti-
lized, and if the agents receive orders less frequently,
they will always have enough resources to ﬁnish tasks
with lateness max. four model time units. In the nor-
mal case, all the agents have the same average utiliza-
tion rate for their resources, because here the
decision-making is made based on the response
time that is uniformly distributed.
In case of the advanced model, the level men-
tioned above is around six model time units: after
this, if the load of the federation decreases, the aver-
age task lateness decreases much slower than before.
If the average resource utilization is investigated in
case of the advanced model, this is not the point
where the resources of the reliable agents get fully
utilized, but the point from which the diﬀerence is
gradually decreasing between the resource utilization
of reliable and non-reliable agents; more and more
tasks are performed by the non-reliable agents if the
load of the federation is increased.
3.5. Experiment (5) – diﬀerences in resource
utilization
In this experiment, the two model types are com-
pared based on the average resource utilization of
the agents. In Figure 11, the non-reliable C01-C06
companies and the reliable C07-C10 companies are
participating in the federation. In case of the normal
model, all of them have resources utilized between
40% and 50% (since the decision-making is based on
response time), while in the advanced case the higher
utilization of reliable companies’ resources is clearly
visible. The conﬁdence intervals on 95% conﬁdence
level are between 1 and 2.5 percentage of the average
resource utilization values in each case.
3.6. Experiment (6) – federation size and
trustfulness
In Experiment (6) the federation size was increased from
10 to 100 companies, and the average task lateness was
compared in case of the normal and the advanced
model. Figure 12 shows the results: as the federation
grows, the diﬀerence between the two models gets
larger: trust and reputation have more eﬀect on the
average task lateness. The conﬁdence intervals on 95%
conﬁdence level are between 1 and 2 percentage of the
average task lateness values in each case.
A little ﬂuctuation can be noticed in Figure 12
between federation sizes which are divisible by 10
and the other values. This is because in this experi-
ment when increasing the number of members in the
federation, the 10 company agents that are intro-
duced in Table 2 were duplicated – for example in
case of 50 agents, 5 agents had the same parameters
as C01 in Table 2. In the other cases, when the number
of members is not divisible by 10, non-reliable agents
similar to C01-C05 were added to the federation, this
way increasing the rate of the non-reliable agents,
and increasing the average task lateness, too.
3.7. Experiment (7) – change of trustfulness in time
Here the change of reputation is investigated during
the simulation run, applying 10 company agents
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Figure 11. Average resource utilization in the normal and advanced model.
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included in Table 2. As mentioned, C01-C06 are non-
reliable ones, C07-C10 are the companies who are
reliable. The diﬀerence between them is clearly visible
in Figure 13 – the non-reliable agents are marked with
bright colours and the reliable ones with darker col-
ours. The reason for the authors chose reputation to
compare companies is that reputation is more accu-
rately determines the reliability of an agent since it is
calculated on the base of higher number of tasks, as it
is formed by interaction with all the other agents.
In Figure 13, at the beginning of the simulation all
agents are on the same reputation level (80), until the
ﬁrst tasks are not ﬁnished. After then, the two groups
are dividing from each other: the reliable agents’ repu-
tation values are changing between approximately 75
and 90, the non-reliable ones are between 55 and 70.
The values are ﬂuctuating due to the stochasticity of
task lateness, but the boundary between them is
clearly visible. This experiment has the same para-
meters with the one visualized in Figure 11: as one
can see, the diﬀerence between the reputation values
has an eﬀect on the resource utilization values, as well.
3.8. Experiment (8) – an unexpected negative event
In this experiment, the eﬀect of a sudden change in
trust and reputation values were investigated. In rea-
lity, due to some political or economic news or other
unexpected event the community’s opinion could
suddenly change in a negative manner about
a certain company. The eﬀect of such an event is
simulated by decreasing the reputation value and all
the other company’s trust value about the reliable
C09 to 10, at model time 300. The results can be
seen in Figure 14, where the reputation of all agents
and the resource utilization of C09 are visualized: it
lasts around 100 model time units for C09 to reach
approximately the same reputation level as it reached
before. This recovery time can be inﬂuenced by γ
smoothing factor – according to Equation (5), the
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higher γ are, the older reputation values count the
less. This way, a trade-oﬀ between appreciating the
positive long-term performance and penalizing the
temporary bad performance can be set in the
model. As one can see in Figure 14 the resource
utilization of C09 is not increasing along with the
reputation, because this unexpected negative event
also aﬀects the trust values. The recovery time in case
of trust values is inﬂuenced by β smoothing factor
according to Equation (4), the similar way as reputa-
tion values were aﬀected.
Figure 15 shows all the other agents’ trust values in
connection with C09 during the simulation run: as it
can be seen subjective trust values are increasing
much slower than the public reputation after the
event with negative eﬀect. Reputation is inﬂuenced
by all the ﬁnished tasks, thus all the interactions ﬁn-
ished by C09 can increase this value – therefore it
increases faster according to the agent’s performance.
In contrast, trust values can increase based on fewer
tasks, only if there was an interaction between C09
and the speciﬁc agent. This way, when the agents are
evaluating oﬀers sent by C09, they count with the
high reputation and the much slower increasing
trust values. That is why resource utilization of C09
reaches the original level after hundreds of model
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time units after the event with a negative eﬀect. In
this case, re-running the simulation naturally leads to
diﬀerent diagrams due to the stochasticity of some
model parameters – but the trends were the same as
presented in each experiment.
4. Conclusions and future work
In the paper, a distributed manufacturing resource
sharing mechanism was introduced, where trust and
reputation also were taken into consideration in deci-
sion-making when selecting from resource oﬀers – in
order to reward agents who are keeping their pro-
mises and penalize who are not. Since the main pillar
of a distributed manufacturing system is for each
participant to have a strong commitment to its pro-
mises, it is essential to make a diﬀerence between
reliable and non-reliable partners. If the participants
are not incited to keep their promises, the perfor-
mance of the federation can decrease. In the pre-
sented model, resource oﬀering agents are able to
reorganize their production with the aim of fulﬁling
additional tasks, and resource requesting agents can
divide tasks to increase the probability of successful
outsourcing as well – this way operating in a more
ﬂexible way. Agents choose the best oﬀer based on
subjective trust, public reputation values and unit
price, where the former two are dynamic features of
agents derived from their performance in connection
with keeping task due dates, the latter is their static,
pre-deﬁned property. There is also a possibility for an
agent to cancel a task it promised to complete: this
behaviour is penalized by decreasing trust and repu-
tation values. With considering trust and reputation
agents can diﬀerentiate between reliable partners
who are keeping their promises and non-reliable
ones who are keeping the due dates in a lower extent
and refusing undertaken tasks in a higher extent.
Multi-agent simulation experiments were run to
investigate the overall system performance when
applying the suggested model. Based on the experi-
ments, if trust and reputation are considered in deci-
sion-making (advanced model), the system performs
better than in case when oﬀer evaluation is based on
a static parameter only (normal model). The diﬀerence
between the advanced and the normal model (in
other words, the impact of considering trustfulness)
depends on the federation load: if the participants are
highly overloaded and some of the agents are forced
to work together with non-reliable partners (because
they want to complete the received orders), the diﬀer-
ence is smaller than in case of a less loaded federation,
where there is the opportunity to choose a more reli-
able partner to work with. The results have also shown
that the higher the number of the federation members
is, the higher the impact of trustfulness is on the
federation performance. It was also presented that
considering the trust and reputation of the partici-
pants aﬀects the utilization of their resources as well:
reliable agents’ resources are utilized on a higher level.
The eﬀect of an unexpected negative event has been
tested, too: it is easier to build up good (public) repu-
tation than to recover from bad trust values in the
applied model; and this causes the low utilization
level of resources for a relatively long time after the
negative eﬀect, too. Results presented in this paper
suggest that including trust and reputation in
a manufacturing resource sharing mechanism really
makes a diﬀerence regarding the performance of
a federation containing manufacturing companies
and set the ground for further investigations.
In future works, the model will be extended by
considering that agents are able to manipulate the
system for selﬁsh reasons: e.g. devaluate a partner in
spite of its high reliability, with the aim of using the
speciﬁc partner’s resources more frequently (as other
agents will not use them because its low trust and
reputation values). Another issue is that a group of
participants intentionally overrate a malicious agent to
make it win more tasks. It is also a challenging research
topic that how can agents be incited to be honest, and
how can agents protect themselves against malicious
members of the federation, if manipulation is allowed.
The resource sharing mechanism can also be realized
in a more detailed way: orders could be more complex,
consisting of interdependent tasks, each requiring dif-
ferent types of resources – in this case, if a certain task
is not ﬁnished on time, it causes delays in the comple-
tion of a manufacturing job.
Nowadays info-communication technologies
allow the cooperation between companies, and to
record and update values that are necessary to oper-
ate a system that helps participants to make deci-
sions on the basis of trustfulness. The results
presented in this paper justify the need to continue
the research in connection with trust and reputation
systems that are applicable in the production and
manufacturing area.
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