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ABSTRACT. Stuttering affects about one percent of the world's population. 
Speech therapy for stutterers involves extended interaction between the pa-
tient and a skilled speech therapist. Computer aided speech and language 
therapy (CASLT) help provide therapy for more patients. CASLT has two 
main phases - assignments of therapy to the stutterer and evaluation of pro-
gress. Current research has yet to address the progress evaluation phase. 
Therefore this research aims to develop an enhanced CASLT which can 
help user visualize his/her therapy progress. In this paper, we describe a 
computer aided Malay speech enhancer: a system that visualizes the speech 
therapy progress of stuttering Malay users. This system includes three main 
components. The Mel frequency cepstral coefficients, Vector quantization, 
and Hidden Markov model techniques are used to process the system’s au-
dio signal. The student’s progress is visualized for him via extraction of 
his/her audio fingerprint. 
Keywords: computerized speech therapy, MFCC, audio fingerprint, vector 
quantization, decisionfusion, stutter   
 INTRODUCTION 
The role of a child’s oral communication skills is vital as it is connected to his/her growth 
development. It can also be considered as a means to participate in all daily social activities in 
the family, amongst friends, and in school environments (Michalopoulou, 2009) Stuttering 
affects about 1% of the world's population including Malaysians, regardless of race, language 
or culture (Van Borsel et al., 2003). Speech therapy for these individuals generally involves 
extended interaction between a patient and a skilled speech therapist. As a result, the time and 
cost of providing this therapy for all stuttering students can make it impractical when large 
populations of students are involved (Saz et al., 2009). A computer aided speech enhancer is 
proposed in the current study. The target groups of this study are Malay speaking students 
who stutter. Hence, this study’s proposed system uses the Malay language for analysis.  
COMPUTERIZED MALAY SPEECH THERAPY 
Prior researches and existing gaps 
Assistive technologies play an important role in the lives of disabled people (Banihashem 
et al. (2013, 2015) and most computer-based assistive technologies can be carried everywhere 
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by impaired people (Banihashem, 2014). Stutterers must continue to practice speaking at 
home so that it becomes part of their daily routine. The two main issues i.e. “individual 
speech therapy cost” and “Practice observation” were the motivators for conducting this 
study. Providing one-to-one speech therapy is costly for families. It would be a great help if 
less costly alternatives or supplementary solutions are created and offered to users. Another 
major problem (Starbuck, 1992) with practicing outside the clinic is that speech therapists 
cannot ensure that clients are practicing correctly and/or consistently. Clients may practice 
utterances at home regularly, but if they practice incorrectly, they will not see any progress in 
their rehabilitation. Lack of progress causes clients to practice less frequently, resulting in a 
cycle of poor practice, where no improvement is achieved (Oii & Jasmy, 2008). Like most of 
the non-English languages, the Malay speech recognition (via computer) is still in its infancy 
(Fook, 2012).  
To date, there are only a few published researches available, all presented various tech-
niques to extract audio features only. Very few researches have been done in recent years in 
the area of Malay Computer-Aided Speech and Language Therapy (CASLT). Ooi and Jasmy 
(2008) is the most recent research in the area. Unfortunately, most of the Malaysian CASLT 
researches remain in research library or at the conceptual level. According to Ooi and Jasmy 
(2008), the use of computer technology in speech therapy and assessment is still new in Ma-
laysia. Tan et al. (2007) analyzed the speech of a stutterer and then gave him therapy assign-
ments. All CASLTs attempt to improve the speech skills of people who stutter.  
A comprehensive CASLT can be divided into two main phases. In the first phase, assign-
ments are given to the stutterer to be practiced and accomplished. Most existing CASLTs 
have already addressed this phase. The next phase, which most CALTSs neglect, is to evalu-
ate the stutterer’s progress after they have finished their assignments. In most cases, the sec-
ond phase, which evaluates the user’s progress, is delegated to the speech therapist. If the 
second phase is accomplished using computers, the stutterer will be less dependent on the 
therapist. Besides, the stuttering student can be assured that he is practicing correctly.  How-
ever, in order to achieve better results, after all the assignments and evaluations are accom-
plished, it is necessary that a speech therapist observe the overall results.  In this study, the 
proposed system tries to address both phases of the CALST. It should be noted that detecting 
stuttering is different from measuring its intensity and various computerized techniques have 
been developed to detect stuttering in speech (Czyzewski et al., 2003, Ravikumar et al., 2008, 
Chee et al., 2009). 
System’s Components and Relations  
The proposed system’s schema is shown in Figure 1. Previously, the audio fingerprint 
method was used in domains such as radio advertisement detection and music detection sys-
tems. The contribution of the current study is that the obtained audio fingerprint will be used 
in the domain of computer-aided Malay language therapy.  There are three types of audio 
fingerprint algorithms:  
Systems that use features based on multiple sub-bands, such as Philips’ Robust Hash algo-
rithm, which is reported to be very robust against distortions (Wang, 2003).   
Systems that use features based on a single band such as the spectral domain. 
 Systems using a combination of sub-bands or frames, which are optimized through train-
ing. In the current study, the system will use features based on multiple sub-bands to create 
audio fingerprints. 
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Figure 1. The Schema of a Computer-Aided Speech and Language Therapy (CASLT) 
System 
 
As indicated in Figure 1, the system has two databases; one for user information and activ-
ities and the other for speech therapy exercises. The user should login to load the prepared 
assignments that they must accomplish. A database of correctly pronounced words is readily 
at hand. All these words are analyzed and the audio features and fingerprints are extracted for 
comparison and decision-making. During practice time, the system presents a specific word 
on the screen and asks the user to listen. In this way, the student will know the correct pro-
nunciation of the word. Then, a red button on the screen will be activated. The user is asked to 
press this button and record his voice by pronouncing the same word three times. This scenar-
io will be repeated for five different words. After finishing the assignment, the system will 
calculate the user’s audio fingerprint for each of the five words.  
The results will be saved in a database. In the next step, the similarity of the user’s pro-
nunciation and the pre-recorded words (correctly pronounced) will be calculated via calcula-
tion of the energy distance to the centroid point. The decision fusion part will receive the cal-
culated results, which will include five parameters. By analyzing the calculated parameters, 
the decision fusion will decide the progress of the student. Results from the decision fusion 
are categorized into three levels i.e. “Not Good”, “Good”, and “Excellent”. To visualize the 
results, an animated cat will be shown on the screen. The expression on the cat’s face depends 
on the user’s results. For example a “Good” result will make the cat smile.  
Fingerprint Modeling  
Figure 2 outlines the steps for extracting features and modeling fingerprints. Twelve se-
quential steps are required before the audio fingerprint can be modeled.  After the recorded 
audio signal is normalized, it is then divided into frames. The selected frame length is 20 ms 
because the speech signal is assumed to be stationary (pseudo-stationary) over a period of 
about 20–30 ms. Thus, a speech analysis typically requires segmentation of 20 ms long 
frames (Schafer & Rabiner, 1975).  
Sometimes by framing a signal, it is possible to miss some data in the joint point of the 
frames. To avoid missing the data and to obtain a more consistent data analysis, an overlap-
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ping method should be used. In this study, the frame overlapping size is set to 25 percent. To 
calculate the cepstrum in step six, a non-linear Mel frequency band mapping is used. In step 
seven, the results of the Mel frequency cepstral coefficients (MFCC) will be used for finger-
print modeling. In the final section, steps 11 and 12, VQ and HMM will be applied to model 
the fingerprint. The basic idea behind VQ is to divide a large set of data into groups that have 
approximately similar numbers of data. Usually, each created cluster has a centroid point 
similar to a k-mean. 
 
 
Figure 2. Audio Fingerprint Extracting Steps  
The data in VQ are presented via index of their distance to the centroid point. In addition, 
the centroid point plays an important role for judging similarity. Usually, HMM is used to 
carry out comparison steps between two speech patterns. One of the reasons HMM is such a 
popular technique in speech recognition research is its ability to model the time distribution of 
speech signals (Solera-Ureña, 2007). 
Decision Fusion   
The decision fusion diagram is shown in Figure 3. It takes five input parameters to make a 
decision regarding the similarity level and content of the next assignment. 
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Figure 3. Decision Fusion Module 
To implement VQ, the Linde-Buzo-Gray algorithm is used. Figure 4 indicates the sample 
code of prototyping using Matlab. In the code, “res” is a VQ codebook with the number of 
required centroids; “CW” is correctly pronounced as word vector and “Centro” is the number 
of centroid points.    
 
Figure 4. The Methods Of Implementing VQ For A System 
Results  
The system prototype is not yet completed. An example of results, obtained from proto-
typed parts of the system is shown in Figure 5. 
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function res = vqlindouzogray(CW, Centro) 
eq = 0.01; 
res = mean(CW, 2); 
dataper = 10000; 
for i = 1:log2(Centro) 
    r = [res*(1+eq), res*(1-eq)]; 
    while (1 == 1) 
        a = distance(CW, res); 
        [m,th] = min(a, [], 2); 
        tm = 0; 
        for j = 1:2^i 
res(:, j) = mean(CW (:, find(th == j)), 2);  
x = distance (CW (:, find(th == j)), res(:, 
j));             
for b = 1:length(x) 
                tm = tm + x(b); 
Proceedings of the 5th International Conference on Computing and Informatics, ICOCI 2015 
11-13 August, 2015, Istanbul, Turkey. Universiti Utara Malaysia (http://www.uum.edu.my ) 
Paper No. 
128 
 
221 
 
 
Figure 5. An Example of the Power Spectrum for the Word “SATU” Analyzed via 
the System Prototype   
The power spectrum for word “SATU”, which means “one” in the Malay language is pre-
sented in Figure 5. As indicated in the figure, there is an overall similarity between pronuncia-
tions of the system and the stuttering student (user). However, they are still not exactly simi-
lar, so the system calculates these differences via the decision fusion part. The result will be 
presented to notify the user of his progress in speech therapy. The system should be precisely 
tuned to analyze both the pronunciation similarity and differences at the same time. By con-
sidering this system analysis, speech therapists can provide more effective exercises to the 
stuttering student. 
CONCLUSION 
Once the complete system is prototyped, it will be evaluated with more stuttering students. 
The vocabulary domain will also be increased based on the suggestions of the speech thera-
pist. A portable version of this system would prove useful for stuttering students. In the fu-
ture, it might be possible to develop an Android or an iOS version of this system. 
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