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Abstract
The present thesis is devoted to the development and implementation of mathe-
matical models and numerical methods in order to carry out computational simula-
tions of complex heat and mass transfer phenomena. Several areas and topics in the
field of Computational Fluid Dynamics (CFD) have been treated and covered during
the development of the current thesis, specially combustion and dispersed multi-phase
flows. This type of simulations requires the implementation and coupling of different
physics. The numerical simulation of multiphysics phenomena is challenging due to
the wide range of spatial and temporal scales which can characterize each one of the
physics involved in the problem. Moreover, when solving turbulent flows, turbulence
itself is a very complex physical phenomenon that can demand a huge computational
effort. Hence, in order to make turbulent flow simulations computationally afford-
able, the turbulence should be modelled. Therefore, throughout this thesis different
numerical methods and algorithms have been developed and implemented aiming to
perform multiphysics simulations in turbulent flows.
The first topic addressed is turbulent combustion. Chapter 2 begins with an
introduction to the mathematical formulation required to describe the flow transport
and the chemical reactions involved in a combustion process. As will be shown,
the system of equations describing thermochemical reactions is stiff, which makes its
calculation difficult and computationally expensive. Hence, it is interesting to use
special time integration methods or some modelling approaches aimed to reduce its
computational cost. Moreover, when dealing with turbulent flows in LES modelling,
the sub-grid chemistry-flow interaction must be modelled.
The second chapter also presents a combustion model able to notably reduce the
computational cost of the simulation. The model, namely the Progress-Variable (PV)
model, relies on a separation of the spatio-temporal scales between the flow and the
chemistry. This assumption allows to pre-compute and store the chemical reactions
as function of a reduced system of tracking scalars. During simulation time only
these tracking scalars are transported, and the thermo-chemical properties of the
mixture are recovered from the look-up table previously generated. Moreover, in
order to account for the influence of the sub-grid species concentrations and energy
fluctuations, the PV model is coupled to the Presumed Conditional Moment (PCM)
model. The PV-PCM combustion model is then employed to simulate the auto-
ignition process of a hydrogen flame. The model shows its capability to reproduce
the results of the experiment with a relatively low computational effort.
Finally, Chapter 2 shows the development of a smart load-balancing method for
the evaluation of chemical reaction rates in parallel combustion simulations. The
presented algorithm employs a special implicit integration method well-suited for stiff
equation systems, namely Gear’s method. Gear’s method is only employed to inte-
xi
xii Abstract
grate the chemical reactions in the reactive zones of the domain, close to the front
flame, while the rest is integrated using a less-computationally demanding explicit
time-integration scheme. This strategy creates a dynamic imbalance in parallel sim-
ulations, originating a bottle-neck in the calculations with some processors having to
wait others with a greater computational load. In order to solve this issue, the imple-
mented algorithm rebalances the overall computational load of the simulation between
all the CPUs involved in the parallel computation. This load-balancing method is used
to reproduce the previously presented hydrogen flame case, showing its capability to
speed-up the parallel simulations and reduce the total simulation time.
Chapter 3 is devoted to dispersed multiphase flows. This type of flows are com-
posed of a continuous phase and a dispersed phase in the form of unconnected particles
or droplets. Several modelling approaches can be employed in order to simulate dis-
persed multiphase flows, each one best-suited for a certain type of flow configuration.
In this thesis, the Eulergian-Lagrangian approach has been selected. This type of
model is the best-suited for dispersed multiphase flows with thousands or millions of
particles, and with a flow regime ranging from the very dilute up to relatively dense.
Consequently, the Eulerian-Lagrangian model can be used to simulate different appli-
cations, as for example the fuel injection of combustion chambers, cyclone separators,
evaporative cooling, dispersion of pollutants, deposition of inhaled medicine in the
human airways, etc.
The chapter begins with a presentation of the mathematical models required to
implement the Eulerian-Lagrangian approach. Several key aspects regarding the com-
putational implementation of the models are further analysed and discussed. After
that, a rigorous analysis of the influence of the sub-grid scales in the motion of the
Lagrangian particles in the framework of LES modelling is presented. As part of this
study, two widely employed stochastic models for sub-grid dispersion of Lagrangian
particles available in the literature are analysed and assessed. Moreover, seeing the
shortcomings of these models, a new model for sub-grid dispersion of heavy particles
is proposed. This new model is not based on Langevin type equations as the previous
ones, but in the reconstruction of statistics via Probability Density Functions (PDFs).
The preliminary results obtained with this model are very promising since it is able
to recover the influence of the sub-grid scales over the Lagrangian particles quite well.
The chapter finishes with the numerical simulation of two experiments employing
the numerical libraries implemented throughout the chapter. The first reproduced
case is a coflowing jet which creates an axisymmetric confined bluff body flow. Solid
particles of different sizes are injected through the inner pipe. The case reproduces
a typical industrial configuration aimed to control the mixing of fuel with the air.
The second studied case is the regional deposition of inhaled medicines in an in vitro
experiment which reproduces the upper airways of a human-based model. The results
obtained from both cases show the capabilities of the implemented algorithms and
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validate the numerical code.
In Chapter 4, a new method capable of performing parallel numerical simulations
using non-overlapping disconnected mesh domains with adjacent boundaries is pre-
sented. This methodology is designed for applications like wind-turbines, tidal-stream
turbines or compressors, characterized by having a rotational part which moves close
to other static solid parts. The presented algorithm stitches at each iteration inde-
pendent meshes and solves them as a unique domain. First, a rigorous analysis of the
conservation properties of the algorithm is presented, as well as a study of its parallel
scalability. Once done, the algorithm is employed in a real test case demonstrating
that the method is capable of obtaining reliable numerical results, as the simulation
results match the experimental ones. Closing the chapter, an enhanced version of the
previous algorithm still under development is introduced. The first studies show that
the new method conserves mass and kinetic energy almost as well as a case simulated
in a full static mesh.
Finally, Chapter 5 addresses a transversal aspect to the previously covered topics
throughout the thesis. In this chapter, a self-adaptive strategy for the maximisation of
the time-step for the numerical solution of convection-diffusion equations is discussed.
The method is capable of determining dynamically at each iteration which is the
maximum allowable time-step which assures a stable time integration. Moreover, the
method also smartly modifies the temporal integration scheme in order to maximize
its stability region depending on the properties of the system matrix. The chapter
begins with a detailed explanation of the mathematical basis in which the method
relies, and follows detailing how the methodology applies to the temporal integration
of convection-diffusion equations. The method is numerically assessed and verified for
the discretization schemes and the temporal integration schemes previously detailed.
The obtained results show that the method is capable of dynamically determining
the optimal time-step which assures a stable temporal integration, allowing to reduce
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Human beings are curious by nature. They try to understand and explain all the
events which happen around them. Many of these events are phenomena of heat and
mass transfer. These kind of physical events take place all the time throughout all
the universe from its creation. Hence, there is no doubt of the interest of the human
being to understand and predict this type of phenomena. Some of these events, like
the motion of cigarette smoke, seem to have a totally random behaviour that can not
be predicted or calculated. However, to this day it is known that all these physical
phenomena are ruled by natural laws which can be described by mathematical equa-
tions, and therefore, can be calculated and predicted. Claude-Louis Navier in France
and George Gabriel Stokes in England, derived independently in the early 1800’s the
set of equations known as the Navier-Stokes (NS) equations, which describe the
behaviour of Newtonian viscous fluid substances [1]. These equations are a set of
partial differential equations (PDEs) which are non-linear and highly coupled. Un-
fortunately, except for some very simple cases, this set of equations has no analytical
solution. In the past, mathematicians, physicians and engineers have employed some
approximations and simplifications in order to obtain some solutions. But the neces-
sity of obtaining precise and reliable predictions of heat and mass transfer phenomena
motivated the birth of a new area of study known as Computational Fluid Dy-
namics (CFD). CFD is a branch of fluid dynamics which uses numerical methods
and algorithms employing computers in order to solve fluid flow problems. Different
numerical methods, e.g. finite differences, finite volumes, finite elements and spectral
methods, among others, have been proposed and employed, but all of them pursuing
the overall same objective, the resolution of complex coupled differential equations.
Historically, it can be said that the seed of this analysis method was planted by
Richardson in 1922, when he published the book “Weather prediction by numerical
process” with a method aimed to predict the weather forecast [2].
But the real birth of CFD came together with the advent of computers. And since
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then, CFD has grown together with the calculus capacity of the computers. In the
forties J. von Neumann and J. Charney at Princeton started to use the computer
ENIAC aiming to predict weather forecasts employing a similar methodoly to the one
set out by Richardson in his book [3]. In 1950, they successfully carried out the first
24-hour weather forecast. It took 24 hours to compute [4]. During the fifties and
sixties, Francis H. Harlow and his Group T-3 in Los Alamos National Laboratory
developed several techniques, e.g. the Particles-in-Cell (PIC) method, Marker-and-
Cell (MAC) method and ICE method after the arrival of the first large computer
at Los Alamos Scientific Laboratories [5]. The first study using a 3D model was
published in 1967, where a Douglas Aircraft was simulated [6]. And so on up to the
present time, where simulations of multi-physics phenomena are routinely carried out
using thousands of CPUs [7, 8]. However, there are still lot of challenges to be faced
and barriers to be overcome in CFD.
One of the main challenges is turbulence. Richard Feynman, laureate with the
Nobel Prize in Physics, defined turbulence as: “the most important unsolved problem
of classical physics”. Turbulence is an underlying phenomenon present in flows with
high Reynolds numbers, which are characterized by an apparent random behaviour
and three-dimensional instabilities. The source of this apparently chaotic behaviour
is the non-linearity of the convection process. However, a complete theoretical un-
derstanding of the solution of Navier-Stokes equations still lacks. The existence of a
smooth solution of the Navier-Stokes equations under a prescribed initial conditionls
in a three-dimensional system has been not proven yet. As a fully understanding
of the NS equations is a key step to comprehend turbulence, the Clay Mathematics
Institute considers it as one of the seven Millenium Problems [9].
Turbulent flows are characterized by being transient, three-dimensional and by
the presence of a wide range of length-scales, from the bigger ones, defined by the
domain which contains the flow, up to the smallest ones, also called the Kolmogorov
length-scales [10], where viscosity dominates and the kinetic energy is dissipated into
internal thermal energy. This wide-range of scales makes unaffordable computational
simulations solving all the temporal and spatial scales present in many turbulent
flows. This type of simulations, where all the scales are solved, are known as Direct
Numerical Simulations (DNS). DNS are really useful in order to understand the NS
equations and the turbulence, but with the computational power available nowadays,
these simulations are extremely expensive (both in time and economic resources)
for the majority of industrial and commercial problems, and are mainly restricted
to research applications. Therefore, modelling techniques are required to reduce the
degrees of freedom of turbulent cases and allow affordable simulations of fluid-dynamic
problems. The oldest approach for turbulence modelling is the Reynolds-averaged
Navier–Stokes (RANS) equations. This mathematical model was first proposed
by O. Reynolds [11], and it is based on the decomposition technique, where the
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instantaneous flow variables are split into two components, the mean values plus the
fluctuating ones (i.e. for a generic variable φ, φ = φ+ φ′). Another widely employed
modelling technique is called Large Eddy Simulation (LES). This technique was
proposed by J. Smagorinsky in 1963 [12], and is based on the Kolmogorov theory where
for homogeneous turbulence small scale eddies are independent of geometry problem
and are statistically isotropic. This hypothesis supports the main idea behind LES:
only the large scales of the problem are calculated while the small scales are not
solved, and their effect must be modelled. This separation of scales is obtained after
convolution of NS equations with a filtering kernel G [13].
Another motivating challenge to be faced by CFD is how to exploit and take profit
of the computational resources available nowadays. Until the beginning of this cen-
tury, the processors have followed the well-known Moore law. This law, formulated by
Gordon Moore in 1965, and later revised in 1975, states that the number of transistors
on an integrated circuit will double approximately every two years [14]. However, as
can be seen in Fig. 1.1, although in the last decade this law can be considered still
true, this has been achieved by increasing the number of cores per chip, but not by
improving the clock speed of the processors, which seems to be somewhat stalled
[15]. Therefore, it is clear that algorithms and numerical codes for CFD should be
designed, coded adapted to this reality. This means that CFD codes should be able
to run as fast as possible in parallel using hundreds and thousands of CPUs without
losing efficiency.
Besides, the future (but also the present) of Computational Fluid Dynamics goes
through the integration of multiple physics in the same code. There is the necessity of
solving fluid-dynamic problems where other physics like combustion, radiation, heat-
transfer, phase-change or fluid-structure interaction are also present. These additional
physics add complexity to the simulations. Therefore, new models and algorithms
should be developed in order to solve advanced multi-physics simulations.
Thus, there is still a hard and long way to go in Computational Fluid Dynamics.
But this path is really interesting and motivating, and this thesis wants to walk over
this way and be part of the journey. Summarizing, this thesis pretends to be a small
step forward in the field of CFD, aiming to increase the knowledge, know-how and
understanding of heat and mass transfer phenomena.
1.2 Background at the CTTC
To fully understand and explain all the work carried out during this thesis, it is nec-
essary to first set the reference framework where it has been developed. All this work
has been done within the PhD programme Enginyeria Te`rmica conducted by the
Centre Tecnolo`gic de Transfere`ncia de Calor (CTTC) at the Universitat Polite`cnica
de Catalunya - BarcelonaTech (UPC). The following historical review is by no means
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Figure 1.1: Number of transistors, performance, clock speed, power and cores per
chip, graphed over time [15].
exhaustive, but intends to give a general overview of all the work and research ac-
complished during the last three decades by the Research Group where the present
thesis has been developed.
The first efforts of the CTTC group in this area dates back to the early eighties,
when A. Oliva proposed a numerical method for the resolution of heat transfer by
conduction and convection in a combustion chamber [16]. Following, C.D. Pe´rez-
Segarra contributed with a deep analysis and study about numerical aspects and
criteria for numerical methods applied to CFD, work carried out during his thesis,
devoted to obtaining velocity, pressure and temperature distributions in compressible
flows under steady-state conditions [17].
As explained previously, the present and future of Computational Fluid Dynamics
goes through parallel computing. In this context, M. Soria carried out the work of
his thesis, aimed on the development of numerical methods for heat transfer and fluid
flows computational simulations using low-cost parallel computers [18]. Following this
research line, F.X. Trias contributed to the development of numerical algorithms for
Direct Numerical Simulation (DNS) and regularization modelling of turbulent flows,
employed in LES, on loosely coupled parallel computers [19]. Based on the previous
work by R. Verstappen and A. Veldman [20], a kinetic-energy preserving discretization
scheme based on symmetry-preserving operators was employed.
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Thanks to all these mathematical and numerical backgrounds acquired by the
Group in computational heat and mass transfer, the CTTC developed a general flow
modelling software, known as DPC [21]. This numerical code was written in C and
designed for RANS modelling. The DPC code was successfully employed during sev-
eral years for fundamental research and investigation, as well as for industrial design
and optimization. The thesis by I. Rodriguez was carried out in the framework of
DPC. Her thesis was focused on the numerical simulation of unsteady laminar convec-
tion in cylindrical domains, and its application to the study of heat transfer and fluid
flow which take place in stratified storage tanks [22]. DPC code was also employed
by J. Jaramillo to carry out his thesis, where firstly a fundamental analysis of turbu-
lence RANS models was carried out, and then the RANS models previously studied
were employed for simulations of air curtains [23]. R. Co`nsul developed the required
algorithms and numerical models for the computation of combustion processes for
DPC [24]. Following this research line, K. Claramunt extended the DPC combustion
framework implementing the required tools to simulate both laminar and turbulent
diffusion flames by means of Flamelet Modelling [25]. Furthermore, D. Carbonell ex-
tended this previous work on Flamelet models for laminar and turbulent combustion,
with special emphasis on pollutant formation, i.e. soot and NOx [26].
In spite of the successful fundamental research and industrial design carried out
with the DPC code, it had some structural limitations which made its growth and
extension difficult. Therefore, by the late 2000s the CTTC group started the de-
velopment of a new CFD tool. As mentioned above, DPC was written in C code.
Thus, it did not follow the programming paradigm of Object-oriented programming
(OOP). Hence, a new numerical CFD code named TermoFluids (TF) [27] was cre-
ated and developed from scratch in C++ language. This new code was mainly devel-
oped during the work carried out in the theses by O. Lehmkuhl [28] and R. Borrell
[29]. TermoFluids is a multi-physics CFD code programmed in C++ language using
the object-oriented programming paradigm designed for parallel High Performance
Computing (HPC) applications. The parallelization is achieved using the Message
Passing Interface (MPI) library. This guarantees a high portability of the code in all
kind of HPC architectures (shared and distributed memory). Its parallel design has
demonstrated an excellent performance and a very high scalability, up to peta-scale
simulations [30]. The code is based on finite-volume discretization, and is devised to
work in both structured and unstructured meshes. Based on the previous experience
of the Group, TermoFluids employs kinetic-energy preserving discretization schemes.
The aforementioned theses by O. Lehmkuhl and R. Borrell are focused on the solution
of turbulent incompressible flows in complex geometries using unstructured meshes,
employing both DNS and LES modelling. It is demonstrated that the conservation
of kinetic energy is a key aspect to obtain accurate results in LES and DNS simula-
tions. This kinetic energy conservation is assured when the symmetry of the discrete
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operators is preserved.
In recent years, the TermoFluids code has been extended to multi-physics mod-
elling in the context of DNS and LES modelling. For example, in the field of multi-
phase flows, L. Jofre developed and implemented the basis for the numerical simula-
tion of multi-phase flows of immiscible fluids using the Volume-of-Fluid (VoF) method
[31]. N. Balca´zar developed numerical methods based on level-set techniques suitable
for the direct numerical simulation of free surface and inter-facial flows [32]. Besides,
in the field of combustion, J. Ventosa developed numerical methods and algorithms for
the efficient simulation of diffusion flames in the flamelet regime [33]. Fluid-Structure
Interaction (FSI) phenomenology, dynamic mesh refinement [34] and dynamic meshes
[35] capabilities have also been developed and included in TermoFluids.
The work of the present thesis has been carried out based on the experience
and know-how of the CTTC-Group, as well as taking advantage of all the numerical
infrastructure already developed, implemented and tested. Therefore, all the numer-
ical tools and algorithms developed in this thesis have been implemented within the
framework of TermoFluids code.
1.3 Objectives of the thesis
As stated previously in Section 1.1, the general purpose of this thesis is to con-
tribute to the research in the field of heat and mass transfer phenomena.
As aforementioned, these phenomena are described by partial differential equations
which do not have analytical solution for the vast majority of cases. Therefore, scien-
tists and engineers have to relay on approximate solutions obtained by two different
approaches. The first one is based on applying some simplifications and assumptions
in the real problem case in order to derive a simplified version of the problem of in-
terest, which has an analytical solution. These simplified models commonly require
to employ empirical correlations and expressions which are only valid for a small
range of conditions and configurations. Therefore, although these models can offer
accurate results, their lack of generality restrict their application to a small range of
conditions where the employed empirical inputs are valid. Out of the applicability
range, these models cannot produce reliable results. On the other hand, the second
approach is based on the solution of the PDEs system by means of numerical meth-
ods, which allow to transform the PDEs into a set of algebraic equations. This set of
algebraic equations for the dependent variables is obtained after the application of a
discretization process over the governing equations. Therefore, the unknowns of the
algebraic equation system are the values of the dependent variables at a finite (dis-
crete) number of locations in the domain of analysis. The most popular discretization
techniques are the Finite Diffence Method (FDM), Finite Elements Method and Finite
Volume Method (FVM) [36]. Among others, the Spectral Methods also exist, which
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are closely related with FEM [37], or the Meshfree and particle methods [38], which
are not based on a mesh with connected nodes, but on the interaction of the nodes
with their neighbours. Obviously, each one of these techniques has its own advantages
and disadvantages, but its discussion is out of the scope of this brief introduction.
Turning to the issue of the two methods used to obtaining solutions for the PDEs
describing the physics behind heat and mass transfer phenomena, the former can
offer good results at a low computational cost. Nonetheless, these simplified models
with empirical correlations do not offer generality, and each model is restricted to
a very specific geometry and conditions where only a small number of parameters
characterizing the case can be modified. Another drawback of these models is that
although they can be very useful for designing and optimization processes, they do
not offer detailed results of the physical phenomena occurring in the studied case.
Therefore, they are not useful for studying and analysing the details of the basic
physics taking place in the modelled systems. In order to circumvent these limitations,
the research and study of heat and mass transfer phenomena must rely on numerical
techniques for the solution of PDEs. As aforementioned, the branch of fluid dynamics
focused on the study of heat and mass transfer problems using numerical analysis is
the Computational Fluid Dynamics (CFD). This modelling approach offers generality,
and the same numerical tool can be employed in a very wide range of applications.
Moreover, these models can offer very accurate details of all the physical phenomena
occurring at all the scales of the studied case. In fact, they can be even better than
experiments to understand the basic physics of heat and mass transfer phenomena.
These models offer results throughout all the studied domain, without having to place
sensors or probes that sometimes are almost impossible to place at the location of
interest. Furthermore, their presence can greatly modify the physics of the studied
case. Thus, CFD is a very powerful and useful tool for both designing and optimizing
of industrial and commercial problems, as well as for the study of the basic physic
phenomena of heat and mass transfer problems.
Hence, in order to contribute to the advance and progress of knowledge in heat and
mass transfer physics, the work of this thesis has been focused on the development and
implementation of numerical methods and algorithms for a CFD code, specifically the
in-house TermoFluids code. The work carried out can be split into two main areas,
although both are intimately connected:
• The development and implementation of new models and algorithms in order
to add new features to the TermoFluids code, increasing its capacity to solve
new physics and problems.
• The enhancement of the performance of the computational code from two per-
spectives: a first one improving the algorithms increasing the computation speed
using smarter parallel strategies, reducing caches misses, speeding-up the algo-
rithms, etc., and a second one facing the problem mathematically, aiming to
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increase the time-step of the simulations, improving the convergence of the al-
gorithms, etc.
Although the general objectives are clear, more specific targets should be set. As
aforementioned in Section 1.2, the CTTC-Group develops and maintains the CFD
code TermoFluids. In the line of continuously improving the code and adding new
features to it, one of the mid-term objectives of the Group is to have the capabilities
of performing complete simulations of combustion chambers and propulsion systems.
These simulations are complex as they include many physical phenomena, i.e. mass
transfer, chemical reactions, disperse multiphase flows, heating and evaporation of
droplets, etc. Furthermore, all these different physics involve a wide range of temporal
and length scales, adding a considerable difficulty to the modelling of the thermal
system. Hence, several challenges have to be faced and short-term intermediate goals
have to be set before achieve this ambitious mid-term goal. The steps and short-term
goals set during the development of this thesis are detailed and justified.
Obviously, a basic requirement to achieve the mid-term goal of having the ca-
pability of simulating combustion chambers and propulsion systems is to simulate
combustion processes. A combustion process is an exothermic chemical reaction tak-
ing place within a fluid flow. Therefore, it is required to describe the dynamics of the
flow as well as the kinetics of the chemical process. Starting from the previous work
in combustion carried out by the CTTC-Group, mainly presented in the thesis by J.
Ventosa [33], two main goals were set in this field: the development and implementa-
tion of a combustion model well-suited for ignition events, and the implementation of
a new efficient numerical method for the implicit integration of the chemical reaction
rates when using finite-rates chemistry. As will be further detailed in Chapter 2, the
wide span of length and temporal scales in the chemical kinetics processes is reflected
in the equations describing the chemical kinetics in the high non-linear dependence on
the mass fractions and temperatures of the system. Therefore, the resulting system
of equations is stiff [39], which means a very small time-step must be employed to
integrate numerically the system of equations in order to avoid numerical instabilities.
Small variations in some terms of these stiff equations can lead to very fast changes
in the solution. Hence, special integration methods must be employed in order to
achieve bigger time-steps. Therefore, in the context of this thesis Gear’s method [40]
is used for the solution of the mass reaction rates. Moreover, the method has been
implemented in an efficient numerical way using a smart load-balancing algorithm to
distribute the computational load between all the processors in parallel simulations.
Once the targets in the combustion field were achieved, the following goal was the
development of all the numerical infrastructure required to simulate dispersed multi-
phase flows. This type of flows are characterized by the presence of two (or more)
phases, where a continuous phase and dispersed phases formed by a large amount of
small particles or droplets coexist. Among the different methods available in the liter-
1.3. Objectives of the thesis 9
ature to model dispersed multi-phase flows, the Lagrangian-Eulerian method has been
chosen and implemented, since is the methodology most well-suited for the type of
multi-phase flows aimed to be simulated. In this kind of implementation the dispersed
phase is modelled as particles with a size much smaller than the Eulerian computa-
tional mesh where the continuous phase is calculated. Hence, the interchanges of
mass, momentum and energy between both continuous and dispersed phase requires
modelling, inasmuch as this interaction occurs at sub-grid scale. Therefore, all the
numerical algorithms for the tracking and interpolation of the Lagrangian particles
inside the Eulerian mesh, as well as all the models required to calculate the interac-
tion between both phases, have been developed and implemented for the CFD code
TermoFluids.
In parallel to the development of all the numerical infrastructure devoted to dis-
persed multi-phase flows, in the CTTC-Group the necessity of performing 3D full-scale
simulations of turbo-machinery and wind turbines arose. After several attempts of
different methodologies which were not successful, further detailed in the thesis of D.
Martinez [41], it was decided to develop a new method based on sliding meshes and
the Arbitrary Lagrangian-Eulerian (ALE) method. The basic idea was to have two
(or more) meshes: one static mesh containing all the fixed elements like the tower or
the nacelle in wind turbines, and another moving (dynamic) mesh containing all the
rotating elements, like the rotor blades. The link between this methodology and the
dispersed multi-phase flows was the idea of employing the algorithms and numerical
tools developed for the tracking of the particles to perform the stitching between the
two meshes (the static and the dynamic ones) at each iteration. The details of the
method and its development are presented in Chapter 4.
Finally, a transversal, but also very important objective set during the devel-
opment of this thesis, was to enhance and maximize the time-step of the simula-
tions. Increasing as much as possible the time-step taking into account the physics
of the problem is a very efficient way to reduce the computational cost of the sim-
ulations, as well as to make more attractive and useful the CFD simulations for
designing and optimization purposes. Improvements in this area are many times ne-
glected by researchers, and the time-step determination is obtained using the classical
Courant–Friedrichs–Lewy condition with conservative security factors. Since the de-
termination of the time-step and efficiency of the numerical integration was a relevant
and crucial aspect during the development of the algorithms for combustion processes,
it was decided to continue and extend the previous work developed in this topic at
the CTTC-Group by Trias and Lehmkuhl [42].
Certainly, after the presentation of the objectives and goals of the present thesis, it
can be said that this thesis has not followed the famous saying that states “Do not bite
off more than you can chew”, and has tackled very different areas and topics of CFD
modelling. Even though this can be seen as a handicap, since addressing such different
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goals does not allow to deepen and broadly investigate a specific research topic, this
investigation strategy has allowed to acquire a broad knowledge and transversal know-
how in CFD science.
1.4 Outline of the thesis
As specified in Section 1.3, this thesis is devoted to the development of numeri-
cal tools and algorithms for a CFD code aiming to simulate complex flows including
multi-physic phenomena. The developed tools are tested against reference benchmark
cases and applied for the simulation of different situations of interest, demonstrating
the capabilities of the new implemented features. Therefore, the present thesis en-
compasses the mathematical description of the developed and implemented models,
the explanation of the numerical methods and algorithms coded to introduce these
models in the CFD code, as well as the results obtained from the simulations carried
out with the numerical code.
In the present chapter, the motivations to carry out the work of this thesis are
briefly explained, and the goals to be achieved during the development of the thesis
are also detailed. Furthermore, the trajectory of the Research Group where the thesis
is developed is described, which helps to obtain a better understanding why these
goals are set, and which is the starting point of the thesis.
In Chapter 2, the simulation of combustion processes using CFD is addressed.
First, an introduction to the mathematical formulation required for the modelling
and simulation of combustion using CFD is given. The chapter continuous with
the presentation and implementation of a combustion model, namely the Progress-
Variable model. This model allows to reduce the computational requirements needed
in combustion simulations. Moreover, a closure model aiming to account for the flow-
chemistry interaction occurring at sub-grid level in LES modelling, the Presumed
Conditional Moment, is presented. This PV-PCM model is employed to reproduce
a well-known benchmark case, the Cambridge autoignition experiment. The imple-
mentation details of an efficient load-balancing method for the computation of the
reaction rates employing finite-rate chemistry are then presented. This method al-
lows to speed-up combustion simulations, reducing considerably the computational
time optimizing the computational load of parallel simulations. In order to assess the
performance and scalability of the method, a detailed numerical study is carried out,
and the method is employed to reproduce the Cambridge Autoignition experiment
using finite-rates chemistry, previously simulated employing the Progress-Variable
model.
Chapter 3 is devoted to the description and implementation of all the models and
algorithms required for the simulation of dispersed multi-phase flows. This chap-
ter first presents the mathematical formulation and models employed to describe
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the physics of dispersed multi-phase flows using the Lagrangian-Eulerian modelling
approach. One of the critical aspects of the Lagrangian-Eulerian model is the in-
terpolation of the continuous phase properties at the particle’s position. Hence, the
chapter continuous with a detailed study of interpolation methods for scattered data,
as the numerical method is implemented to be employed for both structured and un-
structured meshes. The next issue addressed in this chapter is the study of models for
the particle sub-grid dispersion in LES modelling. First, two models available in the
literature are implemented and deeply studied. With the objective of avoiding the
shortcomings and deficiencies of the above mentioned two models, a new model based
on the reconstruction of the sub-grid data lost in the process of LES filtering from
statistical information has been proposed. The statistical information employed for
the model to reconstruct the sub-grid scales is obtained from rigorous DNS studies.
Closing the chapter, the numerical algorithms presented are employed to simulate two
experiments with dispersed multi-phase flows. The first one is the well-known flow
loop Hercule, which presents a similar configuration to those of the pulverized coal
injection systems in the coal furnaces. The second case is an experiment focused on
how inhaled medicines are transported and deposited throughout an in-vitro set-up
reproducing the human conducting airways.
Chapter 4 covers the development and implementation of a new technique aimed
to perform simulations using two or more non-overlapping meshes which present a
relative motion between them. This technique is specially well-suited for cases like
wind turbines or tidal-stream turbines, where static and moving parts closely coexist,
and the flow interaction between both parts is of crucial importance. The chapter be-
gins explaining the mathematical basis and parallelization strategy of the developed
method. The results of an exhaustive analysis of the conservation properties of the
methodology are presented, as well as the results of a study on the performance and
parallel scalability of the method. Next, the method is employed for the simulation of
real test cases, demonstrating the capabilities of the developed algorithm to perform
this type of simulations, obtaining reliable numerical results. The chapter finishes
presenting an improved version of the above mentioned method. The new methodol-
ogy is currently under development. It aims to enhance the conservation properties
of the previous version of the algorithm.
In Chapter 5, a self-adaptive time-integration method for convection-diffusion
equations is presented. The methodology is based on the previous work by Trias
and Lehmkuhl [42], who developed a self-adaptive technique for symmetry-preserving
schemes using a 2nd order Linear Multi-Step method. In the present work the method
is generalized to other types of convective schemes, specifically upwind-like schemes,
and new types of time integration schemes, like Predictor-Corrector methods and
Runge-Kutta schemes. The chapter begins with an explanation regarding the mathe-
matical basis of the method and continues with a detailed description about how the
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method is applied to convection-diffusion equations employed in CFD simulations.
Closing the chapter, different numerical tests are carried out in order to analyse the
performance and capabilities of the presented time-integration strategy.
And last but not least, in Chapter 6 the main conclusions derived from the work
carried out throughout the development of this thesis, as well as the possible work
and research to be carried out in a short and a mid-term future as continuation of
this thesis, are presented.
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Abstract. Combustion processes have been present throughout all the history of mankind.
Unquestionably, combustion has played a main role and determined the evolution process of
human being, since its dawn with the discovery of the fire, up to the present, where combus-
tion is the current main source of energy of the humanity. Combustion is a complex physical
problem where different chemical species reacts exothermically generating new species and
heat. This physic phenomena is characterized by a wide range of spatial and temporal scales.
The conditions in which combustion takes place (flow velocity, turbulence, mixture com-
position, temperature, etc.) determines the amount of energy and products delivered by the
combustion process. Nowadays, the society and the industry are highly dependent on fossil
fuels, since they are the main source of energy to generate electricity, to power cars and
air-planes, or even to generate heat. Hence, in the current geopolitical framework as well
as in the upcoming years, where fossil fuels are becoming an increasingly scarce resource,
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their optimal use is becoming each time more and more crucial. But not only that, pollutant
emissions by combustion are the main reason of current climate change as well as the origin
of many health problems of people living in polluted areas like populated cities. Hence,
there is a clear necessity in the optimization of the combustion processes in order to do more
with less, as well as an interest in reducing the pollutant emissions derived from combustion
processes. These objectives can be achieved studying and improving the current combustion
processes present in both domestic and industrial applications, like internal combustion en-
gines or gas turbines. In order to do so, CFD simulations can be a very powerful and useful
tool.
CFD simulations of combustion processes require the computation of flow transport com-
bined together with chemical reactions. Hence, the first part of the present chapter is devoted
to the introduction of the mathematical equations governing the mass, momentum and en-
ergy transport of a flow mixture and the equations describing chemical-reaction processes.
Since the calculation of chemical reactions employing finite-rate methodology can be very
expensive and time-consuming, a combustion model that reduces dramatically this computa-
tional cost is introduced and implemented. This combustion model, named Progress-Variable
model, is assessed and validated against a reference experimental case. Instead of using sim-
plified models, another option to reduce the computational time of combustion simulations
is to enhance the computational performance of finite-rate chemistry models. With that
aim, the final part of this chapter is devoted to the development of an efficient paralleliza-




Combustion has been, it is, and it will be present throughout all history of human
being. Combustion processes surround our daily live, from heavy industry to the
most simple domestic application, going through all means of transport, maritime,
terrestrial, aerial and even spatial. Therefore, the study of combustion processes em-
ploying CFD simulations has received a wide attention from researchers and engineers
during the last decades. This is due CFD simulations are a very efficient and inter-
esting tool for the design and optimization of combustion applications. However, this
area is characterized by a wide range of coupled problems [1], which makes combus-
tion simulations complex and challenging. Some of the difficulties presented by CFD
combustion simulations are:
• Description of the fluid-dynamic problem: the flow motion as well as the mixing
of the reactants must be well-described.
• Chemical process is defined by a detailed chemical reaction schemes: it is re-
quired a well description of the chemistry involved in the combustion process in
order to predict the ignition, the stabilization/extinction of the flame and the
formation of pollutants.
• Combustion systems can be multi-phase: in many combustion systems the
fuel is injected as liquid or solid. Hence, the transport, atomization, evapo-
ration/sublimation, nucleation, etc. of particles or droplets must be also ad-
dressed.
• Radiative heat-transfer: due to the high temperatures present in combustion
systems, radiative heat-transfer can play a major role, and must be taken into
account in the design/optimization of the systems.
In this chapter, the two first issues will be addressed. In turbulent combustion
problems, which represents the practical majority of combustion applications, there
are involved a large number of degrees of freedom. This issue makes computation-
ally unaffordable Direct Numerical Simulations (DNS) of real systems. Hence, it is
required to draw on modelling techniques aimed to reduce the number of degrees of
freedom. Historically, the first approach that allowed the resolution of turbulent flows
was the Reynolds-Averaged Navier Stokes (RANS) model. This technique calculates
the mean values of all quantities. The transport equations for these mean quantities
are obtained by averaging the instantaneous transport equations. A more recent mod-
elling approach, which requires greater computational resources, is the Large Eddy
Simulation (LES). In LES only the large-scales of the flow are explicitly resolved,
while the scales of the flow smaller than a filter-size are not computed, and should be
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Figure 2.1: Temporal evolution.
modelled. This modelling technique is based on the application of a low-pass filter to
the instantaneous transport equations.
In order to exemplify the results obtained from both models, an example of the
temporal evolution of a variable φ in RANS, LES and DNS is shown in Fig. 2.1. As
can be seen, in DNS all the frequency variations of the variable φ are captured, while
in LES only the scales larger than the filter-size are calculated. On the other hand, in
RANS only a time averaged value of φ is obtained. This behaviour can be translated
to the spectral space, as depicted in Fig. 2.2. As stated previously, in RANS all the
energy spectrum is modelled, in contrast to DNS, where all the spatial frequencies
in the spectrum are resolved. In LES only the large-scales of the flow, associated to
wave numbers smaller than kc are solved, and the bigger ones have to be modelled.
The cut-off wave number kc is related to the filter-size employed in the LES filtering
procedure.
In both techniques, RANS and LES, appear additional unknown terms in the
transport equations that cannot be calculated explicitly and should be modelled.
Since this thesis is focused on LES modelling, throughout this chapter the derivation
of LES transport equations, as well as the models required to close the unresolved
terms, will be presented.
The other issue faced in the current chapter is the description of the chemical
reactions. Combustion processes may involve hundreds or even thousands of species
and reactions, and the integration of the resulting chemistry system of ordinary dif-
ferential equations (ODEs) requires a huge amount of computation resources, even
for 0D reactors [2]. In multi-dimensional CFD simulations the computational require-
ments are even higher, since a transport equation for each one of the species present
in the chemical reaction mechanism has to solved. And the problem is not only the
size of the equations system, but also its stiffness [3]. Stiff systems of equations must
use a very small and restrictive time-step to be integrated explicitly. Therefore, ro-
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Figure 2.2: Energy spectrum.
bust implicit integration methods have to be employed [4]. Large chemical reaction
mechanisms are in general less stiff than reduced ones, but involve more species and
reactions.
In this thesis, these complexities are addressed from two different ways. First, a
combustion model based on tabulated chemistry is developed and implemented. The
basic idea is to pre-compute the chemical reactions, store them in a look-up table,
and then, during the CFD simulations, the chemical reactions are obtained accessing
to this look-up table instead of being calculated. Combustion models are based on
some assumptions and hypothesis of the chemical reactions that allow to obtain a
mathematical simplification to the chemistry, permitting to reduce the computational
requirements of combustion simulations.
The second approach relies on an enhancement of the computational performance
instead of simplified models of the chemical reactions. This approach is based on a
robust implicit time integration technique added to the efficient distribution of the
computational load in parallel computing. Basically, only the regions of the flame
front, which present a stiff set of equations, are integrated using the implicit method,
while the other regions are integrated explicitly. However, since the flame front is
usually found in specific regions of the computational domain, which belongs only
to a few CPUs, these processors have a much bigger computational demand than
the other processors involved in the simulation, presenting a clear imbalance in the
computational load. Therefore, an algorithm that balances this computational effort
between all the processors has been developed and implemented. This algorithm
allows to notably reduce the computational time of combustion simulations when
complex chemical reactions mechanisms are used.
This chapter is organised as follows: at the beginning the governing equations
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describing both flow transport phenomena and chemical reaction processes are intro-
duced. Moreover, since combustion processes are usually turbulent, the modelling of
turbulent flows employing LES is detailed, and the physical and mathematical im-
plications derived of the employment of this modelling technique are explained. To
complete the mathematical formulation, the algorithms and integration techniques
employed to solve the governing equations are also explained. Afterwards, since the
calculation of the equations describing chemical reactions has a very high computa-
tional cost, a combustion model which reduces the required computational effort is
introduced. The model is based on a separation of the chemical kinetics and the flow
transport physics, assuming that both phenomena occurs at very different time-scales.
This assumption allows to pre-compute the chemical reactions and tabulate them in a
look-up table. Then, during CFD simulations, the chemical process is read from this
look-up table, instead of being calculated, resulting in a significant save of the compu-
tational cost. Following, in order to assess and validate the implemented combustion
model, the autoignition process of a hydrogen jet into a preheated turbulent air stream
is numerically studied. This reference case consists of a fuel jet, a mixture of hydrogen
and nitrogen, flowing through a nozzle placed at the centre of a co-flowing air stream.
The second part of this chapter is focused on an efficient load-balancing methodology
for parallel computing of combustion processes employing finite-rate chemistry. The
implemented method is mainly based on an implicit integration of the mass reaction
rates using the Gear’s backward differentiation method for stiff sets of equations. The
chapter is closed with some conclusions derived from the work carried out, as well as
some ideas and challenges to be faced in order to continue this research work in the
field of CFD combustion.
2.2 Mathematical formulation
The equations governing the physical phenomena required to describe and simulate
combustion processes are presented in this section. First the equations describing
the kinetics of chemical reaction processes are introduced, and then, the governing
equations for flow mixtures in low-Mach conditions are presented.
2.2.1 Chemical kinetics
Before introducing the governing equations of chemical reactions, it is required
to define some values and magnitudes that describe the composition of a mixture
composed by N species. The basic magnitude required to define a mixture is the





where mk is the mass of species k and m the total mass of the mixture in a volume
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V . Obviously, the density of the mixture is ρ = mV . For a mixture of N perfect gases,





where p and T are the pressure and temperature of the system, R = 8.314 J/(mol K)
is the perfect gas constant, and W the molecular mass of the mixture. The latter is










In a mixture of perfect gases, the total pressure is the sum of partial pressures,








The molar fraction Xk (moles of species k / total moles) and the molar concentra-













A chemical reaction is a thermodynamic process where different substances, named
reactants, are transformed into others, named products, modifying their molecular
structures and bonds. The kinetic of the reaction is determined by the conditions
of the system where reaction takes place. The equations describing the chemical










k,jMk ; j = 1, 2, ...,M. (2.7)





k,j are the reactant and product stoichiometric coefficients of species
k, respectively, in chemical reaction j. Obviously, due to mass conservation, the
following constraint is fulfilled:













νk,jWk = 0 ; j = 1, 2, ...,M (2.8)




k,j . The mass reaction rate per unit volume of each species k,






















where kfj and k
r
j are the forward and reverse kinetic rate constant of reaction j. Spite
of their name, these values are not strictly constant and must be calculated. The










where Afj is the pre-exponential factor, βj is the temperature exponential and Ea,j
is the activation energy. This activation energy is related with the activation tem-
perature as Ea,j = RTa,j . The value of these constants are obtained from chemical
schemes that are constructed and generated by researchers experimentally. Deciding
which species or how many reactions should be taken into account to properly describe
a chemical reaction is not a trivial issue. Lot of different chemical mechanisms can be
found in the literature, ranging from very detailed mechanisms as the GRI-Mech 3.0
[5], designed to model natural gas combustion, including 53 species and 325 reactions,
to single-step mechanism like the one defined by Lange et al. for methane/air flames
[6], going through reduced mechanisms, such as the chemical scheme obtained by
Mueller et al. for hydrogen [7], which includes 9 species and 21 reactions. Obviously,
as more species and reactions are included in the mechanism, more detailed results are
obtained, although the calculation costs increase exponentially. Combustion simula-
tions can be very sensitive to the chemical mechanism employed. Therefore, special
care should be taken when selecting it, trying to find the best compromise between
accuracy and computational cost. The reverse rate constant krj is usually not pro-
vided in these reaction mechanisms and is calculated from the forward rate constant
kfj through the reaction equilibrium constants:

















j are the standard entropy and enthalpy changes
in chemical reaction j respectively. The term inside the exponential part is intimately
related with the Gibbs free energy (G) of the reaction. If the mass reaction rate of
all species are summed, and using Eq. (2.8), it is demonstrated that the total mass




















The equations governing the thermodynamic and fluid-dynamic behaviour of a
fluid flow in a combustion process are the Navier-Stokes equations. Depending on
the conditions of the flow, basically its characteristic Mach number, these equations
can be formulated using a compressible or a low-Mach number formulation. In the
present thesis, the focus is placed on the low-Mach number regime. Following the




+∇ · (ρu) = 0 (2.14)
∂(ρu)
∂t
+∇ · (ρuu) = −∇p+∇ · τ + ρg (2.15)
where t represents the time, u is the velocity vector, g the gravity and τ is the viscous
stress tensor. Assuming that the fluid is Newtonian, τ is defined as:
τ = µ
(∇u + (∇u)T )+ Iµ2∇ · u (2.16)
where I is the unit tensor, µ the viscosity and µ2 the second coefficient of viscosity.
The latter is usually modelled as: µ2 = − 23µ, so Eq. (2.16) can be rearranged as:
τ = µ
(





The energy conservation equation reads as:
∂(ρh)
∂t
+∇ · (ρuh) = Dp
Dt
−∇ · q˙ + τ∇ · u + Q˙ (2.18)
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where q˙ is the conduction heat flux evaluated from the Fourier’s law, q˙ = −λ∇T ,
and Q˙ is a heat source term, including radiation. The energy equation is solved for













+ ∆h0f,k︸ ︷︷ ︸
formation
Yk (2.19)
Moreover, it is required to solve a transport equation for each one of the N species
of the mixture. The mass conservation equation for species k is:
∂(ρYk)
∂t
+∇ · (ρ(u + Vk)Yk) = w˙k (2.20)
where Vk is the diffusion velocity of the species k. The sum of the diffusion fluxes of















The summation in the left hand side is the continuity equation, hence its value is
null, and as demonstrated in Eq. (2.13) the sum of all species mass reaction rate is




∇ · (ρVkYk) = 0 (2.22)
In order to obtain the diffusion velocities Vk for all the N species of a mixture,





Dpk (Vk −Vp) for p = 1..N (2.23)
where Dpk is the binary mass diffusion coefficient of species k into species p. Note
that Dpk = Dkp. This model assumes that system pressure is constant, the collisions
are purely elastic (kinetic energy is conserved) and there is not shear stress (negligi-
ble velocity gradients). The Soret effect (diffusion due to temperature gradients) is
also neglected. The solution of this linear system for a multi-component mixture is
computationally expensive[10]. Therefore, usually in CFD simulations simplified ap-
proaches are employed [11]. The two most common models and that will be employed
2.2. Mathematical formulation 27
from now on in the present thesis are the Fick’s law [12] and the Hirschfelder and
Curtiss approximation [13]. If the mass diffusivity coefficient is assumed equal for all
the species, or in case of binary mixtures, the solution to Eq. (2.23) is exact, and the




where D = Dpk is the mass diffusivity for all species. If this assumption of equal dif-
fusivity is not made, complex models for multi-species mixtures should be employed.










where Dk is the mass diffusion coefficient of species k into the mixture. For binary
diffusions, the same exact solution as in Stefan-Maxwell and Fick’s law models is
recovered. However, when the mixture is composed by three or more species this is
not longer true. Another issue is the mass conservation when this model is employed.























which is no longer null, and therefore, the mass conservation constraint is not fulfilled.
In order to solve this issue there are two possibilities:
1. Only the mass conservation equation Eq. (2.14) and N − 1 species transport
equations Eq. (2.20) are solved. The mass fraction of the last species YN , usually
the diluent of the mixture, is obtained as YN = 1−
∑N−1
k=1 Yk, absorbing all the
discrepancies due model simplifications and numerical issues, and forcing global
mass conservation.
2. Adding a correction velocity Vc to the species transport equation. This correc-
tion velocity is derived in such way that the global mass conservation equation








so the final expression for the transport equation of species k reads as:
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∂ρYk
∂t








Recapitulating, the required set of transport equations to simulate a mixture flow
of N species in a combustion case are continuity equation, the momentum equations,
energy equation and N species mass-fraction equations, together with their constitu-
tive equations: Newton’s law, Fourier’s law and diffusion velocity of species.
2.2.3 Thermodynamic pressure
In low Mach flows, the temperature, the density and a spatially uniform thermo-




T = ρRgT (2.29)
which results in a constraint of the energy equation on the flow. Employing this
equation together with mass conservation equation (Eq. (2.14)), energy conservation
equation (Eq. (2.18)) and the species mass fraction conservation equation(Eq. (2.20)),
the velocity divergence constraint for perfect gases becomes [14]:
∇ · u = Rg
cpP0
[























If the previous expression is integrated over a domain Ω, it is obtained an equation





































If the domain Ω is closed, the mass conservation constraint must be fulfilled and
the thermodynamic pressure P0 can be obtained at a given time t knowing the total
















On the other hand, if the system is open, this thermodynamic pressure P0 is
considered constant and equal to the reference pressure of the specific case P0 = Pr,
usually the ambient pressure.
2.2.4 LES Modelling
The vast majority of combustion processes, excepting candles, lighters and some
domestic furnaces, are turbulent. As aforementioned in the introductory chapter of
the thesis, turbulent flows are transient, three-dimensional and present a wide-range
of length and temporal scales. This intricate flow structure adds complexity to flow
simulations. Direct Numerical Simulations resolve all the scales and flow structures,
from the bigger ones up to the Kolmogorov scales. Although this technique is becom-
ing more and more affordable thanks to recent advancements in High Performance
Computing, it is still restricted to academic and research cases. Therefore, some
modelling should be applied in order to make turbulent simulations affordable. As
previously detailed, the two most common techniques are Reynolds-Averaged Navier
Stokes (RANS) modelling and Large Eddy Simulation (LES) modelling. In RANS,
all the scales of the energy spectrum are modelled, while in LES the large scales of the
flow are solved, and only the sub-grid scales are modelled. According to Kolmogorov
theory, this small scales are independent of the large length-scales and statistically
isotropic at high Reynolds numbers. This assumption allows the generation of more
general models and approaches for LES than for RANS, since RANS models also
the large-scales of the flow, that are case-dependant. Therefore, even though LES
simulations are more expensive than RANS simulations, the former ones allow more
generality and give more accurate results. They allow to intrinsically capture the
transient behaviour of turbulent flows, as well as many flow structures that are not
resolved in RANS modelling. Hence, this thesis is developed in the framework of LES
modelling.
As said, in LES modelling the large scales of the flow are solved, while the sub-grid
scales are modelled. This scale separation is obtained applying a low-pass filter to the




where G is the LES filter which satisfies de normalization condition
∫
G(r)dr = 1.
There are different types of filters [15], but the most common one is the box filter
in physical space with size ∆ = 3
√
V , where V is the volume of the mesh cell (V =
∆x∆y∆z in a hexahedral structured mesh). If this filter is applied to the continuity
equation Eq. (2.14), the result is:
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∂ρ
∂t
+∇ · (ρu) = 0 (2.35)
which gives a new filtered variable ρu. In order to avoid introducing a model for the






allowing to express the continuity equation in terms of a density-weighted velocity:
∂ρ
∂t
+∇ · (ρu˜) = 0 (2.37)
The concept of Favre filtering is commonly employed in LES simulations for vari-
able density flows, such as low-Mach number and compressible flows. In the limit of
incompressible flow the normal filtering is recovered since φ˜ = φ. If Favre filtering is
applied to momentum equation (Eq. (2.15)), the obtained result is:
∂ρu˜
∂t
+∇ · (ρu˜u) = −∇p+∇ · (τ ) + ρg (2.38)
Notice that the filtered product of the velocities u˜u is different than the product of
the filtered velocities u˜u˜. This difference u˜u−u˜u˜ is known as the Unresolved Reynolds
stresses, which should be modelled somehow. As in momentum, this unclosed term
will arise in the convective term of any transported scalar in LES modelling. Hence,
in general, the convective term of transport equations in LES is split into a resolved




















is the unresolved flux of scalar φ. Hence, the momentum, energy
and species transport equation in LES modelling are expressed as:
∂ρu˜
∂t
+∇ · (ρu˜u˜) = −∇p+∇ · (τ − ρ (u˜u− u˜u˜)) + ρg (2.40)
∂ρh˜
∂t








+ τ∇ · u + Q˙ (2.41)
∂ρY˜k
∂t
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In order to model the unresolved Reynolds stresses the Boussinesq assumption for
turbulence viscosity is usually invoked [17]:
ρ (u˜u− u˜u˜) = −µt
(





where µt is the turbulent viscosity or sub-grid scale viscosity. This term have to be
modelled and calculated from values ready-available in LES simulations. There are
several models available in the literature in order to calculate µt. One popular model
is the one proposed by Smagorinsky [18], based on the Prandtl mixing length applied
to sub-grid scale modelling. In this model the turbulent viscosity is proportional
to the strain, with a proportionality constant Cs, which value lies between 0.1 and
0.24. Another model is the one proposed by Germano et al. [19], known as Dynamic
Eddy-viscosity model, since in this model the empirical constant Cs is dynamically
adjusted. There are also available several other models like the QR eddy-viscosity
model proposed by Verstappen [20], the Wall-adapting eddy viscosity model (WALE)
developed by Nicoud and Ducros [21] or the Regularization models proposed by Geurts
and Holm [22]. Unfortunately, there is no one general model best-suited for all the
cases, and each one of them has its owns pros and cons, offering more or less accurate
results depending on flow and simulation conditions. An extensive review of available
turbulent models for LES modelling can be found in the thesis of O. Lehmkuhl [23].
Regarding the unresolved part of the energy and species transport equations, the
unresolved scalar fluxes, are usually modelled employing a gradient assumption [10]:
u˜h− u˜h˜ = −λt
cp
∇T˜ (2.44)
u˜Yk − u˜Y˜k = −Dk,t∇Y˜k (2.45)
where λt and Dk,t are a turbulent thermal conductivity and a turbulent diffusivity
for species k respectively. These quantities are analogous to the turbulent viscosity µt
and are usually calculated assuming a turbulent Prandtl number Prt and a turbulent








Apart from the unresolved transport terms, there are other terms that also must
be modelled. The laminar diffusion fluxes are usually modelled assuming a simple
linearisation like:
ρVkYk = −ρDk∇Yk ≈ −ρDk∇Y˜k (2.47)
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q˙ = λ∇T ≈ λ∇T˜ (2.48)
Another filtered term that requires special attention is the filtered reaction rate
w˙k that appears in the species transport equation (see Eq. (2.42)). The simplest
approximation is to consider that there is a perfect mixing at sub-grid scale level,
assuming that the turbulent sub-grid time-scale is shorter than the time-scales of
the chemical reactions (τt  τc). If the simplest case with an irreversible one-step
chemical reaction mechanism and only two species (fuel and oxidizer) is considered,
the resulting filtered reaction rate will be:
w˙k = Aρ2T βYfYo exp(− Ea
RT
) ≈ Aρ2T˜ βY˜f Y˜o exp(− Ea
RT˜
) (2.49)
However, the consideration of perfect mixing at sub-grid level is only reasonable
accurate for cases of combustion in the atmospheric boundary layer [24]. For other
combustion applications the approximation in Eq. (2.49) is no longer valid. A first
attempt to model the filtered reaction rate is apply a Taylor series expansion to this
term. Nonetheless, even for the simplest case considered here of an irreversible re-
action between a fuel and an oxidizer, new quantities of high order requiring closure
appear after the expansion. Hence, this method is not well-suited to derive a model
for w˙k. Consequently, given the inherent complexity of modelling the filtered reac-
tion rate, added to the high computational cost of computing the chemical reactions
even for the simplest reaction mechanisms, has lead to the development of different
combustion models based on physical analysis [10], aiming to simulate the chemical
reactions as well as recover the sub-grid scale effects lost during LES filtering. Later
on this chapter, in Section 2.3, different combustion models are briefly introduced,
and one of them is further explained and implemented.
2.2.5 Pressure-velocity coupling
The pressure-velocity coupling is solved by means of the Fractional Step projection
method [25]. The idea behind this technique is to split the momentum in two steps,
with a first explicit step where an intermediate velocity uˆ is obtained, followed by a
second step where the pressure is solved implicitly and the pseudo-velocity is corrected
obtaining the physical velocity. Hence, if a linear multi-step method is employed to
integrate the momentum equation to a time tn+k from the previous time tn+k−1,









βj [−C(u) + D(u)]n+j (2.50)
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αk(ρ
n+kun+k − ρn+kuˆn+k) = −∆t∇pn+k (2.51)
where C(u) is the convective operator, D(u) the diffusive operator and the gravity has
been dropped for the sake of clarity and compactness. The value k is the order of the
linear k-step method, and the coefficients αj and βj are function of the linear multi-
step method. As will be detailed in Section 2.2.6, the integration algorithm employed
for low-Mach flows calculates the scalars before the momentum equation. This allows
to evaluate the density ρn+k from Eq. (2.29) before momentum calculation. Hence,
once uˆn+k has been calculated from Eq. (2.50), the next step is to obtain the pressure
field pn+k. In order to do so, the divergence operator is applied to Eq. (2.51), where
two possibilities arise:
∇ · (ρn+kun+k)−∇ · (ρn+kuˆn+k) = −∆t
αk
∇2pn+k (2.52)









Using both approaches a Poisson equation is obtained. The approach using
Eq. (2.52) presents a matrix with constant coefficients while the second approach,
employing Eq. (2.53), has a matrix with variable coefficients due to the presence of
the density ρn+k, which means that at each iteration the matrix should be recom-
puted. This second approach requires the evaluation of the velocity divergence at time
tn+k, i.e. ∇·(un+k), which can be approximated using Eq. (2.30). On the other hand,
the first approach requires the estimation of the mass divergence ∇ · (ρn+kun+k) at
time tn+k, which is not known, but can be approximated using the continuity equa-
tion (Eq. (2.14)). In the present work the first approach is preferred due to the lower
computational cost. Hence, in order to compute the mass divergence at time tn+k,
the mass conservation equation is employed:
∇ · (ρn+kun+k) = − ∂ρ
∂t
∣∣∣∣n+k (2.54)
As reported by several authors [8, 26, 27], this term introduces numerical in-
stabilities and has not been found any closed form well suited to approximate the
time derivative. In this work the second-order backward approximation proposed by
Nicoud [26] has been employed:
∂ρ
∂t
∣∣∣∣k = ((∆tk + ∆tk−1)2 − (∆tk)2)ρk − (∆tk + ∆tk−1)2ρk−1 + (∆tk)2ρk−2∆tk∆tk−1(∆tk + ∆tk−1) (2.55)
where in all the superscripts the value n has been neglected for compactness, so
φk ≡ φn+k.
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2.2.6 Temporal integration
The temporal integration scheme employed to solve the Low-Mach number trans-
port equations presented in Section 2.2.2 is based on a Predictor-corrector scheme
[28]. For the transported scalar, the predictor step is integrated using a second-order
Adams-Bashforth integration scheme, while a second-order Crank-Nicolson is em-
ployed in the corrector step. On the other hand, both predictor and corrector steps of
momentum equation are integrated using a second-order Adams-Bashforth scheme.
As was mentioned in the previous section, the pressure-velocity coupling is solved by
means of the Fractional Step projection method described by Nicoud [26], where a
Poisson matrix with constant coefficients is employed.
The presented temporal integration method is a variant of the predictor-corrector
scheme introduced by Najm et al. [29]. The main difference between both integra-
tion strategies is that in the present work the density is calculated through the gas
state law and the scalars, i.e. the enthalpy h and the species mass fractions Yk, are
transported. This integration strategy is similar to the one followed by Lessani and
Papalexandris [8], where the energy equation is solved using the temperature instead
of the enthalpy, or the scheme named algorithm A1 presented by Knikker [27], where
a semi-implicit third-order Runge-Kutta/Crank-Nicolson scheme is employed and the
energy equation is solved in its temperature form.

















where the second term in the right-hand side is null because it coincides with the mass





+ ρu · ∇h = Dp
Dt




+ ρu · ∇Yk = ∇ · (ρVkYk) + w˙k (2.58)
This is because the scalars must be transported in non-conservative form when
explicit temporal algorithms are employed, since the density is calculated a posteri-
ori. As demonstrated by Knikker [27], the mass conservation equation, the energy
conservation equation and the gas state law only can be fulfilled simultaneously if
an implicit temporal scheme is employed. In the algorithm employed in the present
work, the mass conservation constraint is fulfilled, but the energy conservation is not
satisfied.
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The steps to be performed at each iteration to advance from a time tn to tn+1,
where tn+1 = tn + ∆t are detailed below. The intermediate pseudo-implicit time of
predictor-corrector schemes is noted as t∗.
Predictor step



















where in this case φ = Yk, h.
2. If the thermodynamic pressure P0 is not constant (closed domain) evaluate it
from Eq. (2.33).
3. Evaluate the temperature T ∗ from the enthalpy h∗ and mass fraction concen-
trations Y ∗k .
4. Evaluate the density ρ∗ using the state Eq. (2.29) from the temperature T ∗.
5. Following, momentum equation is solved be means of the fractional step method:
(a) First, calculate the pseudo-velocity uˆ∗ from Eq. (2.50) applying the second-
















(b) Then the Poisson equation (Eq. (2.52)) is solved, obtaining the pressure
field p∗:
∇ · (ρ∗u∗)−∇ · (ρ∗uˆ∗) = −∆t∇2p∗ (2.61)
where the mass divergence at time t∗ is obtained from the mass conserva-
tion Eq. (2.54), which is approximated using Eq. (2.55):
∇ · (ρ∗u∗) = − ∂ρ
∂t
∣∣∣∣∗ (2.62)
(c) Once the pressure field is obtained, the velocity field is calculated using
Eq. (2.51):
ρ∗u∗ = ρ∗uˆ∗ −∆t∇p∗ (2.63)
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Corrector step


















where, as in the predictor step, φ stands for the mass fractions species Yk and
the enthalpy h.
2. If the thermodynamic pressure P0 is not constant (closed domain) evaluate it
from Eq. (2.33).
3. Evaluate the temperature Tn+1 from the enthalpy hn+1 and mass fraction con-
centrations Y n+1k .
4. Evaluate the density ρn+1 using the state Eq. (2.29) from the temperature Tn+1.
5. The momentum equation is solved be means of the fractional step method:
(a) The pseudo-velocity uˆn+1 is obtained from Eq. (2.50) applying the second-
order Adams-Bashforth scheme. The difference with the predictor step is
















Note that the right-hand size of this equations is exactly the same as in the
predictor step. Therefore, it is not required any new function evaluation,
since these terms have already been calculated.
(b) The pressure equation field pn+1 is obtained solving the Poisson Eq. (2.52):
∇ · (ρn+1un+1)−∇ · (ρn+1uˆn+1) = −∆t∇2pn+1 (2.66)
As previously, the mass divergence at time tn+1 is obtained using the mass
conservation Eq. (2.54), which is approximated by means of Eq. (2.55):
∇ · (ρn+1un+1) = − ∂ρ
∂t
∣∣∣∣n+1 (2.67)
(c) Finally, the velocity field at the new time-step un+1 is obtained employing
Eq. (2.51):
ρn+1un+1 = ρn+1uˆn+1 −∆t∇pn+1 (2.68)
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2.3 Combustion modelling
Combustion processes are the result of chemical reactions involving different sub-
stances coexisting in a gas mixture under specific conditions. As detailed in Sec-
tion 2.2.1, the kinetics of combustion chemical reactions are complex processes de-
scribed by the empirical Arrhenius law. Moreover, the species and the reactions that
describe a specific chemical reaction must be obtained experimentally. Therefore,
the decision of which species and reactions must be accounted to properly describe a
chemical process is an issue that must be decided by the experimentalists that creates
the specific chemical scheme.
Some chemical mechanisms are very detailed and involve tens of species and hun-
dreds of chemical reactions. However, this implies that in CFD simulations tens of
conservation equations must be solved (one for each specie), and the calculation of
mass reaction rates requires the evaluation of hundreds of chemical reactions, be-
coming many times computationally unaffordable. On the other hand, using simpler
chemical mechanisms may reduce the number of equations to solve, but usually in-
crease the complexity of the expressions describing the reaction rates, resulting in
a stiffer set of equations. Moreover, some reduced mechanisms also involves nega-
tive exponents that could generate numerical problems. Moreover, in simulations of
combustion processes using RANS or LES, modelling of the sub-grid phenomena oc-
curring between flow and chemistry is required, increasing even more the complexity
of the computations.
Therefore, it is not surprising that these difficulties have motivated the develop-
ment of combustion models. The aim of these combustion models is to reduce the
computational cost and the numerical complexity associated with the calculation of
detailed chemical reactions, in order to make affordable the simulation of combustion
processes.
Mainly, there are two types of combustion models: the ones based on the tabula-
tion of the chemistry, and the models based on automatic chemistry reduction [10].
The former are based on the pre-computation and storage of the chemical reactions in
look-up tables as function of a reduced set of variables. Then, during CFD simulations
only these variables are solved and employed in order to access to the look-up table
and recover all the information about the state of the chemical reaction. Examples
of this type of models are the Intrinsic Low Dimensional Manifold (ILDM) [30, 31],
the Flame Prolongation of ILDM (FPI) [32], and the Flamelet Generated Manifold
(FGM) [33, 34].
Regarding the automatic chemistry reduction models, they arose aiming to over-
come some of the drawbacks of tabulated-chemistry models. When look-up tables of
many dimensions are used, a large number of multi-linear interpolations are needed,
and even memory allocation can be a problem. At the end, only a small portion of
the look-up table is really accessed during the computational time, since the thermo-
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physical conditions of combustion tend to remain similar. This fact is exploited by
these methods, that generate the chemical table on the fly during the computational
time. At the beginning of the simulation the look-up table is empty. As the simula-
tion runs, chemical reactions taking place in the computational domain are stored as
function of the mass fractions and enthalpy (or temperature). If the conditions are the
first time that occur at the simulation, the chemical reaction is computed and added
to the look-up table. On the other hand, if that conditions have existed before, the
chemical reaction is read from the dynamic look-up table instead of being computed.
Hence, the chemical table grows dynamically, and as the simulation advance more
chemical reactions are just obtained from the tabulated data and less are calculated.
This second group of models were proposed by Pope [35] and Yang and Pope [36],
and are known as In Situ Adaptive Tabulation (ISAT).
In Section 2.3 a combustion model based on tabulated chemistry is presented. A
closure to model sub-grid interaction between flow and chemistry in LES modelling
is also presented. These models have been implemented in the in-house CFD code
TermoFluids.
2.3.1 Progress-Variable Model
The combustion model presented and developed in the present section is the
Progress-Variable (PV) model. This combustion model falls in the spirit of the
method proposed by Pierce and Moin [37], where the main idea is as follows: instead
of solving a transport equation for each species k, and compute the chemical reaction
rates using the finite-rates chemistry presented in Section 2.2.1, the model adopts an
indirect mapping approach, where all the detailed chemistry is computed previously
and tabulated as function of a reduced system of tracking scalars. In laminar cases, or
turbulent flames solved using DNS, only two tracking scalars are considered: the mix-
ture fraction (Z), which tracks the mixing between the fuel and the oxidizer, and the
term denoted as progress variable (Yc), which follows the global reaction state for each
mixture fraction. This progress-variable is defined as a weighted linear combination





where ξk is the weight of the mass fraction of species k. Different definitions of this
value have been proposed in the literature, even using the temperature. Nonetheless,
there exists no a general definition for this progress-variable, and it must be defined for
each case in such way that the progress of the chemical reaction should be captured
in the best possible way, i.e., the mass fractions of species that clearly track the
evolution of the combustion process must be selected. The final results obtained with
this model are dependent on the definition of this progress-variable [38]. Hence, a
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proper choice is a crucial aspect for obtaining accurate results.
Therefore, apart from continuity and momentum equations, this model requires
to solve two additional scalar transport equations (mixture fraction and progress-
variable), instead of the N + 1 equations (energy and species mass fraction) needed
when finite-rate chemistry is considered. The two required transport equations are:
dρZ
dt
+∇ · (ρuZ) = ∇ · (ρDZ∇Z) (2.70)
dρYc
dt
+∇ · (ρuYc) = ∇ · (ρDYc∇Yc) + w˙Yc (2.71)
where DZ and DYc are the mixture fraction and the progress-variable diffusivities
respectively. The mixture fraction diffusivity is calculated assuming a unit Lewis
number, i.e., Lez = λ/(ρDZcp) = 1, and the diffusivity of the progress-variable is
considered equal to mixture fraction diffusivity, DYc = DZ . The progress-variable
reaction rate w˙Yc is defined, analogously to the progress-variable Yc, as the weighted




The main difference between the model presented in this thesis and the one pro-
posed by Pierce and Moin, is that while in the latter the detailed chemistry is calcu-
lated solving a one-dimensional reactive-diffusion equation, in the present model the
mapping functions, which describe all the detailed chemical process, are obtained solv-
ing a homogeneous gas mixture in a closed system. This approximation is particularly
well adapted for auto-ignition modelling [39, 40]. In this case, the 0D spatially homo-
geneous reactor is considered an adiabatic system with constant pressure. Therefore,








where the enthalpy, dh = de+vdp+pdv, is constant for isobaric (dp = 0) and adiabatic
systems (de+ pdv = 0).
In order to generate the solutions table, the homogeneous reactor is solved as
function of the mixture fraction Z using as initial conditions a linear interpolation
between the conditions of the fuel and the oxidizer of the case that is going to be
simulated using CFD.
φt=0 = φoxid. + Z(φfuel − φoxid.) (2.73)
After computing the solutions for all the discrete mixture fraction values Z, a look-
up table with the solution map is obtained. As said, this table will be function of the
two tracking scalars, Z and Yc, and consequently, can be considered an Equation of
State (EoS) of type:
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Figure 2.3: Reaction rate of the progress variable w˙Yc as function of the mixture
fraction Z and the progress variable Yc for a flame of hydrogen H2.
φ = f(Z, Yc) (2.74)
where φ represents any thermo-chemical variable (ρ, T, Yk, w˙k, ...), since Z and Yc
define the state of the reaction. For example, in Fig. 2.3 the solution map for the
reaction rate of the progress variable w˙Yc as function of the mixture fraction Z and
the progress-variable Yc is given, so clearly w˙Yc = f(Z, Yc). This case corresponds to
a combustion of a hydrogen jet H2 surrounded by a hot air coflow. Each line of the
3D plot corresponds to a solution of the homogeneous reactor for a specific mixture
fraction Z. In this example, the dimension Z has been discretized in 100 points. As
can be seen, for each solved mixture fraction value there is a different final value of
the progress variable. This final value is the equilibrium value of the progress variable
Y eqc , which is reached in fully burnt gases, and is defined following the same linear




k . This number is useful





2.3.2 Presumed Conditional Moment (PCM)
When solving combustion laminar cases, or in DNS modelling, the PV model pre-
sented in the previous section can be applied straightforwardly. However, in LES
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modelling, analogously to the filtered mass fraction equation (Eq. (2.42)), the trans-
port equation for the filtered progress variable reads as:
∂ρY˜c
∂t





where the filtered reaction rate of the progress-variable, ˜˙wρ,Yc , appears. This term is
not closed and have to be modelled. Note that the progress variable reaction rate in
Eq. (2.76) has been density-weighted, which allows to apply naturally to this term
the Favre-filtering operation detailed above. In the same way, it is required to solve
the transport equation for the filtered mixture fraction Z˜:
∂ρZ˜
∂t





Consequently, apart from the transported scalars, all the thermo-chemical prop-
erties tabulated in the solution tables for non-turbulent cases must be redefined in
its filtered form, i.e. (ρ, T˜ , Y˜k, ˜˙wk, ...). In order to do so, in this section the model
named Presumed Conditional Moment (PCM) is introduced. This model can be con-
sidered as a simplified version of the Conditional Moment Closure (CMC) model,
since in PCM the conditional moments are presumed instead of being calculated.
The CMC model was originally developed by Klimenko and Bilger [41–43]. In CMC
the conditional filtered reaction scalars, conditioned on the mixture fraction space,
are solved. On the other hand, when the PCM model is applied to the PV model
explained in the previous section, these conditional moments are presumed for the
progress-variable Yc and the mixture fraction Z, which are the transported scalars.
In the PCM model, the distribution of the transported scalars (i.e. mixture fraction
Z and progress variable Yc) is modelled using a probability density function (pdf).
Therefore, any filtered thermo-chemical quantity φ˜ is obtained integrating the prod-







φ(Yc, Z)P˜ (Yc, Z)dYcdZ (2.78)
where P˜ (Yc, Z) is the Favre-averaged joint pdf of Yc and Z. This density-weighted
pdf is related to the unweighted one using Eq. (2.36):
ρP˜ (Yc, Z) = ρP (Yc, Z) (2.79)
It should be stressed that this joint pdf P (Yc, Z) is also a function of space and
time, i.e. P (Yc, Z; x, t), but for the sake of simplicity this additional notation is ne-
glected. Employing the Baye’s theorem [44] any joint pdf of two independent variables
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can be expressed as the product of the conditional pdf of one variable over the other
and the marginal pdf of this second one:
P˜ (Yc, Z) = P (Yc|Z)P˜ (Z) (2.80)
where P (Yc|Z) is the conditional probability of Yc for a given mixture fraction Z.
Moreover, if a weak dependence of Yc from Z is assumed, meaning that the two
variables are considered statistically independent, the previous conditional pdf can be
expressed as the marginal pdf P (Yc|Z) ≈ P (Yc). Therefore, under these assumptions,






φ(Yc, Z)P (Yc)P˜ (Z)dYcdZ (2.81)
obtaining an expression for the EoS of the filtered variables that is function of two
marginal pdfs and not a joint one. All the thermo-chemical quantities can be recovered










P (Yc)P˜ (Z)dYcdZ (2.82)
Thus, the next requirement is to obtain the pdfs defining the distributions for
the mixture fraction and the progress-variable. As it has been demonstrated by
several authors, the β − pdf is a good representation of the statistical distribution
for conserved scalars [10, 45, 46]. Therefore, the marginal pdf of the mixture fraction
P˜ (Z) is modelled as a β − pdf , which is calculated as [47]:
P˜ (Z) = β˜(Z) =
1
B(a, b)
Za−1(1− Z)b−1 = Γ(a+ b)
Γ(a) + Γ(b)
Za−1(1− Z)b−1 (2.83)
where B(a, b) is the beta function and acts as a normalization factor ensuring that the
total probability is equal to unity, and Γ(x) is the gamma function. Both functions
are defined by the following integrals:








The parameters a and b are obtained from the mean and the variance of the
mixture fraction, Z˜ and Z˜ ′′2 respectively:
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a = Z˜γ (2.86)




− 1 ≥ 0 (2.88)
On the other hand, the distribution of the progress-variable P (Yc) is modelled
employing a δ − pdf , i.e. P (Yc) = δ(Yc − Y ∗c ), which means that the sub-grid fluctu-
ations of the progress variable are neglected. A model where the marginal pdf P (Yc)
is modelled using a β − pdf is presented by Michel et al. [40]. In that work, it is
shown that this approximation tends to generate unphysical situations, because at
low values of the progress variable, when autoignition begins, the simulations show
large values for the variance of the progress variable, which means that part of the
igniting gases are burned instantly for all mixture fractions. In addition, as stated by
Raman et al. [48], a β − pdf is not a good option for non conserved scalars. Hence,
under the assumptions presented above, the filtered thermo-chemical quantities are
finally calculated as:





φ(Yc, Z)δ(Yc − Y ∗c )β˜(Z; Z˜, Z˜ ′′2)dYcdZ (2.89)
In order to define the value of the input progress-variable Y ∗c , and relate it to
the filtered progress-variable Y˜c, which is the value available in LES, the relation
proposed by Vervisch et al. [49] is employed. This relation approximates the unfiltered





; Y ∗c ≈
Y˜c
Y˜ Eqc
Y Eqc (Z) (2.90)





Y Eqc (Z)P˜ (Z)dZ =
∫ 1
0
Y Eqc (Z)β˜(Z; Z˜, Z˜
′′2)dZ (2.91)
and consequently, it is defined a Y˜ Eqc value for each one of the discrete values of both
mean mixture fraction Z˜ and variance mixture fraction Z˜ ′′2. This approximation is
also used successfully by Michel et al. [40] and Kulkarni et al. [50]. From Eq. (2.90),
it is obvious that although for the pdfs distribution a weak dependence of Yc from
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Z has been previously assumed, the input progress-variable Y ∗c in Eq. (2.89) is still
conditioned by the mixture fraction. Thus, in order to emphasize this fact, this
progress-variable conditioned on the mixture fraction is rewritten as:
Yc|Z(Z; Z˜, Z˜ ′′2, Y˜c) ≈ Y˜c
Y˜ Eqc (Z˜, Z˜ ′′2)
Y Eqc (Z) (2.92)
Therefore, using this approximation, Eq. (2.89) can be finally rewritten as:
φ˜(Z˜, Z˜ ′′2, Y˜c) =
∫ 1
0
φ(Yc|Z,Z)β˜(Z; Z˜, Z˜ ′′2)dZ (2.93)
meaning that for turbulent cases, the EoS of the solution map containing all the
thermo-chemical properties of the modelled combustion process reads as:
φ˜ = f(Z˜, Z˜ ′′2, Y˜c) (2.94)
Finally, the expression employed to calculate the filtered reaction rate of Eq. (2.76)
is:




β˜(Z; Z˜, Z˜ ′′2)dZ (2.95)
Furthermore, as can be derived from the previous presentation, this model requires
de evaluation of the filtered mixture fraction sub-grid variance Z˜ ′′2, since is an input
parameter of the β−pdf employed to model the statistical distribution of the mixture
fraction. It can be obtained from two different approaches: the first one consists on
computing a transport equation for Z˜ ′′2, and the second possibility is to model the
filtered sub-grid variance algebraically. For the work carried out in the present thesis,
this second option has been chosen. Specifically, the following dynamic model has
been employed:
ρ¯Z˜ ′′2 = Cvρ¯∆2|∇Z˜|2 (2.96)
where value Cv is calculated using the Leonard term expansion dynamic model (LED)
proposed by Balarac [51], and ∆ represents the LES filter width. The test filter ∆̂
used in the present work is an unstructured top-hat filter constructed from a stencil
of cells connected by faces.
2.4 The Cambridge autoignition experiment
The autoignition process of a hydrogen jet into a preheated turbulent air stream is
numerically studied. The test case consists of a fuel jet, a mixture of hydrogen H2 and
2.4. The Cambridge autoignition experiment 45
nitrogen N2 , flowing through a nozzle placed at the centre of a co-flowing air stream
(see Fig. 2.4). Two different ways of computing the chemical reactions are studied: a
first one employing the Progress-Variable (PV) model, where the turbulence-chemistry
interactions are modelled using the Presumed Conditional Moment (PCM), and a
second one using finite-rates (FR) chemistry where perfect mixing at sub-grid scale
level is assumed, so no closure model is required for the mass reaction rate source
term. The main objective of this section is to assess the capacity of the presented
models to predict accurately the autoignition behaviour of the proposed experimental
configuration.
The obtained results are in good agreement with the experimental data. The
PV-PCM model reproduces satisfactorily the physical behaviour found in the ex-
periments, although the model tends to under-predict the autoignition length. The
results obtained employing the finite-rate model also capture pretty well the autoigni-
tion phenomenology observed experimentally and the autoignition lengths are closer
to those obtained experimentally.
Introduction
Nowadays, accurate prediction of the autoignition behaviour of non-premixed or
partially premixed flows is a field of great importance in many industrial applica-
tions, such as diesel engines, gas turbines or ramjets. Therefore, having CFD codes
capable of simulating autoignition phenomena offer a very interesting way to improve
and enhance these devices. Moreover, numerical simulations can offer data and in-
formation that is difficult or impossible to obtain via experiments, allowing a better
understanding of the physical phenomena behind the autoignition process.
The autoignition of a non-premixed or partially premixed flow is a phenomena
clearly characterised by two different stages. First, when the fuel and the oxidizer are
injected in the combustion chamber, both start to mix and the chemical species begin
to react generating a pool of reactants, but without a significant heat release. After-
wards, when the mixture reaches the critical temperature (due the heat release in the
first stage) a second step starts, where the reactants are quickly consumed and the
products of the reaction are generated, with a remarkable heat release, increasing the
temperature very fast. This second step, where the autoignition begins, takes place
inside spots or kernels, which are small regions having the proper conditions (temper-
ature and mass fractions), and could act as a bridge to auto-ignite the near regions, or
could be quenched, depending on the flow and the species concentrations. Therefore,
mixing between fuel and oxidizer is a crucial point in order to determine correctly
the place where autoignition takes place. In contrast to Unsteady Reynolds Averaged
Navier-Stokes (U-RANS) simulations, where all the energy spectra is modelled, in
Large Eddy Simulation (LES) the large scale structures of the flow are well resolved,
and only the sub-grid scales (sgs) are modelled, increasing notably the accuracy, but
with lower computational requirements compared to Direct Numerical Simulations
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(DNS). Therefore, since the solution of the transported variables plays a key role in
the autoignition behaviour, special interest is turned on the accurate solution of trans-
port equations. In order to avoid numerical diffusion, conservative discretizations are
used for the differential operators [52]. These discretizations conserve kinetic energy
in the momentum equations and offer accurate approximations.
In chemically reacting turbulent flows, turbulence has a strong influence in the au-
toignition delay time, since turbulence affects the transport of both fuel and oxidizer,
i.e. the mixture fraction. An increase in the turbulence intensity tends to enhance
mixing and the autoignition length is shortened. Nevertheless, if there is an excess of
turbulence, it could dilute too much the reactants and quench the kernel before this
could propagate. Hence, in order to predict accurately the auto-ignition phenomena
in a turbulent flow, a model which deals properly the interactions at sub-grid level
between the flow and the chemistry is required.
This section is aimed to assess the capability of the Progress-Variable (PV) model
presented above [37]. In order to reproduce the autoignition behaviour of hydrogen,
the turbulent chemical-flow interaction is closed by means of the Presumed Condi-
tional Moment (PCM) approach. The experiment performed by Markides and Mas-
torakos [53] has been numerically studied and the experimental results are compared
against those obtained by simulation. Furthermore, a second objective is to assess the
influence of the sub-grid interaction between flow and chemistry in the autoignition
of the above mentioned H2/air jet. Therefore, for this second target, a new set of
numerical simulations are carried out, where the finite-rate chemistry model assum-
ing a perfect mixing at sub-grid scale is employed. This assumption means that the
sub-grid chemistry-flow interaction is not modelled.
Finally, the underlying objective is to assess the capability of the in-house CFD
code TermoFluids to reproduce accurately autoignition events using unstructured
meshing, aiming to be able to simulate ignition phenomena in complex geometries.
Unstructured meshing allows a better and smarter discretising strategy, allowing an
easy refinement in areas or regions of particular interest or crucial importance. Fur-
thermore, most of the industrial combustion chambers show complex geometries and
the use of unstructured meshes is unavoidable.
Description of the Cambridge autoignition experiment
The experimental configuration presented in [53] consists in a fuel jet, a mixture of
hydrogen H2 and nitrogen N2, flowing through a nozzle placed at the centre of a co-
flowing air stream. The air is preheated at different temperatures in order to study its
impact in the autoignition behaviour of hydrogen under this geometrical configuration.
The co-flowing air is forced to pass through a perforated plate to promote turbulence.
The perforated plate (3.0 mm holes and 44 % blockage) is located 63 mm upstream of
the fuel nozzle in order to allow turbulence to develop. The fuel nozzle has a diameter
of 2.25 mm and is thin-walled (0.32 mm). The main test section consists of a 500 mm
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Figure 2.4: Schematic representation of the experiment presented by Markides and
Mastorakos [53].
Table 2.1: Cases studied.
Case Ujet [m/s] Uair [m/s] Tjet [K] Tair [K]
0 26.0 26.0 750 950
1 26.0 26.0 750 955
2 26.0 26.0 750 960
3 26.0 26.0 750 980
long and 25 mm inner diameter vacuum insulated quartz tube.
The experiment was performed over a wide range of operating conditions and
four regimes were identified, namely No ignition, Random spots, Flashback and Lifted
flame. In the present work, four different operating conditions will be analysed (see
Table 2.1). For all the studied cases, the fuel is a mixture of H2 and N2 (YH2 = 0.13,
YN2 = 0.87) and the co-flow oxidizer is air (YO2 = 0.233, YN2 = 0.767). Cases 0, 1
and 2 fall inside the Random spots regime, where auto-ignition kernels appear but
are quenched before they could act as a flame anchoring point or a flashback, and
are convected out of the domain. The last case belongs to the Flashback regime,
where a first autoignition spot appears, and then a flashback occurs, finally obtaining
a normal jet diffusion flame.
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Simulation set-up
The following study is carried out under the framework of LES modelling. Hence,
the unresolved Reynolds stresses of Eq. (2.40) must be closed using a turbulence
model. In the present work, the wall-adapting eddy viscosity sub-grid scale model
(WALE) [21] is employed. Previous LES studies about this autoignition case were
mainly carried out using the dynamic Smogarinsky-Lilly model [50, 54]. The WALE
model is based on the square of the velocity gradient tensor. The sub-grid scale
viscosity obtained with this model takes into account the strain and the rotation rate
of the smallest resolved turbulent fluctuations. A relevant feature of this model is
its capability of switching off in two-dimensional flows, laminar flows and when the
length-scale is in the range of Re−3/4. Additionally, it also has a cubic behaviour near
walls with respect to the normal direction of the wall.
As mentioned before, the chemical reaction mechanism is of crucial importance
and plays a key role in the autoignition behaviour. In the present work the chemi-
cal reactions are modelled using a detailed reaction mechanism of 9 species and 21
reactions developed by Mueller et al. [7].
The PV combustion model requires the definition of the progress variable Yc,
which must be picked up as a linear combination of one or more thermo-chemical
variables solved in the 0D spatially homogeneous reactor. Since in the present work
a hydrogen-oxygen (H2/O2) reaction is being considered, an obvious choice is to
select the main product of the chemical reaction, water H2O, plus an intermediate
species which could track the first stage of the autoignition process. In this case, the
hydroperoxyl radical HO2 is selected. Therefore, the progress variable used in this
work is defined as:
Yc = H2O +HO2 (2.97)
The simulations are performed in a computational domain which starts at the exit
of the nozzle and extends 135 mm in the downstream direction (see Fig. 2.4). The
cylindrical domain is discretized using an unstructured mesh of approximately 400000
control volumes. More specifically, the domain is generated revolving in 16 planes a
2D plane with 25000 control volumes in the azimuthal direction. The mesh is refined
in the air-fuel shear layer. All the simulations have been carried out using the same
mesh and 64 CPUs. The Poisson equation is solved employing the FFT-based Poisson
Solver presented by Borrell et al. [55]. The computations have been carried out on
the UPC JFF cluster (Technical specifications: 40 cluster nodes, each node has two
AMD Opteron with 16 cores for each CPU linked with 64 gigabytes of RAM memory
and an infiniband QDR 4X network interconnection between nodes with latencies of
1.07 microseconds with a 40 Gbits/s bandwidth) [56].
In order to reproduce the turbulence generated by the perforated plate, an auxil-
iary non-reactive simulation is performed in an annular mesh, recreating the physical










































Figure 2.5: Mean and minimum ignition lengths.
domain upstream to the injector lips, where the plate is placed inside the domain
using the immerse boundary technique [57]. The velocity field generated 63 millime-
tres downstream of the perforated plate is saved, and later injected in the simulated
domain through the co-flowing section. This method allows a significant saving of
computational resources during simulation time, and develops a realistic divergence-
free velocity field, which is not possible using some synthetic turbulence generators
based on digital filters. For the fuel inflow a laminar parabolic velocity profile is
employed with Umean = Ufuel. For the walls, a free-slip boundary condition is used,
so the flow is not well resolved near the wall, but since all the phenomena of inter-
est takes places far from the wall, a well resolved shear-layer near the wall is not of
interest [54].
Results and discussion
The autoignition length obtained employing both models (PV-PCM and finite-
rate chemistry) for all the cases under study (see Table 2.1) are depicted in Fig. 2.6.
The ignition length is determined using as ignition criterion a rise of 1 % over the
initial co-flow temperature. For both models, in cases 0, 1 and 2, the ignition length
oscillates around a mean. This is caused by the appearance of random auto-ignition
kernels, which are quenched and convected out of the domain before they can act as an
anchoring point or derive in a flashback. This process where an ignition kernel appear,
briefly grows, and then is quenched is repeated periodically along the simulation









































Figure 2.6: Evolution of ignition lenghts. (The combination of lines and points relates
the four cases and the two models.)
time, resulting in the oscillatory auto-ignition length. Thus, these three cases clearly
belong to the random spots regime previously described. In contrast, in case 3, once
ignited, the ignition length decreases progressively as the flame propagates upstream.
Therefore, this case falls inside the behaviour described for the flashback regime.
These results are in agreement with the ones obtained in the experiment carried
out by Markides and Mastorakos where, for the conditions reproduced in the present
work, the boundary between both regimes was found around a co-flow temperature of
965 K. Hence, both models are able to reproduce the physics behind the autoignition
process of hydrogen in this configuration.
Although the PV-PCM model and the FR model present the same behaviour, the
calculated ignition length is different. In Fig. 2.5, the mean and minimum autoignition
lengths determined by both models are summarized and compared against the results
obtained in the experiment (since case 3 is a flashback flame, the mean autoignition
length plotted is the position where the first autoignition event takes place). At first
glance, it can be seen that the FR model presents results closer to the experiment
than the PV-PCM model, although no closure for the mass reaction rate has been
employed in the former. As stated by Michel et al. [40], the PV-PCM model, where a
β−pdf for the distribution of mixture fraction and a δ−pdf for the progress variable
distribution have been employed, tends to over-predict the reactivity of the progress
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(a) Finite-rates (b) PV-PCM
Figure 2.7: Progress variable at same instant for case 3.
(a) 3 ms (b) 5 ms (c) 7 ms (d) 9 ms
Figure 2.8: Temperature evolution for case 0 at different time instants (PV-PCM
model).
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(a) 3 ms (b) 6 ms (c) 9 ms (d) 12 ms
Figure 2.9: Temperature evolution for case 3 at different time instants (PV-PCM
model).
variable, and therefore, predicts short ignition lengths. In the work presented by
Ihme et al. [58], where a Flamelet Progress Variable (FPV) approach was employed,
they arrived at a similar conclusion. Since the δ − pdf could only describe the first
moment, it is impossible to capture the non-linear behaviour of the chemical reaction
rate, resulting in larger ˜˙wYc for many situations. In order to see an example of this
fact, the value of the progress variable at the same instant is shown for both models
in Fig. 2.7. Although the velocity and mixture fraction fields are almost equal, it can
be seen that the progress variable differs in more than one order of magnitude.
The temporal evolution of case 0 is shown in Fig. 2.8. In the image sequence
can be seen how random kernels appear but are quenched and carried out of the
domain by the flow. Moreover, the temporal evolution for case 3 is shown in Fig. 2.9.
As stated previously, in this case, once the hydrogen is ignited, the ignition kernel
overcomes the convection of the flow, and the flame propagates upstream until it
becomes an attached flame, in a clear flashback process. The lateral wave motion
of the flame is related to the large turbulent scale of the co-flow. This behaviour
has been obtained using both models, which is consistent with the experiment of
Markides and Mastorakos [53], as well as the numerical results obtained in previous
LES simulations [50, 54].
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Figure 2.10: Instantaneous temperature field of case 0 at different times. The white
line is the isoline indicating the most reactive mixture fraction, Zmr = 0.035 in this
case.
As reported in the experiment by Markides and Mastorakos [53], it is found that
the autoignition kernels always appear inside regions enclosed by the most reactive
mixture fraction Zmr. Instantaneous temperature fields for case 0 are shown in
Fig. 2.10. For this case, the most reactive mixture fraction has a value of Zmr = 0.035,
and all the ignition kernels emerge in regions enclosed by the isoline indicating the
most reactive mixture fraction (see Fig. 2.10).
Apart from the simulation results, another important aspect to analyse is the
numerical performance of both combustion models. As aforementioned, the finite-rate
combustion model is very demanding computationally speaking due to two reasons:
a transport equation for each species have to be solved and the resulting system of
ODEs devoted to compute the mass reaction rates is stiff. For the current example,
when using finite-rate chemistry, nine transport equations have to be solved and a very
small time-step is required because the explicit time-integration scheme. On the other
hand, the PV model is less computationally demanding and allow higher time-steps.
For the current simulations, carried out in the JFF cluster on 64 CPUs, each one of
the four cases using the PV model required 68 min of clock time to advance 1 ms the
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simulation time, i.e., 68 mincpu/mssim. Regarding the simulations using the finite-rate
model, the case 0 (coflow temperature of 950 K) required 525 mincpu/mssim, and the
case 3 (coflow temperature of 980 K) demanded 3634 mincpu/mssim. Therefore, these
cases have, respectively, a computational cost 7.7 and 53.66 times higher than the
simulations carried out using the PV model. The differences in the computational
time between the two cases using the FR model are due to the active presence of
chemical reactions. For the case 0, which belongs to the random spots regime, there
are no active chemical reactions during all the simulation time, since the ignition
kernels are quenched after a short live-time. On the other hand, in the case 3, where
an attached flame is developed, there are chemical reactions during all the simulation
time, increasing the computational demand.
2.5 Load-balancing method for the evaluation of chemical reaction
rates
The development and assessment of an efficient parallelization method for the
evaluation of the reaction rates in combustion simulations is presented. Combustion
simulations where the finite-rate chemistry model is employed have a heavy computa-
tional load for two reasons: in these simulations a transport equation for each species
present in the chemical reaction mechanism have to be solved, and the resulting sys-
tem of equations is stiff. Stiff sets of equations are a kind of ordinary differential
equations (ODEs) characterized for presenting numerical instabilities, unless a very
small time-step is employed. This limited time-step is inherent for both explicit nu-
merical schemes as well as classical implicit integration methods employing fixed point
iteration. Therefore, advanced implicit methods must be applied to obtain accurate
solutions using reasonable time-steps. Nonetheless, as expected, these well-suited im-
plicit methods for stiff equations demand higher computational resources than explicit
or classical implicit methods. Therefore, in the present work a new algorithm aimed
to enhance the numerical performance of the time integration of stiff equation systems
in parallel combustion simulations is presented. The developed algorithm identifies
the controls volumes where the system of equations is stiff. Then, they are integrated
using Gear’s method, while non-reactive control volumes, that do not present a stiff
behaviour are integrated explicitly. Since reactive zones are close to the front flame,
in parallel simulations only a few processors where the flame is live present a large
amount of cells with stiff equations, while the other processors far from the flame
can be integrated fully explicitly, creating a heavy imbalance in the computations. In
order to solve this issue, an efficient dynamic load-balancing method of the computa-
tional load is implemented, increasing noteworthy the computational performance of
the simulations, and consequently, reducing the computer time required to perform
the numerical combustion studies.
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2.5.1 Introduction
As previously detailed in Section 2.2.1, in the finite-rates chemistry model for
transient numerical combustion simulations, the rates of production and destruction
of all the species present in the domain are calculated by means of the empirical
Arrhenius expression [10]. The resulting set of ordinary differential equations (ODEs)
is stiff [59]. A stiff equation is characterized for having a smooth solution with a
slow variation which numerical integration presents instabilities due to the presence
of nearby solutions with very fast variations. One of the first studies addressing the
numerical integration of stiff equations is the one presented by Curtiss and Hirschfelder






where G(x) is a smooth well-behaved function. If the desired or reasonable integration
step to integrate numerically this equation is ∆x, the above equation will be stiff when:∣∣∣∣a(x, y)∆x
∣∣∣∣ 1 (2.99)
In order to clearly exemplify stiffness let define G(x) = cos(x) and a(x, y) =
(−1/50). Employing these values, the solution curves for different initial conditions
as well as the solution for cos(x) are given in Fig. 2.11. As can be seen, there is a
general solution close to y ≈ cos(x) where the map solution converges after a rapid
transient phase. However, the nearby solutions present a very fast change in the slope
of the derivative close to this general solution. For a certain value of x, small values of
y have large positive slopes, while large values of y present big negative slopes. Close
to the general solution cos(x) there is a sudden and fast change in the slope of the
map solution. These fast-changing solutions close to the general slow -varying solution
are the reason of the stiffness. When using explicit numerical integration methods,
the employed integration step ∆x must be small enough to capture all these small-
scales presenting fast variations, although the general solution have a much larger
temporal scale which makes desirable employ a larger integration step, enough to
capture accurately the solution, and allowing a reduction of the integration steps, and
consequently, the computational cost. Otherwise, explicit integration methods will
produce numerical instabilities leading to heavy oscillatory solutions or even causing
the solution to blow up. For example, the numerical integration of the previous stiff
equation using the first-order explicit Euler for different integration steps ∆x is shown
in Fig. 2.12. As can be seen, integration steps of ∆x = 1.95/50 and ∆x = 1.85/50 that
should be enough to capture the solution after x ≈ 0.1 present a heavy oscillatory
solution. Very small integration steps should be employed to avoid this unstable
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Figure 2.11: Solution map for y′ = −50(y − cos(x)) (black lines) and solution for
cos(x) (red line).
behaviour. Hence, this is the main issue of stiff problems, the integration step is forced
to be extremely small, much smaller than the one required to obtain accurate results
for the general solution. Therefore, a large amount of integration steps, increasing
the calculation effort, is needed.
The previous example illustrates the stiffness for one-equation. However, stiffness
is a characteristic that could arise also when dealing with sets of more than one ODE.
Stiff sets of equations are characterized by the presence of a wide range of time-scales
in their variables during the integration time interval, and where the general solution
of interest have a slow variation. At same time, this general solution is strongly
influenced by the solutions of the variables with smallest time-scales that change very
fast. Basically, this means that although the fastest (shortest) scales have a negligible
effect in the final solution, and their accurate resolution is not necessary for a final
accurate result, they must be solved in order to guarantee the numerical stability of
the integration method. An illustrative example of stiff sets of equations is the one
proposed by Robertson (1966) [60].
As demonstrated, explicit integration methods are not well-suited for stiff equa-
tions, due to the required tiny integration steps. The employment of classical implicit
integration methods using fixed point iteration does not solve this issue either, and
they also require the use of very limiting integration steps to avoid numerical instabil-
ities and converge stiff problems. From the works of Curtiss and Hirschfelder [3] and
Gear [4] most of the methods employed to solve stiff equations are based on a family
of implicit linear multi-step methods known as Backward Differentiation Formulas

















Figure 2.12: Numerical integration of y′ = −50(y′ − cos(x)) using first-order explicit
Euler for different integration steps ∆x.
(BDFs). BDFs have the following form [61]:
yn+k = ∆xβkf(x
n+k,yn+k) + gn+k (2.100)







Note that in this class of linear multi-step methods only the function value eval-
uated in the last time-step tn+k is employed. They are clearly implicit since βk 6= 0
and βj = 0 for j = 0, .., k − 1. The value αk does not appear since is always equal to
unity. If a fixed point iteration method is used to obtain the value yn+k, the iterative
method will converge to a fixed point xi if the Lipschitz condition is satisfied:
|g(x1)− g(x2)| ≤M |x1 − x2| ∀xi ∈ G (2.102)
with M such that 0 ≤ M ≤ 1, where g(xi) = xi and G is a closed subset of R or C
[62]. This condition is known as the Contraction Mapping Theorem, which can be
applied to Eq. (2.100), leading to:
|∆xβkf(x1,y)−∆xβkf(x2,y)| ≤ |x1 − x2| (2.103)
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that can be rearranged as:
|∆xβkL| ≤ 1 (2.104)






As demonstrated above, stiff equations are characterized by having large deriva-
tives values, and hence, this Lipschitz constant L will be a large value. Therefore, in
order to fulfil the condition expressed in Eq. (2.104), the integration step ∆x must
be very small. This analysis shows that implicit integration methods also lead to
very restrictive integration steps if fixed point iteration methods are employed [63].
Therefore, non-classical integration methods able to overcome this constraint must
be used in order to integrate stiff equations using reasonable integration steps, aim-
ing to obtain accurate solutions in an affordable computational time. Some of these
methods are the Rosenbrock method, the Semi-Implicit Extrapolation Method or the
Gear’s-like methods [47].
2.5.2 Numerical integration of finite-rate combustion equations
Combustion processes are exothermic chemical reactions which take place in a
fluid flow. Therefore, combustion simulations require to solve the dynamics of the
flow where combustion occurs as well as the kinetics of the chemical process. As
consequence, in finite-rate combustion the Navier-Stokes equations, together with the
energy conservation equation and a mass fraction conservation equation per each
species present in the flow mixture, have to be solved. Since the current work is
focused on the efficient parallelization of the integration of the reaction rates, the
focus is placed on the species mass fraction conservation equation. Hence, the mass




+ ρu · ∇Yk = −∇ · (ρVkYk) + w˙k (2.106)
where Vk is the diffusion velocity and w˙k the mass reaction rate of the species k.
This last term is responsible for possible stiffness when integrating Eq. (2.106). The
calculation of this term relies on the empirical Arrehnius law (see Section 2.2.1). The
presence of exponential and non-linear terms in these calculations are the reason of
the stiffness of the mass reaction rate. Since this source term is the one requiring a
special temporal integration strategy, for the sake of clarity, lets redefine the previous
expression as:




= F(Yk) + w˙k (2.107)
where F(Yk) includes the convective and diffusive operators of mass fraction conser-
vation equation for species k, i.e.:
F(Yk) = −ρu · ∇Yk −∇ · (ρVkYk) (2.108)
The integration strategy of the transport equations is based on a predictor-corrector
scheme for Low-Mach number flows further detailed in the work of Ventosa et al. [28].
At each step of the Predictor-corrector scheme, first the transported scalars are in-
tegrated in non-conservative form in order to compute the density at the new time
step, which is afterwards employed in the integration of momentum equation.
When the term w˙k is non-stiff, both terms on the right-hand side of Eq. (2.107)
are integrated explicitly. On the other, when this mass reaction rate is stiff, a splitting
technique is applied, and then the term F(Yk) is integrated explicitly, while the mass
reaction rate, w˙k, is integrated implicitly using an integration technique well-suited
for stiff equations. Among the several types of operator-splitting techniques reported
in the literature [64–68], the one employed in the present work is based on a pseudo-
time splitting procedure similar to the one employed by Consul [69] and Vos [66]. The
splitting technique used in the present work has been developed for the predictor-
corrector scheme detailed in Section 2.2.6 and can be summarized as:
Predictor step
The mass fraction conservation equations of the N species are fully explicitly





















where the value F(Y nk ) is stored in memory.
Corrector step
In the corrector step, a first value Y n+1k is calculated fully explicitly for all the
nodes of the mesh, according to:
ρ∗



















During this integration loop, it is estimated which nodes present a stiff equation
system and which not. The employed criterion is discussed later. If the node is
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considered non-stiff, species mass fraction equations are integrated explicitly. Then,
the mass fraction value at time tn+1 is the one obtained from Eq. (2.110). On the other
hand, if the node is detected as stiff, the mass reaction rate w˙k is treated implicitly
using a splitting technique. Then, Eq. (2.110) is rearranged as:
ρ∗















which is split in two parts:
ρ∗
















Y n+1k − Ykp
∆t
= w˙n+1k (2.113)
where Eq. (2.112) is integrated explicitly, since the values at the right-hand side are
already known, and Eq. (2.113) is integrated implicitly using an integration method
well-suited for stiff equation systems. The value Y n+1k obtained in Eq. (2.110) is
employed as initial seed of the implicit integration method.
This pseudo-time splitting technique allows the employment of any integration
method for stiff equations. The one employed in the present work is the Gear’s
method [4], which is the basis of the vast majority of integration methods developed
and used for stiff computations [59]. The Gear’s method is based on the Backward
Differentiation Formulas (BDFs) coupled together the Newton’s method [47]. Hence,
this integration technique possess the high stability of the BDF methods and over-
comes the fixed point iteration issue of implicit schemes making use of the Newton













where I is the identity matrix. Notice that in the denominator appears the Jacobian
matrix J = ∂∂y f (y). New Jacobian matrix and its inverse are needed at each iteration
of the Newton’s method. Depending on the system size (i.e., the number of species
N), the Jacobian evaluation plus the matrix inversion can be computationally very
expensive. The Gear’s method try to reduce this calculation effort performing the
Jacobian evaluation and the matrix inversion only occasionally. This calculations are
performed at the first iteration (s = 0) and when the convergence rate of the Newton’s
method is slow or even stalled.
A key aspect of the presented method is the criterion to decide which control
volumes are integrated explicitly and which ones are integrated employing the implicit
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strategy by means of the Gear’s method presented above. This criterion can be based
on a mathematical analysis of the equation system, as the methods presented by
Hairer and Wanner [59] for the automatic stiffness detection. Another possibility is
to define a threshold based on a physical criterion. In this work, the latter option is
preferred, since its computational cost is almost negligible and the methodology does
not depend on the selected stiff integration method. The idea is to define a chemical
time step ∆tchem sufficient to integrate accurately the mass reaction rates using an
explicit time integration method, in some sense a CFL-like condition for the chemical
reactions. This chemical time step acts as a detector of the regions where the chemical










where fr is a security factor, which in this work is set to fr = 0.05. This criterion
is designed trying to limit the increment of energy per unit mass, avoiding rapid
increases of enthalpy and temperature, and aiming to follow all the scales of the
chemical reaction process. The integration time step ∆t of the simulation is limited
by the requirements of accuracy and stability for both convective and diffusive terms
of the governing equations integrated explicitly. This time step ∆t can be obtained
from the classical CFL-condition. However, a self-adaptive time strategy based on
the estimation of the eigenvalues of the system of equations is employed in this work.
This method is further detailed in Chapter 5. Hence, in the corrector step of the
algorithm, for each control volume is estimated the chemical time step ∆tchem. If it
is bigger than the simulation time step, ∆tchem > ∆t, the mass reaction rates of the
control volume are integrated implicitly using the Gear’s method. Otherwise, if the
chemical time step is equal or smaller than the simulation time step, ∆tchem ≤ ∆t,
all the terms are integrated explicitly.
This integration strategy allows to notably reduce the total amount of computa-
tional requirements of the simulation. Only the control volumes with active chemical
reactions are integrated implicitly using Gear’s method. The vast majority of the
computational domain is integrated explicitly, avoiding the huge computational ef-
fort demanded by the Gear’s method, since it implies an iterative process involving
evaluations of Jacobians and matrix inversions.
2.5.3 Dynamic balancing algorithm
The presented integration methodology for combustion simulations using finite-
rate chemistry presented in the previous section obviously helps to reduce the com-
putational effort of the simulations, although this reduction strongly depend on the
implemented parallel technique. In parallel simulations the computational mesh is
divided in several parts, and each partition is solved by one of the CPUs involved in
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Figure 2.13: Slice showing a flame and the partitions of the computational mesh.
the computation. Usually, the partition of the mesh is carried out assuming that all
the elements in a mesh will have the same computational load. The number of control
volumes in the computational boundaries should be minimized to reduce the amount
of data to be communicated between the CPUs. In the present case, the partition
algorithm is based on the widely employed software METIS [70]. A flame and the
partitions of the computational mesh employed in a parallel simulation is shown in
Fig. 2.13. As can be seen, the flame is mainly located in a few CPUs. This means that
in these processors the majority of the control volumes will have very active chemical
reactions process presenting stiff equation systems, while the other CPUs far from the
flame will be free of stiff sets of equations.
Therefore, this situation will create an undesired imbalance between the different
processors involved in the simulation. This load imbalance can be faced statically if
the computational load of each node is known a priori, making the mesh partitioning
taking into account the relative computational load of each node. However, this
strategy is not possible if the computational load distribution on the domain is not
previously known or if the computational load changes dynamically during simulation
time. In order to face this kind of situations, an algorithm that dynamically balance
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tasks that are imbalanced when employing the initial domain decomposition has been
developed and assessed. This dynamic balancing algorithm has been implemented in
the unstructured parallel CFD code TermoFluids [71], and is specially well-suited for
situations where the load imbalance changes along the simulation. In these situations,
a fixed domain decomposition based in the load of the cells is not possible. Below are
detailed the steps followed by the dynamic balancing algorithm at each iteration of
the simulation in order to balance the computational load:
1. Firstly, the cells with a heavier computational load are identified.
2. Then, the algorithm determines an efficient distribution of the computational
load and defines the optimal communication scheme. In this step, each processor
runs a sequential algorithm in order to determine the new tasks distribution as
well as the required communication scheme. Once finished this process, each
CPU knows the data to be sent and received. This sequential algorithm is
replicated in each processor involved in the parallel computation. Its cost is
almost negligible.
3. The next step is the distribution of the computational load. All the data re-
quired to perform the calculations is packed and distributed according to the
communication scheme defined in the previous step. This distribution is done
by means of a point-to-point communication between the different processors.
4. Once all the data have been communicated, each processor solves its assigned
tasks. The external tasks, i.e., the ones initially owned by other processors, are
solved in first place, aiming to return the outgoing results as soon as possible
to the origin processor.
5. Finally, the processors that have sent part of their tasks to be solved in other
CPUs receive the solution back, which is unpacked and stored in the proper
memory location.
These steps have been summarized in Fig. 2.14. This dynamic balancing algorithm
allows to overcome the load imbalance generated by the Gear’s method employed
for the integration of stiff sets of equations found in the zones with active chemical
reactions. The algorithm allows to achieve load balanced simulations using finite-rate
chemistry for cases of auto-ignition or with dynamic flames, without the necessity of
knowing in advance the position and distribution of the flame/s.
Although in the present work the dynamic balancing algorithm has been imple-
mented for combustion simulations, this load-balancing tool can be easily adapted
to other applications presenting imbalanced loads. It is only required to select the
proper data to be packed and sent, since the engine of the balancing algorithm is
independent of the application.
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(a) Step 0: Example of an ini-
tial domain partition for four
processors.
(b) Step 1: Determination of
the cells with heavy load.
(c) Step 2: Estimation of
the proper balanced load and
comm. scheme.
(d) Step 3: Distribution of
the computational load be-
tween the processors.
(e) Step 4: Resolution of the
new assigned tasks as well as
the own tasks.
(f) Step 5: Communication
between the processors of the
resolved outsourced tasks.
Figure 2.14: Steps followed by the dynamic balancing algorithm in order to balance
the computational load of the simulation.
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2.5.4 Performance analysis
Once presented the dynamic balancing algorithm, its performance and scalabil-
ity have been analysed in detail. Several parametric studies have been carried out,
including the main parameters affecting the efficiency of the balancing algorithm.
Specifically, the parameters considered in these studies have been:
• The size of the message that is sent per each heavy node.
• The computational cost of the heavy calculation.
• The number of nodes with heavy calculation per processor.
• The number of processors with heavy nodes.
Note that heavy node denotes the nodes presenting a higher computational load
than the average in the mesh. Heavy calculation refers to the set of mathematical
operations resulting in this additional load. For each parameter, both weak and strong
speed-up tests have been defined. The strong speed-up tests are done fixing the size
of the problem, in this case the number of control volumes, and varying the number
of CPUs used to do the calculations. On the other hand, weak speed-up tests are
done keeping constant the size of the problem assigned to each CPU. In both cases,





where t1 is the amount of time required by one CPU, and tN the computational time
spent by N CPUs.
The designed base case for the weak speed-up tests is formed by 250 nodes per
processor, where one of the N CPUs involved in the parallel computation has 125
heavy nodes. The size of the message communicated between processors for each
heavy node present in a processor is assigned to be of 100 doubles and the heavy
calculation is composed by a matrix inversion plus a numerical Jacobian evaluation
repeated 10 times for a system of 5 equations, mimicking the Newton’s method. A
schematic representation of this base case is depicted in Fig. 2.15. Regarding the
strong speed-up tests, the base case is similar to the one employed in the weak speed-
up tests, but increasing up to 5000 the total number nodes, being heavy nodes 250
of them. This is done in order to have a relevant number of nodes per CPU when
dividing the computational domain in several parts.
All the studies have been carried out in the UPC JFF cluster (technical specifi-
cations: 40 cluster nodes, each node has two AMD Opteron with 16 cores for each
CPU linked with 64 gigabytes of RAM memory and an infiniband QDR 4X network
interconnection between nodes with latencies of 1.07 microseconds with a 40 Gbits/s
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Figure 2.15: Schematic representation of the base case.
bandwidth) [56]. In order to avoid spurious and artificial oscillations in the results,
all the tests have been repeated several times, and the shown results are linear regres-
sions obtained employing all the values. For each case, the clock time spent in the
communications between the processors has been calculated, together with the clock
time spent doing the calculations. The results show the total clock time of each case,
differentiating the part spent in computation and the one in communications. More-
over, in order to assess the benefits of the dynamic balancing algorithm, the clock
time employed for the same cases without using the developed balancing algorithm,
i.e. the unbalanced cases, is also shown.
The first studied parameter is the size of the message that is sent per each heavy
node and how it affects the performance of the implemented balancing algorithm. In
order to do so, a parametric study modifying the size of the message sent and received
by each heavy node, ranging from 50 to 100000 doubles, has been performed. The
results for the weak speed-up test are shown in Fig. 2.16a. As expected, the higher
the data size sent per each heavy node, the higher the clock time is, since the time
spent in communications increase almost linearly with the size of the message. On
the other hand, the unbalanced cases present a uniform clock-time for all the message
sizes, since no communications between the processors are taking place. For very
large message sizes the case is degenerated and the time spent in communications
is higher than the time saved with the balanced computations. Nonetheless, these
situations are very unlikely to happen, since that means that the required data to
be communicated for each heavy node is very large compared to the size of the data
employed in the heavy computations. In the current example, for systems with a size
of 5, the number of doubles to produce this degenerated situation should be higher
than 60000, meaning that for each variable of the system there are communicated
12000 double values. Regarding the strong speed-up test, the clock-time versus the
message size is depicted in Fig. 2.20a. As can be seen, the results are very similar to
those of the weak speed-up test. In this case strikes that the unbalanced case using 32
CPUs present a smaller clock-time than the other cases, oppositely to the trend found




















































(b) Varying % of CPUs with heavy nodes.
Figure 2.16: Weak speed-up results.
Figure 2.17: Schematic representation of the parametric study varying the number of
processors with heavy nodes.
in the weak speed-up test. This is because when 32 CPUs are used, the number of
nodes per processor are smaller than the total number of heavy nodes in the domain,
and these must be distributed in two processors. More interesting is the graph shown
in Fig. 2.20b, where the results are rearranged to plot the speed-up. The study shows
that the speed-up slope decrease when increasing the message size, since the weight
of the communication time respect to the total time increases with the size of the
message.
The next parameter that has been studied is the number of processors with heavy
nodes. Starting from the base case where only one processor has heavy nodes, it has
been increased one by one the number of processors having the half of their nodes
with heavy calculations, as depicted schematically in Fig. 2.17. As can be seen in
Fig. 2.16b, the dynamically balanced computations always outperform the unbalanced




















































(b) Varying comp. cost of heavy calcs.
Figure 2.18: Weak speed-up results.
cases. When the 100 % of the CPUs have heavy nodes, both balanced and unbalanced
cases collapse at the same clock time, since in these cases the computations are not
imbalanced, because all the processors have to do the same computational effort.
Notice that the time spent in communications is almost negligible compared to the
one spent performing the heavy calculations. For that case, only the weak speed-up
tests have been carried out.
It has been also studied how the number of heavy nodes affects the performance
of the dynamic balancing algorithm. The weak speed-up study has been carried out
increasing the number of heavy nodes in one processor, from a situation where there
are no heavy nodes up to a case where all the nodes of one processor must perform
heavy calculations. This parametric study is schematically represented in Fig. 2.19
and the obtained results are shown in Fig. 2.18a. The study shows that the higher the
number of heavy nodes is, the greater the gain obtained from the dynamic balancing
algorithm is. This is the expected behaviour, since increasing the number of heavy
nodes in one processor means increasing the imbalance of the overall computational
load. In order to carry out the strong speed-up test for this parametric study, the
strategy changes a little bit: now is modified the number of heavy nodes respect
the total number of nodes. Specifically, five cases ranging from 10 % up to 90 % of
heavy nodes in the domain have been analysed, and the obtained results are plot
in Fig. 2.22. In this specific case, instead of plotting the linear regression for the
unbalanced case, the different values obtained at each test are shown in Fig. 2.22a.
2.5. Load-balancing method for the evaluation of chemical reaction rates 69
Figure 2.19: Schematic representation of the parametric study varying the number of
heavy nodes in a CPU.
This is done because in this study the unbalanced cases do not have a linear behaviour
and, as can be seen, cases run in parallel using 16 and 32 CPUs are collapsed from the
very beginning, meaning that one of the CPUs is already full of heavy nodes. On the
other hand, unbalanced cases employing 4 and 8 CPUs only collapse when increasing
the total number of heavy nodes. Similarly to the weak speed-up test, the dynamically
balanced cases outperforms the unbalanced cases for all the situations, except when all
the nodes have to do heavy calculations, since this is, per se, a balanced situation. As
can be seen in Fig. 2.22b, the scalability of the implemented algorithm is independent
of the number of nodes with heavy calculations.
The last parameter analysed is the computational cost of the heavy calculation.
This parametric study has been carried out modifying the number of times that the
matrix inversion and the Jacobian are evaluated, ranging from 1 up to 20 times. In
the results, the computational cost is normalized by the case with a bigger cost (in this
case, the one of 20 iterations). The results for the weak speed-up test are depicted
in Fig. 2.18b and, as can be seen, the results shown that the more expensive the
computational task, the greater the benefits obtained using the balancing algorithm.
This is the expected behaviour since when the computational cost of the heavy task
is increased, the overall imbalance of the parallel simulation is also incremented.
Regarding the strong speed-up analysis for this parametric study, the results are
shown in Fig. 2.21. As can be appreciated in Fig. 2.21a, it is interesting to note that
when the computational cost of the heavy calculation is incremented, the scalability
of the algorithm is enhanced, since the weight of the time spent in the calculations
increase, and the weight of the time spent in the communications is reduced.
2.5.5 Real case test: the Cambridge autoignition experiment
After the parametric study carried out in order to analyse the performance and ca-
pabilities of the implemented dynamic balancing algorithm, this is tested in a combus-
tion simulation. The chosen reference case is the well-known Cambridge autoignition
experiment previously presented in Section 2.4. Since the experiment set-up has been
detailed previously, the description of the experiment is not repeated here. For the























































(b) Strong speed-up CPUs.


















































(b) Strong speed-up CPUs.
Figure 2.21: Strong speed-up results varying the computational cost of the heavy
calculation.


















































(b) Strong speed-up CPUs.
Figure 2.22: Strong speed-up results varying the total number of heavy nodes in the
domain.
present study, both weak speed-up and strong speed-up tests have been carried out.
The case with a coflowing air temperature of 950 K has been selected (see Table 2.1),
which belongs to the random spots regime.
Simulation set-up
The simulations have been carried out employing the finite-rate chemistry model
under the framework of LES modelling. Hence, the Favre-filtered mass (Eq. (2.37)),
momentum (Eq. (2.40)), energy (Eq. (2.41)) and a mass fraction conservation equation
(Eq. (2.42)) for each one of the chemical species present in the mixture must be solved.
In the present study the Wall-adapting eddy viscosity model (WALE) sub-grid
scale model [21] is used. The WALE sub-grid scale model is based on the square of
the velocity gradient tensor. The sub-grid scale viscosity obtained with this model
takes into account the strain and the rotation rate of the smallest resolved turbulent
fluctuations. Some features of this model are its capability of switching off in two-
dimensional flows, in laminar flows, and when the length-scale is in the range of
Re−3/4. It also has a cubic behaviour near walls with respect to the normal direction of
the wall. The unresolved scalar fluxes of both energy and species transport equations
are modelled using a gradient assumption [10], where a turbulent Prandtl number
Prt and a turbulent Schmidt number Sct are assumed for the energy and species
conservation equations respectively.
For the current case a perfect mixing at sub-grid scale is assumed, meaning that
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the sub-grid chemistry-flow interaction is not modelled, and therefore w˙k ≈ w˙k. This
assumption is supported in the relatively low-Reynolds number of the case and in
the results obtained in the previous study presented in Section 2.4. The chemical
reactions are modelled employing the detailed reaction mechanism for hydrogen of 9
species and 21 reactions developed by Mueller et al. [7].
The pressure-velocity coupling is solved by means of the Fractional step method
detailed at Section 2.2.5, and the Poisson equation is solved employing the FFT-based
Poisson Solver developed by Borrell et al. [55].
All the meshes employed in the simulations are unstructured and have been refined
in the air-fuel shear layer. They have been constructed from a 2D plane revolved in
the azimuthal direction. The meshes employed for the weak speed-up studies are:
• 8 CPUs: ∼ 50000 cells. (6250 cells/plane x 8 planes).
• 32 CPUs: ∼ 200000 cells. (12500 cells/plane x 16 planes).
• 64 CPUs: ∼ 400000 cells. (25000 cells/plane x 16 planes).
• 128 CPUs: ∼ 800000 cells. (25000 cells/plane x 32 planes).
Regarding the strong speed-up test, the study has been done in 8, 16, 32, 64
and 128 CPUs using an unstructured mesh with 445888 cells (27868 cells/plane x 16
planes), and with a mean control volume size of x¯i ' 0.15 mm in the air-fuel shear
layer region.
One relevant aspect for the dynamic balancing algorithm is the size of the message
that is sent between the processors when distributing the tasks, as well as when rec-
ollecting the outsourced solutions. Each node that delegates the implicit integration
to an external processor sends a message of 4 + 2N doubles, where N is the number
of species. This message contains the size of the buffer sent per each node, an ID
identifying the node sending the info, the density ρ, the temperature T , and values
Y n+1k plus Yk
p, where the former is employed as first guess in the Newton’s method.
Regarding the recollection step, the size of the message is of 3 +N doubles, including
the ID of the node that request the solution, the integrated values Y n+1k , and two aux-
iliary values indicating the number of iterations and Jacobian evaluations performed
by Gear’s method to converge the solution. Although in this case some of the values
can be treated as integers instead of doubles, helping to reduce the message size, the
heart of the balancing algorithm has been developed seeking generality and in this
first version all the communicated values are considered as doubles. However, it is an
aspect that can be improved in upcoming versions of the algorithm.
Results and discussion
This section shows the results obtained for both weak and strong speed-up tests
for the dynamic balancing algorithm in the selected benchmark combustion case,























































(b) Normalized clock time.
Figure 2.23: Results for the transport equations in the weak speed-up test.
concretely the Cambridge autoignition experiment. The weak speed-up values for the
momentum, species and energy solvers, as well as the global weak speed-up of the
simulation are depicted in Fig. 2.23a. As can be seen, the scalability of both energy
and species solvers is almost ideal. On the other hand, the global scalability is affected
by the momentum solver, which presents a poor weak speed-up factor. This poor
scalability of the momentum solver is due to the pressure-velocity coupling and the
Poisson equation. For the current weak speed-up test the number of control volumes
per CPU is of only 6250, which is a very small number. Consequently, the clock time
spent in communications between the processors becomes more important than the
time spent in the solution of the Poisson equation. In order to have a good scalability
for momentum more control volumes per CPU are required, as shown by Borrell et al.
[55], where a case with 50000 nodes per CPU presents a good weak speed-up factor.
Nevertheless, the focus of the current work is placed on the species solver, which
exhibits a very good weak speed-up scalability. Aiming to see the relevance of each
solver regarding the total time, the normalized clock time spent solving each transport
equation, as well as the total time of the simulation, are depicted in Fig. 2.23b. As
can be seen, the increase in the simulation time is mainly due to the increment of the
time spent solving momentum.
The species equation is analysed in more detail, and more specifically, the attention
is placed on the computational step involving the implicit integration of the mass
reaction rates. The normalized clock time spent in the implicit integration is shown




























Figure 2.24: Normalized clock time in the weak speed-up test of the implicit integra-
tion stage.
in Fig. 2.24. The total time has been split in two parts: one involving the calculations
(i.e., the time spent doing the implicit integration by means of the Gear’s method),
and a second part accounting for the communication of the data and its buffering
(although this last part is very small compared to the time spent in communications).
The results show that, although the total time dedicated to the implicit integration
is quite similar in all the cases, the time spent in calculations and communications
changes depending on the number of processors. For the case with 8 CPUs almost
all the computational time is dedicated to the calculations, and the communication
time represents a small portion of the total time. On the other hand, the case with
128 CPUs shows a completely opposite behaviour, where most of the computational
time is spent to communications and only a small part is dedicated to calculations.
This is because when the number of processors increases, there are more and more
processors available to perform the calculation tasks, and thanks to the dynamic
balancing algorithm the computational load can be distributed equitably between
all the processors, and the required tasks can be done faster. However, since more
processors are involved, the cost in the communications is also increased.
The results for the strong speed-up test are depicted in Fig. 2.25a. As can be
seen, the obtained results show a similar trend to that of the weak speed-up test,
where the scalability of both species and energy solvers look good. However, the
overall scalability of the simulation is severely affected by the momentum equation.
Nonetheless, notice that the strong speed-up scalability of the momentum solver for
the cases up to 16 processors is good. In this test, the mesh employed for 16 CPUs


























































(b) Normalized clock time.
Figure 2.25: Results for the transport equations in the strong speed-up test.
has 27868 nodes per CPU. This behaviour supports the argument given previously
for the poor scalability found in the momentum solver, which is basically due to
the small amount of nodes per CPUs used in the present cases. Figure 2.25b shows
the clock time of each simulation normalized by the total time of each one, aiming
to see the computational effort spent by each solver. As can be appreciated, when
increasing the number of CPUs, the relative effort dedicated to the momentum solver
increases, while the relative computational effort to solve species and energy equations
is reduced.
As done for the weak speed-up test, Fig. 2.26 gives the normalized time spent
in the calculations and in the communications for the implicit integration of the
mean reaction rates. The strong speed-up test also reproduces the results found in
the weak speed-up test, i.e., when more CPUs are employed in the simulations, the
computational load can be distributed into more processors, reducing the time spent
in calculations, but increasing the time spent in communications.
Finally, Fig. 2.27 compares the evolution of the normalized clock time versus the
number of iterations for an imbalanced simulations and a balanced simulation that
uses the dynamic balancing algorithm presented in this work. The case chosen to per-
form the computation is the one corresponding to the mesh employed for the strong
speed-up test and using 64 CPUs. It can be seen that the balanced simulation clearly
outperforms the imbalanced one, demonstrating the great advantage that comes when
the dynamic balancing algorithm is used. But this figure also gives additional inter-




























Figure 2.26: Normalized clock time in the strong speed-up test of the implicit inte-
gration stage.
esting information. As explained previously in Section 2.4, the solved case belongs
to the Random spots regime, where auto-ignition kernels appear but are quenched
before they could act as a flame anchoring point or a flashback, and are convected
out of the domain. Up to iteration ∼ 35000 both balanced and imbalanced simu-
lations need the same computational time. This is because before this time, there
is no combustion, and only when auto-ignition occurs, and the first ignition kernel
appears, the simulations begins to have imbalanced CPUs due to the presence of ac-
tive chemical reactions. Notice that the slope of the curve belonging to the balanced
simulations is almost equal before and after the combustion begins, meaning that the
dynamic balancing algorithm is able to distribute this additional computational load
very well, and thanks to the algorithm, the additional computational load has a very
small impact on the computational time. On the other hand, when the auto-ignition
kernels start to appear, imbalanced simulations become clearly slower. The curves
belonging to the imbalanced case present some changes in their slope, that are due
to the behaviour of the Random spots regime, where ignition kernels appear but are
quenched after a short living time. More pronounced slopes are related to the presence
of ignition kernels, and reductions in the slopes occur after the kernels are quenched



































Figure 2.27: Evolution of the computational time versus the number of iterations
comparing an imbalanced and a balanced simulation.
2.6 Conclusions
In this chapter some aspects and issues in the field of numerical simulations of
combustion processes in CFD have been addressed. Combustion is a physical process
involving a large amount of species in a mixture. Their interaction is strongly affected
by the flow characteristics as well as the thermo-physical state of the mixture. In other
words, the chemical reactions of combustion processes depend on the mixing, the tem-
perature, the velocity, the turbulence characteristics, etc. Therefore, combustion is a
very complex phenomena characterized by the presence of a wide range of temporal
and spatial scales. This complexity causes that numerical simulations of combustion
processes are computationally very expensive. As a matter of fact, turbulent com-
bustion simulations solving all the scales for detailed chemical reaction schemes are
practically unaffordable with the computational resources available nowadays. Hence,
two possible strategies to make viable the numerical simulation of complex combus-
tion processes have been presented and assessed in this thesis. The first one reduces
the dimensionality of the problem using a combustion model. The second one opti-
mizes the computational performance of the simulations improving the load-balance
in parallel combustion simulations.
First, a Progress-variable (PV) approach closed by means of the Presumed Condi-
tional Moment (PCM) for LES combustion has been implemented. This combustion
model has been successfully applied in order to reproduce numerically the hydrogen
auto-ignition experiment carried out by Markides and Mastorakos. The results ob-
78 Chapter 2. Combustion
tained show that this model is able to reproduce correctly the physical behaviour
observed in the experiment, although it over-predicts the reaction rate of the progress
variable, and as a result, this causes an under-prediction in the auto-ignition length.
The major advantage of this simplified model is the large reduction in the computa-
tional costs compared to the Finite-Rate (FR) model (either without explicit closure
for the reaction rate, or even higher if a closure model like CMC is used). Therefore,
further work is necessary in order to obtain a model with a similar low computational
cost but able to give more accurate results. In order to improve the obtained results
with the PV-PCM model, two possibilities can be explored: the first one is to ex-
tend the present work using an Unsteady Flamelet approach, to take into account
the effect of the scalar dissipation rate (this effect is not considered in the present
model). Another option is to develop a more accurate approximation to model the
distribution of the progress variable, because the obtained results show that mod-
elling the distribution of the progress variable with a δ − pdf is not a good enough
approximation.
On the other hand, the results obtained for the Finite-Rate model without clo-
sure show that although the sub-grid scale chemistry-flow interactions are neglected,
the results are accurate enough compared with those obtained in the experiment.
Nonetheless, further studies should be conducted to obtain a better knowledge about
the influence of sub-grid chemistry-flow interaction in hydrogen autoignition events.
Another important aspect that must be taken into account is the mechanism. As
was shown by Stankovic et al. [72], or Lee and Mastorakos [73], the autoignition
behaviour is strongly influenced by the detailed mechanism employed. For example,
Lee et al. [73] shows that for the same case, the autoignition length could vary up
to 12 times the nozzle diameter depending on the mechanism. Therefore, further
investigation in this field is also necessary.
Additionally, the capability of the presented methodologies to reproduce ignition
events using unstructured meshing has been demonstrated and assessed.
Then, it has been presented and assessed a dynamic balancing algorithm well
suited for parallel numerical simulations where the computational load of the proces-
sors is imbalanced. Usually, the partitioning of the meshes for parallel simulations
is done assuming a uniform distribution of the load assigned to each computational
node. Nevertheless, in some cases this assumption is not valid. If the computational
load distribution is known a priori, the partition of the mesh can be done using this
information. However, many times this information is not known and other times the
computational load of the nodes changes throughout the simulation, making impossi-
ble a proper partitioning of the mesh. The implemented dynamic balancing algorithm
aims to help in these cases.
In the present work, the dynamic balancing algorithm has been adapted and em-
ployed for combustion simulations. Specifically, it has been used to properly distribute
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the additional computational load that appears due to the implicit integration of the
mass reaction rates of the species transport equations. This mass reaction rate is ob-
tained from a stiff set of equations that requires a special implicit integration method,
which creates an imbalance in the simulation.
A deep analysis of the performance of the algorithm has been presented, demon-
strating its capacity to properly distribute the computational load of imbalanced
simulations for different situations. Moreover, the dynamic balancing algorithm has
been tested in a reference combustion case, the well-known Cambridge autoignition
experiment. The presented study shows that balanced simulations clearly outper-
form the imbalanced ones, and that the balancing algorithm presents a good parallel
scalability.
This dynamic balancing algorithm has been designed seeking generality and not
case-specificity. Therefore, it can be employed for other parallel simulations presenting
imbalanced computational loads. Some future works can involve the adaptation of
the algorithm to other physics. Another point to treat in future revisions is try to
enhance and optimize some parts of the dynamic balancing algorithm.
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Abstract. Emission and transport of pollutants in air, injection of fuel in combustion
chambers or drug administration via aerosol are flows characterized by the presence of two
or more phases, where one phase is continuous and the other ones are dispersed, in form of
unconnected small particles or droplets. This type of flows are known as dispersed multi-
phase flows. These flows present two different characteristic length-scales: the domain where
the continuous phase moves or it is contained, and the size of the particles of the dispersed
phase. These two scales tend to be several orders of magnitude different. Moreover, there is
an interaction between all the present phases in the flow. These aspects generate additional
complexities that are not present in simulations of single-phase flows, and hence, specific
techniques and additional models are required in order to simulate dispersed multi-phase
flows. In the present chapter these techniques are introduced and the models required to
take into account all the physical phenomena present in this kind of flows are explained.
Special emphasis is placed in numerical aspects like interpolation techniques for unstruc-
tured meshes and efficient time-integration strategies. Two well-known stochastic models
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for particle sub-grid dispersion modelling in the framework of LES are introduced, imple-
mented and carefully analysed. Due to the shortcomings and deficiencies presented by these
stochastic models, a new sub-grid dispersion model is proposed, developed and studied. This
new model is based on the reconstruction of statistical data using probability density func-
tions. Closing the chapter some benchmark cases are introduced and simulated in order
to demonstrate the capabilities of the implemented algorithms to simulate dispersed multi-




Dispersed multi-phase flows are a kind of flows characterized by the presence of
one (or more) dispersed phases in the form of particles, droplets or bubbles within a
continuous carrier phase. This kind of flows is present in many domestic, commer-
cial and industrial applications, as for example, internal combustion engines, inhaled
drug delivery, dispersion of contaminants, steam turbines, evaporative cooling, flu-
idized bed reactors, fire suppression systems, etc. Hence, there is a clear interest from
both scientific and industrials fields to have a better knowledge of the fundamental
physics involved in the complex physic phenomena present in this kind of flows, as
well as to have the technology and tools able to design and optimize facilities involving
dispersed multi-phase flows. One possibility to achieve these goals is via experiments.
Nonetheless, experiments are usually laborious, expensive, high time consuming and
can be really difficult observe and analyse all the information of interest. Moreover,
sometimes the probes and sensors can alter and modify the real physics of observed
phenomena. Another possibility is to perform numerical simulations, which are usu-
ally cheaper, flexible and allow to obtain detailed information of all the studied do-
main without altering the physics. Therefore, there is a high motivation to develop
efficient numerical tools able to perform reliable numerical simulations of dispersed
multi-phase flows.
Aiming towards the development of a numerical software to simulate dispersed
multi-phase flows, there are available several computational methods. Each method
has its owns advantages and disadvantages, and each one of them is most well suited
for a certain application depending on flow characteristics and/or the scope and re-
quirements of the simulation. Following, a brief introduction to the numerical meth-
ods currently available for the simulation of dispersed multi-phase flows is presented,
where the advantages and disadvantages of each numerical approximation are detailed.
• Fully resolved methods. There are various methods falling inside this cate-
gory, like Front-tracking methods, Level Set methods (LS) or Volume of Fluids
(VoF) methods. The common point of all these methods is that they resolve all
the relevant flow scales around the particles, allowing to compute the interac-
tion between both phases at the interface. Therefore, the acceleration and/or
deformation of the particles, droplets or bubbles can be directly calculated.
Obviously, these methods require that the computational grid should be several
times smaller than the resolved particles, which makes that the computational
resources required to solve a large amount of particles or droplets is huge. The
last advancements in computational power, as well as in numerical methods,
have allowed 3D simulations of multi-phase dispersed flows employing fully re-
solved methods up to ∼ O(103) particles. Therefore, these methods cannot be
employed for commercial and industrial applications, where more than O(105)
particles/droplets are present. Nonetheless, the results of the simulations ob-
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tained with these methods allow a deep knowledge and understanding of the
complex physical phenomena encountered in dispersed multiphase flows, be-
coming really useful, since their results can be employed to derive closures and
models for high-level numerical methods like the ones described below.
• Eulergian-Lagrangian method. The Eulerian-Lagrangian method is the nat-
ural and standard way to deal with dispersed multi-phase flows where millions
of small particles are present. It is based on a point-particle approach, where
particles or groups of identical particles, known as parcels, are tracked indi-
vidually throughout all the computational domain. Hence, in this method the
dispersed phase is represented employing a Lagrangian reference framework,
while the continuous phase is solved using the classical Eulerian frame [1]. Due
to its nature, in this modelling technique the particles or droplets have a much
smaller size than the computational cells of the Eulerian grid. Consequently,
all the interactions between the continuous and the dispersed phases are not
explicitly resolved, since these interactions occurs at sub-grid level. Therefore,
all the interactions and exchanges between both phases are solved employing
mathematical models derived from analytical analysis, experiments or fully re-
solved simulations. Nevertheless, this modelling technique is the only one that
allows simulations where hundreds of millions of poly-dispersed particles are
present.
• Euler-Euler (Two-fluid) method. Unlike the previous presented method,
in this one the particles of the dispersed phase are not resolved individually,
but as an average using an Eulerian reference approach. In this method all the
phases of the multi-phase flow are considered as inter-penetrating fluids. Hence,
in the Euler-Euler model the phases coexist at the same place at same time,
and it is the volume fraction quantity which determines the relative amount of
each phase in every control volume of the Eulerian mesh. The solved equations
are constructed via averaging technique, resulting in a set of equations for each
phase, it is, for each phase present in the simulation the continuity, the momen-
tum and the energy conservation equations are solved. Therefore, the computa-
tional load will not be function of the number of particles or droplets. Although
this represents a clear advantage of the method computationally speaking, it
is also a clear downside, since only the average size and the average velocity
of the particles (or droplets) are represented. There is also a closing problem,
similar to those in single-phase flow RANS simulations, and the averaged form
of all the interactions between the phases must be modelled. The details of
the flow around individual particles are lost in the averaging procedure. For
very dilute regimes, the assumptions made in order to derive the Euler-Euler
governing equations are violated, since the mean free path of the particles tends
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Figure 3.1: Scheme of multi-phase flow modelling approaches [4].
to infinite. In the same way, these assumptions are also violated for very dense
flows. Moreover, in this approach the mesh dependency issues are important.
Generally, this method is the preferred for large systems and is well suited for
applications like fluidized-bed or bubble columns [2].
• Eulerian Moment Equation. Although this method employs an Eulerian
reference framework for both dispersed and continuous phases, it should not
be confused with the previous Euler-Euler Two-fluid method, since the trans-
ported fields are different. This model is based on the method of moments, so the
transported equations are the velocity-mass moments [3]. The scheme from the
Annual Review of Fox [4] depicted in Fig. 3.1 shows very clearly the difference
between these models. The Euler-Euler Two-fluid method is derived by averag-
ing from the Microscopic model (previously referred as fully resolved methods,
since all the phases are fully resolved), while the current model is obtained de-
riving the moments of the kinetic equation for particles in which is based the
Eulerian-Lagrangian method. One intrinsic difficulty of this method is that
when deriving the moment transport equations, it does no matter how many
moments are solved, the higher solved moment of order n always will have the
presence of moment n+1. Hence, a moment closure is required. The standard
closures present problems for inertial particles in dilute flows, so this method
can not offer accurate simulations of dilute dispersed multi-phase flows [4, 5].
The method also present difficulties dealing with non-equilibrium situations like
crossing jets or jet-wall interactions. In the last years, some efforts have been
devoted to these issues, and methods like the Quadrature-Based moment closure
have shown promising results [5].
Among all the numerical models previously described, the work presented in this
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chapter is devoted to the Lagrangian-Eulerian model. The reason to choose this model
between the different models previously presented is basically determined by the final
purpose of the numerical tool: since the motivation was to simulate dispersed multi-
phase flows for applications like spray jets, inhaled medicines, evaporative cooling or
cyclone separators, where up to ∼ O(106)−O(109) particles or droplets are present,
the Eulerian-Lagrangian model was the most well-suited option. As detailed before,
fully resolved methods are limited to simulations up to ∼ O(103) particles/droplets
due to computational resources, so they are not an option. Regarding both Eulerian
methods, they are discarded because these techniques present some undesirable lacks
in accuracy and not reliability in the obtained results for certain simulations due to
issues related with their formulation and derivation, although they are very interesting
from a computational point of view, since their computational cost is independent of
the number of particles. The Lagrangian-Eulerian method allows to easily capture
and account for non-linearities, multi-scale interactions and non-equilibrium effects in
poly-dispersed multi-phase flows [1]. For example, this method naturally takes into
account the non-linear dependence of particle acceleration or particle evaporation, is
able to deal without difficulties with poly-dispersed flows, and it is the only method
which simulates accurately dispersed flows with inertial particles [5]. Moreover, the
Lagrangian-Eulerian approach minimizes the artificial diffusion that appears in the
transported fields when Eulerian grids are employed. This method presents only
two major drawbacks: its computational cost depends on the number of particles
present in the simulation, and it is not well-suited to calculate statical data in Eulerian
reference due to statistical noise. The only way to reduce this statistical noise is
increase the number of particles, but this will increment the computational cost of
the simulation.
Hence, along the present chapter of this thesis, the mathematical and numerical
implementation of the physical models required for the development of a Lagrangian-
Eulerian solver in the in-house CFD code TermoFluids are detailed and explained.
The present chapter is structured as follows: first, the detailed mathematical formula-
tion of the Lagrangian-Eulerian method for dispersed multi-phase flows is presented.
Then, since the correct evaluation of the continuous phase properties at the parti-
cle’s location is a key aspect of the method, interpolation methods for unstructured
meshes (i.e. interpolation methods for scattered data) are presented and analysed.
The following section is devoted to the modelling of sub-grid dispersion of Lagrangian
particles in the framework of LES modelling. Finally, some benchmark cases demon-
strating all the features and models described throughout the chapter are presented
and discussed. The chapter is closed with the final conclusions derived from the work
carried out.
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3.2 Mathematical formulation
This section is devoted to the mathematical formulation required for the imple-
mentation of a Lagrangian-Eulerian method for the numerical simulation of dispersed
multi-phase flows. First, the Lagrangian equations describing the thermal and fluid
dynamic behaviour of the discrete phase are presented. Following, the governing equa-
tions of the continuous (carrier phase) are detailed. Finally, the coupling between both
phases is presented and analysed.
3.2.1 Particle motion
The motion of particles and droplets in a fluid using a Lagrangian framework can
be described by classical equations of motion, i.e., Newton’s law. Hence, a detailed
knowledge of all the forces acting over the particles is required. Pioneering work in
that field was carried out by Basset [6], Boussinesq [7] and Oseen [8]. Therefore,
the equation of motion for particles derived from their work is known as the BBO-
equation. A detailed analysis and derivation of the BBO-equation in non-uniform
flow for small rigid particles was done by Maxey and Riley [9]. The equation proposed




= Fd + Fb + Fam + Fpg + Fhist (3.1)
where mp is the particle mass and vp the particle velocity. The forces appearing in
the right-hand side of Eq. (3.1) are respectively the drag force, the buoyancy force,
the added mass force, the pressure gradient force and the Basset history force. This
equation was derived under the assumption of low Reynolds number and a particle
size smaller than the Kolmogorov length-scale. Apart from these forces, often other
forces like lift or electrostatic force are also taken into account. Moreover, corrections
of the presented forces to extend its validity to higher Reynolds number are also
introduced. Hence, in general, the ordinary differential equations required to describe











where xp is the particle’s position and
∑
i Fi is the sum of all the relevant forces acting
over the particle. Following, the most common and important forces are introduced
and detailed.
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Drag force
Usually, the most relevant and important force acting over a particle and driving




ρcCDA |u− v| (u− v) (3.4)
where ρc is the continuous phase density, A the cross-section of the particle in the
direction of the relative velocity, u the continuous phase velocity at particle’s position
















|u− v| (u− v) (3.5)
where ρp is the particle density and dp the particle diameter. The drag coefficient
value CD is a function of the particle Reynolds number Rep, defined as:
Rep =
ρc |u− v| dp
µc
(3.6)
where µc is the dynamic viscosity of the continuous phase. Replacing Eq. (3.6) in the







For small particle Reynolds numbers (Rep < 1) the viscous effects dominates and an
analytical solution for the drag force acting over a spherical particle was derived by
Stokes [10]:
Fd = 3piµcdp (u− v) (3.8) fd = 18 µc
ρcdp
(u− v) (3.9)
In this regime, known as Stokes flow, the drag coefficient can be obtained from





For Rep larger than unity inertial effects begin to be relevant, appearing flow separa-
tion around the particle and the analytical expression derived by Stokes does not hold
any more. First, around Rep ≈ 24 appears the first vortices behind the spherical par-
ticle, which are symmetric. As increasing the Reynolds number, around Rep ≈ 130,
these vortices start to be unstable and periodic. Until Rep ≈ 1000, the pressure in the
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wake progressively reduces, increasing the pressure drag. This flow regime is known
as the transition region. From Rep ≈ 1000 almost all the drag force is due to the
pressure gradient (form drag), and the relevance of skin friction (shear drag) in the
total drag force is almost negligible, becoming constant the drag coefficient around
CD ≈ 0.44. This drag coefficient value is valid until the critical Reynolds number
Rep ≈ 3e6, since the size and form of vortices in the wake for this Reynolds range
remains practically constant. This regime is known as the Newton regime. Above
Rep ≈ 3e6, the separation point is displaced downstream due to the boundary layer
becomes turbulent, and the drag coefficient is sharply reduced. Many correlations
that fits the experimental curves more or less accurately have been derived. A clas-
sical correlation for the drag coefficient of spherical particles is the one proposed by








, if Rep < 1000
0.44, if Rep ≥ 1000
(3.11)
Another common correlation for the drag coefficient of spherical particles is the one











, if Rep < 1000
0.44, if Rep ≥ 1000
(3.12)
The two drag coefficient correlations presented in Eq. (3.11) and Eq. (3.12), as well
as the analytical solution proposed by Stokes, are compared against the experimental















Figure 3.2: Drag coefficient correlations as function of particle Reynolds numbers.
These correlations are valid for smooth spherical particles in normal conditions.
Nonetheless, the drag coefficient values obtained from these correlations may be mod-
ified by multiple reasons such as: roughness, particle shape, compressibility, rarefac-
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tion effects, near-wall effects or particle concentration effects. All these effects over
the drag coefficient can only be taken into account using correlations derived from
detailed experiments, or more recently, from Direct Numerical Simulations (DNS) like
the work for non-spherical particles of Zastawny et al. [14].
Pressure gradient and buoyancy forces
The force exerted over the particle due to the pressure gradient and the shear
stress of the carrier phase can be expressed as:
Fpgb = mc (−∇p+∇ · (τ )) (3.13)
where mc is the mass of the continuous phase displaced by the particle. Employing
the relation mc =
ρc
ρp
mp and substituting the Navier-Stokes momentum equation (see















and a second one named the Pressure gradient force, since historically in its derivation










Notice that the relevance of these forces is proportional to the density ratio of both
phases ρc/ρp. Hence, if the ratio of material densities is small ρc/ρp  1, both forces can
be safely neglected. This is the typical situation in gas-liquid and gas-solid multiphase
flows. On the other hand, for bubbles or slurry flows these forces are important and
should be taken into account.
Added mass force
When a body is accelerated or decelerated there is also a mass of the surrounding
phase that is accelerated or decelerated. The force required to change the velocity of
this additional mass is known as the Added mass force. The expression accounting









This expression is derived analytically, and is only valid for small Reynolds number. In
the work of Odar and Hamilton [15] is proposed a correction factor Cam for Eq. (3.17):
3.2. Mathematical formulation 97
Cam = 2.1− 0.132
0.12 +A2c
(3.18)







Numerous previous works analyzed the relevance of the Added mass force [15, 16],
and it is found that as for the Pressure Gradient force, for small and heavy particles
(ρc/ρp  1), the influence of the Added mass force compared to the drag force is
negligible.
Basset force
The Basset force, as the Added mass force, is related with the acceleration and
deceleration of the relative velocity and appears due to the delay in the development
of the boundary layer as a result of the variation of the relative velocity between the

















As for the Added mass force, Odar and Hamilton [15] proposed a correction coefficient
for the Basset force:
Chist = 0.48− 0.52
(1 +Ac)
3 (3.21)
As can be noticed from Eq. (3.20), the value of the Basset force is function of the
historic of the relative velocity, being also known as History force. Since its calculation
requires an integration along all the trajectory of the particle at each time-step, or
at least a relevant part of it, its calculation is quite time-consuming, and could be
computationally prohibitive for a large amount of particles. Nonetheless, as shown in
previous works [15, 16], for large density ratios (ρc/ρp  1) the Basset force can be
neglected. However, it should be accounted in cases like bubbles or neutrally buoyant
particles [17].
Body forces
There are various relevant body forces acting on particles that could be important
depending on the application. Following, some of them are briefly detailed:
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Gravity force The most usual body force is the gravity force, which is expressed
as:
Fg = mpg (3.22)
being g the gravitational acceleration vector.
Coloumb force The Coloumb force appears when the particle has an electric
charge and it moves inside an electric field. Its value is the product of the charge
q and the intensity of the electric field E:
Fc = qE (3.23)
Coloumb force can also arises due to the so called dielectric effect. For example,
in pharmaceutical aerosols, the deposition of the droplets is enhanced by this effect.
When a particle with an electric charge moves along the respiratory airways, its charge
induces an orientation in airways tissues, which in turns causes a net force over the
droplets. If the dielectric constant 0 is very large, the Coloum force acting over the
particle is as it was in free space with a mirror particle at the same distance of the
closest airway tissue and the same electrical charge but with opposite polarity [18].







where rp,w is the vector pointing from the particle to the closest surface.
Thermophoretic force The Thermophoretic force acts when there are important
temperature gradients in the carrier phase. The particle tends to be moved from
the hot region to the cold one due to density differences and rarefaction effects. For
example, in exhaust pipes this force enhances the deposition of particles in walls. This
force is only relevant for small particles.
Compressibility and rarefaction effects
The compressibility effects on the particle drag force will be function of the relative





where cc is the speed of sound in the carrier phase and is given by cc =
√
γRT ,
being γ the ratio of the specific heats. Compressibility effects will be relevant for
Map > 0.6 [19]. Such conditions can be expected in rocket engines, and under these
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circumstances, compressibility effects modify particle dynamics and should be taken
into account. On the other hand, the relevance of the rarefaction effects over particles
is related to the Knudsen number Kn, that is the ratio between the molecular mean
free path λ of surrounding phase and particle diameter dp. For an ideal gas, Kn














Schaaf et al. [20] identified four different flow regimes as function of the Knudsen
number. For values Kn < 10−3 the flow can be considered as continuum, and the
no-slip boundary condition can be applied at particle surface, since a large amount of
molecules of the surrounding phase collide with it. For larger Knudsen numbers the
continuum hypothesis cannot be considered any more. When the Knudsen number is
in the range 10−3 < Kn < 0.25, the regime is named slip flow, since there is a slip
velocity between the particle and the fluid adjacent to its surface. If the Knudsen
number is Kn > 0.25, the flow is treated as free molecules that impact and rebound at
particle surface, but the molecular impacts near the particle are neglected. This flow
regime is named free molecular flow. For a Knudsen number between 0.25 < Kn < 10
the Transitional flow regime is found. In this flow regime the collisions of molecules
close to the surface begin to be relevant. In general, rarefaction effects will be relevant
for very small particles or for low-pressure environments. Unfortunately, there is no
a universal correlation valid for all the flow regimes. In the Stokes regime, usually
valid for very small particles, the Cunningham correlation factor (Cc) is commonly
employed to correct the standard drag coefficient, obtaining a reduced one accounting
for the rarefaction effects [21]:
Cc = 1 + 2Kn
(











As stated by Lothe et al. [22], compressibility effects usually are relevant for very
high particle Reynolds number Rep  1, while rarefaction effects dominates at low
Reynolds numbers.
Brownian motion
The Brownian motion effect is relevant for submicron particles. These very small
particles are sensible to the discrete behaviour of the continuous phase since they no-
tice the interaction with the molecules of the surrounding phase. Hence, the particles
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exhibit a random motion due to the collisions that they experience with the molecules
of gas or liquid where they are immersed. The Brownian motion can be modeled as a
Gaussian random white noise [23]. The i component of the force acting over a particle







where ζi is a Gaussian distribution with zero-mean and unit-variance, T the absolute
temperature of the fluid, kb = 1.38e-23 J/K the Boltzmann constant and D˜ the






A relevant parameter for the particle motion is the particle response time τp.
This parameter characterizes the behaviour of a particle inside a flow, and it allows
to better understand the evolution of its trajectory. In order to derive the particle































If a particle initially at rest (v0 = 0) is placed inside a flow with a velocity uc, then













Figure 3.3: Particle response time (τp).
As can be seen in Fig. 3.3, τp is the time required for a particle with initial null
velocity to achieve the 63.2% of the flow velocity uc. Hence, the particle response
time will give an idea of how fast a particle will follow the variations of carrier phase








This equation clearly shows that heavier particles have a larger τp and will require
longer time to adapt their velocity to the changes in the velocity of the surrounding
phase. On the other hand, light particles will easily follow the carrier phase. If a
time-scale τc characterizing the surrounding flow is introduced, the non-dimensional





3.2.2 Droplet heating and evaporation
When dealing with liquid droplets, there is not only an interchange of momen-
tum between the particle and the surrounding phase, but also an interchange of mass
and energy between both phases. Hence, two additional equations governing the
evaporation/condensation of the droplet as well as its temperature evolution are re-
quired. The heat and mass transfer of the droplets are driven by complex physical
phenomena that take place at droplet’s surface and are highly coupled. The Classical
vaporization model was derived by Godsave [24] and Spalding [25] assuming a con-
stant droplet temperature and unitary Lewis number, among other simplifications.
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This model is also known as the D2-law model, since it states that the square of the
diameter varies linearly with time. Although its ’simplicity’, this model has been
extensively employed to simulate evaporating droplets. Later, Abramzon and Sirig-
nano [26] reviewed the Classical vaporization model in order to include the effects
of Stefan flow and non-unitary Lewis number in the gas film. Nonetheless, in these
two models is presumed an infinite liquid conductivity, and therefore assuming an
uniform droplet temperature. Aiming to take into account possible temperature gra-
dients inside the droplet, Bellan and Harstad [27] developed a model considering finite
liquid thermal conductivity as well as non-equilibrium effects for evaporation based
on the Langmuir-Knudsen law. More advanced models including the effect of possible
recirculation inside the droplet [28] or for bi-component droplets [29] have been also
presented. Nevertheless, for complex simulations with millions of evaporating parti-
cles there should be a compromise between the computational cost and the accuracy
of the model, otherwise, realistic simulations can become unaffordable [28]. Several
reviews of droplet heating and evaporation models have been done [28, 30] in order
to compare and assess the behaviour of multiple models under different evaporating
conditions.
In this thesis, the model assuming non-equilibrium conditions and infinite liquid
conductivity of Bellan and Harstad [27, 30] is presented. The equations governing the















The subscript (p) refers to the droplet (particle), (g) to a property evaluated at the
carrier (gas) phase, (l) to a liquid property of the droplet and (v) to the vapour phase
of the evaporating droplet. Lv is the latent heat of evaporation and Γg is the binary
diffusion coefficient. The non-dimensional Nusselt Nu and Sherwood Sh numbers are
defined following the Ranz-Marshall correlations [31]:














From Eqs. (3.40) and (3.41) can be readily inferred that higher slip velocities between
both phases (Re ↑) enhance the convective heat and mass transfer. Prg and Scg are,
respectively, the Prandtl and Schmidt non-dimensional numbers, which are defined
as:








The value Hm is defined as Hm = ln(1 + Bm) and represents the specific driven
potential of a droplet to evaporate, similarly to (Tg − Tp) in the droplet heating
equation (Eq. (3.38)) and (u− v) in the particle velocity equation (Eq. (3.4)). Bm is










being χi the molar fraction and Wi the molecular weight of specie i. In the present
model the vapour mole fraction at droplet surface is defined including non-equilibrium
effects via the non-equilibrium Langmuir-Knudsen evaporation law:














β = −1.5Prgτp m˙p
mp
(3.48)
In Eq. (3.47) α is the molecular accommodation coefficient, assumed equal to unity
(α=1), R is the universal gas constant and Pg the absolute pressure at droplet
position. The equilibrium mole fraction of vapour at droplet surface is obtained
from χs,eq = Psat/Pg and the vapour saturated pressure is calculated employing the
Clasius− Clapeyron correlation:











where Patm is the atmospheric reference pressure and Tb the liquid phase normal
boiling temperature. In Eq. (3.38) the factor G accounts for a reduction in the
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eβ − 1 (3.50)
Hence, in case of non-evaporative particles β = 0→ G = 1.
Reference conditions for properties evaluation
A crucial aspect on heating and evaporation models are the reference conditions
under which the gas properties are evaluated. As reported by Miller et al. [30],
several studies demonstrated that evaporation and heat transfer rates are sensitive to
the employed reference conditions. The following gas properties are function of the
temperature (Tr) and mass fraction (Yr) reference:
ρg(Yr, Tr) µg(Yr, Tr) cp,g(Yr, Tr) Γg(Yr, Tr) (3.51)
These reference conditions (Yr, Tr) should be selected at some point between the
conditions at droplet surface (Yp,s, Tp,s) and the free steam flow (Y∞, T∞), it is:
Yr = Yp,s +A (Y∞ − Yp,s) Tr = Tp,s +A (T∞ − Tp,s) (3.52)
where A is a weighting coefficient ranging from 0 to 1. Firstly, Law and Williams
[32] proposed the value A = 1/2. Lately, Yuen and Chen [12] recommended a value
of A = 1/3, known as the ’1/3 rule’, which is the most widely adopted criteria in
the heating and evaporation models, e.g. the one of Abramzon and Sirignano [26].
On the other hand, the evaporation model presented above is formulated considering
the wet bulb temperature Twb as reference temperature and the mass fraction of the







log10 (Tg)− 45 (3.53)
As can be seen, the selection of proper reference conditions for the evaluation of gas
phase physical properties is still an open issue. Many authors have studied and ana-
lyzed the sensitivity of the evaporation models to the employed reference conditions
[30, 33, 34]. In fact, as stated in the Best Practice Guide for CFD of dispersed multi-
phase flows by Sommerfeld et al. [2], for each simulation it is recommended to test the
evaporation model case against single droplet evaporative experiments with similar
conditions in order to check and assess the reference conditions employed to evaluate
the gas properties.






































Figure 3.4: Water droplet evaporation.
Validation
Several single droplet simulations have been carried out in order to validate the
implemented evaporation model. Different conditions (from low to high evaporation
rates) and several substances for the droplets have been tested. Additionally, for
some cases a sensitivity analysis of the reference conditions used to evaluate the gas
properties has been done.
The first test case is a single water droplet with initial diameter dp,0 = 1.1 mm
and temperature Tp,0 = 282 K [31]. It is immersed in quiescent air at Tair = 298 K.
This case presents a low-evaporation rate. The results are shown in Fig. 3.4. As
can be seen, for this low-evaporation rate the D2 − law is fulfilled, since the squared
diameter evolves linearly. The numerical results present a good agreement with the
experimental data provided by Ranz et al. [31].
The second test case stands for a medium-evaporation rate and consists in a hexane
droplet with an initial diameter dp,0 = 1.76 mm and initial temperature Tp,0 = 281 K.
The droplet is inside a convective air flow at Tair = 437 K with Rep,0 = 110. As can
be seen in Fig. 3.5, the numerical results also agree with the experimental results of
Downing [35]. Although the evaporation rate is higher than in the previous case, the
D2 − law still holds, since the wet boiling temperature is quickly reached.
A third test is based on the experiment done by Wong and Lin [36]. It consists in
a stand alone decane droplet with initial diameter dp,0 = 2 mm and initial temper-
ature Tp,0 = 315 K, immersed in an air stream at temperature Tair = 1000 K with
initial particle Reynolds Rep,0 = 17. The comparison between the numerical and the
experimental results are shown in Fig. 3.6. In this case, with high-evaporation rate,
two evaporation stages can be distinguished. Initially, there is a strong heat up of the
droplet due to the large initial temperature difference (Tair−Tp,0) that not fulfils the
D2 − law. This first stage is followed by a second evaporative phase where droplet















































































Figure 3.6: Decane droplet evaporation.
temperature is almost constant and the D2 − law is satisfied.
Two additional tests have been carried out based on the experiments done by
Maqua et al. [37]. These experiment consisted in a mono-dispersed stream of droplets
generated by Rayleigh disintegration of a liquid jet where acetone droplets are heated
and evaporated in a hot air flow. In the first case, named Third experiment in the
reference paper, a droplet with initial conditions dp,0 = 126.4 µm and Tp,0 = 294 K is
analysed. The second case studied stands for the one named Fourth experiment, where
an acetone droplet with initial diameter dp,0 = 232.4 µm and initial temperature
Tp,0 = 300 K is studied. Functions for the relative velocity and ambient temperature
evolution can be found in Maqua et al. [37]. Notice that in that cases the initial
droplet diameter is an order of magnitude smaller than in the previous experiments,
and non-equilibrium effects are more relevant [30]. The comparison between numerical








































































Figure 3.8: Acetone droplet evaporation (Fourth Experiment).
and experimental results are shown in Figs. 3.7 and 3.8. As can be seen, the droplet
temperature evolution is well captured by the heating and evaporation model in both
cases.
The heating and evaporation model is also tested against two experiments carried
out by Sazhin et al. [29]. The experiments were done at the same experimental
facility than [37]. The first test consists in an acetone droplet with initial temperature
Tp,0 = 308.25 K and diameter dp,0 = 143.4 µm surrounded by air at Tair = 294.65 K.
The second experiment simulated is an ethanol droplet with initial diameter dp,0 =
140.8 µm and temperature Tp,0 = 311.15 K, evaporating in air at Tair = 295.15 K.
The main difference with the experiments of [37] is the air temperature. Results of
the simulations are depicted at Figs. 3.9 and 3.10, and as can be seen, the numerical
model reproduce fairly well the experimental results.











































































Figure 3.10: Ethanol droplet evaporation.














































Figure 3.11: Decane droplet evaporation. (Ref. conditions comparison).
Finally, in order to illustrate the sensitivity of the heating and evaporation model
to the reference conditions employed to calculate the continuous phase properties, as
stated in Section 3.2.2, three of the experiments presented before are simulated using
different reference conditions:
• Ref.1 : employing the wet-bulb temperature as suggested by Miller et al. [30],
it is, Tr = Twb and Yr = Y∞
• Ref.2 : using the boiling temperature of the droplet. This criteria could be
employed if does not exist any reliable correlation to calculate the wet-bulb
temperature. Hence, Tr = Tb and Yr = Y∞
• Ref.3 : where ’1/3 rule’ is employed. Therefore, Tr = Tp,s + 1/3 (T∞ − Tp,s)
and Yr = Yp,s + 1/3 (Y∞ − Yp,s)
The results employing these three different reference conditions for the acetone
droplet of Wong and Lin [36], the third experiment of Maqua et al. [37] and the ethanol
droplet of Sazhin et al. [29] are shown in Figs. 3.11 to 3.13 respectively. As can be
seen, the best results are obtained employing the reference conditions Ref.1. While in
the first and second case, the reference conditions Ref.2 seems to perform better than
Ref.3, in the third case the results obtained using Ref.3 are closer to those obtained
with Ref.1. This could be explained because while in the two first cases the droplet is
evaporating in hotted air, in the last case the ambient is only at Tair = 295.15 K and
if the boiling temperature is employed to evaluate the continuous phase properties,
this temperature is overestimated, leading a higher evaporation rate. This could be
also the reason why in the first case the Ref.3 over-predicts the evaporation rate.
Since the air is at Tair = 1000 K, the ’1/3 rule’ employs a temperature that is larger
than the wet boiling temperature and the boiling temperature, which seem closer to




















































































Figure 3.13: Ethanol droplet evaporation (Ref. conditions comparison).
the real conditions. Summarizing, the heating and evaporation models of droplets are
fairly sensible to the reference conditions, and special attention to this point should
be paid for each case.
3.2.3 Numerical integration methods for particles
The ODEs describing the particle motion (see Eqs. (3.2) and (3.3)) as well as the
equations governing the heating and evaporation of droplets (Eqs. (3.38) and (3.39))
require numerical integration, due to its complexity to be analytically integrated. As
detailed in Section 3.2.1, the particle response time τp determines how the particle will
react to the variations in the continuous phase. In the same way, response times (or
time-scales) for particle heating τc and evaporation τm can be defined. If Eqs. (3.38)
and (3.39) are rearranged as:





























The time-scales of the particles can be several orders of magnitude smaller than the
required time-step to integrate de continuous flow phase (∆tf ), especially in evap-
orating cases, where particles can become very small. Hence, if both continuous
and dispersed phases are integrated employing the most restrictive time-scale of both
phases, the simulations can become very expensive and computationally unaffordable.
In order to avoid this issue, a smart and efficient time-integration strategy needs to be
adopted: in a first step, the integration time-step for each Lagrangian particle τmin
is selected as its most restrictive time-scale multiplied by a security factor:
τmin = min(sfpτp, sfcτc, sfmτm) (3.58)
where sfi is a security factor for each time-scale. After that, if this value is larger
than the time-step of the continuous phase (τmin ≥ ∆tf ), the particle is integrated in
one-step employing the time-step of the flow solver ∆tp = ∆tf . On the other hand, if
the most restrictive particle time-scale is smaller than the continuous phase time-step
(τmin < ∆tf ), the particle is integrated multiple times during one continuous phase
iteration. Then, the particle time step is selected between τmin and the remaining
time to be integrated ∆t until the time-step of continuous phase is reached (∆tf ):
∆tp = min(τmin,∆t) (3.59)
At first sub-step the time to be integrated ∆t is set equal to flow time-step ∆t = ∆tf
and at the end of each sub-step it is updated as:
∆t = ∆t−∆tp (3.60)
In Fig. 3.14 this time-integration strategy is schematically depicted. At time (n− 1)
the most restrictive time-scale of the particle (τmin) is larger than the flow time-step
(∆tf ) and the particle is integrated in a single step using ∆tp = ∆tf . On the other
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Figure 3.14: test
hand, at time (n) the most restrictive time-scale of the particle (τmin) is smaller than
the flow time-step (∆tf ) and the particle is integrated in three sub-steps. During
these sub-steps the continuous phase seen by the particle is frozen. That idea is
similar to the one followed by Apte et al. [38] and Chrigui et al. [39].
Hence, since the equations describing the thermal and fluid dynamic behaviour of
the dispersed phase have to be numerically integrated, it is of interest to study and
analyse different numerical integration methods. With that aim, the benchmark case
presented by Mazumdar et al. [40] has been selected. The case consists in a spherical
solid object submerged in a fluid that is projected downwards vertically with an initial
velocity uini. The spherical object has a smaller density than the surrounding fluid
and therefore it will tend to float. Hence, the relevant forces acting over the solid
sphere are: added mass, drag, gravity, and buoyancy. A schematical representation
of the configuration is depicted in Fig. 3.15. Since the problem can be considered 1D,















= A−Bu |u| (3.62)
where coefficients A and B are constant and can be defined as:
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Figure 3.15: Scheme of the case studied for the numerical integration schemes.
A = γ−1γ+Cam g (3.63)
B = 3CD4dp(γ+Cam) (3.64)
where γ = ρp/ρg is the density ratios. If Eq. (3.62) is split in two different equations:
one for when the sphere is moving downwards (Eq. (3.65)), and another for when
it is moving upwards (Eq. (3.66)), these expressions can be integrated analytically,







The present study is focused on explicit temporal integration schemes. However,
when solving the particle trajectory equations, one question arises: if first it is solved
the velocity equation (Eq. (3.3)), obtaining vn+1p , then the particle position equa-
tion (Eq. (3.2)) can be integrated explictly employing vnp or implicitly using the just
calculated new time-step velocity vn+1p . Hence, these two possibilities are included
in the study presented below. The analysed combinations of temporal integration
schemes are summarized in Table 3.1, where fE1 stands for Forward Euler 1st order,
bE1 for Backward Euler 1st order, AB2 means Adams-Bashforth 2nd order, AM2
is Adams-Moulton 2nd order and RK2 refers to Runge-kutta 2nd order (specifically,
the Heun’s method). Hence, in the second and fourth cases the position equation is
integrated implicitly, while in all other cases both equations are integrated explicitly.
For the present study the following parameters have been considered: ρp = 600 kg/m
3,
ρg = 1000 kg/m
3, dp = 0.01 m, uini = 2.73 m/s, CD = 0.4 and Cam = 0.4. A fixed
time-step of ∆t = 0.001 has been chosen. The trajectories of the solid sphere obtained
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Table 3.1: Combination of temporal integration schemes.






Table 3.2: Numerical and analytical solutions for constant time-step ∆t = 0.001 s.
Comb.
Maximum





Exact 67.6681 0 0.132636 0.383224
1 66.7868 1.30245 0.13 0.379
2 64.0568 5.33684 0.133 0.371
3 67.6416 0.03922 0.132 0.384
4 66.2762 2.05691 0.133 0.379
5 67.6808 0.01868 0.133 0.384
for the different numerical integration schemes as well as the analytical solution are
depicted in Fig. 3.16. At first glance, can be seen that combinations 3 and 5 are the
ones with better accuracy. In order to quantify the accuracy of the temporal integra-
tion schemes, the error in the maximum depth obtained from each combination has
been calculated. This error has been defined as:
errormd =
|max. depth analytical−max. depth numerical|
max. depth analytical
100 (3.67)
Table 3.2 summarizes the maximum depth, the time when the maximum depth is
achieved and the total time that the solid sphere remains submerged obtained for
the different numerical integration schemes and the exact solution. The error in
the maximum depth obtained using Eq. (3.67) is also presented. Analysing these
results the previous presented question about if it is better to integrate the position
equation explictly or implictly is clearly answered. Comparing the results obtained
from combination 1 versus combination 2, as well as confronting combinations 3 and
4, it is clear that if the velocity equation is integrated explicitly, the position equation
should be also integrated explicitly. As expected, the combinations employing 2nd
order schemes perform better than the 1st order schemes.
From Table 3.2 can be stated that combinations 3 and 5 are the best choices among
the presented options. Although both temporal integration schemes are 2nd order,
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Figure 3.16: Particle trajectory for constant ∆t = 0.001 s
the computational effort required for the Adams-Bashforth (AB) scheme is smaller,
since Runge-Kutta (RK) schemes of 2nd order requires two function evaluations per
iteration. However, AB schemes present a downside for the current application that
RK schemes do not have. As explained previously, the time-step employed for the
particle integration is estimated dynamically, meaning that it would change at each
iteration. For solid particles this time-step variation will be small, since it is only sub-
jected to variations in the slip velocity or possible changes in the continuous phase
time-integration step, but the time-step variation between two consecutive iterations
can be relevant for evaporative droplets. AB schemes are a class of explicit Linear
Multi-Step methods characterized by employing not only the last time, but also previ-
ous steps in order to gain accuracy. In its derivation the temporal mesh is considered
uniform, it is, the time-step is constant. Hence, when two or more consecutive it-
erations have a different time-step ∆t and a high order linear multi-step scheme is
employed, there is an intrinsic error. In order to analyse this behaviour, a new numer-
ical experiment has been designed. Now, the time-step is obtained from a bounded
random distribution ∆t =
[
5× 10−4, 1× 10−3]. The time-step variation is limited
by a factor fr which limits the increase and decrease of the time-step. If this factor
is set to unity the time-step would remain constant. Different values for the factor
fr have been tested. For each case, several simulations have been done in order to
obtain a statistical converged value for the mean value in the maximum depth error.
The obtained results are depicted in Fig. 3.17, where the explicit-implicit combina-
tions have been neglected. As can be seen in the figure, when a variable time-step
is employed, the scheme AB2 suffers a decrease in its accuracy. As factor fr grows,
















Figure 3.17: Mean maximum depth error [%] for bounded random ∆t =[
5× 10−4, 1× 10−3] s







the error also increase. This is due to the variation of the time-step ∆t between to
consecutive iterations is allowed to be bigger. On the other hand, the fE1 method and
the RK2 scheme seem to present an opposite behaviour, improving its accuracy when
factor fr grows. Nonetheless, this reduction is due to a smaller mean time-step ∆t of
the simulations. In Table 3.3 the mean time-step ∆t obtained for each case is shown.
Since fE1 and RK2 methods only employ the information of the last iteration, they
are not affected by the dynamic time-step variation. Nevertheless, it is worth to note
that although there is a reduction in the accuracy of the linear multi-step methods
when a variable time-step is employed, if the factor fr is small enough, the accuracy
of method AB2 continues outperforming the accuracy of the fE1 scheme.
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3.2.4 Continuous phase
The fluid-dynamic behaviour of the continuous phase, solved in the Eulerian mesh,
is described by the Navier-Stokes transport equations. As previously detailed in
Section 2.2.2, the fluid-dynamic behaviour of the continuous phase in low-Mach flows
is governed by the continuity and momentum equations, which are:
∂ρ
∂t
+∇ · (ρu) = Sm (3.68)
∂ρu
∂t
+∇ · (ρuu) = −∇p+∇ · (τ ) + ρg + Su (3.69)
Notice that these equations are identical to the ones defined in Section 2.2.2 except
for the two source terms Sm and Su appearing at the right-hand side of the equa-
tions. These source terms are included in order to take into account the influence
of the dispersed phase over the continuous phase when two-way coupling is consid-
ered. Further details about this aspect will be given in Section 3.2.5. Moreover, when
working with mixtures including multiple substances and flows with variable thermo-
physical properties it is required to solve a transport equation for the energy as well
as a transport equation for each one of the species present in the mixture. Before
presenting the conservation equations governing for energy and species, let’s define a




+∇ · (ρuφ) = ∇ · (ρΓ(∇φ)) + Sφ (3.70)
As detailed in Section 2.2.6, the algorithm employed to integrate the low-Mach
number transport equations requires that the scalars must be solved in its non-










= ∇ · (ρΓ(∇φ)) + Sφ (3.71)
where the expression between parentheses in the third term of the left-hand side is the
continuity equation. Usually, this term is null since the mass is conserved, but in the
present case there may exist an addition or subtraction of mass due to evaporation
or condensation of the dispersed phase. As can be seen, the parenthesized expression





+ ρu · ∇(φ) = ∇ · (ρΓ(∇φ)) + Sφ − φSm (3.72)
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Since in the numerical code TermoFluids [41] the convective term is calculated in
conservative form, it is useful to redefine the second term in the left-hand side of the




+∇ · (ρuφ)− φ∇ · (ρu) = ∇ · (ρΓ(∇φ)) + Sφ − φSm (3.73)
Once a general expression for the transport equation of a scalar φ has been pro-





+∇ · (ρuh)− h∇ · (ρu) = Dp
Dt




+∇ · (ρuYk)− Yk∇ · (ρu) = ∇ · (ρVkYk) + w˙k + SYk − YkSm (3.75)
where the total enthalpy (h = hs + ∆h
0
f ) in the energy equation is being solved (see
Eq. (2.19)).
Depending on the flow conditions, two different time-integration strategies are
followed:
i) when there exists an exchange of mass and energy between the dispersed phase
and the continuous phase, i.e., when droplet heating and evaporation or con-
densation are being considered, or when dealing with variable density cases, the
low-Mach flow approximation is employed, and the time-integration strategy
detailed in Section 2.2.6 is followed, using a Predictor-Corrector scheme.
ii) when there is no exchange of mass and energy between both phases, and the
incompressibility constraint can be considered, the Navier-Stokes equations are
simplified to:




+∇ · (ρuu) = −∇p+∇ · (τ ) + ρg + Su (3.77)
and the momentum equation is integrated employing a one-step explicit second-
order linear multi-step method. Further details of this time-integration strategy
will be given in Section 5.2.2 and can be found in the work of Trias and Lehmkuhl
[42].












































Figure 3.18: Particle coupling scheme by [44].
3.2.5 Coupling
One key aspect for multi-phase flow simulations is the coupling between phases.
Based on the available data from experiments and Direct Numerical Simulations,
Elghobashi presented a classification map for the coupling between the dispersed
and the continuous phases in particle-laden turbulent flows [43, 44]. As depicted in
Fig. 3.18, the coupling between the phases depends on the volumetric fraction (Φp)
and the ratio between the particle response time and the Kolmogorov time scale
(τp/τk). The volumetric fraction is defined as the ratio between the volume occupied





Analogously, a volume fraction for the continuous phase, sometimes referred as





where Vc is the volume occupied by the continuous phase. In Fig. 3.19 a schematic
representation of a certain volume V including dispersed phase elements is depicted.
Obviously, the sum of both fractions must be equal to unity:
Vp + Vc = 1 (3.80)
If the volumetric fraction is smaller than Φp ≤ 10−3 the two-phase flow is con-
sidered dilute, otherwise the flow is considered dense. In the dilute regime, for
sufficiently small volumetric fractions, below Φp ≤ 10−6, the dispersed phase have
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Figure 3.19: Schematic representation of a volume V containing dispersed phase
elements.
a negligible influence over the continuous phase, and only the effect of the flow over
the particles/droplets is considered. This regime is named one-way coupling. For
bigger volumetric fractions, the effect of the dispersed phase over the carrier phase
cannot be neglected and should be taken into account. Hence, for volumetric fractions
ranging between 10−6 < Φp ≤ 10−3 the regime is known as the two-way coupling.
When dealing with dense two-phase flow, with volumetric fractions of Φp > 10
−3,
the interaction between the particles becomes also relevant and should be considered.
This regime is denominated four-way coupling.
In the two-way coupling regime, Elghobashi found that the type of influence of
the dispersed phase over the flow can be of two types, depending on the ratio between
the temporal scales of both phases. For a fixed volumetric fraction Φp and the same
particle material and flow viscosity, if the ratio (τp/τk) decreases, this means that
particles are smaller dp ↓, increasing the surface area of contact between the phases
and therefore enhancing the dissipation rate of turbulent energy. On the other hand,
when increasing the ratio (τp/τk) Elghobashi found that for Rep ≥ 400 vortex shed-
ding takes place, increasing the production of turbulent energy. The inclination of the
line dividing the two-way and four-way coupling accounts for the fact that collision
rate between particles is enhanced when increasing the ratio (τp/τk) ↑, converting the
two-way coupling in four-way coupling regime.
Source terms
In the one-way coupling regime the influence of the carrier phase over the dispersed
phase is accounted using the equations of mass, momentum and energy presented
in Sections 3.2.1 and 3.2.2. For the two-way coupling regime, the influence of the
dispersed phase over the continuous phase should be taken into account. This is
done by means of the source terms presented in Section 3.2.4 and further detailed
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below in Eqs. (3.82) to (3.85). Particles influence the carrier phase adding its effect
to source terms in the control volume where the particle is located at each iteration.
As explained in Section 3.2.3, the time-step employed for the particles can be smaller
than the time-step used to integrate the continuous phase, therefore, a particle can
be integrated several times along the same time-step of the continuous phase ∆tf .
Therefore, the influence of the particle over the continuous phase at each particle





The source term in species mass fraction equation will be the sum of all the evaporated









where Vv is the volume of the cell v where particle is located. The source term for the





Regarding the source term of the momentum equation, the influence of the forces
acting over the particle should be accounted, except the body forces like gravity,
buoyancy or Coulomb forces. Hence, when dealing with heavy particles or droplets
(ρc/ρp  1), basically the drag and lift forces are considered. Besides, for evaporating














The energy source term can also be split in two parts: one due to the convective heat
transfer and a second one due to the mass evaporation. Since in Eq. (3.74) the total
enthalpy (h = hs+ ∆h
0
f ) is being solved, this second term should account for sensible








where the term convht accounts for the convective heat transfer and is the first term
at right-hand side of Eq. (3.38), it is:




(Tg − Tp) (3.86)
With the aim of better understand the previous expression, if the second term in the






(Tg − Tp) = convht (3.87)
Rearranging the previous expression, using the classical Nusselt definition Nu =




















= (Gαc) (Tg − Tp)Ap = mpcp,lconvht (3.90)
where the relation between the employed expression and the classical Newton’s law
for convective heat transfer is readily seen.
3.3 Interpolation
When the Lagrangian-Eulerian approach is adopted to model dispersed multi-
phase flows, some fields of the continuous phase must be known at particles’ location.
Since the fields of the carrier phase are stored at the nodes of the Eulerian mesh,
these scalar and vectorial fields must be interpolated in the position of the parti-
cles/droplets. Therefore, one crucial aspect in the Lagrangian-Eulerian model for
multi-phase dispersed flows is the interpolation method. When structured meshes are
employed, several interpolation methods are available: linear interpolation, lagrange
polynomials, cubic splines, etc. In general, these methods allow to achieve high-order
accuracy if it is desired. However, the interpolation methods that exploit the advan-
tages of regular grids can not be used when dealing with unstructured meshes, and is
difficult to achieve high-order accuracy. As stated by Bianco et al. [45], the accuracy
of the interpolation method is a key aspect, since interpolation errors can alter the
particle trajectory as well as modify the droplet heating and evaporation behaviourr.
In the same way, Michalek et al. [46] reports that is known that second-order accu-
racy interpolation methods can act as additional filtering in LES simulations, losing
small-scales information. Moreover, as shown by Miller and Bellan [47], the inter-
polation can represent an important part of the computational effort devoted to the
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Figure 3.20: Face stencil. Figure 3.21: Vertex stencil.
dispersed phase. Hence, clearly there are two relevant aspects to consider in the inter-
polation method employed for dispersed multi-phase flows simulations: accuracy and
computational cost. Since the CFD code TermoFluids where the current Lagrangian-
Eulerian model has been implemented is aimed to unstructured meshes, it is necessary
to implement interpolation methods for scattered data in multi-dimensions. Follow-
ing, a detailed study of various interpolation methods for scattered data, well-suited
for unstructured meshes is presented. The focus of the study is placed in the accu-
racy and the computational cost of the studied methods. The interpolation methods
considered in this study are:
• 1st order Taylor series.
• The Shepard method [48].
• The Radial Basis Function (RBF) method using the compact support radial
function Wendland C2 [48, 49].
• The pseudo-Laplacian method introduced by Holmes and Connell [50].
The interpolation method based on Taylor series requires the gradient of the inter-
polated scalar field. Hence, different methods to calculate the gradient are tested.
The analysed methods are based on the Green-Gauss theorem and the least-squares
method [51]. The other interpolation methods (Shepard, RBF and Pseudo-Laplacian),
as well as the least-squares method, require a cloud of data points surrounding the
position where the scalar field must be interpolated. In order to obtain this data
points, the strategy adopted is to select the node of the cell where the particle is
living plus the nodes of some neighbour cells surrounding it. Two different stencils
have been considered: a first one constructed with the cells connected by faces and
a second one with cells connected by vertices (see Figs. 3.20 and 3.21 respectively).
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Four methods for gradient evaluation have been con considered. One method is the















The second considered method is also based on the Green-Gauss theorem although







0.5 (Vv + Vnb)
]
(3.92)
The last two interpolation methods are based on the least-squares method: one em-
ploying face connectivity (lsf) and the other one using a bigger stencil formed by
cells connected by vertices (lsv).
The study has been conducted for structured (hexahedral) and unstructured (tetra-
hedral) meshes. The domain of study is a cube of unitary length. Four meshes with
different control volume sizes have been generated for each type of mesh. The accu-
racy analysis has been performed injecting 1× 105 particles at random locations in
the interval xi = [0.2, 0.8], trying to avoid boundary effects. A scalar field Φ is filled
at each mesh node with the following function:
f(x, y, z) = x2(x− 0.1)0.2y2(y − 0.1)0.2z2(z − 0.1)0.2 (3.93)
Then, the value of this scalar field is interpolated at the random particles injected
in the computational domain, and the root-mean-square error (RMSE) is calculated
comparing the numerical value interpolated at particles and the analytical value ob-
tained from Eq. (3.93) as:





|(fnum(x, y, z)− fanalytical(x, y, z)|2 (3.94)
Moreover, the obtained results are fitted in a function with the form f(x) = axe,
where the exponent e will be the accuracy order of the interpolation method. The
obtained results are depicted in Figs. 3.22 to 3.25. The mesh size in the abscissa
axis is defined for both type of meshes as ∆x =
3
√
V olCV , where V olCV is the mean
volume of all the control volumes of the computational mesh. The RMSE of the
analysed interpolation methods are shown in Figs. 3.22 and 3.23 for structured and






















Figure 3.22: RMSE of analysed inter-






















Figure 3.23: RMSE of analysed interpo-
lation methods in unstructured (tetra-
hedral) meshes.
one with the gradient calculated employing the least-squares method with vertex
connectivity. In Figs. 3.24 and 3.25 the different gradient calculation methods for
the 1st order Taylor interpolation method are compared. The points stand for the
RMSE calculated using Eq. (3.94) while the lines show the fitted functions obtained by
regression (note that the lines are straight due to the axis are in logarithmic scale).
The coefficients obtained after the fitting procedure for function f(x) = axe are
shown in Table 3.4 for structured meshes and in Table 3.5 for the unstructured case.
As expected, the accuracy order of the methods when working in structured meshes
is bigger than under unstructured meshes. For the Taylor method, in structured
meshes all the gradient calculation methods allow second order accuracy, while in
unstructured meshes the accuracy order is more dependant on gradient evaluation
method. For both cases, the least-squares method with vertex connectivity is the
one with better accuracy. Regarding the Shepard method, this study shows that it
is first order accurate. As one might expect, the accuracy of the method increases
when more data points are employed (vertex stencil). On the other hand, the pseudo-
Laplacian method shows second order accuracy in both structured and unstructured
meshes, although in the structured case is better. Surprisingly, in this method the
stencil of cells with face connectivity shows a better accuracy than the one formed
by cells connected by vertices. Another major conclusion that could be derived from
this study, is that RBF methods are not well suited for this application, at least using
this local stencils and employing the compact support radial function Wendland C2,
since this study shows a zero order accuracy for the method under this framework.
Moreover, as mentioned above, there is another key aspect of the interpolation
method besides accuracy, its computational cost. Hence, a second study analysing

















Figure 3.24: RMSE of 1st order Taylor
method using different gradiend evalua-



















Figure 3.25: RMSE of 1st order Taylor
method using different gradiend evalua-
tion methods in unstructured (tetrahe-
dral) meshes.
Table 3.4: Fitted values for expression f(x) = axe in structured meshes.
Interp. Method a e
Taylor (gg) 2.991 87× 10−4 2.012 65
Taylor (ggs) 2.991 87× 10−4 2.012 65
Taylor (lsf) 2.991 87× 10−4 2.012 65
Taylor (lsv) 5.258 79× 10−4 2.171 81
Shepard(face) 1.235 54× 10−4 1.032 33
Shepard(vertex) 2.597 06× 10−4 1.312 75
PseudoLap(face) 5.321 75× 10−4 1.977 56
PseudoLap(vertex) 1.128 37× 10−3 1.901 40
Wendland C2(face) 3.938 59× 10−6 1.076 60× 10−2
Wendland C2(vertex) 7.152 73× 10−6 2.886 79× 10−1
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Table 3.5: Fitted values for expression f(x) = axe in unstructured meshes.
Interp. Method a e
Taylor (gg) 1.033 65× 10−4 1.131 63
Taylor (ggs) 8.474 10× 10−4 1.804 09
Taylor (lsf) 8.474 10× 10−4 1.804 09
Taylor (lsv) 5.907 52× 10−4 2.011 24
Shepard(face) 1.417 31× 10−4 9.602 97× 10−1
Shepard(vertex) 2.989 52× 10−4 1.248 83
PseudoLap(face) 2.769 93× 10−4 1.810 60
PseudoLap(vertex) 7.416 25× 10−4 1.549 91
Wendland C2(face) 3.904 54× 10−5 −2.307 94× 10−2
Wendland C2(vertex) 1.192 58× 10−6 −3.007 15× 10−2
the computational cost of each presented method has been carried out. For that
purpose, several simulations varying the number of Lagrangian particles present in
the computational domain are performed. Since the 1st order Taylor interpolation
method employs the gradient of the interpolated scalar field, the analysis is done for
the different gradient calculation methods employed in the accuracy analysis. More-
over, the cost of Taylor method is split in two parts: the computational cost of the
gradient calculation and the CPU time spent in the interpolation process itself for
all the Lagrangian particles. This is done because the gradient of the interpolated
scalar field can be calculated previously in the simulation for other purposes (for ex-
ample, the gradient of the velocity when some turbulent models are employed), and
then the computational cost of this part can be considered free, since the gradient is
already computed. The study has been done for structured and unstructured meshes.
Both meshes have a similar control volume characteristic size (∆x = 0.05), with
8000 CV for the structured mesh and 8630 CV for the unstructured one. The ob-
tained results for both structured and unstructured meshes respectively are depicted
in Figs. 3.26 and 3.27. On that figures, the computational cost of the gradient for the
Taylor method has not been taken into account. The interpolation method with the
smallest cost is the Taylor method, followed by the Shepard method, then the pseudo-
Laplacian method, and the RBF method is the one with the highest computational
cost. Obviously, for the same method, when a larger stencil (vertex connectivity) is
employed, the method increases its computation time. As can be seen, all the meth-
ods present a linear behaviour, increasing its computational cost as the number of
particles increases. In order to highlight this linear behaviour, the CPU time and the
number of particles have been normalized in Figs. 3.28 and 3.29. Although all the
methods increase linearly for both type of meshes, can be appreciated a slight (and
different) deviation from slope one for the studied methods. These small deviation


























Figure 3.26: Computational time for the






























Figure 3.27: Computational time for the
different interpolation methods in un-
structured mesh.
in the slope, which tends to be smaller than one, can be associated to an increase in
the efficiency of cache memory access. Regarding the Taylor interpolation method, in
Figs. 3.30 and 3.31 it is shown the computational cost of the gradient evaluation and
the cost of the interpolation process. As can be seen, the cost of gradient evaluation is
independent from the number of particles, and only depends on the method employed
to calculate it and the number of cells of the computational mesh. The results pre-
sented are only an illustrative example to show the behaviour of the computational
cost associated to this method, since the weight in the computational effort of each
part will depend on the size of the mesh, the number of particles and the number of
scalar fields to interpolate. In general, leaving aside accuracy considerations, since
the cost of the interpolation process for the Taylor method is the smallest one of all
presented methods, as depicted in Figs. 3.26 and 3.27, the Taylor method can be the
computationally most efficient in two cases: if the gradient evaluation can be consid-
ered free, or when the mesh is small enough and there is a large amount of particles
in the computational domain.
3.4 Particle sub-grid dispersion modeling
Under the framework of LES modelling, the large scales of the flow are well-
resolved, while the sub-grid scales (sgs) are modelled. The velocity of the carrier
phase u appearing in different forces like: drag force (Eq. (3.4)), added mass force
(Eq. (3.17)), basset force (Eq. (3.20)), etc., is the velocity of the carrier phase at
particle’s position. This velocity can be decomposed as u = u˜ + usgs, where u˜ is the
resolved velocity field and usgs represents the sgs velocity contribution lost due to


























Figure 3.28: Normalized computational




























Figure 3.29: Normalized computational
























Figure 3.30: Computational time of in-
terpolation and gradient calculation for
























Figure 3.31: Computational time of in-
terpolation and gradient calculation for
Taylor method in unstructured mesh.
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the filtering procedure applied in LES modelling.
A key aspect in the development of numerical methods for dispersed multiphase
flows is to asses and study the influence and importance of the contribution of the sub-
grid scales on the dispersed phase. So far, in many studies and simulations the effect
of the sub-grid velocity over the particles has been directly neglected (i.e., u = u˜)
[38, 52]. This option is reasonable if there is a low residual energy content in the
key regions of the computational domain. Otherwise, the contribution of the sub-grid
scale effects over the Lagrangian particles should be taken into account [53]. In order
to include the influence of the sub-grid scales over the particle’s behaviour there are
two main approaches: deterministic models using Approximate Deconvolution Models
(ADM) [54, 55] and Stochastic Models [56, 57]. The ADM has proven to be favourable
correcting the resolved eddies near cut-off scale, but cannot be used to recover the ones
below the cut-off scale [58, 59]. For example, Marchioli et al. [60] performed a study
in a channel flow at Reτ = 150 in LES using fine and coarse meshes. The obtained
results show that for fine LES, the ADM helps to improve the results compared to a
LES simulation without model. On the other hand, when ADM is used in a coarse
mesh, there is an overestimation of particle velocity fluctuations, obtaining results
that are worst than without sub-grid dispersion model. An analytical comparison
between an ADM model and two stochastic models was performed by Gobert [61].
According to the analysis, stochastic models (using optimal parameters) can predict
well first and second moments for particles with small Stokes number, while ADM is
good predicting first moments for high Stokes number, but can not retrieve second
moments for any Stokes number value, and conclude that the stochastic models seem a
better choice than ADM, since stochastic models can predict first and second moments
correctly.
3.4.1 Stochastic models analysis
In the present subsection, two stochastic models for sub-grid dispersion of La-
grangian particles are analysed and studied. As a first step, DNS simulations have
been performed in order to obtain reference results. These DNS results are then com-
pared against the ones obtained employing the studied stochastic models, allowing to
assess their performance. Hence, aiming to study the behaviour of the dispersed phase
in turbulent cases, DNS simulations of particle-laden flows with solid particles and
gaseous carrier phase have been carried out. The simulations are forced isotropic tur-
bulence tests at Reλ = 40 with periodic boundary conditions. The turbulent flow field
has been generated employing the linear forcing technique proposed by Lundgren [62].
Particles with different weight (different Stokes number) and initial velocity equal to
the gas velocity at injection position are randomly injected inside the domain. The
computational domain consists in a cube of length 2pi, periodic in the three directions
and discretized in 963 cells. The simulations have been computed in parallel using
96 CPUs, and for each simulation the calculated particle field was formed by 643 dis-
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(a) St = 0.001 (b) St = 0.2 (c) St = 0.7
(d) St = 1 (e) St = 2 (f) St = 4
Figure 3.32: Snapshots of particle positions in DNS simulations.
crete particles. The particle fields are assumed diluted, therefore, one-way coupling
is considered and particle collisions are neglected. The pressure-velocity coupling is
solved by means of the Fractional Step Method (FSM). The Poisson equation is solved
employing the FFT-based Poisson Solver presented by Borrell et al. [63].
Some results obtained from the DNS simulations are shown in Fig. 3.32, where
snapshots of particle locations in a 2D slice located at x = pi for different Stokes
numbers are depicted. It is well-known that the instantaneous structures of a turbu-
lent flow influence the motion of the particles depending on their inertia [64]. Particle
inertia is characterized using the Stokes number, which in the present study is defined




Some particles tend to correlate with certain eddy structures leading to the effect of
preferential concentration. This effect can be clearly appreciated in Fig. 3.32, where
is shown how particles with a Stokes number close to unity tend to follow the eddy
structures of the continuous phase. Specifically, particles tend to accumulate in flow
regions of low vorticity and high rate of strain. These results are in agreement with
132 Chapter 3. Dispersed multi-phase flows
previous observations found in the literature [65].
The stochastic models implemented in the current study are the model proposed
by Bini and Jones (BJ) [66, 67] and the model developed by Pozorski and Apte (PA)
[65]. Both stochastic models are similar in ‘flavour’, but differ in the mathematical
derivation and working-way. Following, the studied models are briefly presented. As
previously explained, in LES modelling only the resolved velocity field is obtained
u˜, but the fully resolved velocity is required to properly simulate the Lagrangian










where the sub-grid velocity u′ is not available in LES simulations and must be mod-
elled. The model of Pozorski and Apte assumes that the sub-grid velocity seen by the





where τl is the time scale of residual motions seen by the particle and dWi is an









The time scale of the sub-grid scales, τl, accounts for the crossing trajectory effect
using the Csanady expressions [69], which define different time scales for the parallel
and perpendicular directions of the relative velocity between the particle and the
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The term σsgs stands for the characteristic sub-grid velocity seen by the particle,
determined from σsgs =
√
2






On the other hand, the model of Bini and Jones, instead of tracking the sub-grid





where the Langevin type equation is applied to the particle velocity itself. In this
















and the constant α is set to a value α = 0.8 after the study carried out by Bini and
Jones [66]. Moreover, both models employ a model constant C0 in their formulations.
The value of this model constant is case-dependant and its correct adjustment is still
an open issue. For the current analysis, its value has been set to unity.
Aiming to better understand the presented stochastic models, and before the de-
tailed analysis, some simple 1D tests have been carried out trying to discern the
mathematical and numerical behaviour of both models. The first test consists in a
particle with a relaxation time equal to one τp = 1 and null initial velocity v = 0 m/s.
The carrier phase velocity seen by the particle is the sinusoidal function defined in
Eq. (3.104). The sub-grid kinetic energy is set to ksgs = 1× 10−3 and the filter width
has a value ∆f = 1. The obtained results are plot in Fig. 3.33. As can be seen, the BJ
model is more noisy than the PA model, since the first model does not have memory,
and just adds a new Wiener process to the particle velocity at each new iteration,
uncorrelated with the previous one. Furthermore, it can be noticed that for the same
sub-grid values, the model of Bini and Jones tends to estimate that the filtered scales
has a higher effect on the velocity particle than the model of Pozorski and Apte.
u(t) = u0 +A sin (ωt+ ϕ) m/s
u0 = 1 m/s
A = 0.25 ω = pi ϕ = 0.
(3.104)























Figure 3.33: Particle velocity in the simple 1D test with sinusoidal velocity for carrier
phase.
A second test has been performed considering that the gas velocity seen by the
particle is set to a constant value equal to one u(t) = 1 m/s. The results obtained
under this new conditions are depicted in Fig. 3.34. As can be seen, now the particle
velocity for the PA model becomes numerically stalled during large periods of time.
This numerical issue happens when the relative velocity between the particle and
the carrier phase, urel, is smaller than the modelled sub-grid velocity urel < u
′.
This numerical issue comes up due to in the model of Pozorski and Apte the sub-
grid velocity is tracked along a path following the relative velocity urel, and if this
relative velocity is smaller than the sub-grid velocity u′, the relative velocity changes
its sign at each iteration, arising this stalling effect. Since this numerical artifact is
completely undesirable, four alternatives paths to track the sub-grid velocity have
been implemented and tested:
• The Cartesian axis.
• Along u′ itself.
• Throughout particle velocity v.
• Smart swapping between urel and u′.
The results obtained employing these alternative paths are depicted in Fig. 3.35,
concluding that all the proposed alternatives are satisfactory avoiding the numerical
problem. However, this numerical effect is not the only aspect to consider in order to
choose a suitable path to track the sub-grid velocity. Further ahead in this section,
within the context of the study and analysis of both presented stochastic models,
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Figure 3.34: Particle velocity in the simple 1D test using lineal velocity for carrier
phase.
a study of the four introduced alternatives is presented and the best suited path is
selected.
In order to study and analyse the presented sub-grid stochastic models, several
simulations where the DNS velocity field has been spatially filtered (FDNS simu-
lations) have been computed. For each simulation, a particle field is solved using
the DNS velocity field, while other particle fields are computed using the LES-like
velocity field (FDNS) for three different filter sizes: FDNS2 (∆f = 2
1∆x), FDNS3
(∆f = 2
2∆x) and FDNS4 (∆f = 2
3∆x), where ∆x is the control volume size. The
filtered cases are solved for both BJ and PA models, as well as without any sub-grid
model (No Model). In the current study, two main quantities have been selected to
compare the LES results against the reference DNS results: the Preferential Concen-
tration Effect (PCE) and the Kinetic energy. In order to measure the PCE, in the





where fd(n) is the discrete pdf of the simulated particles distribution and fp(n) the
discrete Poisson (random) distribution. The preferential concentration effect has been
measured for different bin sizes ∆bin, where the bin size is defined as ∆bin = V
1/3
bin and
Vbin is the volume employed to calculate the particles number density (see Fig. 3.36,
where at the left is represented a discrete Poisson distribution and at the right a
particle distribution conditioned by turbulent structures).
Once the methodology and criteria to perform the detailed analysis of the stochas-
tic models have been presented, it is possible to define a specific experiment devoted
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Figure 3.35: Particle velocity using PA model for the different proposed paths tested
to track the sub-grid velocity.
Figure 3.36: Left: Discrete Poisson distribution. Right: Particle distribution condi-
tioned by turbulence.
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(b) Kinetic Energy.
Figure 3.37: Results for the different proposed tracking paths for the sub-grid velocity
in the Pozorski and Apte model.
to select the best suited path to track the sub-grid velocity of the Pozorski and Apte
model among the alternatives previously presented. In this experiment particles with
a Stokes number of St = 0.7 are simulated, and the DNS velocity field has been
filtered one time (FDNS2). The simulations are carried out for various particle fields
employing the sub-grid model of Pozorski and Apte, where each particle field uses
one of the proposed paths to track sub-grid velocity. In Fig. 3.37 are depicted the
preferential concentration and the kinetic energy of the particles obtained from these
simulations.
The results show that the path employing the cartesian axis to track the sub-grid
velocity seems to retrieve the kinetic-energy quite well, but it clearly destroys the
preferential concentration effect. On the other hand, the method using the particle
velocity as path does not work properly, since the kinetic-energy is smaller than in the
case without sub-grid model. Therefore, these two alternatives paths are discarded.
The other options, i.e., the original tracking path employing the relative velocity,
the one using the sub-grid velocity, and the smart swapping between the relative
velocity and the sub-grid velocity, are able to recover similar levels of kinetic energy
and, in fact, the smart swapping as well as the sub-grid velocity perform better than
the original tracking path regarding the preferential concentration effect. Therefore,
the proposed alternative path using smart swapping to track the sub-grid velocity in
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Figure 3.38: Preferential concentration for cases St < 1.
the Pozorski and Apate method is selected as the best suited option. Hence, from
now on, the presented results of the Pozorski and Apte model are obtained employing
this option.
Following, the results of the stochastic models study are shown and analyzed. In
Fig. 3.38 the preferential concentration effect for small inertia particles is depicted.
As can be seen, for Stokes number lower than unity, the preferential concentration
effect is dissipated with filtering. The reason is that small-inertia particles tend to
follow all the scales of the flow, including small eddies that are removed in the LES
filtering procedure. The stochastic sub-grid models not only do not fix this issue, but
also worsen it, since the models tend to introduce a scattering effect. On the other
hand, as is depicted in Fig. 3.39, for particles with Stokes number larger than one,
the preferential concentration effect seems to be enhanced by the filtering. In this
type of particles inertia dominates, and small scales eddies only have a stirring effect
on them, randomizing their distribution. Therefore, for this kind of particles the
stochastic models help to restore the randomizing effect lost with filtering. However,
in the current simulations, the randomizing effect introduced by the models is higher
than the stirring effect lost by filtering.
Regarding the kinetic energy of the particles, results in Fig. 3.40 clearly show
how the filtering procedure reduce the kinetic energy of the particles. Both sub-grid
stochastic models help to recover the kinetic energy level, although the models are not
able to retrieve the exact kinetic energy level of the DNS simulation. Better values
of kinetic energy can be obtained with a proper fitting of the constant C0 appearing
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Figure 3.39: Preferential concentration for cases St > 1.
in both models. For the present cases, where the value C0 = 1 is employed, the PA
model slightly under-predicts the kinetic-energy, while the BJ model over-predicts it.
In addition, it is worth noting that the BJ model seems to be quite more dependent
on filter size ∆f than the PA model.
3.4.2 Development of a new statistical model for sub-grid dispersion
Given the shortcomings and deficiencies of the models studied in the Section 3.4.1,
the development of a new model for sub-grid dispersion of heavy particles without
these downsides is investigated. The objective of the model is the reconstruction of
the sub-grid velocity seen by the particles, and obviously, this sub-grid velocity should
be recovered and modelled employing values and magnitudes ready-available in LES.
In order to do so, the idea is to perform an exhaustive statistical analysis with the aim
to obtain statistical information about how the sub-grid velocity seen by the particles
is related with values available in LES, like sub-grid kinetic energy ksgs, vorticity
ω, strain S, etc., as a function of different parameters like the Stokes number of the
particles St or the LES filtering size ∆f . This statistical analysis is done through DNS
simulations of isotropic turbulence where the DNS velocity field is spatially filtered
obtaining a LES-like velocity field, where u′ is ready available. The particles present in
the simulation save at each time step information of the magnitude and direction of the
sub-grid velocity u′ that they see as function of different parameters, like the sub-grid
kinetic energy ksgs or the vorticity ω. As example, in Fig. 3.41 the mean and standard
deviation of the sub-grid velocity magnitude (|u′|) as a function of the sub-grid kinetic
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Figure 3.40: Kinetic Energy.
energy ksgs seen for particles with different Stokes number and various filter size ∆f
are depicted. These results are for a case of isotropic turbulence Reλ = 40. Moreover,
for each saved value of sub-grid kinetic energy ksgs, the discrete pdf of the sub-
grid velocity can be recovered, as is shown in Fig. 3.42 for ksgs = 6.625× 10−3 and
St = 0.5. This discrete pdf can be represented as a continuous distribution, in this
case a β−pdf . From this analysis arises the methodological concept in which is based
the new sub-grid dispersion model developed in this section: the idea is to generate
functions fitting the mean and the variance of the sub-grid velocity (u′) obtained
from DNS simulations as function of parameters ready-available in LES. Then, these
functions will be employed in LES simulations in order to dynamically reconstruct
the probability density functions characterizing the statistical information obtained
from DNS and recovering the sub-grid velocity seen by the particle.
Since the sub-grid velocity seen by the particle is a vector u′, three values are
required to reconstruct it: the sub-grid velocity magnitude |u′| and two angles defining
the direction in the space θ1, θ2. These two angles should be referenced to one or two
vectors which directions are known in LES. Therefore, a rigorous analysis trying to
determine the directions best-suited to characterize statistically the direction of the
sub-grid velocity has been performed. In order to do so, the angle between the sub-
grid velocity and the followings magnitudes has been studied:
• The particle velocity v.
• The LES resolved velocity u˜.
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Figure 3.41: Statistical relation between the sub-grid velocity magnitude and the
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Figure 3.42: Discrete pdf of the sub-grid velocity magnitude seen by particles.















































(c) Pdfs for θ2
Figure 3.43: Discrete and continuous pdfs for ksgs = 6.625× 10−3 and St = 0.5.
• The gradient of the vorticity ∇ |ω|.
• The gradient of the strain ∇ ∣∣S∣∣.
and has been estimated that the most interesting directions to define the angles θ1 and
θ2 are the LES resolved velocity u˜ and the gradient of the vorticity ∇ |ω| respectively.
It is required to define the continuous pdfs best fitting the statistical distribution of
the sub-grid velocity magnitude and the two angles. As shown in Fig. 3.43, these pdfs
are a β− pdf for the sub-grid velocity magnitude and the angle between the sub-grid
velocity and the LES resolved velocity, and a Gaussian− pdf for the angle between
the sub-grid velocity and the gradient of the vorticity. Hence, the sub-grid velocity
seen by the particle is reconstructed as:
u′ = f(|u′| , θ1, θ2) where

|u′| → βpdf (a|u′|, b|u′|, c|u′|, d|u′|)
θ1 → βpdf (aθ1 , bθ1 , cθ1 , dθ1)
θ2 → Npdf (µθ2 , σθ2)
(3.106)
The parameters ax, bx, cx, dx of the β−pdf and the parameters µx, σx for theGaussian−
pdf are obtained from functions. These function are piecewise functions based on third
grade polynomials f(x) = ax3 + bx2 + cx+d generated fitting the mean and the stan-
dard deviation values obtained from DNS simulations. Another required value is the
sub-grid time scale of residual motions seen by the particle τsgs. Currently, this value
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However, as detailed by Jin et al. [71], the particle inertia affects the sub-grid time
scale seen by particles with mass. Therefore, the developed model should be improved
including a better correlation to estimate τsgs, employing also the Stokes number of
the particles.
Some preliminary simulations have been done in order to test the capabilities
and performance of this new methodology. The statistical information for particles
with St = 0.5 has been analysed and fitted in an isotropic turbulence simulation of
Reλ = 40. Afterwards, this statistical information in form of piecewise functions has
been used as source to feed the continuous pdfs employed in the presented model.
The results obtained using the developed model has been compared against DNS,
a LES without sub-grid model, and another LES employing the stochastic model of
Pozorski and Apte [65] studied before.
The preferential concentration obtained from the simulations is shown in Fig. 3.44a.
As can be seen, the developed model performs better than the stochastic method of
Pozorski and Apte. This improvement in the results can also be observed in Fig. 3.45,
where the instantaneous spatial distribution of particles in a 2D slice is depicted. As
stated in Section 3.4.1, filtering dissipates the preferential concentration effect for
particle with St < 1, as can be seen comparing DNS results (Fig. 3.45a) and LES
without sub-grid model (Fig. 3.45b). Besides, the scattering effect introduced by the
model of Pozorski and Apte can be clearly observed in Fig. 3.45c, since fewer flow
structures are followed by the particles. The present model is able to improve these
results, since more large scales structures can be observed when using this new model
(Fig. 3.45d) than when using the stochastic model of Pozorski and Apte (Fig. 3.45c).
Therefore, the new model better preserves the preferential concentration effect than
the stochastic model. Nonetheless, it is expected to improve this result, since there is
still further work to do in order to find the directions and values best suited to estimate
the sub-grid velocity direction. Regarding the kinetic energy, shown in Fig. 3.44b,
the new proposed model is able to restore fairly well the kinetic energy level of the
particles, since the value obtained using the model is almost matching the DNS value.
As stated previously, it is known that the sub-grid time scale of residual motions is
affected by particle inertia. Hence, a new analysis adding a constant C to Eq. (3.107)
and testing different values for it has been carried out. Obviously, this is not an ideal
option for the final model, but this analysis allows to see if a better estimation of this
parameter can improve the results of the model. Four different values ranging from






The obtained results are shown in Fig. 3.46. As can be seen in Fig. 3.46a, for the
value C = 0.01 the preferential concentration effect is even better than without any
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Figure 3.44: Results obtained for St = 0.5 in a simulation of force isotropic turbulence
with Reλ = 40.
sub-grid model, avoiding the scattering effect, while the recovery of the kinetic energy
level is minimally affected. Therefore, this analysis demonstrates that the new model
can obtain accurate results if a proper dynamic estimation of the sub-grid time scale
τsgs is implemented.
Encouraged by the previous results, and based on the work of [72], a new direction
for the sub-grid velocity seen by the particle has been studied. Instead of calculating
the direction of the sub-grid velocity u′ from two known directions and two angles
θ1 and θ2, the employed direction is the laplacian of the resolved velocity ∇2u˜. The
assumption of this new direction for the sub-grid velocity is based on the work of
Germano [73, 74], where the filtered velocity u˜ is defined as the solution of an elliptic
PDE [73, 74]. Specifically, the filtered velocity resolved in LES is expressed using the
elliptic differential filter (the Helmholtz filter) defined as:
u = u˜− 2∇2u˜ (3.109)
Hence, now the sub-grid velocity magnitude is calculated as before, but the di-
rection is the laplacian of the resolved velocity. As done before, different values for
the constant C are tested in order to calculate the sub-grid time scale τsgs employed
in the model. The obtained results are depicted in Fig. 3.47. As can be seen, with
this new sub-grid velocity direction, the developed model is able to reproduce almost
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(a) DNS. (b) LES No model.
(c) LES PA model. (d) LES present model.
Figure 3.45: Snapshots of particle positions
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Figure 3.46: Results obtained for St = 0.5 in a simulation of force isotropic turbulence
with Reλ = 40.
exactly the kinetic energy level of the particles obtained in DNS. Moreover, for a value
of C between 0.01 and 0.05 the preferential concentration effect of the DNS simula-
tion is exactly recovered. Aiming to illustrate this improvement in the preferential
concentration effect, Fig. 3.48 shows the particle distribution comparing DNS results
versus LES results without sub-grid model and with the sub-grid model developed in
this section. As can be appreciated, some structures that are lost in LES are recov-
ered when employing the new model. Hence, it is clearly shown that employing the
laplacian of the resolved velocity ∇2u˜ as direction for the sub-grid velocity seen by
the particles and with the correct determination of the sub-grid time scale of residual
motion τsgs, the model developed in the present section works really well and with-
out the shortcomings and downsides of the stochastic models previously analysed.
Obviously, it is required to test the model for a wider range of Stokes numbers and
turbulent conditions, but the results obtained up to now are promising and encour-
age to continue working, developing and refining this model for sub-grid dispersion of
Lagrangian particles.
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Figure 3.47: Results obtained for St = 0.5 in a simulation of forced isotropic turbu-
lence with Reλ = 40.
(a) No Model (b) Present Model C = 0.01 (c) Present Model C = 0.05
Figure 3.48: Slices comparing the particle locations when using the laplacian of the
resolved velocity ∇2u˜ as direction for the sub-grid velocity seen by the particle (Black
points: DNS, red points: LES).
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3.5 Hercule Experiment
In this section, a real test case of a particle-laden flow is simulated. The chosen
case is the flow loop Hercule of Bore´e et al. [75], which creates an axisymmetric
confined bluff body flow. The velocity of the inner jet is low in order to obtain
two stagnation points on the axis of the flow. This configuration with two stagnation
points is interesting since inertia properties of the particles and fluid-particle coupling
in the inner jet are expected to play a dominant role. This configuration is typical of
an industrial application where the objective is to control the mixing of fuel with the
air. As stated by Minier [76], this experiment is a challenging case very well suited
for the validation of numerical codes of multiphase dispersed flows. In the present
work the experiment with a mass loading ratio in the inner jet of Mi = 22% has been
reproduced, which allows to assume one-way coupling regime. The configuration of
the Hercule experiment is depicted in Fig. 3.49a. A schematic representation of the
inlet zone is shown in Fig. 3.49b, where the inner jet, the coflow, and the two expected
stagnation points are represented. The inner jet has a radius of Ri = 10 mm, and the
inner and outer radius of the coflow are R1 = 75 mm and R2 = 150 mm respectively.
In the experiment, poly-dispersed glass particles with density ρp = 2470 m
3/kg are
injected in the inner pipe. The particle distribution of the injected particles is shown
in Fig. 3.50.
3.5.1 Numerical set-up
In the present study the Unresolved Reynolds stresses of momentum equation are
closed by means of the Dynamic One-Equation sub-grid Model (DOEM) developed
by Davidson [77] and successfully tested for different flow configurations as channel
flows [78] or various bluff bodies [79, 80]. This one-equation model solves an equation
for the sub-grid kinetic energy ksgs, which value is required to use the stochastic
models previously presented in Section 3.4.1. Three different simulations are carried
out changing the model employed for the sub-grid velocity seen by the particles u′.
One simulation is computed neglecting the influence of the sub-grid scales over the
Lagrangian particles (u = u˜), and one simulation is carried out for each one of the
stochstic models previously analysed, the one presented by Pozorski & Apte [65] and
the one developed by Bini & Jones [66, 67].
The case has been simulated in an unstructured tetrahedral mesh with almost 2M
cells. Regarding the boundary conditions, for the inner pipe a synthetic turbulence
generator [81] has been used to reproduce the turbulent inlet, while for the coflow the
mean velocity profile obtained from the experiment has been imposed. For all the solid
walls in the domain a no-slip boundary condition has been employed. Particles are
injected in the inner pipe using the particle size distribution and the mean velocity
measured in the experiment. The pressure-velocity coupling is resolved by means
of the Fractional Step method and the Poisson equation solved using the iterative
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(a) Hercule experiment configuration.
(b) Skecth bluff body flow.













Figure 3.50: Particle distribution of injected poly-dispersed particles.
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Figure 3.51: Slice with the instantaneous velocity field showing the location of the
radial stations.
Conjugate-Gradient (CG) method with Jacobi diagonal scaling.
3.5.2 Results
Flow and particles measurements were obtained in the axis and in radial stations
located at 3, 80, 160, 200, 240, 320 and 400 mm downstream the edge of the bluff
body (see Fig. 3.51). Figures 3.52a and 3.52b show the mean and RMS value of
the carrier phase velocity in the axis of the jet respectively, and as can be seen, the
experimental results are quite well captured by the current simulations (the minor
differences between the cases are due to time-averaging reasons). The mean-axial
velocity of the carrier phase is slightly over-predicted and the two stagnation points
are not perfectly captured. This is due to, as stated by Riber et al. [82], the case
configuration is extremely sensitive to inlet boundary conditions, and it is difficult to
exactly reproduce the experimental set-up. Hence, in order to better match the ex-
perimental results, a more precise setting of boundary conditions and/or a refinement
of the computational mesh would be required.
As consequence of this small over-prediction in the carrier phase velocity, the
mean axial velocity of the particles is also overestimated, as can be seen in Figs. 3.53
and 3.54. In any case, the results obtained for particles velocities is consistent with
the experimental results. It can be clearly observed how the lightest particles (dp =
20 µm) tend to follow the flow, while the inertial effects dominate in the heaviest
particles (dp = 80 µm). In this section only two different representative class of
particles are depicted, while the results for all the others particles’ sizes are depicted
in Appendix B.1.
The radial velocity profiles obtained from simulations have also been compared
against experimental results for the continuous phase (Figs. 3.55a and 3.55b) and the
dispersed phase (Figs. 3.56a, 3.56b, 3.57a and 3.57b). As can be observed, the first






































































































Figure 3.53: Axial results of dispersed phase (particles dp = 20 µm).















































Figure 3.54: Axial results of dispersed phase (particles dp = 80 µm).
order statistics are almost perfectly captured. Close to the axis, the over-prediction in
the velocity previously mentioned can be recognized. In the radial stations the RMS
values are worse captured than in the axial station, probably due to the mesh is not
fine enough and also more averaging time will be required. Nonetheless, the trending
obtained in the experiment is well captured in the simulations. The overestimation
of RMS velocity value in the first radial station is due to there is no available data
from the experiments for the velocity fluctuations at the inlet. Hence, an estimated
turbulence level intensity using a white-noise model have been used. On the other
hand, the discrepancies and non-physical values obtained for the velocity fluctuation
far from the axis in the radial profiles are due to in that locations there are very few
particles, and their number is not enough to obtain a proper averaged value.
Regarding the effect of the turbulent models over the particles, as could be ex-
pected from the analysis done in the isotropic turbulence test and presented in Sec-
tion 3.4.1, both models increase the kinetic energy of the particles, specially the model
of Bini and Jones, which also overestimates the RMS value between the stagnation
points. This effect is more remarkable for small inertia particles.
The instantaneous velocity field of the flow-loop Hercule for both continuous and
dispersed phases of a simulation carried out in this work is depicted Fig. 3.58a. In
Fig. 3.58b can be clearly seen the effect of the Stokes number in the particles’ motion,
and how the particles tend to be clustered in certain regions of the domain depending
on their weight/size. Regarding the particle concentration effect, as previously men-
tioned in this chapter, the Fig. 3.59 clearly shows how particles tend to be clustered
in regions of low vorticity and high rate of strain.






































































































Figure 3.56: Radial results of dispersed phase (particles dp = 20 µm).



















































Figure 3.57: Radial results of dispersed phase (particles dp = 80 µm).
(a) Instantaneous velocity field of both con-
tinuous and dispersed phases.
(b) 3D picture showing the diameter of the
particles.
Figure 3.58: Instantaneous results of the flow-loop Hercule simulation.
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Figure 3.59: Slice showing the vorticity of the continuous phase and the position of
the particles.
3.6 SimInhale benchmark case
Inhaled drugs via aerosol are used to treat different respiratory diseases like
asthma, chronic obstructive pulmonary disease (COPD), cystic fibrosis and pulmonary
infections, or to deliver the chemotherapy agents in cases of tumours in the respira-
tory system like lung tumours. During last years there has been a huge progress in
the most common technologies applied to pulmonary imaging, like Computed Tomog-
raphy (CT) and Magnetic Resonance Imaging (MRI), and there have emerged some
promising technologies like Phase-contrast Imaging, Grating Interferometry (GI) or
Laboratory Propagation-base Phased-contrast Imaging (PBI) [83]. Nonetheless, nei-
ther of these technologies can offer nowadays enough resolution to quantify regional
deposition of inhaled drugs. Within this framework Computational Fluid Dynamics
simulations can be a powerful instrument in order to fill this gap and provide accurate
information over regional deposition in respiratory airways. However, after a survey
of the recent literature it has been found that there is a wide range and heterogeneity
in the methods and assumptions applied into this field, revealing the necessity of a
good-practice guide as well as a benchmark test case intended for comparison and
assessment of the numerical codes developed to study regional deposition of inhaled
drugs. With the aim of provide to the scientific community a reference case in order
to assess and validate CFD studies of regional deposition in respiratory airways, in
vitro deposition measurements have been conducted in a human-based model of the
upper airways, and several research groups have carried out numerical simulations
reproducing the experiment using different modelling and discretization approaches.
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Figure 3.60: Schematic of the respiratory system.
The work presented in this section is one of the numerical simulations included within
the framework of the SimInhale COST Action MP1404 [84]. The results of this col-
laborative effort have been publish in [85], where the numerical results obtained using
the different approaches are compared and assessed against the experimental results.
Therefore, below is presented the numerical simulation of a case reproducing the re-
gional aerosol deposition in an in vitro experiment imitating realistic human airways.
3.6.1 Benchmark case
The realistic airway geometry used to construct the benchmark case model is
shown in Fig. 3.61(a). It comprises of the oral cavity, larynx and tracheobronchial
airways down to the 12th generation of branching. The tracheobronchial tree was
acquired from a human lung of an adult male, excised at autopsy and fixed with a
liquid rubber solution at nearly end-inspiratory volume. The lung tissue was removed
and the rubber cast of the bronchial tree was scanned using high-resolution computed
tomography (HRCT) (Schmidt et al. [86]). The extrathoracic airways were obtained
from the Lovelace Respiratory Research Institute (LRRI) upper airway model. The
oral cavity was moulded from an in vivo dental impression of a Caucasian male at
approximately 50% of the full opening, and the remaining of the model was acquired
from a cadaver (Cheng et al. [87]). The LRRI geometry was obtained as a wax cast,
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Figure 3.61: Geometry of the respiratory airways: (a) original realistic airway geom-
etry; (b) geometry adopted for the benchmark case; (c) physical segmented model for
deposition measurements.
which was scanned by an Atos (GOM, Braunschweig, Germany) device, converted to
STL format, and concatenated with the bronchial tree model at the trachea. Further
details on the construction of the airway model can be found in Lizal et al. [88].
In Fig. 3.61(b) is shown the geometry employed in the in vitro experiments and
numerical simulations. Only branches with diameter above 3 mm were used, and
the terminal bronchi segments were connected to 10 outlets. The physical model for
deposition measurements was produced by stereolithography (Lizal et al. [89]). A
3 mm thick envelope was created around the original geometry to obtain a negative
cast of the airways. The model was divided into sections to facilitate the measurement
of regional deposition by various methods, such as optical microscopy and gravimetry
Fig. 3.61(c).
The experiments were performed at steady-state inhalation for three different flow
rates: 15 l/min, 30 l/min and 60 l/min.
3.6.2 Numerical setup
The numerical simulation of the experiment for a flow rate of 60 l/min has been
reproduced employing the numerical code TermoFluids. Since the case is turbulent,
a LES approach is employed, where the Unresolved Reynolds stresses of momen-
tum equation have been modelled using the Variational Multi-Scale (VMS) model
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of Hughes et al. [90]. As inlet boundary condition, a mapped inlet obtained from
an auxiliary simulation in a turbulent pipe has been employed. At the outlets, an
uniform flow-rate has been imposed according to the mean values recorded in the
experiment. The employed computational mesh is an unstructured tetrahedral mesh
of around 10M cells with a prismatic wall boundary-layer composed by three layers.
Slides of different cross-sections of the mesh are depicted in Fig. 3.62.
(a) General overview.
(b) Section 1 (c) Section 2
(d) Section 3 (e) Section 4
Figure 3.62: Mesh details.
The forces accounted for in the dispersed phase are the drag force, the gravity
force and the Brownian motion. The drag-force correlation employed in the present
study is the one proposed by Schiller and Naumann [11]. Moreover, since some of
the injected particles are very small, the Cunningham correction factor proposed by
Davies [21] is used in order to account for the rarefaction effects. In the present
study the influence of sub-grid velocity over the particles has been neglected, it is, the
carrier-phase velocity seen by particles is the filtered velocity resolved in LES (u = u˜).
The criteria employed to consider that a particle is deposited is by contact, i.e., as
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soon as the particle comes into contact with an airway wall the particle is considered
deposited. Reflection and re-suspension are not contemplated, since in the in vitro
experiments liquid particles are used, which deposit when they hit the surface of the
cast. The same assumption can be adopted for in vivo cases, where the existence of
a mucus layer on the inner walls of the airways ensures that particles colliding with
the surface deposit. Ten different particle’s sizes with a diameter dp ranging from
0.5 µm to 20 µm have been considered. For each particle size 100000 particles have
been injected in the domain during the initial 0.025 seconds of the simulation. The
particles are injected assuming a random distribution along all the inlet diameter.
The particle density is set to ρp = 914 kg/m
3, which is the density of the diethylhexyl
sebacate (DEHS) used in the experiment in air at room temperature.
3.6.3 Results
Air flow
Figure 3.63 depicts the mean velocity magnitude and the mean turbulent kinetic
energy (tke) in the central sagittal plane of the extrathoracic airways and the trachea.
Moreover, in Figs. 3.64 to 3.69 the profiles at various cross-sections are shown, allowing
to see a more detailed information of the velocity and the kinetic energy. The velocities
in the mouth (B) and the pharynx (C) are low, observing a large separated region
along the upper wall of the oral cavity. As a result of the glottal constriction, the
flow accelerates in the larynx and a separated shear-layer develops at the level of
the vocal cords due to the airway curvature (D). A recirculation region is observed
near the posterior wall of the trachea, behind the separated shear-layer (D). Further
downstream, a bend in the trachea (E) causes the high-speed velocity to shift from
the anterior to the posterior wall (F), and leads to the formation of a small region of
separation at the anterior wall.
Regarding the turbulent kinetic energy, it has small values at the inlet, and start
to increase towards the back of the mouth and the upper pharynx. The maximum
kinetic energy occurs in the larynx, near the anterior wall, downstream cross-section
C, and in the trachea, near the edge of the separated shear layer (D).
Downstream of the trachea, the flow enters the bronchial tree. Contours of the
mean velocity and mean turbulent kinetic energy in the carina and main bronchi are
shown in Figs. 3.70 to 3.72. The outlet conditions prescribed in the simulation, based
on the flow distribution measured in the in vitro experiment, result in high asymmetry
in the ventilation of the two lungs, with the left lung receiving 29% of the inhaled air,
and the right lung receiving 71%. This asymmetry is evident in the flow entering the
tracheal bifurcation. A high-speed jet is observed along the right wall (G), and the
stagnation point at the carina is offset towards the left. A larger recirculation region
develops along the top wall of the left main bronchus (H), as it is at a more acute
angle than the right. The asymmetry in the incoming flow and in the geometry also
results in higher velocities inside the right main bronchus.
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(a) Mean velocity. (b) Mean TKE.
















































Figure 3.64: Cross-section A.




































































































































Figure 3.67: Cross-section D.























































































Figure 3.69: Cross-section F.
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(a) Mean velocity. (b) Mean TKE.
Figure 3.70: Carina (segment 3).
Although the levels of mean turbulent kinetic energy appeared to decay in the
trachea, high levels of tke are observed in this region, in zones of high mean shear. The
maximum kinetic energy occurs in the right main bronchus, between the separated
shear layer and the recirculation region. New flow instabilities are induced in the
bifurcation regions due to the severe geometric transition from the parent to the
daughter branches, and result in high turbulence in the first few generation of the
tracheobronchial tree [91].
Profiles of the mean velocity and the mean turbulent kinetic energy at the dis-
played cross-sections are provided in Figs. 3.73 to 3.75.
Following, in Figs. 3.76 to 3.79 the contours of mean velocity and mean kinetic
energy in smaller airways of the bronchial tree are displayed As the left main bronchus
narrows downstream, higher velocities are observed. The asymmetric branching re-
sults in a larger region of separation on the outer wall of the upper daughter branch.
The airways are short, so the flow cannot develop fully. Due to upstream effects and
different branching geometries, the flow varies significantly across the various bifur-
cations. For example, in segment 7 (Fig. 3.78), the flow enters the bifurcation with
a large separation zone along the upper wall and a high-speed jet along the bottom,
which leads to significant asymmetry in the flow distribution between the daugh-
ter branches. Flow separation along the outer walls of the the daughter branches
is observed in most bifurcations, due to the relatively high local Reynolds number
(Re > 1000) and abrupt increases in cross-sectional area. The turbulent kinetic en-
ergy remains high in these airways which belong to generation 2 and 3. Turbulence has
been observed to propagate to a few generations even at low local Reynolds number,
due to the enhancement of flow instabilities at the bifurcations [91].
Contours and profiles for other segments and stations have been included in Ap-
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(a) Mean velocity. (b) Mean TKE.
Figure 3.71: Left main bronchus (segment 4).
(a) Mean velocity. (b) Mean TKE.
Figure 3.72: Right main bronchus (segment 8).




































































































































Figure 3.75: Cross-section J.
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(a) Mean velocity. (b) Mean TKE.
Figure 3.76: Segment 5 in left lung.
(a) Mean velocity. (b) Mean TKE.
Figure 3.77: Segment 9 in right lung.
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(a) Mean velocity. (b) Mean TKE.
Figure 3.78: Segment 7 in left lung.
(a) Mean velocity. (b) Mean TKE.
Figure 3.79: Segment 12 in right lung.



































































































































Figure 3.82: Cross-section U.











































Figure 3.83: Cross-section Y.
pendix B.1.
Aerosol deposition
In the present section it is examined the deposition of the aerosol particles along
the respiratory airways in the simulation of the in vitro experiment. The deposi-
tion patterns in the extrathoracic airways, trachea and major bronchi are shown in
Figs. 3.84 to 3.87, for particle sizes 1, 4.3 and 8 µm. The same main deposition
hotspots are observed across all three particle sizes. In the extrathoracic airways,
major deposition occurs along the side walls of the pharynx. Additional hotspots are
observed on the sharp step in the larynx, due to the sudden change in flow directions,
and on the anterior wall slightly downstream, due to the separated shear layer. Some
deposition also occurs in front of the tongue, where the incoming flow from the inlet
pipe impinges.
In the trachea, low deposition is observed for small particles. As particle size
increases, deposition increases significantly. Particles deposit primarily along the
upper half of the trachea, where the separated shear layer impinges on the anterior
wall, and at the bend further downstream, where the high-speed velocity shifts from
the anterior to the posterior wall (see Fig. 3.63a). Downstream of the trachea, three
main hotspots are observed: (i) just left of the carina, at the location of the stagnation
point; (ii) along the upper wall of the right bronchus; and (iii) along the bottom wall
of its daughter airway, as it branches off at a sharp angle.
In order to examine regional deposition patterns, a more detailed information of
the deposition results are shown in Figs. 3.88 to 3.97, where the deposition fractions
per segment of the airways are plotted for the ten different particle sizes injected in
the numerical simulation. Segment numbers are shown in Fig. 3.61(c). In Fig. 3.93
the deposition results obtained in the simulations for particles with a diameter of
dp = 4.3 µm are compared against the results obtained in the experiment. As can
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(a) dp = 1 µm. (b) dp = 4.3 µm. (c) dp = 8 µm.
Figure 3.84: Sagittal view of the extrathoracic ways.
(a) dp = 1 µm. (b) dp = 4.3 µm. (c) dp = 8 µm.
Figure 3.85: Posterior view of the extrathoracic ways.
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(a) dp = 1 µm. (b) dp = 4.3 µm. (c) dp = 8 µm.
Figure 3.86: Anterior view of the trachea and major bronchial ways.
(a) dp = 1 µm. (b) dp = 4.3 µm. (c) dp = 8 µm.
Figure 3.87: Posterior view of the trachea and major bronchial ways.








































































































Figure 3.91: Deposition dp = 2.5 µm.
be seen, in general there is a slight over-prediction of the overall deposition in all the
segments, although the deposition pattern is very well captured. As can be noticed,
heavier particles are mainly deposited in the mouth and the throat (segment 1),
while lighter particles tend to be deposited in the tracheobronchial region. This is
due to the main deposition mechanism for heavier particles is inertial deposition, and
these type of particles are deposited by impaction at the mouth and the throat. On
the other hand, lighter particles, with small Stokes number, are basically deposited
by diffusion along the trachea and the bronchial airways, since these particles follow
more easily the flow pattern. This deposition pattern is better seen in Fig. 3.98, where
the deposition fraction is shown as function of particle size in the entire geometry.
As can be seen, deposition increases with particle size, which suggests that inertial
impaction is the dominant deposition mechanism in the upper airways. The decrease
in the tracheobronchial deposition for particles with a diameter bigger than dp = 6 µm
is a result of the significant filtering that occurs upstream in the mouth-throat region.






























































































































































Figure 3.97: Deposition dp = 20 µm.





























Figure 3.98: Deposition fraction as function of particle size.
3.7 Conclusions
In the present chapter, all the mathematical models and numerical algorithms re-
quired to build the numerical library of TermoFluids [92] devoted to perform complex
numerical simulations of dispersed multi-phase flows has been detailed and presented.
Throughout the chapter, several aspects have been covered, from the very basics like
the assumptions and mathematical formulation of the developed numerical tool, to
more advanced topics like the development of a new particle sub-grid dispersion model
in LES modelling. Some of these aspects like the time-integration strategy or the in-
terpolation method, that have a big impact in the accuracy and overall performance
of the model, have been carefully studied.
It has been shown that when integrating the velocity and position equations of
particles’ trajectory, if an explicit scheme is employed for the velocity equation, an
explicit scheme should be also employed for the position equation, although the ve-
locity in the new time-step is ready-available. Moreover, the accuracy of various
time-integration schemes of 1st and 2nd order have been compared using both con-
stant time-step and variable time-step. As expected, 2nd order schemes present a
better accuracy, although special careful must be placed when dealing with variable
time-step, since high-order linear multi-steps methods are derived assuming a con-
stant time-step, and when they are employed in cases with a variable time-step their
accuracy is diminished. It is shown that Runge-Kutta schemes do not present this
downside, although at the expense of a higher computational cost.
Since the numerical library for dispersed multi-phase flows developed in this the-
sis is aimed to work in non-structured meshes, interpolation methods for scattered
data must be employed. When dealing with cartesian grids it is relatively easy to
obtain interpolation methods with a high-order of accuracy, and several options are
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available in the literature [48]. On the other hand, for unstructured meshes, it is dif-
ficult to construct general high-order accurate interpolation methods at a reasonable
computational cost. The correct determination of the continuous phase properties at
particles’ location is a crucial aspect in Lagrangian-Eulerian simulations, and hence,
both accuracy and computational cost of the interpolation method employed are a key
aspect. Therefore, a detailed study of different interpolation methods for scattered
data has been presented in this chapter. It is shown that the Pseudo-laplacian method
is able to retrieve 2nd order accuracy in both structured and unstructured meshes,
while the Shepard method is only 1st order accurate. Moreover, it is also shown
that when using a 1st order Taylor interpolation method, the method employed to
compute the gradient has a direct effect in the accuracy of the method. Between the
different gradient calculations methods analysed, the one offering a better accuracy in
all the situations is the least-squares method with vertex connectivity. Regarding the
computational cost of the interpolation method, the Taylor method is the one with
the smallest computational cost if the cost of calculating the gradient is not consid-
ered. Hence, if the gradient can be considered free, i.e., is already calculated for other
purposes or requirements, the Taylor method is the method computationally most
efficient. If this is not the case, the method presenting the smallest computational
cost will depend on the number of particles and the size of the mesh. Between the
other studied methods, the one presenting a lower computational load is the Shepard
method, followed by the Pseudo-laplacian method. The one with the highest cost is
the RBF method.
Another important aspect addressed in this chapter is the influence of the sub-
grid scale effects over the dispersed phase in LES modelling. In LES only the large
scales of the flow are resolved, while the smallest ones are modelled. Hence, the effect
of these unresolved scales over the Lagrangian particles, which interaction with the
continuous phase is modelled at sub-grid scale, can be relevant in order to correctly
predict the behaviour of the dispersed phase. Therefore, in this thesis the behaviour
of Lagrangian particles in an isotropic turbulent flow has been studied and character-
ized, as well as the impact of the filtering procedure on the velocity of the continuous
phase over the statistics for position and velocity of the dispersed phase. Further-
more, the performance and behaviour of two different stochastic models designed to
reconstruct the influence of the sub-grid velocities over Lagrangian particles lost by
filtering in LES have been examined. Both studied stochastic models seem well-suited
to reconstruct particle-kinetic energy for high-inertia particles, although the models
have a model constant that is case-dependant and should be properly setted. For
small-inertia particles, these models introduce a stirring effect that dissipates the
particle concentration effect. Both models have a similar computational cost.
Seeing the shortcomings and deficiencies of the studied stochastic methods, the
development of a new sub-grid dispersion model without this downsides is intended.
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This new proposed model is based on the reconstruction of the sub-grid scales lost
due to LES filtering using PDFs. The idea is to employ the PDFs in order to recover
statistical information of the sub-grid scales from magnitudes ready available in LES.
The new model has been tested in a homogeneous isotropic turbulent case for particles
with St = 0.5. The obtained preliminary results are promising and clearly show the
potential of this new method. The model recovers very well the kinetic energy of
the particles lost with LES filtering, almost matching DNS values. Furthermore, it
is able to preserve more flow scales than stochastic models, better conserving the
preferential concentration effect. Moreover, it is shown that if the sub-grid time
scale of the residual motions is properly determined, this method is able to present
a closer particle concentration effect to the DNS case than a LES case without sub-
grid dispersion model, which is a clear improvement respecting the current sub-grid
dispersion models. This new model is still under development and further research
must be carried out, but these preliminary results are very promising and encouraging.
Finally, two real-test cases have been simulated employing the numerical models
and algorithms presented throughout the chapter.
The first case is the well-known flow loop Hercule of Bore´e et al. [75], where
an axisymmetric confined bluff body flow is generated and solid particles with dif-
ferent sizes are injected through the inner pipe. The simulated experiment has a
mass loading ratio of Mi = 22%, allowing to assume one-way coupling. The results
for the carrier phase velocity agree well with the experimental results, although the
mean velocities are slightly over-predicted and the stagnation points are not perfectly
matched. Nonetheless, these small differences can be attributed to the boundary con-
ditions, since the flow configuration of this case is extremely sensitive to the inlet
boundary conditions [82], and is very difficult reproduce the exact inlet conditions of
the experiment. Regarding the results of the dispersed phase, the mean velocity is
well captured, although the results are influenced by the small over-prediction in the
velocity of the carrier phase. The simulations using sub-grid stochastic models for
the velocity of the dispersed phase show that these models increase the kinetic energy
of the particles. Other interesting physical effects of the dispersed phase like particle
clustering and particle concentration effect are well-captured by the simulations.
The second benchmark case simulated in this thesis is an in vitro experiment de-
signed to study the regional aerosol deposition of inhaled medicines in the respiratory
airways, and which reproduces realistic human airways. The simulation presented in
this chapter is part of a wider study carried out by different research groups in the
framework of the SimInhale COST Action MP1404 [84]. The objective of the study
is to present a benchmark case designed to serve as a reference for quality assurance
of computational models in the upper airways. In order to do so, in the collaborative
work [85] there are provided the deposition measurements obtained in an in vitro
experiment reproducing a complex realistic geometry, as well as the results obtained
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by six different numerical approaches simulating the experiment. The comparison of
the different simulations shows that the prediction of the flow in the upper ways is
sensitive to mesh size and the turbulence model, but that the influence of the inflow
condition is very low downstream the throat. Regarding the particle deposition, it is
shown that this is strongly sensitive to mesh size and particle-tracking scheme, spe-
cially for the lightest particle with a small Stokes number. For these kind of particles,
very sensitive to the flow field, it is a key aspect a good resolution of the near-wall
flow as well as an accurate interpolation of the flow field velocity at particle loca-
tion, showing that a very fine mesh is required to properly capture the deposition
pattern of small particles. The results presented in the current chapter show a slight
over-prediction of the particle deposition, basically due to that the mesh resolution
near the wall is not fine enough. Nonetheless, the obtained results show that CFD
simulations using a Lagrangian-Eulerian approach are a reliable and powerful tool in
order to provide detailed information about regional deposition of inhaled aerosols in
the human airways.
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4Sliding Meshes
Main contents of this chapter have been published at international journals:
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and presented at international conferences:
J. Muela, D. Mart´ınez, O. Lehmkuhl, C.D. Pe´rez-Segarra and A. Oliva. New parallel
method for adjacent disconnected unstructured 3D meshes. In Proceedings of the 27th In-
ternational Conference on Parallel Computational Fluid Dynamics 2015, Montreal, Quebec,
Canada, 17-20 May 2015.
Abstract. A new parallel method for Computational Fluid Dynamic simulations with
non-overlapping disconnected mesh domains but adjacent boundaries is presented and stud-
ied. The developed algorithm generates dynamically during the simulation time the required
links and connections between the adjacent boundaries of the meshes, allowing to perform
numerical simulations using multiple 3D unstructured meshes that are independent. More-
over, since this methodology is able to generate the connection between the meshes at each
iteration, this allows simulations where one or more of the independent meshes are moving.
Hence, the developed methodology is specially well-suited for technological applications hav-
ing both static and moving parts like fans, wind turbines, axial compressors, turbines and
all kind of turbomachinery.
The methodology uses explicit convective and diffusive operators. For the current imple-
mentation these operators are interpolated in the neighbouring mesh and the information is
sent to the boundary node. For the pressure, that is implicit, the topology of the Poisson
matrix is rebuilt at each iteration in function of the neighbouring connectivity.
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4.1 Introduction
In Computational Fluid Dynamics (CFD), an Eulerian framework is traditionally
employed since the majority of the problems of interest are studied in static volumes
of the space. But this traditional approximation may not be the best option for some
specific cases like for example wind turbines, tidal-stream turbines or other rotary
machines. Consider a wind turbine: it would be useful to work with a mesh attached
to the rotating blades (Eulerian-Lagrangian framework), but also a static mesh would
be desirable for the tower, the nacelle, and the ground (Eulerian framework). This
duality caused by the presence of a moving part close to a static one makes impossible
CFD simulations using as reference frame the rotating turbine rotor. Therefore, it
is of clear interest to develop a method able to perform simulations where a mesh
domain Ωa is moving with respect to a second static mesh domain Ωb. This method
will allow to link a moving mesh including the rotating rotor and the blades and a
static mesh containing the statics parts.
There are two main types of methods aimed to perform this kind of simulations:
the Chimera technique and the sliding mesh technique. The former was originally
developed by Stager et al. [1] while the latter is mainly based on the works of Rai
[2, 3]. In the Chimera method there is an overlap between the static and the moving
meshes and the communication between both meshes is done through this overlapped
areas. Each mesh interpolates in its nodes located inside this overlapped area the
required values from the values stored in the nodes of the neighbour cell. On the other
hand, in the sliding mesh technique both domains are not overlapped Ωa ∩ Ωb = 0
but they are adjacent and share some or all boundaries ∂Ωai = ∂Ωbi . Most of the
methods based on the sliding technique make the communication of the info between
the meshes using a computation of fluxes through the sliding interface.
An example of these flux-based methods is the Generalized Grid Interface (CGI)
method, developed by Beaudoin and Jasak [4] implemented in OpenFOAM [5]. This
method is based on the projection of one of the boundary faces over the other one,
obtaining some weighting factors which are basically the percentage of surface inter-
section between the different faces in the sliding boundary of the two meshes. Then,
these weighting factors are employed to calculate the fluxes from a mesh to the other.
The CGI method allows the computation of fluxes through non-conforming meshes,
but although being flux-based, it is not fully-conservative. For example, in circular
boundaries like the one represented in Fig. 4.1, the areas of the faces do not overlap
and at each iteration the area of the projected surface will be slightly different. In
[4] a rescaling of the weighting factors is proposed in order to mitigate this issue,
although it cannot be completely eliminated since is inevitable due to the mesh ge-
ometry. Another sliding mesh technique is the attach-detach method. In this method
the topology of the cells at the interface is reconstructed at each iteration. This re-
construction of the faces at each iteration eliminates the gap existing between the two
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Figure 4.1: Example of a domain composed by a static mesh Ωa plus a rotary mesh
Ωb and a detail of the sliding boundary between them.
meshes, avoiding the discrepancies in the surfaces’ areas found in the CGI method.
Nonetheless, this reconstruction of the mesh topology implies a modification of the
cells’ volume, making the method non-conservative too. Obviously, the CGI method
is faster than the attach-detach method. These two method were compared by Petit
et al. [6] for the study of a centrifugal pump and both methods offered very close
results.
One more sliding mesh approach is the Shear-Slip Mesh Update Method (SSMUM)
presented by Behr and Tezduyar [7, 8]. In this method the slipping boundary is han-
dled letting a thin layer of mesh elements to undergo deformation and performing
frequent re-meshing steps via regeneration of element connectivity before the defor-
mation becomes too big. This re-meshing avoids de surface projection of other sliding
mesh methods.
In order to overcome the issue of the surface projection discrepancies in non-
conformal meshes for rotational applications using finite element methods (FEM),
Bazilevs et al. proposed to employ Non-Uniform Rational B-Spline (NURBS)-based
isogeometric analysis for the discretization [9]. This discretization allows to exactly
represent circular and cylindrical surfaces, in contrast to standard finite elements
discretizations, resulting in a very attractive method for the analysis of rotating ma-
chines. In this method, the interface between the static and the rotating mesh is
unique and it remains circular (or cylindrical) at all time-steps. This is possible be-
cause the interface is exactly represented by NURBS functions of second or higher
order. This method was successfully employed for simulations of full wind turbines
by Hsu et al. using FEM [10, 11].
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A method that also falls inside the category of sliding mesh technique is the one
developed by McNaughton et al. [12], although oppositely to the previous presented
methods, this one is not flux-based. The basic idea of the method developed by
McNaughton et al. is to treat the sliding interface as an internal boundary where the
values are imposed using a Dirichlet-type boundary condition. This values set in the
boundary nodes are obtained from interpolation of the variables in the boundary cells
of the neighbour mesh, but in contrast to halo methods this one do not use overlap
cells.
A comparison between both methods, the Chimera and the Sliding Mesh tech-
niques, for a counter rotating open-rotor was carried out by B. Francois [13]. It was
found that the results obtained with the two methods were very close, and moreover,
both were able to generate reliable and accurate numerical results.
As can be seen, several methods aimed to handle problems with moving boundaries
and interfaces have been developed. Each method presents its owns pros and cons,
but all of them have been successfully employed for certain applications. Te current
chapter of this thesis is aimed to develop and implement a new method able to perform
numerical simulations using two or more non-overlapping meshes with relative motion
between them. The main requirements set for the development of this new algorithm
are: accuracy, reliability, generality, performance and parallel scalability. Hence, the
method should be able to produce accurate and reliable numerical results, having
the lowest computational impact as possible, presenting a good scalability for parallel
simulation and must be able to deal with all kind of meshes and geometries.
4.2 Methodology
The aim of the developed methodology is to stitch two independent meshes Ωa
and Ωb that share a common boundary ∂Ωai = ∂Ωbi . In order to do this, the im-
plemented algorithm works in the following way: at the beginning of the simulation,
each boundary cell of ∂Ωai places a mirror node in mesh Ωb, and vice versa. This
mirror node is a lagrangian particle that is moved with the relative velocity between
both meshes in order to preserve the relative position between the parent cell and the
mirror node (see Fig. 4.2). This mirror node allows to easily interpolate the value
of any scalar or gradient on the neighbouring domain and transfer the information
to the boundary node. Furthermore, this mirror node is employed to reconstruct at
each iteration the topology of the Poisson matrix.
4.2.1 Mathematical formulation
The Navier-Stokes equations for incompressible flows in an Arbitrary Lagrangian
Eulerian (ALE) formulation are:
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Figure 4.2: Schematic representation of a mirror node in the sliding boundary.
∇ · u = 0 (4.1)
∂u
∂t
+∇ · ((u− vd) u) = −1
ρ
∇p+ ν∇2u (4.2)
where u is the velocity vector, ρ the density, p the pressure, ν the kinematic viscosity
and vd the displacement velocity of the domain with respect to the Eulerian reference
framework. The Finite-Volume Method (FVM) is employed to discretize Eq. (4.1)
and Eq. (4.2) on a general arbitrary mesh. Moreover, the velocity-pressure coupling
is solved by means of the Fractional Step Method (FSM):
up = un + ∆t
[−∇ · (unun) +∇ · (vndun) + ν∇2un] (4.3)
un+1 = up − ∆t
ρ
∇pn+1 (4.4)
where the superscript n refers to the time instant, up is the predicted velocity and
∆t the integration time-step. The convective and the diffusive terms are solved ex-
plicitly, while the pressure is solved implicitly in order to guarantee that un+1 is
divergence-free. Using a collocated mesh scheme, the predictor step equation is dis-
cretized integrating Eq. (4.3) over a control volume c and applying the divergence
theorem to its faces:
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where Vc is the volume of cell c, uf is the velocity vector at the face f , Uˆf the normal
face velocity, Af the surface of f , the subscript nb refers to the face-neighbouring
cells of c, δdf is the distance between the cell centroids of c and nb projected onto
the normal of the face f , and Vˆdf is the normal face displacement velocity respect the
reference frame. Applying the divergence operator ∇· to Eq. (4.4) and imposing the
divergence-free condition of Eq. (4.1) the discretized Poisson equation employed to






















where nˆf is the unit normal vector of face f pointing outwards and pf the pressure
interpolated at the face f . The values for velocity and pressure at the face (uf , Uˆf , pf )
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have to be interpolated. The face velocity is calculated using a symmetry-preserving
scheme uf =
1
2 (uc + unb). The normal face velocity and the face pressure are calcu-
lated as Uˆnf =
1
2 (uc + unb) · nˆf and pf = 12 (pc + pnb) in order to minimize the kinetic
energy conservation error [14]. The normal face displacement velocity is Vˆdf = vdf ·nˆf
(i.e. in rotating meshes vdf = ωf × (xf − x0), where ωf is the rotating velocity, xf
the face centroid and x0 the centre of rotation). It is obvious that the presented
methodology cannot be applied straightforwardly in the sliding face, since as can
be seen in Fig. 4.3, in the sliding face two neighbouring cells are not connected by
a unique shared face f . As explained before, each cell with a face in the common
boundary ∂Ωai = ∂Ωbi places a mirror node in the neighbour mesh. Each mirror node
is assumed to belong to a cell that is a mirror of the parent cell. This assumption
allows this face (fb) to be treated as a pseudo-inner face between the cells c and m (see
Fig. 4.3), which at the same time allows the calculation of the face values for velocity
and pressure in a similar fashion to the inner faces. For the explicit operators, i.e. the
convective and the diffusive operators, the value in the mirror node is interpolated








and once the value φnm has been calculated, the values for velocity and pressure in the






















Nonetheless, this strategy cannot be employed for the implicit Poisson equation.
In an unique static mesh, if Eq. (4.6) is applied to all the control volumes of the
mesh, a system of type [A]pn+1 = b is obtained, where matrix [A] only depends on
the geometry and therefore does not change during simulation time. On the other
hand, when two (or more) non-overlapping independent meshes with relative motion
are considered, as in the present case, this matrix [A] is no longer constant, and it
must be reconstructed at each iteration applying the Eq. (4.11) to all the faces in the
sliding boundary. Basically, the main idea is that the neighbour cell of cell c is the
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4.2.2 Conservation analysis
The objective of the present section is to study and analyse the conservative prop-
erties of the implemented methodology. Since the discrete Navier-Stokes equations
are derived from mass and momentum conservation equations, a proper discretization
method should conserve mass and momentum. As demonstrated by Jofre et al. [14],
when the symmetry-preserving scheme is employed for the convective scheme, mo-
mentum and mass are numerically conserved. However, the conservation of derived
quantities like kinetic energy, vorticity or enstrophy are not obtained directly just
by using a proper discretization. For example, as demonstrated by Veldman et al.
[15], in order to preserve kinetic-energy the convective operator must be discretized
using the Symmetry-Preserving (SP) scheme in order to obtain a discrete convective
operator being skew-symmetric, as the continuous convective operator. When using
a collocated mesh scheme as in the present formulation, appears a kinetic energy er-
ror of the form O(∆tm,∆h2) due to formulation of the pressure term. Nonetheless,
the conservation of these quantities is important in order to achieve reliable physical
results from numerical simulations.
Due to the nature of the methodology is of interest to analyse how the method
affects the conservation of these quantities. Hence, following is analysed how mass
and kinetic-energy are conserved as function of different parameters. In order to check
mass conservation, the continuity equation is integrated over the whole domain:
∫
Ω
















The specific kinetic energy is defined as 12u · u and its conservation equation is
obtained multiplying momentum equation by the velocity u. For an incompressible

















∇ (pu) + ν∇ · (u× ω)− νω · ω (4.13)
where ω = ∇ × u is the vorticity. Notice that Eq. (4.13) is conservative except for
the last term in the right-hand side (νω · ω) which acts as a source/sink. Hence,
if there are not external forces and there is no viscosity, the kinetic energy is only
redistributed but not generated or dissipated. In order to study the conservation of
the kinetic energy for the developed methodology, the discrete momentum equation

































(unb − uc) Af
δdf
(4.14)
The problem chosen to carry out the study is a spatially periodic case of vortices
described by equations:
u = −C sin (kx) cos (ky) e−2k2νt (4.15)
v = C cos (kx) sin (ky) e−2k
2νt (4.16)
where C = 3.2×10−3 m/s is the velocity amplitude, k = 1 is the wave number and the
kinematic viscosity is set to zero (ν = 0 m2/s) in order to eliminate the effects of the
diffusive term. The problem is solved in a 2D mesh of size 2pi × 2pi and the density
is set to unity ρ = 1 kg/m3. The conservation properties are function of different
simulation parameters, mainly the interpolation scheme employed to calculate φm, the
integration time-step ∆t, the rotating velocity ω and the mesh size ∆h. Therefore, a
parametric study has been carried out for each one in order to characterise its influence
in the conservative behaviour of the method. The first set of studies have been carried
out using an unstructured mesh with 2033 of cells (see Mesh C in Fig. 4.7).
The conservation analysis for different interpolation schemes is depicted in Fig. 4.4.
The conservation of a mesh without sliding boundary (full mesh) is compared using
a direct solver (Direct Schur-complement based decomposition (DSD) [16]) and an
iterative solver (Conjugate-Gradient (CG) method with Jacobi diagonal scaling) for
solving the Poisson Eq. (4.6), since the presented method is only able to work with
an iterative solver. The interpolation methods compared are the zero and first order
Taylor, and the Normalized Radial Basis Function method (Shepard [17]) with a
stencil of cells connected by faces and a stencil of cells connected by vertices. The
methods are tested in a mesh with sliding boundary and null rotating velocity (ω =
0 rad/s) and as can be seen, the RBF methods are able to obtain the same order
of conservation error than the ones obtained in a mesh without sliding boundary.
Therefore, the following conservation tests have been carried out with the RBF with
vertex connectivity.
In Fig. 4.5 the conservation properties are analysed for different time steps and
two rotating velocities. As expected, the mass conservation is better for smaller time
steps. Notice that for the rotating mesh (ω = 0.1 rad/s) the conservation error
difference between time steps is smaller than for the static case (ω = 0 rad/s). The
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(b) Kinetic energy conservation.
Figure 4.4: Conservation for different interpolation schemes.
kinetic energy conservation error is in the same order of magnitude for all the cases.
A similar trend is found in Fig. 4.6 where the effect of varying the rotating velocity
(keeping constant the time step) is further studied. If the rotating velocity increases,
the mass conservation is reduced. However, the mass conservation error seems to
collapse at a certain value when increasing the rotating speed.
The last parameter influencing the conservation properties of the developed algo-
rithm is the mesh. In order to asses the influence of the mesh resolution three different
meshes shown in Fig. 4.7 have been studied. The three meshes have been studied us-
ing a static mesh (ω = 0 rad/s) as well as with a rotating mesh (ω = 0.1 rad/s). As
depicted in Fig. 4.8, both mass and kinetic energy are better preserved in the finer
mesh. Although this behaviour is found for both static and dynamic cases, in the
rotating case the difference in the mass conservation errors are smaller than in the
static one. Regarding the kinetic energy conservation, the rotating case in the coarsest
mesh present the poorest values, while the finest mesh is able to achieve conservation
values close to the static case.
Following, the studies analysing the influence of the rotating velocity ω and the
time step ∆t have been repeated in an O-grid mesh type shown in Fig. 4.9. The
results varying the time step ∆t are shown in Fig. 4.10 and the study for different
rotating velocities is depicted in Fig. 4.11. The first thing that caught the attention
is the presence of some peaks appearing at regular periods. These peaks are due
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Dissipation rate convective term
∆t = 1.e-2s (0 rad/s)
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(b) Kinetic energy conservation.
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Dissipation rate convective term
ω = 0.00 rad/s
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ω = 0.50 rad/s
ω = 1.00 rad/s
(b) Kinetic energy conservation.
Figure 4.6: Conservation for different rotating velocities ω.
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Dissipation rate convective term
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mesh D (ω = 0.1 rad/s)
(b) Kinetic energy conservation.
Figure 4.8: Conservation for different rotating velocities ω.
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Figure 4.9: Detail of the O-grid mesh used in the conservation analysis.
nodes change simultaneously of neighbour cell, what causes a sudden modification
of the Poisson matrix topology. As can be seen, when varying the integration time-
step ∆t all the cases have the peak at the same instant, since the change happens at
the same time, while in the case for different rotating velocities, these peaks have a
period inversely proportional to the rotating velocity ω. This effect does not appear in
the previous studies where unstructured meshes were employed since in unstructured
meshes only some of the cells modify their neighbours at each iteration, oppositely to
what happens in the O-grid meshes, where all the cells changes their neighbours in
the same iteration.
4.2.3 Parallelilzation strategy and speedup
As described previously, the mirror nodes are lagrangian particles that are moved
during the simulation time. The mirror nodes probably will change of CPU several
times along their trajectory, and therefore, a robust and efficient strategy of paral-
lelilzation is required. Following, the parallelilzation strategy is detailed:
• Each injected mirror node stores the following information: its current position,
the Cell ID where is living at the current time step, the parent Cell ID, and the
parent Rank ID.
• Since a CPU knows how many mirror nodes has injected (basically, the number
of parent cells that the CPU owns) and each mirror node knows his parent rank,
the communication strategy at every iteration is as follows:
1. Each CPU runs through all its mirror nodes performing the required in-
terpolations.
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Dissipation rate convective term
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(b) Kinetic energy conservation.
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Dissipation rate convective term
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(b) Kinetic energy conservation.
Figure 4.11: Conservation for different rotating velocities ω in the O-grid mesh.
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2. The interpolated data together with the parent Cell ID that is going to
receive the information is stored in buffers with size sizeBuf2Sendi (where
subindex i refers to the parent Rank ID).
3. An MPI Alltoall(sizeBuf2Sendi,...,sizeBuf2Rcvi,...) communication is
performed. After this step, each CPU knows how many data have to send
and receive from all the CPUs.
4. The buffers are communicated using point to point communications be-
tween the processors with (sizeBuf2Sendi = sizeBuf2Rcvi)! = 0.
• In order to enhance the performance a special communicator is created at the
beginning of the simulation time, including only the CPUs that have cells with
a face in the sliding boundary and CPUs that are candidates to contain mirror
particles at some point of the simulation time.
In order to show more clearly how the developed algorithm works, a simple exam-
ple is presented: an initial domain like the one represented in Fig. 4.12a is divided in
four parts aiming to perform a simulation using 4 processors. As detailed previously,
each boundary cell of both domains injects one mirror node in the neighbour mesh.
In Fig. 4.12b one of these mirror nodes has been represented. The inner mesh rotates
in the clockwise direction, hence, after several iterations and for a certain ∆t, the
mirror particle represented in the example is transferred to a different CPU. Since
each processor knows how many mirror particles belongs to it, and each mirror par-
ticle knows which is his parent processor, the communication strategy of the method
in order to achieve a successful transmission of the interpolated data is detailed in
the following algorithm:
Algorithm 1 Pseudo-code of the data communication in parallel computing.
1: for CPU i = 0 to N do
2: for particlemirrorm = 0 to M do
3: Interpolate scalarfields and/or gradients
4: Store interpolated data and parent Cell ID in buffers with size sizeBuf2Sendi,j
5: end for
6: end for
7: MPI Alltoall(sizeBuf2Send,...,sizeBuf2Rcv,...) comm.
8: Point-to-point comms between the processors with (sizeBuf2Sendi,j =
sizeBuf2Rcvj,i)! = 0
where in step 3 the subindex j is the parent rank ID of the mirror particle. Notice
that after step 7 each CPU knows the size of the data to send and receive.
Strong and weak speedup tests have been carried out in order to test the par-
allel efficiency of the algorithm. These scalability tests have been done solving the
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(a) Initial mesh. (b) Partitiones mesh in 4. (c) Mesh after a certain ∆t.
Figure 4.12: Example of a 2D case with an external static mesh and an inner rotating
mesh.
canonical Driven Cavity problem [18]. For the strong speedup a mesh of approxi-
mately 10.7M cells has been employed in 512, 1024 and 2048 CPUs, while the weak
speedup has been computed starting in 512 CPU with the same mesh than for the
strong speedup case, increasing the number of planes for the 1024 and 2048 CPU
cases. These speedup tests have been carried out in the Vesta Cluster of the Ar-
gonne Leadership Computing Facility. The Vesta system configuration is based on
an IBM BG/Q architecture, and has 2048 nodes with 16 1600 MHz PowerPC A2
cores per node (total cores: 32768). The memory per node is 16 GB RAM and the
interconnection is done via a 5D Torus Proprietary Network.
The results for the strong and weak speedup are decomposed into different sub-
steps of the algorithm (see Fig. 4.13). The two main steps are: the Dynamic Mesh
Step (DMS ) and the Momentum solver. The DMS includes all the steps related
with the displacement of the mesh: the movement of the mesh (moveMesh), the
displacement of the mirror nodes (dynInterp) and all the tasks required for the new
mesh (resetRM ), like re-evaluating the face normals, delete the solver linked with the
old topology, and construct the new topology for the pressure equation (IPE ). The
Momentum step (Fig. 4.14) is decomposed in the evaluation of the convective and the
diffusive operators (momentum), the evaluation of mass fluxes at faces (mass), the
calculation of the velocities at the cell nodes (vel) and the resolution of the pressure
equation (pressEq). Moreover, the steps of interpolation and communication related
with the implemented methodology are also shown in Fig. 4.15.
The total running time for the baseline case (512 CPUs) is 1660 seconds (200
iterations). More specifically, the computational time for the DMS was 1375 seconds
(82.8 %) while the Momentum step was 285 seconds (17.2 %). The time spent by

































































Figure 4.13: Detailed speedup.
(moveMesh), 6 seconds (0.36 %) for the displacement and tracking of the mirror nodes
(dynInterp), and 307 seconds (18.49 %) for all the subtasks involved in the reset of
the mesh (resetRM ).
The substeps with a lower speedup are the reconstruction of the Poisson (IPE ), the
interpolation and the communications (Interp. & Comms.), and the translation of the
lagrangian particles (dynInterp). All these steps have a limited speedup because they
are strongly linked to the distribution of the mirror nodes in the mesh. Depending
on the mesh partitioning and the position of the sliding boundary ∂Ωi in the domain
Ω = Ωa∪Ωb, most of the mirror nodes could live in a few number of CPUs, unbalancing
the computational effort and limiting the speedup of the steps involving the mirror
nodes, as can be seen in the current example. Nevertheless, the total scalability is
quite reasonable and promising, since the strong speedup for the 1024 CPUs case is
1.71 (parallel efficiency: 85.6 %) and for the 2048 CPUs case is 2.86 (parallel efficiency:
71.56 %).
In the Momentum solver step (Fig. 4.14), the evaluation of the convective and the
diffusive operators scales perfectly, since it is a sequential step that do not need any
communications. The substeps for mass and velocity evaluation have a speedup that is
strongly linked to the Interpolation & Communications speedup, since interpolations
in the mirror nodes and communications between the meshes are required in these
steps. Regarding the Interpolation & Communications, although the buffering and
communications seems not to scale very well, their weight is negligible, since almost














































































































Figure 4.15: Interpolation & Communications speedup.
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Figure 4.16: EFFAN Simulation.
all the computational effort is devoted to the interpolation step. As a matter of fact,
for the baseline case, the Interpolation step took 230 seconds, while the time spent
together for the Buffering and the Communications steps was less than a second. As
can be seen, the speedup of the Interpolation & Communications is practically the
same as the interpolation step speedup, and the interpolation step speedup is strongly
dependent on the mesh partitioning and the distribution of the mirror nodes.
4.3 Real test case
In the following section an industrial application of the introduced methodology
is presented. Concretely, the aim is the development of an alternative ram-air fan
lay-out for the More Electrical Aircraft (MEA). This task is inside the ongoing
research project EFficient FAN (EFFAN). The EFFAN project is being developed
in the context of CleanSky project, in particular in the Systems for Green Operation
(SGO) ITD. The new fan shall be capable to generate pressure drop whatever the
flow without surge issues.
The simulations have been carried out employing the second order conservative
discretization for unstructured meshes presented in Section 4.2.1 and Large Eddy
Simulation (LES) modelling, with the unresolved Reynolds stresses closed by means of
a Wall-adapting eddy viscosity model (WALE) [19] SGS model. The cases have been
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Figure 4.17: EFFAN Simulation.
computed in unstructured meshes from 100k to 10M control volumes in 512 CPUs of
the UPC JFF cluster (Technical specifications: 40 cluster nodes, each node has 2 AMD
Opteron with 16 Cores for each CPU linked with 64 Gigabytes of RAM memory and
an infiniband QDR 4X network interconnection between nodes with latencies of 1.07
microseconds with a 40Gbits/s bandwith.). As can be seen in Fig. 4.18, the simulation
results obtained using the presented method agree very well with the experimental
data of the pressure rise across the fan rotor provided by the fan supplier.
4.4 Improving the method (enhancing conservation properties)
Although the previous presented methodology for sliding meshes has been proven
to offer successful and reliable results, it is intended to upgrade and improve the
method in order to better preserve mass, momentum and kinetic energy. The detailed
analysis about the conservation properties presented in Section 4.2.2 shows that the
main reason of mass losses and numerical dissipation of kinetic energy are due to the
approximation in which is based the reconstruction of the Poisson matrix topology,
since the method assumes that the neighbouring cell is a mirror of the cell itself, which
is generally not true. Hence, the new method introduced in this section is not based
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Figure 4.18: Simulation results compared against experimental data.
on this assumption and a new strategy is adopted.
The new methodology is based on the surfaces’ projection of one of the sliding
boundaries over the other one. The idea is to project one boundary over the other one
and then obtain the intersected areas between all the boundary cells of both sliding
boundaries. An schematic representation of the process is depicted in Fig. 4.19. Once
the projection step has been done, each cell knows which are its neighbour cells in
the neighbour mesh and which is the surface that they share between them. The idea
is shown in Fig. 4.20.
This method presents two challenging aspects respect the previous one: the com-
putational cost and the parallelization of the method. The increase in the computa-
tional effort is clear since in the new method the geometry is not supposed any more
and there is an additional computational cost due to the algorithm calculating the
geometry intersections. Regarding the parallelization, there is an additional level of
complexity respecting the previous presented methodology, due to the possibility that
when projecting the face of a cell over the other boundary, this face can be projected
over two or more faces of cells that are owned by different processors. Take a look
to Fig. 4.21a. Imagine that the blue face belongs to a sliding boundary that must
be projected and intersected overt the stencil of white faces and that the red line
shows the division between two processors. The projected blue face can belong to
one of this two processors or to a third one. Therefore, a smart, robust and efficient
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Figure 4.19: Schematic representation of the boundary projection process.
Figure 4.20: New surfaces and relations between de boundary cells after the projection
and intersection of the sliding boundaries.
strategy must be employed in the projection and intersection method in order to min-
imize the calculations involved in the intersection operation, as well as minimizing the
communications between the processors, but at the same time the algorithm must be
robust enough to assure that all the faces are properly intersected. The intersection
algorithm must give as result that the original surface results in five new surfaces
as shown in Fig. 4.21b. Hence, after the intersection process, the cell that owns the
original blue face will be connected with five cells of the neighbour mesh, three of
them belonging to a processor and two other cells owned by another one.
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(a) Face to be intersected (blue). (b) Final result after the intersection.
Figure 4.21: Projection and intersection of a face over a stencil of faces belonging to
two different processors.
Methodology
As mentioned so far, the method must be efficient and robust. In order to achieve
these requirements the developed algorithm adopts a master-slave strategy. There is
one master boundary which does the intersections and a slave boundary which sends
all their faces to the proper processor of the master boundary in order to do the
intersection. After the master boundary has calculated the resulting faces for a cell
face sent by the slave boundary, the master boundary communicates the results to
the implicated processors. This strategy assures that any intersection operation will
be not replicated or repeated and that all the surfaces will be properly projected. It
is important to state that in the pair master-slave boundaries, the master boundary
is the one belonging to the static domain and the slave boundary is the one of the
moving mesh. The reasons of this selection will be clarified in the detailed explanation
of the method. Following, the steps performed by the algorithm are further detailed.
There is an initial pre-processing step where the following actions are carried out:
1. Each face belonging to a slave boundary injects an auxiliary particle in the
neighbour domain (the static one). As will be later explained, these particles
moves at the same velocity than the moving domain, therefore, the pair face-
auxiliary particle always maintains the same relative position.
2. The method requires an estimation of a maximum length characterizing the
faces in the sliding boundaries, name it charMaxLength. In order to do so, for
each face of the boundary it is calculated the maximum distance between their
vertices.
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3. Using this maximum characteristic length multiplied by a security factor fs,
each face of the master boundary saves in memory a mini-mesh of the sur-
rounding faces found in a circle of radius rs = (fs)(charMaxLength). This
step is parallel, and a face will save in memory all the faces included in this
area as shown in Fig. 4.22, no matter if they belong to the same processor or
a neighbour one. Although this strategy represents an increase of the allocated
memory, it allows to boost up the process of geometric intersections and avoids
communications during this process.
Once this pre-processing step has been done, the method is ready to be employed
during simulation time. Following there are detailed the steps carried out by the
algorithm in order to connect both sliding and static meshes at each iteration:
1. The auxiliary particles living in the static mesh domain are moved at the same
speed than the moving mesh. Hence, the relative position between the auxiliary
particle and the slave face node which injected is preserved.
2. Each auxiliary particle is projected towards the position of the face node in the
slave mesh which injected it until the particle arrives to the boundary of the
static mesh. The intersected face of the master boundary will be the one in
charge of perform the intersection process of the slave face associated to the
auxiliary particle.
3. Once it is known the master face responsible of calculating the intersections,
this info is communicated to the slave face. This latter, packs its geometry info
and sends it to the processor owning the master face.
4. All the processors owning faces of the master boundary perform the intersec-
tion operations. It could happen that some master faces has not assigned any
intersection operation, while other faces has to perform the intersection of two
or more slave faces. It is not a problem, since all the faces of the slave boundary
are intersected, and hence, all the surface of the boundary is covered.
5. Once all the intersection tasks has been performed, the resulting surfaces and
relations are communicated to the involved boundary cells.
6. From these new relation between the cells of both meshes, it is created a new
topology accounting for the new neighbourhood between cells and processors.
7. When performing the intersection of faces that are in different planes, as hap-
pens, for example, in circular boundaries (see Fig. 4.19 or Fig. 4.20), it may
result that the sum of the areas of the new projected faces (Fig. 4.21b) are
different to the area of the original face (Fig. 4.21a). Therefore, a normalization
procedure is carried out.
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Figure 4.22: Mini mesh saved in the face coloured as blue, involving all the cells inside
the radius rs.
8. Once all the new relations and the new geometrical values (surfaces, normals,
etc.) are known, the integration of the discrete Navier-Stokes are done treating
this new generated faces in the sliding boundary as any other inner face of the
mesh.
Mass and kinetic energy Conservation analysis
In order to demonstrate the conservation capabilities of this new methodology, the
same numerical problem presented previously in Section 4.2.2 is chosen. The results
for different rotating velocities in a split unstructured mesh are depicted in Fig. 4.23.
The conservation properties of the method are also compared against a static case
without sliding boundary, i.e., in a full mesh without division. As can be seen, the
mass conservation of the method is almost perfect, since all the rotating cases present
the same mass conservation than the static case solved in the full mesh. Regarding
the conservation of the kinetic energy, shown in Fig. 4.23b, the preservation of the
kinetic energy using the new method is also very good, and only for the highest
rotating velocity there is a small dissipation of the kinetic energy associated to the
discretization of the pressure term. However, the magnitude of this dissipation is very
small and almost negligible.








































































(b) Kinetic energy conservation.
Figure 4.23: Conservation properties of the new methodology for different rotating
velocities ω compared against a static full mesh.
4.5 Conclusions
In this chapter a new methodology for CFD simulations with adjacent discon-
nected unstructured 3D meshes has been presented, studied and assessed. The de-
veloped methodology is able to perform numerical simulations with two or more non-
overlapped meshes with common boundaries. The method is specially well-suited for
cases where the meshes have a relative motion between them. Hence, the presented
technique is very interesting for applications like wind turbines or turbo-machinery,
where the interaction between the moving and the static parts is a crucial aspect in
order to obtain reliable results and a full image of the physics taking place in these
cases.
An exhaustive analysis on the conservation properties of the methodology has been
presented, demonstrating that the method is able to conserve very well both mass and
kinetic energy. The method has been analysed for different situations and using differ-
ent meshes. In all the cases the conservation analysis shows good results. Moreover,
the methodology has been applied to demanding test cases and has demonstrated to
be able to obtain reliable and accurate results. Furthermore, the scalability and per-
formance of the method in parallel simulations have also been carefully analysed. The
results of this analysis show that the method is capable to handle demanding cases
employing hundreds and thousands of processors in parallel computations, and also
exhibiting a good scalability. Hence, it is demonstrated that the presented method
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is a powerful tool to carry out numerical simulations of fans, turbo-machinery, wind
turbines, and so on.
Although the presented method obtains good results in the mass and kinetic en-
ergy conservation analysis, it is intended to improve it in order to obtain even better
results. The improved method still relies on the auxiliary particles in order to per-
form efficiently the link of the independent meshes. However, unlike to the previous
presented method, the new one does not suppose the geometry of the neighbour cells
and performs a projection and intersection of the cell’s faces in the sliding boundary.
Therefore, a more accurate reconstruction of the discrete operators in the boundary
cells can be carried out. This new methodology is currently under development, but
the preliminary results obtained using this enhanced version of the algorithm are
very promising. The mass conservation obtained using this method in sliding meshes
presents the same values than the overall mass conservation obtained in an equiva-
lent full stationary mesh. Regarding the kinetic energy, the conservation results are
also very good, showing only a very small dissipation, almost negligible, associated to
the discretization of the pressure term. Therefore, the aim of improving the already
good conservation properties of the previous presented method has been achieved.
These better conservation properties come at the expense of an increase in the com-
putational load respect the former method, since there are additional calculations in
order to obtain the geometrical relations between the boundary cells, while in the old
method the geometry is supposed instead of being calculated.
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5A self-adaptive strategy for
the time-integration of
convection-diffusion equations
Abstract. A self-adaptive strategy for the maximisation of the time-step for the nu-
merical solution of convection-diffusion equations is discussed, specifically the Navier-Stokes
equations. The presented algorithm smartly modifies the numerical integration method de-
pending on the properties of the system matrix in order to maximize the stability region
associated to the integration method. Furthermore, the method also evaluates the optimal
time-step of the simulation. Commonly, a Courant-Friedrich-Lewy (CFL) condition with a
fix Courant number is used. The Courant number is usually set through previous knowledge
of the case of study and the temporal algorithm. The present self-adaptive strategy relies
on the evaluation of the eigenvalues of the system to set the optimal time step. However,
to avoid the costly evaluation of the eigenvalues, an efficient low-cost bounding method is
presented. Previous works on self-adaptive strategies had been focused on explicit 2nd order
Linear Multi-Step schemes and symmetry-preserving schemes. In this thesis the methodol-
ogy is extended to Predictor-Corrector methods and Runge-Kutta schemes. Furthermore,
extension to non-symmetry-preserving schemes is carried on, namely upwind-like schemes.
Additionally, the method is also applied to variable density cases. It is shown that the
method is able to automatically modify the integration scheme to maximize the stability
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5.1 Introduction
The Navier-Stokes equations describe the motion of flows. Their solution yields an
accurate representation of the flow transient motion. However, no general analytical
solution has been found and numerical solution of these equations has proven to be
challenging and expensive in terms of required resources.
In transient simulations, sufficiently long temporal spans have to be simulated in
order to correctly characterise the statistical behaviour of the flow. Also, it is often
of interest to simulate long periods of time. Hence, there is a need of advancing in
time as fast as possible. Then, besides decreasing the required effort per time-step,
either increasing the computational power or reducing the number of operations per
time step, using as large as possible time-steps is also a viable option. Still, the
time-step cannot be chosen freely and is mainly limited for two reasons. First, flow
dynamics must be properly represented. If a Direct Numerical Simulation (DNS) is
to be performed, all temporal scales down to the Kolmogorov time-scale have to be
resolved [1]. Therefore the integration time-step is limited by the time-scale of the
problem to be simulated. Second, the time-step is limited due to stability reasons of
the temporal discretisation scheme employed to integrate the problem. Depending
on the governing equations, each temporal scheme has a maximum time-step that
provides an accurate numerical solution. If this time-step is exceeded, the numerical
integration will diverge. The latter constraint usually poses a much stricter limitation
on the allowable time-step that can be used.
Each temporal discretisation scheme has its own stability region, allowing differ-
ent time-steps for the same problem. Widely used schemes, such as explicit Adams-
Bashforth methods (AB) family [2, 3], Runge-Kutta (RK) methods [4–7] or Predictor-
Corrector methods (PC) [8–10], among others, allow for different time-steps. How-
ever, setting the time-step for a specific simulation is usually performed through the
Courant-Friedrich-Lewy (CFL) condition. Through it, limitations on the time-step
are set based on the domain of dependency. The evaluation is performed based on
the convective speed and the diffusivity coefficient. Courant number (C) values are
usually selected based on previous experience or on analysis of the behaviour of the
implemented temporal scheme and physics being considered. Hence, usually the re-
sulting time-step is not the optimal one, unless an exhaustive testing is performed for
the particular case of study.
To overcome this limitation and to select an optimal time-step, it was proposed
to perform an analysis of the stability region of the temporal scheme. Verstappen
and Veldman [11] used a variant of the 2nd order Adams-Bashforth scheme, where
the coefficients of the temporal scheme were selected based on the properties of the
matrix system for the specific problem of study. With this approach, the increased
stability region allowed using larger time-steps. Following, Trias and Lehmkuhl [1]
developed a self-adaptive strategy which modifies the temporal scheme coefficients and
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dynamically selects the optimal time-step during simulations. Time-step increases up
to four times when compared to common applications of the CFL condition were
reported.
Previous works were focused on convection-diffusion equations where the convec-
tive operator was constructed employing a Symmetry-Preserving (SP) discretisation
scheme [12] and the diffusive operator was build using a Central Difference Scheme
(CDS). This discretisation leads to an skew-symmetric convective operator and a sym-
metric negative-definite diffusive operator. These operators features are set by the
need of preserving kinetic energy and avoiding numerical diffusion [13]. Hence, this
requirement is placed to the momentum equation. However, for scalar’s transport
equations, such as temperature or species, this requirement is not placed. Further-
more, for cases with high Peclet numbers, centred approximations such as the SP
may become unstable. Hence, in the present work the self-adaptive strategy is ex-
tended to handle non-skew-symmetric convective terms, which result from the use of
Upwind-like schemes. In these cases, it is shown that the system matrix may still
be decomposed into a skew-symmetric operator and a symmetric operator. Then,
through the estimation of the eigenvalues of each matrix operator, the optimal tem-
poral scheme coefficients and time-step may be determined.
Additionally, as discussed earlier, different temporal explicit schemes are com-
monly used in the numerical solution of the Navier-Stokes equations. Hence, the
method is also extended to other temporal schemes, such as Predictor-Corrector meth-
ods and Runge-Kutta methods.
With the aforementioned aim, the rest of the chapter is organised as follows. In
the second section, the mathematical background is presented. In its first subsection
it is explained how the maximum time step of the system can be determined. It is
done through the definition of the stability region of a temporal integration scheme,
its stability polynomial and the eigenvalues of the system. Following, the procedure
to maximise the time-step for any temporal integration scheme is described. As a first
step, the method is applied to an explicit 2nd order Linear Multi-step method. Then,
the described methodology is applied to the Navier-Stokes equations. In this subsec-
tion, the properties of the convective and diffusive operators are analysed. Following,
the system eigenvalues bounding methodology employing the Gershgorin Circle The-
orem is detailed. Furthermore, it is numerically analysed how the eigenvalues of the
convection-diffusion matrix are bounded by the eigenvalues of both convective and
diffusive matrices. Both symmetry-preserving and non-symmetry-preserving schemes
are considered. Moreover, the influence of the volume matrix in the system eigen-
values is mathematically analysed. Closing the section, extension of the methodol-
ogy is performed to Predictor-Corrector methods and Runge-Kutta schemes. In the
third section, in order to illustrate the behaviour of the proposed methodology, the
eigenvalue bounding technique developed in previous sections is studied and assessed
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through CFD numerical simulations. The maximum eigenvalues obtained from the
method are compared against the exact eigenvalues of the system matrix. Afterwards,
the method is applied to the numerical simulation of a differentially heated cavity
problem using different convective schemes, where the performance of the method
is shown. Similarly, simulations are also carried out for different temporal schemes.
Closing the section, the method is shown to be also effective for variable density cases.
Finally, relevant results are summarised and conclusions are given in the last section.
5.2 Mathematical formulation
5.2.1 The stability region
In the field of physics, and more precisely in heat-transfer and fluid-dynamic prob-
lems, interest is placed in solving systems of Ordinary Differential Equations (ODEs)
where the initial state of the system is known. These problems are commonly denoted
as Initial Value Problem (IVP):
y′ = f(t, y) (5.1a)
y(t0) = y0 (5.1b)
Usually these ODEs represent a physical phenomenon with spatio-temporal depen-
dence. These problems can be expressed in discrete form as a linear system of ODEs:
dy
dt
= [A] y (5.2)
where [A] ∈MNxN is a square matrix and y ∈ RN is the unknowns vector. In order
to solve this problem the system needs to be time-integrated. The most common
numerical methods employed for the numerical solution of IVPs are Runge-Kutta,
Linear Multi-Step and Taylor series methods. Focusing on Linear Multi-step (LM)









where coefficients αj and βj are real constants, h is the time-integration step and k is
the order of the linear k-step method. It is assumed that αk 6= 0 and that α0 and β0
are not both equal to zero. If βk = 0 the k-step method is said to be explicit, since
the value of yn+k is obtained from known values. Otherwise, if βk 6= 0 the method
is implicit, because the value of f(xn+k, yn+k) has to be known in order to obtain
yn+k.
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When solving a problem as defined by Eq. (5.2) using a LM method, the order
k and the coefficients αj and βj are chosen at the beginning of the calculation and
usually do not change. Besides, the integration step h should be chosen as large as
possible in order to minimize the computational cost but small enough to guarantee a
good numerical solution [14]. If the integration step h is too large the time integration
process will lead to an unstable numerical solution and it might diverge. In order to
determine the maximum stable step size h, it is useful to decompose Eq. (5.2) into






= [Λ] s (5.4)
where s = [P] y and [Λ] is a diagonal matrix with the λi eigenvalues at the diagonal.

















From there on, assuming that si can be expressed in the form z
j , where z is a complex









j = 0 (5.7)
The polynomial pi(z) is named the stability polynomial. Introducing, ρ(z) =∑k
j=0 αjz
j and σ(z) =
∑k
j=0 βjz
j , the first and the second characteristic poly-
nomials, respectively, the stability polynomial can be expressed as:
pi(z, h¯) = ρ(z)− h¯σ(z) = 0 (5.8)
where h¯ = hλmax and λmax is the eigenvalue λi with the biggest complex modulus
{λmax ∈ Λ : max(|λi|)} being Λ = {λi}. The linear k-step method Eq. (5.6) is stable
and converges for an integration step h > 0 if all the roots of the stability polynomial
Eq. (5.8) have modulus less than one |rs| < 1 [15].
220
Chapter 5. A self-adaptive strategy for the time-integration of convection-diffusion
equations
Definition 1. A linear k-step method is said to be absolutely stable in an open
set RA of the complex plane, if for all h¯ ∈ RA all roots rs, s = 1,...,k, of the
stability polynomial pi(r, h¯) associated with the method, and defined by Eq. (5.8), satisfy
|rs| < 1. The set RA is called region of absolute stability of the method.
Hence, forcing |rs(h¯)| < 1 the optimal step size h can be easily obtained if the eigen-
values λi of the system are known.
Application to the 2nd order explicit method Adams-Bashforth
To illustrate the preceding discussion, an example of how to determine the max-
imum stable step size for the second-order explicit method Adams-Bashforth (AB2)
is detailed. This LM is applied to the one-dimensional Cauchy problem φ′ = f(φ).









Assuming that ∆t is small enough, the non-linear function f(φ) can be linealized
as f(φi) ≈ λiφi, where λi ∈ C are the complex eigenvalues of the system. After













where hi = ∆tλi = −e−iϕ∆˜t. Note that −e−iϕ = λi/ |λi| ∈ C is a unitary vector and
∆˜t = ∆t |λi| ∈ R. In order to find the roots rs of the stability polynomial associated



















where φ is the value φi ∈ φ associated to λmax (for the sake of clarity, the subindex i is
omitted in Eq. (5.11)). The eigenvalues of matrix [T] are the roots of its characteristic
polynomial, which is defined as PT (h¯) = det |[T]− λab2I|:







)∣∣∣∣ = λ2ab2 −Aλab2 −B (5.12)
where A = 1 + 32 h¯ and B = − 12 h¯. Therefore, the roots of Eq. (5.12) are:
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From Definition 1, the region of absolute stability (RA) can be drawn in the
complex plane imposing
∣∣rs(h¯)∣∣ ≤ 1. For the 2nd order Adams-Bashforth method














Figure 5.1: Stability Region RA for 2
nd order Adams-Bashforth. The line RA(AB2)
denotes
∣∣rs(h¯)∣∣ = 1.
Once the Stability Region RA of the linear multi-step method is known, the
maximum stable integration step ∆t is evaluated as follows: i) Determine ϕ from
system’s most restrictive eigenvalue λmax, using −e−iϕ = λmax/ |λmax|. ii) Look for
the intersection between the line that crosses the complex origin O with angle ϕ and
the boundary δRA, obtaining ∆˜t. iii) Evaluate the maximum stable integration step
from ∆t = ∆˜t/ |λmax|.
5.2.2 Maximizing the integration step
In the previous section, the evaluation of the maximum step size h which guaran-
tees that a LM method is stable has been shown. For a given linear k-step method
the stability region RA is immutable, since the stability polynomial of the method
is constant. However, the integration time step could be maximised if the stabil-
ity polynomial could be dynamically modified and the stability region RA deformed
depending on the system eigenvalues λi. The key point to generate a dynamic self-
adapting LM method is to construct it using a bounded free-parameter κ and find
a smart way to modify it. Hence, the parameter κ will be function of the system
eigenvalues, i.e. κ = κ(λi).
In order to construct a LM scheme four key aspects should be considered: accuracy,
consistency, zero-stability and stability domain. The concept of stability domain has
already been covered in Section 5.2.1.
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Accuracy It can be shown [16] that a method has order of accuracy p if and only
if:































(q − 1)!βj (5.15d)
Consistency A LM method is consistent if the local error tends to zero when
∆t → 0. Any LM method of at least first order of accuracy is consistent. In other
words, any LM method will be consistent if C0 = 0 and C1 = 0.
Zero-stability The zero-stability concept is related with the stability and sensi-
tivity of a LM scheme to numerical errors in the starting values. A LM method is
said to be zero-stable if it fulfils the root condition: all roots of the first characteristic
polynomial of a LM scheme have to be inside the unit disc |rρ| ≤ 1. Furthermore, if
any root lies in the boundary |rρ| = 1, its multiplicity must be 1 (a simple root). This
condition is named zero-stability because it is checked setting ∆t = 0 (or equivalently
y′ = 0).
Construction of an explicit Linear Multi-step method with a free parameter
Once the basic mathematical aspects to construct a LM scheme have been covered,
the construction of a 2nd order explicit method with a free parameter κ is detailed











where it has been imposed α2 = κ + 1/2, α1 = −2κ and α0 = κ − 1/2. These con-
straints fulfil the zero-stability condition for 0 ≤ κ ≤ 1. Since the method is explicit,
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the condition β2 = 0 has also been set. Consequently, there are two unknowns: β0, β1.
Therefore, two equations are required, Eq. (5.15b) and Eq. (5.15c). Equation (5.15a)




















jβj = 0.5(−2κ+ 4κ+ 2)− (β1) = 0 (5.17c)
From Eq. (5.17b) and Eq. (5.17c), it is obtained that β1 = κ+1 and β0 = −κ. Hence,
the second order explicit method with a free parameter has the following form:
(κ+ 1/2)φn+2 − 2κφn+1 + (κ− 1/2)φn = ∆t [(κ+ 1)f(φn+1)− κf(φn)] (5.18)
Notice that for κ = 0.5 the classical second order Adams-Bashforth is recovered.
Repeating the process detailed previously in Section 5.2.1 to determine the region of
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/ (κ+ 1/2) and ψ =
(
h¯κ+ κ− 0.5) / (κ+ 1/2). Analo-







Therefore, it is obvious that the absolute stability region RA can now be modified
via the bounded free parameter κ. The stability regions RA for different values of
κ are depicted in Fig. 5.2. Beginning at κ = 0.5 (the 2nd order Adams-Bashforth),
it is observed that when the free-parameter κ is reduced, the stability region RA is
pressed against the imaginary axis. This is a positive aspect if the linear system that
is being solved has eigenvalues with a large imaginary component. On the other hand,
if κ is increased, RA is stretched along the real axis, being favourable for cases where
the eigenvalues of the system have a large real part.
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Figure 5.2: Stability Regions RA for 2
nd order explicit LM method with free-
parameter κ. The envelope depicts the maximum region of stability.
Time step and stability region maximisation algorithm
So far, the mathematical basis to construct a LM method with a free-parameter
has been explained. As can be seen in Fig. 5.2, the optimal free-parameter κ will
be a function of the system eigenvalues λi. Hence, the method is completed by
defining two functions that return the optimal free-parameter κ = Kopt(ϕ) and the
normalized integration step ∆˜t = Topt(ϕ) as a function of the eigenvalue angle ϕ.
Since the boundary of the stability region δRA cannot be defined using a simple
function, piecewise polynomial functions are fitted numerically. For example, the
functions Kopt(ϕ) and Topt(ϕ) for κ ∈ (0, 1] and for the LM scheme developed in
Section 5.2.2 are depicted in Fig. 5.3a and Fig. 5.3b, respectively. Hence, the basic
steps are the following ones:
1. Determine the most restrictive eigenvalue λmax of the system.






3. Find κ = Kopt(ϕ) and ∆˜t = Topt(ϕ).
4. Solve the time integration step with ∆t = ∆˜t/ |λmax| and κ.
5.2.3 Evaluation of the system eigenvalues
The presented method requires the most restrictive system eigenvalue, denoted as
λmax, of the solved linear system (Eq. (5.2)). Unfortunately, except for few cases,
matrix [A] changes every time step. Therefore, the largest system eigenvalue λmax



































Figure 5.3: Piecewise functions for 2nd order explicit LM method with free parameter
κ.
should be calculated at each iteration. Besides, the calculation of matrix’s [A] eigen-
values would require a higher computational effort than solving the problem itself.
Hence, calculating exactly λmax is usually not a feasible option. An alternative ap-
proach is to bound the actual eigenvalues of the system. To perform this bounding,
the Gershgorin Circle Theorem is used.
The Gershgorin Circle Theorem states that for a square matrix [A] = [aij ] ∈
MNxN all the eigenvalues of [A] are located in the union of n discs:







denotes the deleted absolute row sums of [A]. Therefore, applying this theorem, the
largest eigenvalue of matrix [A] can be bounded through matrix’s [A] entries.
5.2.4 Application to Convection-Diffusion Equation
The technique described above can be applied to any linear system of equations.
Still, the present work is focused on problems of heat transfer and fluid dynamics.
The physical phenomena involved in this kind of problems is described by Partial Dif-
ferential Equations (PDEs). In general, PDEs describing the transport of momentum,
energy and species can be summarized in the Convection-Diffusion equation:
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= −∇ · (ρuφ) +∇ · (Γ(∇φ)) + S(φ) (5.22)
where φ is the transported magnitude, ρ is the density, Γ is a diffusion coefficient
and u is the velocity vector. The first term in the right-hand side of Eq. (5.22) is
the convective transport, the second term accounts for the diffusive transport and the
last one is the source term, S(φ). Except for very simple cases, Eq. (5.22) cannot be
integrated analytically. Hence, numerical methods are required. In order to transform
this PDE into a set of algebraic equations, the problem is discretized employing the




= −C(ρhuh)φh + D(φh) + S(φh) (5.23)
where the subindex h denotes discrete values, the diagonal matrix Ω is the volume
matrix, and matrices C and D are the convective and diffusive operators, respec-
tively. The PDEs describing the motion of a fluid are the continuity and momentum




+∇ · (ρu) = 0 (5.24)
∂ρu
∂t
= −∇ · (ρuu) +∇ · (τ )−∇p (5.25)
and the energy equation in its temperature form is:
∂ρT
∂t
= −∇ · (ρuT ) + 1
cp
∇ · (λ∇T ) (5.26)
where τ is the viscous stress tensor, λ the thermal conductivity and cp the specific heat
capacity. Rewriting these equations in discrete form for constant physical properties
and in the incompressible limit:










= −C(uh)Th + αD(Th) (5.29)
where M is the discrete divergence operator and G the discrete gradient operator.
The kinematic viscosity is denoted by ν and the thermal diffusivity is defined as
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α = λ/(ρcp). In order to handle the pressure-velocity coupling, the Fractional Step
Method (FSM) method is applied. For the sake of simplicity, if the Euler method is















where L = MG is the discrete laplacian operator. Since the pressure term is treated
implicitly, attention is placed on the terms treated explicitly, the convective C and
diffusive D operators.
Properties of the convective and diffusive operators
The conservation properties of the discrete operators C and D depend on their
symmetries. As shown by Verstappen and Veldman [12], kinetic energy is preserved
if and only if the convective matrix is skew-symmetric, i.e C = −C∗. In order to
construct a convective matrix operator that fulfils the skew-symmetric requirement,
a Symmetry-Preserving scheme is employed [12]. The diffusive matrix operator, typi-
cally constructed using a central difference scheme, is symmetric and negative-definite.
Hence, the diffusive matrix is equal to its transpose D = D∗ and z∗Dz < 0 for any
non-zero z. Therefore, focus is placed on applying the Gershgorin Circle Theorem to
bound the eigenvalues of the system matrix A = −C + D. It is known that:
• ∀ skew-symmetric matrices C, all eigenvalues λC are I.
• ∀ negative-definite matrices D, all eigenvalues λD are R and λD < 0.
Eigenvalue bounding of the Convection-Diffusion equation
The properties of the convective and diffusive operator together with the Gershgorin
Circle Theorem can be exploited to better bound the eigenvalues of matrix A. First,
instead of applying the Gershgorin theorem directly to matrix A, the theorem is ap-
plied to matrices C and D. Second, according to the Theorem attributed to Bendix-
son [17], the eigenvalue with the biggest complex modulus of the system matrix A is
bounded as:
max
(∣∣R(λAi )∣∣) ≤ max (∣∣λDi ∣∣) & max (∣∣I(λAi )∣∣) ≤ max (∣∣λCi ∣∣) (5.33)
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Hence, defining
∣∣λCmax∣∣ = max (∣∣λCi ∣∣) and ∣∣λDmax∣∣ = max (∣∣λDi ∣∣), and exploiting the
operators properties introduced in the preceding section, the bounded value of the
most restrictive eigenvalue of the matrix A is defined as:
λAbounded = −|λDmax|+ i|λCmax| (5.34)
In order to asses and study how this technique bounds and estimate the eigenvalue
with the biggest modulus of the system matrix A, a rigorous numerical analysis
has been performed. Several pairs of convective and diffusive matrices of different
sizes have been randomly generated. For each pair of C and D, the following linear
combination is defined A = −w1C +w2D, where wi ∈ [0, 1]. The real and imaginary
part of the eigenvalue with the biggest complex modulus of matrix A are normalized
by |λDmax| and |λCmax|, respectively. Results are depicted in Fig. 5.4. As can be seen,
the numerical results are in agreement with Eq. (5.33). Therefore, the most restrictive
eigenvalue of A is always bounded by the eigenvalues of C and D with the biggest
absolute value, as stated by Bendixson [17]. Notice that when one of the absolute
values of the eigenvalues is much bigger than the other one (
∣∣λDmax∣∣  ∣∣λCmax∣∣ or∣∣λDmax∣∣ ∣∣λCmax∣∣), the absolute value of the most restrictive eigenvalue of matrix A,∣∣λAmax∣∣, has a similar absolute value than the most restrictive eigenvalue of matrices C
and D. On the other hand, if the complex modulus of both convective and diffusive
matrices are similar (
∣∣λDmax∣∣ ∼ ∣∣λCmax∣∣), the absolute value of the most restrictive
eigenvalue of matrix A will be smaller than the one estimated by this bounding
technique |λAmax| < |λAbounded|, where |λAbounded| =
√|λDmax|2 + |λCmax|2. Therefore, a
consequence is that the estimated time-step is on the safe side. The complex modulus
of the actual system’s eigenvalues are always equal or lower than the ones estimated
by the bounding technique. Hence, the resulting time-step calculated using λAbounded
is equal or smaller than the one that would be calculated if λAmax were employed.
Moreover, this technique allows a proper estimation of position in the complex
plane (distance and angle from the origin) of the most restrictive system matrix
eigenvalue λAmax, which is not possible if the Gershgorin theorem is applied directly
to matrix A.
Accounting for the volume matrix
The final system matrix for a convection-diffusion equation discretised using the
FVM technique, neglecting the source term, is Ω−1A = −Ω−1C + Ω−1D (see
Eq. (5.23)). The volume matrix Ω is a diagonal invertible matrix. Consequently,
the product Ω−1C is not a skew-symmetric matrix. Similarly, the product Ω−1D
is not a symmetric matrix. Hence, a priori, the properties that state ∀λD ∈ R and
∀λC ∈ I are not valid any more. However, in the following it is shown that all eigen-
values of a skew-symmetric matrix pre-multiplied by a diagonal matrix also lie on
the imaginary axis. Analogously, it is also shown that all eigenvalues of a symmetric













Figure 5.4: Most restrictive eigenvalues of matrix A normalized by |λDmax| and |λCmax|.
matrix pre-multiplied by a diagonal matrix are real. Let W be a symmetric or a
skew-symmetric matrix, and d a diagonal matrix:
dWx = λx (5.35)
where x represents the eigenvectors and λ the eigenvalues. The aim is to prove that
all the eigenvalues of the system dW are real when W is symmetric, and that all
the eigenvalues λ are purely imaginary if W is skew-symmetric. Beginning from
Eq. (5.35) and post-multiplying W by the identity matrix written as I = d1/2d−1/2:
dWd1/2d−1/2x = λx (5.36a)
d1/2d1/2Wd1/2d−1/2x = λx (5.36b)
Pre-multiplying the last expression by d−1/2 at both sides:
d−1/2d1/2d1/2Wd1/2d−1/2x = λd−1/2x (5.37)
Finally, let d−1/2x = x′ and since d−1/2d1/2 = I, the previous expression becomes:
d1/2Wd1/2x′ = λx′ (5.38)
Obviously, if W were symmetric, the product d1/2Wd1/2 is also symmetric, and the
same applies in case W were skew-symmetric. Consequently, since d1/2Wd1/2 has
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the same eigenvalues λ as dW, it has been proved that all the eigenvalues of Ω−1C
are pure imaginary, and that all the eigenvalues of Ω−1D are pure real.
In case the system is pre-multiplied by more than one diagonal matrix, the same
proof could be extended indefinitely:







1/2x′′ = λx′′ (5.39b)
Only the eigenvectors of the system will be modified, but the eigenvalues remain
unchanged.
Eigenvalue estimation of the Convective and Diffusive operators
As previously stated, the system eigenvalues can be bounded through the maxi-
mum eigenvalues of the convective C and diffusive D operators. In the following, the
evaluation of the maximum eigenvalue of each operator using the Gershgorin Circle
Theorem is detailed. Initially, only discretisations which result in a skew-symmetric
convective operator and a symmetric diffusive operator are considered. Afterwards,
other discretisation schemes are analysed.
Convective operator The finite-volume discretisation of the convective term in a











where subindex f indicates a value evaluated at a face of the control volume, F (i) is a
set of all faces of a control volume, nf is the face normal vector and Af is the surface
area. The face mass flow is denoted by m˙f . The discretisation scheme chosen to
evaluate φf will impact on the properties of the discrete convective operator and also
will affect the matrix entries of the convective matrix C. First, it is here considered
a Symmetry-Preserving scheme, which, as the name indicates, preserves the skew-
symmetry of the convective operator. Beginning with a Symmetry-Preserving scheme
(φf = 0.5(φi + φj)), where subindex j denotes the value in the neighbour cell, the




0.5m˙f (φi + φj) (5.41)





5.2. Mathematical formulation 231
Considering a case with constant density, the null velocity divergence ∇·u = 0 results
in all diagonal elements of matrix C being 0. On the other hand, the off-diagonal
elements are:
Cij = 0.5m˙ij (5.43)
As stated before, the resulting matrix is skew-symmetric (Cij = −Cji). Following,
applying the Gershgorin Circle Theorem to matrix C for row i results in:





Since Cii = 0, the Gershgorin circle is centred at the complex origin. Hence, all the





|Cij |, for i = 1...n (5.45)
Diffusive operator Regarding the diffusive operator, the finite volume discretisa-




∇ · (Γ∇φ)dVi =
∑
f∈F (i)


















where a 2nd order Central Difference Scheme (CDS) has been employed. The distance
dij is the distance between nodes i and j projected in the normal direction to the
face, dij = (sfnf ), where sf is the vector from the centroid of i control volume to








Γfdw(φj − φi) (5.47)






Chapter 5. A self-adaptive strategy for the time-integration of convection-diffusion
equations
Dij = Γijdw (5.49)
where the diagonal elements can also be expressed as Dii = −
∑
f∈F (i)Dij . If the Ger-







Since the diagonal term Dii is negative by definition, it is known that the Gershgorin
circle centre will be placed at the left of the imaginary axis. Therefore, the eigenvalue









, for i = 1...n (5.51)
System Matrix maximum eigenvalue bounding Once |λCmax| and |λDmax| have
been estimated, the most restrictive eigenvalue of the system defined according to
Eq. (5.34) is calculated, and the optimal time-step ∆t is determined following the
Self-Adaptive Time Integration Method, detailed in Section 5.2.2.
5.2.5 Dynamic eigenvalue bounding methodology extension
The bounding methodology introduced so far applies for skew-symmetric convec-
tive operators C. However, there remain the question whether the described strategy
can also be applied to convective operators which are not skew-symmetric. The skew-
symmetric property of the convective operator matrix is lost in variable density cases
(
∑
f m˙f 6= 0, hence Cii 6= 0 in general) or employing non energy conservative dis-
cretisation schemes like Upwind, QUICK [18] or SMART [19]. Nevertheless, any
square matrix W can be split in the sum of two matrices, its symmetric part plus its
skew-symmetric part:









Since the sum of two symmetric matrices is another symmetric matrix, the analysis
presented before for the system A = −C + D (when C skew-symmetric and D
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symmetric) can also be applied to the system A = −AI + AR, where AI = skew(C)
and AR = −symm(C) + D. In other words, the symmetric (diffusive) part of the
convective operator C is shifted to the diffusive operator D. In Appendix A further
detail is given regarding the evaluation of the symmetric and skew-symmetric parts
of the convective operator for Upwind and QUICK schemes.
5.2.6 Extension to other temporal integration schemes
So far, the self-adaptive strategy has been introduced for explicit Linear Multi-step
methods. Specifically, the construction of an explicit 2nd order LM method with a
free parameter has been detailed. Still, as previously stated, other temporal schemes
are commonly used. In the following, the self-adaptive strategy is discussed in the
context of Predictor-Corrector schemes and Runge-Kutta schemes.
Predictor-Corrector methods
Predictor-corrector (PC) schemes are based on the combination of an explicit
method (the predictor step) and an implicit method (the corrector step). PC methods
exploit the low computational cost of explicit methods and the larger stability domain
of implicit schemes. A PC scheme of order k works as follows: first, a predictor
step is computed employing an explicit scheme, obtaining a predicted value φ∗ at
time tn+k. Then, a second step is calculated using an implicit scheme, but instead
of iterating to calculate the converged value of f(tn+k, φn+k), the function at time
tn+k is evaluated using the predicted value as f(tn+k, φ∗). The simplest Predictor-
Corrector time integration scheme is one using an explicit Euler as predictor step
u∗ = un + ∆t[f(un)] followed by a corrector step employing a pseudo-implicit Euler
step un+1 = un + ∆t[f(u∗)].
As detailed by Su¨li and Mayers [16], if the predictor step has an accuracy order p∗
and the corrector step one of p, the predictor-corrector method will have an order of
accuracy of p. Hence, the development of a 2nd Order Predictor/2nd Order Corrector
scheme (κ2P2C) with a free parameter κ is investigated.
For the predictor step, the results obtained in Section 5.2.2 for the 2nd order LM
scheme are recovered (see Eq. (5.18)), and replacing φn+2 by φ∗ gives:
(κ+ 1/2)φ∗ − 2κφn+1 + (κ− 1/2)φn = ∆t [(κ+ 1)f(yn+1)− κf(yn)] (5.53)
The process carried out for the LM method is now repeated for an implicit second
order scheme. Therefore, analogously to Eq. (5.16), the second order implicit method
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jβj = 0.5(−2κ+ 4κ+ 2)− (2β2 + β1) = 0 (5.55b)
From Eqs. (5.55a) and (5.55b), it is obtained that β2 = κ and β1 = 1−κ. Hence, the
second order implicit method with a free parameter κ has the form:
(κ+ 1/2)φn+2 − 2κφn+1 + (κ− 1/2)φn = ∆t [(κ)f(φ∗) + (1− κ)f(φn+1)] (5.56)
Following, in order to determine the stability region of the developed PC method,
Eq. (5.53) is substituted into Eq. (5.56), which after operating results in:
φn+2 =
h¯κχ+ h¯(1− κ) + 2κ
(κ+ 1/2)
φn+1 +




n+1 − ψ2φn (5.58)
where χ, ψ are the same as in Eq. (5.19).
As carried out previously, the constraint |λκ2P2C | ≤ 1 is applied in order to assure
that the PC method is absolutely stable. The obtained stability region RA as function
of the free-parameter κ is depicted in Fig. 5.5. As can be seen, the behaviour of this
developed PC method differs from the 2nd order explicit LM method developed before.
In the κ2LM method for small values of κ the stability region is stretched against the
imaginary axis, and increasing the value of κ, the stability region grows in the real
axis direction. Meanwhile, it is observed that the maximum stability region of the PC
method has a change in its behaviour for κ = 0.14809 (see Fig. 5.6). For lower values
of κ, the behaviour is similar to the κ2LM method, since decreasing κ the stability
region is pressed against the imaginary axis. For κ = 0.14809 the PC method reaches
the maximum stability region in the real axis. For bigger values of κ, the stability
region increases in the imaginary axis at the same time that decreases in the real
axis when κ is incremented. Nevertheless, as for the κ2LM method, the benefits of
employing a free-parameter κ are also really remarkable. For cases with eigenvalues
only with real component, the step size can be increased more than two times with
respect to the method with a fixed κ = 0.5, namely a PC method employing a 2nd
order Adams-Bashforth in the predictor step and an Adams-Moulton of 2nd order in
the corrector step.






















Figure 5.5: Stability Regions RA for 2























Figure 5.6: Stability Regions RA for 2
nd Order Predictor-Corrector Method around
κ = 0.14809.
Runge-Kutta methods
Runge-Kutta (RK) schemes are a family of numerical integration methods based
on the evaluation of midpoints in the interval f(tn, φn) and f(tn+1, φn+1). RK meth-
ods do not require previous time steps in order to be employed, like the 1st order
Euler explicit scheme, but achieving high order accuracy through evaluating f(t, φ)
at intermediate steps between tn and tn+1. The family of explicit RK methods has
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the form:











asrkr), s = 2, ..., S (5.59c)
where
∑S
s=1 bsks is a weighted average of function values f(t, φ) at the interval t
n ≤
t ≤ tn+1 and S is the number of internal sub-steps of the method. A RK method
will be consistent if and only if
∑s
s=1 bs = 1. As shown by Lambert [20], if a RK
method has the same accuracy order p than the number of steps S, Eq. (5.59) can be










Therefore, the stability region of these RK methods is defined by:






where h¯ = hλmax. From Eq. (5.61) and Definition Definition 1, the stability region
for RK methods up to S ≤ 4 is depicted in Fig. 5.7.
In contrast to the Linear Multistep and Predictor-Corrector methods presented
before, the introduced RK methods do not include a free-parameter κ. Hence, the
RK method is not modified in order to increase the stability region as a function of
the system eigenvalues. Nevertheless, as will be shown in section Section 5.3.3, the
method developed in the present work still applies. When RK schemes are employed,
the method evaluates the stability region and estimates the maximum stable time-step
∆t for each iteration as a function of the system eigenvalues.
5.3 Numerical results
Numerical simulations are presented in the following to evidence the capacity of
the self-adaptive strategy to be used with the different numerical schemes described
so far. In all cases a Differentially Heated Cavity (DHC) is used as a test case. The
DHC case features a square enclosure, with unit length, where the vertical left and

















Figure 5.7: Stability Region RA for RK Schemes with S = p.
right walls are at a hot and cold temperature, respectively. Bottom and top walls are
adiabatic. In this case flow motions are governed by natural convection. Hence, a
buoyancy force is added to the momentum equation Eq. (5.25). In the present work
the buoyancy term is modelled using the Boussinesq approximation:
(ρ− ρref )g ≈ β(T − Tref )g (5.62)
where g is the gravity, Tref is a reference temperature and β = 1/Tref is the thermal
expansion coefficient for ideal gases.
Results for four numerical tests are presented. In the first one, the eigenvalues
bounding is checked by comparing the values computed with the dynamic procedure
and the exact eigenvalues. Second, numerical simulations using different numerical
schemes for the convective term are presented. It is shown how changing the discreti-
sation scheme affects the eigenvalues and the resulting allowable time-step. The third
test case involves changing the time-integration scheme. The effects on the allowable
time-step are presented. In the last test a variable density DHC is simulated where
the buoyancy is evaluated using the left hand side of Eq. (5.62).
To perform the numerical simulations a finite-volume approach is used to solve
the different transport equations, particularly 2D collocated meshes [13, 21]. In the
construction of the discrete convective term of the momentum equation a Symmetry-
Preserving (SP) scheme [12] is employed in order to preserve kinetic energy. For
the convective term in the energy equation, besides the SP scheme two upwind-like
schemes are also considered, a first order Upwind and a QUICK scheme. A second
order centred difference scheme is used to construct the discrete diffusive term for all
transported quantities. The Poisson equation appearing in the FSM, Eq. (5.31), is
solved by means of a Schur decomposition. Numerical computations are performed
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using the general purpose unstructured and parallel object-oriented CFD code Ter-
moFluids [22].
5.3.1 Eigenvalues estimation
The purpose of the current section is to assess the capability of the method to
bound correctly the eigenvalues in a real case. In order to do so, the following
eigenvalues are compared: (i) the most restrictive eigenvalue calculated using the
dynamic bounding methodology detailed in section Section 5.2.4, (ii) the exact eigen-
values of matrices C and D, (iii) the eigenvalues of matrices AI = skew(C) and
AR = −symm(C) + D and (iv) the eigenvalues of matrix A. The eigenvalues of
matrices C, D, AI, AR and A have been calculated employing the scientific software
Scilab [23].
The DHC problem is solved in non-dimensional form, using a Prandtl number of
0.71 and the Rayleigh number has been set to 5 ·106. The domain has been discretised
using a Cartersian non-uniform mesh stretched at the hot and cold boundaries. The
mesh has 322 control volumes (CV). This coarse mesh allows calculating the exact
eigenvalues of the system. In the DHC problem, the transport equations for momen-
tum and energy have to be solved. For the current case the time step ∆t is limited
by the energy equation, therefore, the present analysis has been done for the energy
equation.
Results obtained employing the Symmetry-Preserving scheme are depicted in
Fig. 5.8. As can be seen, the maximum eigenvalue calculated using the dynamic
methodology (λbounded) perfectly bounds all the eigenvalues of the system matrix
A (black dots), including the most limiting one (λA). The eigenvalue λARe,Im repre-
sents the maximum eigenvalue calculated as λARe,Im = (−max(∣∣λAR ∣∣)+imax(∣∣λAI∣∣)),
namely the eigenvalue obtained from the maxima eigenvalues of matrices AR and AI.
As stated before, if the SP scheme is employed for the convective operator, all its
eigenvalues (yellow diamonds) lie in the imaginary axis. Therefore, the eigenvalues of
its skew-symmetric (blue crosses) part are the same, and the eigenvalues of its sym-
metric part (purple squares) are null. Since the eigenvalues of symm(C) are null, the
eigenvalues of the diffusive operator (green circles) are the same as the eigenvalues of
AR (red asterisks).
Results obtained using the Upwind Difference Scheme (UDS) for the convective
operator in the energy equation are shown in Fig. 5.9. Unlike the SP scheme, in this
case the eigenvalues of the convective operator have also a real part, thus revealing
the diffusive behaviour of the UDS schemes. Comparing figures Fig. 5.8 and Fig. 5.9,
it can be noticed that the skew-symmetric part of the convective matrix C in both
cases is the same, as detailed in Appendix A. Although the eigenvalues of the diffusive
operator are the same, now the highest eigenvalue of AR is bigger than when using
SP, since the diffusive part of the convective operator has been included. In the same
vein, the eigenvalues of the system matrix A are now shifted to the diffusive part.























Figure 5.8: Eigenvalues employing the Symmetry-Preserving scheme.
As before, the most limiting eigenvalue (λA) is well-bounded by the the maximum
eigenvalue estimated (λbounded).
5.3.2 Discretisation schemes
The next test consists of changing the discretisation scheme of the convective
term of the energy equation. Simulations are run using the 2nd order explicit Linear
Multi-step method with a free parameter presented in Section 5.2.2, namely K2LM .
An incompressible DHC case with Ra = 107 and Pr = 0.71 has been computed on
a structured mesh of 128x64 CVs, also stretched close to the vertical walls. Tran-
sient simulations are run beginning from an initial state with a linear temperature
profile and null velocities. Transient evolutions are expressed in terms of the case









where Lref = 1.
Figures 5.10 to 5.12 show the ϕ angle, as defined in Section 5.2.2, and the computed
240
























Figure 5.9: Eigenvalues employing the Upwind Difference scheme.
time step ∆t obtained using SP, UDS and QUICK schemes, respectively. Moreover,
the required Courant number C is also depicted, in case Courant–Friedrichs–Lewy
condition (CFL) would be employed to estimate the time-step. The Courant number
C is split into its different contributions, denoted here as convective Cc and diffusive









where Γ represents the diffusive coefficient Γ = ν or Γ = α, of the momentum and
energy equations, respectively.
Regarding ϕ, values close to 90 indicate a convective behaviour, since such an
angle value indicates that the convective eigenvalue dominates. Focusing on the tem-
poral variation of ϕ corresponding to the momentum equation, in all cases it can
be observed that in the first time-units the flow features a transition from a pure
diffusive behaviour to a more ”convective” one. The reason for this behaviour is
that initially all the cavity is at the same temperature and the flow has null velocity.
Hence, initially heat transfer is only through diffusion, namely conduction.
Regarding the energy equation, it can be observed that when the SP scheme is
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Figure 5.10: Transient evolution of the stability angle ϕ (top), ∆t (middle) and
Courant number C (bottom) obtained using a SP scheme. Time-step curves at the
middle plot refer to the maximum allowable ∆t for each equation. The time-step
is expressed in non-dimensional form using τref . Then, the lowest ∆t of the two is
selected at each iteration (Time step - algorithm). Courant numbers C are evaluated
following Eq. (5.64).
used, a similar behaviour to the momentum equation is obtained. This is consistent
because in this case the same numerical scheme is being used for the momentum and
energy equations. However, when upwind-like schemes are used, a different temporal
evolution is found. The difference between SP and the two upwind-like schemes can
be explained by the diffusive behaviour introduced by the latter schemes, which do
not preserve the skew-symmetry of the convective operator. Furthermore, comparing
the results of the UDS and QUICK schemes, it can be seen that the ϕ angle for the
UDS is 10° closer to the real axis than for the QUICK scheme. Thus, showing the
more diffusive behaviour of the UDS scheme.
Considering the evaluated ∆t and Courant number C, again a difference between
the SP and upwind-like schemes can be observed. Focusing on the values related to
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Figure 5.11: Transient evolution of the stability angle ϕ (top), ∆t (middle) and
Courant number C (bottom) obtained using an UDS scheme. See Fig. 5.10 for further
details.
the energy equation, the SP scheme results in a higher time-step than either upwind-
like scheme. However, although this higher allowable time-step with the SP for the
present case, in cases where the local Peclet may become high, using this centred
scheme in the scalars’ transport equation may not be suitable [24], as it may lead to
instabilities. Hence, in those cases upwind-like or flux-limiters would be required.
As a last remark, the time-step obtained with the QUICK scheme is lower than
that obtained with the UDS scheme. The reason for this smaller time-step is at-
tributed to the higher eigenvalues of the QUICK scheme (not shown here). Conse-
quently, with larger eigenvalues, the resulting time-step cannot be as high as with
the UDS, which features lower eigenvalues for this case. Nonetheless, results with the
UDS show a more diffusive behaviour. Hence, in terms of accuracy of the solution,
the QUICK scheme is better, since it introduces lower numerical diffusion.
Overall, the test shows the ability of the self-adaptive strategy to handle different
discretisation schemes and dynamically adapt the time-step. Oppositely, if the time-
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Figure 5.12: Transient evolution of the stability angle ϕ (top), ∆t (middle) and
Courant number C (bottom) obtained using an QUICK scheme. See Fig. 5.10 for
further details.
step were to be calculated using the CFL condition, the Courant number C employed
in Eq. (5.64) should be set to the most restrictive value required by the transient flow
evolution. However, with the current approach, the simulation advances in time at
the fastest pace possible, which is dictated by the stability of the temporal scheme
and the system’s eigenvalues at each iteration. It should be noted that, since explicit
time-integration schemes are considered, the time step obtained from the temporal
scheme stability analysis is more restrictive than the required physical time-step.
5.3.3 Temporal schemes
In the following the self-adaptive strategy is analysed for the temporal integration
schemes presented in Section 5.2.6. Results for the 2nd order explicit Linear Multi-
step method with a free parameter (κ2LM) are not repeated here. The test case is
the same as in Section 5.3.2. Now, the convective scheme is fixed, only the SP is used.
Still, changing the convective scheme with the different temporal schemes shows the
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same trends as described in the previous section.
The results obtained for a RK2 scheme and the PC method with a free parameter
(κ2P2C) developed in Section 5.2.6 are depicted in Figures Fig. 5.13 and Fig. 5.14
respectively. Comparing the evolution of the ϕ angle it can be observed that the
temporal evolution is similar for both cases. As it would be expected, the converged
solution does not depend on the chosen temporal scheme. Differences can be observed
for the allowable time-step. The RK scheme shows an increased maximum time-step
compared to the κ2LM solution, shown in Fig. 5.10. Analogously, Courant number
C values computed are also higher for this case. The κ2P2C scheme also allows for
a higher time-step than the κ2LM scheme. Still, not as high as for the RK scheme.
Nonetheless, the increased time-step for these schemes comes at the cost of more
operations per time-step.
Notice that in all the cases presented so far, the time-step of the simulation is
limited by the energy equation, with the exception of the simulation using the PC
scheme κ2P2C (Fig. 5.14), which is limited by the momentum equation. The reason
is that the simulation was carried out employing a variant of the numerical algorithm
presented by Ventosa et al. [25]. In the original algorithm the temporal integration of
the scalars is performed using a 2nd order Adams-Bashforth scheme in the predictor
step and a Crank-Nicholson scheme in the corrector step. In the momentum equation,
both sub-steps are solved by means of a 2nd order Adams-Bashforth scheme. In the
present work this algorithm is adapted to use the self-adaptive schemes with a free
parameter κ. Hence, the energy equation is integrated using the κ2P2C scheme,
while the momentum equation employs the κ2LM method in both sub-steps. Since
the stability region RA of the κ2P2C scheme is bigger than the stability region of
the κ2LM scheme for the eigenvalues of the problem, the time-step of the simulation
is limited by momentum. Therefore, a new algorithm where both momentum and
energy equations are integrated employing the Predictor-Corrector Scheme with a
free parameter κ2P2C is implemented and assessed. The results obtained with this
new algorithm are depicted in Fig. 5.15. As can be seen, the time-step estimated for
the energy equation is the same than the one obtained with the modified algorithm
of Ventosa et al. [25]. However, in the new algorithm the time-step calculated for the
momentum equation is bigger, allowing a bigger time-step for the simulation. The
reason is that the time-step is limited by the energy equation and not by momentum.
Overall, the described time-step maximisation strategy has been shown to effec-
tively bound the eigenvalues of the system and to find the maximum time-step for a
stable simulation.
5.3.4 Variable density cases
A variable density DHC case has been simulated to ascertain the capacity of the
described strategy to handle cases with variable density. This configuration corre-
sponds with the DHC benchmark case studied by Le Que´re´ et al. [26]. In these cases
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Figure 5.13: Transient evolution of the stability angle ϕ (top), ∆t (middle) and
Courant number C (bottom) obtained using a RK2 temporal scheme. See Fig. 5.10
for further details.
even when using a Symmetry-Preserving scheme the diagonal entries of the convective
matrix are in general not null. To perform the simulations the same 128x64 CV mesh
is used. Also, a Rayleigh number of 107 is set. Still, boundary conditions are changed.
In the present case the hot wall is at Th = 960K and the cold wall at Tc = 240K.
The density is evaluated using the ideal gas law and fluid properties are evaluated
using Sutherland’s law [27]. For the buoyancy term the Boussinesq approximation is
not used. Instead, the product of gravity and density is retained.
A key characteristic of this case is the large temperature difference between vertical
walls. The  = Th−Tc2T0 parameter can be regarded as an indicator of the deviation from
the Boussinesq case. Hence, even though the Rayleigh number is retained, results of
this simulation differ from those performed with a lower temperature difference [28],
and consequently with much lower  values.
In Fig. 5.16 are shown the results of the simulation. As can readily be seen, the
computed ϕ differs from previous results, which were computed in the incompress-
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Figure 5.14: Transient evolution of the stability angle ϕ (top), time-step (middle) and
Courant number C (bottom) obtained using a PC temporal scheme. See Fig. 5.10 for
further details.
ible limit. Thus, the eigenvalues also change. From these results it can be inferred
that diffusive transport is much more prominent than at low  values, namely in the
incompressible limit ones.
Regarding the time-step, again differences with respect to the incompressible sim-
ulations can be observed. Nonetheless, convergence is achieved after a similar number
of time-units. With this test, the self-adaptive strategy is shown to be able to handle
variable density cases.
5.4 Conclusions
A self-adaptive strategy for the evaluation of the time-step for the numerical so-
lution of the Navier-Stokes equations has been presented. It has been argued that
the increase in the time-step is a way to improve the computational performance
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Figure 5.15: Transient evolution of the stability angle ϕ (top), time-step (middle)
and Courant number C (bottom) obtained using a modified PC temporal scheme.
See Fig. 5.10 for further details.
strategy was presented in a previous paper [1] where the convective and diffusive
matrices were assumed to be of a certain type, skew-symmetric for the convective
operator and symmetric and negative-definite for the diffusive operator. Extension
has been made to convective operators which result in non-skew-symmetric convec-
tive matrices. Furthermore, variable density cases have also been considered, where
in general the diagonal of the convective matrix is not null. The approach described
in the paper requires the evaluation of the eigenvalues of the system, which is an
expensive process. A method to bound these eigenvalues, and consequently avoid
their direct evaluation, has been presented showing high efficiency. The bounding is
based on the Gershgorin Circle Theorem. Still, two aspects have been numerically
assessed. On the one hand, according to the Theorem by Bendixson [17], it has been
numerically studied how the eigenvalues of a matrix are bounded by the eigenvalues
of their symmetric and skew-symmetric matrices. On the other hand, it has been
shown that for non-skew-symmetric convective matrices, the bounding technique can
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Figure 5.16: Transient evolution of the stability angle ϕ (top), time-step (middle)
and Courant number C (bottom) obtained using a PC temporal scheme for a variable
density DHC. See Fig. 5.10 for further details.
also be applied, provided that they are decomposed into their skew-symmetric and
symmetric parts. The latter can be added to the diffusive matrix and the eigenvalues
of the whole system are still correctly bounded.
Different temporal schemes and discretisation schemes have been tested. Regard-
ing spatial discretisation schemes, the method has been extended to handle upwind-
like schemes, such as the UDS and QUICK schemes. Nonetheless, with the presented
methodology, extension to other schemes such as flux-limiters is straightforward. Re-
garding temporal schemes, extension to Predictor-Corrector (PC) and Runge-Kutta
(RK) schemes has been performed. In the former, a new PC scheme with a free
parameter has been presented. Concerning RK schemes, since no free parameter is
present, the self-adaptive strategy only finds the maximum allowable time-step but
it does not modify the region of stability. Nonetheless, it is shown that the method
is capable of handling this type of schemes. The development of a self-adaptive RK
scheme with free-parameter κ will be studied and developed in future works.
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The described methodology is capable of finding an optimal time-step for each case.
Therefore, the current approach can be implemented in any CFD code, allowing the
calculation of the optimal time-step. This enables a stable and accurate simulation
with a significant decrease of the computational cost.
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6Conclusions
This thesis has been focused on the development and implementation of models
and algorithms for numerical simulations of heat and mass transfer phenomena. The
new codes and features have been specifically implemented in the in-house parallel
Computational Fluid Dynamics (CFD) code TermoFluids (TF) [1]. This CFD code
is a multi-physics code developed to work in unstructured meshes with a high parallel
scalability. TermoFluids has been developed and maintained during the last years
by the Centre Tecnolo`gic de Transfere`ncia de Calor (CTTC) research group at the
Universitat Polite`cnica de Catalunya - BarcelonaTech (UPC). The CTTC group has
come a long way in the research of heat and mass transfer phenomena, a journey that
began in the early 80s and continues today. Therefore, the work presented in this
thesis can be seen as a bridge towards new physics and applications in the long road
that the CTTC group has travelled in the scientific research of heat and mass transfer
phenomena. As a bridge, the work carried out during the thesis aimed to overcome
some obstacles and difficulties found in the road during this research task. Once the
work has been finished, it can be stated that this new bridge built permits to continue
the journey, allowing to set new goals and face new challenges in the research field of
heat and mass transfer phenomena.
Each one of the previous chapters of this thesis has been focused on one problem
to solve, presenting one or various possible solutions to face it. Although all the
previous chapters of the thesis have their own conclusions section, where the main
results and conclusions derived from the work done have been presented in deep, this
chapter summarizes the main research goals and findings of the whole thesis.
First, Chapter 2 deals with numerical simulations of combustion processes. As it is
argued throughout the chapter, the numerical simulations of combustion processes in
turbulent flows present two main difficulties. The first one is related with the stiffness
of the equations required to calculate the rates of production and destruction of
all the chemical species when using the empirical Arrhenius expression [2, 3]. This
stiffness forces to employ very small time integration steps when using explicit time
integration schemes, or to employ non-classical implicit integration methods, that
allow higher time integration steps, but at the expense of a greater computational
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load. The second difficulty arises when a modelling approach, i.e. RANS or LES, is
employed to simulate turbulent combustion processes. For example, in LES only the
large scales of the flow are solved, while the sub-grid scales are modelled, and as the
chemical reactions occurs at molecular level, the flow-chemistry interaction must be
modelled due to it occurs at sub-grid level, and a closure model has to be employed
for the chemical reaction term. The first issue has been tackled from two different
angles: one using a combustion model that allow to reduce the computational effort of
computing chemical reactions during simulation time, and a second one developing a
smart balancing algorithm for the evaluation of the chemical reaction rates in parallel
combustion simulations.
The combustion model presented in this thesis is the Progress-Variable (PV)
model. The method is based on the following: previous to the numerical simula-
tion, all the detailed chemistry is computed and tabulated as a function of a reduced
system of tracking scalars. During simulation time, instead of solving a transport
equation for each species of the mixture, and computing the chemical reaction rates
using finite-rate chemistry, only the tracking scalars are transported. The information
regarding the state of the chemical reaction is recovered accessing to the pre-generated
look-up table. Moreover, in order to overcome the modelling issue of the chemistry-
flow interaction at sub-grid level in LES modelling, the model Presumed Conditional
Moment (PCM) has been applied to the PV model in order to close the chemical
reaction term in turbulent combustion simulations. This PCM model is a simplified
version of the Conditional Moment Closure (CMC) model [4–6], as in PCM the con-
ditional moments are presumed instead of being calculated. This modelling approach
combining the PV and PCM models has been employed to simulate a benchmark
case, namely the Cambridge autoignition experiment [7]. The results obtained from
the numerical simulations show that the model is able to reproduce the combustion
processes taking place in the experiment, including the auto-ignition and quenching
of the ignition kernels. Nonetheless, the numerical simulations predicted a slightly
smaller auto-ignition length than the experiment, due to this the model over-predicts
the reaction rate of the progress variable. Hence, although the model produces rea-
sonable accurate results and allows to simulate turbulent combustion processes at a
very reasonable cost, it should be reviewed aiming to enhance its accuracy.
The second strategy applied to make combustion simulations more affordable is the
development and implementation of a smart balancing algorithm for parallel combus-
tion simulations. The method is based on a non-classical integration method specially
well-suited for stiff sets of equations, specifically Gear’s method [8]. This method al-
lows higher time integration steps than conventional integration schemes, although at
the expense of a higher computational cost. Nonetheless, this method is only applied
to the computational cells with active chemical reactions, while non-reactive cells are
integrated explicitly, as their equations do not present a stiff behaviour. Hence, only
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the cells close to the flame front are integrated using Gear’s method, which means
that in parallel simulations only a part of the total number of processors will have
to perform this additional calculations, generating an imbalance in the simulations.
The dynamic balancing algorithm avoids this imbalance in the computational load,
and allows to notably speed-up the simulations, resulting in a notorious reduction
of the simulation time. A rigorous analysis of the computational performance and
the scalability of the developed algorithm has been presented. It is shown that the
method scales very well, and is able to re-balance strongly imbalanced simulations,
helping to increase the performance of parallel simulations. Moreover, this solution
has been employed to simulate the same benchmark combustion presented above, the
Cambridge experiment. Although in this case a perfect mixing at sub-grid scale is as-
sumed, meaning that the sub-grid chemistry-flow interaction has not been modelled,
the obtained results agree fairly well with the experimental ones. Moreover, and what
is more relevant, it is demonstrated how the algorithm allows to notably speed-up the
computations, making the combustion simulations using finite-rate chemistry more
affordable.
In Chapter 3, another type of multi-physics problem has been treated: dispersed
multi-phase flows. These types of flows are characterized by the presence of two (or
more) phases, where one is continuous and the others are disperse, in the form of
unconnected particles or droplets. There are several modelling approaches aimed to
simulate this type of flows. Each one of these approximations has its owns strengths
and limitations, being better suited and sometimes limited to a concrete type of
dispersed multi-phase flows [9]. For example, if the motivation is to study in detail
the fluid-dynamic behaviour of a few droplets or bubbles, the best choice is the fully
resolved methods, where the forces acting over the dispersed phase are fully resolved.
Some of these methods are the Level-set method, the Volume-of-Fluid method, the
Front-tracking method, etc. Although they are very accurate, these type of methods
are limited to a small number of particles or droplets.
On the other hand, if the aim is to study large systems with a high particle loading
like fluidized-beds, the more convenient approach is the Euler-Euler model, where one
assumes that the dispersed phase can be treated as a continuum. The objective of
the current thesis is to study large systems where millions of particles or droplets can
be present ranging from very dilute two-phase flows up to dense dispersed two-phase
flows, i.e. the injection of coal in coal furnaces, fuel spray jets in combustion chambers,
inhaled medicines, evaporative cooling applications or cyclone separators. For these
type of flows the best suited option is the Lagrangian-Eulerian model. Hence, this
model has been the one presented in this thesis and implemented in the CFD code
TermoFluids.
Throughout the thesis some key aspects relevant for the implementation of the
Lagrangian-Eulerian model have been deeply analysed. A rigorous analysis of different
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interpolation methods for unstructured meshes has been presented. The conclusions
derived from this analysis shows which method is the most interesting depending on
the simulation set-up, taking into account the accuracy offered by each interpolation
method as well as its associated computational cost, which can be a limiting factor.
Another aspect studied in Chapter 3 is the relevance of the contribution of the
sub-grid scales over the dispersed phase in LES modelling. As in LES the sub-grid
scales are modelled instead of resolved, it is relevant to assess which is the influence
of this unresolved scales over the particles or the droplets. In order to do so, several
a priori LES studies have been carried out, where the DNS velocity field has been
spatially filtered (FDNS simulations), obtaining LES-like velocity fields. The analysis
has been done for different filtering levels and several Stokes numbers. Moreover,
two sub-grid stochastic models available in the literature aimed to reconstruct the
influence of the sub-grid scales over the particles have been assessed, namely the
Bini and Jones (BJ) model [10, 11] model, and the Pozorski and Apte (PA) model
[12]. The results of the analysis show that LES filtering have an influence over the
particles depending on their Stokes number. For a Stokes number smaller than unity,
LES filtering dissipates the preferential concentration effect. For particles with Stokes
number larger than one, the preferential concentration effect seems to be enhanced
by the filtering. Moreover, in both cases the total kinetic energy of the particles is
diminished with filtering. Regarding the studied sub-grid stochastic models, both
models are able to recover part of the kinetic energy lost with filtering, but they
tend to dissipate the preferential concentration effect for all types of particles. This
dissipation effect is desired for the heavy particles, but make results for particles with
a small Stokes number worse.
From the detected deficiencies in the sub-grid stochastic models, the development
of a new sub-grid dispersion model is investigated. The new proposed model is based
on the reconstruction of statistics via Probability Density Functions (PDFs). The
idea is to recover the influence of the sub-grid scales not resolved in LES over the
particles from magnitudes ready-available in LES simulations. The first results ob-
tained with this new model are very promising, and clearly outperform the results
of the previous presented stochastic models. For the studied case, the new model is
able to almost match the kinetic energy values of the DNS simulation. Furthermore,
for particles with a Stokes number of 0.5, the method is able to recover part of the
particle concentration effect lost with filtering, oppositely to the stochastic models
which have a scattering effect over this class of particles.
Closing the chapter, two realistic cases have been simulated using the models and
numerical libraries for dispersed multi-phase flows implemented during the develop-
ment of this thesis. The first case is the flow loop Hercule of Bore´e et al. [13], which
reproduces an industrial configuration aimed to control the mixing of a fuel, e.g. pul-
verized coal, with the surrounding air flow. The second simulated case is an in vitro
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experiment carried out in a human-based model of the upper airways [14], where the
regional deposition of inhaled medicines in a realistic human airways configuration has
been studied. The numerical results obtained from both cases are in good agreement
with those of the experiments, demonstrating that the developed numerical tools are
able to produce reliable results, and validating the numerical code.
The problem faced in Chapter 4 is the one found in CFD simulations where mobile
parts moving close to other solid parts that are fixed exist. For example, when
simulating applications like wind turbines or turbo-machines, it would be interesting
to use moving meshes attached to the rotating parts, at the same time as static meshes
are employed for the fixed parts. Therefore, it is desired to develop a method able
to carry out simulations whose simulation domain is composed by one or more static
meshes, and one ore several moving meshes. With that aim, an algorithm able to run
parallel simulations using non-overlapping meshes which share some or all boundaries
between them has been developed and implemented. The developed method falls
inside the category of sliding meshes techniques.
The implemented algorithm employs auxiliary particles that help to reconstruct at
each iteration the matrix operators of the discrete Navier-Stokes equations, allowing
to stitch the independent meshes, and solve the numerical system as a whole. In order
to analyse the properties of the algorithm, two studies have been carried out: the first
one analysing the conservation properties of the method, and a second one studying
its parallel scalability. The conservation analysis studied the influence of different
parameters over the conservation properties of the method. The results obtained
show that although there is a decrease in the conservation of mass and kinetic energy
regarding a case using an unique static mesh, the obtained results are fairly good and
validate the method. Regarding the parallel scalability analysis, it shows that the
algorithm is able to scale up to thousands of CPUs with a good performance, meaning
that the method can be used in big simulations of complex cases. The method has
been applied to real test cases. The obtained numerical results are accurate and match
the results of the experiments, showing the capability of the algorithm to generate
reliable numerical results.
Furthermore, aiming to improve the conservation properties of the previous method-
ology, a new algorithm is developed. The main difference between the new method
and the previous one is that the previous method supposes the geometry of the neigh-
bour cell in the neighbour mesh, while the new one performs a surface’ projection
step where all the new faces connecting the boundary cells at the sliding boundary
are calculated at each interaction. Obviously, this additional calculation makes the
new method more computationally expensive, although it allows the method to pre-
serve the mass and the kinetic energy better. A conservation analysis of the new
method shows that this is capable of obtaining mass conservation values in the same
order as a static case solved in a full mesh. In the same vein, the kinetic energy is
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also almost perfectly preserved, and only a minor dissipation occurs for the highest
relative velocity considered, being almost negligible. Hence, it is demonstrated that
the new method is able to perform simulations with sliding meshes preserving mass
and kinetic energy just as well as a simulation in a full static mesh.
Finally, in Chapter 5 a new generic methodology for the time-integration of
convection-diffusion equations aimed to increase as much as possible the integration
time-step of explicit time-integration schemes is presented. This method allows to
reduce the computational cost of numerical simulations. The presented work is an
extension of a previous work carried out by Trias and Lehmkuhl [15], which is based on
an earlier research carried out by Verstappen and Veldman [16]. In their work, Trias
and Lehmkuhl presented a method able to modify dynamically the stability region of
the temporal integration scheme depending on the properties of the system matrix.
This allows the use of larger time-steps than when a usual time integration scheme is
employed. The modification of the stability region is done thanks to the addition of
a free-parameter in the temporal integration scheme. The method was implemented
for a 2nd order Linear Multi-step integration scheme. Moreover, the method was re-
stricted to cases where the convective matrix operator was skew-symmetric, i.e., when
using the symmetry-preserving discretization scheme [17].
In this thesis, the methodology has been extended to work in other time-integration
schemes like Predictor-Corrector schemes and Runge-Kutta schemes, as well as to
work with Upwind-like convective discretization schemes, and not only with the
symmetry-preserving scheme. Moreover, the method has also been extended to work
in variable density cases. In these cases, the symmetry-preserving scheme may not
generate a skew-symmetric matrix operator, as the diagonal term is not null in gen-
eral. Furthermore, it has been numerically assessed how the strategy to bound the
matrix eigenvalues, based on the Gershgorin Circle Theorem and Bendixson’s The-
oren [18], is able to perfectly bound the exact matrix eigenvalues. It has been also
demonstrated that the volume matrix does not affect the eigenvalues of the system
matrix.
In order to ascertain the capabilities of the method, the chapter ends with various
numerical simulations validating the different convective schemes and numerical inte-
gration methods presented throughout the chapter, as well as a variable density case.
In order to validate the computations, the well-known Differentially Heated Cavity
case has been used. The obtained results demonstrate the capability of the method
to correctly determine a stable and optimal time-integration step for all the studied
numerical schemes, and time integration methods. Moreover, it is proven that the
method is able to dynamically select at each time-step the maximum allowable time-
step that ensures the simulation stability. Therefore, the method demonstrates two
clear advantages respect the classical CFL condition used to determine the time-step
of the simulations: it dynamically adapts and maximizes the stability region of the
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time-integration schemes according to the system matrix eigenvalues, and it is capable
to determine automatically the maximum stable time-integration step.
Future Work
Following the analogy presented at the beginning of the chapter, this thesis is a
bridge that allows to continue the current research in the field of numerical simulations
of heat and mass transfer phenomena at the Centre Tecnolo`gic de Transfere`ncia de
Calor (CTTC) beyond the current know-how. Moreover, the work developed during
the thesis allows to face research challenges in new fields and topics. Nonetheless,
these new possibilities also present new challenges and difficulties that encourage to
continue and extend the work developed in this thesis. In this section, possible future
works and research which can be carried out in order to widen the presented work
are detailed.
There are several tasks which would be interesting to carry out in order to continue
the research presented in Chapter 2. One interesting task would be the implementa-
tion of some sub-grid chemistry flow model for finite-rate chemistry. The developed
smart-balancing algorithm has demonstrated to be a powerful tool to simulate com-
bustion cases in parallel computation. Nevertheless, to properly simulate turbulent
cases the sub-grid chemistry-flow interaction must be taken into account. Therefore,
some modelling approaches available in the literature, i.e. Conditional Moment Clo-
sure (CMC) [6], a sub-grid joint probability density function (PDF) approach [19, 20],
the dynamic thickened flame model [21] or the Partially Stirred Reactor approach [22]
should be implemented in TermoFluids. This new feature will greatly increase the
capability of the code to simulate combustion processes.
Other possible works are related with the implemented Progress-Variable model
coupled with the Presumed Conditional Moment closure. The obtained results show
that this approach is able to capture the physics in the auto-ignition process of a
hydrogen flame, although some discrepancies regarding the experimental results are
found. Hence, it would be interesting to carry out further research work trying to
figure out the source of the discrepancies. Combustion simulations are very complex,
and they involve different modelling assumptions and approaches, and sometimes it
is difficult to figure out which assumption or simplification is affecting the results the
most. Therefore, a rigorous quantification of these effects can be a very interesting
research work, although at the same time very tough and complex.
The future work to be carried out starting from the work already developed in
Chapter 3 can be very extensive. There are plenty of new physics and phenomenolo-
gies which can be added to the numerical models now implemented. For example, the
current implementation considers the particle displacement, but not its possible ro-
tation. When rotation is included due to torques acting on the particles, this particle
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may experience a lift force due to its rotation, known as the Magnus force. This force
can be relevant at some flow configurations. Another lift force that is not yet imple-
mented is the Saffman lift force, experienced by particles moving in a shear layer due
to the non-uniform relative velocity over the particle and the resulting non-uniform
pressure distribution. This transversal lift force pushes the particle towards the direc-
tion of the higher slip velocity in the shear-layer [23]. On the other hand, the motion
of bubbles is much more complex than that of a rigid solid sphere. In bubbles, the
interface is not rigid because there is a flow moving inside the bubbles, implying that
the interface has a relative motion, which causes a drag reduction. Therefore, more
sophisticated and complex drag correlations should be implemented. Moreover, in
bubbles the transversal lift forces, the added mass force or the wall effects are really
relevant. Therefore, bubbly flows are a big challenge [9].
More physics which can be included and can be relevant in some flow config-
urations are the particle-particle collisions and the particle-walls collisions. Both
phenomena are sub-grid phenomenology which must be implemented using models.
Several models can be found in the literature for both phenomena based on different
approaches, and with different degrees of complexity, accuracy and computational
requirements. For example, among the particle-particle collision models there are
stochastic models [24], probabilistic models [25] or deterministic ones [26]. Regarding
the particle-wall collision models, these can range from simple elastic collision models
to more sophisticated approaches considering the roughness of the wall [27]
Other interesting physics that can be implemented for droplets in a future work
are nucleation and coalescence. The implementation of these physics will lead the
opportunity to study cases like steam near saturation conditions undergoing a rapid
expansion in nozzles [28], or the wetness losses occurring at the low pressure part of
a steam turbine due to condensation [29].
Furthermore, a clear objective is a transversal work coupling the multi-physics
developed in Chapters 2 and 3. This link between these numerical models will allow
the possibility to carry out complex CFD simulations of all the physics present in
combustion chambers, from the injection of the fuel, its atomization and break-up,
followed by the heating and evaporation of the fuel droplets, and once the fuel is
evaporated, simulating the chemical reactions of the combustion process.
For the work carried out in Chapter 4, the future work is crystal clear: finish
the development of the new algorithm, which enhances the conservation properties
of the previous one. The current bottle-neck of the algorithm is in the projection
and intersection step. Some heuristics and possible geometric intersections between
faces are still not implemented, and sometimes the algorithm is not able to resolve
the new face intersections. In order to solve this issue, two possible complementary
strategies can be followed: the first and most intuitive is to try to find all casuistry of
the possible geometries and implement a solution for their intersection. The second
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one can be thought of as a backup or safety strategy: if at some iteration a geometric
configuration which is not covered by the intersection algorithm is found, it is possible
to perform a smaller time-step, changing the relative position between the moving
and the static meshes, thus avoiding the situation which generated the issue in the
intersection process.
Regarding the work in Chapter 5, it can be extended to further time-integration
schemes, like high order Linear Multi-step and Predictor-Corrector methods. Another
future work is to study the possibility of developing a Runge-Kutta-like scheme includ-
ing a free-parameter as done for the other integration schemes, adding the capability
to this new RK-like method to adapt its stability region according to the matrix
system eigenvalues. Moreover, from the results obtained in the detailed numerical
analysis about how the current strategy bound the eigenvalues of the system, which
shows that the eigenvalues are always safely bounded, it would be interesting to study
if a new strategy able to bound the eigenvalues of the system more precisely can be
derived. This will allow the use of higher time-steps in the simulations. Nonetheless,
this new strategy should be computationally as cheap as the current one. If not, the
savings in the simulation time obtained with this method can be lost if the strategy
to estimate the eigenvalues requires a remarkable computational effort.
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In order to bound the eigenvalues using the Gershgorin Circle Theorem presented
in Section 5.2.3 is necessary to figure out the form of the convective matrix. Moreover,
when Upwind-like schemes are employed, it is necessary to construct on-the-fly the
symmetric and the skew-symmetric matrices. Following, the splitting of the convective
operator C in its symmetric and skew-symmetric parts for Upwind-like schemes is
detailed.
A.1 1st order Upwind scheme
For the 1st order Upwind scheme only two nodes per face will be linked in the




m˙ijφi, if m˙ij ≥ 0
m˙ijφj , if m˙ij < 0
(A.1)




m˙ij (where m˙ij = 0 if m˙ij < 0) (A.2)
Cij =
{
0, if m˙ij ≥ 0
m˙ij , if m˙ij < 0
(A.3)
Regarding the node j, knowing that m˙ij = −m˙ji:
m˙jiφji =
{
m˙jiφj , if m˙ji ≥ 0
m˙jiφi, if m˙ji < 0
{
−m˙ijφi, if m˙ij ≥ 0
−m˙ijφj , if m˙ij < 0
(A.4)
So, the matrix position Cji is:
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Figure A.1: Stencil scheme for 1st order UW scheme.
Cji =
{
−m˙ij , if m˙ij ≥ 0
0, if m˙ij < 0
(A.5)
From Cii, Cij and Cji the symmetric and skew-symmetric part of the convective
matrix are obtained:
S(Cii) = Cii (A.6)








−0.5m˙ij , if m˙ij ≥ 0
0.5m˙ij , if m˙ij < 0






0.5m˙ij , if m˙ij ≥ 0
0.5m˙ij , if m˙ij < 0
= 0.5 |m˙ij | (A.9)
As can be seen, the skew-symmetric part of the upwind scheme is almost identical
to the skew-symmetric matrix obtained for the Symmetry-Preserving scheme. Note
that for the off-diagonal places the absolute value | · | is employed, since the Gersh-
gorin Circle Theorem adds the absolute value of the off-diagonal values in the deleted
absolute row sum (see Eq. (5.21b)).
A.2 QUICK scheme
The QUICK scheme in its non-dimensional form [1, 2] reads as:
φf = xf +
xf (xf − 1)
xC(xC − 1)(φC − xC) (A.10)
where:
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Figure A.2: Stencil scheme for QUICK scheme.
φ =
φ− φU
φD − φU x =
x− xU
xD − xU (A.11)
Since to figure out the topology of the convective matrix when using the QUICK
scheme the relations between the nodes is required, the dimensional form is recovered
combining Eqs. (A.10) and (A.11). Hence:
φf = (xf − xf (xf − 1)
xC(xC − 1)xC)φD +
xf (xf − 1)
xC(xC − 1)φC
+ (1− xf − xf (xf − 1)
xC(xC − 1)(1 + xC))φU (A.12)
Expressing Eq. (A.12) in compact form:
φf = wDφD + wCφC + wUφU (A.13)
In the QUICK scheme, any face f of a cell c links four nodes: two contact nodes,
and two far nodes. Following the scheme depicted in Fig. A.2, the face jk of cell j is
analysed, therefore, the contact nodes are j and k, and the two far nodes are i and l.
In this analysis two assumptions must be done:
• The relation between the nodes is bijective.
• The mass flux at the faces is the same: m˙jk ≈ m˙kl ≈ m˙hi = −m˙kj
Hence, for node j:
m˙jkφjk =
{
m˙jk(wDφk + wCφj + wUφi), if m˙jk ≥ 0
m˙jk(wDφj + wCφk + wUφl), if m˙jk < 0
(A.14)
From Eq. (A.14) the positions of the convective matrix Cjj , Cjk, Cji and Cjl are
obtained:
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Cjj =
{
m˙jkwC , if m˙jk ≥ 0




m˙jkwD, if m˙jk ≥ 0




m˙jkwU , if m˙jk ≥ 0




0, if m˙jk ≥ 0
m˙jkwU , if m˙jk < 0
(A.18)
Analysing the other contact node k in face jk to obtain the matrix position Ckj :
m˙kjφkj =
{
m˙kj(wDφj + wCφk + wUφl), if m˙kj ≥ 0
m˙kj(wDφk + wCφj + wUφi), if m˙kj < 0
={
−m˙jk(wDφk + wCφj + wUφi), if m˙jk ≥ 0




−m˙jkwC , if m˙jk ≥ 0
−m˙jkwD, if m˙jk < 0
(A.20)
Now the focus is placed in the far nodes i and j in order to obtain the matrix positions
Cij and Clj :
m˙ihφih =
{
m˙ih(wDφh + wCφi + wUφj), if m˙ih ≥ 0
(...), if m˙ih < 0
={
(...), if m˙jk ≥ 0




0, if m˙jk ≥ 0
−m˙jkwU , if m˙jk < 0
(A.22)
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m˙klφkl =
{
m˙kl(wDφl + wCφk + wUφj), if m˙kl ≥ 0
(...), if m˙kl < 0
={
m˙kl(wDφl + wCφk + wUφj), if m˙jk ≥ 0




m˙jkwU , if m˙jk ≥ 0
0, if m˙jk < 0
(A.24)
Once Cjj , Cjk, Cji, Cjl, Ckj , Cij and Clj have been derived, the symmetric and
skew-symmetric part of the convective matrix when the QUICK scheme is employed
are obtained:
S(Cjj) = Cjj (A.25)








0.5m˙jk(wD − wC), if m˙jk ≥ 0
0.5m˙jk(wC − wD), if m˙jk < 0
=






0.5m˙jk(wD + wC), if m˙jk ≥ 0
0.5m˙jk(wC + wD), if m˙jk < 0
=








0.5m˙jkwU , if m˙jk ≥ 0
−0.5m˙jkwU , if m˙jk < 0
=







0.5m˙jkwU , if m˙jk ≥ 0
0.5m˙jkwU , if m˙jk < 0
=








0.5m˙jkwU , if m˙jk ≥ 0
0.5m˙jkwU , if m˙jk < 0
=






−0.5m˙jkwU , if m˙jk ≥ 0
0.5m˙jkwU , if m˙jk < 0
=
|A(Cjl)| = 0.5 |m˙jk|wU (A.32)
As done for the Upwind scheme, in the off-diagonal values of the convective matrix
the absolute value | · | has been derived.
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Figure B.1: Axial results of dispersed phase (particles 40 µm).
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Figure B.3: Axial results of dispersed phase (particles 100 µm).






































































































Figure B.5: Radial results of dispersed phase (particles dp = 60 µm).



















































Figure B.6: Radial results of dispersed phase (particles dp = 100 µm).
(a) Mean velocity. (b) Mean TKE.
Figure B.7: Segment 6 in left lung.
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(a) Mean velocity. (b) Mean TKE.

























































































Figure B.10: Cross-section K.








































































































































Figure B.13: Cross-section Q.



































































































































Figure B.16: Cross-section T.





































































































































Figure B.19: Cross-section X.












































Figure B.20: Cross-section Z.
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