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This article investigates the effect of the coeﬃcient f (z) of the critical nonlinearity. For
suﬃciently small λ,μ > 0, there are at least k positive solutions of the semilinear elliptic
systems⎧⎨
⎩
−u = λg(z)|u|p−2u + αα+β f (z)|u|α−2u|v|β in Ω;
−v = μh(z)|v|p−2v + βα+β f (z)|u|α |v|β−2v in Ω;
u = v = 0 on ∂Ω,
where 0 ∈ Ω ⊂RN is a bounded domain, α > 1, β > 1 and 2< p < α + β = 2∗ for N > 4.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
For N > 4, α > 1, β > 1, and 2 < p < α + β = 2∗ = 2N/(N − 2), consider the semilinear elliptic systems⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
−u = λg(z)|u|p−2u + α
α + β f (z)|u|
α−2u|v|β in Ω;
−v = μh(z)|v|p−2v + β
α + β f (z)|u|
α|v|β−2v in Ω;
u = v = 0 on ∂Ω,
(Eλ,μ)
where λ,μ > 0, 0 ∈ Ω ⊂RN is a bounded domain with smooth boundary ∂Ω.
Let f , g and h satisfy the following conditions:
(A1) f , g and h are positive continuous functions in Ω.





z∈Ω f (z) = 1 for 1 i  k,
and for some σ > N , f (z) − f (ai) = O (|z − ai |σ ) as z → ai uniformly in i.




)∩ Bρ0(a j)= ∅ for i = j and 1 i, j  k,
and
⋃k
i=1 Bρ0 (ai) ⊂ Ω , where Bρ0 (ai) = {z ∈RN | |z − ai | ρ0}.
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108 H.-l. Lin / J. Math. Anal. Appl. 391 (2012) 107–118Recent studies [1,3,5,8–10,13,17] have investigated the elliptic systems with subcritical or critical exponents, and have
proved the existence of a least energy positive solution or the existence of at least two positive solutions for these prob-
lems. In this article, we construct the k compact Palais–Smale sequences that are suitably localized in correspondence of k
maximum points of f . Under some assumptions (A1)–(A3), we could show that there are at least k positive solutions of
the elliptic system (Eλ,μ) for suﬃciently small λ,μ > 0.





Associated with the problem (Eλ,μ), we consider the C1-functional Jλ,μ , for (u, v) ∈ H ,
Jλ,μ(u, v) = 1
2
∥∥(u, v)∥∥2H − 12∗
∫
Ω






The weak solution (u, v) ∈ H of (Eλ,μ) is the critical point of the functional Jλ,μ , that is, (u, v) ∈ H satisﬁes∫
Ω
(∇u∇ϕ1 + ∇v∇ϕ2)dz − λ
∫
Ω












f (z)|u|α |v|β−2vϕ2 dz = 0
for any (ϕ1,ϕ2) ∈ H .
Consider the Nehari manifold
Mλ,μ =
{
(u, v) ∈ H\{(0,0)} ∣∣ 〈 J ′λ,μ(u, v), (u, v)〉= 0}, (1.1)
where〈
J ′λ,μ(u, v), (u, v)
〉= ∥∥(u, v)∥∥2H −
∫
Ω













|u|α |v|β dz)2/(α+β) , (1.2)




































where D1,2(RN ) = {u ∈ L2∗(RN ) | ∇u ∈ (L2(RN ))N }. Recall that S is independent of the domain and is never achieved except




SN/2. Note that ε(2−N)/2U (z/ε) is a solution of the following equation⎧⎪⎨
⎪⎩
−u = u2∗−1 in RN ;
u > 0 in RN ;
u ∈ D1,2(RN).
Deﬁne Imax(u) = 12
∫
RN
|∇u|2 dz − 12∗
∫
RN
|u|2∗ dz and γmax = infu∈Nmax Imax(u), where
Nmax =
{
u ∈ D1,2(RN)\{0} ∣∣ 〈I ′max(u),u〉= 0}.






For λ = μ = 0, we consider the semilinear elliptic systems⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
−u = α
α + β f (z)|u|
α−2u|v|β in Ω;
−v = β
α + β f (z)|u|
α |v|β−2v in Ω;
(u, v) ∈ H,
(E0,0)
and deﬁne the energy functional J0,0(u, v) = 12‖(u, v)‖2H − 1α+β
∫
Ω




where M0,0 = {(u, v) ∈ H\{(0,0)} | 〈 J ′0,0(u, v), (u, v)〉 = 0}. Note that if f ≡ maxz∈Ω f (z) (= 1), we deﬁne Jmax(u, v) =
1
2‖(u, v)‖2H − 1α+β
∫
Ω




where Mmax = {(u, v) ∈ H\{(0,0)} | 〈 J ′max(u, v), (u, v)〉 = 0}.
This article is organized as follows. First of all, we study the argument of the Nehari manifold Mλ,μ. Next, we prove
the existence of a positive solution (u0, v0) ∈ Mλ,μ of (Eλ,μ). Finally, in Section 4, we show that the condition (A2) affects
the number of positive solutions of (Eλ,μ), that is, there are at least k critical points (ui, vi) ∈ Mλ,μ of Jλ,μ such that
Jλ,μ(ui, vi) = β iλ,μ ((PS)-value) for 1 i  k.
The main results of this article are given as follows.
Theorem 1.1. (Eλ,μ) admits at least one positive solution (u0, v0) ∈ Mλ,μ.
Theorem 1.2. There exists a positive number Λ∗ such that (Eλ,μ) admits at least k positive solutions for any 0 < λ + μ < Λ∗.
2. Preliminaries
Following Han [7, Lemma 2.1], we obtain the lemma below.
Lemma 2.1. Let D ⊂RN (possibly unbounded) be a smooth domain. If un ⇀ u, vn ⇀ v weakly in H10(D), and un → u, vn → v almost













Note that Jλ,μ is not bounded from below in H . From the following lemma, we have that Jλ,μ is bounded from below
on the Nehari manifold Mλ,μ.
Lemma 2.2. The energy functional Jλ,μ is bounded from below on Mλ,μ.















f (z)|u|α|v|β dz > 0. 
Deﬁne
θλ,μ = inf Jλ,μ(u, v).
(u,v)∈Mλ,μ
110 H.-l. Lin / J. Math. Anal. Appl. 391 (2012) 107–118Lemma 2.3.
(i) There exist positive numbers σ and d0 such that Jλ,μ(u, v) d0 for ‖(u, v)‖H = σ ;
(ii) There exists (u, v) ∈ H\{(0,0)} such that ‖(u, v)‖H > σ and Jλ,μ(u, v) < 0.
Proof. (i) By (1.2), the Hölder inequality (p1 = 2∗2∗−p , p2 = 2
∗
p ) and the Sobolev embedding theorem, we have that
Jλ,μ(u, v) = 1
2
∥∥(u, v)∥∥2H − 12∗
∫
Ω








∥∥(u, v)∥∥2H − 12∗ S−2∗/2α,β




2 (λ + μ)∥∥(u, v)∥∥pH ,
where Max = max{‖g‖∞,‖h‖∞}. Hence, there exist positive σ and d0 such that Jλ,μ(u, v) d0 for ‖(u, v)‖H = σ .
(ii) For any (u, v) ∈ H\{(0,0)}, since
Jλ,μ(tu, tv) = t
2
2












then limt→∞ Jλ,μ(tu, tv) = −∞. For ﬁxed some (u, v) ∈ H\{(0,0)}, there exists t > 0 such that ‖(tu, tv)‖H > σ and




J ′λ,μ(u, v), (u, v)
〉
.
Then for (u, v) ∈ Mλ,μ ,〈
ψ ′λ,μ(u, v), (u, v)
〉= 2∥∥(u, v)∥∥2H − 2∗
∫
Ω





= (2∗ − p) ∫
Ω
(
λg(z)|u|p + μh(z)|v|p)dz − (2∗ − 2)∥∥(u, v)∥∥2H (2.1)
= (2− p)∥∥(u, v)∥∥2H + (p − 2∗)
∫
Ω
f (z)|u|α |v|β dz < 0. (2.2)
Lemma 2.4. Let (u0, v0) ∈Mλ,μ satisfy
Jλ,μ(u0, v0) = min
(u,v)∈Mλ,μ
Jλ,μ(u, v) = θλ,μ,
then (u0, v0) is a solution of (Eλ,μ).
Proof. By (2.2), 〈ψ ′λ,μ(u, v), (u, v)〉 < 0 for (u, v) ∈ Mλ,μ. Since Jλ,μ(u0, v0) = min(u,v)∈Mλ,μ Jλ,μ(u, v), by the Lagrange
multiplier theorem, there is τ ∈R such that J ′λ,μ(u0, v0) = τψ ′λ,μ(u0, v0) in H−1. This leads to
0 = 〈 J ′λ,μ(u0, v0), (u0, v0)〉= τ 〈ψ ′λ,μ(u0, v0), (u0, v0)〉.
It then follows that τ = 0 and J ′λ,μ(u0, v0) = 0 in H−1. Therefore, (u0, v0) is a nontrivial solution of (Eλ,μ) and
Jλ,μ(u0, v0) = θλ,μ. 
Lemma 2.5. For each (u, v) ∈ H\{(0,0)}, there exists a positive number tu,v such that (tu,vu, tu,v v) ∈Mλ,μ and Jλ,μ(tu,vu, tu,v v) =
supt0 Jλ,μ(tu, tv).
Proof. For ﬁxed (u, v) ∈ H\{(0,0)}, consider












λg(z)|u|p + μh(z)|v|p)dz.Ω Ω
H.-l. Lin / J. Math. Anal. Appl. 391 (2012) 107–118 111Since p(0) = 0, limt→∞ p(t) = −∞, by Lemma 2.3(i), then supt0 p(t) is achieved at some tu,v > 0. This means that
p′(tu,v) = 0, that is, (tu,vu, tu,v v) ∈ Mλ,μ. 
Remark 1. Lemma 2.3(i) and Lemma 2.5 indicate that θλ,μ  d0 > 0 for some constant d0.
3. (PS)γ -condition in H for Jλ,μ
First, we deﬁne the Palais–Smale (denoted by (PS)) sequence and (PS)-condition in H for some functional J .
Deﬁnition 3.1. (i) For γ ∈R, a sequence {(un, vn)} is a (PS)γ -sequence in H for J if J (un, vn) = γ + on(1) and J ′(un, vn) =
on(1) strongly in H−1 as n → ∞, where H−1 is the dual space of H;
(ii) J satisﬁes the (PS)γ -condition in H if every (PS)γ -sequence in H for J contains a convergent subsequence.
Applying Ekeland’s variational principle and using the same argument as in Cao and Zhou [4] or Tarantello [15], we have
the following lemma.
Lemma 3.2. There exists a (PS)θλ,μ -sequence {(un, vn)} in Mλ,μ for Jλ,μ.
To prove the existence of positive solutions, we claim that Jλ,μ satisﬁes the (PS)γ -condition in H for γ ∈ (0, 1N (Sα,β)N/2).
Lemma 3.3. Jλ,μ satisﬁes the (PS)γ -condition in H for γ ∈ (0, 1N (Sα,β)
N
2 ).
Proof. Let {(un, vn)} be a (PS)γ -sequence in H for Jλ,μ such that Jλ,μ(un, vn) = γ +on(1) and J ′λ,μ(un, vn) = on(1) in H−1.
Then
γ + cn + dn‖(un, vn)‖H
p
 Jλ,μ(un, vn) − 1
p
〈
















f (z)|un|α |vn|β dz
 p − 2
2p
∥∥(un, vn)∥∥2H ,
where cn = on(1), dn = on(1) as n → ∞. It follows that {(un, vn)} is bounded in H . Hence, there exist a subsequence
{(un, vn)} and (u, v) ∈ H such that
un ⇀ u, vn ⇀ v weakly in H
1
0(Ω);
un → u, vn → v strongly in Ls(Ω) for any 1 s < 2∗;
un → u, vn → v a.e. in Ω.
Further, J ′λ,μ(u, v) = 0 in H−1. Let pn = (un − u, vn − v). By Lemma 2.1, we deduce that
‖pn‖2H =































f (z)|un − u|α|vn − v|β dz = γ − Jλ,μ(u, v). (3.1)
We may assume that
112 H.-l. Lin / J. Math. Anal. Appl. 391 (2012) 107–118‖pn‖2H → l and
∫
Ω








|u|α |v|β dz)2/(α+β) , where α + β = 2
∗.












|un − u|α |vn − v|β dz
)2/2∗
+ on(1)
 ‖pn‖2H + on(1) = l.













which is a contradiction. Hence, l = 0, that is, (un, vn) → (u, v) strongly in H . 
4. Existence of k solutions


















2 . Let ηi ∈ C∞0 (Ω) be a cut-off function such that 0 ηi  1, |∇ηi | C , and











[ε2 + |z − ai|2] N−22
,
where c1 = [N(N − 2)] N−24 and ε > 0.
















2 uniformly in i.
















2 uniformly in i.
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Lemma 1.46]) as ε → 0+∥∥uiε∥∥2L2∗ = ‖U‖2L2∗ (RN ) + O (εN−2),∥∥∇uiε∥∥2L2 = ‖∇U‖2L2(RN ) + O (εN−2). (4.1)













dz + O (εN−2)
 cεθ + O (εN−2), where θ = N − (N − 2)p
2
> 0. (4.2)
First, we consider the functional J0,0 : H →R deﬁned by
J0,0(u, v) = 1
2










2 + O (εN−2).








= ∥∥uiε∥∥2L2∗ + O (εN−2)= ‖U‖2L2∗ (RN ) + O (εN−2). (4.3)












L2∗ (RN ) + O (εN−2)



















for any a > 0 and b > 0,





























2 + O (εN−2). (4.5)
Step II: Since Jλ,μ is continuous in H , Jλ,μ(0,0) = 0, and {(√αuiε,
√
βuiε)} is uniformly bounded in H for any 0 < ε <
















2 uniformly in i.
According to condition (A1), ginf = infz∈Ω g(z) > 0 and hinf = infz∈Ω h(z) > 0. Applying the results of Step I and (4.2), we











































2 + O (εN−2)− t p0 cm(λ + μ)εθ ,N p
114 H.-l. Lin / J. Math. Anal. Appl. 391 (2012) 107–118where m = min{αp/2ginf, β p/2hinf} and θ = N − (N−2)p2 . Since 2 < p < 2∗ , then 0 < θ = N − (N−2)p2 < 2 < N − 2 for N > 4.






cm(λ + μ)εθ < 0 for any 0< ε < ε0.
















2 uniformly in i.








βuiε) ∈ Mλ,μ , where 1 i  k. For 0 < ε < ε0,
by Remark 1, we have that

























Proof of Theorem 1.1. Lemma 3.2 indicates that there is a minimizing sequence {(un, vn)} ⊂ Mλ,μ for Jλ,μ such that
Jλ,μ(un, vn) = θλ,μ +on(1) and J ′λ,μ(un, vn) = on(1) in H−1. Since 0 < θλ,μ < 1N (Sα,β)
N
2 , by Lemma 3.3, there exist a subse-
quence {(un, vn)} and (u0, v0) ∈ H such that (un, vn) → (u0, v0) strongly in H . It is easy to prove that (u0, v0) is a nontrivial
solution of (Eλ,μ) and Jλ,μ(u0, v0) = θλ,μ. Since Jλ,μ(u0, v0) = Jλ,μ(|u0|, |v0|) and (|u0|, |v0|) ∈ Mλ,μ , by Lemma 2.4, we
may assume that u0  0, v0  0. Applying the maximum principle, u0 > 0 and v0 > 0 in Ω . 




)∩ Bρ0(a j)= ∅ for i = j and 1 i, j  k,⋃k
i=1 Bρ0 (ai) ⊂ Ω and f (ai) = maxz∈Ω f (z) = 1. We deﬁne K = {ai | 1  i  k} and Kρ0/2 =
⋃k
i=1 Bρ0/2(ai). Suppose⋃k
i=1 Bρ0 (ai) ⊂ Br0(0) for some r0 > 0. Let Q be given by






where χ :RN →RN , χ(z) = z for |z| r0 and χ(z) = r0z/|z| for |z| > r0.
For each 1 i  k, we deﬁne
O iλ,μ =
{
(u, v) ∈ Mλ,μ




∣∣ ∣∣Q (u, v) − ai∣∣= ρ0},
β iλ,μ = inf
(u,v)∈O iλ,μ













βuiε) ∈Mλ,μ for each 1 i  k. Then we have the following result.






βuiε) ∈ Kρ0/2 for each 1 i  k.





















χ(εx+ ai)ηi(εx+ ai)|U (x)|2∗ dx∫
Ωε
ηi(εx+ ai)|U (x)|2∗ dx
→ ai as ε → 0+,










) ∈ Kρ0/2 for any 0< ε < ε0 and each 1 i  k. 
We need the following lemmas to prove that β i < β˜ i for suﬃciently small λ, μ.λ,μ λ,μ
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βuiε)  1N (Sα,β)N/2 + O (εN−2) uniformly in i.






























2 + O (εN−2).
As ε → 0+ , we get that θmax  1N (Sα,β)N/2. Let {(un, vn)} ⊂Mmax be a minimizing sequence of θmax for Jmax. It then follows
that ‖(un, vn)‖2H =
∫
Ω
|un|α |vn|β dz and
θmax = 1
2
∥∥(un, vn)∥∥2H − 12∗
∫
Ω
|un|α|vn|β dz + on(1) = 1
N
∥∥(un, vn)∥∥2H + on(1).
We may assume that ‖(un, vn)‖2H → l and
∫
Ω
|un|α |vn|β dz → l as n → ∞, where l = Nθmax > 0. By the deﬁnition of Sα,β ,
Sα,β l
2
2∗  l. This implies that Sα,β  l
2
N = (Nθmax) 2N , that is, 1N (Sα,β)N/2  θmax. 
Lemma 4.4. θ0,0 = θmax.











































As ε → 0+ , we get that θ0,0  θmax. 
Lemma 4.5. There exists a number δ0 > 0 such that if (u, v) ∈ M0,0 and J0,0(u, v)  θ0,0 (= θmax = 1N (Sα,β)N/2) + δ0 , then
Q (u, v) ∈ Kρ0/2.
Proof. Assuming the contrary, there exists a sequence {(un, vn)} ⊂ M0,0 such that J0,0(un, vn) = θ0,0 (> 0)+on(1) as n → ∞
















 J0,0(un, vn) = θ0,0 (= θmax) + on(1) as n → ∞.
Applying Ekeland’s variational principle, there exists a (PS)θmax -sequence {(Un, Vn)} for Jmax and ‖(Un − snmaxun, Vn −
snmaxvn)‖H = on(1). We claim that
∫
Ω
|Un|α |Vn|β dz 0 as n → ∞. On the contrary, suppose
∫
Ω
|Un|α |Vn|β dz → 0. Since∥∥(Un, Vn)∥∥2H =
∫
Ω
|Un|α |Vn|β dz + on(1) as n → ∞,
then








|Un|α|Vn|β dz + on(1) = on(1),
which is a contradiction. Studying the adapting argument of the concentration–compactness principle (see Lions [12] or
Willem [16]). Consider the Lévy concentration function, since
∫
Ω
|Un|α |Vn|β dz  0 as n → ∞, then there exist sequences
{σn} ⊂R+ and {yn} ⊂ Ω such that∫
Bσn (yn)
|Un|α |Vn|β dz c0 for some constant c0 > 0. (4.6)
Let (U˜n(z), V˜n(z)) = (σ
N−2
2
n Un(σnz + yn),σ
N−2
2
n Vn(σnz + yn)). Similarly, we have that 1σn dist(yn, ∂Ω) → ∞ as n → ∞,
and there exist a subsequence {(U˜n, V˜n)} and (U˜ , V˜ ) ∈ D1,2(RN ) × D1,2(RN ) such that U˜n → U˜ and V˜n → V˜ strongly
in D1,2(RN ). By (4.6), U˜ = 0 and V˜ = 0. Since Ω is a bounded domain and {yn} ⊂ Ω , there is a subsequence {σn}
116 H.-l. Lin / J. Math. Anal. Appl. 391 (2012) 107–118such that σn → 0. Suppose the subsequence yn → y0 ∈ Ω as n → ∞. Claim that y0 ∈ K. Since J0,0(snmaxun, snmaxvn) =
θmax + on(1) and ‖(Un − snmaxun, Vn − snmaxvn)‖H = on(1) as n → ∞, by the Lebesgue dominated convergence theorem and
1
σn































= f (y0)(Sα,β)N/2, that is, y0 ∈ K.
Since ‖(Un − snmaxun, Vn − snmaxvn)‖H = on(1) and U˜n → U˜ and V˜n → V˜ strongly in D1,2(RN ), we have that




















|U˜n( z−ynσn )|α |V˜n(
z−yn
σn
)|β dz + on(1)
= y0 + on(1) as n → ∞,
which is a contradiction.
Hence, there exists δ0 > 0 such that if (u, v) ∈ M0,0 and J0,0(u, v) θmax + δ0, then Q (u, v) ∈ Kρ0/2. 
Lemma 4.6. If (u, v) ∈ Mλ,μ and Jλ,μ(u, v)  θ0,0 (= θmax = 1N (Sα,β)N/2) + δ0/2, then there exists a number Λ∗ > 0 such that
Q (u, v) ∈ Kρ0/2 for 0 < λ + μ < Λ∗.
Proof. Using the similar computation as in Lemma 2.5, we obtain that there is the unique positive number





such that (su, sv) ∈ M0,0. The following calculations show that there exists Λ > 0 such that if 0< λ+μ < Λ, then s < c for
some constant c > 0 (independent of u and v). Since (u, v) ∈Mλ,μ , then
















 p − 2
2p
∥∥(u, v)∥∥2H , that is, ∥∥(u, v)∥∥2H  c1 = 2pp − 2 (θmax + δ0/2), (4.7)
and



















∥∥(u, v)∥∥2H , that is, ∥∥(u, v)∥∥2H  c2 = Nd0. (4.8)
Moreover, we have that∫
Ω









2 (λ + μ)cp/21 ,
where Max = max{‖g‖∞,‖h‖∞}. It follows that there exists Λ > 0 such that for 0< λ + μ < Λ
H.-l. Lin / J. Math. Anal. Appl. 391 (2012) 107–118 117∫
Ω




2 Λcp/21 > 0. (4.9)
Hence, by (4.7), (4.8) and (4.9), s < c for some constant c > 0 (independent of u and v) for 0< λ + μ < Λ. Now, we obtain
that
θmax + δ0/2 Jλ,μ(u, v) = sup
t0
Jλ,μ(tu, tv) Jλ,μ(su, sv)
= 1
2
∥∥(su, sv)∥∥2H − 12∗
∫
Ω












The above inequality implies that










2 (λ + μ)∥∥(su, sv)∥∥pH






Hence, there exists Λ∗ ∈ (0,Λ) such that for 0< λ + μ < Λ∗
J0,0(su, sv) θmax + δ0, where (su, sv) ∈M0,0.
By Lemma 4.5, we obtain





|su|α |sv|β dz ∈ Kρ0/2,
or Q (u, v) ∈ Kρ0/2 for 0 < λ + μ < Λ∗. 
According to Lemmas 4.1 and 4.2, there exists 0< ε0  ε0 such that















2 for any 0< ε < ε0. (4.10)
Applying Lemma 4.6, we get that







+ δ0/2 for any 0< λ + μ < Λ∗. (4.11)
For each 1 i  k, by (4.10) and (4.11), we obtain that
β iλ,μ < β˜
i
λ,μ for any 0< λ + μ < Λ∗.
Then
β iλ,μ = inf
u∈O iλ,μ∪∂O iλ,μ
Jλ,μ(u) for any 0< λ + μ < Λ∗.
Applying Ekeland’s variational principle and using the standard computation, we have the following lemma.
Lemma 4.7. For each 1 i  k, there is a (PS)β iλ,μ -sequence {(un, vn)} ⊂ O
i
λ,μ in H for Jλ,μ.
Proof. See Cao and Zhou [4] or Lin [11, Lemma 4.10]. 
Proof of Theorem 1.2. Since there is a (PS)β iλ,μ
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N
2 ). Therefore, we have that Jλ,μ has at least k critical
points in Mλ,μ for any 0 < λ + μ < Λ∗. Set u+ = max{u,0} and v+ = max{v,0}. Replace the terms
∫
Ω












(λg(z)uq+ + μh(z)vq+)dz, respectively. It
then follows that (Eλ,μ) has k nonnegative solutions. Applying the maximum principle, (Eλ,μ) admits at least k positive
solutions. 
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