In an unfamiliar environment, searching for and navigating to a target requires that spatial information be acquired, stored, processed, and retrieved. In a study encompassing all of these processes, participants acted as taxicab drivers who learned to pick up and deliver passengers in a series of small virtual towns. We used data from these experiments to refine and validate MAGELLAN, a cognitive map-based model of spatial learning and wayfinding. MAGELLAN accounts for the shapes of participants' spatial learning curves, which measure their experience-based improvement in navigational efficiency in unfamiliar environments. The model also predicts the ease (or difficulty) with which different environments are learned and, within a given environment, which landmarks will be easy (or difficult) to localize from memory. Using just 2 free parameters, MAGELLAN provides a useful account of how participants' cognitive maps evolve over time with experience, and how participants use the information stored in their cognitive maps to navigate and explore efficiently.
Somehow you're suddenly lost, driving with mounting wretchedness and confusion, fully aware that the clock is ticking and you're going to be late for your child's soccer game or that important dinner party. Most of the time there is nothing for it but to ask for directions from a passerby or stop at a gas station or 7-Eleven. Even then you are likely to slightly misunderstand what you're told so that you need to repeat the same shameful inquiries.
-
John Edward Huth, The Lost Art of Finding Our Way
Anyone who has become lost while searching for a destination in an unfamiliar environment intuitively appreciates the cognitive challenges presented by this all-too-common situation. These challenges include the acquisition, storage, processing, and retrieval of spatial information, all of which are carried out while one moves through the environment. How does the brain carry out these complex tasks? For the past half-century, neuroscientists have hypothesized that, by modifying their firing rates at specific locations within an environment, specialized place cells originally discovered in the rodent hippocampus (O'Keefe & Dostrovsky, 1971) form the basis of an allocentric cognitive map, that is, a map referenced to fixed navigationally relevant objects (landmarks) rather than egocentric coordinates (Tolman, 1948) . The discovery of entorhinal grid cells, which respond at the vertices of triangular lattices tiling an environment and serve as a major input to place cells (Moser, Kropff, & Moser, 2008) , has begun to further elucidate the neural basis of the rodent cognitive map. Over the past decade, advances in neural recording techniques (e.g., Fried et al., 1999) and virtual reality (VR) technology have facilitated the discovery of similar populations of place cells (Ekstrom et al., 2003) and grid cells (Jacobs et al., 2013) in the human brain. This suggests that human navigation and rodent navigation may rely on similar allocentric representations of navigated environments. To test this hypothesis, we developed a computational model named MAGELLAN, 1 which assumes that spatial information is stored and retrieved from an allocentric cognitive map.
Our primary research focus is to understand how humans learn to wayfind efficiently in unfamiliar environments. Previous work has ratified the common sense intuition that when people first encounter an unfamiliar environment they initially have difficulty finding their way around, but they learn to navigate more efficiently with experience (e.g., Newman et al., 2007) . We sought to identify the principal dimensions of information acquisition, storage, processing, and retrieval that support experience-based improvements in navigation. Specifically, we sought to model the dynamic process by which people learn to navigate in an unfamiliar environment, from acquiring information about the environment, to storing it (and forgetting information over time), to using the stored information to navigate more efficiently. Our model also explains how a navigator can carry out an efficient search for an unknown target, using existing spatial knowledge.
To study how people learn to navigate efficiently in unfamiliar environments, we asked human participants to navigate computergenerated virtual towns that they had not seen previously. Participants in our experiments played the role of taxicab drivers who had to pick up and deliver passengers to specific locations in the towns. We used the MAGELLAN model to estimate the moment-by-moment contents of participants' cognitive maps by taking into account participants' past experiences with specific objects in the environment. Given the moment-by-moment cognitive map estimates, we used MAGELLAN to estimate the subsequent paths that participants would take in navigating in the environment. We then tested the model by comparing participants' data with the model's predictions.
In the next section, we present the key details of the model that guided our empirical work. We then describe an experiment that incorporates a navigational task and explain how MAGELLAN's parameters can be adjusted such that the model's behavior matches that of participants. Next, we use the model to generate a series of new environments that MAGELLAN predicts should constitute a range of challenges for potential navigators. Our second experiment tests human navigators in a subset of these model-generated environments. Our data confirm MAGELLAN's predictions concerning (a) the relative overall difficulties people have in navigating the different environments, (b) the relative rates at which people learn to navigate the environments efficiently, and (c) the memory strengths associated with specific landmarks.
The MAGELLAN Model
The MAGELLAN model comprises three modules: a vision module that processes visual information acquired during navigation, a cognitive map module that stores spatial information about the environment, and a route generation module that uses the information stored in the cognitive map to navigate toward the current target (see Figure 1) . The model's behavior can be tuned by adjusting two scalar parameters-a vision parameter, V, and a memory parameter, M. Each is an aggregate that lumps together multiple components into a single parameter. V controls the efficacy of the model's vision module by defining the proportion of the computer screen that a structure 2 must occupy in order to be seen by the model and entered into memory. M controls the efficacy of the cognitive map module by defining the time that spatial information stored in the cognitive map remains viable. Using just these two free parameters (holding the efficacy of the route generation module fixed), MAGELLAN successfully captures a wide variety of navigation behaviors, ranging from efficient directed search to random walks. The interactions between MAGELLAN's three modules provide an account of how a navigator acquires spatial information, learns the spatial layout of a new environment, and navigates to known and unknown targets in the environment. In doing so, MAGELLAN explicitly estimates the moment-by-moment states of a navigator's cognitive map based on what the navigator has seen and done and predicts the future path a navigator will take toward a target given the spatial structure of the environment and the body of spatial knowledge represented in the navigator's (estimated) cognitive map.
An Ideal Navigator as a Benchmark
Everyday experience too often is a reminder of humans' imperfections as navigators. For example, when they find themselves in an unfamiliar environment, they get lost, fail to notice potentially important features, and sometimes forget some of the things that they did notice. In order to characterize how imperfect human navigators would perform in unfamiliar virtual environments, we compared their 2 Following Han, Byrne, Kahana, and Becker (2012) , we use the term structure to reference objects in the environment, independent of participants' experiences with those objects. Structures become landmarks when they become navigationally relevant, for example when they are added to spatial memory. Structures that occupy at least V ϫ 100% of the screen are added to the model's cognitive map. The cognitive map module stores acquired spatial information. In the diagram, potential targets are represented in red, and other landmarks are represented in black. Darker colored squares correspond to "stronger memories" of the landmark at the corresponding location, while white squares represent locations whose structures are not encoded in the spatial memory. The navigator's current location and heading are indicated by the yellow teardrop, and the location of the passenger is indicated by the blue star. Memories stored in the cognitive map remain viable for M steps. A route generation module computes an efficient route between locations stored in the cognitive map, taking account of the environment's city-block structure. When a target destination is not contained in the spatial memory, the navigator's current location is compared to "blank" blocks on the cognitive map (shown in white). MAGELLAN's route generation module then produces an efficient path to the nearest unknown block. As the path is navigated, the vision module feeds new data to the cognitive map, which is used to update the route in turn. In this way, each module feeds information to the next. performance to the performance of an ideal navigator. By definition an ideal navigator, armed with knowledge of their current position in an environment and the position of an intended destination (target), will generate an optimal path from its current position to the target. In the context of our taxicab task, an optimal path is a delivery path whose length is equal to the minimum achievable path distance, taking into account the need to detour around impenetrable obstacles. Note that an ideal navigator is not prescient: It cannot generate optimal paths to targets it has not yet seen. For targets that have not yet been seen, the ideal navigator employs an efficient search algorithm, quickly searching for a target in the nearest unknown sections of the environment. Once the target is seen and added to the ideal navigator's cognitive map, the navigator's route-generation module produces the minimum achievable path from the navigator's current location to the target.
The ideal navigator incorporates all visible structures into its cognitive map and remembers those landmarks indefinitely and with perfect fidelity. As a result, the ideal navigator's spatial knowledge, which is stored in its cognitive map, provides an upper bound on the spatial knowledge an actual human navigator could have about the environment's layout. Because the ideal navigator generates optimal paths to known targets and searches efficiently for unknown targets, the ideal navigator's paths provide an upper bound on the efficiency with which a human navigator could navigate to those same targets. With these two upper bounds as benchmarks, the performance of human navigators can be compared to the performance of the ideal navigator. This comparison can yield important insights into sources of errors that human participants make, opening a window onto human navigators' perceptual and cognitive limitations.
In our explorations, we systematically altered MAGELLAN's vision parameter, V, and its memory parameter, M. Variations in the V parameter govern which structures in the environment are added to the model's spatial memory; variations in M control how long landmarks in that spatial memory remain viable. When V and M are set appropriately (as described below), MAGELLAN operates as an ideal navigator with perfect vision and spatial memory. By adjusting the value of the V and M parameters, one can systematically degrade MAGELLAN's vision and cognitive map modules, respectively, to more closely match participants' behaviors.
Vision parameter. MAGELLAN's vision parameter, V, defines a threshold fraction of the visual field displayed on the computer screen (0 Յ V Յ 1). This is the fraction of the display that a structure must occupy in order to be perceived and thus added to the model's cognitive map. The V parameter is intended to account for failures to encode some structures displayed on the screen. Such failures could occur because the structures occupied too small a fraction of the screen and/or because participants brought insufficient attention to bear on the given structure as they navigated the virtual town. Intuitively, the V parameter may be thought of as representing vision's spatiotemporal limitations (e.g., Geisler, 1989) .
When V ϭ 0, any structure displayed on the screen is added to memory, and so MAGELLAN's vision behaves as an ideal navigator's would. As V increases, MAGELLAN's vision grows less effective, and the cognitive map and route generation modules are forced to operate with incomplete information. Finally, with V ϭ 1, MAGELLAN's vision module can no longer guide navigation, so the now sightless model must rely entirely on blind search to bring itself to a target.
3 During blind search, as MAGELLAN drives past each landmark, the corresponding location in the cognitive map is filled in. MAGELLAN then tends toward unexplored blocks that are nearby its location, working outward toward unexplored blocks that are further away. The "working outward" is driven by our implementation of MAGELLAN's exploration algorithm (described below), which directs the model to continually move toward the nearest unknown block. This search strategy is reminiscent of spiral search, an optimal blind search algorithm employed by desert ants (Müller & Wehner, 1994) . Memory parameter. MAGELLAN's memory parameter, M, is intended to account for forgetting over time. This parameter governs the number of modeled steps after which a newly acquired memory has degraded to the point where it is no longer viable. The motivations for this definition of the parameter are (a) the observation that participants in our task sometimes generate suboptimal paths to familiar targets (see Figure 2 ) and (b) evidence that in other tasks, a navigator's memory for path details degrades with path length (Lyon, Gunzelmann, & Gluck, 2008) .
When M ¡ ϱ, landmarks that are added to the model's cognitive map remain there permanently. Simulations of the ideal navigator incorporate M ¡ ϱ. In practice, MAGELLAN's memory behaves identically to the ideal navigator's as long as M is greater than or equal to the total number of steps taken during a given simulation. When M ϭ 0, new information is not at all retained in spatial memory. As a result, when M ϭ 0, with each iteration of the simulation the model takes a step in a randomly chosen direction, which reduces the navigator's path to a random walk. Note that setting M ϭ 0 (i.e., eliminating the model's ability to remember) has a different effect than setting V ϭ 1 (i.e., eliminating the model's ability to see). Whereas setting M ϭ 0 eliminates purposeful navigation entirely (regardless of V), setting V ϭ 1 still allows for blind search, provided that M Ͼ 0.
Implementation
As with most computational models, implementing MAGELLAN requires one to define the set of general experimental paradigms to which the model will apply. In Experiments 1 and 2, participants function as taxicab drivers who pick up passengers, delivering each to a requested destination. While the virtual towns in these experiments comprise regular grids, we note that the MAGELLAN model may be easily extended to more complex or irregular environments by modifying the route generation module appropriately.
We next provide details about Experiment 1 and describe how we implemented the MAGELLAN model to perform the same task that human participants did. After fitting the vision parameter V and memory parameter M to account for the participants' performance in Experiment 1, we used the fitted model to design 3 One set of circumstances required a modification of this application of the V parameter to be altered: If MAGELLAN was both immediately adjacent to a structure and facing toward the structure, then that structure was automatically added to MAGELLAN's spatial memory-regardless of how much of the screen the structure occupied. This modification kept the model from becoming "stuck" when the V parameter was large and the model's vision was so impaired that it could not see a structure that was right in front of it. In this way, the model retained the ability to perform blind search relying on its spatial memory, even if its vision module could not provide useful information. This document is copyrighted by the American Psychological Association or one of its allied publishers.
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Experiment 2, which tests several detailed predictions of the model.
Experiment 1
Several close variants of our spatial navigation task, known as Yellow Cab, have been used in previously reported behavioral and electrophysiological investigations of human navigation Ekstrom et al., 2005 Ekstrom et al., , 2003 Jacobs, Kahana, Ekstrom, & Fried, 2007; Jacobs, Kahana, Ekstrom, Mollison, & Fried, 2010; Manning, Jacobs, Fried, & Kahana, 2009; Newman et al., 2007; Watrous, Fried, & Ekstrom, 2011) . These previous studies employed relatively small environments, whose layouts participants learned very quickly (e.g., Newman et al., 2007) . As we were particularly interested in studying the spatial learning process, we attempted to retard participants' achievements of asymptotic performance by increasing the size and visual complexity of the environments they encountered.
Method
We tested 21 participants: 14 at the University of Pennsylvania and 7 at Brandeis University. All participants (12 male, 9 female) received monetary compensation, with a performance-based bonus.
Participants learned to navigate virtual towns, each laid out on a 6 ϫ 6 orthogonal grid of streets. A single uniquely textured structure was centered on each block. These structures comprised two categories: 31 multistory office buildings and five one-story stores. The photorealistic textures mapped onto the sides of each structure (see Figure 3A) were drawn from an image pool used in several previous navigation studies (Jacobs et al., , 2010 Manning et al., 2009; Watrous et al., 2011) . Participants were instructed to pick up passengers and deliver them to specific stores, using a gamepad to control their movement through the environment. Prior to the first testing session, participants practiced using the gamepad controller to navigate to stores in a simplified practice environment. The rates of movement (up to one virtual block/ second) and turning (up to 13°/second) were determined by the pressure participants applied to the gamepad. Participants were able to alter their heading, by turning in place, without altering their location within the virtual environments. The participants' views from within the environments were displayed on a 27-in. monitor (1024 ϫ 768 resolution) located at eye level approximately 2 feet from the participants' heads. The rendering engine Negative excess path length indicates that the ideal path distance (equal to the city block distance between the passenger and goal) is greater than the delivery path distance (the summed Euclidean distance between adjacent points along the participant's delivery path). C. Pointing error as a function of destination number for Experiment 2 participants. Error bars denote Ϯ circular SEM (Fisher, 1993) . This article is intended solely for the personal use of the individual user and is not to be disseminated broadly. (Geller, Schleifer, Sederberg, Jacobs, & Kahana, 2007) used perspective projections to give the appearance of depth on the twodimensional viewing surface of the display and simulated an infinite depth of field such that all objects displayed on the screen were in perfect focus. The office buildings in the environments varied in width, height, and visual appearance and were surrounded by sidewalks, which participants were not permitted to drive on. While office buildings were never the target of a taxicab passenger delivery, they served two main functions. First, the buildings were intended to provide a sense of spatial context by establishing a set of visual features unique to each spatial location within the environment. Second, office buildings were taller and wider than the stores to which passenger deliveries were made and thus often blocked the stores from view. This meant that the locations of visually occluded stores had to be learned and remembered if participants were to deliver their passengers efficiently.
The stores, which were all sized identically, were surrounded by pavement that participants could drive on. Stores were distributed pseudorandomly throughout the town, subject to all of the following constraints: (a) Stores could not occupy all four corners of the town, (b) stores could not occupy any two adjacent blocks, (c) stores could not be a "knight's move" 4 away from one another, and (d) stores that shared the same north-south or east-west alignment were separated by at least two blocks along the orthogonal axis. These constraints were intended to spread out the locations of the stores and to prevent stores from lying within viewing distance of one another. The outer boundary of the town was marked by a texture-mapped stone wall. A cloudy sky was visible beyond the outer wall.
When a participant first began to navigate in an environment, a virtual passenger was placed a short distance away, in plain view directly ahead of the participant. This placement was meant to reduce the variability in the amount of exploration that different participants would have to do prior to picking up their first passenger. Note that reducing between-participants variability in exploration would control participants' familiarity with that environment. However, on subsequent deliveries the participant had to search for the next passenger. Passengers (except the first) were scattered pseudorandomly throughout the environment, subject to the constraint that no passenger could be located in the direct line of sight from the preceding store (i.e., the store to which the preceding passenger had just been delivered). When a passenger was picked up (by driving up to them), a text screen gave the participant the name of the next target store. To deliver a passenger, the participant had to drive directly up to the side of the appropriate store. Over the course of three 30-min sessions separated by at least 1 day, participants delivered three passengers to each of the five stores in each of six unique VR towns (two towns per session). The deliveries were block-randomized such that all stores were chosen as targets before any stores were repeated.
The upper left corner of the screen continuously displayed a short text of the instructions that were currently in effect (e.g., "Find a passenger" or "Find the Coffee Store"). Figure 3A provides a screen capture showing a participant's eye-view of the environment during a typical search for a passenger. To motivate participants, each one began with 300 points. Points were gradually lost as time was spent driving through the environment, and each successful delivery earned participants 50 additional points.
We instructed participants to maximize their total score by learning the layouts of the environments.
Results
Over successive deliveries, participants learned to find more efficient paths from the locations at which randomly placed passengers were picked up to the locations of the stores to which passengers asked to be delivered. To measure this improvement in navigation efficiency over successive deliveries, for each delivery we subtracted the city block distance (⌬x ϩ ⌬y) between each passenger's pickup location and delivery target from the actual distance a participant traveled between the pickup and delivery. Because the environments were laid out on regular grids, the city block distance between the passenger and destination provides an approximation of the minimum-distance path a navigator could have taken to deliver the passenger. We therefore refer to the difference between the city block distance and a participant's actual path length as excess path distance. As Figure 2A shows, the excess path distance decreased rapidly over successive deliveries. This rapid learning may have been partially facilitated by the geometrically simple layouts of the environments that participants navigated in, although we note that this does not, by itself, diminish the environments' realism (e.g., many urban areas have similar grid-based geometries). Having established that participants showed rapid learning and near-perfect performance after just a few deliveries, we implemented an ideal navigator version of the MAGELLAN model to assess the degree to which the participants fell short of perfection. We next describe how we implemented MAGELLAN's route generation module to operate in Yellow Cab environments.
The route generation algorithm. From the pickup of a passenger to the delivery of that passenger to the desired target store, MAGELLAN's route generation module operates via a pair of looping instructions:
1. Find a goal. If the location of the passenger's desired destination store is already in spatial memory, set the goal to that destination. Otherwise, set the goal to the closest block not yet associated with a landmark.
5 If there are multiple equidistant possible goals (after accounting for environmental obstacles), select one at random.
Take a step toward the goal.
If there are multiple equally efficient directions in which to step, select one at random.
A single step by MAGELLAN is defined as a move from one intersection in the town's roadways to an adjacent intersection. Consequently, the model always moves in the town along one of the cardinal directions (i.e., multiples of 90°). This simplification allowed us to focus on path distance-rather than the exact shape of a particular delivery path-as an index of spatial knowledge of the environment. Constraining the model's movement in this way ensures that, unlike human participants, the lengths of the model's navigated paths will be lower bounded by the city block distances from the passengers to their requested destinations. By contrast, a human participant's delivery path could cut corners at headings other than multiples of 90°. Thus, the lower bound of participants' path lengths fell somewhere between the city block distances and the Euclidean distances between each passenger and destination. In order to make fair performance comparisons between participants and the model, we transformed the participants' actual paths to approximate the paths that would be taken by the model by assigning each point along participants' paths to the nearest intersection and connecting the intersections. We used these transformed paths whenever we directly compared participants' performance to MAGELLAN's performance (see Figures 4 and 5) .
When MAGELLAN first enters an unfamiliar environment, its spatial memory is a tabula rasa. As it moves through the town, the model uses its vision module to note structures that are visible from its current location and heading (assuming the same 60°field of view available to the participants). Each visible office building and store is added at the appropriate location to the model's cognitive map of the town. The cognitive map includes the spatial location and a unique identifier for each landmark that was visible and fills up as more office buildings and stores are seen.
When searching for a goal store that is not represented in the model's current cognitive map, the model minimizes effort per delivery (Robles-De-La- Torre & Sekuler, 2004) , exploring first the most proximate location(s) at which office buildings or stores have not yet been seen. An indirect consequence of this goalseeking strategy is that previously traversed areas of the town will tend to be avoided while searching for the goal. This strategy is analogous to inhibition of return, a phenomenon that has been observed in visual search and other tasks (Bennett & Pratt, 2001; Klein, 2000) . Inhibition of return manifests itself through an increased tendency to orient or attend to novel locations, which could promote efficiency when exploring unfamiliar environments or, for example, when foraging for food.
Ideal navigator versus Experiment 1's human participants. Figure 4 compares the performance of the ideal navigator implementation of MAGELLAN (i.e., with V ϭ 0, M ¡ ϱ) to that of participants in Experiment 1. Our goal in this comparison was to determine whether an ideal navigator could predict participants' excess path length on a given trial, taking into account participants' past experiences prior to that trial. Therefore, at the start of each delivery path we repopulated the ideal navigator's memory to contain exactly the set of structures that had been visible to the participant, from the start of the participant's session until the start of the delivery being simulated. Because the ideal navigator's memory is perfect, any structure displayed on the participant's screen before the current passenger was picked up was available in the ideal navigator's cognitive map.
We found that the ideal navigator navigated to targets far more efficiently than human participants did (see Figure 4) . The magnitude of this discrepancy suggests that one or more of the ideal navigator's parameters substantially overstates the quality of the corresponding function in human navigators. To identify which functional module(s) had been overstated in implementing the ideal navigator, we systematically degraded two of the ideal navigator's three modules (see Figure 1 ). As our virtual environments had relatively simple layouts, we assumed that human navigators' abilities to generate efficient paths-if they knew their own location and the location of a target store-were unlikely to differ appreciably from the ideal navigator's ability to do the same. Therefore we preserved the route generation module in its nondegraded form, while degrading the vision and cognitive map modules to assess the degree to which imperfect vision (data acquisition) and/or spatial memory (storage and retrieval) could account for the performance discrepancy between the ideal navigator and our participants.
Degrading MAGELLAN's vision and memory to account for experimental data. We sought to determine how much MAGELLAN's vision parameter (V) and memory parameter (M) had to be degraded to bring the ideal navigator's performance into This document is copyrighted by the American Psychological Association or one of its allied publishers.
line with human navigators'. This strategy for treating the components of an ideal, theoretical benchmark system resembles that of Geisler (1989) and others in the sensory domain and of RoblesDe-La-Torre and Sekuler (2004) in the domain of precision motor control.
To optimize MAGELLAN's account of participants' empirical performance, we minimized the root-mean-squared deviation (RMSD) between the mean observed learning curve and the mean learning curve predicted by MAGELLAN. Given that the model has only two free parameters, we were able to find the best fitting values with a grid search of the two-dimensional parameter space, varying the vision parameter, V, in increments of 0.01 (equivalent to 1% of the screen) and varying the memory parameter, M, in increments of one step. The best fitting set of parameters were (V, M) ϭ (0.08, 32), with an RMSD of 0.652 blocks. Note that with V ϭ 0.08, the model's effective field of view is approximately 5°. The rectangles in the lower right of Figure 3A denote 1%, 8%, and 16% of the screen. Figure 5 displays the corresponding predicted and observed spatial learning curves. Recall that MAGELLAN moves one block with each time step, which means that the model's predictions were accurate to within an average of less than one modeled step per delivery. As participants took an average of 11.45 one-block steps between successive deliveries, the best fitting value of the memory parameter (M ϭ 32) means that MAGELLAN's memories remained viable for 2.79 deliveries (on average) from the time the memories were initially acquired.
The quality of fit to the mean learning curve from Experiment 1 shows that, with appropriately degraded vision and memory modules, MAGELLAN's performance matches the mean performance of human navigators. However, this does not guarantee that the model can also account for variability in difficulty across environments, or even across trials within a given environment. To the extent that MAGELLAN's behavior mirrors that of human participants, variability in MAGELLAN's performance in unfamiliar environments should predict human navigators' performance in those same environments. Experiment 2 tests MAGELLAN's ability to correctly identify environments that humans will find easy or difficult to learn to navigate efficiently.
Experiment 2
The navigational challenge posed by delivering passengers within an environment in Experiment 1 depends on a number of factors whose interactions cannot be predicted from a simple model-free analysis of the task. These factors include (among others): (a) the placement of stores and buildings within the town, (b) the sizes of the buildings, (c) the placement of passengers, and (d) the sequence of requested destinations. In addition, the routes a participant took on previous deliveries influences the challenge posed by the current delivery, as previous experience determines what information is available to the participant. Experiment 2 was designed to systematically test MAGELLAN's ability to predict the difficulty of learning to navigate efficiently in various environments, based on variation in these factors.
Method
One hundred and four individuals (37 male, 67 female) at the University of Pennsylvania participated in the experiment for monetary compensation, with a performance-based bonus. As in Experiment 1, participants learned to navigate to stores in 6 ϫ 6 towns, each containing 31 office buildings and five stores. Also as in Experiment 1, participants practiced using a gamepad controller to navigate to stores in a simplified practice environment prior to their first testing session. The rates of movement (up to one virtual block/second) and turning (up to 13°/second) were determined by the pressure participants applied to the gamepad. Participants were able to alter their heading, by turning in place, without altering their location within the virtual environments. The participants' views from within the environments were displayed on a 27-in. monitor (1680 ϫ 1050 resolution) located at eye level approximately 2 feet from the participants' heads. The rendering engine used perspective projections to give the appearance of depth on the two-dimensional viewing surface of the display and simulated an infinite depth of field such that all objects displayed on the screen were in perfect focus.
Participants were tested in eight unique virtual towns over the course of two 1-hr testing sessions separated by at least 1 day. Whereas the environments used in Experiment 1 were generated randomly and independently for each participant, all Experiment 2 participants encountered the same eight environments (but in different orders). From a set of 500 randomly generated environments, we used the MAGELLAN model to select eight environments varying systematically in predicted difficulty.
To generate a library of 500 towns, we first generated a large pool of office building textures. Each full building texture comprised a bottom texture, containing a door and a row of windows on a brick background, and a top texture, containing a row of windows on a brick background. We used a total of four brick textures, five window styles, four door styles, and three door placement options, yielding 240 possible bottom textures and 20 possible top textures (see Figure 6A ). Each top texture could be combined with each bottom texture, producing 4,800 possible combinations. We varied building heights by concatenating either two or five copies of the top texture onto the bottom texture. This generated buildings that were either three or six stories high. We also varied the widths of the buildings by either cropping the full building textures from the sides or leaving the textures uncropped. In total we generated 19,200 unique building textures. To make the buildings even more visually distinct, we shifted the hues of each building image (preserving the covariance structure of the pixel intensities), as shown in Figure 6B .
To each randomly generated town, we assigned 31 buildings, selected without replacement from the full set of 19,200 textures. We also assigned five unique stores to each town (see Figure 6C ). We required that each store appear only once across all environments that a participant encountered. To enforce this constraint, after selecting the final set of eight environments that would be used in Experiment 2, we reassigned each town's store labels (holding the delivery locations and orders fixed) to ensure that any store would appear only once in the full set of eight environments. MAGELLAN is sensitive to structures' sizes (since this determines which structures are visible to the model), but in our implementation we made the simplifying assumption that the specific textures and store names were task-irrelevant.
Unlike in Experiment 1's towns, store placements in Experiment 2 towns were unconstrained. The constraints on store placements in Experiment 1 were intended to produce towns with spread-out This document is copyrighted by the American Psychological Association or one of its allied publishers.
stores and of approximately uniform difficulty. By contrast, in Experiment 2 our goal was to generate towns with a wide variety of layouts. Each of the randomized layouts was also assigned a delivery sequence. As in Experiment 1, these delivery sequences were block-randomized, with three deliveries assigned to each of the five stores. Thus, each environment comprised a combination of a specific town layout and delivery sequence. As shown in Figure 7 , removing the store placement and delivery order constraints in Experiment 2 resulted in substantially more variability across environments in both the mean distance between stores, F(125, 499) ϭ 0.517, p Ͻ 10 Ϫ4 , and distance between successive deliveries, F(125, 499) ϭ 0.642, p ϭ .003.
Whereas Experiment 1's participants had to search for randomly placed passengers before delivering them to their desired stores, in Experiment 2 we eliminated passenger search. To speed up testing time and to eliminate a less important phase of each trial, after each delivery we simply presented a text screen that specified the next target store. Critically, this change also allowed us to simulate each sequence of deliveries in each of the 500 environments without relying on any behavioral data. This was useful, as our implementation of MAGELLAN has no means of searching for nonstationary targets like the passengers in Experiment 1. We used the best fitting values of the V and M parameters derived from the Experiment 1 data to simulate 50 runs of MAGELLAN through each environment. We then used MAGELLAN's behavior in these simulations to compute a predicted difficulty score for each environment by computing the mean sum of simulated excess path distances for the full set of deliveries across the 50 simulated sessions. Because MAGELLAN explicitly estimates which structures are visible onscreen at each point during the experiment and which landmarks have remained viable in the cognitive map during each delivery, examining which properties of the environments contribute to predicted difficulty can yield interesting insights (see Figure 8 ). For example, we found that MAGELLAN predicted that Figure 6 . Examples of buildings and stores that were used to construct Experiment 2 structures. A. Building textures were automatically generated from a set of four brick textures, five window styles, four door styles, and three door placement options, as shown. B. After assembling the full texture for a building, the texture image was cropped as needed and hue-shifted while maintaining the covariance structure of pixel intensities. C. Eight store images are shown. A total of 44 unique store images were used in the experiment (five per environment, with an additional four stores used in an initial practice task intended to familiarize participants with the use of the gamepad controller). Figure 3B shows one fully rendered Experiment 2 town. This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
environments with more widely dispersed stores (see Figure 8B ) would be more difficult to navigate efficiently, as would environments that required participants to travel further between successive target stores (see Figure 8C ). This latter result held even after taking into account the average distances between the stores (see Figure 8D ). Based on the rankings of expected difficulty for the 500 randomly generated environments, we selected eight environments that represented four distinct levels of expected difficulty. The environments we designated as A and E represented the lowest expected difficulty, environments B and F were ranked at the 33rd percentile, C and G were ranked at the 66th percentile, and D and H represented the highest expected difficulty (see Figure 8A ).
Over the course of two sessions, participants performed the Yellow Cab task in all eight environments, encountering one environment from each difficulty rating per session. We counterbalanced the orders in which participants encountered the eight environments. (We found no reliable order effects across the counterbalanced conditions.)
After navigating to each store, participants were instructed to drive away in any direction they wished. After traveling one block from the center of the just-visited store, they were asked to orient a pointer toward the next store in the delivery sequence (see Figure 3C) . This pointing task gave a fine-grained snapshot of participants' knowledge before each delivery. The pointing data also helped to validate MAGELLAN's predictions (using . Expected difficulties of randomly generated environments. We randomly generated 500 environments and used MAGELLAN to compute each environment's predicted difficulty, defined as the sum of the average simulated excess path lengths across all of the deliveries made for that environment. From the distribution, eight environments, A through H, were selected for use in Experiment 2. A. The smoothed distribution of expected difficulties predicted for all 500 environments rated by MAGELLAN. The difficulties predicted for environments A through H are denoted by vertical lines. B-D. Environmental factors that correlate with predicted difficulty. Each dot corresponds to a single randomly generated environment. The x-coordinates of each dot denote that environment's predicted difficulty. Pearson's correlations are reported in each panel. B.
The y-coordinates of the data points reflect the average Euclidean distances between the centers of the stores in the environments; predicted difficulty increases as the stores become more spread out. C. The y-coordinates of the data points reflect the average Euclidean distance between stores navigated to in succession. Predicted difficulty increases as the distance between successive goals increases. D. The y-coordinates of the data points reflect the average interstore distance (Panel C) divided by the average store spread (Panel B) of each environment. Predicted difficulty increases with interstore distance, even after taking store spread into account. This indicates that the correlation between predicted difficulty and interstore distance (shown in Panel C) does not simply reflect the store spread (shown in Panel B). This document is copyrighted by the American Psychological Association or one of its allied publishers.
parameter values fit to the Experiment 1 data) about which stores were in participants' cognitive maps prior to each delivery. Once a participant pressed a gamepad controller to signal satisfaction with the pointing response, he or she was instructed to navigate to the next store. In addition to the point-based reward system that we employed in Experiment 1, we used the accuracy of participants' pointing responses to determine their performance-based bonuses. We instructed participants to learn the layouts of the environments and told them that both their navigation performance and pointing accuracy would determine their monetary bonus.
Validating Magellan Environmental Difficulty and Learning Rate
Like the Experiment 1 participants, the Experiment 2 participants learned to find nearly optimal paths to each store over multiple deliveries (see Figure 2B ). As participants gained experience navigating in an environment, they were also able to point more accurately to the remembered locations of stores (see Figure  2C ). We next asked whether MAGELLAN's predictions about the relative difficulty of each environment were borne out in the experimental data. A repeated measures analysis of variance revealed that total excess delivery path length covaried reliably with MAGELLAN's four difficulty ratings, F(3, 103) ϭ 34.8, p Ͻ .001. This covariation demonstrates that MAGELLAN-predicted difficulty among the environments was associated with differences in participants' performance in those environments. We next examined the observed total excess path lengths for each environment (see Figure 9A ). As can be seen in the panel, participants performed best in environments that had earned an "easy" ranking from MAGELLAN (i.e., difficulty level ϭ 1), and their performance dropped as the predicted difficulty rank increased. Post hoc t tests revealed that participants performed reliably better in environments with difficulty level ϭ 1 than in environments with ranks of 2, 3, or 4, t(103) Ͼ 8, ps Ͻ 0.001. Participants also tended to perform better in environments with difficulty level ϭ 2 than in environments with difficulty level ϭ 3, t(103) ϭ 1.96, p ϭ .05. The observed total excess path distances for the most difficult environments (difficulty levels ϭ 3 or 4) were not statistically distinguishable from one another, t(103) ϭ 0.53, p ϭ .60.
We also wondered whether our model accurately predicted the rates at which different environments were learned, in addition to participants' overall performance. We fit power law functions to the mean observed and predicted learning curves for each of the eight environments. As a measure of how rapidly the environments were learned, we computed the slopes of these functions in log-log space (where higher absolute values indicate more rapid learning). We found a reliable correlation between the observed and predicted learning rates (see Figure 9B ; r ϭ 0.80, p ϭ 0.02). Taken together, these outcomes demonstrate that MAGELLAN can make accurate predictions about the ease with which human participants will learn to navigate an environment efficiently. This result is particularly impressive, as the learning rates for each environment were not considered when ranking environments by difficulty. In fact, the estimated learning rates for the eight environments produce a different ordering of the environments than MAGELLAN's difficulty ratings that we used to select the environments from the original set of 500 (correlation between predicted learning rate and expected difficulty: r ϭ .06, p ϭ .17). Nonetheless, MAGELLAN's predictions about the rapidity with which participants would learn to navigate different environments efficiently were reassuringly accurate.
Like expected difficulty, the MAGELLAN-predicted learning rates across the set of 500 randomly generated environments were correlated with the mean distances between successive deliveries (r ϭ .10, p ϭ .02). However, the predicted learning rates were not reliably correlated with the mean distances between stores (r ϭ .06, p ϭ .17). This reflects the fact that the relation between learning rate and environment layout depends on complex interactions between many environment features, the sequence of selected target stores, and moment-by-moment spatial knowledge. A B Figure 9 . Predicted versus observed environment difficulty. A. Observed mean total excess path length for environments from each of the four difficulty rankings (see Figure 8 ). Error bars denote Ϯ SEM. B. Observed and predicted learning rates for each of the eight environments. Learning rates were estimated by fitting power law functions to the mean observed (or predicted) learning curves for each environment. The indicated learning rates are the fitted slopes of these functions in log-log space. Steeper slopes (higher absolute values) indicate more rapid learning. This document is copyrighted by the American Psychological Association or one of its allied publishers.
MAGELLAN provides a unified framework for taking these interactions into account.
Results of the Pointing Task
The pointing task in Experiment 2 allowed us to explicitly test MAGELLAN's predictions about which stores were present in participants' cognitive maps prior to each delivery, given their past experience in the environment. If MAGELLAN's cognitive map predictions were accurate, then stores not in the model's cognitive map should be associated with larger pointing errors than stores that were in the model's cognitive map prior to delivery to that store. Indeed, we found this to be the case (see Figure 10) . We also found that the pointing errors decreased reliably with the predicted memory strengths associated with the stores (determined by the number of one-block steps since they were added to memory; circular-linear correlation; Fisher, 1993; r ϭ Ϫ.19, p Ͻ .001) . In this way, MAGELLAN's predictions about which landmarks were stored in its cognitive map appeared to accurately mirror the participants' internal cognitive maps, at least to the extent that we could actually probe those maps. This suggests that the MAGEL-LAN model makes accurate predictions about the evolving states of participants' cognitive maps as they are gaining experience in each environment. Note that purely random guessing would lead to pointing errors of 90°on average (the minimum possible error is 0°and the maximum error is 180°). The fact that participants' pointing errors are far less than 90°even when the corresponding predicted memory strength is 0 (see Figure 10A) suggests that participants are relying on spatial knowledge about other landmarks in the environment to eliminate locations at which they know the target store is not; this strategy would be analogous to MAGELLAN's strategy for locating unknown stores by traveling to nearby locations not in the model's cognitive map. We tested whether participants might be relying on this strategy by computing the mean angle to all locations in the model's cognitive map associated with a memory strength of 0 (i.e., all unknown locations) prior to each delivery (see Figure 10C ). We found that the pointing errors generated using this strategy were reliably correlated with the pointing errors that participants made (circular-circular correlation: ϭ 0.14, p Ͻ 10 Ϫ4 ). In addition to using pointing data to test MAGELLAN's predictions about which landmarks were stored in participants' cognitive maps, we used the pointing data to test the model's assumption that people use allocentric information to navigate and orient themselves in virtual environments. Following the logic of Kelly, Avraamides, and Loomis (2007) and Mou, Zhao, and McNamara (2007) , we reasoned that if people's mental representations of the virtual environments were purely egocentric (i.e., referenced relative to the participants' instantaneous positions and headings), then they should be able to point to landmarks equally well regardless of their absolute heading relative to fixed landmarks in the environment. If, however, people's mental representations also rely on allocentric coordinates (i.e., relative to global features of the environment that define its principal axes), then they should be able to more easily orient themselves if they point while aligned with these principal axes (i.e., north-south or east-west). Imagine that a participant was not aligned with the environment's principal axes while attempting to point to some landmark. If he or she first mentally rotated his or her heading to align with the environment's principal axes prior to pointing to the landmark (although we did not instruct participants to do so), then the additional cognitive processing required by this operation could introduce additional uncertainty into the pointing and thereby diminish its accuracy. Consistent with this hypothesis, we found that participants pointed to landmarks more accurately when they were oriented within 10°S A. This panel indicates the mean observed pointing error at the start of deliveries for which the goal store was (Strength Ͼ 0) or was not (Strength ϭ 0) in MAGELLAN's cognitive map. B. Here we subdivided trials in which the goal was in the cognitive map (Strength Ͼ 0) into 10 equally sized bins according to the predicted strength of the memory for the goal in MAGELLAN's cognitive map. We then computed the mean observed pointing error for the trials contained in each bin. The reported circular-linear correlation for the 10 bins is shown in the panel; the text reports the unbinned correlation. Error bars in Panels A and B denote Ϯ circular SEM (Fisher, 1993) . C. Estimated and observed pointing errors. We estimated the pointing errors using the state of MAGELLAN's cognitive map prior to each delivery to eliminate the locations of known buildings (Strength Ͼ 0); see text for details. Each data point reflects 1% of the observations. The reported circular-circular correlation (Fisher, 1993) reflects the full distributions of estimated and observed pointing errors. This document is copyrighted by the American Psychological Association or one of its allied publishers.
of the environments' principal axes (see Figure 11 ; WatsonWilliams two-sample test; Fisher, 1993; F ϭ 8.12, p ϭ .004).
General Discussion
We introduced MAGELLAN, a high-level allocentric cognitive map-based model of human spatial navigation. The model makes detailed, testable predictions about the ways in which people learn to navigate in unfamiliar environments. We showed that our model accounts for mean performance in Experiment 1 when appropriate adjustments are made to the model's vision and memory parameters. We then used those two parameter values to design environments varying in the expected difficulty participants would have in learning to navigate efficiently. Experiment 2 tested and confirmed MAGELLAN's predictions about the ease with which participants would be able to navigate the environments and about participants' learning rates across environments. The second experiment also tested MAGELLAN's ability to explain which landmarks were in each participant's cognitive map at various times during the experiment, and we found that the memory strength assigned by MAGELLAN to a given landmark corresponded to the participant's ability to accurately point to it. In this way, MAGELLAN provides a means of designing environments that are particularly easy (or difficult) to learn to navigate in, and the model also provides useful estimates of the evolving states of participants' cognitive maps as they gain experience in an environment.
In the remainder of this section, we first discuss the relation between MAGELLAN and previous computational models of spatial navigation. We then discuss several limitations and potential extensions of the MAGELLAN model. We also provide a brief overview of previous studies of human wayfinding using virtual reality experiments.
Models of Spatial Navigation
MAGELLAN draws inspiration from several predecessors in the recent navigation literature. These models fall into two general classes: low-level biologically inspired models derived from known neural machinery including place and grid cells (e.g., Blum & Abbott, 1996; Burgess & O'Keefe, 1996; Gerstner & Abbott, 1997; McNaughton, Battaglia, Jensen, Moser, & Moser, 2006; Moser et al., 2008; Solstad, Moser, & Einevoll, 2006) and highlevel descriptive models based on egocentric and allocentric spatial encoding strategies that use cognitive maps and path integration (e.g., Han et al., 2012; McNaughton et al., 2006) . Whereas biologically inspired models elegantly account for the idea that navigationally relevant cells (Ekstrom et al., 2003; Jacobs et al., 2013; Moser et al., 2008) can support an allocentric cognitive map, it is not clear how such models would be extended to explain complex navigation behaviors in real or virtual environments. By contrast, while high-level strategy-based models seek to explain complex navigation behaviors, the existing models do not attempt to make specific quantitative predictions about (a) the path a participant will take toward a target given his or her past experience, (b) how spatial information is acquired and stored as a participant navigates in an environment, or (c) which properties of an environment or spatial task will affect people's abilities to learn to navigate efficiently. MAGELLAN operates at the same high level as strategy-based models but makes quantitative predictions about the way in which people build up the mental representations of unfamiliar environments and use those representations to navigate efficiently.
A number of recent studies have begun to examine the precise nature of our spatial knowledge concerning an environment, for example by asking whether people's cognitive maps are organized in an egocentric (i.e., referenced to the navigator's viewpoint) or allocentric (i.e., referenced by fixed landmarks or orientations in the environment) manner (Avraamides & Kelly, 2010; Burgess, 2006; Byrne & Crawford, 2010; Chen, Byrne, & Crawford, 2011; Holmes & Sholl, 2005; Klatzky et al., 1990; Waller & Hodgson, 2006; Wang & Spelke, 2000 . Our discovery that participants can point to objects in an environment more quickly and accurately when their own viewpoint is aligned with one of the environment's principal axes (e.g., north-south or east-west) supports the notion that a navigator's representation of the environment has at least some allocentric component (Kelly et al., 2007; Mou et al., 2007) . Moreover, this result is consistent with other evidence that spatial knowledge is strongly influenced by egocentric variables, including a navigator's orientation and view of an environment, and by the specific paths that the navigator has previously taken (e.g., Andersen, Essick, & Siegel, 1985; Rolls & Xiang, 2006) . Our decision to implement an allocentric cognitive map-based model was not intended to suggest that egocentric navigation is less important (or less prevalent) than allocentric navigation. Rather, our goal was to explore the extent to which the process of learning to navigate in a new environment could be explained by a purely allocentric cognitive map representation.
Our work on MAGELLAN also draws inspiration from ideal observer models that have greatly informed our understanding of human perception (for review see Geisler, 2011) . Ideal observer models posit that performance is optimal given the knowledge that an observer's experience affords them and that errors or ineffi- Figure 11 . Pointing error as a function of navigators' heading. The bar labeled Align represents the mean pointing error (Ϯ circular SEM) made when participants were oriented within 10°of the environments' principal, north-south or east-west, axes; the bar labeled Misalign shows the mean pointing error when participants were not oriented near one of the principal axes. Participants tended to point more accurately while aligned with the environments' principal axes, indicating that they rely, at least partially, on allocentric cues. This document is copyrighted by the American Psychological Association or one of its allied publishers.
ciencies are the consequences of knowledge limitations. The MA-GELLAN model uses the ideal observer approach to gain insights into the sources of errors and inefficiencies in spatial cognition and spatial navigation. We found that the ideal navigator outperformed human participants. However, by introducing limitations to the encoding and retention of landmarks, we were able to explain participants' spatial learning curves and the variability in difficulty imposed by an environment's layout and delivery sequence. Our approach is based on the fundamental assumption that variability in the information that a person could possibly have at a given point of learning and in a given environment plays an important role in accounting for variability in behavior.
In a related approach, Stankiewicz, Legge, Mansfield, and Schlicht (2006) constructed an ideal navigator model to study the behaviors of participants who were navigating virtual indoor mazes. Whereas in our visually rich and highly varied towns the main source of difficulty was a lack of spatial knowledge about the environment, Stankiewicz et al.'s (2006) task involved navigating in visually impoverished environments whose scene information did not provide a unique signal regarding subjects' location and orientation. Their ideal navigator model assumed that observers possess perfect spatial knowledge of the environment (i.e., the scene observed at every position and from every angle) but that difficulty in navigating arose from uncertainty over the observer's location within the environment (rather than a lack of knowledge of landmarks' locations). In this way, whereas MAGELLAN is concerned with acquisition of spatial knowledge, Stankiewicz et al.'s (2006) model is concerned with the problem of spatial updating (i.e., keeping track of one's location within an environment as one experiences varied visual information during navigation). One could easily envision an extension of MAGELLAN that proposes an imperfect process of spatial updating and allows one to determine the degree to which incorrect spatial updating may explain variability in the way people navigate through more visually impoverished environments.
Extending MAGELLAN
Our primary goal in the present study was to identify the principal dimensions of information processing that support experience-based improvements in navigation. Although navigation relies on a large number of highly complex neurocognitive processes, we chose not to construct a complex or highly detailed model of any one process. Rather, MAGELLAN's three modules comprise reduced-form models of how navigators acquire, store, and utilize spatial information. By combining these simple reduced-form models into a single model, we found we were able to provide a useful account of how human navigators build up spatial representations of unfamiliar environments. We next suggest some important potential modifications and extensions to our model aimed at improving its realism and generalizability to a more diverse array of spatial environments.
Vision parameter. MAGELLAN's vision parameter, V, is intended to account for the aggregate effects of perceptual and cognitive limitations on acquiring spatial information from the environment. In its current implementation, MAGELLAN assumes that any structure that occupies a sufficiently large fraction of the display will be seen and entered into memory, qualifying the structure as a navigationally relevant landmark (Han et al., 2012) .
As the model takes no account of a structure's location, a structure far from fixation would be seen and therefore become a landmark so long as it was large enough to exceed V. Because people tend to look in the general direction in which they are walking or driving (Cutting, Readinger, & Wang, 2002; Readinger, Chatziastros, Cunningham, Bülthoff, & Cutting, 2002) , and also because people tend to attend to objects lying in that direction, MAGELLAN's disregard of the relationship between a structure's location and the locus on which an observer fixates serves to break the customary relationship between location and attention. A more realistic V parameter might explicitly factor in an object's eccentricity by scaling its impact according to a rule parameterized for stimulus eccentricity (e.g., Rovamo & Virsu, 1979) . Additionally, although implementing the V parameter as a single thresholded, all-or-none phenomenon serves as a useful simplification, a graded, probabilistic implementation may be more realistic. Koch and Ullman (1985) noted how local differences in image statistics can guide eye fixations during search of complex scenes, including scenes presented in virtual reality (Pomplun, 2006) . In particular, fixations in complex scenes specifically avoid areas that are uninformative, where informativeness is defined in terms of scene statistics and task relevance (Kayser, Nielsen, & Logothetis, 2006) . It is likely that future extensions of MAGELLAN would gain in predictive power by incorporating parameters that reflect imagebased differences in salience (Peters, Iyer, Itti, & Koch, 2005) , as well as parameters that represent task-dependent variations in looking behaviors (Hayhoe, Bensinger, & Ballard, 1998; Pelz & Canosa, 2001) .
Finally, MAGELLAN has no representation of visual similarity, a variable that has considerable influence in visual processing. Rather, the model assumes that any landmark that is seen and entered into spatial memory will be distinct from any other landmark that might be seen and entered into memory. As a result, MAGELLAN can retrieve the location of any stored landmark without error, never confusing one previously seen landmark with another. In the two experiments reported here, this assumption of completely distinctive landmarks seems justified. After all, participants were able to give a verbal label to each store that was seen, and the store names in any single environment were designed to be highly distinctive. Additionally, prior to testing, participants were familiarized with the name and appearance of every store that might be encountered. It seems likely, though, that in real-world wayfinding, people are influenced by the visual distinctiveness or differentiation of landmarks. City planners and researchers have long known that environments whose elements are differentiated (e.g., with regard to architectural style or color) are easier to wayfind in than more homogeneous environments. Montello (2005) gives an excellent review of the characteristics of physical environments that influence orientation during navigation. The gain in predictive power that might accrue from any of these plausible ways to define a more nuanced, nonscalar version of MAGELLAN's V parameter would need to be evaluated relative to additional degrees of freedom they would require.
Memory parameter. For the sake of simplicity, the memory parameter, M, comprised a surrogate for what are likely to be several different operations. One potential elaboration of M would allow variability in the number of steps before any particular memory is no longer viable. It seems reasonable that some landmarks are forgotten more quickly than others, perhaps as a funcThis document is copyrighted by the American Psychological Association or one of its allied publishers.
tion of depth of processing and/or as a function of the landmarks' distinctiveness (Montello, 2005) . Further, we should note that MAGELLAN is not committed to an all-or-none forgetting process. Rather, we could easily envision spatial location information being lost gradually as new, interfering information is learned. Moreover, information that has become inaccessible might later be retrieved, given a salient contextual or associative cue (Howard & Kahana, 2002; McGeoch, 1932; Tulving & Pearlstone, 1966) . Ideal navigator and model design. Our treatment of an ideal navigator made an assumption about the utility function that the navigator would attempt to minimize. Specifically, we assumed that navigators would seek to minimize distance traveled, an assumption that is consistent with the structure of our task-with participants' bonus pay contingent upon excess path length. However, one can easily envision equally realistic driving tasks in which participants attempted to minimize travel time rather than distance. Alternatively, participants might wish to minimize travel along particular kinds of roads, such as toll roads, or they may plan routes that afford scenic views, are expected to have little traffic, or are more familiar.
Virtual Reality Studies of Wayfinding
Our study concentrated on navigation in virtual environments. Therefore, it is reasonable to ask whether our results can be extrapolated to environments other than virtual ones. Over the last two decades, virtual reality (VR) technology has made possible a wide range of applications, including video games (Zyda, 2005) , training for the military and first responders (Satava, 1995) , desensitization therapies for phobias (Botella et al., 1998) , and regimens for rehabilitation after brain injury (Grealy, Johnson, & Rushton, 1999) . Technological advances make it possible to generate customized, interactive VR environments within which interactions can be manipulated, measured, and analyzed. Numerous previous studies have thus used VR tasks to study both the cognitive and neural basis of human spatial navigation (Jacobs et al., , 2010 (Jacobs et al., , 2013 Korolev, Jacobs, Mollison, & Kahana, 2005; Manning et al., 2009; Newman et al., 2007) . Even very compelling VR is not likely to be confused with the real world, but so long as a VR environment can claim sufficient realism, knowledge gained from a study set in VR can be extrapolated to the real world (Witmer, Bailey, Knerr, & Parsons, 1996) . Furthermore, previous studies by Ekstrom et al. (2003) , Jacobs et al. (2010) , and Jacobs et al. (2013) have shown that VR towns similar to those used in Experiment 1 of this article were sufficiently realistic to activate navigationally useful place, view, goal, and grid cells in the brains of humans who were navigating through those towns, and similar VR environments have also been shown to exhibit grid-cell-like responses in human functional magnetic resonance imaging data (Doeller, Barry, & Burgess, 2010) .
Of course, it is difficult to know a priori when enough realism is enough or exactly what attributes a VR environment must afford to navigators in a laboratory study. However, experimental tests of hypotheses can provide useful clues. For instance, it is known that navigation performance degrades when the illusion of natural movement is removed, for example by reducing the rate of optic flow that a participant experiences in a VR environment (Kirschen, Kahana, Sekuler, & Burack, 2000) . It is also known that distinctive building textures and sizes are important features of a VR environment. In fact, when an environment's texture is overly homogeneous, participants frequently become lost and tend to fall back upon simple list-learning strategies, such as "turn left, then turn right, etc." rather than learning the environment's spatial layout (Kirschen et al., 2000) . Counterintuitively, large-field displays and three-dimensional projections do not seem to enhance people's ability to learn to navigate in virtual environments (Dahmani, Ledoux, Boyer, & Bohbot, 2012) .
Using VR, researchers can build multiple environments from a common set of generative rules so that performance can be compared across those environments, as we have done. By using explicit rules to govern the layouts of multiple environments and the placement of landmarks within those environments, it is possible to identify the principles that govern navigation and learning, independent of the idiosyncratic navigational challenges that are posed by any single environment (Newman et al., 2007) . In this way, results from studies of wayfinding in properly designed VR environments are arguably more generalizable than are results from any single real-world environment.
Concluding Remarks
Although our two-parameter model gave a good account of performance in both experiments, what has been achieved is clearly only a step toward a more complete account of spatial learning and navigation. For example, a comprehensive model of spatial learning and spatial navigation should account for the learning of route-based information (landmark-to-landmark associations) alongside the learning of map-based information (spatiallocation-to-landmark associations) that we emphasize in the MAGELLAN model. The importance of route-based coding is clear from the considerable evidence for orientation dependence in human spatial cognition (e.g., Mou, Zhang, & McNamara, 2004; Shelton & McNamara, 2001 ). Both Benhamou, Bovet, and Poucet (1995) and Schölkopf and Mallot (1995) proposed route-based models of spatial information processing based on landmark-tolandmark rather than position-to-landmark associations. These ideas have a clear parallel in the sequence learning literature, in which Ladd and Woodworth (1911) first proposed that both position-to-item associations and chained, item-to-item associations are important in serial learning (see also Brown, Preece, & Hulme, 2000; Burgess & Hitch, 1999 Lewandowsky & Murdock, 1989; Young, 1968) .
MAGELLAN makes three main contributions to the literature on spatial navigation. First, MAGELLAN's ability to explain the rate of experience-based learning in both experiments suggests that human navigation may be largely supported by allocentric cognitive map representations (e.g., perhaps supported by populations of place and grid cells). Second, MAGELLAN provides a way to estimate the evolution of participants' cognitive maps over time, as a previously unfamiliar environment is being learned. Third, MAGELLAN introduces a quantitative benchmark against which spatial navigation behavior can be evaluated. To generate such a benchmark we adjusted MAGELLAN's V and M parameters to account for mean performance in Experiment 1, using the same parameters for all participants. However, fitting these parameters to individual participants' performance could generate important insights into the character of individual differences in wayfinding ability (e.g., Kozlowski & Bryant, 1977) . Once such fits were This document is copyrighted by the American Psychological Association or one of its allied publishers.
obtained, one could predict how individual participants' cognitive maps would vary over the course of the experiment. This would be particularly valuable as it would support comparisons among the distributions of best fitting parameters obtained for different populations (e.g., younger vs. older adults, healthy vs. impaired individuals, etc.). MAGELLAN formalizes cognitive map-based theories of spatial cognition by estimating how the states of participants' cognitive maps evolve as they gain experience navigating in a new environment. By showing that the model accurately estimates how people learn to navigate more efficiently with experience, how difficult it will be to learn to navigate efficiently in different environments, and which landmarks will be viable in participants' cognitive maps, we show that MAGELLAN provides a useful tool for understanding and assessing participants' abilities to learn to navigate in unfamiliar environments.
