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proposeþ deuxþ indexþ pourþ unþ texteþ annoté.þ Ilsþ utilisentþ uneþ transforméeþ deþ Burrows-
Wheelerþ indexantþ leþ texteþ ainsiþ qu’unþ Waveletþ Treeþ stockantþ lesþ annotations.þ Cesþ
indexþ permettentþ desþ requêtesþ efficacesþ surþ leþ texte,þ lesþ annotationsþ ouþ lesþ deux.þ Nousþ
souhaitonsþ àþ termeþ utiliserþ l’unþ deþ cesþ indexþ pourþ indexerþ desþ recombinaisonsþ V(D)Jþ
obtenuesþ dansþ desþ servicesþ d’hématologieþ lorsþ duþ diagnosticþ etþ duþ suiviþ deþ patientsþ
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Abstractþ
Thisþ thesisþ inþ textþ algorithmicsþ studiesþ theþ compression,þ indexationþ andþ queryingþ
onþ aþ labeledþ text.þ Aþ labeledþ textþ isþ aþ textþ toþ whichþ weþ addþ information.þ Asþ anþ example,þ
inþ aþ V(D)Jþ recombination,þ aþ markerþ forþ lymphocytes,þ theþ textþ isþ aþ DNAþ sequenceþ
andþ theþ labelsþ areþ theþ genes’þ names.þ Aþ person’sþ immuneþ systemþ canþ beþ representedþ
withþ aþ setþ ofþ V(D)Jþ recombinations.þ Withþ high-throughputþ sequencing,þ weþ haveþ accessþ
toþ millionsþ ofþ V(D)Jþ recombinationsþ whichþ areþ storedþ andþ needþ toþ beþ recoveredþ andþ
comparedþ quickly.þ
Theþ firstþ contributionþ ofþ thisþ thesisþ isþ aþ compressionþ methodþ forþ aþ labeledþ textþ
whichþ usesþ theþ conceptþ ofþ storageþ byþ references.þ Theþ textþ isþ dividedþ intoþ sectionsþ whichþ
pointþ toþ pre-establishedþ labeledþ sequences.þ Theþ secondþ contributionþ offersþ twoþ indexesþ
forþ aþ labeledþ text.þ Bothþ useþ aþ Burrows-Wheelerþ transformþ toþ indexþ theþ textþ andþ aþ
Waveletþ Treeþ toþ indexþ theþ labels.þ Theseþ indexesþ allowþ efficientþ queriesþ onþ text,þ labelsþ
orþ both.þ Weþ wouldþ likeþ toþ useþ oneþ ofþ theseþ indexesþ onþ V(D)Jþ recombinationsþ whichþ areþ
obtainedþ withþ hematologyþ servicesþ fromþ theþ diagnosticþ orþ follow-upþ ofþ patientsþ sufferingþ
fromþ leukemia.þ
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Introductionþ
Contexteþ
Cetteþ thèse,þ financéeþ parþ l’universitéþ Lilleþ 1þ etþ laþ régionþ Hauts-de-France,þ s’estþ dé-
rouléeþ auþ seinþ deþ l’équipeþ deþ bioinformatiqueþ Bonsai,þ communeþ auxþ centresþ deþ rechercheþ
CRIStALþ etþ Inriaþ Lille.þ L’équipeþ Bonsaiþ travailleþ surþ desþ sujetsþ ayantþ pourþ pointþ com-
munþ l’algorithmiqueþ desþ séquences,þ qu’ellesþ soientþ ADN,þ ARNþ ouþ peptidiques.þ
Avecþ laþ collaborationþ duþ serviceþ d’hématologieþ etþ deþ laþ plateformeþ deþ génomiqueþ
deþ Lille,þ elleþ aþ crééþ leþ logicielþ Vidjil,þ algorithmeþ d’analyseþ deþ répertoireþ immunologiqueþ
etþ plateformeþ deþ visualisationþ deþ sesþ résultats.þ Ceþ logiciel,þ utiliséþ maintenantþ enþ routineþ
dansþ plusieursþ hôpitaux,þ permetþ deþ suivreþ l’évolutionþ deþ laþ leucémieþ d’unþ patientþ parþ
unþ échantillonþ deþ sesþ recombinaisonsþ V(D)J.þ
Lesþ recombinaisonsþ V(D)Jþ sontþ desþ séquencesþ ADNþ deþ quelquesþ centainesþ deþ
nucléotides,þ constituéesþ deþ 2þ àþ 3þ gènesþ recombinés.þ Ceþ sontþ desþ marqueursþ efficacesþ
pourþ estimerþ l’évolutionþ deþ laþ leucémie.þ Durantþ leþ diagnosticþ etþ leþ suiviþ desþ patients,þ
deþ grandesþ quantitésþ deþ recombinaisonsþ V(D)Jþ sontþ analysées.þ
Faceþ àþ laþ générationþ deþ plusþ enþ plusþ deþ données,þ leþ butþ deþ laþ thèseþ étaitþ leþ suivant :þ
commentþ indexerþ cesþ donnéesþ ?þ Leþ consortiumþ EuroClonality-NGSþ 1þ réunitþ lesþ équipesþ
deþ recherchesþ européennesþ enþ hématologieþ etþ deuxþ équipesþ deþ bioinformatiqueþ incluantþ
laþ nôtreþ quiþ proposeþ l’utilisationþ deþ Vidjilþ dansþ lesþ projetsþ deþ recherche.þ Leþ consortiumþ
aþ émisþ leþ souhaitþ deþ créerþ uneþ indexationþ desþ répertoiresþ immunologiquesþ deþ patients.þ
Celaþ s’inscrivaitþ parfaitementþ dansþ notreþ projetþ d’indexerþ lesþ recombinaisonsþ V(D)Jþ deþ
patients.þ
Surþ unþ planþ plusþ formel,þ nousþ pouvonsþ voirþ uneþ recombinaisonþ V(D)Jþ commeþ
uneþ séquenceþ annotée,þ c’est-à-direþ uneþ séquenceþ deþ caractèresþ ayantþ desþ étiquettesþ
surþ certainesþ lettres.þ Prenonsþ l’exempleþ deþ laþ séquenceþ AGGGT.þ.þ.þGCTþ deþ 95 lettres,þ
1þ.þ http ://www.euroclonalityngs.org/þ
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constituéeþ duþ gèneþ V4 auxþ positionsþ 0 àþ 42 etþ duþ gèneþ J1 auxþ positionsþ 67 àþ 94.þ Dansþ
cetþ exemple,þ lesþ étiquettesþ sontþ V4 etþ J1 etþ lesþ positionsþ 43 àþ 66 n’ontþ pasþ d’étiquette.þ
Nousþ voulonsþ alorsþ faireþ desþ recherchesþ surþ lesþ motifsþ etþ lesþ annotationsþ :þ parþ exemple,þ
yþ a-t-ilþ unþ motifþ ACTþ annotéþ avecþ leþ gèneþ V1 dansþ laþ séquenceþ ?þ
Répondreþ àþ desþ problèmesþ liantþ desþ objetsþ entreþ euxþ pourraitþ seþ faireþ parþ desþ
recherchesþ enþ fouilleþ deþ données,þ enþ utilisantþ desþ méthodesþ d’indexationþ deþ basesþ deþ
données.þ Nosþ donnéesþ étantþ desþ séquences,þ nousþ nousþ plaçonsþ plutôtþ iciþ dansþ leþ do-
maineþ deþ l’algorithmiqueþ duþ texte,þ unþ domaineþ deþ rechercheþ surþ lesþ algorithmesþ quiþ
traiteþ lesþ chaînesþ deþ caractères.þ Nousþ avonsþ desþ jeuxþ deþ donnéesþ avecþ potentielle-
mentþ desþ centainesþ deþ millionsþ deþ caractères.þ Lesþ travauxþ enþ algorithmiqueþ duþ texteþ
cherchentþ parþ exempleþ àþ compresserþ unþ texte,þ yþ rechercherþ unþ motif,þ comparerþ deuxþ
textesþ .þ .þ .þ Lorsqueþ ceþ typeþ deþ requêtesþ estþ demandéþ régulièrementþ surþ unþ texteþ connuþ
àþ l’avance,þ ilþ estþ assezþ rentableþ d’indexerþ ceþ texteþ grâceþ àþ uneþ structureþ d’indexation.þ
Lesþ structuresþ d’indexationþ proposéesþ parþ lesþ recherchesþ enþ algorithmiqueþ duþ texteþ
réorganisentþ lesþ donnéesþ pourþ yþ avoirþ unþ accèsþ dansþ unþ tempsþ indépendantþ deþ laþ tailleþ
duþ texte.þ Lesþ structuresþ plein-texteþ possèdentþ toutesþ lesþ informationsþ seþ trouvantþ dansþ
leþ texte,þ ellesþ peuventþ remplacerþ leþ texteþ etþ celui-ciþ peutþ êtreþ retrouvéþ grâceþ àþ uneþ fonc-
tionþ deþ laþ structure.þ Lesþ premièresþ structuresþ d’indexationþ supportaientþ laþ rechercheþ
d’occurrencesþ d’unþ motifþ dansþ unþ texte.þ Parmiþ ellesþ seþ trouveþ l’arbreþ desþ suffixes.þ Créeþ
enþ 1973,þ ilþ estþ coûteuxþ enþ mémoireþ maisþ permetþ deþ compterþ lesþ occurrencesþ d’unþ motifþ
enþ tempsþ proportionnelþ àþ laþ longueurþ duþ motif.þ Desþ techniquesþ etþ d’autresþ structuresþ
sontþ apparuesþ pourþ utiliserþ moinsþ deþ mémoire,þ allantþ jusqu’àþ compresserþ leþ texteþ ori-
ginal,þ parþ exempleþ leþ FM-indexþ enþ 2000.þ
Desþ algorithmesþ surþ leþ texteþ etþ structuresþ d’indexationsþ sontþ utilisésþ lorsqueþ nousþ
voulonsþ stockerþ unþ fichierþ enþ utilisantþ leþ moinsþ deþ mémoireþ possible,þ lorsþ deþ laþ détectionþ
deþ plagiatþ ouþ lorsþ d’uneþ rechercheþ internetþ enþ utilisantþ uneþ orthographeþ approximative.þ
Contenuþ deþ laþ thèseþ
Cetteþ thèseþ enþ algorithmiqueþ duþ texteþ proposeþ plusieursþ manièresþ deþ compresser,þ
stockerþ etþ d’accéderþ efficacementþ àþ unþ texteþ annoté.þ
Ceþ manuscritþ estþ découpéþ enþ quatreþ chapitres.þ Leþ premierþ chapitreþ présenteþ leþ
cadreþ biologiqueþ deþ cetteþ thèseþ :þ lesþ recombinaisonsþ V(D)J,þ quelquesþ techniquesþ héma-
tologiquesþ etþ bioinformatiquesþ pourþ lesþ analyserþ ainsiþ queþ notreþ problématique.þ
Leþ deuxièmeþ chapitreþ dresseþ unþ étatþ deþ l’artþ desþ structuresþ deþ donnéesþ classiquesþ
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pourþ laþ compressionþ etþ l’indexation.þ Nousþ yþ présentonsþ laþ rechercheþ deþ motifsþ ainsiþ
queþ laþ transforméeþ deþ Burrows-Wheeler.þ Ici,þ tousþ lesþ algorithmesþ etþ structuresþ sontþ
généralementþ utilisésþ pourþ desþ donnéesþ unidimensionnelles,þ d’habitudeþ unþ seulþ texte.þ
Lesþ contributionsþ deþ laþ thèseþ seþ trouventþ dansþ lesþ deuxþ derniersþ chapitres.þ Leþ
troisièmeþ chapitreþ introduitþ uneþ compressionþ duþ texteþ permettantþ deþ compresserþ uneþ
grandeþ quantitéþ deþ séquencesþ annotées.þ Elleþ utiliseþ desþ motifsþ connus,þ iciþ lesþ gènesþ V,þ Dþ
etþ Jþ pourþ faireþ desþ référencesþ duþ texteþ versþ lesþ motifs.þ Nousþ proposonsþ troisþ algorithmesþ
deþ compression,þ unþ pourþ lesþ textesþ déjàþ annotésþ etþ deux,þ unþ optimalþ etþ unþ rapide,þ pourþ
lesþ textesþ nonþ annotésþ etþ pourþ lesquelsþ nousþ devonsþ trouverþ lesþ annotations.þ Lesþ testsþ
surþ leþ dernierþ algorithmeþ indiquentþ uneþ bonneþ compressionþ duþ texteþ maisþ cetteþ manièreþ
deþ compresserþ neþ permetþ pasþ d’indexerþ leþ texte.þ
Leþ dernierþ chapitreþ proposeþ deuxþ indexþ compressésþ pourþ unþ texteþ annoté.þ Lesþ
séquencesþ sontþ stockéesþ dansþ uneþ transforméeþ deþ Burrows-Wheelerþ etþ lesþ annotationsþ
dansþ unþ Waveletþ Tree.þ Leurþ différenceþ résideþ dansþ l’ordreþ dansþ lequelþ lesþ annotationsþ
sontþ stockéesþ :þ dansþ l’ordreþ duþ texteþ pourþ leþ premierþ index,þ dansþ l’ordreþ deþ laþ transfor-
méeþ pourþ leþ second.þ Lesþ indexþ utilisentþ unþ espaceþ proportionnelþ àþ l’entropieþ duþ texteþ
etþ répondentþ efficacementþ àþ desþ requêtesþ surþ desþ annotations,þ desþ motifsþ ouþ uneþ com-
binaisonþ annotation/motif.þ
Autresþ travauxþ réalisésþ
Enþ dehorsþ deþ mesþ travauxþ deþ recherche,þ j’aiþ participéþ pourþ prèsþ deþ 10% deþ monþ
temps,þ auþ développementþ duþ logicielþ Vidjilþ etþ àþ laþ vieþ deþ l’équipeþ :þ réunions,þ teamþ
building,þ organisationþ deþ séminairesþ .þ .þ .þ Celaþ m’aþ permisþ deþ meþ familiariserþ avecþ leþ
fonctionnementþ duþ logiciel,þ etþ aþ aboutiþ àþ maþ participationþ àþ plusieursþ publications.þ
L’articleþ [þ10þ]þ présenteþ laþ plateformeþ Vidjilþ :þ l’applicationþ web,þ l’algorithmeþ utiliséþ ainsiþ
queþ leþ serveurþ etþ saþ baseþ deþ données.þ L’articleþ [þ45þ]þ présenteþ leþ suiviþ deþ patientsþ atteintsþ
deþ leucémieþ dansþ leþ serviceþ hématologiqueþ deþ Lilleþ enþ utilisantþ laþ méthodeþ classiqueþ
ainsiþ queþ Vidjil.þ
J’aiþ ensuiteþ participéþ auþ groupeþ deþ travailþ StringMasterþ enþ févrierþ 2017þ àþ Rouenþ
oùþ j’aiþ prisþ plaisirþ àþ travaillerþ surþ unþ autreþ sujet,þ lesþ motsþ deþ Lyndonþ etþ leursþ liensþ avecþ
laþ tableþ desþ suffixes.þ Nousþ avonsþ analyséþ unþ articleþ deþ Baierþ [þ2þ]þ afinþ deþ trouverþ uneþ
constructionþ duþ tableauþ deþ Lyndonþ plusþ simpleþ queþ celleþ présentée.þ Pourþ leþ momentþ
cetteþ collaborationþ n’aþ pasþ donnéþ lieuþ àþ uneþ rédactionþ d’article.þ
Enfin,þ pendantþ mesþ deuxièmeþ etþ troisièmeþ années,þ j’aiþ étéþ doctorante-assistanteþ etþ
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aiþ encadréþ desþ TDþ àþ Polytechþ Lilleþ auprèsþ d’étudiantsþ enþ troisièmeþ etþ quatrièmeþ annéeþ
deþ différentsþ cursus.þ J’aiþ enseignéþ plusieursþ matièresþ informatiquesþ parmiþ lesquellesþ
lesþ structuresþ deþ données,þ laþ baseþ deþ donnéesþ etþ laþ programmation.þ J’aiþ participéþ àþ laþ
créationþ desþ sujets,þ àþ l’encadrementþ deþ projetsþ etþ laþ surveillanceþ etþ correctionþ deþ devoirsþ
notés.þ
Enþ plusþ deþ cesþ coursþ j’aiþ euþ leþ plaisirþ deþ participerþ àþ l’atelierþ Lþ codent,þ Lþ créentþ 2þ.þ
Cetteþ atelierþ promeutþ laþ femmeþ dansþ l’informatiqueþ auprèsþ deþ jeunesþ collégiennesþ deþ 13
etþ 14 ans.þ Ilþ estþ organiséþ parþ leþ collectifþ Ch’tiþ codeþ 3þ etþ leþ groupeþ deþ travailþ informatiqueþ
auþ fémininþ 4þ.þ Plusieursþ étudiantesþ etþ moi-mêmeþ avonsþ animéþ desþ TPþ pourþ amenerþ
lesþ collégiennesþ àþ créerþ desþ oeuvresþ numériques.þ Celaþ s’estþ concluþ parþ uneþ expositionþ
desþ oeuvresþ ouverteþ auþ famillesþ puisþ uneþ présentationþ deþ l’actionþ viaþ unþ posterþ àþ laþ
conférenceþ internationaleþ womENcourageþ [þ43þ].þ
2þ.þ coursþ :þ https ://wikis.univ-lille1.fr/chticode/wiki/ecoles/lclc/2017/homeþ
3þ.þ http ://chticode.infoþ
4þ.þ http ://femmes.fil.univ-lille1.fr/þ
Chapitreþ 1þ
Immunitéþ adaptativeþ etþ
recombinaisonsþ V(D)Jþ
Ceþ chapitreþ présenteþ leþ contexteþ biologiqueþ deþ cetteþ thèse.þ Nousþ commençonsþ
parþ présenterþ rapidementþ leþ systèmeþ immunitaireþ etþ lesþ recombinaisonsþ V(D)Jþ dansþ
laþ sectionþ 1.1þ.þ Puisþ laþ sectionþ 1.2þ présenteþ certainsþ logicielsþ d’analyseþ deþ cesþ données.þ
Enfin,þ laþ sectionþ 1.3þ indiqueþ lesþ problématiquesþ liéesþ àþ l’indexationþ deþ cesþ séquences,þ
etþ nosþ contraintes.þ
Nousþ n’expliqueronsþ pasþ iciþ lesþ généralitésþ surþ lesþ cellulesþ etþ l’ADN.þ Ceux-ci,þ ainsiþ
queþ lesþ notionsþ d’immunologieþ deþ laþ sectionþ 1.1þ,þ sontþ expliquésþ plusþ enþ profondeurþ dansþ
diversesþ ressources,þ notammentþ dansþ leþ livreþ [þ27þ].þ
1.1þ Quelquesþ notionsþ d’immunologieþ
Leþ systèmeþ immunitaireþ estþ l’ensembleþ desþ mécanismes,þ cellules,þ tissusþ etþ mo-
léculesþ quiþ défendentþ leþ corpsþ faceþ auxþ diversesþ infections.þ Lesþ lymphocytesþ Bþ etþ
T,þ sous-classesþ deþ globulesþ blancs,þ reconnaissentþ lesþ corpsþ étrangersþ ouþ antigènes.þ Ilsþ
contribuentþ àþ l’immunitéþ adaptative,þ c’est-à-direþ queþ leþ systèmeþ s’adapteþ auxþ menacesþ
déjàþ rencontréesþ afinþ d’êtreþ plusþ efficaceþ etþ deþ lesþ contrerþ plusþ rapidementþ lorsþ d’uneþ
nouvelleþ infection.þ
Lesþ lymphocytesþ sontþ produitsþ dansþ laþ moelleþ osseuse,þ lesþ lymphocytesþ Bþ yþ pour-
suiventþ leurþ maturationþ pourþ pouvoirþ créerþ desþ anticorps,þ ouþ immunoglobulines.þ Lesþ
lymphocytesþ Tþ seþ déplacentþ dansþ leþ thymusþ pourþ yþ faireþ leurþ maturationþ etþ développerþ
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leursþ récepteursþ deþ surface,þ lesþ récepteursþ deþ cellulesþ T.þ Chaqueþ lymphocyteþ subitþ
uneþ sélectionþ parþ étapesþ :þ ilsþ doiventþ êtreþ fonctionnelsþ maisþ tolérerþ lesþ cellulesþ duþ corpsþ
humain.þ Lesþ lymphocytesþ quittentþ ensuiteþ leurþ lieuþ deþ maturationþ pourþ voyagerþ dansþ
leþ corps.þ
Laþ figureþ 1.3þ montreþ laþ reconnaissanceþ d’unþ antigèneþ parþ lesþ lymphocytesþ Tþ etþ
B.þ Lorsþ d’uneþ infection,þ lesþ lymphocytesþ capablesþ deþ reconnaîtreþ l’antigèneþ seþ multi-
plient.þ Aþ laþ finþ deþ l’infection,þ cesþ lymphocytesþ restentþ dansþ leþ systèmeþ immunitaireþ sousþ
formeþ deþ lymphocytesþ mémoire,þ etþ permettrontþ uneþ réponseþ plusþ rapideþ àþ uneþ nouvelleþ
infectionþ présentantþ leþ mêmeþ antigène.þ
Figureþ 1.1 :þ Lesþ lymphocytesþ Bþ produisentþ desþ anticorpsþ quiþ reconnaissentþ unþ anti-
gène.þ Lesþ lymphocytesþ Tþ reconnaissentþ unþ fragmentþ d’antigèneþ présentéþ
parþ uneþ celluleþ présentatriceþ d’antigèneþ [þ14þ].þ
Uneþ grandeþ diversitéþ immunologiqueþ semi-aléatoireþ estþ nécessaireþ pourþ com-
battreþ laþ grandeþ variétéþ d’antigènesþ étrangers.þ Pourþ cela,þ plusieursþ mécanismesþ seþ suc-
cèdentþ pourþ créerþ lesþ séquencesþ d’ADNþ quiþ codentþ pourþ lesþ immunoglobulinesþ etþ récep-
teurs.þ L’unþ desþ mécanismesþ estþ laþ recombinaisonþ V(D)Jþ quiþ codeþ notammentþ leþ CDR3,þ
partieþ enþ contactþ avecþ l’antigèneþ [þ48þ].þ Elleþ rapprocheþ 2þ ouþ 3þ gènesþ parmiþ lesþ famillesþ deþ
gènesþ V,þ Dþ etþ Jþ pourþ formerþ uneþ recombinaisonþ VJþ ouþ VDJþ (voirþ figuresþ 1.2þ etþ 1.3þ).þ Ilþ
yþ aþ auþ totalþ unþ millierþ deþ gènesþ V,þ Dþ ouþ J,þ répartisþ enþ plusieursþ groupes,þ lesþ locus,þ surþ
plusieursþ chromosomes.þ
Laþ recombinaisonþ V(D)J,þ lesþ mutationsþ somatiquesþ (uneþ modificationþ deþ nucléo-
tide)þ ainsiþ qu’unþ ajoutþ deþ diversitéþ jonctionnelleþ (ajoutþ etþ délétionþ deþ nucléotidesþ entreþ
lesþ gènes)þ provoquentþ uneþ extrêmeþ variabilitéþ deþ récepteurs.þ Cesþ mécanismesþ créentþ unþ
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AGCTAATCGATTATCTCCGCTATATCGATTCGCTTATCGCTAGCTTATAGCATATCGATTCGTTCGAGACTAGACTþ
V 3-þ48 D5-þ12 J4
Nþ Nþ
Figureþ 1.2 :þ Uneþ recombinaisonþ VDJþ rapprocheþ unþ gèneþ V,þ unþ gèneþ Dþ etþ unþ gèneþ J.þ
Desþ ajoutsþ deþ nucléotidesþ (portionþ N)þ etþ délétionsþ d’extrémitésþ deþ gèneþ
(zonesþ hachurées),þ toutesþ deuxþ deþ compositionþ etþ deþ tailleþ aléatoires,þ
ajoutentþ deþ laþ diversité.þ
Figureþ 1.3 :þ Cetþ anticorpsþ estþ constituéþ deþ deuxþ chaînesþ lourdesþ ayantþ subitþ uneþ re-
combinaisonþ VDJþ (V3-48þ D5-12þ J4)þ etþ deuxþ chaînesþ légèresþ ayantþ subitþ
uneþ recombinaisonþ VJþ (V2-11þ J3)[þ14þ].þ
nombreþ d’immunoglobulinesþ etþ récepteursþ deþ cellulesþ Tþ différentsþ estiméþ àþ 1012 [þ50þ]þ ouþ
274 [þ30þ].þ
Laþ leucémieþ aiguëþ lymphoblastiqueþ (LAL),þ estþ unþ cancerþ deþ laþ moelleþ os-
seuseþ touchantþ leþ plusþ souventþ lesþ enfantsþ [þ28þ].þ Elleþ provoqueþ uneþ multiplicationþ deþ
lymphocytesþ immatures,þ desþ lymphoblastes.þ Ceux-ciþ seþ multiplientþ continuellementþ etþ
empêchentþ laþ fabricationþ deþ cellulesþ normalesþ fonctionnelles.þ Leþ lymphoblasteþ cancé-
reuxþ peutþ êtreþ identifiéþ auþ diagnosticþ etþ traité.þ Nousþ appelonsþ cloneþ unþ ensembleþ deþ
lymphoblastesþ identiques.þ Lorsþ duþ suiviþ duþ patient,þ laþ concentrationþ desþ clonesþ estþ éva-
luéeþ afinþ deþ déterminerþ l’évolutionþ duþ cloneþ cancéreuxþ etþ éventuellementþ détecterþ uneþ
rechuteþ deþ laþ maladie.þ
Leþ suiviþ hématologiqueþ classiqueþ identifieþ laþ recombinaisonþ VDJþ duþ lymphoblasteþ
etþ quantifieþ laþ présenceþ duþ cloneþ auþ coursþ duþ temps.þ Laþ principaleþ limiteþ deþ cetteþ
techniqueþ estþ qu’elleþ neþ suitþ qu’unþ clone.þ Ainsi,þ onþ neþ pourraþ identifierþ uneþ rechuteþ deþ
laþ maladieþ provenantþ d’unþ cloneþ mutéþ ouþ nonþ identifiéþ auþ diagnostic.þ Plusieursþ outilsþ
informatiquesþ ontþ étéþ développésþ afinþ d’analyserþ lesþ recombinaisonsþ V(D)Jþ deþ plusieursþ
clones.þ
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1.2þ Leþ séquençageþ deþ répertoiresþ
Afinþ d’avoirþ unþ échantillonnageþ suffisantþ duþ systèmeþ immunitaireþ d’uneþ personne,þ
nousþ avonsþ besoinþ deþ milliers,þ voireþ deþ millionsþ deþ recombinaisonsþ VDJ.þ Elleþ sontþ four-
niesþ maintenantþ rapidementþ grâceþ auxþ séquenceursþ àþ hautþ débit.þ Desþ algorithmesþ
bioinformatiquesþ sontþ capablesþ deþ trouverþ lesþ gènesþ composantþ uneþ recombinaisonþ
V(D)J.þ Laþ figureþ 1.4þ représenteþ desþ recombinaisonsþ V(D)Jþ etþ laþ positionþ probableþ desþ
cesþ gènesþ aprèsþ analyseþ bioinformatique.þ L’unþ desþ logicielsþ deþ référenceþ estþ IMGT/V-
QUESTþ [þ6þ],þ développéþ depuisþ lesþ annéesþ 90þ àþ Montpellier.þ Ilþ nécessiteþ plusieursþ heuresþ
deþ calculþ pourþ unþ maximumþ deþ 500 000 séquences.þ
>TRGV2*02:0þ-177þ TRGJ1*01:192þ-226þ
GGAAGGCCCCACAGCGTCTTCAGTACTATGACTCCTACAACTCCAAGGTTGTGTTGGAAþ (...)þ
>IGHV3þ-11*01:0þ-251þ IGHD6þ-19*01:260þ-279þ IGHJ5*02:285þ-331þ
GGAGGTCCCTGAGACTCTCCTGTGCAGCCTCTGGATTCACCTTCAGTGACTACTACATGþ (...)þ
Figureþ 1.4 :þ Extraitþ deþ deuxþ séquencesþ annotées.þ Laþ premièreþ séquenceþ estþ annotéeþ
avecþ leþ gèneþ TRGV2*02þ auxþ positionsþ 0 àþ 177 etþ leþ gèneþ TRGJ1*01þ auxþ
positionsþ 192 àþ 226.þ
Desþ algorithmesþ deþ plusþ enþ plusþ rapidesþ ontþ étéþ créésþ pourþ améliorerþ leþ tempsþ
d’analyse,þ parþ exempleþ MIXCRþ [þ4þ].þ Ilsþ utilisentþ entreþ autresþ desþ k-mersþ etþ laþ program-
mationþ dynamiqueþ (expliquéeþ sectionþ 2.3þ)þ avecþ k-band.þ Cesþ algorithmesþ analysentþ lesþ
séquencesþ uneþ parþ uneþ puisþ lesþ regroupentþ pourþ quantifierþ lesþ clones,þ voirþ figureþ 1.5þ.þ
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Figureþ 1.5 :þ Analyseþ desþ donnéesþ séquenceþ parþ séquence.þ Chaqueþ séquenceþ estþ analy-
séeþ puisþ ellesþ sontþ regroupéesþ enþ clones.þ
Uneþ autreþ approcheþ estþ possibleþ :þ elleþ consisteþ àþ formerþ lesþ clonesþ àþ partirþ desþ
séquencesþ quiþ seþ ressemblent,þ etþ trouverþ lesþ gènesþ constituantþ lesþ clonesþ ensuiteþ (voirþ
figureþ 1.6þ).þ Leþ logicielþ Vidjilþ [þ10þ],þ développéþ parþ monþ équipe,þ utiliseþ desþ grainesþ pourþ
évaluerþ l’appartenanceþ deþ chaqueþ k-merþ d’uneþ séquenceþ auþ groupeþ desþ gènesþ Vþ ouþ J.þ Deþ
cetteþ manièreþ ilþ trouveþ lesþ positionsþ approximativesþ desþ gènesþ Vþ etþ J,þ sansþ déterminerþ lesþ
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gènesþ exacts,þ puisþ positionneþ uneþ fenêtreþ deþ tailleþ fixeþ surþ laþ positionþ estiméeþ duþ CDR3.þ
Toutesþ lesþ séquencesþ ayantþ laþ mêmeþ fenêtreþ fontþ partieþ duþ mêmeþ clone.þ Ilþ chercheþ
ensuiteþ lesþ gènesþ V,þ Dþ etþ Jþ deþ laþ séquenceþ représentativeþ duþ clone.þ Leþ regroupementþ
estþ faitþ trèsþ rapidementþ etþ laþ désignationþ V(D)J,þ plusþ longue,þ estþ réaliséeþ aprèsþ leþ
regroupementþ surþ chacunþ desþ clones.þ Celaþ rendþ l’analyseþ extrêmementþ rapideþ carþ aucunþ
alignementþ n’estþ réaliséþ dansþ laþ premièreþ phase.þ
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Figureþ 1.6 :þ Lesþ séquencesþ sontþ d’abordþ regroupéesþ enþ clonesþ parþ ressemblance.þ Puisþ
uneþ séquenceþ représentativeþ duþ cloneþ estþ analysée.þ
1.3þ Stockerþ etþ requêterþ lesþ recombinaisonsþ V(D)Jþ
Deþ plusþ enþ plusþ deþ recherchesþ sontþ effectuéesþ pourþ comprendreþ lesþ causesþ etþ leþ
fonctionnementþ deþ laþ leucémie.þ Certainesþ deþ cesþ recherchesþ nécessitentþ deþ connaîtreþ enþ
profondeurþ leþ répertoireþ immunologique.þ Parþ exempleþ pourþ faireþ desþ comparaisonsþ deþ
répertoireþ entreþ plusieursþ patients,þ nousþ devonsþ identifierþ unþ grandþ nombreþ deþ clonesþ
afinþ deþ savoirþ lesquelsþ sontþ partagésþ entreþ deuxþ patientsþ etþ doncþ pouvoirþ yþ faireþ desþ
recherchesþ autantþ surþ lesþ motifsþ queþ lesþ gènes.þ Nousþ avonsþ doncþ besoinþ deþ donnéesþ
stockéesþ efficacement,þ accessiblesþ etþ requêtablesþ rapidement.þ Leþ butþ deþ cetteþ thèseþ estþ
deþ compresserþ etþ d’adapterþ ouþ créerþ unþ indexþ pourþ lesþ recombinaisonsþ V(D)Jþ (voirþ
figureþ 1.7þ).þ
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Figureþ 1.7 :þ Notreþ structureþ d’indexationþ vaþ indexerþ lesþ recombinaisonsþ V(D)J.þ Nousþ
pourronsþ ensuiteþ effectuerþ desþ requêtesþ quiþ vontþ nousþ donnerþ lesþ séquencesþ
recherchées,þ parþ exempleþ trouverþ lesþ séquencesþ quiþ ontþ unþ facteurþ ATTCþ
etþ uneþ annotationþ V1.þ
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Cesþ remarquesþ ontþ permisþ d’établirþ unþ cahierþ desþ chargesþ contenantþ plusieursþ
pointsþ deþ réflexion.þ Notreþ indexþ devraitþ :þ
—þþ utiliserþ leþ moinsþ deþ mémoireþ possibleþ pourþ stockerþ uneþ séquenceþ annotéeþ avecþ
desþ gènesþ V,þ Dþ etþ Jþ (compression,þ chapitreþ 3þ etþ indexationþ compressée,þ cha-
pitreþ 4þ)þ
—þþ trouverþ lesþ séquencesþ quiþ incluentþ uneþ sous-séquenceþ donnéeþ et/ouþ sontþ anno-
téesþ parþ unþ gèneþ donnéþ (indexationþ compressée,þ chapitreþ 4þ)þ
Leþ chapitreþ 2þ présenteþ quelquesþ structuresþ usuellesþ enþ algorithmiqueþ duþ texteþ etþ
détailleþ pourquoiþ celles-ciþ neþ conviennentþ pasþ ici.þ
Chapitreþ 2þ
Algorithmiqueþ duþ texteþ
L’algorithmiqueþ duþ texte,þ aussiþ nomméeþ stringologie,þ estþ leþ domaineþ deþ rechercheþ
surþ lesþ algorithmesþ agissantþ surþ unþ texte.þ Ceþ chapitreþ définitþ lesþ notionsþ quiþ serontþ uti-
liséesþ toutþ auþ longþ deþ ceþ document.þ Laþ sectionþ 2.1þ introduitþ quelquesþ notations.þ Nousþ
présentonsþ deuxþ algorithmesþ deþ compressionþ dansþ laþ sectionþ 2.2þ.þ Parmiþ lesþ problèmesþ
importantsþ duþ domaineþ seþ trouveþ laþ localisationþ deþ motifþ dansþ unþ texte,þ présentéeþ enþ
sectionþ 2.3þ.þ Lesþ algorithmesþ fontþ souventþ appelþ àþ desþ structuresþ deþ données,þ certainesþ
d’entreþ ellesþ sontþ détailléesþ dansþ laþ sectionþ 2.4þ.þ Laþ sectionþ 2.5þ présenteþ laþ transforméeþ
deþ Burrows-Wheeler,þ unþ algorithmeþ réorganisantþ lesþ lettresþ d’unþ texte,þ quiþ seraþ lar-
gementþ utiliséeþ dansþ leþ chapitreþ 4þ.þ Enfin,þ laþ sectionþ 2.6þ introduitþ formellementþ notreþ
problématiqueþ :þ commentþ stockerþ etþ requêterþ desþ séquencesþ annotéesþ ?þ
2.1þ Définitionsþ
Unþ alphabetþ estþ unþ ensembleþ nonþ videþ d’élémentsþ appelésþ lesþ lettres.þ Uneþ lettreþ
estþ unþ symboleþ quelconque.þ Uneþ séquenceþ deþ tailleþ n estþ uneþ suiteþ finieþ deþ lettresþ
w = w0w1 . . . wn−1 appartenantþ àþ unþ alphabetþ Σ − {$},þ deþ tailleþ σ,þ saufþ leþ caractèreþ
finalþ quiþ estþ leþ symboleþ $.þ Unþ mot,þ ouþ texte,þ estþ composéþ d’uneþ ouþ deþ plusieursþ
séquences.þ Laþ longueurþ duþ motþ w,þ notéeþ |w|,þ estþ leþ nombreþ deþ lettresþ quiþ leþ compose.þ
Leþ motþ videþ ε estþ leþ motþ deþ longueurþ nulle.þ Chaqueþ lettreþ d’unþ motþ w estþ placéeþ àþ
uneþ positionþ deþ w.þ Laþ lettreþ àþ laþ positionþ i duþ motþ w,þ wi,þ estþ laþ i+1-èmeþ lettreþ deþ w.þ
Leþ motþ y estþ unþ facteurþ ouþ occurrenceþ duþ motþ xyz,þ avecþ x, y, z ∈ Σ∗.þ Siþ x
estþ vide,þ alorsþ y estþ unþ préfixeþ deþ xyz.þ Siþ z estþ vide,þ alorsþ y estþ unþ suffixeþ deþ xyz.þ
Onþ ditþ queþ y apparaîtþ àþ laþ positionþ i deþ w siþ laþ premièreþ lettreþ deþ y estþ placéeþ àþ laþ
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positionþ i deþ w.þ Onþ écriraþ Ti,j = titi+1 . . . tj unþ facteurþ duþ texteþ T deþ longueurþ j− i+1
apparaissantþ àþ laþ positionþ i.þ
Leþ motþ yx estþ uneþ rotation,þ ouþ permutationþ circulaire,þ duþ motþ xy.þ Ilþ existeþ
n rotationsþ d’unþ motþ deþ tailleþ n.þ Laþ i + 1-èmeþ rotationþ duþ motþ w = w0w1 . . . wn−1 estþ
leþ motþ wi . . . wn−1w0 . . . wi−1.þ
L’þordreþ lexicographiqueþ estþ unþ ordreþ surþ lesþ motsþ induitþ parþ unþ ordreþ surþ lesþ
lettres.þ Soientþ v etþ w,þ deuxþ motsþ surþ l’alphabetþ Σ,þ v < w siþ soitþ v estþ unþ préfixeþ deþ w,þ
soitþ v = xay etþ w = xbz etþ a < b,þ avecþ a, b ∈ Σ etþ x, y, z ∈ Σ∗.þ
Soientþ v etþ w,þ deuxþ motsþ surþ l’alphabetþ Σ,þ avecþ v 6= w.þ Laþ distanceþ d’édition,þ
ouþ distanceþ deþ Levenshtein,þ entreþ cesþ deuxþ motsþ estþ leþ plusþ petitþ nombreþ d’opérationsþ
nécessairesþ pourþ transformerþ v enþ w.þ Lesþ opérationsþ possiblesþ sontþ (voirþ figureþ 2.1þ) :þ
—þþ laþ substitutionþ d’uneþ lettreþ parþ uneþ autreþ
—þþ laþ délétionþ d’uneþ lettreþ
—þþ l’þinsertionþ d’uneþ lettreþ
AAþBþAAAþ AAþBþAAAþ AABþ-þAAþ
AAþAþAAAþ AAþ-þAAAþ AABþAþAAþ
(1)þ (2)þ (3)þ
ABBAþ
AþAþBþ-þ
(4)þ
Figureþ 2.1 :þ Lesþ différentesþ opérationsþ deþ modificationsþ d’uneþ séquence.þ Leþ caractèreþ -þ
représenteþ uneþ absenceþ deþ lettre,þ ilþ n’estþ utiliséþ queþ pourþ laþ représentationþ
d’exemples.þ Uneþ substitutionþ estþ représentéeþ enþ (1),þ unþ Bþ devientþ A,þ uneþ
délétionþ estþ enþ (2),þ onþ supprimeþ laþ lettreþ B,þ etþ uneþ insertionþ estþ enþ (3),þ onþ
ajouteþ uneþ lettreþ A.þ Iciþ laþ distanceþ d’éditionþ entreþ chaqueþ coupleþ estþ deþ 1.þ
(4)þ Laþ distanceþ d’éditionþ entreþ lesþ motsþ ABBAþ etþ AABþ estþ 2,þ enþ substituantþ
laþ deuxièmeþ lettreþ etþ supprimantþ laþ dernière.þ
2.2þ Compressionþ
Nousþ pouvonsþ représenterþ unþ texteþ enþ utilisantþ moinsþ d’espaceþ mémoireþ queþ sousþ
saþ formeþ originaleþ enþ utilisantþ uneþ compression.þ Uneþ compressionþ sansþ perteþ signi-
fieþ queþ leþ fichierþ compresséþ puisþ décompresséþ estþ strictementþ identiqueþ àþ l’original,þ
contrairementþ àþ laþ compressionþ avecþ perte.þ Leþ rapportþ entreþ leþ volumeþ avantþ etþ aprèsþ
compressionþ estþ leþ quotientþ deþ compression.þ L’entropieþ estþ uneþ mesureþ deþ laþ sur-
priseþ d’unþ texte,þ elleþ indiqueþ siþ unþ texteþ peutþ êtreþ bienþ compresséþ ouþ non.þ Siþ aprèsþ laþ
lectureþ d’uneþ partieþ duþ texte,þ nousþ pouvonsþ déterminerþ laþ lettreþ suivante,þ alorsþ l’entro-
pieþ estþ faible.þ L’þentropieþ d’unþ texteþ T estþ notéeþ Hx(T ) oùþ x estþ l’þordreþ deþ l’entropie.þ
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H0(T ) estþ l’entropieþ d’ordreþ zéroþ deþ T ,þ oùþ nousþ considéronsþ laþ possibilitéþ d’apparitionþ
deþ chaqueþ lettreþ indépendammentþ etþ Hk(T ),þ l’entropieþ d’ordreþ k deþ T quiþ estþ fonctionþ
deþ laþ probabilitéþ d’apparitionþ d’uneþ lettreþ enþ fonctionþ desþ k précédentes.þ Ilþ estþ pos-
sibleþ deþ transformerþ leþ texteþ avantþ deþ leþ compresserþ pourþ avoirþ unþ meilleurþ tauxþ deþ
compression,þ parþ exempleþ avecþ uneþ transforméeþ deþ Burrows-Wheeler,þ voirþ laþ sectionþ
2.5þ.þ
Nousþ présentonsþ deuxþ algorithmesþ deþ compressionþ :þ leþ codageþ deþ Huffmanþ etþ
l’algorithmeþ LZ76.þ
Leþ codageþ deþ Huffmanþ [þ18þ]þ estþ unþ algorithmeþ deþ compressionþ deþ donnéesþ sansþ
perte.þ Ilþ consisteþ àþ coderþ chaqueþ élémentþ avecþ unþ codeþ àþ longueurþ variableþ déterminéþ
grâceþ àþ unþ arbreþ binaireþ (voirþ figureþ 2.2þ).þ Lesþ doublonsþ élément/poidsþ constituentþ lesþ
feuillesþ deþ notreþ arbre,þ leþ poidsþ étantþ leþ nombreþ d’occurrencesþ deþ l’élément.þ Puisþ nousþ
construisonsþ l’arbreþ deþ laþ manièreþ suivanteþ :þ lesþ deuxþ nœudsþ deþ plusþ petitþ poidsþ sontþ
descendantsþ d’unþ nouveauþ nœudþ deþ poidsþ égalþ àþ leurþ somme,þ leþ toutþ jusqu’àþ obtenirþ
unþ seulþ nœud.þ Pourþ obtenirþ leþ codeþ d’unþ élémentþ nousþ suivonsþ leþ cheminþ deþ laþ racineþ
àþ laþ feuilleþ correspondantþ àþ cetþ élémentþ etþ ajoutonsþ unþ bitþ 0 (resp.þ 1)þ àþ chaqueþ foisþ
queþ nousþ allonsþ dansþ leþ sous-arbreþ gaucheþ (resp.þ droit).þ Aþ partirþ d’uneþ distributionþ
deþ probabilitéþ connue,þ unþ codeþ deþ Huffmanþ proposeþ laþ plusþ courteþ longueurþ deþ texteþ
pourþ unþ codageþ parþ symbole.þ Laþ longueurþ duþ codeþ d’unþ élémentþ estþ déterminéeþ parþ laþ
fréquenceþ d’apparitionþ deþ cetþ élémentþ dansþ leþ texte.þ Laþ tailleþ d’unþ texteþ T codéþ avecþ
leþ codageþ deþ Huffmanþ estþ fonctionþ deþ l’entropieþ d’ordreþ 0 (þH0(T )).þ
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Figureþ 2.2 :þ Arbreþ deþ Huffmanþ pourþ définirþ leþ codeþ duþ texteþ deþ 7 lettresþ BANANA$.þ
Leþ codeþ estþ ensuiteþ utiliséþ pourþ écrireþ leþ texteþ :þ 0011011011111,þ utilisantþ
13 bits.þ Leþ caractèreþ Aþ estþ trèsþ fréquentþ (présentþ 3 fois),þ ilþ estþ doncþ re-
présentéþ avecþ unþ seulþ bit :þ 1.þ Àþ l’inverse,þ leþ caractèreþ Bþ n’estþ queþ peuþ
présentþ (þ1 fois)þ etþ estþ représentéþ enþ 3 bitsþ :þ 001.þ
LZ76þ [þ20þ]þ etþ sesþ variantesþ (LZ77,þ LZ78þ . . .)þ sontþ desþ algorithmesþ deþ compressionþ
deþ donnéesþ sansþ perte,þ proposésþ parþ Lempelþ etþ Ziv.þ Ilsþ utilisentþ desþ référencesþ versþ desþ
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facteursþ connus,þ c’estþ uneþ compressionþ parþ dictionnaire.þ L’algorithmeþ LZ76þ découpeþ
unþ texteþ T deþ tailleþ n enþ n′ ≤ n facteursþ zi appelésþ phrases,þ telsþ queþ z0z1 . . . zn′−1 =
T ,þ voirþ figureþ 2.3þ.þ Ceþ découpageþ duþ texteþ T surþ unþ alphabetþ deþ tailleþ σ produitþ
n′ = O(n/ logσ n) phrasesþ [þ34þ].þ Supposonsþ queþ nousþ avonsþ découpéþ T0,i−1 enþ facteursþ
z0 . . . zi′−1,þ leþ facteurþ zi′ estþ :þ
—þþ soitþ ti siþ cetteþ lettreþ n’estþ jamaisþ apparueþ dansþ T0,i−1
—þþ soitþ leþ plusþ longþ préfixeþ zi′ deþ Ti,n−1 telþ queþ zi′ estþ présentþ dansþ T0,i−1.þ Laþ
positionþ deþ zi′ dansþ T0,i−1 estþ appeléeþ laþ sourceþ deþ zi′
Leþ codageþ utilisantþ cetteþ découpeþ estþ composéþ deþ doublonsþ (source,þ tailleþ) etþ deþ lettresþ
uniquesþ (exceptionnelþ carþ utiliséþ seulementþ lorsþ deþ leurþ premièreþ occurrence).þ
Bþ Aþ Nþ Aþ Nþ Aþ $þ
0 1 2 3 4 5
Figureþ 2.3 :þ Découpageþ duþ motþ BANANA$þ avecþ l’algorithmeþ LZ76.þ Lesþ troisþ premièresþ
lettresþ sontþ desþ premièresþ occurrences,þ ellesþ provoquentþ laþ formationþ
deþ troisþ facteursþ deþ tailleþ 1.þ Lesþ quatrièmeþ etþ cinquièmeþ facteursþ ANþ
etþ Aþ sontþ déjàþ présentsþ enþ positionþ 1 etþ 3.þ Leþ dernierþ facteurþ estþ laþ
premièreþ occurrenceþ deþ $þ etþ estþ deþ tailleþ 1.þ Leþ codageþ deþ BANANA$þ estþ
Bþ, Aþ, Nþ, (1, 2), (3, 1), $þ.þ
2.3þ Rechercheþ deþ motifþ
Unþ problèmeþ courantþ dansþ l’algorithmiqueþ duþ texteþ estþ laþ rechercheþ deþ motifþ
exactþ ouþ approché.þ Unþ motifþ estþ unþ motþ dontþ nousþ cherchonsþ toutesþ lesþ occurrencesþ
dansþ unþ texte.þ Ceþ problèmeþ estþ trèsþ répanduþ enþ bioinformatiqueþ pourþ reconstituerþ unþ
génomeþ àþ partirþ deþ segmentsþ issusþ deþ séquençageþ ouþ pourþ rechercherþ unþ gèneþ particulierþ
dansþ uneþ séquence.þ
L’algorithmeþ naïfþ deþ rechercheþ deþ motifþ exactþ consisteþ àþ testerþ siþ leþ motifþ estþ pré-
sentþ àþ chaqueþ positionþ duþ texte.þ Ilþ aþ uneþ complexitéþ quadratique.þ Beaucoupþ d’autresþ
sontþ plusþ rapidesþ :þ KMPþ [þ19þ],þ Boyer-Mooreþ [þ5þ],þ leþ parallélismeþ deþ bitsþ [þ1þ].þ Lesþ motsþ àþ
jokersþ (ouþ graines)þ utilisésþ surþ lesþ mêmesþ algorithmesþ queþ précédemmentþ [þ13þ]þ etþ l’ali-
gnementþ parþ programmationþ dynamiqueþ (voirþ sectionþ 2.3þ)þ permettentþ deþ rechercherþ
desþ motifsþ approchés.þ Lesþ meilleuresþ algorithmesþ ontþ uneþ vitesseþ d’exécutionþ propor-
tionnelleþ àþ laþ tailleþ duþ motif,þ ilsþ sontþ exécutésþ surþ desþ structuresþ nécessitantþ unþ pré-
traitementþ dontþ leþ tempsþ estþ liéþ àþ laþ tailleþ duþ texte.þ
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Lesþ structuresþ d’indexationþ organisentþ unþ texteþ pourþ leþ traiterþ plusþ facilementþ etþ
plusþ rapidement.þ Cesþ structuresþ nécessitentþ unþ pré-traitementþ duþ texteþ etþ permettentþ
auþ mieuxþ uneþ rechercheþ deþ motifþ enþ tempsþ proportionnelþ àþ laþ longueurþ duþ motifþ etþ nonþ
duþ texte.þ Pourþ arriverþ àþ deþ telsþ résultats,þ certainesþ structuresþ d’indexationþ nécessitentþ
beaucoupþ deþ mémoire.þ Deþ plus,þ certainesþ structuresþ permettentþ laþ rechercheþ deþ motifsþ
exactsþ commeþ approchés.þ
Parmiþ euxþ seþ trouveþ l’arbreþ desþ suffixesþ quiþ reconnaîtþ tousþ lesþ suffixesþ d’unþ texteþ
etþ permetþ leþ dénombrementþ desþ occurrencesþ d’unþ motifþ P enþ tempsþ O(|P |).þ Cetþ arbreþ
estþ plusþ amplementþ définiþ dansþ laþ sectionþ 2.4.1þ.þ
Programmationþ dynamiqueþ pourþ laþ comparaisonþ deþ motsþ
Laþ programmationþ dynamiqueþ estþ uneþ classeþ d’algorithmesþ quiþ consistentþ àþ dé-
couperþ unþ problèmeþ enþ sous-problèmes,þ lesþ résoudreþ duþ plusþ petitþ auþ plusþ grandþ enþ
stockantþ lesþ résultatsþ intermédiairesþ jusqu’àþ arriverþ auþ résultatþ duþ problèmeþ original.þ
L’uneþ deþ sesþ applications,þ l’alignementþ deþ textes,þ calculeþ laþ plusþ petiteþ distanceþ d’édi-
tionþ entreþ deuxþ textesþ T deþ tailleþ t etþ S deþ tailleþ s.þ
Soientþ csub, cdel etþ cins desþ coûtsþ positifsþ associésþ auxþ troisþ opérationsþ d’édition.þ Laþ
programmationþ dynamiqueþ consisteþ àþ remplirþ uneþ matriceþ M deþ tailleþ (t+1)× (s+1),þ
dontþ touteþ caseþ M [i][j] indiqueþ leþ meilleurþ coûtþ deþ l’alignementþ entreþ T0,i−1 etþ S0,j−1.þ
Laþ matriceþ estþ résolueþ deþ laþ manièreþ suivanteþ :þ
M [i][j] = min

M [i][j − 1] + cins
M [i− 1][j] + cdel
M [i− 1][j − 1] siþ ti = sj
M [i− 1][j − 1] + csub sinonþ
L’initialisationþ deþ laþ matriceþ estþ fonctionþ duþ problèmeþ àþ résoudre.þ Siþ nousþ cher-
chonsþ laþ meilleureþ manièreþ d’alignerþ T etþ S,þ nousþ effectuonsþ unþ alignementþ global,þ etþ
utilisonsþ l’algorithmeþ deþ Needleman-Wunschþ [þ35þ].þ L’initialisationþ deþ laþ matriceþ estþ :þ
M [i][0] = i × cdel etþ M [0][j] = j × cins,þ ∀i ∈ [0, t], j ∈ [0, s].þ Leþ coûtþ deþ l’alignementþ
entreþ T etþ S estþ laþ valeurþ seþ trouvantþ dansþ laþ caseþ M [t][s].þ Voirþ laþ figureþ 2.4þ.þ
Laþ rechercheþ deþ motifsþ P ,þ prochesþ àþ k erreursþ près,þ dansþ leþ texteþ T revientþ àþ
effectuerþ unþ alignementþ semi-globalþ entreþ T etþ P puisþ àþ chercherþ lesþ casesþ dontþ lesþ
résultatsþ sontþ inférieursþ àþ k surþ laþ dernièreþ ligne.þ L’initialisationþ deþ laþ matriceþ estþ :þ
M [i][0] = 0 etþ M [0][j] = j × cins,þ ∀i ∈ [0, t], j ∈ [0, s].þ Voirþ laþ figureþ 2.5þ.þ
Unþ alignementþ localþ permetþ deþ trouverþ desþ facteursþ communsþ àþ deuxþ textes,þ ilþ
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s’agitþ deþ l’algorithmeþ deþ Smith-Watermanþ [þ47þ],þ laþ matriceþ estþ initialiséeþ commeþ suitþ :þ
M [i][0] = M [0][j] = 0,þ ∀i ∈ [0, t], j ∈ [0, s].þ Toutesþ lesþ casesþ deþ laþ matriceþ ayantþ uneþ
valeurþ inférieureþ àþ k reflètentþ unþ alignementþ localþ avecþ moinsþ deþ k erreurs.þ Nousþ neþ
nousþ intéressonsþ iciþ qu’auxþ deuxþ premièresþ méthodesþ d’alignement.þ
Afinþ deþ trouverþ l’alignementþ global,þ nousþ commençonsþ àþ laþ caseþ M [t][s] etþ traver-
sonsþ laþ matriceþ jusqu’àþ arriverþ àþ laþ caseþ M [0][0] avecþ laþ règleþ suivanteþ :þ depuisþ laþ caseþ
M [i][j],þ laþ caseþ suivanteþ estþ laþ case,þ parmiþ M [i−1][j],þ M [i][j−1] etþ M [i−1][j−1],þ dontþ
laþ valeurþ estþ minimale.þ Enþ casþ d’égalitéþ l’uneþ ouþ l’autreþ desþ casesþ estþ choisie.þ Notonsþ
qu’àþ partirþ d’uneþ case,þ plusieursþ alignementsþ sontþ possibles.þ Voirþ laþ figureþ 2.4þ.þ
Dansþ unþ alignementþ semi-globalþ àþ k erreursþ près,þ nousþ commençonsþ auxþ casesþ
M [i][s],þ tellesþ queþ M [i][t] ≤ k,þ puisþ nousþ traversonsþ laþ matriceþ deþ laþ mêmeþ manièreþ queþ
précédemmentþ jusqu’àþ laþ premièreþ caseþ M [j][0],∀j ∈ [1, s] trouvée.þ Voirþ schémaþ 2.5þ.þ
Aþ Tþ Gþ Gþ Aþ
0 1 2 3 4 5
Aþ 1 0 1 2 3 4
Cþ 2 1 1 2 3 4
Gþ 3 2 2 1 2 3
Gþ 4 3 3 2 1 2
Figureþ 2.4 :þ Programmationþ dynamiqueþ pourþ alignerþ leþ texteþ ATGGAþ etþ leþ texteþ ACGGþ
avecþ unþ alignementþ global.þ Iciþ cins = cdel = csub = 1.þ Laþ caseþ M [5][4]
(entourée)þ nousþ indiqueþ queþ l’alignementþ seþ faitþ avecþ 2 erreurs.þ Leþ cheminþ
fléchéþ nousþ indiqueþ lesþ modificationsþ apportéesþ auþ premierþ texteþ :þ délétionþ
deþ laþ lettreþ Aþ enþ dernièreþ positionþ etþ substitutionþ duþ Tþ enþ Cþ enþ deuxièmeþ
position.þ
2.4þ Quelquesþ structuresþ deþ donnéesþ pourþ l’indexationþ
Lesþ structuresþ deþ donnéesþ permettentþ d’organiserþ lesþ donnéesþ afinþ deþ lesþ traiterþ
plusþ facilement.þ Nousþ pouvonsþ rechercherþ unþ motifþ dansþ unþ texteþ trèsþ rapidementþ grâceþ
àþ unþ arbreþ desþ suffixesþ (voirþ sectionþ 2.4.1þ).þ Lesþ vecteursþ deþ bitsþ etþ leþ Waveletþ Tree,þ
définisþ dansþ laþ sectionþ 2.4.2þ,þ accèdentþ etþ comptentþ lesþ élémentsþ d’unþ texteþ (bitþ ouþ lettre)þ
rapidement.þ
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Aþ Tþ Aþ Cþ Gþ Gþ Aþ Cþ Tþ Gþ Gþ Cþ Tþ
0 0 0 0 0 0 0 0 0 0 0 0 0 0
Aþ 1 0 1 0 1 1 1 0 1 1 1 1 1 1
Cþ 2 1 1 1 0 1 2 1 0 1 2 1 1 2
Gþ 3 2 2 2 1 0 1 2 1 1 1 2 2 2
Gþ 4 3 3 3 2 1 0 1 2 2 1 1 2 3
Figureþ 2.5 :þ Programmationþ dynamiqueþ pourþ trouverþ lesþ occurrencesþ duþ motifþ ACGGþ
dansþ unþ texteþ parþ alignementþ semi-global.þ Nousþ avonsþ :þ cins = cdel =
csub = 1.þ Nousþ autorisonsþ auþ maximumþ uneþ erreur.þ Lesþ positionsþ entou-
réesþ sontþ lesþ minimumsþ locaux.þ Nousþ trouvonsþ unþ alignementþ exactþ ainsiþ
queþ deuxþ alignementsþ provoquantþ uneþ erreur,þ maisþ dontþ lesþ débutsþ sontþ
àþ laþ mêmeþ position.þ Ilþ yþ aþ doncþ deuxþ occurrencesþ duþ motifþ àþ uneþ erreurþ
près.þ
2.4.1þ Arbreþ desþ suffixesþ
L’þarbreþ desþ suffixesþ d’unþ motþ estþ unþ automateþ déterministeþ acycliqueþ recon-
naissantþ l’ensembleþ desþ suffixesþ duþ mot,þ voirþ figureþ 2.6þ.þ Unþ cheminþ estþ l’ensembleþ desþ
transitionsþ menantþ deþ laþ racineþ àþ uneþ feuille.þ Unþ cheminþ représenteþ leþ motþ issuþ deþ
laþ concaténationþ desþ étiquettesþ deþ sesþ transitions.þ Chaqueþ feuilleþ indiqueþ laþ positionþ
deþ débutþ duþ suffixeþ représentéþ parþ leþ chemin.þ L’arbreþ desþ suffixesþ peutþ êtreþ compactéþ
enþ transformantþ chaqueþ cheminþ unaireþ enþ uneþ transitionþ ;þ l’étiquetteþ deþ laþ transitionþ
estþ alorsþ unþ mot,þ représentéþ parþ saþ longueurþ etþ unþ pointeurþ surþ leþ texte.þ Ilþ peutþ êtreþ
construitþ enþ tempsþ linéaireþ [þ29þ,þ 49þ,þ 51þ]þ toutþ enþ utilisantþ unþ espaceþ mémoireþ deþ O(n log n)
bits.þ
Ilþ permetþ deþ compterþ lesþ occurrencesþ d’unþ motifþ P deþ tailleþ m enþ tempsþ optimalþ
O(m).þ Enþ partantþ deþ laþ racineþ deþ l’arbre,þ ilþ fautþ lireþ leþ motifþ jusqu’àþ :þ
—þþ soitþ neþ plusþ pouvoirþ avancerþ dansþ l’arbreþ carþ laþ transitionþ parþ laþ lettreþ suivanteþ
duþ motifþ n’existeþ pas,þ etþ alorsþ leþ motifþ n’estþ pasþ présentþ dansþ l’arbreþ ;þ
—þþ soitþ avoirþ finiþ deþ lireþ leþ motifþ etþ :þ
—þþ soitþ onþ seþ trouveþ surþ uneþ feuille,þ etþ leþ motifþ seþ trouveþ uneþ seuleþ foisþ dansþ
leþ texteþ ;þ
—þþ soitþ onþ seþ trouveþ surþ unþ noeudþ interne,þ etþ leþ motifþ estþ présentþ autantþ deþ
foisþ qu’ilþ yþ aþ deþ feuillesþ dansþ leþ sous-arbreþ descendantþ deþ ceþ noeudþ (donnéeþ
quiþ peutþ êtreþ stockéeþ dansþ leþ noeud).þ
Laþ localisationþ desþ motifsþ seþ faitþ enþ tempsþ optimalþ O(m + occ),þ avecþ occ leþ nombreþ
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d’occurrencesþ duþ motif.þ
ε
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$þ
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Aþ
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Figureþ 2.6 :þ Arbreþ desþ suffixesþ compactéþ duþ motþ BANANA$.þ Leþ cheminþ allantþ deþ laþ
racineþ àþ laþ feuilleþ étiquetéeþ 3,þ représenteþ leþ suffixeþ ANA$,þ seþ trouvantþ àþ laþ
positionþ 3 duþ mot.þ Laþ rechercheþ duþ motifþ ANA,þ nousþ conduitþ àþ unþ noeudþ
interneþ (nœudþ plein).þ Deuxþ feuillesþ enþ sontþ lesþ descendantes,þ leþ motifþ estþ
présentþ deuxþ foisþ dansþ leþ mot,þ auxþ positionsþ 3 etþ 1.þ
2.4.2þ Vecteurþ deþ bitsþ etþ Waveletþ Treeþ
Dansþ unþ vecteurþ deþ bitsþ B,þ B[i] estþ leþ i + 1èmeþ élémentþ deþ B etþ B[i, j] estþ leþ
vecteurþ bi, bi+1, . . . , bj.þ Laþ fonctionþ rank(b, i, B) renvoieþ leþ nombreþ deþ foisþ queþ leþ bitþ deþ
valeurþ b apparaîtþ dansþ leþ préfixeþ B[0, i].þ Laþ fonctionþ select(b, j, B) renvoieþ laþ positionþ
i duþ jèmeþ bitþ deþ valeurþ b dansþ B.þ Soitþ leþ vecteurþ deþ bitsþ B = 0101111000100011,þ
représentéþ dansþ laþ figureþ 2.7þ.þ Ilþ yþ aþ rank(1, 10, B) = 6 bitsþ 0 dansþ leþ facteurþ B[0, 10] etþ
leþ quatrièmeþ bitþ 1 deþ B seþ trouveþ àþ laþ positionþ select(1, 4, B) = 5.þ Ramanþ etþ al.þ [þ38þ]þ etþ
Paghþ [þ37þ]þ ontþ prouvéþ qu’unþ vecteurþ deþ bitsþ B peutþ êtreþ stockéþ enþ utilisantþ nH0(B)+o(n)
bitsþ toutþ enþ supportantþ lesþ fonctionsþ rank etþ select enþ O(1),þ oùþ H0(B) estþ l’entropieþ
d’ordreþ 0 deþ B.þ Laþ méthodeþ estþ appeléeþ RRRþ vecteurs.þ
Deþ manièreþ simplifiée,þ leþ fonctionnementþ deþ rank(1, i, B) estþ leþ suivantþ :þ soitþ unþ
vecteurþ deþ bitsþ B deþ longueurþ n (enþ supposantþ n puissanceþ deþ 4 pourþ l’explication).þ
Nousþ découponsþ B enþ superblocsþ deþ log2 n bits.þ Chacunþ deþ cesþ superblocsþ estþ découpéþ
enþ blocsþ deþ longueurþ log n.þ Uneþ tableþ superblock indiqueþ leþ nombreþ deþ bitsþ 1 seþ trouvantþ
avantþ leþ superblocþ courant.þ Uneþ tableþ block indiqueþ leþ nombreþ deþ bitsþ 1 seþ trouvantþ
avantþ leþ blocþ courant,þ àþ l’intérieurþ duþ superblocþ courant.þ Nousþ stockonsþ uneþ tableþ
smallrank deþ tailleþ [0,
√
n− 1][0, logn
2
].þ Cetteþ tableþ indexeþ chaqueþ vecteurþ deþ longueurþ
logn
2
etþ indiqueþ leþ nombreþ deþ bitsþ 1 seþ trouvantþ dansþ chaqueþ préfixeþ :þ smallrank[V ][j]
indiqueþ leþ nombreþ deþ bitsþ 1 seþ trouvantþ dansþ V0,j.þ rank(1, i, B) estþ laþ sommeþ desþ valeursþ
desþ casesþ duþ superbloc,þ duþ blocþ ainsiþ queþ deþ smallrankþ courantsþ (voirþ figureþ 2.7þ).þ
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0101 1110 001þ0 0011 . . .
0 2 5 6 0
0 8 0
smallrank 0 1
00 0 1
01 0 1
10 1 1
11 1 2
Figureþ 2.7 :þ Découpageþ d’unþ vecteurþ B pourþ permettreþ leþ fonctionnementþ deþ laþ fonc-
tionþ rank enþ O(1).þ Lesþ indicesþ prochesþ desþ blocsþ sontþ lesþ valeursþ desþ tablesþ
superblocks etþ blocks.þ Laþ fonctionþ rank(1, 10, B) estþ résolueþ enþ faisantþ laþ
sommeþ :þ superblock[0]+block[2]+smallrank[00][1]+smallrank[10][0] =
0 + 5 + 0 + 1 = 6
Afinþ deþ permettreþ laþ résolutionþ efficaceþ deþ laþ fonctionþ select,þ leþ vecteurþ deþ bitsþ
n’estþ plusþ découpéþ enþ blocsþ deþ mêmeþ tailleþ maisþ enþ blocsþ ayantþ x bitsþ 1,þ avecþ x valantþ
log2 n,þ ouþ log n.þ Pourþ lesþ blocsþ tropþ longsþ (ayantþ beaucoupþ deþ bitsþ 0 pourþ peuþ deþ bitsþ
1),þ lesþ solutionsþ sontþ écritesþ explicitement.þ
Laþ solutionþ stockantþ leþ vecteurþ deþ bitþ enþ nH0(B)+ o(n) bitsþ estþ uneþ optimisationþ
deþ laþ solutionþ présentéeþ ci-dessus.þ Lesþ blocsþ sontþ triésþ parþ classe,þ avecþ laþ classeþ 1 étantþ
tousþ lesþ blocsþ ayantþ unþ seulþ bitþ 1,þ laþ classeþ 2,þ tousþ lesþ blocsþ ayantþ deuxþ bitsþ 1,þ . . .
Ilþ yþ aþ log(n + 1) classesþ possiblesþ etþ dansþ chaqueþ classeþ k,þ ilþ yþ aþ
(
log(n+1)
k
)
vecteurs.þ
Ainsiþ chaqueþ blocþ peutþ êtreþ représentéþ parþ sonþ numéroþ deþ classeþ enþ log log n bitsþ etþ saþ
positionþ dansþ laþ classeþ k enþ log
(
log(n+1)
k
)
bits.þ
Leþ Waveletþ Treeþ (WT)þ permetþ d’étendreþ lesþ fonctionsþ rankþ etþ selectþ àþ unþ
alphabetþ quelconque.þ Nousþ pouvonsþ parþ exempleþ compterþ lesþ occurrencesþ d’uneþ lettreþ
dansþ unþ facteurþ ouþ accéderþ àþ uneþ occurrenceþ d’unþ lettreþ enþ tempsþ O(log σ).þ Définiþ
parþ Grossiþ etþ al.þ [þ16þ],þ leþ WTþ estþ unþ arbreþ binaireþ oùþ chaqueþ symboleþ deþ l’alphabetþ
correspondþ àþ uneþ feuilleþ etþ chaqueþ noeudþ interneþ estþ unþ vecteurþ deþ bits.þ Laþ racineþ estþ
unþ vecteurþ deþ bitsþ oùþ chaqueþ positionþ correspondþ àþ l’élémentþ qu’ilþ indexe.þ Lesþ positionsþ
marquéesþ 0 correspondentþ auxþ élémentsþ dontþ lesþ feuillesþ seþ situentþ dansþ leþ sous-arbreþ
gauche.þ Lesþ feuillesþ correspondantesþ àþ uneþ positionþ marquéeþ 1 seþ trouventþ dansþ leþ
sous-arbreþ droit.þ Ceþ processusþ estþ répétéþ récursivementþ jusqu’auxþ feuilles.þ
Pourþ unþ texteþ deþ longueurþ n construitþ àþ partirþ d’unþ alphabetþ deþ tailleþ σ,þ laþ
constructionþ d’unþ Waveletþ Treeþ équilibréþ nécessiteþ unþ tempsþ deþ O(ndlog σ/
√
log ne)
[þ32þ]þ etþ uneþ tailleþ deþ n log σ(1+O(1)) bitsþ [þ16þ].þ Lesþ vecteursþ deþ bitsþ d’unþ WTþ répondentþ
auxþ fonctionsþ rankþ etþ select.þ Celaþ permetþ àþ unþ WTþ équilibréþ d’accéderþ àþ laþ lettreþ W [i] enþ
tempsþ O(log σ) etþ d’accéderþ àþ toutesþ lesþ positionsþ d’uneþ lettreþ c enþ tempsþ O(occ×log σ),þ
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avecþ occ leþ nombreþ d’occurrencesþ deþ c,þ voirþ schémaþ 2.8þ.þ Unþ WTþ ayantþ laþ formeþ d’arbreþ
deþ Huffman,þ construitþ enþ tempsþ O(nH0) [þ17þ],þ permetþ d’accéderþ àþ uneþ lettreþ d’unþ texteþ
T avecþ unþ tempsþ moyenþ deþ O(H0(T )).þ Unþ WTþ permetþ d’obtenirþ uneþ réorganisationþ
d’uneþ séquenceþ deþ lettresþ (enþ considérantþ lesþ lettresþ dansþ l’ordreþ desþ feuilles)þ [þ33þ].þ
1010þ100q0
11þ10q1 011q2
$þ Aþ Bþ Nþ
101þ01þ00q0
1110q1 011þq2
$þ Aþ Bþ Nþ
Figureþ 2.8 :þ Ceþ Waveletþ Treeþ représenteþ leþ motþ T = BANANA$þ.þ (gauche)þ Nousþ voulonsþ
connaîtreþ T [3].þ Leþ quatrièmeþ bitþ duþ nœudþ q0 estþ 0 doncþ laþ lettreþ estþ dansþ
leþ sous-arbreþ gaucheþ deþ q0.þ C’estþ leþ deuxièmeþ 0 deþ q0,þ leþ deuxièmeþ bitþ
duþ nœudþ q1 estþ 1.þ Laþ lettreþ estþ doncþ dansþ leþ sous-arbreþ droit,þ ilþ s’agitþ
d’unþ A.þ (droite)þ Nousþ cherchonsþ toutesþ lesþ occurrencesþ deþ laþ lettreþ Nþ dansþ
leþ texte.þ Laþ feuilleþ dontþ leþ labelþ estþ Nþ estþ dansþ leþ sous-arbreþ doitþ deþ sonþ
parent,þ doncþ nousþ regardonsþ tousþ lesþ bitsþ 1 duþ nœudþ q2.þ Celui-ciþ nousþ
indiqueþ qu’ilþ yþ aþ 2 occurrencesþ deþ laþ lettreþ N.þ Cesþ bitsþ sontþ lesþ 2eþ etþ 3eþ
bitsþ deþ q2 etþ ceþ nœudþ estþ dansþ leþ sous-arbreþ droitþ deþ q0.þ Lesþ occurrencesþ
deþ Nþ sontþ lesþ 2eþ etþ 3eþ bitsþ 1 deþ q0,þ soientþ lesþ lettresþ auxþ positionsþ 2 etþ 4.þ
2.5þ Laþ transforméeþ deþ Burrows-Wheelerþ
2.5.1þ Constructionþ
Laþ transforméeþ deþ Burrows-Wheelerþ (BWT)þ [þ7þ]þ estþ unþ algorithmeþ réversibleþ
quiþ réorganiseþ lesþ lettresþ d’unþ texte,þ permettantþ uneþ meilleureþ compressionþ deþ celui-ci.þ
Elleþ estþ forméeþ deþ laþ manièreþ suivanteþ :þ soitþ unþ texteþ T ,þ dontþ laþ lettreþ finaleþ estþ $.þ Créonsþ
toutesþ lesþ rotationsþ possiblesþ duþ texte,þ puisþ trions-lesþ dansþ l’ordreþ lexicographique,þ ceciþ
formeþ laþ matriceþ M .þ Nousþ nommonsþ laþ premièreþ colonneþ deþ M ,þ F etþ laþ dernièreþ L.þ L
estþ leþ texteþ transforméþ parþ laþ BWT.þ
Lesþ opérationsþ précédentesþ sontþ représentéesþ surþ laþ figureþ 2.9þ,þ oùþ leþ texteþ BANANA$þ
estþ transforméþ enþ ANNB$AA.þ Surþ ceþ courtþ texte,þ l’utilitéþ deþ laþ BWTþ n’estþ pasþ évidenteþ
àþ voir.þ Maisþ surþ unþ texteþ plusþ long,þ parþ exempleþ laþ pièceþ deþ théâtreþ Hamlet,þ (voirþ laþ
figureþ 2.10þ),þ laþ BWTþ construitþ beaucoupþ deþ zonesþ deþ lettresþ consécutivesþ identiques,þ
permettantþ uneþ meilleureþ compression.þ
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M
BANANA$þ $BANANþAþ
ANANA$Bþ A$BANAþNþ
NANA$BAþ ANA$BAþNþ
BANANA$þ ANA$BANþ ANANA$þBþ ANNB$AAþ
NA$BANAþ BANANAþ$þ
A$BANANþ NA$BANþAþ
$BANANAþ NANA$BþAþ
F L
Figureþ 2.9 :þ Constructionþ deþ laþ transforméeþ deþ Burrows-Wheelerþ pourþ leþ texteþ BA-
NANA$.þ Laþ premièreþ matriceþ présenteþ toutesþ lesþ rotationsþ duþ mot.þ Laþ
seconde,þ M aþ lesþ rotationsþ triéesþ dansþ l’ordreþ lexicographique.þ
nnnnnnnnnnnnnnnnnnntnnnnnnnhnnngnnnnnnnnjnnnnnhdnnngþ
nnnonnNnnnhhNnnnnnnnnntnnhnnnnnnnnnnnnnnNnndnnnhnnþþ
19nt7nh3ng8nj5nhd3ngþþ
3no2nN3n2hN9nt2nh14nN2nd3nh2nþþ
Figureþ 2.10 :þ Extraitþ deþ laþ BWTþ deþ laþ pièceþ deþ théatreþ Hamletþ deþ Shakespeareþ enþ
anglaisþ (deuxþ premièresþ lignes)þ etþ uneþ manièreþ deþ représenterþ cetþ extraitþ
(deuxþ dernièresþ lignes)þ
Formellement,þ leþ texteþ transforméþ estþ laþ concaténationþ deþ laþ dernièreþ lettreþ desþ
rotationsþ duþ texte,þ rangéesþ dansþ l’ordreþ lexicographique.þ Enþ pratique,þ lesþ rotationsþ
neþ sontþ pasþ créées,þ etþ nousþ utilisonsþ desþ référencesþ versþ lesþ positionsþ duþ texte.þ Nousþ
nommonsþ T bwt = L,þ laþ transforméeþ deþ Burrows-Wheelerþ d’unþ texteþ T .þ Soitþ ti uneþ lettreþ
deþ T seþ trouvantþ àþ laþ positionþ j dansþ T bwt,þ nousþ disonsþ queþ ti correspondþ àþ laþ lettreþ
T bwtj .þ
Nousþ avonsþ annoncéþ dèsþ laþ premièreþ ligneþ deþ cetteþ sectionþ queþ cetteþ transforméeþ
estþ réversible.þ Enþ effet,þ depuisþ T bwt seulement,þ nousþ sommeþ capableþ deþ trouverþ T .þ T bwt
estþ laþ dernièreþ colonneþ deþ M ,þ etþ nousþ savonsþ qu’enþ rangeantþ lesþ lettresþ dansþ l’ordreþ
lexicographique,þ nousþ obtenonsþ laþ colonneþ F deþ M .þ Siþ nousþ effectuonsþ uneþ rotationþ
deþ M ,þ L estþ àþ gaucheþ deþ F .þ Deþ cetteþ observation,þ nousþ retrouvonsþ T deþ laþ manièreþ
suivanteþ etþ illustréeþ dansþ laþ figureþ 2.11þ :þ dansþ uneþ matriceþ M ′,þ mettreþ laþ colonneþ L.þ
Rangerþ lesþ lignesþ dansþ l’ordreþ lexicographique.þ Placerþ àþ gaucheþ laþ colonneþ L etþ rangerþ
lesþ lignesþ lexicographiquement.þ Recommencerþ autantþ deþ foisþ qu’ilþ yþ aþ deþ lettresþ dansþ
leþ texte.þ Nousþ obtenonsþ laþ matriceþ M oùþ laþ premièreþ ligneþ estþ leþ texteþ T précédéþ duþ
symboleþ $.þ
Laþ matriceþ étantþ imposante,þ laþ propriétéþ suivanteþ estþ utiliséeþ pourþ retrouverþ leþ
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1 2 3 4 14
Aþ $þ A$þ $Bþ $þBANANAþ
Nþ Aþ NAþ A$þ A$BANANþ
Nþ Aþ NAþ ANþ ANA$BANþ
Bþ Aþ BAþ ANþ .þ .þ .þ ANANA$Bþ
$þ Bþ $Bþ BAþ BANANA$þ
Aþ Nþ ANþ NAþ NA$BANAþ
Aþ Nþ ANþ NAþ NANA$BAþ
Figureþ 2.11 :þ Retrouverþ leþ texteþ originalþ àþ partirþ duþ texteþ transforméþ :þ ANNB$AA.þ Dansþ
lesþ étapesþ impaires,þ nousþ ajoutonsþ laþ colonneþ L àþ gaucheþ deþ laþ matrice.þ
Dansþ lesþ étapesþ paires,þ nousþ trionsþ laþ matriceþ dansþ l’ordreþ lexicogra-
phique.þ Leþ texteþ originalþ seþ trouveþ àþ laþ premièreþ ligneþ (précédéþ duþ sym-
boleþ $þ)þ :þ BANANA.þ
texteþ original.þ
Propriétéþ :þ Lesþ occurrencesþ d’uneþ mêmeþ lettreþ sontþ dansþ leþ mêmeþ ordreþ dansþ L
etþ F .þ
Regardonsþ laþ matriceþ deþ droiteþ deþ laþ figureþ 2.11þ etþ l’ordreþ desþ lettresþ N.þ Leþ premierþ
Nþ deþ laþ colonneþ F estþ suiviþ deþ A$,þ tandisþ queþ leþ secondþ estþ suiviþ deþ AN.þ Doncþ leþ suffixeþ
NA$.þ.þ.þ seþ trouveþ avantþ NAN.þ.þ.þ dansþ laþ matrice,þ enþ faisantþ uneþ rotationþ A$þ .þ.þ.þNþ seþ
trouveþ avantþ ANþ .þ.þ.þN.þ Doncþ lesþ lettresþ Nþ sontþ dansþ leþ mêmeþ ordreþ dansþ lesþ colonnesþ F
etþ L.þ
Plusþ formellement,þ soientþ αu etþ αv deuxþ rotationsþ d’unþ mot,þ avecþ α uneþ lettre.þ
Siþ αu < αv,þ alorsþ u < v,þ etþ uα < vα.þ Doncþ cesþ deuxþ rotationsþ sontþ placéesþ dansþ leþ
mêmeþ ordreþ l’uneþ parþ rapportþ àþ l’autreþ dansþ M .þ Cetþ argumentþ estþ valableþ pourþ toutesþ
lesþ rotationsþ deþ M .þ
Laþ propriétéþ précédenteþ nousþ permet,þ pourþ uneþ lettreþ ti deþ laþ colonneþ L,þ deþ trouverþ
saþ positionþ p dansþ laþ colonneþ F :þ laþ lettreþ ti deþ valeurþ α estþ laþ jèmeþ occurrenceþ deþ laþ
lettreþ α dansþ L etþ dansþ F .þ Maintenant,þ siþ nousþ regardonsþ laþ lettreþ seþ trouvantþ àþ laþ
positionþ p dansþ laþ colonneþ L,þ nousþ trouvonsþ laþ lettreþ ti−1,þ soitþ laþ lettreþ seþ trouvantþ
avantþ ti dansþ l’ordreþ duþ texteþ originalþ (avecþ siþ i = 0,þ i − 1 = n − 1).þ Enþ utilisantþ lesþ
colonnesþ F etþ L,þ nousþ pouvonsþ réitérerþ cetteþ procédureþ pourþ naviguerþ dansþ T bwt afinþ deþ
rechercherþ unþ motifþ ouþ reconstituerþ leþ texteþ originalþ (voirþ schémaþ 2.12þ).þ Cetþ algorithmeþ
estþ nomméþ laþ rechercheþ inverse.þ
Auþ lieuþ deþ stockerþ lesþ deuxþ permutationsþ duþ texte,þ laþ colonneþ F peutþ êtreþ repré-
sentéeþ parþ uneþ tableþ C deþ tailleþ σ,þ oùþ C[α] indiqueþ laþ sommeþ desþ nombresþ d’occurrencesþ
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desþ lettresþ lexicographiquementþ plusþ petitesþ queþ α.þ Uneþ fonctionþ Occ(α, i) indiqueþ leþ
nombreþ deþ lettresþ α présentesþ dansþ leþ préfixeþ T bwt0,i .þ Depuisþ laþ lettreþ α correspondantþ àþ laþ
lettreþ ti,þ nousþ trouvonsþ l’indiceþ deþ laþ lettreþ dansþ L correspondantþ àþ ti−1 avecþ laþ formuleþ
C[α] + Occ(α, i).þ Parþ exempleþ surþ laþ figureþ 2.12þ dansþ laþ matriceþ deþ gauche,þ laþ lettreþ
Aþ àþ laþ positionþ 1 estþ laþ premièreþ occurrenceþ desþ A,þ laþ positionþ deþ laþ lettreþ précédenteþ
dansþ l’ordreþ deþ T estþ C[Aþ] + Occ(Aþ, 1) = 1 + 1 = 2.þ Laþ lettreþ précédenteþ estþ leþ Nþ àþ laþ
positionþ 2.þ
$þ Aþ $þ Aþ $þ Aþ $þ Aþ
Aþ Nþ Aþ Nþ Aþ Nþ Aþ Nþ
Aþ Nþ Aþ Nþ Aþ Nþ Aþ Nþ
Aþ Bþ Aþ Bþ Aþ Bþ .þ .þ .þ Aþ Bþ
Bþ $þ Bþ $þ Bþ $þ Bþ $þ
Nþ Aþ Nþ Aþ Nþ Aþ Nþ Aþ
Nþ Aþ Nþ Aþ Nþ Aþ Nþ Aþ
NAþmotþ luþ :þ ANAþ NANAþ $BANANAþ
Figureþ 2.12 :þ Lectureþ duþ texteþ T bwt ANNB$AA.þ Laþ premièreþ lettreþ deþ T bwt estþ laþ dernièreþ
lettreþ deþ T .þ Leþ Aþ enþ premièreþ positionþ estþ leþ premierþ A,þ doncþ surþ F nousþ
cherchonsþ leþ premierþ A.þ Enþ faceþ deþ luiþ seþ trouveþ laþ lettreþ N.þ Nousþ avonsþ
luþ leþ motþ NA.þ Leþ Nþ estþ leþ premierþ N,þ doncþ nousþ cherchonsþ leþ premierþ Nþ deþ
F ,þ quiþ estþ faceþ d’unþ Aþ .þ .þ .þ Etþ ainsiþ deþ suiteþ jusqu’àþ trouverþ leþ symboleþ $.þ
Leþ texteþ transforméþ parþ laþ BWTþ estþ plusþ facilementþ compressibleþ queþ leþ texteþ
originalþ carþ desþ suitesþ deþ lettresþ identiquesþ seþ sontþ formées.þ Lorsqueþ nousþ avonsþ trans-
forméþ leþ texteþ BANANA$þ dansþ nosþ exemplesþ (figureþ 2.11þ matriceþ deþ droite),þ lesþ rotationsþ
ANA$BANþ etþ ANANA$Bþ sontþ placéesþ successivement.þ Leursþ rotationsþ NA$BANAþ etþ NANA$BAþ
commencentþ deþ laþ mêmeþ manièreþ etþ sontþ prochesþ dansþ M créantþ uneþ successionþ deþ
lettresþ Aþ dansþ L.þ Leþ mêmeþ argumentþ estþ valableþ pourþ tousþ lesþ motsþ duþ texteþ :þ touteþ
régionþ seraþ susceptibleþ deþ contenirþ beaucoupþ deþ foisþ peuþ deþ lettresþ différentes.þ
T bwt peutþ êtreþ stockéþ enþ utilisantþ nHk(T ) + o(n) bitsþ [þ24þ],þ oùþ Hk estþ l’entropieþ
d’ordreþ k ≤ logσ n+ ω(1) duþ texteþ T deþ tailleþ n.þ
Actuellementþ plusieursþ logicielsþ deþ compressionþ deþ documentsþ utilisentþ laþ BWT,þ
coupléeþ àþ unþ codageþ deþ Huffman.þ Nomméeþ méthodeþ BZIP2þ [þ46þ],þ elleþ estþ intégréeþ dansþ
7zip,þ Winrar,þ . . . Laþ BWTþ estþ aussiþ utiliséeþ enþ bioinformatiqueþ pourþ alignerþ desþ sé-
quencesþ surþ uneþ référenceþ avecþ laþ méthodeþ BWAþ [þ22þ].þ
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2.5.2þ Leþ FM-indexþ etþ sesþ variantesþ
Grâceþ àþ laþ rechercheþ inverse,þ uneþ structureþ d’indexation,þ leþ FM-indexþ etþ plusieursþ
deþ sesþ variantesþ ontþ vuþ leþ jour.þ Ilsþ permettentþ deþ compterþ etþ localiserþ desþ motifsþ dansþ
leþ texteþ indexé.þ Chaqueþ indexþ estþ évaluéþ enþ fonctionþ deþ saþ complexitéþ enþ tailleþ etþ enþ
tempsþ d’exécutionþ desþ fonctionsþ :þ Count_þOcc(P ) quiþ compteþ leþ nombreþ d’occurrencesþ
d’unþ motifþ P etþ Locate_þOcc(P ) quiþ localiseþ lesþ occurrencesþ duþ motifþ P dansþ leþ texteþ
initial.þ
Leþ FM-indexþ [þ11þ]þ estþ laþ premièreþ structureþ d’indexationþ àþ atteindreþ uneþ tailleþ
procheþ deþ l’entropieþ duþ texteþ indexé.þ Elleþ seþ construitþ àþ partirþ deþ laþ BWTþ duþ texteþ surþ
laquelleþ onþ appliqueþ plusieursþ encodagesþ :þ move-to-front,þ run-lengthþ encodingþ puisþ unþ
codeþ préfixe.þ Ferraginaþ etþ Manziniþ indiquentþ queþ saþ tailleþ estþ deþ l’ordreþ deþ O(Hk(T ))+
o(1) etþ aþ uneþ borneþ maximaleþ deþ 5nHk(T ) + gk logn.þ
Cetteþ structureþ permetþ deþ compterþ leþ nombreþ d’occurrencesþ d’unþ motifþ deþ tailleþ
p enþ O(p) (voirþ Algorithmeþ 1þ)þ etþ deþ trouverþ lesþ occ occurrencesþ enþ O(p+ occ log1+ε n),þ
avecþ ε > 0.þ Cesþ requêtesþ nécessitentþ l’algorithmeþ deþ rechercheþ inverse,þ laþ tableþ C etþ laþ
fonctionþ Occ(α, i).þ Leþ tempsþ d’exécutionþ deþ laþ rechercheþ deþ motifþ estþ directementþ liéþ
auþ tempsþ d’exécutionþ deþ laþ fonctionþ Occ(α, i).þ Dansþ leurþ article,þ lesþ auteursþ proposentþ
uneþ implémentationþ deþ Occ(α, i) enþ O(1),þ nécessitantþ deuxþ tablesþ supplémentairesþ deþ
tailleþ O(u/ log u) etþ uneþ deþ tailleþ O((u log u) log log u).þ
Algorithmþ 1þ count_þOcc(P ) :þ Compteþ leþ nombreþ d’occurrencesþ duþ motifþ P deþ longueurþ
p
1þ :þþ l = P [p],þ i = p
2þ :þþ sp = C[l] + 1,þ ep = C[l + 1]
3þ :þþ whileþ ((sp ≤ ep) etþ (i ≥ 2)) doþ
4þ :þþ l = P [i− 1]
5þ :þþ sp = C[l] +Occ(l, sp− 1) + 1
6þ :þþ ep = C[l] +Occ(l, ep)
7þ :þþ i = i− 1
8þ :þþ ifþ ep < sp thenþ
returnþ 0
9þ :þþ elseþ
returnþ ep− sp+ 1
Plusieursþ implémentationsþ ontþ étéþ proposées,þ réduisantþ laþ tailleþ deþ l’indexþ etþ
augmentantþ laþ vitesseþ d’exécutionþ desþ fonctionsþ deþ requête.þ
Uneþ implémentationþ duþ FMIþ aþ étéþ proposéeþ parþ Sadakaneþ [þ44þ]þ puisþ parþ Ferraginaþ
etþ al.þ [þ12þ]þ etþ Mäkinenþ etþ Navarroþ [þ24þ]þ enþ utilisantþ unþ Waveletþ Tree.þ Cetteþ dernière,þ
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nomméeþ WT-FMI,þ permetþ uneþ exécutionþ deþ laþ fonctionþ Occ(l, i) enþ O(log σ).þ
Mäkinenþ etþ Navarroþ [þ23þ]þ ontþ vouluþ exploiterþ leþ grandþ nombreþ deþ lettresþ identiquesþ
consécutivesþ pourþ pouvoirþ représenterþ laþ BWTþ deþ T :þ Soitþ T bwt unþ texteþ deþ tailleþ n,þ ilþ
peutþ êtreþ décomposéþ enþ n′ sous-motsþ deþ lettresþ identiquesþ :þ T bwt = lc11 l
c2
2 . . . l
cn′
n′ .þ T peutþ
êtreþ représentéþ parþ leþ motþ S = l1l2 . . . ln′ etþ leþ vecteurþ deþ bitsþ B = 10l1−110l2−1 . . . 10ln′−1
Parþ exempleþ siþ T bwt = aaacbbccc = a3c1b2c2,þ nousþ avonsþ S = acbc etþ B = 1001101000.þ
Lesþ fonctionsþ rankþ etþ selectþ surþ S etþ B nousþ permettentþ deþ retrouverþ T bwt.þ
Leþ RL-FMIþ regroupeþ lesþ idéesþ précédentesþ :þ nousþ indexonsþ seulementþ leþ motþ S
provenantþ deþ T bwt avecþ unþ Waveletþ Tree.þ Uneþ optimisationþ peutþ êtreþ faiteþ enþ utilisantþ
unþ Waveletþ Treeþ ayantþ laþ formeþ d’unþ arbreþ deþ Huffman.þ Leþ WTþ aþ alorsþ uneþ tailleþ
deþ nH0(S).þ Lesþ requêtesþ s’exécutentþ enþ O(H0(S)).þ Laþ tailleþ totaleþ duþ RL-FMIþ estþ deþ
nHk log σ(1 + o(1)) bits.þ
Leþ AF-FMIþ [þ12þ],þ puisþ l’implémentationþ deþ Mäkinenþ etþ Navarroþ [þ25þ],þ permettentþ
d’atteindreþ unþ indexþ deþ tailleþ nHk+o(n log σ) bits.þ Laþ premièreþ implémentationþ utiliseþ
uneþ "boostingþ compression",þ laþ secondeþ utiliseþ desþ RRRþ vecteursþ [þ38þ].þ Leursþ fonctionsþ
utilisentþ uneþ tableþ Occ[si, l] deþ tailleþ σk+1 log n bitsþ indiquantþ leþ nombreþ d’occurrencesþ
deþ laþ lettreþ l avantþ leþ contexteþ si,þ ainsiþ qu’unþ vecteurþ deþ bitsþ deþ tailleþ O(σk log n) bitsþ
indiquantþ leþ débutþ deþ chaqueþ contexteþ avecþ unþ bitþ 1.þ
Laþ tableþ 2.1þ résumeþ laþ tailleþ desþ indexþ ainsiþ queþ lesþ tempsþ d’exécutionþ desþ fonctionsþ
Count_þOcc() etþ Locate_þOcc() [þ34þ].þ
FM-Indexþ WT-FMIþ RL-FMIþ AF-FMIþ
Tailleþ totaleþ 5nHk + o(n log σ) nH0 + o(n log σ) nHk log σ + 2n nHk + o(n log σ)
+o(n log σ)
Count_þOcc O(p) O(p× (1 + log σ
log logn
))
Locate_þOcc O(log1+ε n) O(log1+ε n log σ
log logn
)
parþ occurrenceþ
σ = o( logn
log logn
) σ = o(n) σ = o(n) σ = o(n)
Conditionsþ k ≤ logσ( nlogn)− ω(1) k ≤ logσ n− ω(1) k ≤ α logσ n
pourþ 0 < α < 1
Tableþ 2.1 :þ Tailleþ etþ tempsþ deþ requêteþ duþ FM-indexþ etþ deþ sesþ variationsþ d’aprèsþ [þ34þ].þ
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2.6þ Stockerþ etþ requêterþ lesþ textesþ annotésþ
Soitþ T = t0t1...tn−1 unþ texteþ deþ longueurþ n surþ unþ alphabetþ deþ tailleþ σ.þ Leþ texteþ
peutþ êtreþ composéþ deþ plusieursþ séquences,þ chaqueþ séquenceþ finissantþ parþ leþ symboleþ
$.þ Uneþ annotationþ estþ uneþ informationþ ajoutéeþ surþ leþ texteþ ouþ uneþ portionþ duþ texte.þ
Soitþ L = {L0, L1...L`−1} unþ ensembleþ d’annotations.þ Unþ texteþ annotéþ (T,A) estþ unþ
texteþ ayantþ desþ annotationsþ nonþ chevauchantesþ :þ uneþ lettreþ aþ auþ maximumþ uneþ
annotation.þ Chaqueþ positionþ i duþ texteþ estþ annotéeþ parþ exactementþ uneþ annotationþ
ai ∈ L ∪ {ε},þ oùþ l’annotationþ ε estþ placéeþ surþ toutesþ lesþ lettresþ quiþ n’avaientþ pasþ
d’annotationþ àþ l’origine.þ A = a0a1...an−1 estþ laþ séquenceþ d’annotationsþ (Figureþ 2.13þ).þ
Ainsiþ uneþ séquenceþ représentantþ uneþ recombinaisonþ V(D)Jþ seraþ annotéeþ avecþ lesþ nomsþ
desþ gènesþ quiþ laþ composent,þ voirþ laþ figureþ 2.14þ.þ Chaqueþ nucléotideþ neþ provenantþ queþ
d’unþ gène,þ chaqueþ lettreþ auraþ uneþ annotationþ maximum.þ
0 1 2 3 4 5 6
Aþ Aþ Cþ Aþ Gþ Cþ $þ
7 8 9 10 11 12 13
Aþ Tþ Cþ Aþ Aþ Cþ $þ
14 15 16 17 18 19 20
Aþ Gþ Cþ Tþ Tþ Tþ $þ
L1.2 L2 L3 L1.1 L2
Figureþ 2.13 :þ Leþ texteþ T =AACAGCþ$ATCAACþ$AGCTTTþ$,þ composéþ deþ troisþ séquences,þ estþ
annotéþ avecþ laþ séquenceþ d’annotationsþ
A = L1.2L1.2L1.2L2L2L2εL3L3L3L1.1L1.1L1.1εL2L2L2εεεε.þ
...þ Aþ Gþ Gþ Tþ Cþ Aþ Aþ Tþ Aþ Cþ Gþ Aþ Tþ Gþ Aþ Cþ Tþ Gþ Gþ Gþ Gþ Tþ Cþ ...þ
...þ Aþ Gþ Cþ Tþ Cþ Aþ Tþ Aþ Cþ Gþ Tþ Cþ Aþ Gþ Gþ Aþ Gþ Gþ ...þ
V1-03*1þ
V1-03*1þ D2*1þ
J4-01*2þ
J2-033*1þ
D :þ 5 aþ 40V :þ 50 aþ 300 J :þ 20 aþ 80
Sequence :þ 100 aþ 500
Figureþ 2.14 :þ Deuxþ recombinaisonsþ V(D)J.þ Laþ premièreþ séquenceþ estþ uneþ recombi-
naisonþ VJþ avecþ deuxþ annotationsþ :þ unþ gèneþ V etþ unþ gèneþ J.Laþ secondeþ
séquenceþ estþ uneþ recombinaisonþ VDJþ avecþ troisþ annotations.þ Lesþ deuxþ
dernièresþ lignesþ indiquentþ laþ longueurþ desþ annotationsþ V,þ Dþ etþ Jþ ainsiþ
queþ laþ longueurþ desþ séquencesþ V(D)J.þ
Nousþ cherchonsþ àþ indexerþ (T,A) toutþ enþ permettantþ desþ accèsþ rapidesþ auxþ don-
néesþ (parmiþ lesþ requêtesþ deþ laþ sectionþ 1.3þ).þ Lesþ structuresþ présentéesþ dansþ lesþ sectionsþ
précédentesþ neþ peuventþ êtreþ utiliséesþ simplementþ carþ ellesþ n’indexentþ queþ lesþ textesþ àþ
uneþ seuleþ dimensionþ :þ iciþ soitþ leþ texte,þ soitþ lesþ annotations.þ Bienþ queþ certainesþ structuresþ
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permettentþ desþ requêtesþ bidimensionnellesþ [þ26þ],þ aucuneþ neþ permetþ toutesþ lesþ requêtesþ
voulues.þ Nousþ allonsþ doncþ modifierþ uneþ structureþ existanteþ ouþ créerþ uneþ nouvelleþ struc-
tureþ pourþ compresserþ etþ indexerþ notreþ texteþ annoté.þ
Nousþ présentonsþ dansþ leþ chapitreþ 3þ uneþ manièreþ deþ représenterþ leþ texteþ T enþ
utilisantþ desþ motifsþ annotés.þ T peutþ êtreþ annotéþ ouþ non,þ dansþ leþ dernierþ cas,þ nousþ
ajoutonsþ nous-mêmeþ lesþ annotations.þ Leþ chapitreþ 4þ introduitþ deuxþ indexþ compressésþ
utilisantþ uneþ transforméeþ deþ Burrows-Wheelerþ ainsiþ qu’unþ Waveletþ Treeþ pourþ leþ texteþ
annotéþ (T,A).þ
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Chapitreþ 3þ
Compressionþ deþ séquencesþ
annotéesþ parþ référenceþ
Pourþ représenterþ uneþ recombinaisonþ V(D)J,þ nousþ pouvonsþ décrireþ lesþ gènesþ dontþ
elleþ estþ constituée.þ Parþ exemple,þ uneþ séquenceþ peutþ êtreþ constituéeþ duþ gèneþ V1 moinsþ
lesþ 2 dernièresþ lettres,þ puisþ duþ facteurþ GTATT,þ puisþ duþ gèneþ J3 ayantþ uneþ substitutionþ àþ
laþ cinquièmeþ lettreþ pourþ laþ lettreþ A.þ Plutôtþ queþ deþ décrireþ laþ séquenceþ lettreþ parþ lettre,þ
nousþ utilisonsþ iciþ desþ référencesþ versþ lesþ gènesþ utilisés,þ desþ séquencesþ déjàþ connues.þ
Cetteþ manièreþ deþ procéderþ estþ utiliséeþ dansþ laþ compressionþ LZþ (voirþ laþ sectionþ
2.2þ),þ ainsiþ queþ dansþ lesþ indexationsþ l’utilisant.þ Dansþ notreþ cas,þ nousþ voulonsþ queþ leþ
découpageþ signifieþ quelqueþ choseþ dansþ notreþ texte.þ Ainsi,þ làþ oùþ lesþ indexationsþ LZþ
utilisentþ desþ référencesþ internesþ auþ texte,þ chaqueþ facteurþ deþ texteþ estþ déjàþ présentþ dansþ
leþ texteþ déjàþ lu,þ nousþ utilisonsþ desþ référencesþ externesþ auþ texteþ enþ utilisantþ unþ ensembleþ
deþ motifsþ annotés.þ
Ceþ chapitreþ répondþ àþ deuxþ problèmesþ :þ commentþ compresserþ unþ texteþ T nonþ an-
notéþ toutþ enþ luiþ donnantþ lesþ annotationsþ lesþ plusþ probablesþ (sectionþ 3.2.3þ),þ etþ commentþ
compresserþ unþ texteþ (T,A) annotéþ (sectionþ 3.2.2þ).þ
3.1þ Boitesþ
Soientþ L = {L0, L1...L`−1} unþ ensembleþ d’annotationsþ etþ M = {M0,M1, . . . ,Ml−1},þ
unþ ensembleþ deþ motifsþ annotésþ avecþ L.þ Chaqueþ motifþ Mi estþ liéþ àþ uneþ annotationþ Li
étantþ donnéþ queþ l’annotationþ deþ chaqueþ lettreþ deþ Mi estþ Li.þ Pourþ plusþ deþ clarté,þ chaqueþ
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motifþ Mu = (m0m1 . . .mm−1, LuLu . . . Lu) seraþ décritþ Mu = m0m1 . . .mm−1 enþ sous-
entendantþ queþ chaqueþ annotationþ deþ Mu estþ Lu.þ Cesþ motifsþ nousþ permettentþ d’an-
noterþ leþ texteþ deþ laþ manièreþ suivanteþ :þ soitþ leþ texteþ annotéþ (T,A) etþ leþ motifþ annotéþ
Mu = m0m1 . . .mm−1.þ Siþ titi+1 . . . ti+j,þ annotéþ aiai+1 . . . ai+j,þ estþ représentéþ parþ Mu auxþ
indicesþ k àþ k + j,þ alorsþ ti = mk, . . . , ti+j = mk+j etþ ai = ai+1 = . . . ,= ai+j = Lu àþ
quelquesþ variationsþ prèsþ oùþ ti+x 6= mx etþ ai+x = Lu.þ Surþ laþ figureþ 3.1þ,þ laþ boiteþ B2 re-
présenteþ leþ motifþ J3 avecþ uneþ modificationþ :þ laþ cinquièmeþ lettreþ duþ motifþ estþ substituéeþ
avecþ laþ lettreþ Aþ dansþ leþ texte.þ
Soitþ Ti,j = titi+1 . . . tj unþ facteurþ duþ texteþ (T,A) annotéþ avecþ lesþ annotationsþ
duþ motifþ Mu.þ Uneþ boiteþ Bk estþ unþ ensembleþ d’élémentsþ décrivantþ Ti,j enþ faisantþ
référenceþ àþ Mu.þ Onþ appelleþ ϕ(Bk),þ laþ fonctionþ d’interprétationþ desþ boitesþ telleþ queþ
ϕ(Bk) = Ti,j.þ Nousþ voulonsþ représenterþ T parþ unþ ensembleþ deþ boitesþ etþ deþ lettresþ
B = B0tuB1tv . . . twBb−1 telþ queþ T = ϕ(B) = ϕ(B0)tuϕ(B1)tv . . . twϕ(Bb−1).þ
Prenonsþ l’exempleþ deþ l’introduction,þ représentéþ dansþ laþ figureþ 3.1þ.þ Nousþ pouvonsþ
utiliserþ desþ boitesþ pourþ décrireþ lesþ facteursþ provenantþ desþ motifsþ V1 etþ J3,þ ainsiþ queþ laþ
séquenceþ centrale.þ Laþ sectionþ suivanteþ décritþ formellementþ cesþ boites.þ
AGTAþ . . . GTGTATTGTþ . . . TAGþ(T,A)
V1 J3
= ϕ(B)
V1 − 2 lettresþ Gþ TATþ Tþ J3+ subþ 5 = AþB
B0 B1 B2
Figureþ 3.1 :þ Laþ séquenceþ estþ constituéeþ duþ gèneþ V1 moinsþ lesþ 2 dernièresþ lettres,þ duþ
facteurþ GTATT,þ puisþ duþ gèneþ J3 ayantþ uneþ substitutionþ àþ laþ cinquièmeþ
lettreþ pourþ laþ lettreþ A.þ Desþ boitesþ décriventþ tousþ cesþ facteurs.þ
Lesþ élémentsþ d’uneþ boiteþ sontþ lesþ donnéesþ nécessairesþ pourþ retrouverþ laþ sous-
séquenceþ queþ décritþ cetteþ boite.þ L’élémentþ e1 deþ laþ boiteþ Bi estþ accessibleþ parþ Bi.e1.þ Laþ
fonctionþ λ(Bi) indiqueþ leþ nombreþ deþ bitsþ nécessairesþ pourþ coderþ laþ boiteþ Bi,þ λ(Bi.e1)
indiqueþ leþ nombreþ deþ bitsþ codantþ l’élémentþ e1 deþ laþ boiteþ Bi.þ Laþ tailleþ d’uneþ boiteþ Bi
estþ leþ nombreþ deþ lettresþ décritesþ parþ celle-ci.þ Elleþ estþ l’unþ desþ élémentsþ deþ laþ boiteþ etþ
estþ accessibleþ parþ Bi.t.þ
Pourþ unþ texteþ annotéþ (T,A),þ unþ emboitageþ B,þ utilisantþ M ,þ compatibleþ avecþ
(T,A) indiqueþ queþ leþ texteþ T estþ représentéþ parþ unþ emboitageþ B = B0tuB1tv . . . twBb−1,þ
enþ utilisantþ commeþ séquencesþ référencesþ lesþ séquencesþ deþ M .þ Lorsqueþ uneþ boiteþ Bl
annoteþ Ti,j avecþ leþ motifþ Mk,þ chaqueþ lettreþ deþ Ti,j estþ annotéeþ Lk dansþ (T,A).þ Deþ cetteþ
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manièreþ nousþ pouvonsþ voirþ facilementþ lesþ motifsþ quiþ composentþ unþ texteþ :þ parþ exempleþ
lesþ gènesþ quiþ composentþ uneþ recombinaisonþ V(D)J.þ
Nousþ souhaitonsþ réaliserþ l’emboitageþ B deþ T utilisantþ leþ moinsþ deþ mémoireþ pos-
sible.þ
Lesþ différentesþ boites :þ principeþ
Lesþ principalesþ boitesþ sontþ desþ référencesþ versþ desþ motifsþ existants.þ Lesþ donnéesþ
réellesþ queþ nousþ utilisonsþ sontþ desþ séquencesþ ADNþ issuesþ deþ séquençage.þ Suivantþ laþ
méthodeþ deþ séquençage,þ lesþ deuxþ sensþ deþ lecturesþ sontþ possibles.þ L’unþ desþ élémentsþ
d’uneþ boiteþ estþ leþ sensþ deþ lectureþ duþ motif.þ
Lorsqu’ilþ yþ aþ desþ variationsþ dansþ leþ motif,þ nousþ ajoutonsþ lesþ informationsþ desþ mo-
dificationsþ àþ apporterþ àþ laþ sous-séquenceþ représentée.þ Cesþ informationsþ étantþ coûteusesþ
enþ mémoire,þ nousþ décidonsþ deþ faireþ deuxþ typesþ deþ boites :þ uneþ boiteþ sansþ variationþ
dansþ leþ motifþ :þ boiteþ normale,þ BNþ (commeþ laþ boiteþ B0 dansþ laþ figureþ 3.1þ),þ ouþ avecþ
variationsþ dansþ leþ motifþ :þ boiteþ àþ erreurs,þ BEþ (commeþ laþ boiteþ B2 dansþ laþ figureþ 3.1þ).þ
Lorsqueþ deuxþ boitesþ d’uneþ mêmeþ séquenceþ décriventþ uneþ sous-séquenceþ apparte-
nantþ auþ mêmeþ motif,þ ilþ estþ plusþ efficaceþ queþ l’uneþ d’ellesþ fasseþ référenceþ àþ l’autre,þ luiþ
permettantþ d’utiliserþ sesþ données,þ nousþ introduisonsþ laþ boiteþ référence,þ BR.þ
Siþ nousþ décrivonsþ chaqueþ motifþ apparaissantþ dansþ l’ensembleþ M ,þ commentþ dé-
crireþ leþ resteþ deþ laþ séquence,þ n’apparaissantþ pasþ dansþ l’ensembleþ M ?þ Lesþ facteursþ deþ
séquencesþ seþ trouvantþ entreþ deuxþ motifsþ sontþ plusþ efficacementþ décritsþ enþ touteþ lettres,þ
dansþ uneþ boiteþ explicite,þ BXþ (commeþ laþ boiteþ B1 dansþ laþ figureþ 3.1þ).þ Nousþ agissonsþ
deþ laþ mêmeþ manièreþ lorsqueþ leþ motifþ estþ petitþ (inférieurþ àþ unþ seuilþ définiþ sectionþ 3.2.4þ).þ
Lesþ différentesþ boites :þ définitionsþ
Nousþ proposonsþ doncþ quatreþ typesþ deþ boites,þ avecþ leurþ fonctionþ d’interprétationþ
ϕ() etþ leurþ tailleþ :þ
Uneþ boiteþ normaleþ estþ définieþ parþ BNþ = (i, s, d, t),þ avecþ i étantþ l’identifiantþ
duþ motif,þ s,þ sonþ sensþ deþ lecture,þ d,þ laþ positionþ deþ débutþ deþ laþ boiteþ surþ leþ motifþ etþ
t,þ laþ longueurþ deþ laþ séquenceþ représentée.þ Soientþ leþ motifþ Mi = m0m1 . . .mm−1 etþ
sens(s, T ),þ laþ fonctionþ permettantþ deþ lireþ leþ texteþ T dansþ leþ sensþ s,þ alorsþ ϕ(BNþ) =
sens(s, (md, . . . ,md+t−1)).þ (Voirþ figureþ 3.2þ.)þ
λ(BNþ) estþ égalþ àþ laþ sommeþ desþ taillesþ enþ bitsþ desþ élémentsþ d’uneþ BN.þ λ(i) = log l,þ
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avecþ l leþ nombreþ deþ motifsþ deþ M .þ λ(s) = 1 pourþ lesþ deuxþ sensþ deþ lecture,þ λ(d) = λ(t) =
logm,þ avecþ m laþ tailleþ maximumþ d’unþ motifþ deþ M .þ λ(BNþ) = log l + 2 logm+ 1.þ
idþ motifþ
2
sensþ
+
debutþ
4
tailleþ
7
M0
M1
M2
M3
M4
M2 : ACGTAACATCAGATþ
sensþ deþ
lectureþþ
=þ AACATCAþ
Figureþ 3.2 :þ Uneþ boiteþ normaleþ BNþ(2,+, 4, 7) codantþ laþ séquenceþ AACATCA.þ Elleþ
provientþ duþ motifþ M2 queþ l’onþ litþ deþ gaucheþ àþ droiteþ enþ commençantþ àþ
laþ positionþ 4,þ etþ estþ deþ tailleþ 7.þ
Uneþ boiteþ àþ erreursþ estþ définieþ parþ BEþ = (i, s, d, t, n, P ),þ avecþ P étantþ uneþ listeþ
deþ tripletsþ (p, y, l) deþ tailleþ n.þ Lesþ quatreþ premiersþ élémentsþ d’uneþ boiteþ àþ erreursþ sontþ
similairesþ àþ ceuxþ d’uneþ boiteþ normaleþ etþ sontþ décodésþ deþ laþ mêmeþ manière.þ Lesþ élémentsþ
deþ laþ listeþ P représententþ lesþ variationsþ qu’aþ subiþ laþ séquenceþ :þ laþ lettreþ deþ positionþ p
dansþ laþ séquenceþ queþ nousþ venonsþ deþ trouverþ aþ subiþ laþ modificationþ y (insertionþ (þ”ins”),þ
délétionþ (þ”del”)þ ouþ substitutionþ (þ”sub”)þ d’uneþ lettre),þ l estþ laþ lettreþ inséréeþ ouþ substituéeþ
siþ telþ estþ leþ cas.þ Soitþ erreurs(P, T ) laþ fonction,þ quiþ pourþ chaqueþ tripletþ (p, y, l) deþ laþ
listeþ P ,þ appliqueþ laþ modificationþ y parþ laþ lettreþ l àþ laþ positionþ p deþ T .þ (Voirþ laþ figureþ
3.3þ.)þ
Soitþ leþ motifþ Mi = m0,m1, . . . ,mm−1,þ ϕ(BEþ) = erreurs(P, ϕ(BN(i, s, d, t))) =
erreurs(P, sens(s, (md,md+1, . . . ,md+t))).þ
λ(n) = log e avecþ e leþ nombreþ maximumþ d’erreursþ trouvéesþ dansþ uneþ BE.þ λ(p) =
logm,þ avecþ m laþ tailleþ maximumþ d’unþ motif.þ Laþ tailleþ deþ stockageþ deþ y etþ l peutþ êtreþ
optimiséeþ enþ utilisantþ unþ bitþ pourþ décrireþ leþ typeþ d’erreurþ :þ λ(y)+λ(l) = 1+log σ,þ avecþ
parþ exempleþ 0 indiquantþ uneþ insertionþ etþ 1 indiquantþ uneþ délétionþ ouþ uneþ substitution.þ
Dansþ leþ dernierþ cas,þ leþ typeþ d’erreurþ estþ déterminéþ avecþ laþ lettreþ l :þ siþ c’estþ laþ lettreþ
présenteþ dansþ leþ motif,þ alorsþ ilþ s’agitþ d’uneþ délétion,þ sinonþ c’estþ uneþ substitution.þ
λ(BEþ) = λ(BN) + log e + w ∗ r avecþ w = logm + log σ + 1 étantþ leþ nombreþ deþ
bitsþ utilisésþ pourþ coderþ uneþ erreur,þ r leþ nombreþ d’erreurs.þ
Uneþ boiteþ référence,þ figureþ 3.4þ,þ nécessiteþ unþ pointeurþ versþ laþ boiteþ référée,þ
uneþ BN,þ uneþ BEþ ouþ encoreþ uneþ autreþ BR,þ permettantþ d’utiliserþ cesþ donnéesþ :þ leþ mo-
tifþ deþ l’ensembleþ M utiliséþ ainsiþ queþ sonþ sensþ deþ lecture.þ Carþ siþ deuxþ boitesþ d’uneþ
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Figureþ 3.3 :þ Uneþ boiteþ àþ erreursþ BE(1,+, 4, 14, 1, {(10, ”sub”, G)}) codantþ laþ séquenceþ
ACGTAACATCGGATþ enþ ajoutantþ uneþ variationþ :þ laþ substitutionþ deþ laþ
onzièmeþ lettreþ parþ laþ lettreþ G.þ
mêmeþ séquenceþ fontþ référenceþ auþ mêmeþ motif,þ ilþ estþ trèsþ probableþ queþ celui-ciþ soitþ
présentþ dansþ leþ mêmeþ sens.þ Unþ élémentþ indiqueþ laþ positionþ deþ débutþ deþ laþ séquenceþ
surþ leþ motif.þ Elleþ estþ définieþ parþ BRþ = (r, d, t),þ avecþ r étantþ leþ nombreþ deþ boitesþ
entreþ laþ BRþ etþ laþ boiteþ référée.þ Laþ valeurþ estþ positiveþ siþ laþ boiteþ référéeþ seþ trouveþ
àþ gaucheþ deþ laþ boiteþ actuelle,þ négativeþ sinon.þ Soientþ B = B0tuB1tv . . . twBb−1 unþ
emboitage,þ Bj laþ BRþ actuelleþ etþ leþ motifþ Mi = m0m1 . . .mm−1.þ Laþ fonctionþ d’in-
terprétationþ utiliseþ celleþ deþ laþ boiteþ référéeþ :þ siþ laþ boiteþ référéeþ estþ uneþ BNþ alorsþ
ϕ(BRþ) = ϕ(BNþ(Bj−r.i, Bj−r.s, d, t)) = sens(Bj−r.s, (md, . . . ,md+t)).þ Siþ laþ boiteþ réfé-
réeþ estþ uneþ BEþ alorsþ ϕ(BRþ) = erreurs(Bj−r.P, ϕ(BN(Bj−r.i, Bj−r.s, d, t)))
= erreurs(Bj−r.P, sens(Bj−r.s, (md,md+1, . . . ,md+t))).
Sinon,þ laþ boiteþ référéeþ estþ uneþ BRþ etþ ϕ(BRþ) = ϕ(BRþ(j − r, d, t)).þ
λ(BRþ) estþ égalþ àþ laþ sommeþ desþ taillesþ enþ bitsþ desþ élémentsþ d’uneþ BR.þ λ(r) = log b,þ
avecþ b leþ nombreþ totalþ deþ boitesþ pourþ T .þ λ(d) = λ(t) = logm,þ avecþ m laþ tailleþ maximumþ
d’unþ motifþ deþ M .þ λ(BRþ) = log b+ 2 logm.þ
Lesþ BRþ neþ sontþ inclusesþ dansþ lesþ algorithmesþ d’emboitageþ queþ siþ ilþ estþ rentableþ
deþ lesþ utiliser,þ doncþ siþ λ(r) < λ(i) + 1.þ Elleþ peuventþ neþ pasþ êtreþ utiliséesþ siþ leþ texteþ estþ
trèsþ longþ etþ laþ distanceþ entreþ uneþ BRþ etþ saþ boiteþ référéeþ estþ grande.þ Nousþ pouvonsþ aussiþ
poserþ uneþ borneþ surþ laþ valeurþ deþ r.þ
Enfin,þ uneþ boiteþ expliciteþ estþ définieþ parþ BX = (t, O),þ avecþ O étantþ laþ listeþ deþ
longueurþ t desþ lettresþ qu’elleþ représenteþ (voirþ laþ figureþ 3.5þ).þ
Nousþ bornonsþ laþ longueurþ deþ laþ séquenceþ représentéeþ parþ uneþ BXþ parþ λ(BN)/ log σ
pourþ qu’elleþ soitþ toujoursþ plusþ petiteþ queþ laþ plusþ petiteþ BN.þ Dèsþ lorsþ :þ ϕ(BX) = O etþ
λ(BX) = p + log σ × t,þ avecþ p = log(λ(BN)/ log σ) leþ nombreþ deþ bitsþ utilisésþ pourþ
représenterþ t.þ
Lesþ informationsþ stockéesþ dansþ chaqueþ boiteþ sontþ décritesþ dansþ laþ figureþ 3.6þ.þ
Lorsþ d’unþ emboitageþ B = B0tuB1tv . . . twBb−1,þ chaqueþ paireþ deþ boitesþ successivesþ
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Figureþ 3.4 :þ Uneþ boiteþ refþ BRþ(3, 5, 6) codantþ laþ sous-séquenceþ ACATCA.þ Nousþ utili-
sonsþ desþ élémentsþ d’uneþ boiteþ normaleþ deþ laþ mêmeþ séquence,þ seþ trouvantþ
deuxþ boitesþ avantþ laþ boiteþ actuelle,þ celaþ nousþ permetþ d’avoirþ accèsþ àþ
l’identifiantþ deþ laþ séquenceþ ainsiþ qu’auþ sensþ deþ lecture.þ
tailleþ
4 Gþ Aþ
Oþ
Tþþ Aþ Cþ =þ GATACþ
Figureþ 3.5 :þ Uneþ boiteþ expliciteþ BX(4, {G,A, T,A}) codantþ laþ séquenceþ GATA.þ
BiBi+1 estþ séparéeþ parþ uneþ lettreþ tx.þ Leþ facteurþ ϕ(Bi)tx n’existeþ pasþ dansþ l’ensembleþ
M .þ L’uneþ desþ raisonsþ possiblesþ estþ qu’uneþ erreurþ seþ soitþ inséréeþ àþ laþ positionþ x.þ Leþ faitþ
d’inclureþ uneþ lettreþ entreþ chaqueþ boiteþ nousþ permetþ deþ commencerþ laþ boiteþ suivanteþ
aprèsþ l’erreur.þ
Idéalement,þ nousþ souhaitonsþ qu’uneþ séquenceþ soitþ représentéeþ parþ autantþ deþ BNþ
ouþ deþ BEþ qu’ilþ yþ aþ deþ motifsþ dansþ laþ séquence,þ chacunþ séparéþ parþ uneþ BX,þ commeþ
présentéþ dansþ laþ figureþ 3.7þ.þ Maisþ dansþ certainsþ cas,þ parþ exempleþ lorsqu’unþ facteurþ tiréþ
d’unþ motifþ contientþ beaucoupþ deþ variations,þ ilþ seraitþ moinsþ coûteuxþ d’utiliserþ uneþ BXþ
auþ niveauþ deþ laþ zoneþ deþ forteþ densitéþ deþ variation.þ Nousþ verronsþ dansþ laþ sectionþ suivanteþ
lesþ conditionsþ deþ sélectionþ d’uneþ boiteþ dansþ différentsþ algorithmesþ d’emboitage.þ
3.2þ Algorithmesþ d’emboitageþ
Unþ algorithmeþ d’emboitageþ fournitþ l’emboitageþ d’unþ texteþ annoté,þ ouþ l’annotationþ
etþ l’emboitageþ d’unþ texteþ nonþ annoté.þ Nousþ appelonsþ optimalþ unþ emboitageþ dontþ
laþ tailleþ estþ minimum.þ Nousþ définissonsþ plusieursþ algorithmesþ d’emboitageþ dansþ lesþ
sectionsþ suivantes.þ Ilsþ répondentþ àþ différentsþ problèmesþ :þ
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Boiteþ Expliciteþ
O :þþ suiteþþ deþþ lettresþþ
Boiteþ
Normaleþþ
Boiteþ Référenceþ
r :þþ boiteþþ référéeþþ
Boiteþ àþ erreursþ
n :þþ nombreþþ d’erreursþþ
p :þþ positionþþ deþþ l’erreurþþ
y :þþ typeþþ d’erreurþþ
l :þþ lettreþþ remplacée/ajoutéeþþ
d :þ débutþ
i idþ duþ motifþ
s :þþ sensþþ
t :þ tailleþ
Figureþ 3.6 :þ Listeþ desþ élémentsþ présentþ dansþ chaqueþ typeþ deþ boite.þ
BXþ BNþ BXþ
xþ
BEþBXþ
Figureþ 3.7 :þ Unþ texteþ décritþ parþ troisþ BX,þ uneþ BNþ etþ uneþ BEþ contenantþ uneþ variation.þ
—þþ Commentþ emboiterþ unþ texteþ annotéþ deþ tailleþ n :þ uneþ programmationþ dyna-
miqueþ fournit,þ dansþ laþ sectionþ 3.2.2þ,þ unþ emboitageþ nonþ optimalþ surþ leþ texteþ
maisþ optimalþ surþ unþ facteurþ annoté,þ avecþ uneþ complexitéþ deþ O(e4n′ + m2),þ
avecþ e leþ nombreþ maximumþ d’erreursþ surþ unþ facteur,þ n′ leþ nombreþ deþ facteursþ
etþ m laþ tailleþ d’unþ motifþ deþ M .þ
—þþ Commentþ emboiterþ unþ texteþ nonþ annotéþ :þ uneþ programmationþ dynamiqueþ
fournitþ unþ emboitageþ optimalþ dansþ laþ sectionþ 3.2.3.1þ.þ Ilþ s’exécuteþ avecþ uneþ
complexitéþ deþ O(n3b),þ avecþ b leþ nombreþ deþ boites.þ
—þþ Commentþ emboiterþ unþ texteþ nonþ annotéþ :þ cetþ algorithmeþ gloutonþ emboiteþ
deþ gaucheþ àþ droiteþ leþ texteþ puisþ optimiseþ chaqueþ boiteþ dansþ laþ sectionþ 3.2.3.2þ.þ
L’emboitageþ finalþ n’estþ pasþ optimalþ maisþ seþ calculeþ avecþ uneþ complexitéþ deþ
O(nb log b),þ avecþ b leþ nombreþ deþ boitesþ deþ l’emboitageþ glouton.þ
L’emboitageþ d’unþ texteþ annotéþ proposera,þ surþ lesþ positionsþ annotéesþ Lβ,þ desþ boitesþ
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dontþ l’identifiantþ d’annotationþ seraþ toujoursþ Lβ.þ L’emboitageþ d’unþ texteþ nonþ annotéþ
proposeraþ desþ boitesþ issuesþ deþ tousþ lesþ motifsþ possiblesþ etþ permettraþ uneþ meilleureþ
compressionþ duþ texte.þ Voirþ figureþ 3.8þ.þ
(1)þ
0 120
L2
22 45
L5
71 98
BX :þ BN :þ BR :þ BE :þ
(2)þ L2 L2 L2 L5 L5
(3)þ
0 120
(4)þ L3 L2 L3 L2 L5 L5
Figureþ 3.8 :þ (1)þ Uneþ séquenceþ annotéeþ avecþ l’annotationþ L2 surþ lesþ positionsþ 22 àþ 45
etþ l’annotationþ L5 surþ lesþ positionsþ 71 àþ 98.þ (2)þ L’emboitageþ surþ séquenceþ
annotéeþ produitþ desþ boitesþ dontþ l’identifiantþ d’annotationþ seraþ L2 entreþ
lesþ positionsþ 22 àþ 45,þ etþ L5 surþ lesþ positionsþ 71 àþ 98.þ Toutesþ lesþ boitesþ surþ
desþ positionsþ nonþ annotéesþ sontþ desþ BX.þ (3)þ Uneþ séquenceþ nonþ annotée.þ
(4)þ L’emboitageþ d’uneþ séquenceþ nonþ annotéeþ produitþ desþ boitesþ dontþ lesþ
identifiantsþ d’annotationsþ sontþ variés,þ maisþ lesþ boitesþ peuventþ êtreþ plusþ
grandesþ etþ produireþ uneþ meilleureþ compression.þ
Notonsþ queþ siþ leþ texteþ T estþ composéþ deþ plusieursþ séquences,þ alorsþ l’emboitageþ deþ
T seþ faitþ séquenceþ aprèsþ séquenceþ enþ utilisantþ leþ mêmeþ codageþ toutþ leþ longþ duþ texte.þ
Celaþ permetþ uneþ décompressionþ plusþ aiséeþ etþ uneþ sauvegardeþ uniqueþ duþ codage.þ
3.2.1þ Opérationsþ surþ lesþ emboitagesþ
Nousþ utilisonsþ plusieursþ opérationsþ surþ lesþ emboitagesþ dansþ lesþ sectionsþ suivantes.þ
Soientþ B = B0tuB1 . . . Bb etþ B′ = B′0t′uB′1 . . . B′b′ ,þ deuxþ emboitagesþ ainsiþ queþ α uneþ
lettre,þ nousþ définissonsþ lesþ troisþ opérateursþ :þ
—þþ laþ tailleþ enþ bitþ deþ l’emboitageþ B :þ λ(B) = λ(B0)+ log σ+λ(B1)+ . . .+λ(Bb),þ
—þþ laþ concaténationþ deþ deuxþ emboitagesþ etþ d’uneþ lettreþ :þ
B ⊕ α⊕B′ = B0tuB1 . . . BbαB′0t′uB′1 . . . B′b′ ,þ
—þþ l’emboitageþ utilisantþ leþ moinsþ deþ mémoireþ :þ min(B,B′) =
{
B siþ λ(B) ≤ λ(B′)
B′ sinonþ
L’opérateurþ min() seraþ utiliséþ pourþ garderþ leþ meilleurþ emboitageþ parmiþ plusieursþ conca-
ténationsþ possibles.þ
3.2þ ALGORITHMESþ D’EMBOITAGEþ 37þ
Laþ transformationþ RB(B′) modifieþ lesþ boitesþ deþ l’emboitageþ B′ enþ fonctionþ desþ
boitesþ deþ B,þ (voirþ laþ figureþ 3.9þ (1)).þ Pourþ touteþ BNþ (ouþ BRþ ouþ BE)þ deþ l’emboitageþ B,þ
laþ transformationþ RB(B′) transformeþ toutesþ lesþ BNþ deþ B′ ayantþ leþ mêmeþ identifiantþ
etþ sensþ deþ lectureþ duþ motifþ enþ BRþ pointantþ versþ laþ BNþ (ouþ BRþ ouþ BE)þ deþ B.þ Laþ
transformationþ seþ produitþ enþ tempsþ O(b log b′) enþ triantþ lesþ boitesþ deþ B′.þ
Laþ simplificationþ deþ laþ transformationþ R,þ R0B(B′),þ transformeþ chaqueþ BNþ deþ B′
enþ BRþ siþ B possèdeþ uneþ BN,þ dansþ leþ casþ oùþ l’onþ connaîtþ déjàþ lesþ annotationsþ (utili-
sationþ dansþ l’algorithmeþ 3.2.2þ).þ Cetteþ transforméeþ estþ utiliséeþ siþ toutesþ lesþ boitesþ d’unþ
emboitageþ proviennentþ duþ mêmeþ motifþ deþ M .þ Cetteþ transformationþ seþ faitþ enþ tempsþ
O(b+ b′).þ
Emboitageþ B Emboitageþ B′
(1)þ
Transforméeþþ R
(2)þ
Transforméeþþ R0
BX :þ
BN :þ
BR :þ
BE :þ
L1 L2 L3 L2 L4
L1 L2 L3 L4
Figureþ 3.9 :þ (1)þ Laþ transforméeþ RB(B′) transformeþ laþ premièreþ BNþ deþ B′ carþ ilþ yþ aþ
uneþ BNþ ayantþ l’identifiantþ L2 dansþ B,þ maisþ ilþ n’yþ aþ pasþ deþ BNþ ayantþ
l’identifiantþ L4 dansþ B doncþ laþ secondeþ BNþ deþ B′ n’estþ pasþ transforméeþ
enþ BR.þ (2)þ Laþ transforméeþ R0B(B′),þ transformeþ lesþ BNþ deþ B′ enþ BRþ carþ
ilþ yþ aþ uneþ BNþ dansþ B.þ
3.2.2þ Emboitageþ d’unþ texteþ annotéþ
Soitþ (T,A) unþ texteþ annotéþ avecþ lesþ motifsþ deþ M ,þ quelþ estþ leþ meilleurþ emboitageþ
B = B0tuB1tv . . . twBb−1,þ compatibleþ avecþ (T,A) etþ utilisantþ M ,þ telþ queþ B utiliseþ leþ
moinsþ deþ mémoireþ possibleþ ?þ
Nousþ examinonsþ chaqueþ facteurþ annotéþ duþ texteþ indépendamment.þ Soitþ Ti,j uneþ
sous-séquenceþ maximaleþ deþ T annotéeþ avecþ uneþ mêmeþ annotationþ Lβ,þ avecþ ti−1 etþ tj+1
nonþ annotésþ Lβ.þ Nousþ allonsþ emboiterþ chaqueþ facteurþ annotéþ puisþ chaqueþ facteurþ nonþ
annoté.þ L’emboitageþ duþ texteþ produitþ pourraitþ neþ pasþ êtreþ optimalþ surþ l’ensembleþ deþ
laþ séquence,þ maisþ l’estþ surþ chaqueþ facteur.þ
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Découpageþ d’unþ facteurþ annotéþ enþ fonctionþ desþ variationsþ
Soitþ Ti,j unþ facteurþ dontþ chaqueþ lettreþ estþ annotéeþ Lβ,þ quelþ estþ leþ meilleurþ em-
boitageþ B = B0tuB1tv . . . twBb−1,þ compatibleþ avecþ (Ti,j, A) etþ utilisantþ Mβ,þ telþ queþ B
utiliseþ leþ moinsþ deþ mémoireþ possibleþ ?þ
Àþ partirþ d’unþ facteurþ annoté,þ nousþ commençonsþ parþ trouverþ lesþ variationsþ entreþ
leþ facteurþ etþ leþ motifþ quiþ aþ permisþ sonþ annotation.þ Nousþ utilisonsþ unþ alignementþ parþ
programmationþ dynamiqueþ entreþ Ti,j etþ Mβ afinþ deþ trouverþ toutesþ lesþ variationsþ entreþ
eux,þ leþ sensþ deþ lectureþ s deþ Mβ ainsiþ queþ laþ positionþ deþ départþ d àþ laquelleþ ti s’aligne.þ
L’alignementþ seþ faitþ enþ tempsþ O((j − i)×m),þ avecþ m laþ longueurþ deþ Mβ.þ
Soientþ E = e0, e1, . . . ee+1,þ avecþ e0 = i − 1,þ ee+1 = j + 1 etþ e1, . . . ee lesþ positionsþ
dansþ T desþ e variationsþ trouvéesþ entreþ Ti,j etþ Mk,þ illustréesþ dansþ laþ figureþ 3.10þ.þ Nousþ
avonsþ i − 1 = e0 < e1 < e2 < . . . < ee < ee+1 = j + 1.þ Lorsþ deþ laþ substitutionþ ouþ deþ
l’insertionþ d’uneþ lettreþ àþ laþ positionþ ti deþ T,þ laþ variationþ seþ trouveþ àþ laþ positionþ i.þ Siþ ilþ
yþ euþ uneþ délétionþ deþ laþ lettreþ seþ trouvantþ entreþ ti etþ ti+1,þ alorsþ laþ variationþ seþ trouveraþ
àþ laþ positionþ i+ 1.þ
Soitþ ru = eu+1 − eu − 1.þ Nousþ avonsþ r0,þ leþ nombreþ deþ lettresþ dansþ T entreþ ti−1 etþ
laþ premièreþ variation,þ re estþ leþ nombreþ deþ lettresþ entreþ laþ dernièreþ variationþ etþ tj+1,þ etþ
∀u ∈ [1, e],þ ru estþ leþ nombreþ deþ positionsþ entreþ laþ variationþ u etþ laþ variationþ u+ 1.þ
Tþ Gþ Aþ Tþ Aþ Tþ Cþ Cþ Tþ Aþ Cþ Gþ -þ Cþ Tþ Tþ
21 i = 22 23 24 25 26 27 28 29 30 31 32 j = 33 34
Aþ Cþ Aþ Tþ Cþ Cþ -þ Aþ Cþ Gþ Aþ Cþ TþT
M6
e0 e1 e2 e3 e4
r0 = 1 r1 = 4 r2 = 2 r3 = 2
Figureþ 3.10 :þ Unþ alignementþ entreþ leþ motifþ M6 etþ laþ sous-séquenceþ T22,33 deþ T com-
portantþ 3 variations.þ Uneþ substitutionþ seþ trouveþ àþ laþ positionþ 23 deþ T ,þ
e1 = 23.þ Uneþ délétionþ aþ étéþ faiteþ entreþ lesþ positionsþ 27 etþ 28 deþ T ,þ e2 doitþ
seþ trouverþ surþ uneþ positionþ duþ texte,þ nousþ leþ plaçonsþ aprèsþ laþ variation,þ
e2 = 28.þ Uneþ insertionþ aþ étéþ faiteþ àþ laþ positionþ 31 deþ T ,þ e3 = 31.þ
Emboitageþ optimalþ d’unþ facteurþ annotéþ
Chaqueþ portionþ deþ texteþ seþ trouvantþ entreþ deuxþ variationsþ consécutivesþ estþ re-
présentéeþ parþ uneþ BXþ ouþ uneþ BN.þ Nousþ utilisonsþ uneþ programmationþ dynamiqueþ pourþ
combinerþ ouþ modifierþ desþ boitesþ encodantþ desþ portionsþ duþ texteþ deþ plusþ enþ plusþ grandes,þ
afinþ deþ trouverþ leþ meilleurþ emboitageþ duþ facteurþ annoté.þ
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Soitþ S uneþ tableþ deþ tailleþ (e+2)2,þ avecþ e ≤ (j− i+1),þ dontþ lesþ lignesþ etþ colonnesþ
représententþ lesþ valeursþ deþ E.þ Chaqueþ caseþ S[k, l] = B indiqueþ unþ desþ meilleursþ emboi-
tagesþ B deþ Tek+1,el−1.þ Nousþ remplissonsþ cetteþ tableþ parþ uneþ programmationþ dynamique,þ
diagonaleþ parþ diagonale,þ avecþ unþ algorithmeþ quiþ aþ desþ similaritésþ avecþ l’algorithmeþ deþ
repliementþ deþ structureþ secondaireþ d’ARNþ proposéþ parþ Nussinovþ [þ36þ].þ Leþ meilleurþ em-
boitageþ deþ Ti,j seþ trouveþ dansþ laþ caseþ S[0, e+ 1].þ
Nousþ commençonsþ parþ analyserþ lesþ facteursþ duþ texteþ seþ trouvantþ entreþ deuxþ va-
riations,þ ilsþ sontþ surþ uneþ diagonaleþ deþ laþ tableþ S.þ Nousþ formonsþ alorsþ uneþ BXþ ouþ uneþ
BNþ enþ fonctionþ deþ laþ tailleþ duþ facteur.þ
∀i ∈ [0, q] :þ S[i, i+ 1] = min
{
BXþ(ei+1 − ei − 1, {tei+1, tei+2, . . . , tei+1−1})
BNþ(β, s, d+ ei, ei+1 − ei − 1)
Laþ tailleþ minimumþ d’uneþ BNþ estþ nomméeþ ZG.þ Ilþ estþ utiliséþ dansþ lesþ troisþ algo-
rithmesþ d’emboitageþ etþ estþ optimiséþ dansþ laþ sectionþ 3.2.4þ.þ
Nousþ calculonsþ ensuiteþ diagonaleþ parþ diagonaleþ avecþ :þ
∀i, j telsþ queþ 1 < i+ 1 < j ≤ e+ 1 :þ
S[i, j] = min
{
mink∈[i+1,j−1](S[i, k]⊕ tek ⊕R0S[i,k](S[k, j])), (1)þ :þ concaténationþ deþ deuxþ casesþ
BEþ(β, s, d+ ei, ej − ei − 1, j − i− 1, P ) (2)þ :þ créationþ d’uneþ BEþ
Laþ figureþ 3.11þ schématiseþ lesþ différentsþ emboitagesþ possiblesþ calculésþ dansþ uneþ
case.þ
(1)þ Meilleureþ concaténationþ deþ deuxþ casesþ :þ Nousþ utilisonsþ laþ transformationþ
R0S[i,k](S[k, j]),þ enþ O(e) carþ seulþ leþ motifþ Mβ estþ utilisé.þ Nousþ gardonsþ laþ concaténa-
tionþ S[i, k]⊕ tek ⊕R0S[i,k](S[k, j]),þ avecþ k ∈ [i+1, j − 1],þ utilisantþ leþ moinsþ deþ mémoire,þ
enþ O(e2) pourþ l’ensemble.þ
(2)þ Créationþ d’uneþ BEþ recouvrantþ touteþ laþ caseþ :þ S[i, j] = BEþ(β, s, d+ei, ej−ei−
1, j − i− 1, P ),þ avecþ P étantþ lesþ variationsþ deþ laþ boiteþ (variationsþ eu calculéesþ lorsþ deþ
l’alignement).þ
Lesþ boitesþ duþ meilleurþ emboitageþ B = B0tuB1tv . . . twBb−1 deþ Ti,j duþ facteurþ sontþ
décritesþ dansþ laþ caseþ S[0, e + 1].þ Laþ programmationþ dynamiqueþ s’exécuteþ avecþ uneþ
complexitéþ deþ O(e4).þ
Emboitageþ deþ laþ séquenceþ complèteþ
Nousþ utilisonsþ laþ programmationþ dynamiqueþ pourþ chaqueþ facteurþ annotéþ duþ texte.þ
Lesþ facteursþ dontþ l’annotationþ estþ ε sontþ représentésþ parþ desþ BX.þ L’emboitageþ duþ texteþ
n’estþ pasþ optimalþ dansþ certainsþ casþ extrêmes,þ parþ exempleþ lorsqueþ deuxþ facteursþ sontþ
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Figureþ 3.11 :þ Emboitageþ duþ facteurþ T22,33 ayantþ 3 variationsþ avecþ sonþ motifþ référence.þ
(Gauche)þ Surþ laþ premièreþ diagonale,þ leþ seuilþ deþ ZG = 4 aþ étéþ mis,þ ainsiþ laþ
boiteþ représentantþ T23,28 estþ uneþ GBþ etþ celleþ représentantþ T21,23 estþ uneþ
PB.þ Laþ caseþ ♣ couvreþ leþ facteurþ entreþ lesþ positionsþ 23 etþ 34 (exclues).þ
(Droite)þ Elleþ estþ calculéeþ parþ leþ scoreþ minimumþ entreþ :þ laþ concaténationþ
desþ boitesþ desþ casesþ  etþ ♥ ouþ laþ concaténationþ desþ boitesþ desþ casesþ 4
etþ ♠ ouþ laþ formationþ d’uneþ boiteþ àþ erreurs.þ
annotésþ deþ laþ mêmeþ manièreþ etþ séparésþ parþ uneþ lettre.þ
Dansþ leþ pireþ desþ cas,þ leþ texteþ estþ annotéþ intégralementþ avecþ laþ mêmeþ annotationþ etþ
ilþ yþ aþ uneþ variationþ àþ chaqueþ position,þ doncþ e = n.þ Laþ complexitéþ totaleþ deþ l’emboitageþ
estþ alorsþ O(n4 + n2).þ Maisþ dansþ leþ casþ général,þ e estþ considérablementþ plusþ petitþ queþ n
etþ l’emboitageþ aþ uneþ complexitéþ deþ O(e4 × n′ +m2),þ oùþ e estþ leþ nombreþ maximumþ deþ
variationsþ dansþ unþ facteur,þ n′ leþ nombreþ deþ facteursþ annotésþ (þen′ ≤ n)þ etþ m laþ tailleþ
maximaleþ d’unþ motifþ deþ M .þ
3.2.3þ Emboitageþ d’unþ texteþ nonþ annotéþ
Soitþ T unþ texteþ deþ tailleþ n nonþ annotéþ etþ M = {M0,M1, . . .Mm−1},þ unþ ensembleþ
deþ motifsþ annotésþ avecþ L.þ Quelþ estþ leþ meilleurþ emboitageþ B = B0tuB1tv . . . twBb−1 deþ
T compatibleþ avecþ M ,þ telþ queþ B utiliseþ leþ moinsþ deþ mémoireþ possibleþ ?þ
Cetþ emboitageþ créeþ desþ boitesþ représentantþ desþ facteursþ appartenantþ àþ plusieursþ
motifsþ deþ M ,þ commeþ dansþ laþ figureþ 3.8þ (casþ 4).þ
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Arbreþ desþ suffixesþ N
Commençonsþ parþ définirþ l’arbreþ desþ suffixesþ N ,þ quiþ vaþ êtreþ utiliséþ pourþ formerþ
desþ boitesþ lesþ plusþ grandesþ possibles.þ Soitþ N ,þ unþ arbreþ desþ suffixes,þ voirþ sectionþ 2.4.1þ,þ
crééþ àþ partirþ deþ M ,þ unþ ensembleþ deþ motifsþ annotés.þ N reconnaîtþ tousþ lesþ suffixesþ desþ
séquencesþ deþ M .þ Lorsqueþ nousþ traitonsþ l’ADN,þ nousþ ajoutonsþ tousþ lesþ suffixesþ desþ
complémentairesþ inversesþ desþ séquencesþ deþ M .þ
Unþ nœudþ interneþ deþ N estþ définiþ parþ q = (c, filsþ) avecþ c leþ motþ reconnuþ parþ leþ
nœud,þ etþ laþ fonctionþ filsþ(q, α) quiþ retourneþ leþ nœudþ filsþ deþ q parþ laþ transitionþ deþ lettreþ
α siþ elleþ existe,þ sinonþ retourneþ ⊥.þ Unþ cheminþ dansþ N estþ uneþ suiteþ deþ nœuds,þ allantþ
d’unþ nœud,þ àþ l’unþ deþ sesþ descendants.þ Chaqueþ motþ reconnuþ parþ N estþ représentéþ parþ
unþ cheminþ allantþ deþ laþ racineþ àþ uneþ feuille.þ Chaqueþ feuilleþ indiqueþ l’identifiantþ duþ ouþ
desþ motifsþ dontþ leþ cheminþ estþ unþ facteur.þ
Soitþ nœudþ(c),þ laþ fonctionþ quiþ retourneþ leþ nœudþ quiþ reconnaîtþ laþ séquenceþ c ouþ
retourneþ ⊥ siþ leþ cheminþ n’existeþ pas.þ Laþ fonctionþ feuillesþ(q) retourneþ laþ listeþ desþ feuillesþ
descendantþ duþ nœudþ q.þ feuilles(q)[i] permetþ d’accéderþ auþ tripletþ (i, s, d) deþ laþ ièmeþ
feuilleþ descendantþ duþ nœudþ q.þ
Étantþ donnéþ deuxþ nœudsþ q0 etþ q1 etþ unþ caractèreþ β,þ laþ fonctionþ correspond(q0, β, q1)
évalueþ siþ l’unþ desþ nœudsþ q = nœudþ(q0.c α q1.c) (substitution),þ q = nœudþ(q0.c q1.c)
(insertion)þ ouþ q = nœudþ(q0.c αβ q1.c) (délétion)þ avecþ α ∈ Σ,þ existe.þ Cetteþ fonctionþ
retourneþ (q, α, errþ),þ avecþ q,þ l’unþ desþ nœudsþ trouvéþ s’ilþ existe,þ ⊥ sinon,þ laþ lettreþ α quiþ
permetþ deþ trouverþ leþ noeudþ etþ errþ leþ typeþ d’erreur,þ avecþ err = insþ,þ delþ ouþ subþ siþ unþ
noeudþ aþ étéþ trouvé,þ nulþ sinon.þ Cetteþ fonctionþ permetþ deþ trouverþ leþ noeudþ dontþ leþ cheminþ
correspondþ àþ uneþ BE.þ
Pseudo-emboitageþ
Lorsþ desþ deuxþ algorithmesþ suivants,þ nousþ allonsþ formerþ desþ emboitagesþ dontþ lesþ
boitesþ peuventþ êtreþ modifiéesþ àþ chaqueþ étape.þ Nousþ voulonsþ unþ moyenþ deþ neþ pasþ fixerþ
tropþ rapidementþ lesþ boites,þ auþ risqueþ deþ manquerþ desþ modificationsþ possibles.þ Parþ
exempleþ siþ nousþ avonsþ uneþ BNþ représentantþ unþ facteurþ communþ àþ plusieursþ motifs,þ
choisirþ l’unþ desþ motifsþ deþ M risqueþ d’empêcherþ laþ formationþ d’uneþ BRþ faisantþ référenceþ
àþ laþ BNþ actuelleþ siþ onþ avaitþ choisiþ unþ autreþ motif.þ Nousþ utilisons,þ pourþ chaqueþ boite,þ unþ
pointeurþ versþ unþ nœudþ deþ N .þ Leþ cheminþ deþ laþ racineþ deþ N àþ ceþ pointeurþ représenteþ leþ
facteurþ stockéþ parþ laþ boite.þ Lesþ feuillesþ descendantþ deþ ceþ nœudþ contiennentþ lesþ valeursþ
possiblesþ pourþ lesþ identifiantsþ duþ motif,þ sensþ deþ lectureþ etþ débutþ surþ leþ motif.þ Ainsiþ nousþ
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assigneronsþ desþ valeursþ temporairesþ (0, 0, 0) dansþ laþ boiteþ etþ nousþ référeronsþ auþ nœudþ
pourþ connaîtreþ lesþ valeursþ possibles.þ Laþ traductionþ enþ emboitageþ assigneraþ lesþ valeursþ
finalesþ desþ élémentsþ desþ boites.þ
Soitþ (Bi, qi) uneþ pseudo-boite,þ avecþ qi = noeud(ϕ(Bi)) unþ pointeurþ versþ l’arbreþ
N ,þ leþ pseudo-emboitageþ deþ Ti,j estþ définiþ parþ B′ = (B0, q0)tu(B1, q1)tv . . . tw(Bb−1, qb−1)
Nousþ utilisonsþ lesþ mêmesþ opérationsþ surþ lesþ emboitagesþ queþ cellesþ décritesþ dansþ
laþ sectionþ précédenteþ avecþ uneþ variationþ surþ laþ fonctionþ λ (exprimantþ laþ tailleþ enþ bitþ
d’uneþ boite).þ Lorsqu’uneþ opérationþ surþ lesþ boitesþ n’estþ pasþ possible,þ alorsþ nousþ formonsþ
uneþ boite,þ nonþ BX,þ dontþ leþ pointeurþ q estþ nul,þ laþ tailleþ deþ laþ boiteþ estþ alorsþ infinimentþ
grande.þ Soitþ (B, q),þ siþ q = ⊥ etþ B n’estþ pasþ uneþ BX,þ alorsþ laþ boiteþ estþ invalideþ etþ
λ(B) = +∞.þ Uneþ telleþ tailleþ nousþ permetþ d’éliminerþ lesþ emboitagesþ impossiblesþ grâceþ
àþ laþ fonctionþ min.þ
3.2.3.1þ Emboitageþ optimalþ parþ programmationþ dynamiqueþ
Soitþ S uneþ tableþ deþ tailleþ n × n dontþ lesþ lignesþ etþ lesþ colonnesþ ontþ pourþ indiceþ 0
àþ n− 1.þ Laþ caseþ S[i, j] = B indiqueþ l’unþ desþ meilleursþ pseudo-emboitagesþ deþ Ti,j.þ
Nousþ remplissonsþ cetteþ tableþ avecþ uneþ programmationþ dynamique.þ Nousþ com-
mençonsþ parþ initialiserþ laþ tableþ enþ formantþ desþ BXþ surþ tousþ lesþ facteursþ deþ tailleþ 1.þ
Puisþ nousþ examineronsþ desþ facteursþ deþ plusþ enþ plusþ grandsþ enþ modifiantþ lesþ BXþ enþ BN,þ
puisþ enþ BRþ ouþ BE.þ Lesþ pointeursþ surþ l’arbreþ N serontþ nulsþ lorsqu’ilsþ accompagnentþ
uneþ BXþ (auþ casþ oùþ leþ facteurþ neþ seraitþ pasþ présentþ dansþ l’arbre),þ maisþ serontþ définisþ
dèsþ qu’ilþ s’agiraþ d’unþ autreþ typeþ deþ boite.þ L’emboitageþ duþ texteþ T estþ obtenuþ parþ laþ
transformationþ duþ pseudo-emboitageþ deþ laþ caseþ S[0, n− 1].þ
Nousþ initialisonsþ laþ tableþ enþ créantþ uneþ BXþ pourþ chaqueþ facteurþ deþ tailleþ 1 :þ
S[i, i] = (BX(1, ti),⊥)
Nousþ calculonsþ ensuiteþ diagonaleþ parþ diagonaleþ avecþ :þ
S[i, j] = min

D(S[i, j − 1]) élargissementþ deþ l’emboitageþ versþ laþ droiteþ (1)
mink∈[i+1,j−1](F (S[i, k − 1]⊕ tk ⊕RS[i,k−1](S[k + 1, j])))
meilleureþ concaténationþ deþ deuxþ casesþ (2)
Laþ figureþ 3.12þ représenteþ lesþ emboitagesþ possiblesþ dansþ uneþ case.þ
(1)þ Soitþ D(S[i, j − 1]) laþ transformationþ deþ S[i, j − 1] étendantþ saþ dernièreþ boiteþ
d’uneþ lettreþ versþ laþ droite.þ Soitþ S[i, j − 1] = (B0, q0)tu . . . tw(Bk, qk).þ Nousþ utilisonsþ
laþ pseudo-boiteþ (Bk, qk) pourþ créerþ laþ nouvelleþ pseudo-boiteþ (B′k, q′k).þ D(S[i, j − 1]) =
(B0, q0)tu . . . tw(B
′
k, q
′
k) Nousþ avonsþ t′ = j − w,þ laþ tailleþ duþ facteurþ Tw+1,j.þ Soitþ q =
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fils(qk, tj),þ leþ nœudþ représentantþ Tw+1,j,þ s’ilþ existeþ dansþ N ,þ sinonþ ⊥.þ
—þþ Siþ t′ < ZG,þ alorsþ nousþ formonsþ uneþ BX,þ (B′k, q′k) = (BX(t′, Ti,j),⊥).þ
—þþ Siþ q = ⊥,þ alorsþ onþ neþ peutþ pasþ augmenterþ laþ boite :þ (B′k, q′k) = (BN(0, 0, 0, t′),⊥).þ
—þþ Sinon,þ siþ Bk estþ uneþ BX,þ (B′k, q′k) = (BN(0, 0, 0, t′), q).þ
—þþ Sinon,þ siþ Bk estþ uneþ BRþ faisantþ référenceþ àþ laþ boiteþ (Bl, ql),þ siþ uneþ feuilleþ deþ q
etþ uneþ feuilleþ deþ ql ontþ lesþ mêmesþ identifiantþ etþ sensþ deþ lectureþ duþ motif,þ alorsþ
(B′k, q
′
k) = (Bk, q),þ sinonþ (B′k, q′k) = (BN(0, 0, 0, t′),⊥).þ
—þþ Sinon,þ Bk estþ uneþ BE,þ (B′k, q′k) = (Bk, q).þ
(2)þ Pourþ chaqueþ coupleþ deþ casesþ S[i, k − 1] etþ S[k + 1, j],þ avecþ i+ 1 ≤ k ≤ j − 1,þ
nousþ testonsþ siþ nousþ pouvonsþ transformerþ desþ BNþ deþ S[k+1, j] enþ BRþ (fonctionþ R),þ puisþ
siþ laþ concaténationþ permetþ laþ formationþ d’uneþ BEþ àþ laþ jonctionþ desþ deuxþ emboitagesþ
(fonctionþ F ).þ Nousþ gardonsþ laþ meilleureþ deþ cesþ transformations.þ Laþ fonctionþ F surþ
uneþ concaténationþ S[i, k − 1] ⊕ tk ⊕ S[k + 1, j] appelleþ laþ fonctionþ correspond surþ lesþ
noeudsþ provenantþ deþ laþ dernièreþ boiteþ deþ S[i, k − 1] etþ deþ laþ premièreþ pseudo-boiteþ deþ
S[k+1, j] etþ laþ lettreþ tk.þ Uneþ BEþ estþ forméeþ siþ dansþ leþ retourþ (q, α, err) deþ correspond,þ
err 6= "nul"þ enþ ajoutantþ l’erreurþ (k, err, α) dansþ P .þ
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C
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G
A
G ♠
T
G
T
C
T
A C G G A G T G T C T
xþ
xþ
+
4+ 1
BEþ
+♠
(1)þ
(2)þ
(2)þ
BX :þ BN :þ BR :þ BE :þ
Figureþ 3.12 :þ Emboitageþ duþ texteþ nonþ annotéþ T = ACGGAGTGTCT parþ program-
mationþ dynamique.þ (Gauche)þ Laþ caseþ ♣,þ décritþ leþ meilleurþ emboitageþ
deþ T2,9,þ facteurþ encadréþ enþ dessous.þ (Droite)þ Cetteþ caseþ estþ leþ meilleurþ
résultatþ parmiþ lesþ casþ suivantsþ :þ (þ1)þ l’emboitageþ deþ laþ caseþ 4 auquelþ
onþ ajouteþ uneþ lettreþ àþ droiteþ ouþ laþ concaténationþ deþ deuxþ casesþ (parþ
exempleþ  etþ ♠)þ avecþ (þ2)þ ouþ sansþ (þ3)þ possibilitéþ deþ créationþ deþ BE.þ
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Lorsqueþ laþ tableþ S estþ complète,þ leþ pseudo-emboitageþ deþ laþ caseþ S[0, n − 1] estþ
traduitþ enþ emboitage.þ Nousþ devonsþ commencerþ parþ définirþ lesþ valeursþ desþ élémentsþ deþ
chaqueþ BRþ ainsiþ queþ lesþ BNþ versþ lesquellesþ ellesþ pointent.þ Nousþ trouvonsþ lesþ feuilles,þ
descendantþ duþ nœudþ représentantþ lesþ boites,þ ayantþ identifiantþ etþ sensþ deþ lectureþ d’unþ
motifþ identiques.þ Toutesþ lesþ BNþ etþ BRþ ayantþ unþ nœudþ nulþ ontþ étéþ éliminéesþ grâceþ àþ
laþ fonctionþ min.þ Nousþ pouvonsþ ensuiteþ transformerþ lesþ boitesþ restantesþ enþ choisissantþ
parþ exempleþ lesþ valeursþ seþ trouvantþ dansþ laþ premièreþ feuilleþ descendantþ duþ nœudþ re-
présentantþ laþ boite.þ Puisþ nousþ supprimonsþ lesþ pointeursþ versþ lesþ nœudsþ deþ l’arbreþ N .þ
L’emboitageþ représenteþ leþ texteþ T .þ
Notreþ tableþ deþ programmationþ dynamiqueþ estþ deþ tailleþ n2.þ Pourþ chaqueþ caseþ
S[i, j],þ nousþ allonsþ regarderþ lesþ O(n) couplesþ deþ casesþ deþ laþ colonneþ i etþ deþ laþ ligneþ
j.þ Pourþ chaqueþ couple,þ nousþ utilisonsþ laþ fonctionþ RB(B′).þ Dansþ leþ pireþ desþ cas,þ ilþ yþ
aþ uneþ pseudo-boiteþ toutesþ lesþ deuxþ lettres,þ etþ laþ complexitéþ deþ l’emboitageþ estþ O(n4).þ
Maisþ dansþ leþ casþ général,þ ilþ yþ aþ sensiblementþ moinsþ deþ pseudo-boitesþ queþ deþ lettres,þ laþ
complexitéþ estþ O(n3 × b),þ avecþ b étantþ leþ nombreþ deþ boitesþ donnéesþ parþ unþ emboitageþ
deþ l’algorithme.þ
Nousþ jugeonsþ laþ complexitéþ deþ cetþ algorithmeþ tropþ importanteþ etþ décrivonsþ main-
tenantþ unþ autreþ algorithmeþ d’emboitage,þ nécessitantþ moinsþ deþ temps,þ maisþ dontþ leþ
résultatþ estþ approché.þ
3.2.3.2þ Emboitageþ rapideþ nonþ optimal,þ parþ optimisationsþ successivesþ
Afinþ d’utiliserþ moinsþ deþ tempsþ deþ calculþ queþ l’algorithmeþ précédent,þ nousþ allonsþ
pseudo-emboiterþ T enþ lisantþ leþ texteþ deþ gaucheþ àþ droite,þ puisþ nousþ allonsþ optimiserþ
localementþ chaqueþ boiteþ enþ utilisantþ plusieursþ règlesþ successives.þ
Pseudo-emboitageþ gloutonþ :þ Supposonsþ queþ nousþ ayonsþ pseudo-emboitéþ T0,i−2 enþ
B′ = (B0, q0)tu . . . tw(Bk−1, qk−1),þ nousþ ajoutonsþ laþ lettreþ ti−1 puisþ uneþ pseudo-boiteþ
(Bk, qk).þ Nousþ cherchonsþ pourþ celaþ leþ plusþ grandþ j telþ queþ leþ motifþ Ti,i+j−1 soitþ présentþ
dansþ N :þ noeud(Ti,i+j−1) = q etþ q 6= ⊥.þ Siþ j < ZG,þ alorsþ (Bk, qk) = (BX(j, Ti,i+j−1), q)
sinonþ (Bk, qk) = (BN(0, 0, 0, j), q).þ Nousþ emboitonsþ toutþ leþ texteþ T deþ cetteþ manièreþ
enþ O(n).þ
Optimisationþ gloutonneþ localeþ :þ Lorsqueþ desþ BNþ seþ formentþ ainsi,þ ellesþ ontþ parþ
constructionþ uneþ erreurþ àþ leurþ droite,þ surþ laþ lettreþ ti+j.þ Nousþ allonsþ doncþ essayerþ deþ
lesþ agrandirþ versþ laþ gaucheþ pourþ trouverþ l’erreurþ àþ cetteþ extrémité.þ Deþ cetteþ manière,þ
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toutesþ lesþ BNþ (possiblementþ transforméesþ enþ BEþ ouþ BR)þ sontþ encadréesþ parþ desþ erreurs.þ
Nousþ optimisonsþ ceþ pseudo-emboitageþ enþ agrandissantþ lesþ BNþ etþ enþ intégrantþ lesþ
BEþ etþ lesþ BR.þ Puisþ nousþ allonsþ choisirþ desþ identifiantsþ deþ motifsþ pourþ lesþ boitesþ ayantþ
plusieursþ identifiantsþ possiblesþ enþ donnantþ laþ prioritéþ àþ desþ motifsþ déjàþ présentsþ dansþ
leþ texte.þ Uneþ foisþ transformée,þ uneþ boiteþ neþ pourraþ plusþ êtreþ modifiéeþ ceþ quiþ conduitþ àþ
uneþ complexitéþ linéaireþ deþ l’algorithme.þ
Nousþ formonsþ uneþ listeþ desþ positionsþ desþ BNþ triéesþ dansþ l’ordreþ croissantþ duþ
nombreþ deþ feuillesþ descendantþ deþ chaqueþ nœudþ deþ boiteþ enþ O(b log b).þ Nousþ allonsþ
analyserþ puisþ traduireþ chaqueþ BNþ dansþ cetþ ordre.þ Deþ cetteþ manière,þ nousþ pourronsþ
faireþ desþ BRþ avecþ lesþ dernièresþ boites,þ enþ choisissantþ unþ identifiantþ (parmiþ lesþ nombreuxþ
possibles)þ quiþ auraþ déjàþ étéþ utiliséþ dansþ lesþ boitesþ déjàþ analysées.þ
Soitþ (Bk, qk) laþ BNþ actuellementþ analysée,þ représentantþ leþ facteurþ Tb,c etþ (Bk−1, qk−1)
représentantþ leþ facteurþ Ta,b−2,þ laþ boiteþ quiþ estþ directementþ avantþ Bk dansþ l’ordreþ deþ T .þ
Bk subitþ plusieursþ analysesþ puisþ estþ traduiteþ enþ boite :þ
(1)þ Formationþ deþ BEþ parþ fusionþ :þ Soitþ correspond(qk−1, tb−1, qk) = (q, α, err),þ
siþ err 6= "nul"þ,þ alorsþ nousþ pouvonsþ formerþ uneþ BEþ (siþ laþ transformationþ réduitþ laþ
tailleþ totaleþ deþ l’emboitage)þ :þ (Bk−1, qk−1) = (BE(0, 0, 0, c − a + 1, 1, P ), q) avecþ P =
{(b− a+2, err, α)}.þ Nousþ recommençonsþ avecþ lesþ boitesþ Bk−2, Bk−3, . . . , B0 jusqu’àþ neþ
plusþ pouvoirþ agrandirþ laþ boiteþ Bk.þ Puisþ nousþ procédonsþ deþ laþ mêmeþ manièreþ avecþ lesþ
boitesþ àþ droiteþ Bk+1, Bk+2, . . . , Bb−1.þ Cetteþ étapeþ seþ faitþ auþ maximumþ enþ O(b) etþ estþ
représentéeþ dansþ laþ figureþ 3.13þ casþ (1).þ
(2)þ Agrandissementþ deþ laþ Bk :þ Siþ Bk−1 estþ uneþ BXþ ouþ n’aþ pasþ étéþ analysée,þ
nousþ allonsþ essayerþ d’augmenterþ laþ longueurþ deþ Bk.þ Grâceþ àþ laþ manièreþ dontþ elleþ aþ
étéþ construite,þ laþ pseudo-boiteþ Bk neþ peutþ êtreþ étendueþ versþ laþ droite,þ nousþ allonsþ
doncþ essayerþ deþ l’étendreþ versþ laþ gauche,þ lettreþ parþ lettre,þ enþ tronquantþ cesþ lettresþ àþ
laþ boiteþ Bk−1.þ Pourþ cela,þ nousþ cherchonsþ leþ plusþ grandþ j telþ queþ noeud(Tb−j,c) 6= ⊥,þ etþ
j ∈ [0, a−t′−1]∪{a−t′+1} (onþ neþ veutþ pasþ deuxþ lettresþ entreþ lesþ boites).þ Nousþ pouvonsþ
doncþ augmenterþ laþ tailleþ deþ (Bk, qk) = (Bk, (noeud(Tb−j,c)),þ avecþ Bk.t augmentéþ deþ j
etþ diminuerþ celleþ deþ (Bk−1, qk−1) = (Bk−1, q),þ avecþ q,þ leþ jèmeþ ancêtreþ deþ qk−1 etþ Bk−1.t
diminuéþ deþ j.þ Cetteþ étapeþ seþ faitþ auþ maximumþ enþ O(n) etþ estþ représentéeþ dansþ laþ figureþ
3.13þ casþ (2).þ
(3)þ Vérificationþ deþ laþ tailleþ deþ laþ boite :þ Nousþ regardonsþ laþ tailleþ deþ laþ boite,þ siþ
t < ZG,þ alorsþ laþ boiteþ actuelleþ aþ étéþ rognéeþ parþ laþ boiteþ seþ trouvantþ àþ saþ droiteþ etþ elleþ
n’aþ puþ êtreþ agrandieþ suffisammentþ dansþ lesþ étapesþ précédentes,þ alorsþ cetteþ boiteþ estþ
traduiteþ enþ BXþ avecþ (Bk, qk) = (BX(c − b + 1, Tb,c), qk).þ Cetteþ étapeþ estþ réaliséeþ enþ
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O(1) etþ estþ représentéeþ dansþ laþ figureþ 3.13þ casþ (4).þ
(4)þ Traductionþ deþ laþ pseudo-boiteþ etþ sélectionþ duþ motifþ :þ lorsþ deþ laþ traductionþ deþ
laþ pseudo-boiteþ enþ boite,þ seulsþ lesþ identifiants,þ sensþ etþ débutþ surþ leþ motifþ sontþ àþ déter-
minerþ parmiþ lesþ feuillesþ descendantesþ deþ qk.þ Nousþ maintenonsþ uneþ listeþ K contenantþ
lesþ identifiantsþ desþ boitesþ déjàþ traduites.þ Siþ plusieursþ feuillesþ descendentþ deþ qk,þ nousþ
choisissonsþ uneþ feuilleþ dontþ l’identifiantþ seþ trouveþ déjàþ dansþ K enþ tempsþ O(|K|).þ |K|
estþ maximiséþ parþ leþ nombreþ b deþ boites.þ S’ilþ n’yþ enþ aþ pas,þ nousþ enþ choisissonsþ uneþ auþ
hasard.þ Laþ traductionþ deþ laþ boiteþ seþ faitþ enþ tempsþ O(n log b).þ
3þ :þ B0 4þ :þ B1 2þ :þ B2 1þ :þ B3
(1)þxþ
(2)þxþ
(3)þxþ
(4)þxþ
BX :þ
BN :þ
BR :þ
BE :þ
Boitesþ déjàþ
analyséesþþ :þþ
Figureþ 3.13 :þ Emboitageþ parþ optimisationþ gloutonneþ surþ unþ texte.þ Leþ texteþ estþ emboitéþ
avecþ unþ emboitageþ gloutonþ deþ gaucheþ àþ droite.þ Ilþ créeþ quatreþ BNþ quiþ
sontþ triéesþ dansþ l’ordreþ B3, B2, B0, B1.þ (1)þ B3 peutþ êtreþ concaténéeþ àþ B2,þ
maisþ pasþ àþ B1,þ pourþ formerþ uneþ BE.þ (2)þ B3 rogneþ ensuiteþ laþ boiteþ B1 deþ
quelquesþ lettres.þ (3)þ B2 n’existeþ plus,þ nousþ examinonsþ B0 quiþ neþ peutþ
pasþ êtreþ modifiéeþ carþ c’estþ laþ premièreþ boite.þ (4)þ B1 neþ peutþ pasþ êtreþ
concaténéeþ niþ agrandieþ carþ B0 aþ déjàþ étéþ analyséeþ etþ elleþ estþ tropþ petiteþ
pourþ êtreþ uneþ BN,þ elleþ estþ transforméeþ enþ BX.þ
Dèsþ queþ toutesþ lesþ BNþ sontþ analysées,þ lesþ pseudo-boitesþ nonþ analyséesþ sontþ tra-
duitesþ enþ BX.þ
Leþ triþ initialþ seþ faitþ enþ O(b log b).þ L’étapeþ (1)þ seþ faitþ enþ tempsþ amortiþ O(b) carþ
chaqueþ boiteþ neþ peutþ êtreþ fusionnéeþ qu’avecþ uneþ seuleþ autre.þ Deþ laþ mêmeþ manière,þ
l’étapeþ (2)þ seþ faitþ enþ O(n) auþ totalþ carþ chaqueþ lettreþ neþ peutþ êtreþ intégréeþ qu’àþ uneþ boite.þ
Lesþ étapesþ (3)þ etþ (4)þ seþ fontþ enþ tempsþ O(1) etþ O(bn) pourþ chaqueþ boite,þ soitþ O(b) etþ
O(bn log b) auþ total.þ L’algorithmeþ aþ uneþ compléxitéþ totaleþ deþ O(b log b+bn log b+n+b).þ Ilþ
nécessiteþ uneþ mémoireþ deþ O(b) bitsþ pourþ laþ table,þ O(m2) bitsþ pourþ l’arbreþ desþ suffixesþ etþ
n pourþ leþ texte,þ soitþ unþ totalþ deþ n+O(b+m2) bits.þ avecþ b leþ nombreþ deþ boitesþ forméesþ lorsþ
deþ l’emboitageþ deþ départ.þ Cetþ algorithmeþ n’estþ pasþ optimalþ carþ plusieursþ casþ peuventþ
êtreþ oubliés.þ Parþ exemple,þ siþ deuxþ BNþ sontþ séparéesþ parþ uneþ BX,þ l’algorithmeþ neþ vaþ
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pasþ testerþ laþ formationþ d’uneþ BEþ recouvrantþ leþ tout,þ alorsþ qu’ilþ auraitþ puþ économiserþ
deþ laþ mémoire.þ
3.2.4þ Optimiserþ laþ tailleþ desþ boitesþ
Lorsþ deþ l’emboitageþ d’unþ texte,þ nousþ voulonsþ queþ leþ texteþ emboitéþ prenneþ leþ moinsþ
d’espaceþ mémoireþ possible.þ Nousþ devonsþ prendreþ enþ compteþ unþ élémentþ quiþ seraþ présentþ
avantþ chaqueþ boiteþ indiquantþ leþ typeþ deþ laþ boiteþ etþ doncþ laþ manièreþ dontþ ilþ faudraþ laþ
décoder.þ Cetþ élémentþ utiliseþ uneþ placeþ deþ log(β) bitsþ avecþ β leþ nombreþ deþ typeþ deþ boitesþ
différentesþ (soitþ log 4 = 2).þ Nousþ utilisonsþ ensuiteþ lesþ optimisationsþ suivantes.þ
Dansþ unþ premierþ temps,þ nousþ utilisonsþ unþ codageþ deþ Huffmanþ pourþ écrireþ lesþ
différentsþ élémentsþ d’uneþ boite.þ Pourþ cela,þ nousþ emboitonsþ leþ texteþ enþ sauvegardantþ
dansþ uneþ tableþ lesþ valeursþ deþ chaqueþ élémentþ deþ chaqueþ boite,þ puisþ nousþ calculonsþ leþ
codeþ deþ chaqueþ élémentþ desþ boitesþ (saufþ l’élémentþ O desþ BXþ occupantþ toujoursþ 2 bitsþ
parþ lettres).þ
Ensuite,þ nousþ déterminonsþ leþ nombreþ minimalþ deþ lettresþ queþ peuventþ représenterþ
lesþ BN,þ BRþ etþ BE.þ Ilsþ sontþ déterminésþ parþ laþ tailleþ enþ bitsþ qu’occupentþ cesþ boitesþ
(enþ utilisantþ unþ codageþ deþ Huffmanþ ouþ non).þ Ainsiþ nousþ fixonsþ ZG telþ queþ λ(BN)−plog σ ≤
ZG <
λ(BN)−p
log σ
+1,þ leþ nombreþ minimalþ deþ lettresþ queþ peutþ représenterþ uneþ BN.þ Ceþ seuilþ
détermineþ leþ momentþ àþ partirþ duquelþ nousþ pouvonsþ choisirþ deþ fabriquerþ uneþ BNþ plutôtþ
qu’uneþ BX.þ Nousþ calculonsþ deþ manièreþ similaireþ ZR etþ ZE,þ leþ nombreþ minimalþ deþ lettresþ
queþ peutþ représenterþ uneþ BRþ etþ uneþ BE.þ
Cesþ deuxþ optimisationsþ demandentþ plusieursþ analysesþ duþ texteþ carþ lesþ codesþ desþ
élémentsþ desþ boitesþ demandentþ àþ ceþ queþ lesþ seuilsþ desþ boitesþ soientþ fixésþ (tailleþ desþ
codes),þ etþ leþ calculþ desþ seuilsþ doitþ connaîtreþ laþ placeþ mémoireþ queþ chaqueþ boiteþ utilise.þ
Ainsiþ nousþ pouvonsþ utiliserþ lesþ deuxþ optimisationsþ enþ boucleþ jusqu’àþ trouverþ unþ pointþ
d’équilibre,þ maisþ celaþ prendraitþ uneþ duréeþ indéterminée.þ
Pourþ calculerþ ZG,þ ZR etþ ZE,þ nousþ emboitonsþ leþ texteþ puisþ nousþ calculonsþ lesþ codesþ
deþ chaqueþ élémentþ desþ boites.þ
Dansþ unþ texteþ ADNþ réelþ deþ 30Mþ lettresþ etþ 1000 annotationsþ différentesþ constituantþ
120Kþ séquencesþ V(D)J,þ nousþ avonsþ utiliséþ l’emboitageþ glouton.þ Uneþ lettreþ estþ codéeþ enþ
2 bits,þ uneþ BXþ estþ codéeþ enþ 6 + 2t bits,þ avecþ t,þ leþ nombreþ deþ lettresþ queþ laþ boiteþ
représente,þ uneþ BNþ estþ codéeþ enþ 28 bits,þ uneþ BRþ enþ 21 bitsþ etþ uneþ BEþ enþ 30 + 12r
bits,þ avecþ r leþ nombreþ d’erreursþ dansþ laþ boite.þ Lesþ seuilsþ sontþ doncþ ZG = 14 lettres,þ
ZR = 10 lettresþ etþ ZE = 15 + 6r lettres.þ Àþ partirþ desþ cesþ seuils,þ nousþ trouvonsþ lesþ
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taillesþ minimalesþ etþ maximalesþ enþ bitsþ desþ boitesþ enþ utilisantþ unþ codageþ deþ Huffmanþ etþ
leþ théorèmeþ duþ codageþ sansþ bruit :þ uneþ BXþ estþ codéeþ enþ 6 + 2t bits,þ uneþ BNþ enþ 9 àþ 15
bits,þ uneþ BRþ enþ 9 àþ 13 bitsþ etþ uneþ BEþ enþ 11+9r àþ 17+9r bits.þ Laþ tableþ 3.1þ synthétiseþ
cesþ donnéesþ etþ laþ figureþ 3.14þ lesþ compareþ visuellement.þ
BXþ BNþ BRþ BEþ
élémentsþ (t, O) (i, s, d, t) (r, d, t) (i, s, d, t, n, P )
λ(B) sansþ Huffmanþ 6 + 2t 28 21 30 + 12r
λ(B) avecþ Huffmanþ 6 + 2t 9 àþ 15 9 àþ 13 11 + 9r àþ 17 + 9r
Tableþ 3.1 :þ Tailleþ enþ bitsþ deþ chaqueþ typeþ deþ boiteþ avecþ etþ sansþ codageþ deþ Huffman.þ
(1)þ xþ xþ 130 bitsþ
16
32
4
8
12
24
30
60
1
2
1
2
1
2
65 lettresþ
(2)þ 123 bitsþ
28 2 14 2 21 2 54
(3)þ 67 àþ 83 bitsþ
9 àþ 15 2 14 2 9 àþ 13 2 29 àþ 35
Figureþ 3.14 :þ Emboitonsþ unþ texteþ deþ 65 lettres.þ Lesþ troisþ lignesþ représententþ laþ tailleþ
deþ laþ représentationþ deþ laþ séquenceþ enþ bits.þ Lesþ rectanglesþ découpentþ
leþ texteþ enþ sous-séquencesþ queþ nousþ représentonsþ parþ desþ boites.þ (1)þ Leþ
texteþ n’estþ pasþ emboitéþ etþ chaqueþ lettreþ estþ écriteþ avecþ 2 bits.þ (2)þ Leþ
texteþ estþ représentésþ avecþ desþ boites :þ uneþ BN,þ uneþ BX,þ uneþ BRþ puisþ uneþ
BE.þ (3)þ Lesþ élémentsþ desþ boitesþ sontþ codésþ avecþ desþ codesþ deþ Huffman.þ
3.3þ Expérimentationsþ
3.3.1þ Méthodologieþ
Desþ testsþ ontþ étéþ effectuésþ pourþ connaîtreþ leþ tauxþ deþ compressionþ d’unþ emboitage.þ
Nousþ avonsþ réaliséþ unþ emboitageþ surþ desþ fichiersþ deþ donnéesþ réellesþ dontþ lesþ séquencesþ
neþ sontþ pasþ annotées,þ avecþ l’algorithmeþ d’emboitageþ gloutonþ deþ laþ sectionþ 3.2.3.2þ.þ
Procédureþ deþ testþ :þ Nousþ avonsþ commencéþ parþ simulerþ unþ emboitageþ gloutonþ deþ
chaqueþ séquenceþ pourþ pouvoirþ calculerþ lesþ seuilsþ desþ taillesþ desþ boites.þ Puisþ nousþ avonsþ
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calculéþ l’entropieþ deþ chaqueþ élémentþ deþ chaqueþ boiteþ afinþ d’estimerþ l’espaceþ mémoireþ
qu’occuperaþ chaqueþ boite.þ Enfinþ nousþ avonsþ simuléþ unþ secondþ emboitageþ avecþ l’algo-
rithmeþ glouton.þ
Cetteþ simulationþ neþ créeþ pasþ lesþ boites,þ maisþ calculeþ l’espaceþ mémoireþ qu’occupe-
raitþ l’emboitageþ deþ chaqueþ séquence.þ Pourþ analyserþ lesþ résultats,þ nousþ avonsþ calculéþ laþ
tailleþ totaleþ qu’occupeþ l’emboitageþ deþ plusieursþ fichiers,þ puisþ nousþ nousþ sommesþ inté-
ressésþ deþ plusþ prèsþ àþ l’emboitageþ deþ plusieursþ séquences.þ
3.3.2þ Compressionþ d’unþ fichierþ
Lesþ fichiersþ utilisésþ pourþ nosþ testsþ sontþ desþ donnéesþ réellesþ issuesþ deþ séquençageþ deþ
répertoireþ immunologiqueþ deþ patients.þ Chaqueþ fichierþ aþ étéþ obtenuþ lorsþ duþ diagnosticþ deþ
laþ leucémieþ d’unþ patient.þ Ilsþ proviennentþ deþ laboratoiresþ d’analyseþ différentsþ utilisantþ
plusieursþ séquenceursþ etþ techniquesþ deþ séquençageþ deþ répertoire.þ Parmiþ lesþ séquencesþ
d’unþ fichierþ obtenuþ deþ cetteþ manièreþ seþ trouventþ desþ séquencesþ quiþ neþ sontþ pasþ desþ
recombinaisonsþ V(D)J,þ nomméesþ séquencesþ nonþ recombinées.þ Lesþ diversþ échantillonsþ
toutþ commeþ lesþ diversesþ techniquesþ deþ séquençageþ provoquentþ desþ pourcentagesþ deþ sé-
quencesþ recombinéesþ différents.þ Toutesþ lesþ séquencesþ d’unþ mêmeþ fichierþ sontþ emboitéesþ
enþ utilisantþ leþ mêmeþ algorithmeþ dansþ nosþ tests.þ Leþ fichierþ 09 aþ étéþ publiéþ dansþ l’articleþ
[þ45þ]þ etþ estþ disponibleþ àþ l’adresseþ httpþ:þ/þ/þwwwþ.þvidjilþ.þorgþ/þdataþ/þ#2018-þpeerjcsþ.þ Lesþ
fichiersþ 1 etþ 2 sontþ nonþ publiésþ etþ proviennentþ d’unþ hôpitalþ différent.þ Dansþ cesþ fichiersþ
lesþ variationsþ peuventþ êtreþ desþ mutationsþ surþ lesþ gènesþ ouþ desþ erreursþ deþ séquençage.þ
Fichierþ 09 Fichierþ 1 Fichierþ 2 (extrait)þ
Recombinaisonsþ V(D)Jþ (%)þ 87.57 7.24 0.04
Tailleþ fichierþ (nbþ lettres*2)þ (Mbits)þ 18 19 29.2
Tailleþ emboitéþ (Mbits)þ (quotientþ deþ compression)þ 8 (þ2.25)þ 20 (þ0.95)þ 28.4 (þ1.02)þ
Tailleþ avecþ Huffmanþ (Mbits)þ (quotientþ deþ compression)þ 4.5 (þ4)þ 11 (þ1.72)þ 24.3 (þ1.2)þ
Tableþ 3.2 :þ Fichiersþ utilisésþ pourþ lesþ testsþ deþ l’emboitageþ glouton.þ Laþ tableþ indiqueþ
laþ tailleþ duþ fichierþ nonþ emboité,þ laþ tailleþ deþ l’emboitageþ glouton,þ puisþ laþ
tailleþ deþ l’emboitageþ gloutonþ enþ utilisantþ desþ codesþ deþ Huffmanþ pourþ lesþ
élémentsþ desþ boites.þ
Leþ tableauþ 3.2þ indiqueþ laþ tailleþ desþ fichiers,þ leurþ tauxþ deþ recombinaisonþ V(D)Jþ
ainsiþ queþ laþ tailleþ deþ leurþ emboitageþ enþ bits.þ Nousþ pouvonsþ voirþ queþ leþ pourcentageþ deþ
recombinaisonsþ V(D)Jþ dansþ unþ fichierþ influeþ beaucoupþ surþ laþ compressionþ d’unþ fichier.þ
Lesþ taillesþ desþ emboitagesþ duþ fichierþ 1 sontþ deuxþ foisþ plusþ grandesþ queþ lesþ taillesþ desþ
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emboitagesþ duþ fichierþ 09,þ bienþ queþ lesþ fichiersþ deþ départþ soientþ deþ mêmeþ taille.þ Leþ fichierþ
2 estþ trèsþ peuþ compresséþ carþ ilþ yþ aþ trèsþ peuþ deþ recombinaisonsþ V(D)J.þ
3.3.3þ Compressionþ d’uneþ séquenceþ
Nousþ avonsþ ensuiteþ regardéþ enþ détailþ desþ emboitagesþ deþ séquencesþ réellesþ prove-
nantþ duþ mêmeþ fichier.þ Nousþ yþ voyonsþ qu’àþ l’intérieurþ d’unþ mêmeþ fichier,þ lesþ emboitagesþ
peuventþ êtreþ deþ taillesþ trèsþ différentes.þ Lesþ figuresþ 3.15þ etþ 3.16þ représententþ deuxþ sé-
quencesþ emboitées.þ Dansþ chacuneþ d’elles,þ uneþ premièreþ ligneþ représenteþ laþ séquence,þ
lesþ gènesþ trouvésþ parþ l’analyseþ deþ l’algorithmeþ duþ logicielþ Vidjilþ ainsiþ queþ lesþ variationsþ
avecþ cesþ gènes,þ laþ secondeþ ligneþ représenteþ l’emboitageþ deþ laþ séquenceþ obtenuþ parþ l’algo-
rithme.þ Laþ premièreþ séquenceþ estþ compresséeþ àþ 31%,þ grâceþ àþ uneþ bonneþ reconnaissanceþ
desþ gènes.þ Laþ secondeþ séquenceþ possèdeþ beaucoupþ plusþ deþ variationsþ etþ sonþ emboitageþ
utiliseþ plusþ deþ mémoireþ queþ laþ premièreþ séquence.þ
xþ xþ xþ xþ xþ xþ xþ xþ xþxþ xþ xþ xþ xþ
IGHV4-30-2*01þ IGHJ5*01þ Primerþ
BX :þ BN :þ BR :þ BE :þ
Figureþ 3.15 :þ Emboitageþ d’uneþ séquenceþ VJþ deþ 346 lettres.þ Chaqueþ variationþ estþ in-
diquéeþ parþ unþ symboleþ xþ.þ Laþ séquenceþ estþ composéeþ duþ gèneþ IGHV4-
30-2*01þ avecþ 11 variationsþ etþ duþ gèneþ IGHJ5*01þ avecþ 3 variationsþ sui-
viesþ d’uneþ séquenceþ constanteþ (primer).þ Laþ secondeþ ligneþ nousþ montreþ
lesþ boitesþ quiþ ontþ étéþ trouvéesþ avecþ l’emboitageþ glouton.þ L’emboitageþ
occupeþ 326 bitsþ (þ217 avecþ leþ codageþ deþ Huffman)þ alorsþ queþ laþ séquenceþ
bruteþ enþ auraitþ occupéþ 692 enþ touteþ lettres.þ Uneþ BEþ ayantþ leþ bonþ iden-
tifiantþ couvreþ quasimentþ toutþ leþ gèneþ Vþ saufþ saþ finþ carþ lesþ troisþ dernièresþ
variationsþ sontþ tropþ proches.þ Uneþ BEþ couvreþ seulementþ laþ moitiéþ duþ
gèneþ J.þ Desþ BXþ couvraientþ leþ primerþ avantþ queþ nousþ neþ leþ rajoutionsþ
dansþ l’ensembleþ deþ motifs.þ
L’emboitageþ desþ séquencesþ nonþ recombinéesþ estþ constituéþ deþ boitesþ deþ tailleþ 7
àþ 10 etþ utiliseþ beaucoupþ deþ mémoireþ (deþ 1300 àþ 1500 bitsþ pourþ uneþ séquenceþ deþ 550
lettres).þ Ilsþ sontþ considérésþ deþ laþ mêmeþ manièreþ qu’uneþ séquenceþ aléatoireþ :þ unþ codageþ
deþ Huffmanþ neþ permetþ queþ peuþ d’économieþ deþ mémoire.þ Cesþ séquencesþ sontþ probléma-
tiquesþ lorsþ deþ laþ compressionþ d’unþ fichierþ parþ emboitageþ maisþ l’algorithmeþ d’emboitageþ
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Figureþ 3.16 :þ Résultatþ deþ l’emboitageþ d’uneþ séquenceþ VJþ deþ 336 lettres.þ Cetteþ sé-
quenceþ estþ bienþ plusþ bruitée,þ avecþ auþ totalþ 22 variationsþ dansþ leþ gèneþ
V etþ uneþ dansþ leþ gèneþ J .þ L’emboitageþ occupeþ 595 bitsþ (þ512 avecþ unþ
codageþ deþ Huffman),þ alorsþ queþ laþ séquenceþ bruteþ enþ auraitþ occupéþ 672.þ
L’emboitageþ aþ bienþ reconnuþ leþ gèneþ Jþ maisþ lesþ nombreusesþ variationsþ
trèsþ prochesþ dansþ leþ gèneþ Vþ ontþ renduþ l’emboitageþ difficile.þ
pourraitþ nousþ permettreþ deþ lesþ trouverþ enþ considérantþ seulementþ laþ tailleþ deþ l’emboitageþ
deþ cesþ séquences.þ
Dansþ unþ fichier,þ leþ tauxþ deþ séquencesþ V(D)Jþ faitþ beaucoupþ varierþ laþ tailleþ deþ
l’emboitage.þ Nousþ pouvonsþ obtenirþ unþ fichierþ 4 foisþ plusþ petitþ lorsqueþ ilþ yþ aþ 90%þ deþ
recombinaisonsþ V(D)Jþ (tableþ 3.2þ fichierþ 09).þ Dansþ uneþ séquence,þ plusþ ilþ yþ aþ deþ variations,þ
plusþ lesþ boitesþ serontþ petites,þ etþ laþ tailleþ deþ l’emboitageþ grande.þ L’espacementþ entreþ lesþ
variationsþ joueþ aussiþ unþ rôleþ dansþ laþ formationþ desþ boites :þ deuxþ variationsþ prochesþ
empêcherontþ laþ formationþ d’uneþ BE.þ
3.4þ Discussionþ
3.4.1þ Entropieþ etþ compressionþ
Moraþ etþ ali.þ [þ30þ]þ ontþ travailléþ surþ l’entropieþ desþ recombinaisonsþ V(D)Jþ (parþ
groupe)þ enþ examinantþ laþ fréquenceþ d’apparitionþ deþ chaqueþ recombinaison.þ Sansþ propo-
serþ deþ codage,þ ilsþ présententþ parþ exempleþ queþ laþ recombinaisonþ V(D)Jþ d’unþ récepteurþ
d’immunoglobulineþ contientþ 74 bitsþ d’informations.þ Ceþ seuilþ peutþ seþ voirþ commeþ uneþ
borneþ inférieureþ théoriqueþ pourþ laþ représentationþ deþ recombinaisonsþ V(D)J.þ Nousþ obte-
nonsþ uneþ moyenneþ procheþ deþ cetteþ limiteþ avecþ notreþ emboitageþ gloutonþ surþ leþ fichierþ 09
grâceþ unþ codageþ moyenþ utilisantþ 86 bitsþ parþ séquences.þ
Nousþ savonsþ parþ constructionþ queþ l’algorithmeþ gloutonþ compresseþ moinsþ bienþ queþ
l’algorithmeþ optimalþ (voirþ 3.2.3.1þ).þ Nousþ avonsþ doncþ implémentéþ l’algorithmeþ gloutonþ
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afinþ d’avoirþ uneþ idéeþ deþ laþ compressionþ minimumþ d’unþ emboitage.þ Ilþ seraitþ intéressantþ
d’implémenterþ lesþ deuxþ autresþ algorithmesþ d’emboitageþ afinþ deþ comparerþ leurþ résultatþ
àþ laþ limiteþ théoriqueþ deþ Moraþ etþ ali.þ Cesþ implémentationsþ n’ontþ pasþ étéþ effectuéesþ carþ
l’emboitageþ neþ permetþ pasþ deþ requêtesþ efficacesþ surþ lesþ motifsþ et/ouþ lesþ annotationsþ
(voirþ 3.4.2þ).þ Deþ plus,þ nousþ aurionsþ vouluþ savoirþ àþ quelþ pointþ l’algorithmeþ gloutonþ peutþ
êtreþ procheþ duþ résultatþ deþ l’algorithmeþ optimalþ deþ laþ sectionþ 3.2.3.1þ.þ
Leþ principeþ deþ l’emboitageþ d’uneþ séquenceþ reposeþ surþ leþ faitþ queþ plusþ laþ séquenceþ
ressembleþ àþ unþ motif,þ plusþ laþ tailleþ deþ sonþ emboitageþ seraþ petite.þ Dansþ lesþ fichiersþ repré-
sentantþ leþ répertoireþ immunologiqueþ d’unþ patient,þ unþ algorithmeþ d’emboitageþ pourraitþ
êtreþ utiliséþ entreþ autreþ pourþ détecterþ lesþ séquencesþ nonþ recombinéesþ :þ lesþ séquencesþ dontþ
l’emboitageþ estþ leþ plusþ coûteuxþ enþ mémoire.þ
3.4.2þ Pertinenceþ deþ laþ compressionþ pourþ laþ rechercheþ dansþ leþ
texteþ
Aþ partirþ deþ l’emboitageþ d’unþ texte,þ nousþ pourrionsþ construireþ unþ indexþ utilisantþ
lesþ propriétésþ desþ boites.þ Celui-ciþ pourraitþ regrouperþ lesþ boitesþ parþ identifiantþ deþ motifþ
etþ nousþ pourrionsþ ainsiþ faireþ desþ recherchesþ surþ lesþ séquencesþ ayantþ uneþ boiteþ provenantþ
d’unþ certainþ motif.þ
Lesþ réflexionsþ surþ l’emboitageþ etþ uneþ indexationþ l’utilisantþ ontþ étéþ abandonnéesþ
carþ laþ rechercheþ d’unþ motifþ P dansþ leþ texteþ représentéþ parþ desþ boitesþ estþ difficile.þ
Considéronsþ seulementþ lesþ motifsþ internesþ àþ uneþ boite.þ
—þþ BNþ etþ BR :þ laþ rechercheþ estþ possible.þ Nousþ devonsþ chercherþ P dansþ tousþ lesþ
motifsþ Mx deþ M puisþ dansþ chaqueþ boiteþ représentantþ unþ motifþ Mx ayantþ P .þ
—þþ BX :þ laþ rechercherþ estþ difficile.þ Lesþ boitesþ étantþ écritesþ enþ toutesþ lettres,þ nousþ
neþ pouvonsþ pasþ nousþ aiderþ deþ M .þ
—þþ BE :þ laþ rechercheþ estþ difficile.þ Ilþ seraitþ tropþ longþ deþ rechercherþ P dansþ lesþ BEþ
carþ nousþ devrionsþ considérerþ tousþ lesþ motifsþ approchésþ deþ P dansþ M dontþ uneþ
variationþ d’uneþ BEþ pourraitþ produireþ P .þ
L’emboitageþ permetþ uneþ bonneþ compressionþ maisþ pasþ deþ rechercheþ efficaceþ parmiþ
lesþ données.þ Nousþ nousþ sommesþ doncþ tournésþ versþ uneþ nouvelleþ indexationþ utilisantþ uneþ
transforméeþ deþ Burrows-Wheelerþ (BWT)þ carþ elleþ permetþ uneþ bonneþ compressionþ desþ
donnéesþ ainsiþ qu’uneþ rechercheþ deþ motifþ rapide.þ Leþ chapitreþ suivantþ proposeþ plusieursþ
structuresþ d’indexation.þ
Chapitreþ 4þ
Indexationþ deþ séquencesþ
annotéesþ
Leþ chapitreþ 3þ nousþ aþ montréþ commentþ compresserþ notreþ texteþ annoté,þ maisþ nousþ
avionsþ difficilementþ accèsþ auxþ données.þ Soitþ (T,A) unþ texteþ annoté,þ nousþ voulonsþ pou-
voirþ rapidementþ trouverþ lesþ occurrencesþ d’unþ motif,þ d’uneþ annotation,þ ouþ d’unþ motifþ
annoté.þ
0 1 2 3 4 5 6
Aþ Aþ Cþ Aþ Gþ Cþ $þ
7 8 9 10 11 12 13
Aþ Tþ Cþ Aþ Aþ Cþ $þ
14 15 16 17 18 19 20
Aþ Gþ Cþ Tþ Tþ Tþ $þ
L1.2 L2 L3 L1.1 L2
Figureþ 4.1 :þ Texteþ annotéþ (T,A) deþ tailleþ 21.þ Ilþ estþ composéþ deþ 3 séquencesþ etþ 5
annotationsþ issuesþ deþ 4 annotationsþ différentes,þ annotantþ 15 lettres.þ
Surþ leþ texteþ présentéþ dansþ laþ figureþ 4.1þ,þ l’annotationþ deþ laþ lettreþ àþ laþ positionþ 4
estþ label(4 ) = L2.þ Lesþ occurrencesþ duþ motifþ GCþ sontþ findP(GCþ) = {4, 15}.þ L’annotationþ
L2 seþ trouveþ surþ lesþ positionsþ findL(L2 ) = {3, 4, 5, 14, 15, 16}.þ Enfin,þ lesþ occurrencesþ
duþ motifþ GCþ dontþ laþ premièreþ lettreþ (auþ moins)þ estþ annotéeþ L2 sontþ auxþ positionsþ
findPL(GCþ,L2 ) = {4, 15}.þ Ceþ texteþ seraþ utiliséþ pourþ tousþ lesþ exemplesþ deþ ceþ chapitre.þ
Dansþ leþ chapitreþ précédentþ ilþ nousþ étaitþ difficileþ deþ répondreþ àþ cesþ requêtesþ carþ nousþ
devionsþ décoderþ lesþ boitesþ pourþ pouvoirþ rechercherþ unþ motif.þ Nousþ allonsþ maintenantþ
chercherþ àþ indexerþ cesþ séquences.þ
Ceþ chapitreþ présenteþ plusieursþ indexþ utilisantþ desþ structuresþ deþ données.þ Nousþ
présentonsþ dansþ laþ sectionþ 4.1þ troisþ indexþ utilisantþ uneþ transforméeþ deþ Burrows-Wheelerþ
(voirþ sectionþ 2.5þ)þ :þ uneþ solutionþ naïveþ utilisantþ égalementþ uneþ tableþ associativeþ ainsiþ queþ
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deuxþ indexþ utilisantþ unþ Waveletþ Treeþ (voirþ sectionþ 2.4.2þ).þ Lesþ constructionsþ détailléesþ
desþ deuxþ derniersþ indexþ sontþ présentéesþ dansþ laþ sectionþ 4.2þ.þ Nousþ allonsþ comparerþ toutþ
auþ longþ deþ ceþ chapitreþ cesþ deuxþ structuresþ àþ laþ structureþ naïveþ enþ commençantþ parþ lesþ
requêtesþ qu’ilsþ autorisentþ dansþ laþ sectionþ 4.3þ.þ Nousþ introduisonsþ laþ notionþ deþ familleþ
d’annotationsþ etþ commentþ lesþ utiliserþ dansþ laþ sectionþ 4.4þ.þ Lesþ indexþ ontþ étéþ testésþ surþ
plusieursþ jeuxþ deþ donnéesþ dontþ lesþ résultatsþ sontþ présentésþ dansþ laþ sectionþ 4.5þ.þ
Lesþ résultatsþ deþ ceþ chapitreþ ontþ étéþ présentésþ lorsþ deþ plusieursþ conférencesþ na-
tionalesþ etþ workshopþ :þ JOBIMþ enþ juinþ 2016þ àþ Lyonþ [þ40þ],þ Seqbioþ enþ novembreþ 2016þ àþ
Nantesþ [þ39þ]þ ainsiþ qu’àþ LSDþ &þ LAWþ enþ févrierþ 2017þ àþ Londresþ [þ41þ].þ L’articleþ intituléþ
Indexingþ labeledþ sequencesþ [þ42þ]þ aþ finalementþ étéþ publiéþ dansþ leþ journalþ PeerJþ Computerþ
Scienceþ enþ marsþ 2018.þ
4.1þ Troisþ indexþ pourþ stockerþ textesþ etþ annotationsþ
Cetteþ sectionþ présenteþ leþ raisonnement,þ quiþ depuisþ unþ indexþ naïf,þ nousþ aþ permisþ
deþ créerþ deuxþ indexþ moinsþ coûteuxþ répondantþ àþ toutesþ nosþ requêtes.þ Laþ constructionþ
préciseþ deþ cesþ deuxþ indexþ seraþ plusþ développéeþ dansþ laþ sectionþ 4.2þ.þ
Leþ texteþ annotéþ (T,A) peutþ êtreþ vuþ commeþ deuxþ textesþ différentsþ :þ leþ texteþ T etþ
lesþ annotationsþ A.þ Uneþ lettreþ etþ sonþ annotationþ sontþ liéesþ parþ leurþ positionþ dansþ leurþ
texteþ respectif.þ Uneþ manièreþ simpleþ deþ stockerþ cesþ textesþ estþ deþ lesþ indexerþ chacunþ deþ
leurþ côté.þ D’aprèsþ lesþ requêtesþ demandées,þ nousþ auronsþ essentiellementþ besoinþ deþ faireþ
desþ recherchesþ deþ motifþ dansþ leþ texteþ T ,þ nousþ pouvonsþ indexerþ T avecþ unþ FM-indexþ
(þU)þ (définiþ dansþ laþ sectionþ 2.5þ)þ oùþ uneþ rechercheþ duþ motifþ P seþ faitþ extrêmementþ ra-
pidement,þ enþ tempsþ O(|P |).þ Dansþ leþ texteþ d’annotationsþ A,þ nousþ n’avonsþ pasþ besoinþ
deþ rechercherþ desþ motifsþ maisþ plutôtþ d’accéderþ àþ toutesþ lesþ occurrencesþ d’uneþ annota-
tion,þ nousþ pouvonsþ pourþ celaþ regrouperþ toutesþ lesþ occurrencesþ d’uneþ annotationþ dansþ
uneþ tableþ associativeþ :þ chaqueþ annotationþ estþ liéeþ àþ uneþ listeþ deþ doublonsþ (débutþ/finþ)
décrivantþ lesþ positionsþ deþ chaqueþ facteurþ annotéþ avecþ cetteþ annotation.þ L’associationþ
d’uneþ lettreþ àþ sonþ annotationþ étantþ difficile,þ nousþ stockonsþ deþ plusþ lesþ annotationsþ dansþ
l’ordreþ duþ texteþ avecþ unþ vecteurþ d’annotationsþ compresséþ A′ suivantþ leþ principeþ duþ run-
lengthþ encoding.þ Cetþ index,þ queþ nousþ avonsþ nomméþ HT-indexþ estþ représentéþ dansþ laþ
figureþ 4.2þ.þ Laþ figureþ 4.5þ représenteþ unþ HT-indexþ indexantþ l’exempleþ deþ laþ figureþ 4.1þ.þ
Dansþ leþ HT-index,þ lesþ annotationsþ sontþ stockéesþ sousþ deuxþ formesþ différentesþ pourþ
permettreþ toutesþ lesþ requêtes,þ celaþ utiliseþ beaucoupþ deþ mémoireþ (laþ tailleþ duþ vecteurþ
deþ bitsþ etþ deuxþ foisþ leþ nombreþ deþ facteursþ annotés).þ Nousþ pouvonsþ n’utiliserþ qu’uneþ
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Figureþ 4.2 :þ Leþ HT-index :þ uneþ BWTþ indexeþ leþ texteþ T .þ Lesþ annotationsþ A sontþ com-
presséesþ grâceþ àþ unþ vecteurþ deþ bits.þ Uneþ tableþ associativeþ indiqueþ lesþ
positionsþ deþ chaqueþ facteurþ annoté.þ
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Figureþ 4.3 :þ TL-index :þ laþ BWTþ U indexeþ leþ texteþ T .þ Lesþ annotationsþ A sontþ compres-
séesþ grâceþ àþ unþ vecteurþ deþ bits.þ Leþ WTþ WA indexeþ laþ versionþ compresséeþ
deþ A.þ
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Figureþ 4.4 :þ TLþBWþ-index :þ laþ BWTþ U indexeþ leþ texteþ T .þ Lesþ annotationsþ sontþ ensuiteþ
triéesþ dansþ l’ordreþ deþ U ,þ compresséesþ etþ indexéesþ dansþ unþ WTþ WD.þ Notonsþ
queþ D n’estþ pasþ dansþ l’index.þ
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Figureþ 4.5 :þ Dansþ leþ HT-index,þ laþ séquenceþ d’annotationsþ A estþ stockéesþ sousþ laþ formeþ
duþ vecteurþ A′ etþ duþ vecteurþ deþ bitsþ BA.þ Nousþ avonsþ BA[4] = 0 carþ
a4 = a3 = L2,þ etþ BA[3] = 1 carþ a3 6= a2.þ Laþ tableþ d’associationsþ aþ 5 listesþ
représentantþ lesþ 5 annotationsþ possibles.þ L’annotationþ L3 estþ placéeþ surþ
3 lettresþ auxþ positionsþ 7,þ 8 etþ 9.þ Notonsþ queþ leþ texteþ T etþ laþ séquenceþ
d’annotationsþ A neþ sontþ pasþ stockésþ dansþ l’index.þ
seuleþ structureþ :þ unþ WTþ (þWA)þ pourþ indexerþ etþ compresserþ lesþ annotationsþ deþ A′.þ Lesþ
occurrencesþ d’uneþ mêmeþ annotationþ sontþ regroupéesþ dansþ uneþ feuilleþ deþ l’arbre,þ nousþ
n’avonsþ plusþ besoinþ deþ tableþ associative.þ Leþ WTþ aþ l’avantageþ d’autoriserþ desþ parcoursþ
deþ l’arbreþ dansþ lesþ deuxþ sensþ :þ trouverþ laþ lettreþ occupantþ uneþ positionþ (quiþ peutþ êtreþ
étenduþ àþ trouverþ leþ nombreþ d’occurrencesþ d’uneþ lettreþ dansþ unþ intervalle)þ etþ trouverþ
lesþ positionsþ d’uneþ lettre.þ Ceþ nouvelþ index,þ leþ TL-index,þ schématiséþ dansþ laþ figureþ 4.3þ,þ
stockeþ toujoursþ leþ texteþ dansþ uneþ BWT.þ
Cetþ indexþ permetþ deþ réaliserþ desþ requêtesþ surþ lesþ motifsþ ouþ lesþ annotationsþ sim-
plementþ etþ rapidement,þ chaqueþ requêteþ s’exécutantþ surþ uneþ partieþ deþ l’indexþ (BWTþ
pourþ lesþ motifs,þ WTþ pourþ lesþ annotations).þ Malheureusement,þ lesþ requêtesþ surþ lesþ mo-
tifsþ annotésþ sontþ difficilesþ carþ nousþ avonsþ besoinþ deþ passerþ d’uneþ structureþ àþ l’autre.þ
Lesþ annotationsþ etþ lesþ lettresþ n’étantþ liéesþ queþ parþ leurþ position,þ nousþ devronsþ faireþ desþ
traductionsþ deþ positionsþ àþ mi-cheminþ deþ laþ requête.þ
Laþ BWTþ rapprocheþ lesþ suffixesþ identiquesþ etþ doncþ augmenteþ leþ nombreþ deþ lettresþ
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identiquesþ successives.þ Desþ facteursþ identiquesþ aurontþ probablementþ laþ mêmeþ annota-
tionþ :þ ilþ seraitþ intéressantþ deþ profiterþ desþ remarquesþ précédentesþ pourþ rapprocherþ desþ
annotationsþ identiquesþ grâceþ àþ laþ BWT.þ Nousþ allonsþ doncþ stockerþ lesþ annotationsþ dansþ
l’ordreþ deþ laþ BWTþ dansþ unþ nouvelþ index,þ nomméþ TLþBWþ-index,þ représentéþ dansþ laþ
figureþ 4.4þ.þ
Dansþ cetþ index,þ lesþ requêtesþ surþ lesþ motifsþ annotésþ serontþ rapidesþ carþ lettresþ etþ
annotationsþ sontþ rangéesþ dansþ leþ mêmeþ ordre.þ Maisþ lesþ requêtesþ surþ lesþ annotationsþ
devrontþ passerþ parþ leþ WTþ puisþ parþ laþ BWT,þ pourþ trouverþ lesþ positionsþ desþ annotationsþ
dansþ l’ordreþ duþ texteþ T ,þ augmentantþ leurþ tempsþ d’exécution.þ
4.2þ Constructionþ desþ indexþ
Cetteþ sectionþ décritþ laþ constructionþ duþ TL-indexþ etþ duþ TLþBWþ-indexþ puisþ indiqueþ
leurþ tempsþ deþ constructionþ etþ laþ mémoireþ qu’ilsþ occupent.þ
TL-indexþ
Soitþ (T,A),þ unþ texteþ annoté,þ nousþ définissonsþ leþ TL-indexþ commeþ (U,BA,WA),þ
utilisantþ uneþ transforméeþ deþ Burrows-Wheelerþ U pourþ indexerþ T ,þ unþ vecteurþ deþ bitsþ
BA marquantþ lesþ positionsþ duþ texteþ oùþ lesþ annotationsþ changent,þ etþ unþ Waveletþ Treeþ
WA indexantþ uneþ séquenceþ d’annotationsþ compresséeþ deþ laþ mêmeþ manièreþ queþ pourþ leþ
HT-index.þ Voirþ figureþ 4.6þ.þ
BWTþ U .þ Soitþ U = u0u2 . . . un−1 laþ BWTþ duþ texteþ T .þ Commeþ habituellementþ faitþ dansþ
unþ FM-index,þ nousþ échantillonnonsþ toutesþ lesþ log1+ε valeursþ d’uneþ tableþ desþ suffixesþ
pourþ retrouverþ laþ positionþ dansþ leþ texteþ deþ touteþ occurrenceþ [þ34þ].þ Depuisþ laþ positionþ
d’uneþ lettreþ dansþ U ,þ nousþ pouvonsþ trouverþ saþ positionþ dansþ l’ordreþ duþ texteþ T enþ
tempsþ O(logε+1n).þ
Vecteurþ deþ bitsþ BA.þ Soitþ BA unþ vecteurþ deþ bitþ compresséþ deþ tailleþ n telþ queþ BA[0] = 1,þ
etþ pourþ i ≥ 1,þ BA[i] = 0 siþ ai = ai−1,þ sinonþ BA[i] = 1.þ
Waveletþ Treeþ WA.þ Soitþ A′ = 〈ai|BA[i] = 1〉.þ A′ = a′0a′1 . . . a′a−1 estþ appeléþ laþ sé-
quenceþ d’annotationsþ compressée.þ C’estþ unþ sous-vecteurþ deþ A,þ deþ tailleþ a,þ conte-
nantþ seulementþ lesþ annotationsþ successivesþ différentesþ deþ A.þ Laþ séquenceþ d’annotationsþ
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compresséeþ A′ estþ stockéeþ dansþ unþ Waveletþ Treeþ WA.þ Nousþ expliquonsþ dansþ laþ sec-
tionþ 4.4þ commentþ laþ formeþ deþ WA peutþ êtreþ modifiéeþ deþ manièreþ àþ dépendreþ d’uneþ
hiérarchieþ d’annotations.þ
WA faitþ partieþ deþ laþ structureþ d’indexation.þ Ceþ waveletþ treeþ estþ utiliséþ pourþ ré-
pondreþ efficacementþ àþ desþ requêtesþ bidimensionnellesþ oùþ leþ texteþ etþ lesþ annotationsþ sontþ
lesþ deuxþ dimensions.þ Unþ Waveletþ Treeþ équilibréþ aþ uneþ profondeurþ deþ log `,þ avecþ ` leþ
nombreþ deþ feuilles.þ L’accesseurþ W〈i〉 renvoieþ a′i enþ tempsþ O(log `).þ C’estþ uneþ requêteþ
classiqueþ dansþ unþ waveletþ tree.þ Soitþ Lx uneþ annotationþ deþ L,þ laþ fonctionþ select(Lx, i)
retourneþ laþ positionþ deþ laþ ièmeþ annotationþ Lx deþ A′ enþ tempsþ O(log `).þ L’accesseurþ
W−1〈Lx〉 renvoieþ laþ listeþ deþ positionsþ deþ A′ oùþ a′i = Lx.þ Ilþ estþ effectuéþ enþ tempsþ
O(log `× occ),þ oùþ occ estþ leþ nombreþ d’occurrencesþ deþ Lx dansþ A′.þ
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Figureþ 4.6 :þ Leþ waveletþ treeþ WA aþ 4 nœudsþ internesþ etþ 5 feuilles.þ L’annotationþ a3 = L2
estþ stockéeþ dansþ A′ àþ laþ positionþ 1,þ doncþ W〈1〉 = a′1 = L2.þ A′ possèdeþ deuxþ
occurrencesþ deþ l’annotationþ L2 :þ W−1〈L2〉 = {1, 6},þ correspondantþ auxþ sixþ
positionsþ {3, 4, 5, 14, 15, 16} dansþ A.þ Notonsþ queþ laþ séquenceþ d’annota-
tionsþ A etþ laþ séquenceþ d’annotationsþ compresséeþ A′ neþ sontþ pasþ stockéesþ
dansþ l’index.þ
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TLþBWþ-indexþ
Soitþ (T,A) unþ texteþ annoté,þ leþ TLþBWþ-indexþ estþ définiþ parþ (U,BD,WD),þ voirþ figureþ
4.7þ.þ Laþ BWTþ U estþ construiteþ deþ laþ mêmeþ manièreþ queþ dansþ leþ TL-index.þ Nousþ stockonsþ
lesþ annotationsþ dansþ l’ordreþ deþ U .þ Soitþ D = d0d1 . . . dn−1 lesþ annotationsþ deþ U =
u0u1 . . . un−1.þ Soitþ BD,þ unþ vecteurþ deþ bitsþ deþ tailleþ n telþ queþ BD[0] = 1,þ etþ pourþ i ≥ 1,þ
BD[i] = 0 siþ di = di−1,þ sinonþ BD[i] = 1.þ Soitþ D′ = 〈di|BD[i] = 1〉.þ D′ = d′0, d′1 . . . d′d−1
estþ uneþ séquenceþ d’annotationsþ compresséeþ deþ tailleþ d,þ sous-séquenceþ deþ D.þ Leþ waveletþ
Treeþ WD indexeþ maintenantþ laþ séquenceþ d’annotationsþ compresséeþ D′.þ Leþ TLþBWþ-indexþ
seraþ plusþ longþ àþ construireþ queþ leþ TL-indexþ carþ laþ constructionþ deþ D nécessiteþ deþ lireþ leþ
texteþ intégralement.þ D’unþ autreþ côté,þ commeþ lesþ annotationsþ sontþ rangéesþ dansþ l’ordreþ
desþ lettresþ deþ laþ BWT,þ lesþ requêtesþ combinantþ texteþ etþ annotationþ serontþ plusþ rapides.þ
D′ L2 L1.1 ε L3 ε L1.1 L1.2 ε L2 L1.1 L3 L1.2 L2 ε L3 ε L2
WD q0 1þ 1þ 0þ 1þ 0þ 1þ 1þ 0þ 1þ 1þ 1þ 1þ 1þ 0þ 1þ 0þ 1þ
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Figureþ 4.7 :þ Laþ racineþ D′ duþ waveletþ treeþ estþ maintenantþ construiteþ dansþ l’ordreþ deþ laþ
BWTþ U .þ Leþ waveletþ treeþ WD aþ 4 nœudsþ internesþ etþ 5 feuilles.þ L’annota-
tionþ d6 = L2 estþ stockéeþ dansþ D′ àþ laþ positionþ 6,þ doncþ W〈6〉 = d′6 = L1.2.þ
D′ aþ deuxþ occurrencesþ deþ l’annotationþ L1.2 :þ W−1〈L1.2〉 = {6, 11} corres-
pondantþ auxþ troisþ positionsþ {6, 7, 13} dansþ U .þ Notonsþ queþ laþ séquenceþ
d’annotationsþ D etþ laþ séquenceþ d’annotationsþ compresséeþ D′ neþ sontþ pasþ
stockéesþ dansþ l’index.þ
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Tempsþ etþ mémoireþ
Rappelonsþ queþ leþ texteþ annotéþ (T,A) deþ longueurþ n,þ possèdeþ `′ facteursþ anno-
tésþ provenantþ deþ ` annotationsþ uniques.þ Commeþ définiþ dansþ laþ sectionþ 2.5þ,þ lesþ in-
dexþ stockentþ U enþ nHk(T ) + o(n) bits.þ Leþ TL-indexþ stockeþ leþ vecteurþ deþ bitsþ avecþ
lesþ fonctionsþ rank etþ select enþ nH0(BA) + o(n) bitsþ (voirþ sectionþ 2.4.2þ).þ Laþ tailleþ deþ
WA dépendþ deþ laþ séquenceþ d’annotationsþ compresséeþ A′,þ deþ longueurþ a.þ WA utiliseþ
aH0(A
′)+o(a log `) bitsþ (voirþ sectionþ 2.4.2þ).þ Deþ laþ mêmeþ manière,þ leþ TLþBWþ-indexþ stockeþ
BD enþ nH0(BD) + o(n) bitsþ etþ WD nécessiteþ dH0(D′) + o(d log `) bits,þ oùþ d estþ laþ lon-
gueurþ deþ D′.þ Laþ tableþ d’associationþ estþ construiteþ enþ lisantþ A enþ tempsþ O(n) etþ utiliseþ
O(`′) bits.þ Laþ transforméeþ deþ Burrows-Wheelerþ peutþ êtreþ construiteþ enþ tempsþ linéaireþ
enþ utilisantþ peuþ d’espaceþ [þ3þ,þ 31þ].þ BA estþ construitþ enþ lisantþ A enþ tempsþ O(n).þ Pourþ fa-
briquerþ BD,þ nousþ avonsþ besoinþ deþ lireþ lesþ annotationsþ dansþ l’ordreþ duþ texteþ originalþ enþ
tempsþ O(n).þ Pourþ construireþ WA,þ nousþ trouvonsþ lesþ occurrencesþ deþ chaqueþ annotationþ
correspondantþ àþ unþ bitþ 1 dansþ BA,þ enþ tempsþ O(a).þ Ensuiteþ nousþ fabriquonsþ laþ formeþ deþ
WA enþ tempsþ O(`).þ Lesþ annotationsþ correspondantþ àþ unþ bitþ 1 sontþ extraitesþ pourþ faireþ
laþ racineþ q0 duþ WT.þ Pourþ chaqueþ nœudþ contenantþ auþ moinsþ deuxþ annotations,þ nousþ
lesþ séparonsþ enþ suivantþ laþ formeþ précédemmentþ calculée,þ enþ tempsþ O(adlog `/
√
log ae)
[þ32þ].þ Nousþ construisonsþ WD deþ laþ mêmeþ manière.þ
Leþ HT-indexþ aþ uneþ tailleþ totaleþ deþ nHk(T ) + nH0(BA) + a + `′ + o(n) etþ estþ
construitþ enþ tempsþ O(n log `′).þ Leþ TL-indexþ aþ uneþ tailleþ totaleþ deþ nHk(T )+nH0(BA)+
aH0(A
′) + o(n log `) bits,þ enþ supposantþ queþ σ = O(`),þ etþ estþ construitþ enþ tempsþ O(n+
`+adlog `/
√
log ae).þ Leþ TLþBWþ-indexþ aþ uneþ tailleþ totaleþ deþ nHk(T )+dH0(D′)+o(n log `)
bitsþ etþ estþ construitþ enþ tempsþ O(n+ `+ ddlog `/
√
log de).þ
4.3þ Requêtesþ
Lesþ indexþ permettentþ lesþ requêtesþ classiquesþ suivantes.þ
—þþ label(i) –þ Quelleþ annotationþ estþ surþ laþ lettreþ ti ?þ Cetteþ requêteþ estþ réaliséeþ
enþ O(1) dansþ leþ HT-index,þ enþ O(log `) dansþ leþ TL-indexþ etþ enþ O(log1+ε n+log `)
dansþ leþ TLþBWþ-indexþ puisqueþ nousþ devonsþ traduireþ laþ positionþ dansþ l’ordreþ deþ U .þ
Voirþ figureþ 4.8þ.þ
—þþ findP(P) –þ Quellesþ sontþ lesþ occurrencesþ duþ motifþ P ?þ
Cetteþ requêteþ estþ résolueþ avecþ leþ FM-indexþ seulþ [þ11þ].þ Elleþ estþ exécutéeþ enþ tempsþ
O(|P |+occ× log1+ε n) dansþ lesþ troisþ index,þ oùþ occ estþ leþ nombreþ d’occurrencesþ
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deþ P dansþ T .þ
—þþ findL(Lx ) –þ Quellesþ sontþ lesþ occurrencesþ deþ l’annotationþ Lx ?þ
—þþ HT-index :þ nousþ accédonsþ directementþ àþ laþ listeþ desþ occurrencesþ grâceþ àþ laþ
tableþ associative.þ Nousþ lisonsþ laþ listeþ etþ enþ extrayonsþ lesþ élémentsþ enþ O(y),þ
avecþ Y ′ laþ listeþ desþ doublonsþ (débutþ/finþ) représentantþ lesþ occurrencesþ deþ
l’annotationþ etþ y = |Y ′|.þ
—þþ TL-index :þ laþ requêteþ estþ exécutéeþ dansþ leþ WTþ seulþ enþ tempsþ O(y× log `),þ
avecþ Y = W−1〈Lx〉 etþ y = |Y |.þ Notonsþ enþ effetþ queþ Y aþ laþ mêmeþ tailleþ queþ
Y ′,þ définiþ pourþ leþ HT-index.þ
—þþ TLþBWþ-index :þ nousþ avonsþ besoinþ enþ plusþ deþ traduireþ laþ positionþ deþ chaqueþ
occurrenceþ dansþ l’ordreþ duþ texteþ original.þ Laþ requêteþ s’exécuteþ alorsþ enþ
tempsþ O(y(log ` + log1+ε n)),þ avecþ Y = W−1〈Lx〉 etþ y = |Y |.þ (Voirþ figureþ
4.9þ.)þ
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Figureþ 4.8 :þ Rechercherþ l’annotationþ d’uneþ lettreþ dansþ unþ TLþBWþ-index.þ Laþ lettreþ u7
correspondþ àþ unþ bitþ 0 dansþ BD.þ Leþ bitþ 1 précédentþ dansþ BD estþ leþ bitþ àþ
laþ positionþ 6.þ C’estþ leþ 7èmeþ bitþ 1 deþ BD,þ ilþ correspondþ auþ 7èmeþ bit,þ àþ laþ
positionþ 6,þ dansþ laþ racineþ deþ WD dontþ l’annotationþ estþ W〈6〉 = L1.2.þ
Lesþ troisþ requêtesþ précédentesþ sontþ desþ requêtesþ classiquesþ surþ lesþ structuresþ d’in-
dexation.þ Lesþ deuxþ requêtesþ suivantesþ recherchentþ unþ motifþ etþ uneþ annotationþ enþ mêmeþ
temps.þ Ellesþ sontþ inéditesþ etþ propresþ àþ cesþ structuresþ pourþ texteþ annoté.þ
—þþ countPL(P ,Lx ) –þ Combienþ deþ positionsþ duþ texteþ sontþ annotéesþ Lx etþ
commencentþ leþ motifþ P ?þ Commeþ pourþ laþ requêteþ findL(Lx ),þ lesþ occurrencesþ
duþ motifþ P seþ trouventþ dansþ U auxþ positionsþ i àþ j.þ
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Figureþ 4.9 :þ Rechercherþ lesþ occurrencesþ deþ l’annotationþ L1.2 dansþ unþ TLþBWþ-index.þ
Y = W−1〈L1.2〉 = {6, 11}.þ Laþ feuilleþ ayantþ l’annotationþ L1.2 estþ dansþ leþ
sous-arbreþ droitþ deþ q3,þ nousþ avonsþ lesþ bitsþ 1 deþ q3 correspondantþ àþ BD
(þ{6, 13}).þ etþ pourþ tousþ lesþ bitsþ 0 dansþ D quiþ lesþ suiventþ (þ{7}).þ Lesþ lettresþ
correspondantesþ dansþ U ,þ auxþ positionsþ {6, 7, 13},þ sontþ annotéesþ L1.3.þ
—þþ HT-index :þ Nousþ traduisonsþ cesþ occP = j − i + 1 positionsþ pourþ avoirþ
lesþ positionsþ correspondantesþ dansþ leþ texte.þ Pourþ chacuneþ d’elles,þ nousþ
regardonsþ laþ valeurþ deþ l’annotation.þ Cetteþ requêteþ estþ exécutéeþ enþ tempsþ
O(|P |+ occP × log1+ε n).þ
—þþ TL-index :þ Nousþ traduisonsþ cesþ occP positionsþ pourþ avoirþ lesþ positionsþ cor-
respondantesþ dansþ leþ texte.þ Pourþ chacuneþ d’elles,þ nousþ vérifionsþ siþ label(i) =
Lx.þ Leþ tempsþ totalþ estþ O(|P |+ occP (log1+ε n+ log `)).þ
—þþ TLþBWþ-index :þ Décritþ dansþ l’algorithmeþ 2þ.þ i etþ j correspondentþ auxþ positionsþ
i′ = rank(1, i, BD) etþ j′ = rank(1, j, BD) dansþ laþ racineþ deþ WD.þ Nousþ
utilisonsþ ensuiteþ unþ accesseurþ personnaliséþ depuisþ l’accesseurþ rangeLocateþ
deþ [þ26þ],þ simulantþ uneþ requêteþ bidimensionnelleþ surþ [Lx, Lx] × [i′, j′] dansþ
WD etþ donnantþ l’ensembleþ deþ positionsþ Z = {z | a′z = Lx etþ i′ ≤ z ≤
j′} enþ tempsþ O(|Z| × log `) (boucleþ forþ desþ lignesþ 6 àþ 10).þ Cetþ accesseurþ
commenceþ parþ traverserþ leþ WTþ deþ laþ racineþ àþ laþ feuilleþ Lx puisþ deþ cetteþ
feuilleþ àþ laþ racineþ pourþ trouverþ lesþ positionsþ deþ q0.val quiþ correspondentþ
àþ l’annotationþ dansþ laþ zoneþ donnée.þ Pourþ touteþ positionþ trouvée,þ nousþ
cherchonsþ lesþ positionsþ correspondantesþ dansþ BD etþ lesþ étendonsþ auxþ bitsþ
0 suivantsþ dansþ BD (boucleþ forþ desþ lignesþ 12 àþ 16).þ Cetteþ requêteþ estþ
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exécutéeþ enþ tempsþ O(|P |+ |Z| × log `).þ
—þþ findPL(P ,Lx ) –þ Quellesþ séquencesþ ontþ unþ motifþ P annotéþ A ?þ
—þþ TL-indexþ etþ HT-index :þ Cetteþ requêteþ estþ exactementþ laþ mêmeþ queþ countPL(P ,Lx )
pourþ cesþ deuxþ index.þ
—þþ TLþBWþ-index :þ Nousþ utilisonsþ laþ requêteþ countPL(P ,Lx ) détailléeþ dansþ l’al-
gorithmeþ 2þ,þ remplaçantþ leþ compteurþ cnt avecþ uneþ listeþ Y gardantþ lesþ posi-
tionsþ correspondantesþ dansþ U .þ Lesþ positionsþ sontþ ensuiteþ convertiesþ dansþ
l’ordreþ duþ texte.þ Cetteþ requêteþ estþ exécutéeþ enþ tempsþ O(|P |+ |Z|× log `+
|Y | × log1+ε n).þ
Algorithmþ 2þ countPL(P ,Lx ) :þ Compteþ lesþ positionsþ commençantþ unþ motifþ P etþ an-
notéesþ Lx
1þ :þþ (i, j) deþ findP(P) . positionsþ deþ débutþ etþ finþ desþ occurrencesþ deþ P dansþ U
2þ :þþ i′ = rank(1, i, BD)
3þ :þþ j′ = rank(1, j, BD)
4þ :þþ C = path(Lx) . vecteurþ deþ bitsþ représentantþ leþ cheminþ deþ laþ racineþ àþ laþ feuilleþ leaf(Lx)
5þ :þþ node = q0
6þ :þþ forþ p allantþ deþ 0 àþ |C| − 2 doþ . boucleþ correspondantþ àþ rangeLocateþ deþ [þ26þ]þ
7þ :þþ i′ = rank(C[p], i′ − 1, node.val)
8þ :þþ j′ = rank(C[p], j′, node.val)− 1
9þ :þþ node = (C[p] == 0)?node.left : node.right
10 :þ ifþ i′ > j′ thenþ returnþ 0þ
11 :þ cnt = 0
12 :þ forþ k allantþ deþ i′ àþ j′ doþ
13 :þ k′ = selectW〈Lx, rank(C[|C| − 1], k, node.val)〉 . ièmeþ Lx annotéþ dansþ A′
14 :þ i′′ = select(1, k′, BD)
15 :þ j′′ = select(1, k′ + 1, BD)
16 :þ cnt = cnt+ j′′ − i′′ . positionsþ [i′′, j′′ − 1] deþ U prisesþ enþ compteþ
returnþ cnt
Lesþ tempsþ d’exécutionþ desþ fonctionsþ sontþ résumésþ dansþ laþ tableþ 4.1þ.þ
Requêtesþ HT-indexþ TL-indexþ TLþBWþ-indexþ
label(i) O(1) O(log `) O(log1+ε n+ log `)
findP(P) O(|P |+ occP × log1+ε n)
findL(Lx ) O(y) O(y × log `) O(y(log `+ log1+ε n))
countPL(P ,Lx ) O(|P |+ occP× O(|P |+ occp× O(|P |+ |Z| × log `)
findPL(P ,Lx ) log
1+ε n) (log1+ε n+ log `)) O(|P |+ |Z| × log `+ y × log1+ε n)
Tableþ 4.1 :þ Tempsþ d’exécutionþ desþ requêtesþ surþ chaqueþ index.þ Nousþ avonsþ |Z| ≤ y ≤
occp.þ
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Commeþ |Z| ≤ |Y | ≤ occp,þ lesþ requêtesþ countPL() etþ findPL() peuventþ êtreþ plusþ
rapidesþ surþ leþ TLþBWþ-index,þ |Z| dépendantþ deþ laþ compressionþ queþ BD peutþ faireþ surþ Y .þ
Notonsþ queþ dansþ leþ TLþBWþ-index,þ laþ requêteþ countPL(P ,Lx ) pourraitþ êtreþ plusþ
rapideþ siþ leþ Waveletþ Treeþ étaitþ directementþ construitþ àþ partirþ desþ annotations,þ sansþ leþ
vecteurþ deþ bitþ intermédiaireþ BD :þ laþ réponseþ pourraitþ êtreþ connueþ auþ momentþ oùþ nousþ
atteignonsþ laþ feuilleþ duþ WTþ enþ tempsþ O(|P | + log `).þ Maisþ deþ cetteþ manièreþ leþ WTþ
estþ toujoursþ deþ grandeþ taille,þ avecþ n bitsþ àþ chaqueþ étageþ complet.þ Nousþ avonsþ préféréþ
opterþ pourþ uneþ structureþ deþ faibleþ tailleþ lorsqueþ uneþ compressionþ deþ A estþ possibleþ
(économisantþ lesþ n bitsþ deþ B).þ
4.4þ Famillesþ d’annotationsþ
Lesþ annotationsþ peuventþ êtreþ organiséesþ dansþ uneþ hiérarchieþ d’annotations,þ
étantþ donnéþ unþ ensembleþ F = {F0, ..., Ff−1} deþ famillesþ d’annotations.þ Cetteþ hié-
rarchieþ peutþ êtreþ utiliséeþ enþ hématologieþ avecþ lesþ gènesþ V,þ Dþ etþ J.þ Lesþ allèlesþ d’unþ
mêmeþ gèneþ seraientþ regroupésþ dansþ laþ mêmeþ familleþ (þVþ2-01þ∗01,þ Vþ2-01þ∗02þ),þ puisþ lesþ
gènesþ ayantþ leþ mêmeþ numéroþ (þVþ2-01,þ Vþ2-04þ),þ puisþ lesþ gènesþ ayantþ laþ mêmeþ fonctionþ
(þVþ1,þ Vþ3).þ
Lesþ deuxþ indexþ ayantþ unþ WTþ peuventþ êtreþ adaptésþ :þ leþ WTþ WA (respectivementþ
WD)þ auraþ uneþ formeþ enþ concordanceþ avecþ laþ hiérarchieþ d’annotations,þ etþ lesþ nœudsþ
internesþ q deþ WA (respectivementþ WD)þ pourrontþ avoirþ uneþ valeurþ deþ q.label nonþ videþ
appartenantþ àþ F .þ Parþ exemple,þ surþ laþ figureþ 4.10þ,þ nousþ pouvonsþ placerþ l’annotationþ
q1.label = L1,þ oùþ L1 estþ leþ nomþ deþ laþ familleþ regroupantþ lesþ annotationsþ L1.1,þ L1.2 etþ
L1.3.þ
L
L1
L1.1 L1.2 L1.3
L2
L1.1 L1.3
L1.2
L2
q0 :þ familleþ L
q1 :þ familleþ L1
Figureþ 4.10 :þ Uneþ hiérarchieþ d’annotationsþ n-aireþ (gauche)þ peutþ êtreþ représentéeþ avecþ
unþ arbreþ binaireþ quiþ donneþ laþ formeþ duþ WTþ (droite).þ Dansþ lesþ deuxþ
arbres,þ laþ familleþ d’annotationsþ L1 aþ 3 descendants,þ L1.1,þ L1.2 etþ L1.3.þ
Lesþ requêtesþ findL() etþ findPL() peuventþ êtreþ naturellementþ utiliséesþ avecþ lesþ
famillesþ d’annotations.þ Àþ partirþ deþ laþ hiérarchieþ décriteþ avecþ laþ figureþ 4.10þ,þ laþ requêteþ
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findL(L1 ) doitþ trouverþ lesþ séquencesþ quiþ ontþ uneþ annotationþ L1.1,þ L1.2 ouþ L1.3.þ Uneþ
telleþ requêteþ n’aþ pasþ besoinþ d’êtreþ itéréeþ surþ chaqueþ annotationþ deþ laþ familleþ L1,þ maisþ
vaþ plutôtþ commencerþ àþ partirþ duþ nœudþ interneþ correspondantþ àþ laþ familleþ :þ q1 surþ laþ
figureþ 4.10þ.þ
Formerþ l’arbreþ W enþ considérantþ laþ hiérarchieþ desþ annotationsþ peutþ augmenterþ laþ
profondeurþ duþ WTþ jusqu’àþ O(`) dansþ leþ pireþ desþ cas.þ Pourþ utiliserþ moinsþ deþ mémoireþ
etþ obtenirþ unþ meilleurþ tempsþ moyenþ deþ requête,þ nousþ utilisonsþ l’idéeþ deþ l’arbreþ deþ
Huffmanþ [þ18þ].þ Uneþ feuilleþ quiþ correspondþ àþ uneþ annotationþ fréquemmentþ utiliséeþ seraþ
placéeþ plusþ hautþ dansþ l’arbreþ queþ laþ feuilleþ correspondantþ àþ uneþ annotationþ rarementþ
utilisée.þ Enþ fonctionþ deþ laþ hiérarchieþ desþ annotations,þ laþ profondeurþ duþ WTþ estþ H0(A′)
(respectivementþ H0(D′))þ dansþ leþ meilleurþ desþ cas,þ tandisþ qu’elleþ seraþ toujoursþ deþ O(`)
dansþ leþ pireþ desþ cas.þ Siþ aucuneþ hiérarchieþ desþ annotationsþ n’estþ donnée,þ laþ profondeurþ
duþ WTþ seraþ deþ H0(A′) (respectivementþ H0(D′)).þ
Cesþ deuxþ idéesþ sontþ regroupéesþ dansþ l’algorithmeþ 3þ indiquantþ laþ manièreþ deþ conce-
voirþ laþ formeþ duþ WTþ àþ partirþ d’unþ arbreþ n-aireþ représentantþ uneþ familleþ d’annotations.þ
Ilþ fonctionneþ deþ manièreþ similaireþ àþ unþ algorithmeþ classiqueþ [þ9þ]þ maisþ utiliseþ unþ algo-
rithmeþ deþ Huffmanþ pourþ chaqueþ nœud.þ Nousþ utilisonsþ l’algorithmeþ 3þ surþ laþ racineþ deþ
l’arbreþ n-aire.þ
Algorithmþ 3þ FormeWRec(n) :þ Transformeþ unþ arbreþ n-aireþ enþ arbreþ binaire,þ retourneþ
laþ racineþ deþ l’arbreþ binaireþ
1þ :þþ Paramètreþ :þ n :þ nœudþ courantþ deþ l’arbreþ n-aireþ
2þ :þþ ifþ estFeuille(þn)þ thenþ
3þ :þþ créationþ feuille′ (þn.anno,þ n.frequence)þ returnþ feuille′
4þ :þþ elseþ
5þ :þþ créationþ l . listeþ deþ nœuds,þ rangésþ dansþ l’ordreþ décroissantþ desþ fréquencesþ
6þ :þþ forþ chaqueþ nœudþ filsþ f deþ n doþ
7þ :þþ f ′ =þ FormeWRec(þf)þ
8þ :þþ insertionDansListe(þl,þ f ′)þ
9þ :þþ n′ =þ Huffman(þl)þ . algorithmeþ deþ Huffmanþ surþ lesþ nœudsþ deþ l
10 :þ returnþ n′
4.5þ Expérimentationsþ
4.5.1þ Méthodologieþ
Lesþ troisþ indexþ ontþ étéþ implémentésþ enþ C++.þ Nousþ avonsþ utiliséþ laþ bibliothèqueþ
SDSL-Liteþ [þ15þ]þ pourþ construireþ lesþ vecteursþ deþ bitsþ etþ leþ WT.þ Nousþ avonsþ utiliséþ laþ bi-
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Algorithmþ 4þ Huffman(l1) :þ Fabriqueþ unþ arbreþ deþ Huffmanþ àþ partirþ desþ nœudsþ stockésþ
dansþ uneþ listeþ triéeþ
1þ :þþ Parametresþ :þ l1 :þ listeþ deþ feuilles,þ triéeþ enþ fonctionþ deþ leurþ fréquence,þ
2þ :þþ l2 = {} . fileþ deþ nœudsþ internes,þ initialementþ videþ
3þ :þþ whileþ l1.tailleþ +l2.tailleþ > 1 doþ
4þ :þþ f1 =þ retirerMin(þl1,þ l2)þ . retireþ leþ plusþ petitþ élémentþ deþ l’uneþ desþ deuxþ listesþ
5þ :þþ f2 =þ retirerMin(þl1,þ l2)þ
6þ :þþ créationþ n′()þ
7þ :þþ n′.filsGaucheþ =þ f1
8þ :þþ n′.filsDroitþ =þ f2
9þ :þþ n′.frequenceþ =þ f1.frequenceþ +þ f2.frequenceþ
10 :þ insérerDansFile(þl2,þ n′)þ
11 :þ racine′ =þ retirer(þl)þ
12 :þ returnþ racine′ . Complexitéþ :þ O(þ` log `+ n),þ avecþ ` nombreþ deþ feuillesþ
bliothèqueþ RopeBWT2þ [þ21þ],þ quiþ construitþ laþ BWTþ enþ tempsþ O(n log n) surþ deþ courtesþ
séquencesþ ADN.þ Elleþ estþ trèsþ efficaceþ pourþ stockerþ etþ indexerþ desþ séquencesþ corres-
pondantþ àþ notreþ applicationþ [þ8þ].þ Commeþ RopeBWT2þ n’échantillonneþ pasþ laþ tableþ desþ
suffixes,þ nousþ itéronsþ surþ leþ texteþ jusqu’àþ trouverþ unþ symboleþ $.þ Pourþ avoirþ desþ résultatsþ
prochesþ deþ l’échantillonnageþ habituelþ duþ FM-indexþ enþ O(log1+ε n) pasþ nousþ utilisonsþ
desþ séquencesþ deþ tailleþ 50 dansþ lesþ fichiersþ simulés.þ Lesþ fichiersþ réels,þ ayantþ desþ séquencesþ
plusþ grandes,þ ontþ deþ ceþ faitþ uneþ distanceþ d’échantillonnageþ plusþ grande.þ L’exécutionþ desþ
fonctionsþ utilisantþ laþ BWTþ serontþ plusþ longuesþ pourþ unþ mêmeþ résultatþ etþ neþ pourrontþ
êtreþ comparéesþ entreþ jeuxþ deþ donnéesþ réellesþ etþ simulées.þ Nousþ construisonsþ lesþ vecteursþ
deþ bitsþ BA (ouþ BD),þ lesþ compressonsþ enþ utilisantþ laþ classeþ rrr_vectorþ deþ SDSL-Liteþ
(voirþ sectionþ 2.4.2þ),þ enfinþ nousþ construisonsþ WA (ouþ WD)þ enþ utilisantþ uneþ formeþ d’arbreþ
dépendantþ deþ laþ hiérarchieþ desþ annotationsþ (voirþ sectionþ 4.4þ )þ queþ nousþ avonsþ intégréeþ
dansþ SDSL-Lite.þ Dansþ ceþ prototypeþ d’implémentation,þ lesþ requêtesþ neþ peuventþ pasþ êtreþ
utiliséesþ surþ lesþ famillesþ d’annotations.þ
Nousþ avonsþ évaluéþ leþ tempsþ deþ construction,þ laþ tailleþ desþ index,þ ainsiþ queþ leþ
tempsþ d’exécutionþ deþ troisþ desþ requêtesþ détailléesþ dansþ laþ sectionþ 4.3þ :þ label(),þ findL()
etþ findPL().þ Enþ effet,þ findP(P) seþ comporteþ deþ laþ mêmeþ manièreþ dansþ chaqueþ indexþ
etþ countPL(P ,Lx ) estþ trèsþ similaireþ àþ laþ requêteþ findPL(P ,Lx ).þ Lesþ troisþ indexþ ontþ
étéþ testésþ surþ plusieursþ jeuxþ deþ donnéesþ deþ textesþ annotés,þ chacunþ composésþ deþ 100Mþ
lettres.þ Laþ figureþ 1.4þ montreþ laþ manièreþ dontþ unþ texteþ annotéþ estþ représentéþ dansþ
lesþ fichiers.þ Lesþ jeuxþ deþ donnéesþ ainsiþ queþ leþ codeþ sontþ disponiblesþ àþ l’adresseþ httpþ:þ
/þ/þwwwþ.þvidjilþ.þorgþ/þdataþ/þ#2018-þpeerjcsþ.þ
Lesþ jeuxþ deþ donnéesþ sontþ lesþ suivantsþ :þ
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—þþ fichiersþ simulésþ avecþ séquenceþ etþ annotationsþ aléatoires.þ Lesþ séquencesþ
sontþ aléatoiresþ etþ ontþ uneþ longueurþ allantþ deþ 40 àþ 60 lettres.þ Pourþ lesþ annota-
tions,þ nousþ lisonsþ chaqueþ lettreþ enþ tirantþ avecþ uneþ probabilitéþ deþ 1/2 siþ cetteþ
lettreþ estþ leþ débutþ d’uneþ annotation.þ Siþ c’estþ leþ cas,þ nousþ tironsþ saþ longueurþ (àþ
partirþ deþ 1 etþ neþ dépassantþ pasþ laþ finþ deþ laþ séquence)þ etþ enfinþ sonþ annotation.þ
Laþ tailleþ duþ vecteurþ A′ (respectivementþ D′)þ estþ a ∼ 0.06n (respectivementþ
d ∼ 0.77n).þ
—þþ fichiersþ simulésþ avecþ séquencesþ aléatoiresþ maisþ annotationsþ fixées.þ
Ici,þ uneþ annotationþ estþ toujoursþ associéeþ auþ mêmeþ motif,þ avecþ desþ variationsþ
éventuelles,þ etþ nousþ modifionsþ laþ proportionþ deþ lettresþ annotéesþ (deþ 5%þ àþ
100%),þ leþ pourcentageþ deþ variationsþ dansþ leþ motifþ deþ l’annotationþ (deþ 0%þ
àþ 50%,þ plusþ deþ variationþ équivautþ àþ avoirþ desþ motifsþ aléatoires),þ leþ nombreþ
d’annotationsþ différentesþ (deþ 10 àþ 1000),þ laþ longueurþ desþ annotationsþ (deþ 5 àþ
100 lettres).þ Leþ jeuþ deþ donnéesþ estþ composéþ deþ 546 fichiers,þ deuxþ deþ cesþ fichiersþ
sontþ présentésþ dansþ laþ tableþ 4.2þ.þ Leþ premierþ fichierþ aþ desþ annotationsþ présentesþ
surþ tousþ lesþ lettresþ (þa ∼ 0.06n etþ d ∼ 0.16n),þ tandisþ queþ leþ secondþ aþ beaucoupþ
deþ variationsþ dansþ lesþ annotationsþ (þa ∼ 0.08n etþ d ∼ 0.36n).þ
—þþ fichierþ réelþ composéþ deþ recombinaisonsþ V(D)J.þ Ceþ fichierþ estþ constituéþ
deþ recombinaisonsþ V(D)J,þ avecþ uneþ séquenceþ parþ cloneþ trouvé,þ ainsiþ queþ leurþ
analyseþ réaliséeþ parþ Vidjil.þ Ilþ estþ composéþ deþ laþ concaténationþ deþ troisþ fichiersþ
patientsþ publiésþ dansþ [þ45þ]þ afinþ d’obtenirþ unþ fichierþ d’environþ 100Mþ lettres.þ Cesþ
fichiersþ ontþ étéþ obtenusþ parþ séquençageþ àþ hautþ débitþ lorsþ duþ diagnosticþ deþ
patientsþ atteintsþ deþ leucémieþ etþ dontþ lesþ échantillonsþ sontþ analysésþ àþ l’hôpitalþ
deþ Lille.þ Leþ jeuþ deþ donnéesþ estþ composéþ d’environþ 400 000 séquencesþ dontþ
838Kþ facteursþ annotésþ issusþ deþ 355 annotationsþ différentesþ (avecþ a ∼ 0.016n
etþ d ∼ 0.26n).þ Lesþ longueursþ desþ annotationsþ ontþ étéþ introduitesþ dansþ laþ figureþ
2.14þ deþ laþ sectionþ 2.6þ.þ Cesþ jeuxþ deþ donnéesþ permettentþ d’envisagerþ desþ requêtesþ
réalistes,þ voirþ laþ sectionþ 4.6þ.þ
4.5.2þ Résultatsþ
Tailleþ desþ index.þ Laþ tableþ 4.2þ montreþ lesþ résultats.þ Commeþ attendu,þ laþ tailleþ deþ U ,þ
B (þBA ouþ BD)þ etþ W (þWA ouþ WD)þ augmenteþ linéairementþ avecþ leþ nombreþ d’élémentsþ
àþ indexerþ (donnéesþ nonþ montrées).þ Leþ TL-indexþ estþ l’indexþ leþ plusþ petit,þ etþ leþ TLþBWþ-
indexþ estþ enþ généralþ légèrementþ plusþ grand.þ Laþ compressionþ desþ indexþ estþ directementþ
liéeþ àþ a etþ d.þ Lesþ fichiersþ avecþ lesþ séquencesþ etþ annotationsþ aléatoiresþ (þd = 0.77n)þ
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aléatoireþ fixéþ #1þ fixéþ #2þ réelþ
tailleþ desþ séquencesþ 50 50 50 264
Anno.þ (t/u)þ 3.7Mþ /þ 1000 4Mþ /þ 100 4Mþ /þ 10 852Kþ /þ 355
Anno.þ tailleþ moy.þ 12.6 25 5 110.3
Anno.þ lettresþ (%)þ 47 100 20 92
Variationsþ (%)þ 100 5 50 ??þ
a = ... /þ d = ... 0.06n /þ 0.77n 0.06n /þ 0.16n 0.08n /þ 0.36n 0.016n /þ 0.26n
TLþ TLþBWþ HTþ TLþ TLþBWþ HTþ TLþ TLþBWþ HTþ TLþ TLþBWþ HTþ
Tailleþ (MB)þ 104þ 184 217 33þ 38 114 99þ 116 209 13þ 33 35
Tempsþ (s)þ 18þ 80 15þ 13.2 77 11þ 14.6þ 73.8 13.2þ 10.2þ 65 10.2þ
label(ti) (µs) 3.84 21.54 0.73þ 4.50 20.02 0.55þ 1.22 21.2 0.67þ 2.98 81.1 0.37þ
findL(L) (þµs/l)þ 0.4þ 34 0.4þ 0.12þ 13.1 0.20 0.40 21.41 0.21þ 0.04þ 52.5 0.17
findPL(P ,L) (s)þ 34.7 5.13þ 29.7 26.0 3.19þ 20.9 30.64 3.00þ 28.91 131.1 3.83þ 127.8
Tableþ 4.2 :þ Taille,þ tempsþ deþ constructionþ etþ tempsþ d’exécutionþ deþ requêtesþ desþ troisþ
indexþ indexantþ desþ textesþ annotés,þ surþ troisþ fichiersþ simulésþ etþ unþ fichierþ
réelþ deþ recombinaisonsþ V(D)J.þ Chaqueþ fichierþ estþ constituéþ deþ n = 100Mþ
lettres.þ Lesþ fichiersþ diffèrentþ parþ leurþ nombreþ d’annotationsþ (“Anno.þ (t/u)”)þ
etþ leurþ longueurþ (“Anno.þ tailleþ moy.”),þ parþ leþ pourcentageþ deþ lettresþ an-
notéesþ (“Anno.þ lettres”),þ etþ parþ leþ pourcentageþ deþ variationsþ dansþ leþ motifþ
d’uneþ annotationþ (“Variations”).þ Laþ valeurþ a (respectivementþ d)þ représenteþ
laþ tailleþ deþ A′ (resp.þ D′).þ Elleþ estþ donnéeþ parþ rapportþ àþ laþ tailleþ duþ texteþ n.þ
Lesþ requêtesþ utilisentþ unþ motifþ P deþ 3 lettres.þ Lesþ tempsþ d’exécutionþ desþ
requêtesþ sontþ desþ moyennesþ calculéesþ surþ 1Mþ lancementsþ pourþ label(i) etþ
auþ moinsþ 5 exécutionsþ pourþ lesþ autresþ requêtes.þ Lesþ tempsþ d’exécutionþ deþ
laþ requêteþ findL(L) sontþ calculésþ parþ lettre.þ Lesþ meilleursþ tempsþ enþ gras.þ
sontþ compliquésþ àþ compresser,þ alorsþ queþ lesþ fichiersþ avecþ unþ ratioþ d/n basþ donnentþ
unþ quotientþ deþ compressionþ allantþ deþ 2 àþ 7.þ Laþ figureþ 4.11þ détailleþ cesþ variationsþ deþ
tailles.þ Commeþ attendu,þ lesþ indexþ sontþ plusþ grandsþ lorsqueþ ilþ yþ aþ peuþ d’annotationsþ
consécutivesþ identiquesþ dansþ T ouþ dansþ U ,þ provoquantþ plusþ deþ bitsþ 1 dansþ B.þ Notonsþ
queþ lorsqu’ilþ yþ aþ plusþ deþ lettresþ annotées,þ ilþ yþ aþ plusþ deþ répétitionsþ dansþ leþ texteþ carþ
lesþ annotationsþ sontþ placéesþ surþ desþ motifsþ similaires,þ d’oùþ uneþ diminutionþ deþ laþ tailleþ
deþ laþ BWTþ (figureþ 4.11þ hautþ gaucheþ etþ basþ gauche).þ W augmenteþ lorsqueþ leþ nombreþ
d’annotationsþ différentesþ augmenteþ (enþ basþ àþ droite),þ laþ profondeurþ deþ W augmenteþ deþ
façonþ logarithmiqueþ avecþ leþ nombreþ d’annotationsþ différentes.þ
Leþ TL-indexþ estþ plusþ petitþ queþ leþ TLþBWþ-indexþ surþ lesþ fichiersþ réels,þ carþ moinsþ
d’annotationsþ sontþ indexéesþ dansþ leþ WTþ duþ TL-indexþ (þa < d).þ Sachantþ queþ leþ fichierþ
réelþ estþ constituéþ deþ séquencesþ deþ recombinaisonsþ V(D)J,þ ilþ yþ aþ auþ maximumþ 5 facteursþ
annotésþ successifsþ parþ séquenceþ :þ V,þ ε,þ D,þ ε etþ J.þ Leþ TL-indexþ compresseþ trèsþ bienþ lesþ
annotationsþ deþ cesþ séquences.þ Deþ sonþ côté,þ leþ TLþBWþ-indexþ compresseþ lesþ annotationsþ
plusþ difficilement.þ Lesþ recombinaisonsþ étantþ toutesþ différentes,þ laþ BWTþ duþ TLþBWþ-indexþ
neþ parvientþ pasþ àþ regrouperþ autantþ d’annotationsþ successivesþ identiquesþ dansþ D queþ leþ
4.6þ DISCUSSIONþ 69þ
TL-indexþ avecþ A.þ D′ estþ trèsþ peuþ compresséþ parþ rapportþ àþ A′,þ doncþ WD estþ plusþ grandþ
queþ WA,þ leþ TLþBWþ-indexþ estþ doncþ plusþ grandþ queþ leþ TL-indexþ surþ ceþ fichierþ deþ séquencesþ
réelles.þ
Tempsþ deþ construction.þ Laþ majoritéþ duþ tempsþ deþ constructionþ duþ TL-indexþ estþ
consacréeþ àþ laþ constructionþ deþ laþ BWT.þ Bienþ qu’unþ tempsþ identiqueþ yþ soitþ consacréþ
dansþ laþ constructionþ duþ TLþBWþ-index,þ laþ constructionþ deþ D′ estþ trèsþ coûteuse.þ Deþ ceþ
fait,þ leþ TLþBWþ-indexþ nécessiteþ toujoursþ plusþ deþ tempsþ deþ constructionþ queþ leþ TL-index.þ
Requêtes.þ Laþ requêteþ label() estþ laþ plusþ rapideþ dansþ leþ HT-index.þ Commeþ attendu,þ
leþ TLþBWþ-indexþ aþ besoinþ deþ plusþ deþ tempsþ pourþ lesþ requêtesþ label() etþ findL() carþ ilþ aþ
besoinþ deþ traduireþ lesþ positionsþ dansþ l’ordreþ duþ texte.þ Notonsþ queþ localiserþ lesþ positionsþ
dansþ leþ texteþ prendþ environþ autantþ deþ tempsþ queþ laþ requêteþ label(i) dansþ leþ TL-indexþ
(donnéesþ nonþ montrées).þ Cependant,þ pourþ laþ requêteþ findPL(P ,L),þ leþ TLþBWþ-indexþ estþ
laþ solutionþ laþ plusþ rapideþ carþ laþ traductionþ deþ positionþ neþ seþ faitþ queþ surþ lesþ lettresþ quiþ
ontþ àþ laþ foisþ leþ motifþ etþ l’annotation.þ Pourþ leþ TL-indexþ etþ HT-index,þ leþ tempsþ effectifþ
deþ laþ requêteþ findPL(P ,L) estþ plusþ affectéþ parþ leþ nombreþ d’occurrencesþ duþ motifþ queþ
parþ leþ nombreþ d’occurrencesþ finalesþ (entreþ 0þ etþ 100Kþ enþ fonctionþ duþ fichier).þ
Surþ leþ fichierþ réelþ deþ recombinaisonsþ V(D)J,þ lesþ séquencesþ sontþ plusþ longues.þ Leþ
TLþBWþ-indexþ souffreþ encoreþ plusþ iciþ deþ l’échantillonnageþ distantþ dansþ l’implémenta-
tionþ pourþ lesþ requêtesþ label() etþ findL().þ Cependant,þ pourþ laþ requêteþ findPL(P ,L),þ lesþ
autresþ indexþ sontþ pénalisésþ parþ l’échantillonnageþ distant,þ entraînantþ desþ requêtesþ plusþ
deþ 30 foisþ plusþ lentesþ avecþ unþ TLþBWþ-index.þ
4.6þ Discussionþ
Lesþ TL-indexþ etþ TLþBWþ-indexþ stockentþ unþ texteþ annotéþ etþ permettentþ desþ requêtesþ
efficaces.þ Ilsþ peuventþ êtreþ construitsþ depuisþ desþ fichiersþ deþ plusieursþ MBþ enþ quelquesþ
secondes.þ Lesþ testsþ confirmentþ queþ lesþ indexþ restentþ petitsþ lorsqueþ leþ texteþ estþ redondantþ
(doncþ unþ plusþ petitþ U),þ lorsqueþ chaqueþ annotationþ décritþ unþ motifþ avecþ peuþ deþ variationþ
(beaucoupþ deþ bitsþ 0 dansþ B,þ doncþ unþ plusþ petitþ WA ouþ WD),þ etþ lorsqueþ peuþ deþ lettresþ
sontþ annotéesþ (doncþ unþ plusþ petitþ WA ouþ WD).þ Toutefoisþ leþ TL-indexþ etþ leþ TLþBWþ-indexþ
sontþ robustesþ mêmeþ pourþ desþ textesþ nonþ redondantsþ avecþ desþ annotationsþ presqueþ
aléatoires.þ Leþ TLþBWþ-indexþ aþ besoinþ deþ plusþ deþ placeþ queþ leþ TL-indexþ maisþ estþ plusþ
efficaceþ pourþ lesþ requêtesþ combinantþ motifþ etþ annotation.þ
Nousþ avonsþ vuþ dansþ laþ sectionþ 4.3þ queþ lesþ requêtesþ classiquesþ ontþ unþ bonþ tempsþ
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d’exécutionþ surþ leþ TL-index,þ maisþ qu’ellesþ sontþ plusþ longuesþ surþ leþ TLþBWþ-index,þ chaqueþ
occurrenceþ devantþ êtreþ traduiteþ dansþ l’ordreþ duþ texte.þ Enþ revancheþ lesþ requêtesþ difficilesþ
sontþ efficacesþ etþ ontþ unþ tempsþ d’exécutionþ satisfaisantþ surþ leþ TLþBWþ-index.þ Leþ tempsþ
d’exécutionþ deþ laþ requêteþ countPL()devientþ indépendantþ duþ nombreþ d’occurrencesþ siþ
leþ WTþ duþ TLþBWþ-indexþ indexeþ D (lesþ annotationsþ dansþ l’ordreþ deþ laþ BWT)þ etþ nonþ saþ
versionþ compressée.þ
Nousþ neþ comparonsþ pasþ lesþ tauxþ deþ compressionþ desþ indexþ duþ chapitreþ 4þ etþ deþ laþ
compressionþ duþ chapitreþ 3þ.þ L’algorithmeþ deþ compressionþ testéþ dansþ leþ chapitreþ 3þ utiliseþ
enþ entréeþ unþ texteþ nonþ annoté,þ nousþ neþ comptonsþ queþ leþ texteþ dansþ laþ tailleþ duþ texteþ
nonþ compressé.þ Deþ leurþ côté,þ lesþ structuresþ d’indexationsþ indexentþ desþ textesþ annotés.þ
Siþ nousþ avionsþ vouluþ faireþ uneþ comparaison,þ ilþ nousþ auraitþ falluþ implémenterþ leþ premierþ
algorithmeþ deþ compression,þ compressantþ unþ texteþ annoté.þ
Nousþ prévoyonsþ d’utiliserþ l’unþ deþ cesþ indexþ dansþ uneþ indexationþ deþ recombi-
naisonsþ V(D)Jþ d’échantillonsþ deþ patientsþ suivisþ pourþ desþ maladiesþ hématologiques.þ Ilþ
permettraþ laþ rechercheþ deþ recombinaisonsþ V(D)Jþ entreþ plusieursþ échantillonsþ d’unþ pa-
tientþ ouþ plusieursþ patients.þ Nousþ pourronsþ suivreþ l’évolutionþ d’unþ cloneþ chezþ unþ patientþ
ouþ voirþ siþ deuxþ patientsþ partagentþ desþ clones.þ Nousþ pourronsþ aussiþ procéderþ àþ desþ testsþ
deþ contaminationþ afinþ deþ vérifierþ queþ leþ cloneþ majoritaireþ présentþ dansþ unþ fichierþ neþ seþ
retrouveþ pasþ dansþ unþ autre.þ Pourþ celaþ nousþ pouvonsþ exécuterþ laþ requêteþ findP(P),þ avecþ
P étantþ leþ cloneþ majoritaire,þ dansþ lesþ fichiers.þ Nousþ pourrionsþ égalementþ faireþ l’inter-
sectionþ deþ deuxþ fichiers.þ Pourþ celaþ nousþ cherchonsþ siþ l’uneþ desþ séquencesþ d’unþ premierþ
fichierþ apparaîtþ dansþ unþ secondþ fichierþ avecþ laþ requêteþ findP(P) surþ chaqueþ séquenceþ
duþ premierþ fichier.þ Cetteþ solutionþ n’estþ pasþ optimaleþ etþ pourraitþ êtreþ amélioréeþ parþ desþ
algorithmesþ comparantþ deuxþ index.þ
Grâceþ àþ cesþ structuresþ d’indexation,þ nousþ pourronsþ aussiþ comparerþ laþ situationþ deþ
plusieursþ patientsþ dontþ laþ situationþ médicaleþ estþ proche.þ Pourþ cela,þ prenonsþ l’exempleþ
d’unþ patientþ enþ attenteþ deþ traitementþ ;þ nousþ savonsþ quelþ cloneþ nousþ devonsþ traiterþ chezþ
ceþ patient,þ lesþ gènesþ quiþ leþ constituentþ ainsiþ queþ sesþ mutationsþ génétiques.þ Enþ utilisantþ
laþ requêteþ findPL(P ,Lx ) nousþ trouvonsþ lesþ patientsþ partageantþ desþ recombinaisonsþ
ayantþ cesþ mêmeþ gènesþ mutés.þ Siþ leþ patientþ aþ étéþ traitéþ surþ ceþ clone,þ nousþ connaissonsþ
leþ traitementþ effectuéþ etþ laþ réponseþ immunitaireþ duþ patientþ pourþ mettreþ auþ pointþ unþ
traitementþ pourþ leþ nouveauþ patient.þ D’aprèsþ lesþ testsþ effectués,þ leþ tempsþ deþ cetteþ requêteþ
estþ toutþ àþ faitþ convenableþ pourþ cetteþ application.þ
Enþ ceþ quiþ concerneþ laþ requêteþ findL(Lx ),þ nousþ pouvonsþ imaginerþ créerþ uneþ indexa-
tionþ deþ patientsþ sainsþ etþ trouverþ lesþ recombinaisonsþ contenantþ unþ gèneþ spécifique.þ Celaþ
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permettraitþ deþ faireþ desþ statistiquesþ surþ lesþ tauxþ d’apparitionþ desþ recombinaisonsþ etþ enþ
apprendreþ plusþ surþ leþ choixþ desþ gènesþ dansþ leþ mécanismeþ deþ recombinaisons.þ
Chacuneþ deþ cesþ requêtesþ peutþ êtreþ utiliséeþ surþ différentsþ niveauxþ d’uneþ familleþ
d’annotations.þ Nousþ pourrionsþ enþ effetþ exécuterþ laþ requêteþ findPL(P ,Vx ) surþ tousþ lesþ
allèlesþ duþ gèneþ Vx carþ ilsþ diffèrentþ trèsþ peuþ –þ certainsþ allèlesþ neþ variantþ queþ d’unþ seulþ
nucléotide.þ
Suivantþ leþ typeþ deþ requêtesþ majoritairesþ queþ voudraþ faireþ l’utilisateurþ (motifþ ouþ
annotationþ ouþ motifþ etþ annotation),þ nousþ choisironsþ leþ TL-indexþ ouþ leþ TLþBWþ-index.þ
Dansþ chaqueþ index,þ nousþ rajouteronsþ àþ l’implémentationþ lesþ requêtesþ surþ desþ fa-
millesþ d’annotationsþ maisþ aussiþ deþ nouvellesþ requêtesþ propresþ auxþ V(D)J.þ Parþ exemple,þ
certainesþ séquencesþ dansþ leþ fichierþ neþ sontþ pasþ desþ recombinaisonsþ V(D)Jþ etþ nousþ pour-
ronsþ yþ accéderþ etþ lesþ compterþ facilementþ enþ ajoutantþ uneþ annotationþ spécialeþ surþ leþ
symboleþ $þ deþ laþ séquence.þ Nousþ pourronsþ connaîtreþ leþ pourcentageþ deþ présenceþ d’uneþ
recombinaisonþ enþ faisantþ uneþ rechercheþ surþ lesþ annotationsþ constituantþ cetteþ recom-
binaison.þ D’autresþ requêtes,þ commeþ calculerþ laþ longueurþ moyenneþ desþ séquences,þ sontþ
plusþ difficilesþ àþ exécuterþ carþ demandantþ uneþ lectureþ intégraleþ duþ texte.þ
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Figureþ 4.11 :þ Tailleþ desþ indexþ etþ deþ leurþ BWTþ sous-jacentesþ dansþ lesþ 546 fichiersþ ayantþ
lesþ annotationsþ fixées.þ Leþ HT-indexþ estþ toujoursþ trèsþ grandþ carþ A′ estþ
stockéþ enþ toutesþ lettres.þ Lesþ TL-þ etþ TLþBWþ-indexþ ontþ uneþ tailleþ procheþ deþ
leurþ BWT.þ Leurþ différencesþ dépendþ surtoutþ deþ laþ tailleþ deþ laþ séquenceþ
d’annotationsþ compresséeþ A′ etþ D′.þ Lesþ taillesþ augmententþ lorsqueþ leþ
nombreþ deþ lettresþ annotéesþ augmenteþ (hautþ gauche),þ lorsqu’ilþ yþ aþ plusþ
deþ variationþ dansþ lesþ motifsþ desþ annotationsþ (hautþ droite),þ ouþ lorsqueþ
leþ nombreþ d’annotationsþ différentesþ augmenteþ (basþ droite).þ Notonsþ queþ
lorsqueþ toutesþ lesþ lettresþ sontþ annotéesþ (hautþ gauche,þ 100%),þ ilþ yþ aþ uneþ
petiteþ diminutionþ dansþ laþ tailleþ desþ indexþ carþ ilþ n’yþ aþ plusþ deþ lettreþ
aléatoireþ entreþ lesþ motifs.þ Laþ tailleþ desþ indexþ diminueþ lorsqueþ laþ longueurþ
desþ annotationsþ augmenteþ (basþ gauche),þ carþ ilþ yþ aþ unþ plusþ grandþ nombreþ
deþ suffixesþ communsþ dansþ lesþ séquences.þ
Conclusionsþ etþ perspectivesþ
Aþ partirþ d’uneþ problématiqueþ biologiqueþ poséeþ parþ leþ serviceþ d’hématologieþ deþ
Lille,þ commentþ comparerþ lesþ répertoiresþ immunologiquesþ deþ patientsþ sousþ formeþ d’en-
sembleþ deþ recombinaisonsþ V(D)J,þ nousþ avonsþ traduitþ ceþ problèmeþ dansþ leþ domaineþ deþ
l’algorithmiqueþ duþ texteþ :þ commentþ compresserþ etþ indexerþ unþ texteþ annotéþ toutþ enþ per-
mettantþ desþ requêtesþ combinantþ texteþ etþ annotation.þ Àþ notreþ connaissance,þ ilþ n’existaitþ
aucunþ algorithmeþ ouþ structureþ répondantþ àþ ceþ problème.þ Nousþ avonsþ doncþ élaboréþ uneþ
méthodeþ deþ compressionþ etþ deuxþ structuresþ d’indexation.þ
Leþ chapitreþ 3þ introduitþ uneþ compressionþ deþ texteþ annoté.þ Nousþ découponsþ leþ texteþ
enþ facteurs,þ quiþ sontþ représentésþ parþ desþ référencesþ versþ desþ séquencesþ connuesþ ouþ sontþ
décritsþ enþ toutesþ lettres.þ Ceþ chapitreþ proposeþ troisþ algorithmesþ deþ compression.þ Leþ pre-
mierþ compresseþ unþ texteþ annotéþ oùþ chaqueþ sectionþ duþ texteþ annotéeþ estþ découpéeþ enþ
facteursþ pointantþ versþ laþ mêmeþ séquenceþ annotée.þ Ceþ découpageþ n’estþ pasþ optimalþ surþ
leþ texteþ maisþ l’estþ dansþ touteþ sectionþ annotéeþ duþ texte.þ Cetþ algorithmeþ s’exécuteþ auþ
maximumþ enþ O(e4 × n),þ avecþ e  n leþ nombreþ maximumþ deþ variationsþ surþ uneþ sec-
tionþ annotée.þ Lesþ deuxièmeþ etþ troisièmeþ algorithmesþ compressentþ etþ annotentþ unþ texteþ
nonþ annotéþ ayantþ besoinþ d’êtreþ annoté.þ Leþ deuxièmeþ algorithmeþ génèreþ unþ découpageþ
optimalþ duþ texte,þ impliquantþ unþ tempsþ d’exécutionþ globalþ deþ O(n3) avecþ n laþ tailleþ duþ
texte.þ Leþ dernierþ algorithmeþ estþ plusþ rapideþ carþ glouton,þ s’exécuteþ enþ tempsþ O(nb log b)
avecþ b leþ nombreþ deþ facteursþ d’unþ découpageþ glouton,þ calculéþ enþ parcourantþ leþ texte.þ
Puisþ nousþ essayonsþ deþ modifierþ lesþ plusþ grandsþ facteurs.þ
Nousþ avonsþ testéþ leþ dernierþ algorithmeþ surþ desþ donnéesþ réellesþ :þ desþ fichiersþ deþ
séquençageþ deþ répertoiresþ immunologiques.þ Cesþ testsþ nousþ ontþ montréþ queþ laþ compres-
sionþ d’unþ texteþ peutþ êtreþ trèsþ variableþ :þ pourþ desþ fichiersþ deþ mêmeþ taille,þ leþ facteurþ deþ
compressionþ peutþ allerþ deþ 0, 95 àþ 4.þ Cesþ variationsþ s’expliquentþ parþ desþ pourcentagesþ
trèsþ variablesþ deþ recombinaisonsþ V(D)Jþ dansþ leþ texteþ (lesþ autresþ étantþ desþ séquencesþ
nonþ recombinées).þ Enfin,þ bienþ queþ laþ compressionþ soitþ intéressante,þ nousþ neþ pouvonsþ
requêterþ facilementþ lesþ donnéesþ enþ n’ayantþ aucunþ accèsþ àþ unþ facteurþ d’uneþ séquence.þ
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Ainsi,þ nousþ n’avonsþ pasþ continuéþ cesþ recherchesþ etþ lesþ algorithmesþ n’ontþ pasþ tousþ étéþ
prototypés.þ Nousþ avonsþ choisiþ deþ privilégierþ unþ accèsþ facileþ auxþ donnéesþ viaþ desþ requêtesþ
d’intérêtþ enþ nousþ concentrantþ surþ uneþ structureþ d’indexation.þ
Leþ chapitreþ 4þ présenteþ troisþ structuresþ d’indexationþ compressées,þ uneþ naïveþ etþ
deuxþ utilisantþ uneþ transforméeþ deþ Burrows-Wheelerþ indexantþ lesþ lettresþ duþ texteþ etþ unþ
Waveletþ Treeþ indexantþ lesþ annotations.þ Cesþ deuxþ indexþ proposésþ diffèrentþ parþ l’ordreþ
dansþ lequelþ lesþ annotationsþ sontþ organisées.þ Ilsþ utilisentþ unþ espaceþ quiþ estþ fonctionþ deþ
l’entropieþ duþ texteþ etþ desþ annotations.þ Cesþ structuresþ autorisentþ lesþ requêtesþ classiquesþ :þ
laþ rechercheþ deþ motifsþ etþ d’annotations,þ toutþ commeþ unþ nouveauþ typeþ deþ requêtesþ :þ laþ re-
chercheþ combinantþ motifþ etþ annotation.þ Parþ construction,þ nousþ savonsþ queþ leþ TL-indexþ
favoriseþ lesþ requêtesþ classiquesþ alorsþ queþ leþ TLþBWþ-indexþ favoriseþ lesþ requêtesþ combi-
nées.þ Lesþ testsþ réalisésþ surþ desþ fichiersþ aléatoires,þ simulésþ puisþ réelsþ nousþ confirmentþ cesþ
hypothèses.þ Leþ TL-indexþ estþ toujoursþ plusþ petitþ queþ leþ TLþBWþ-indexþ (jusqu’àþ 2, 5 fois)þ
etþ lesþ requêtesþ classiquesþ sontþ deþ 4 àþ 100 foisþ plusþ rapides.þ Enþ revanche,þ lesþ requêtesþ
combinéesþ sontþ deþ 6 àþ 30 foisþ plusþ rapidesþ dansþ leþ TLþBWþ-index.þ
L’uneþ desþ structuresþ d’indexationþ seraþ utiliséeþ pourþ indexerþ desþ recombinaisonsþ
V(D)J,þ regroupantþ lesþ analysesþ deþ répertoiresþ immunologiqueþ d’unþ mêmeþ hôpital.þ Cetþ
indexþ regrouperaþ plusieursþ milliersþ d’échantillonsþ analysésþ pasþ Vidjil.þ Nousþ choisironsþ
laþ structureþ laþ plusþ adaptéeþ auxþ besoinsþ deþ l’hôpital,þ suivantþ lesþ requêtesþ prioritairesþ
qu’ilþ compteþ utiliser.þ Leþ prototypeþ deþ testþ queþ j’aiþ réaliséþ pourraitþ êtreþ intégréþ pourþ
l’indexationþ deþ recombinaisonsþ V(D)Jþ deþ patients.þ Nousþ pourronsþ ajouterþ quelquesþ
requêtesþ spécialiséesþ pourþ cesþ séquencesþ tellesþ queþ filtrerþ lesþ séquencesþ nonþ recombinéesþ
enþ ajoutantþ simplementþ uneþ annotationþ spécialeþ ouþ calculerþ laþ longueurþ moyenneþ desþ
séquences,þ requêteþ plusþ difficile,þ demandantþ actuellementþ laþ lectureþ duþ texteþ intégral,þ
commeþ expliquéþ dansþ laþ sectionþ 4.6þ.þ
Laþ formalisationþ desþ recombinaisonsþ V(D)Jþ enþ texteþ annotéþ aþ permisþ deþ créerþ uneþ
compressionþ etþ desþ structuresþ deþ donnéesþ quiþ n’utilisentþ pasþ lesþ spécificitésþ desþ recombi-
naisons.þ Ainsiþ nousþ pouvonsþ utiliserþ cesþ méthodesþ surþ toutþ texteþ annoté.þ Parþ exempleþ enþ
indiquantþ laþ sémantiqueþ desþ motsþ d’unþ texte,þ nousþ pourronsþ trouverþ toutesþ lesþ phrasesþ
contenantþ unþ motþ etþ ayantþ unþ thèmeþ commun.þ Celaþ filtreraitþ lesþ homonymes.þ
Lorsþ deþ l’élaborationþ duþ sujet,þ nousþ avonsþ misþ deþ côtéþ lesþ annotationsþ chevau-
chantes.þ Ilþ seraitþ intéressantþ deþ savoirþ commentþ lesþ compresserþ etþ lesþ indexer.þ Prenonsþ
l’exempleþ d’unþ shiritoriþ (jeuþ deþ motþ consistantþ àþ effectuerþ uneþ suiteþ deþ mots,þ dansþ la-
quelleþ chaqueþ motþ commenceþ parþ laþ mêmeþ syllabeþ quiþ finitþ leþ motþ précédent)þ :þ basse-
courtisaneþ estþ constituéþ desþ motsþ basse-courþ etþ courtisane.þ Dansþ unþ shiritori,þ desþ
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annotationsþ chevauchantesþ pourraientþ indiquerþ lesþ motsþ leþ composant.þ Pourþ indexerþ ceþ
texte,þ nousþ pouvonsþ transformerþ cesþ annotationsþ afinþ deþ supprimerþ lesþ chevauchements.þ
Uneþ annotationþ positionnéeþ surþ toutesþ lesþ lettresþ d’unþ facteurþ devientþ uneþ annotationþ
surþ laþ premièreþ lettreþ duþ facteurþ etþ uneþ annotationþ surþ laþ dernièreþ lettreþ duþ facteur.þ
Malheureusementþ celaþ doubleþ leþ nombreþ d’annotationsþ àþ indexer,þ lesþ requêtesþ bidi-
mensionnellesþ deviennentþ trèsþ compliquées,þ etþ nousþ pouvonsþ avoirþ desþ casþ particuliersþ
lorsqueþ deuxþ annotationsþ chevauchantesþ commencentþ ouþ finissentþ auþ mêmeþ endroitþ :þ
desþ annotationsþ sontþ toujoursþ chevauchantes.þ Pourþ compresserþ ceþ typeþ deþ séquences,þ
nousþ pourrionsþ ajouterþ unþ élémentþ indiquantþ àþ quelþ endroit,þ parþ rapportþ àþ laþ finþ deþ laþ
séquenceþ déjàþ emboitée,þ débuteþ leþ prochainþ facteur.þ
Nousþ avonsþ proposéþ desþ élémentsþ deþ réponseþ surþ laþ compressionþ etþ l’indexationþ deþ
texteþ àþ deuxþ dimensionsþ (leþ texteþ etþ lesþ annotations),þ maisþ nousþ pourrionsþ réfléchirþ àþ
commentþ stockerþ unþ texteþ àþ troisþ dimensionsþ ouþ plusþ généralement,þ àþ n dimensions.þ Lesþ
dimensionsþ deuxþ etþ supérieuresþ seraientþ desþ annotationsþ appartenantþ àþ desþ alphabetsþ
différents.þ Prenonsþ l’exempleþ d’uneþ séquenceþ ADN.þ Laþ séquenceþ seraitþ laþ premièreþ
dimension,þ lesþ nomsþ desþ gènesþ seraientþ desþ annotationsþ surþ uneþ deuxièmeþ dimensionþ
etþ laþ qualitéþ deþ chaqueþ nucléotideþ seraitþ uneþ troisièmeþ dimension.þ Pourþ cesþ textes,þ
nousþ pourrionsþ ajouterþ uneþ troisièmeþ structure,þ WTþ ouþ autre,þ indexantþ laþ troisièmeþ
dimension.þ Laþ conception,þ l’implémentationþ etþ l’évaluationþ deþ telsþ indexþ liantþ textesþ
etþ annotationsþ pourraientþ ainsiþ constituerþ deþ nouvellesþ pistesþ deþ rechercheþ pourþ desþ
applicationsþ enþ bioinformatique,þ ou,þ plusþ généralement,þ pourþ d’autresþ applicationsþ surþ
desþ séquencesþ annotées.þ
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