Abstract: This paper deals with modelling income distributions in the Czech Republic in 1992-2007. The net annual income per capita for Czech households is evaluated from data based on the microcensus and the EU-SILC 2005 -2008 . For all analysed years the distribution of incomes was estimated in the whole sample as well as in the subgroup of households, whose heads are physicists (or experts in related sciences), architects and engineers. In the paper the three-parametric lognormal distribution is used as a model. Unknown parameters are estimated with the use of four methods -those of maximum likelihood, quantiles, moments and L-moments. 
Introduction
Statistical procedures commonly used for the description of the observed statistical sets lie in the use of their conventional moments, cumulants or quantiles. An alternative approach is based on the use of other moment characteristics called L-moments. They are analogous to conventional moments but based on linear combinations of order statistics. The use of L-moments is appropriate from both theoretical and practical points of view. L-moments characterize a wider range of distributions than classical moments since a finite expected value implies all L-moments as finite. Moreover, L-moments are more robust to the presence of outliers in the data when estimating from a sample. Experience also shows that L-moments are less prone to estimation bias compared with conventional moments and in finite samples; they are closer to an asymptotic normal distribution. Parameter estimates obtained with the use of L-moment method are often even more accurate than parameter estimates made by the maximum likelihood method (this method is theoretically optimal for large sample sizes), especially in the case of small samples; see Hosking (1990) .
The knowledge of the probability distribution (or at least its model) gives more detailed information about incomes than the characteristics of location, variability or shape.
In the text, we fit the three-parametric lognormal distribution both to the whole sample and the subgroup of interest. The appropriateness of using the theoretical distribution for this purpose is explained in the statistical literature; see e.g. Bílková (2008) or Kleiber and Kotz (2003) .
The issue of income distribution is treated extensively, distributions and methods with applications to national data being widely discussed in Kleiber and Kotz (2003) . Incomes in the Czech Republic and Slovakia are analysed, for example, in Bartošová (2009) or Bartošová and Forbelská (2011) ). All methods of estimation that are used in this paper, including the three-parametric lognormal distribution, are described in the statistical literature; see e.g. Bílková (2008) . The three-parameter lognormal distribution is discussed in detail, for example, in Bartošová and Bína (2009) or in Bílková (2008) , a moment method of parameter estimation in Bartošová (2009 ) or Bílková (2008 , quantile method in Bílková (2008) or Sipková and Sodomová (2009) , maximum likelihood method in Bílková and Malá (2010) . The concept of L-moments and the use of these quantities in the estimation of parameters of probability distributions can be found in Bílková (2011) , Hosking (1990) or Hosking and Wales (1997) .
This paper deals with modelling of distributions of net annual household per capita (nominal) income of Czech households. In the analysis, the lognormal distribution is used and the results of four different parameter estimation methods (those of moments, quantile, maximum likelihood and L-moments) are compared. Data from Microcensus (1992 Microcensus ( , 1996 Microcensus ( , 2002 and the EU Statistics on Income and Living Conditions (EU-SILC 2005 -2008 surveys conducted by the Czech Statistical Office are used in the text, covering the period of 16 years (1992) (1993) (1994) (1995) (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) .
The lognormal distribution is fitted into the sample and a subgroup of households including those whose heads are creative workers ("scientists and experts in physics and related sciences, architects and engineers").
Data and Results
In the paper, data from Microcensus (1992, 1996, 2002) In all samples, a total annual net income per capita for each household is evaluated as the total net income of a household divided by the number of its members. From the various characteristics of households, only head of household's occupation is used. In addition to the estimates in the whole population of Czech households, special attention was paid to a subgroup of households whose heads are classified as "creative workers". This subgroup consists of scientists and experts in physics, chemistry, mathematics, statistics and informatics, designers, architects, constructors and other related branches (CZSO, Czech statistical office). Members of this group have acquired technical university degrees, so a strong positive impact on their income and, consequently, their households' income seems to be predictable. Focusing exclusively on the head of household's job, other household members' (especially spouses') field of occupation is not taken into account. The defined subgroup of households is relatively small in comparison to the whole sample (Table 2) .
Mean and median, together with less frequently used medial, are used as the characteristics of location. The medial is the value of a 50 % (sample) tantile just as the sample median equals the value of a 50 % sample quantile. Sample tantiles as well as sample quantiles are based on an ordered sample. First of all, cumulative sums of observations in the ordered sample are evaluated. Then, for a given percentage p, 0 < p < 100, a p % tantile is defined as the value of the analysed variable that divides all observations in the ordered sample into two parts: the sum of smaller or equal observations is p % of the total sum of observations and the sum of observations that are greater represents the residual (100 − p) percent of this sum. It can be derived from this definition that the medial can be used as a reasonable characteristic of the level of income, since households with the income lower or equal to the medial receive one half of the total income in the sample, those with the income higher than the medial receiving the other half. Table 1 presents the values of sample characteristics of location, variability and shape of the distribution of net annual household income per capita (in CZK) only for the last analysed year 2007. The difference in the location between the total sample and the subsample is well notable. We can see remarkably higher values of all three characteristics of location (mean, median, medial) in the analysed subgroup than in the total sample of households in 2007. Moreover, we observe that the medial is the highest of these characteristics, followed by the average, the median being the lowest. The sample standard deviation is markedly higher in the analysed subgroup (it implies a bigger difference in incomes), but the coefficient of variation, as the characteristic of relative variability, is slightly lower in the subgroup. The frequency distribution of the entire sample of households has substantially greater skewness and kurtosis than the frequency income distribution of the analysed subgroup. Moreover, we can see selected quantiles in Table 1 . Lower and upper quartiles define the interval of middle 50 % of incomes. The first decile means the upper limit of 10 % of the lowest incomes, the ninth decile describing the lower limit of 10 % of the highest incomes. One half of the length of the interval between quartiles (quartile deviation) can be used as a quantile characteristic of variability. Its value is 25,889 CZK for the whole sample and more than twice higher (58,889 CZK) for the analysed subgroup. We can see comparatively low quantiles (a difference of 19 % for the first decile and 13 % for the first quartile), the difference being higher in upper quantiles (54 % for the upper quartile and 64 % for the last decile). It indicates differences in right tails of distributions. Sample characteristics of location are shown (together with other values) for all analysed years in Figure 1 . Source: own computations the whole sample (left part) and the analysed subgroup (right part) respectively. The first sample L-moment coincides with the average of values (theoretical first L-moment with an expected value), the second is a characteristic of variability, the third marks skewness of empirical distributions. The development of characteristics during the analysed period is obvious from the table. In 2004 (first survey held according to the EU methodology), it is rather different (also giving strange value for shift parameter of the lognormal distribution), but there are only 81 observations in the subgroup. Table 3 presents the estimated values of the parameters of the three-parameter lognormal distribution. All parameters have a simple probabilistic interpretation. If X means a random variable with the three-parameter lognormal distribution, then the parameter µ denotes the expected value of the random variable log(X − θ), σ 2 is the variance of this variable and the shift parameter θ describes a theoretical minimal value of the distribution in the form X > θ. We can see from the table that the value of the parameter θ (theoretical minimum) is, in many cases, negative. This, however, does not cause a problem for Figure 1 that displays characteristics of nominal incomes, the inflation rate being given in Table 2 . We can see in the figure that all characteristics of location in the analysed subgroup lie substantially higher than those of the whole set of households throughout the analysed period. For the positively skewed distribution the following order of characteristics of location is valid: median is the smallest, then the average follows and medial has the highest value. It is observable from the figure, too (see also Table 1 ).
The estimated three-parameter lognormal probability densities are shown in Figure 2 . There are surprisingly large differences between the probability densities estimated with the use of the four methods of estimation. The maximum likelihood method is -in theory -asymptotically optimal: the estimators are consistent, efficient and (asymptotically) unbiased. Comparable results should be given by the L-moments method which might be better for small subgroup samples. Having employed these two methods, we can see close values of estimates, -with the exception of the shift parameter theta -from Table 3 . Both methods of moments and quantiles are easily applicable but not precise enough, thus giving reliable results only for large samples, as such estimators are consistent.
The question of suitability of the chosen lognormal distribution is not a common statistical problem of testing the null hypothesis "H 0 : The sample comes from the assumed distribution" versus the alternative hypothesis: "H 1 : not H 0 ". In the case of a goodness of fit test for income distributions, we often encounter the large n problem. When working with large data sets, the test tends to reject almost all null hypotheses. There are two reasons for this. First, the power of this test is too high for large samples (for a given significance level), taking into account even the smallest differences in the real income distribution and the model. The other reason is the principle of test construction itself. Since the small differences are beyond our scope, an approximate curve fit is sufficient -we "just borrow the model (the curve)". In these cases, the use of the well-known χ 2 criterion is rather limited. Therefore, the interpretation of the results can be more or less arbitrary and we have to embrace experience and logical analysis. Figure 3 indicates how to compare the accuracy of parameter estimation methods. It includes the developments of sample median and theoretical medians of the threeparameter lognormal distribution (evaluated from the estimated distributions, having used various methods for the period 1992-2007). There are only three methods depicted in the figure. The quantile method is an exception, because the median is chosen as one of the three quantiles for the estimation and the estimated medians would coincide with the sample values. In the figure, the medians evaluated with the use of L-moment estimates are closest to empirical medians, those from moment method being most distant from the empirical values. 
Conclusion
The paper presents an analysis of incomes in the Czech Republic in 1992-2007, using the lognormal distribution.
In order to show excellent properties of estimation with the use of L-moments, we applied three frequently used methods of parameter estimation -maximum likelihood, moment and quantile methods. Maximum likelihood is theoretically optimal for large samples, the other methods being simple but not very precise (especially in the case of small samples); their results are sometimes used as an initial approximation for numeric search for maximum likelihood estimates. These theoretical properties of methods of estimation are visible in our results. The results from L-moments estimation proved to be highly satisfactory. They are consistent with the results presented in the statistical literature (for small samples in particular); see e.g. Hosking (1990) proving that the Lmoment method gives the most accurate results.
The results obtained by employing various methods of parameter estimation differ considerably even for large samples (Figure 2 ). The moment method brings a really different model, the results from other methods being comparable. Moreover, characteristics evaluated from these estimated distributions are very similar (see e.g. Figure 3 ).
In the analysed subgroup, there are only highly qualified household heads with university degrees. The results of our research show that the level of income in these households headed by professionals is remarkably higher than that in the total population of households. The positive impact of technical university education and creative work on the level of incomes has been quantified.
The absolute variability is markedly greater for the analysed subgroup, which is probably caused by more job opportunities for highly qualified people, the relative variability (coefficient of variation) being comparable with the total set.
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