Abstract. The use of the second order statistical measures has became popular in the image database indexing and retrieval. Unlike the common approach, image histogram, second order statistics like image correlogram and autocorrelogram consider also the spatial organization of the image colors or gray levels. Recently, correlograms and autocorrelograms have been widely used in the image database indexing. In this paper we present binary co-occurrence matrix, a new statistical measure for image indexing. This measure represents the footprint distribution of the co-occurrence matrix. Compared to image correlogram, this approach provides better retrieval accuracy at lower computational cost. We make retrieval experiments using two industrial image databases. These databases contain images collected from paper and metal manufacturing processes. In the experiments, we compare the retrieval performance of our approach to that of correlograms and autocorrelograms.
Introduction
In addition to texture and shape, the distribution of image colors (or gray levels) is an essential feature in content-based image retrieval. Image histogram is a first order statistical measure that has been traditionally used in characterization global color distribution of the image. The benefit of the image histogram is its low computational cost. However, histogram describes only the global distribution of the colors ignoring their spatial organization. This drawback has a remarkable effect on the image retrieval accuracy.
A simple improvement to the color-based image retrieval is the use of second order statistics. The second order statistical measures utilize the spatial organization between the pixel pairs occurring in the image. Correlation-based methods have been used in texture analysis since 1950's. Kaizer [6] was the first who used autocorrelation function to measure texture coarseness. Co-occurrence matrix introduced by Haralick [4] is a correlation-based tool for texture analysis. Correlation function has been used also in the field of image retrieval. Huang et al. [5] introduced color correlogram, a measure that describes the spatial correlation of image colors as a function of their spatial distance d. In fact, the principle of correlogram is the equal to cooccurrence matrix. The difference between these measures is that whereas cooccurrence matrix uses a single distance d, correlogram is calculated for a set of different distances. Because of its computational lightness, Huang et al. preferred autocorrelogram to correlogram in image indexing. Autocorrelogram is a subset of correlogram. It defines the probability of finding identical colors at distance d. In [5] retrieval experiments showed that autocorrelogram gives significantly better retrieval results than image histogram. For computational reasons, also Ojala et al. [9] chose autocorrelogram instead of correlogram in image indexing. However, the information carried by correlogram covers the image color content significantly better than autocorrelogram. In [8] , we showed retrieval results achieved using correlogram were remarkably better than in the case of autocorrelogram.
In this paper we apply binary co-occurrence matrix in image database indexing. The method was introduced in [7] as a tool for image retrieval without segmentation. The binary co-occurrence matrix is a simple and effective second order statistic for image database indexing. We compare the binary matrix to correlogram-based image retrieval tools. In section two, we present the principles of correlation-based statistical tools and the binary co-occurrence matrix. The retrieval ability of these methods is measured in section three.
The number of digital imaging and image databases in industry has strongly increased during recent years. For example, in process industry, digital imaging solutions are used to control the process and quality. In many cases, these solutions store the image data in image databases. These industrial image databases containing real image data are a challenging retrieval task. In this paper, we use two industrial image databases for testing purposes. The first of these databases is collected from the paper manufacturing process, and it contains 1308 paper defect images. The second testing database is from metal industry. In this database there are 1955 images of defects occurring in the metal surface.
Image Database Indexing Using Second Order Statistics
Statistical methods for the analysis of image gray levels or colors are commonly used tools for characterization of the image content. First order statistical methods, like histogram, consider image pixels separately ignoring their spatial relationships. Second-and higher order measures estimate the relationships between two or more pixel values occurring at specific locations relative to each other. In this section, we consider second order statistical measures for image retrieval. In addition to the commonly used methods, we present our approach, binary co-occurrence matrix.
Statistical Tools for Image Retrieval
Second order statistical measures have traditionally been used in texture analysis. In addition, correlograms and autocorrelograms have also been used in image retrieval. In this part, we present commonly used second order statistical measures.
Image 
which gives the probability that given any pixel p 1 of level g i , a pixel p 2 at a distance d from the given pixel p 1 is of level g i . In other words, the correlogram is a matrix that gives the probability of certain level to occur at the distance d from each other. 
D.
Autocorrelogram [5] , [9] is the subset of the correlogram. It captures only the spatial correlation of the identical levels. The autocorrelogram can be defined as:
and it gives the probability that a pixel p 2 , d away from the given pixel p 1 , is of level g. In case of the autocorrelogram, the size of the feature vector is GD.
Co-occurrence matrix introduced by Haralick et al. [4] is the basis of the statistical texture analysis. It is a matrix that express the probability of two pixels to occur at certain distance from each other. In fact, co-occurrence matrix is the same as image correlogram defined for a single distance d.
Binary Co-Occurrence Matrix
A new second order statistical feature to be used in the image retrieval is binary cooccurrence matrix [7] . It is formed by means of the co-occurrence matrix (or a correlogram calculated for a single distance d). In the binary form of the matrix, all the occurrences between the image pixel levels are considered equally. This is done by quantizing the matrix into two levels, "zero" and "non-zero" values. In this way, a binary matrix containing only zeros and ones is formed. The size of the binary cooccurrence matrix is hence G 2 . Binary co-occurrence matrix has two benefits that make it effective in the image retrieval. First, it is computationally light method compared to the image correlogram (that in our experiments in [8] proved to be the more powerful statistic in image retrieval than image autocorrelogram and histogram). However, the retrieval results of binary co-occurrence matrix are at the same level or better than correlogram. The second reason for the use of binary co-occurrence matrix is the fact that it considers all the correlations occurring in the image equally, which means that in many cases image segmentation can be avoided [7] .
Statistical Measures in Image Database Indexing
Computational cost is an essential property of the indexing methods used in image retrieval. The computational cost of each method is proportional to the length of the feature vector, and therefore short vectors are preferred. The lengths of the feature vectors used in this paper are presented in table 1. In this table, the number of distances (D) is selected to be 4, as in [5] and [9] .
Computational cost has been a reason in [5] and [9] for the use of the image autocorrelograms instead of correlograms in the image database indexing. However, in the description of image content, tools based on the whole probability distribution of the image (like correlogram and co-occurrence matrix) are clearly better. In [8] we solved the problem of the computational cost by dividing the database images in the areas of similar color (or gray level). This method is near the principle of color sets presented in [11] . In our approach, this division was made by re-quantizing the color space of the images. This way the number of the image levels G was decreased. Also the quantization of the image generalizes the image content and yield to better retrieval results [8] . Therefore, this quantization is used also in the experiments presented in this paper.
In image retrieval the similarity between the query image Q and the database image I is measured by distance metrics. In [5] and [9] , the distance measure between the autocorrelograms is L 1 norm [2]: 
We use the same distance measure also in case of the correlograms. In case of binary co-occurrence matrices, binary distances are required. When comparing two binary matrices, B 1 and B 2 , let n 1,1 denote the number of the elements, whose value is 1 in both matrices. In a similar way, n 1,0 , n 0,1 and n 0,0 denote numbers of matrix elements, which have values 1 and 0, 0 and 1, 0 and 0, respectively. Jaccard coefficient [3] is a popular similarity measure for binary data. This coefficient is defined as:
Experiments
In this section we test our approach to the correlogram-based image retrieval using real industrial image databases. For testing purposes we had two sets of defect images. In testing database I, the defects were collected from the paper web using a paper inspection system [10] . The objects in the images were typical paper surface defects. The test set consisted of 1308 paper defects, which represented 14 defect classes so that each class consisted of 32-100 defect images. An example image of each paper defect image class is presented in figure 1 . The second test set, testing database II, there were 1955 metal surface defect images. Also in this case, there were 14 defect classes (figure 2). Each class contained 100-150 metal defect images. In both databases, the images were intensity images containing 256 gray levels. The image size had also strong variations (dimension of the image varied from 100 to 2000 pixels). We calculated the correlograms, autocorrelograms as well as the binary cooccurrence matrices for the database images quantized to 32 and 16 gray levels. In the calculation of the autocorrelogram and the correlogram we used the set of distances [D]={1,3,5,7}, which is the same as in [5] and [9] . Both databases were indexed using these features. The purpose of the retrieval experiments was to test the retrieval ability of each feature. The retrieval experiments were made using leaving one out method [3] . In this method, each image in turn is left out from the test set and used as a query image, whereas the other images in the test set form a testing database. In the queries, the nearest images to the query image are retrieved based on their feature vectors. The performance of the retrieval was measured by calculating a precision versus recall curve [1] for each query. If |A| is the number of all retrieved images, |R| is the number of query class images in the whole testing database and |Ra| is the number of retrieved query class images, precision and recall can be defined in the following way [1] :
The retrieval performance of each feature can be presented by calculating the average precision-recall curve for each query.
In the retrieval experiments, the similarity measure for the binary co-occurrence matrices was the Jaccard coefficient. For the correlograms and the autocorrelograms, L 1 norm was used. Figures 3 and 4 present the average precision-recall curves for the images in both testing databases.
Discussion
In this paper we presented a new approach to the statistical image retrieval. Our method, binary co-occurrence matrix is a simple tool for the characterization of the gray level distributions of the database images. The experimental results presented in figures 3 and 4 show that the binary co-occurrence matrix is an effective method in image retrieval. Compared to the correlogram and autocorrelogram, our method gives clearly better results in retrieval accuracy. Binary co-occurrence matrix is also computationally lighter method than image correlogram.
For testing purposes, we had two industrial image databases. The testing databases contained 1308 paper defect images and 1955 images of metal defects. These kinds of industrial databases provide a good opportunity to test the retrieval methods with real image data. On the other hand, retrieval of the defect images is a quite demanding task. This is because some defect classes are very similar to each other and also overlapping. In these classes, the retrieval results could be improved by using some shape descriptors together with the statistical tools.
In this work, the testing databases contained only gray level images. Our method, binary co-occurrence matrix could be applied also to the classification and retrieval of color images. In that case the color quantisation can be made using tools presented in [11] . This could be a subject of further studies in the field of statistical image retrieval methods.
