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Abstract
In this study a spatio-temporal approach for the solution of the time-dependent Boltzmann
(transport) equation is derived. Finding the exact solution using the Boltzmann equation for the
general case is generally an open problem and approximate methods are usually used. One of the
most common methods is the spherical harmonics method (the PN approximation), when the exact
transport equation is replaced with a closed set of equations for the moments of the density, with
some closure assumption. Unfortunately, the classic PN closure yields poor results with low-order
N in highly anisotropic problems. Specifically, the tails of the particle’s positional distribution
as attained by the PN approximation, are way off the true behavior. In this work we present
a derivation of a linear closure that even for low-order approximation yields a solution that is
superior to the classical PN approximation. This closure, is based on an asymptotic derivation,
both for space and time, of the exact Boltzmann equation in infinite homogeneous media. We test
this approximation with respect to the one-dimensional benchmark of the full Green function in
infinite media. The convergence of the proposed approximation is also faster when compared to
(classic or modified) PN approximation.
∗ highzlers@walla.co.il
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I. INTRODUCTION
When modeling a thermo-dynamical system, that is out of equilibrium such as gas or
fluid with temperature gradients, the regular go-to equation is the Boltzmann equation.
This integro differential transport equation describes the local density of particles traveling
and interacting inside a medium. It is frequently used for gas dynamics [1], charged parti-
cles transport inside plasma [2], radiative transport of photons in supernova [3, 4], inertial
confinement fusion (ICF) [5, 6], nuclear reactor physics [1, 7, 8], and persistent random
walk [9, 10]. Specific limits of this equation give rise to other extremely popular frameworks
of systems out of equilibrium, e.g. Fokker-Planck Equation [11]. In most cases the solution
of the time-dependent Boltzmann equation is challenging, and several approximation meth-
ods were devised over the years to cope with this problem. Unfortunately, when dealing
with extreme observable, such as far tails of the positional distribution, a high-order ap-
proximation is essential for a proper description. And even then, the results are frequently
poor when compared to the true behavior. In this manuscript, we attack this problem by
developing a different type of spatio-temporal approximation.
In the mono-energetic one-dimensional slab geometry, the Boltzmann equation attains
the form:
1
v
∂ψ(x, µ, t)
∂t
+ µ
∂ψ(x, µ, t)
∂x
+ σtψ(x, µ, t) = σs
∫ 1
−1
ψ(x, µ′, t)dµ′ +
Q(x, t)
2
(1)
Where ψ(x, µ, t) ≡ vn(x, µ, t) is the angular flux in position x at time t and µ is the cosine
of the angle with respect to the x-axis. n(x, µ, t) is the local particle density and v is the
velocity of the particles. σt = σs + σa is the total cross section which is composed of σs, the
scattering cross section and σa, the absorbing cross section. Q(x, t) is the source term.
There are several ways to solve the transport equation, among them are the spherical
harmonics method (the PN approximation) [4, 8], the discrete ordinates method (the SN
method) [12] and via Monte-Carlo simulations [13]. The first two, solve the deterministic
transport equation, while the last one is statistical. In the PN approximation, the angular
flux is constructed out of its first N moments in the Legendre series (in one-dimension) or
the complete spherical harmonics series (in multi-dimensions), yielding a set of moments
equations for the exact angular flux. A modification of these methods is the main essence
of this paper. All of these above methods are exact, for N →∞ in the deterministic cases,
or when the number of histories (particles) goes to infinity, in the statistical one.
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In order to reduce the complexity of solving the transport equation exactly, many ap-
proximations were proposed that handle the angular dependence in order to reduce the
complexity of the problem. As mentioned, one of the most well-known approximations
is PN approximation, that can be derived by expanding the angular flux in a full set of
spherical harmonics thus, transforming the transport equation to a set of infinite coupled
equations, which is exact. To reduce the infinite set of equations to a finite set, a closure
or a cutoff method is needed. For example, the classical PN approximation is obtained by
introducing a closure that sets to zero all the coefficients of the expansion with index larger
than N [1, 4, 7]. For relatively isotropic problems, low order of N is sufficient. However,
to describe highly anisotropic media the classical PN approximation needs a relatively large
number of N , which makes it hard to obtain especially in multi-dimensions. We note that
advanced different closures may be chosen [14, 15]. However, in most of them the imple-
mentation is complicated, due to the presence of explicit derivatives of the moments, and
the non-linearity of the closures.
The most well-known approximation, the classical diffusion approximation (the Edding-
ton approximation) can be developed by assuming that the angular dependence is isotropic
or close to isotropic [1, 4, 7]. The diffusion approximation satisfies the central-limit theorem
(CLT) [9]. In an alternative manner, the classic diffusion approximation corresponds to
the most simple expression of the classical PN approximation, using N = 1. However, the
diffusion approximation fails to describe the particles’ density in highly anisotropic media.
A well-known modification for this approximation is the asymptotic diffusion approxima-
tion [16]. This approximation is based on an asymptotic spatial behavior and it successfully
solves time-independent problems, such as the correct critical radii of bare reactor sys-
tems [8], using the correct asymptotic (infinite-media) transport eigenvalues. Nevertheless,
in time-dependent problems, both the classic and asymptotic diffusion approximations fail
to describe the particles’ front density, due to the parabolic nature of the diffusion equa-
tion, which predicts an infinite particle velocity. A full time-dependent P1 approximation
which tends to the telegrapher’s equation, yields a finite velocity, but a wrong one, which
eventually yields even worse results than diffusion [17].
A related approximation was proposed by Heizler [18], namely the asymptotic P1 approx-
imation that is based on an asymptotic behavior in both space and time of the transport
equation. This approximation, in some sense, a time-dependent equivalent to the asymptotic
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diffusion approximation. This approximation has a P1 form that overcomes the parabolic
nature of the asymptotic diffusion. It yields the correct time-independent eigenvalue of the
exact transport equation, and produces velocity that is very close to the correct one. This
approximation was derived and tested also for radiative transfer [19], and was found to
share similar asymptotic features as the P2 approximation [20]. A modified version of this
approximation, suitable for heterogeneous media was proposed by Cohen et al. [21] namely
the discontinuous asymptotic P1 approximation. This approximation yields extremely good
results in both radiative transfer benchmarks and Marshak-wave experiments [21, 22].
However, there are still, non-negligible deviations between the asymptotic P1 approxi-
mation and the exact transport solutions in homogeneous media, especially for anisotropic
scenarios, specifically for the ‘tails’ of the particles’ distributions [18]. These deviations
are due to the low order of N = 1 in this approximation. Therefore, a higher order of N
is needed for a more accurate modeling. In this paper the asymptotic P1 methodology is
generalized for any given finite N , namely, the time-dependent asymptotic PN approxima-
tion. The new approximation yields a good approximate behavior even for low-order N ’s.
Our work is a generalization of ideas introduced in the novel work of Pomraning [23], that
derived a time-independent asymptotic PN approximation as a general-N expansion of the
asymptotic diffusion approximation.
At first, we introduce in Sec. II the different approximations and variations of the PN ’s.
Afterwards in Sec. III we generalize the asymptotic P1 methodology for any given N , deriving
the time-dependent asymptotic PN approximation, and in Sec. IV we show that it converges
much faster than the classic PN approximation for any given N in a time-dependent bench-
mark, of the infinite media full Green function [24, 25]. We show that the new approximation
yields better results than other modified approximations and closures for the PN equations.
II. DIFFERENT PN APPROXIMATIONS
In this section we present different PN approximations, that are exploited in this study,
including the advanced steps that had been done to modify the classic closure of the PN
approximation. Specifically, we present the time-dependent asymptotic P1 of Heizler [18]
and the time-independent asymptotic PN of Pomraning [23], the two foundations that the
new approximation is based on.
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A. The Classic Time-Dependent and Independent PN Approximation
As mentioned in the introduction, the PN approximation can be derived by expanding
the angular flux in a full set of spherical harmonics [1, 4, 7], or in one-dimension in a full
set of Legendre polynomials:
ψ(x, µ, t) =
∞∑
n=0
2n + 1
4π
ψn(x, t)Pn(µ), (2)
where Pn(µ) are the Legendre polynomials and the angular moments are given by:
ψn(x, t) = 2π
∫ 1
−1
Pn(µ)ψ(x, µ, t)dµ (3)
The first two moments are ψ0(x, t) ≡ φ(x, t) - the scalar flux and ψ1(x, t) ≡ J(x, t) - the
particles’ current. Plugging Eq. 2 back into the transport equation (Eq. 1) and using the
orthogonal property of Legendre polynomials yields an infinite coupled set of equations:
1
v
∂ψn(x, t)
∂t
+(σt−σ(n)s )ψn(x, t)+
(
n + 1
2n+ 1
)
∂ψn+1(x, t)
∂x
+
(
n
2n + 1
)
∂ψn−1(x, t)
∂x
= Q(n)(x, t)
(4)
Where σ
(n)
s is the n’th moment of the scattering cross-section and Q(n)(x, t) is the n’th
moment of the source term. Both of these terms can be derived in the same way that
ψn(x, t) was derived, i.e by expansion to Legendre series. For the time-independent case, the
first term in Eq. 4 is dropped, and so is the time-dependency of the different moments.
In order to reduce the infinite coupled set of equations and obtain a finite number of
equations with the same number of variables, some sort of closure needs to be introduced to
the equations. The classic PN approximation closure is obtained by setting zero to all the
expansion coefficients with an index larger than N :
∂ψn+1(x, t)
∂x
= 0, n > N (5)
By introducing this classical closure, we obtain N−1 exact equations and one equation that
is an approximated one. This closure transforms the N ’th formula in Eq. 4 to:
1
v
∂ψN (x, t)
∂t
+ (σt − σ(N)s )ψN (x, t) +
(
N
2N + 1
)
∂ψN−1
∂x
= Q(N)(x, t) (6)
While keeping all other formulas with n < N unchanged. We now describe several concrete
examples.
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1. P1
The most simple example of the classic PN approximation is the P1 approximation. The
P1 approximation can be obtained by following the above procedure and setting N = 1
yielding two equations with two unknown variables. The first equation, which is an exact
equation and the second equation is an approximated equation, are given by:
1
v
∂φ(x, t)
∂t
+
∂J(x, t)
∂x
+ σaφ(x, t) = Q(x, t) (7a)
1
v
∂J(x, t)
∂t
+
1
3
∂φ
∂x
+ σtJ(x, t) = 0 (7b)
As mentioned in Sec. I the P1 approximation, in a homogeneous medium, tends to the
Telegrapher’s equation, and has a hyperbolic nature, which means that it yields a finite
particle velocity [18]. The P1 approximation results in a particle velocity that is equal to
v/
√
3, that is unfortunately fails to describe the correct transport behavior [17].
2. Diffusion
The classical diffusion approximation can be seen as a special case of the P1 approximation
and it can be obtained by neglecting the time derivative of the angular flux (J(x, t)) in Eq. 7b:
1
|J(x, t)|
∂|J(x, t)|
∂t
≪ vσt (8)
Eq. 7b takes a Fick’s law form:
J(x, t) = −D(x)∂φ
∂x
(9)
With the well known diffusion coefficient D(x) = 1/3σt. By plugging Eq. 7b into the exact
Eq. 7a we derive time-dependent diffusion equation:
1
v
∂φ(x, t)
∂t
− ∂
∂x
(
D(x)
∂φ(x, t)
∂x
)
+ σaφ(x, t) = Q(x, t) (10)
The natural solution for the Green function takes a Gaussian shape (i.e. normal distribution)
thus, yields an infinite particle velocity, as a result of the parabolic nature of the diffusion
equation.
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3. P2
The second order of the PN approximation is obtained for N = 2, yielding the following
two exact equation and a third that is approximated:
1
v
∂φ(x, t)
∂t
+
∂J(x, t)
∂x
+ σaφ(x, t) = Q(x, t) (11a)
1
v
∂J(x, t)
∂t
+ σtJ(x, t) +
1
3
∂φ
∂x
+
2
3
∂ψ2
∂x
= 0 (11b)
1
v
∂ψ2(x, t)
∂t
+ σtψ2(x, t) +
2
5
∂J
∂x
= 0 (11c)
However, Davison [26] and Pomraning [4] claim that in general, even-order PN approxima-
tions have difficulties that the odd-order do not have, and that PN with odd N is more
accurate than PN+1. Additionally, since each PN approximation is equivalent to SN+1 ap-
proximation, even order PN−1 yields a perpendicular direction (µn = 0) (due to the odd order
SN), which makes it difficult to determine the boundary conditions. Thus, the even-order
PN approximation is rarely used in practice. Nevertheless, Ravetto and others [20, 27–31],
argue that there are benefits in using an even order of N , specifically the P2 approxima-
tion. In this work we will also present a modified asymptotic P2 approximation that yields
excellent results.
B. Dawson (navy) Modified P2 Approximation
Several modification to the classical PN scheme were proposed over the years. Of special
interest is the modification to the classic P2 approximation that was suggested by Dawson in
a DTMB (navy) report [32], for the time-independent case. In his work, Dawson propose two
coefficients that multiply the σt terms in the time-independent version of Eqs. 11b and 11c.
The time dependent version of Dawson’s approximation is:
1
v
∂φ(x, t)
∂t
+
∂J(x, t)
∂x
+ σaφ(x, t) = Q(x, t) (12a)
1
v
∂J(x, t)
∂t
+ α1σtJ(x, t) +
1
3
∂φ
∂x
+
2
3
∂ψ2
∂x
= 0 (12b)
1
v
∂ψ2(x, t)
∂t
+ α2σtψ2(x, t) +
2
5
∂J
∂x
= 0 (12c)
This approximation is based on the discrete ordinates-like method (S3-like approximation),
choosing the cosine of the discrete directions and the weights (for the quadrature formula that
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calculates the moments). A specific choice determine eventually the variables of Eq 12, α1,2,
when choosing this variables, is determined to reproduce several correct physical quantities
(under additional assumptions that are specified in [32]). Dawson’s proposed two different
values for determining α1,2:
• α1 = 1.1.8858 and α2 = 4.16349. This choice is based on choosing the quadrature
directions and weights that minimizes the error to transport kernels of the integral
form of the transport equation. This choice will be marked in section IV as Navy P2
a, and marked as the favorite choice by Dawson.
• α1 = 1 and α2 = 2.4. This choice is based on choosing the double Gauss quadrature set
(for yielding the integral moments correctly). This choice will be marked in section IV
as Navy P2 b.
For a detailed discussion of how to choose the coefficients α1,2, see [32]. In Dawson’s time-
independent tests, both of these different values yield better results than both P1 and P2
compared to the exact solution, which lies between the P1 and the P2 results.
C. Pomraning’s Time-independent Asymptotic PN
Since the classical PN approximation, will accurately describe the behavior in anisotropic
media given N is large enough, Pomraning proposed a new general closure method that
replaces the classic PN closure [23]. The new closure method retains the symmetry of the
transport equation [4]. In this approximation, the last approximated equation takes the
following form:
σtψN (x) +
(
N
2N + 1
)
∂ψN−1(x)
∂x
+
(
N + 1
2N + 1
)
∂(αNψN−1(x))
∂x
= 0 (13)
where αN is defined as:
αN =
∫ 1
−1
ψa(x, µ)PN+1(µ)dµ∫ 1
−1
ψa(x, µ)PN−1(µ)dµ
(14)
ψa is the assumed form of the directional flux. By setting αN to zero, we obtain the classical
PN approximation. When ψa is the exact solution of the Boltzmann equation, Eqs. 13 and
14 are exact, and this finite N approximation yields the exact solution.
While ψa is not known in the general case, Pomraning [23] introduced several different
ways to obtain ψa, each one is suitable for a different (angular distribution) case. The most
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accurate expression for ψa (for general purposes) is the asymptotic distribution in infinite
homogeneous media, which can be derived by solving the time-independent (source-free)
Boltzmann equation for infinite homogeneous medium:
σtψ(x, µ) + µ
∂ψ(x, µ)
∂x
=
cσt
2
∫ 1
−1
ψ(x, µ′, t)dµ′ (15)
Where c = σ
(0)
s /σt is the mean number of particles that are emitted per collision, and is
called the albedo. By separation of variables, one can solve this equation and obtain a closed
transcendental equation for κ0 - the eigenvalues of the asymptotic solution in x [7, 16]:
2
c
=
1
κ0
ℓn
(
1 + κ0
1− κ0
)
(16)
Normalization requirements yields the asymptotic expression for the angular eigenfunctions
ψa:
ψ(x, µ) ≈ ψa(x, µ) = c
2
A0
eκ0σtx
1 + µκ0
+
c
2
B0
e−κ0σtx
1− µκ0 (17)
where A0 and B0 are determined from the boundary conditions.
By plugging the asymptotic flux (Eq. 17) into the closure term (Eq. 14), yields:
αN =
∫ 1
−1
(
1
1+µκ
)
PN+1(µ)dµ∫ 1
−1
(
1
1+µκ
)
PN−1(µ)dµ
(18)
Plugging Eq. 18 back to the closure equation (Eq. 13), yields the time-independent asymp-
totic PN approximation. By definition, the largest eigenvalue of the asymptotic PN equals
to the asymptotic eigenvalue of the exact time-independent Boltzmann equation [23]. While
in Ref. [23], the analysis was introduced for one-dimensional slab geometry, in Ref. [33]
Pomraning expands his analysis to multi-dimensional case with general geometry. This ap-
proximation is a generalization of the asymptotic diffusion for a general N . For N = 1, this
approximation reproduces the asymptotic diffusion approximation.
Asymptotic Diffusion
The Pomraning time-independent asymptotic PN approximation for the N = 1 case,
takes the following form:
∂ψ1
∂x
+ (1− c)ψ0 = Q(x) (19a)
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ψ1 = − ∂
∂x
(
1− c
κ
2
0
ψ0
)
. (19b)
This of course gives rise to the asymptotic diffusion approximation with the well-know
asymptotic diffusion coefficient:
D(c) =
1− c
σtκ
2
0(c)
≡ D0(c)
σt
(20)
D0(c) is a dimensionless diffusion coefficient which is a function of the asymptotic eigenvalue
κ0(c) (Eq. 16), and has several fits for different range-values of c. The fits are shown in the
appendix.
As one can see, the asymptotic diffusion can be seen as private case of Pomraning’s time-
independent asymptotic approximation with N = 1. As a matter of fact, Eq. 19b reproduces
the new discontinuous diffusion theory of Pomraning [4], where the diffusion coefficient is
inside the space derivative, instead of the classic notation of the Fick’s law, standard or
asymptotic:
ψ1 = −
(
1− c
κ
2
0
ψ0
)
∂ψ0
∂x
≡ −D(c)∂ψ0
∂x
(21)
The asymptotic diffusion approximation has a complementary asymptotic derivation of
the boundary conditions [16, 34], allowing solving finite problems, and may be used in
time-independent problems, such as the bare critical radius of a material [8]. However,
it can also be used in time-dependent problems [34] (although, it is a parabolic equation
that yields infinite particle velocity). The generalization to multi-group is trivial, using a
group-dependent cg:
cg =
∑G
g′ σg′→gφg′ + Sg
σgφg
(22)
Also, a discontinuous version of the asymptotic diffusion approximation was derived, in order
to achieve better accuracy for multi-regions problems [30, 35, 36] (note that Pomraning’s
Fick’s law, Eq. 19b, the new diffusion theory [4], yields a discontinuous form also, due to the
discontinuity in the asymptotic diffusion coefficient at the boundary between two different
media).
Back to the asymptotic PN , noticing the difference between Eqs. 19b and 21, we adopt
Pomraning’s closure (Eq. 13) with a slight modification, taking αN outside of the spatial
derivative:
σtψN (x) +
(
N
2N + 1
)
∂ψN−1(x)
∂x
+
(
N + 1
2N + 1
)
αN
∂ψN−1(x)
∂x
= 0 (23)
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In this case, forcing N = 1, will yield the well-known notation of the asymptotic diffusion
Fick’s law, Eq. 21, exactly.
The time-independent asymptotic PN approximation can be barley found in the liter-
ature. Huang et al. [37] have showed that the asymptotic PN preserves the asymptotic
solution parameters - the eigenvalues, magnitudes and root-mean-square distances. Morel
et al. [38] have found the directions and weights for an equivalent-SN calculation that yields
the asymptotic solution.
D. Heizler’s Asymptotic P1
Another time-dependent P1 approximation version was developed by one of us, Hei-
zler [18], which we will later generalize to the time-dependent asymptotic PN approximation.
The rationale behind Heizler’s work is to find a modified P1 closure based on the asymptotic
solution of the time-dependent mono-energetic Boltzmann equation (Eq. 1), both in space
and time. This approximation is the time-dependent version of the asymptotic diffusion in
the time-independent case.
Applying Laplace transformation to Eq. 1 yields:(s
v
+ σt
)
ψˆs(x, µ) + µ
∂ψˆs(x, µ)
∂x
=
cσt
2
∫ 1
−1
ψˆs(x, µ
′, t)dµ′ (24)
Defining the following ‘new’ coefficients:
σˆst = σt +
s
v
(25a)
cˆs =
σs
σˆst
=
c
1 + s
vσt
(25b)
and plugging the new coefficients back to Eq 24 yields:
σˆst ψˆs(x, µ) + µ
∂ψˆs(x, µ)
∂x
=
cˆsσˆ
s
t
2
∫ 1
−1
ψ(x, µ′, t)dµ′ (26)
As one can notice, this is the exact same equation as Eq. 15 with the ‘new’ coefficients in
the Laplace domain. Therefore, the asymptotic solution (s-dependent) is:
ψˆs(x, µ) ≈ cˆs
2
A0
eκˆs,0σˆ
s
t x
1 + µκˆs,0
+
cˆs
2
B0
e−κˆs,0σˆ
s
t x
1− µκˆs,0 (27)
With s-dependent closed transcendental equation for the eigenvalues:
2
cˆs
=
1
κˆs,0
ℓn
(
1 + κˆs,0
1− κˆs,0
)
(28)
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With further analysis, a modified Fick’s law form can be derived that is similar to the
time-independent asymptotic P1:
ψˆs,1(x) = −1 − cˆs
σˆst κˆ
2
s,0
∂ψˆs,0
∂x
(29)
With the diffusion coefficient:
Dˆs(cˆs, σˆ
s
t ) =
1− cˆs
κˆ
2
s,0σˆ
s
t
= v
vσt(1− c) + s
(vσt + s)2κˆ2s,0
≡ v Dˆ0(cˆs)
vσt + s
(30)
Dˆ0(cˆs) is the same diffusion coefficient as provided by Eq A1 and A2 but it depends on the
s-dependent albedo cˆs.
The work of Heizler proposed a new form of the last approximated equation, that includes
two media-dependent variables A(c) and B(c), of the following form [18]:
A(c)
v
∂ψ1(x, t)
∂t
+
∂ψ0
∂x
+ B(c)σtψ1(x, t) = 0 (31)
Applying Laplace transform to Eq. 31 yields an s-dependent Fick’s law that depends on
A(c) and B(c):
Dˆs(A,B) ≡ vA(c)s+ B(c)vσt (32)
By introducing the approximate Eq. 32 into the exact Eq. 30, and expanding Dˆ0(cˆs) in a Tay-
lor series for small s (asymptotic in time), one can solve for A(c) and B(c). B(c) ≡ 1/D0(c)
of the asymptotic diffusion theory, and produces the correct time-independent eigenvalues,
while A(c) is responsible for the correct temporal behavior. For example, for purely scatter-
ing medium (c = 1), the classic P1 forces A = B = 3, while the asymptotic P1 yields B = 3
and A = 3/5. Note that the ad hoc P1/3 approximation [39] forces B = 3 and A = 1 which
is quite close to the asymptotic P1 approximation.
In Ref. [18] it can be seen that in the full Green function source problem (Q(x, t) =
Q0δ(x)δ(t)) in an infinite homogeneous medium, the asymptotic P1 yields good accuracy,
compared to the exact solution, better than the asymptotic diffusion approximation (which
yields an infinite particle velocity), and much better than the classic P1 approximation. The
asymptotic P1 approximation was tested also in a local thermodynamic equilibrium (LTE)
radiative transfer problems, yielding relatively good results, especially in vicinity of the
tails [19]. The asymptotic P1 approximation was also found to share the same asymptotic
behavior as the P2 [20] approximation. Indeed, in the Green function problem, P2 yields
much better results than the classic P1, and close to the asymptotic P1 results.
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Additional major advance was the derivation of a discontinuous asymptotic P1 approx-
imation [21]. In this version, a modified discontinuous P1 closure is offered, extending the
validity of the asymptotic P1 to heterogeneous media. This approximation yields a discon-
tinuity in a sharp boundary between two media, yielding the correct asymptotic solution
on each side. This is extremely important in radiative transfer problems, where the cross
section is a temperature dependent. This approximation yields better results than all other
approximations, even better than the gradient-dependent approximations, such as the Flux-
Limiters or the Variable Eddington Factors approximations [21, 22].
Still, even in homogeneous medium, there is still a non-negligible deviation between the
asymptotic P1 approximation and the exact solution [18]. Thus, a general N extension is
required, for obtaining a more accurate results, for sufficiently low N . This is what motivates
the derivation of the time-dependent asymptotic PN considered in the next section.
III. TIME-DEPENDENT ASYMPTOTIC PN
In this section we derive the generalization for Heizler’s asymptotic P1 approximation [18],
to a general N namely, the time-dependent asymptotic PN approximation. The derivation
will be the time-dependent equivalent to Pomraning’s time-independent derivation [23].
We note that there are several alternate closures for the PN equations that multiplies
either the time or spatial derivative by linear scale factors, for a faster convergence of the
PN [40, 41]. For example, the scale factors can be chosen such that waves propagate at
exactly the speed of light. However, these approximations are purely ad hoc approximations,
which are scaled each time to a specific problem. Advanced closures may also be used [14, 15],
however, the implementation of most of them is much more complicated, due to the non-
linearity of the closure equations.
A. Deriving the Time-dependent Asymptotic PN
The general way to obtain the time-dependent asymptotic PN is done by modifying the
last approximated equation, as the n < N equations are the exact Pn equations. Firstly,
we introduce a time-dependent closure equation (to the N -equation), which is similar to
Pomraning’s time-independent closure asymptotic with a similar modification to the one
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presented in Eq. 23, i.e, taking the αN outside of the spatial derivative:
1
v
∂ψN (x, t)
∂t
+ σtψN (x) +
(
N
2N + 1
)
∂ψN−1(x, t)
∂x
+ αN
(
N + 1
2N + 1
)
∂ψN−1(x, t)
∂x
= 0 (33)
Recalling the definition of αN in Eqs. 14 and 18, we replace ψa to be the time-dependent
asymptotic solution of the mono-energetic time-dependant (or s-dependent) Boltzmann
equation introduced in Eq. 27. Thus, our new αN expression is s-dependant and is given by:
αN → αˆs,N =
∫ 1
−1
ψˆs,a(x, µ)PN+1(µ)dµ∫ 1
−1
ψˆs,a(x, µ)PN−1(µ)dµ
=
∫ 1
−1
(
1
1+µκˆs,0
)
PN+1(µ)dµ∫ 1
−1
(
1
1+µκˆs,0
)
PN−1(µ)dµ
(34)
Plugging the new αˆs,N expression (Eq. 34) in to the last approximated equation (Eq. 33)
yields:
1
v
∂ψN (x, t)
∂t
+ σtψN (x, t) +
(
N + (N + 1)αˆsN
2N + 1
)
∂ψN−1(x, t)
∂x
= 0 (35)
Secondly, we apply the Laplace transform to Eq. 35 using the s-dependent cross section
(introduced in Eq. 25):
σˆst ψˆs,N(x) +
(
N + (N + 1)αˆsN
2N + 1
)
∂ψˆs,N−1(x)
∂x
= 0 (36)
As one can notice, this equation takes the form of a Fick’s law with a new modified s-
dependent “diffusion” coefficient defined in the following matter:
ψˆs,N(x) = −Dˆs,N(x)∂ψˆs,N−1(x)
∂x
−→ Dˆs,N(x) = N + (N + 1)αˆs,N
(2N + 1)σˆst
(37)
As a generalization of Heizler’s asymptotic P1 approximation (Eq. 31), we seek to approx-
imate the last N equation, using two new coefficients AN(c) and BN (c), with the following
form:
AN(c)
v
∂ψN (x, t)
∂t
+ BN(c)σtψN (x, t) + ∂ψN−1(x, t)
∂x
= 0 (38)
Applying the Laplace transform to the above approximated closure equation yields:
ψˆs,N(x) = − v
sAN(c) + vσtBN(c) ·
∂ψˆs,N−1(x)
∂x
(39)
Substituting the approximate Eq. 39 into the exact closure Eq. 36 (both of them in the
Laplace domain) yields:
(2N + 1)(vσt + s)
N + (N + 1)αˆs,N (κˆs,0(cˆs))
=
(2N + 1)(vσt + s)
N + (N + 1)αˆs,N
(
Dˆ0(cˆs)
) ≈ vσtBN(c) +AN(c)s+O(s2)
(40)
14
i.e., we can solve the modified asymptotic coefficients, AN(c) and BN (c) inside Eq. 40 using
the integral notation for αˆs,N , Eq. 34 under small-s restrictions (asymptotic on time, using
Taylor series in s). αˆs,N is an explicit function of κˆs,0(c) for each c which have several
fits (alternatively we can use the more convenient fits for Dˆ0(cˆs), which connects directly
to κˆs,0(c) through Eq. 20). Therefore, choosing the closure of Eq. 38, underlies the new
approximation for general PN closure, based on the asymptotic distribution of both space
(as Pomraning’s time-independent case) and time (using small s).
Next, we proceed in the explicit calculation of the variables AN and BN for N = 1, 2, 3,
afterwards we present the derivation for general N .
B. The First Three Time-dependent Asymptotic PN
In this section we derive the first three asymptotic time-dependent PN equations. As
explained, deriving the N approximated equation is done by: I: Calculating αˆs. II: Obtaining
the diffusion-like coefficient Dˆs,n. III: Expanding the expression of
v
Dˆs,n
in a Taylor series.
IV: Calculating the variables AN and BN .
1. Time-dependent Asymptotic P1
Firstly, deriving the asymptotic P1 equation, as a kind of sanity check since the expression
should be exactly the same as Heizler’s P1 approximation [18]. Calculating αˆs,1 for the
closure equation yields:
αˆs,1 =
∫ 1
−1
P2(µ)
1
1+µκˆs,0
dµ∫ 1
−1
P0(µ)
1
1+µκˆs,0
dµ
=
3(1− cˆs)
2κˆ2s,0
− 1
2
(41)
Next, calculating the new modified diffusion-like coefficient yields:
Dˆs,1 =
1 + 2αˆs,1
3σˆst
=
(1− cˆs)
κˆ
2
s,0σˆ
s
t
(42)
Thus, the last equations is:
ψˆs,1(x) = −(1− cˆs)
κˆ
2
s,0σˆ
s
t
∂ψˆs,0(x)
∂x
(43)
Which is indeed, exactly above in (Eq. 29) [18]. Thus, following the same procedure as
described and performed for the asymptotic P1 approximation, we can solve for A1 and B1.
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For example, (1− c)≪ 1, using the appropriate D0 from the appendix (Eq. A2) one can
calculate A1 and B1:
v
Dˆs,1
=
vσt + s
D0(cˆs)
≈ vσt + s1
3
(1 + 4
5
(1− cvσt
vσt+s
))
≈ 15vσt
9− 4c +
15(9− 8c)s
(9− 4c)2 (44)
Thus we achieve the following expressions for the case of a highly scattering case: A1 =
15(9−8c)
(9−4c)2
and B1 = 159−4c . For c = 1 (purely scattering case) A1 = 3/5 and B1 = 3 exactly,
reproducing the asymptotic P1 approximation of Heizler [18]. For general c, one can use the
different approximate fits of D0(c) (see the appendix), solving for A1 and B1. In Fig. 1 the
variables A1(c) and B1(c) are shown in green, which reproduces Heizler’s asymptotic P1 for
any given c [18, 20, 21].
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FIG. 1. The media-dependent coefficients AN(c) and BN (c) as function of the medium’s albedo c
for the first 3 orders of the time-dependent asymptotic PN approximation (N = 1, 2, 3).
2. Asymptotic P2
Deriving asymptotic P2 is done by following the same procedure explained above, for
N = 2. First αˆs2 is calculated:
αˆs,2 =
9κˆ2s,0 − 15 + cˆs(15− 4κˆ2s,0)
−6κˆ2s,0(1− cˆs)
(45)
And the diffusion coefficient:
Dˆs,2 =
3(1− cˆs)− κˆ2s,0
2κˆ2s,0σˆ
s
t (1− cˆs)
=
(1− 3Dˆ0(cˆs))
2σˆst (1− cˆs)
(46)
As an additional sanity check, we use the expression for D0(c) of the classic P2 approxima-
tion, D0(c) =
9−4c
15
into Eq. 46 (It is well-known that the P2 approximation can be introduced
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in classic Fick’s law with this modified diffusion coefficient [20, 29–31]). Using this classic
P2 diffusion coefficient, we indeed reproduce the classic P2 equations, i.e. A2 = B2 = 5/2,
for all given c.
Back to the asymptotic derivation, substituting into Eq. 46 the asymptotic expression
of D0(c) (see the appendix), for example for (1 − c) ≪ 1 (highly scattering medium), and
expanding the expression in a Taylor series, one obtains:
v
Dˆs,2
=
875(s+ vσt)
818 + 198c
2
(1+ s
vσt
)2
− 666c
1+ s
vσ
≈ 875vσt
818− 666c+ 198c2 +
875(409− 666c+ 297c2)s
2(409− 33c+ 99c2)2 +O(s
2)
(47)
From Eq. 47, A2 and B2 are found:
A2 = 875(409− 666c+ 297c
2)
2(409− 33c+ 99c2)2 (48a)
B2 = 875
818− 666c+ 198c2 (48b)
For pure scattering medium c = 1, we obtain A2 = 4/7 and B2 = 5/2. For general c, using
the different approximate fits of D0(c) (see the appendix), the coefficients A2 and B2 are
shown in Fig. 1 in red.
3. Asymptotic P3
Deriving the asymptotic time-dependent for N = 3, P3 follows again, the same procedure:
αˆs,3 = −
105(1− c)− 90κˆ2s,0 + 9κˆ4s,0 + 55κˆ2s,0cˆs
12κˆ2s,0(3(1− cˆs)− κˆ2s,0)
(49)
and the new modified Fick’s law coefficient:
Dˆs,3 =
9κˆ2s,0 − 15 + cˆs(15− 4κˆ2s,0)
3κˆ2s,0σˆ
s
t (κˆ
2
s,0 + 3cˆs − 3)
=
Dˆ0(cˆs)(4cˆs + 15Dˆ0(cˆs)− 9)
3(3Dˆ0(cˆs)− 1)(1− cˆs)σˆst
(50)
Again, for highly scattering medium ((1− c)≪ 1) using Eq. A2 yields:
v
Dˆs,3
=
175(409 + 99c
2
(1+ s
vσ
)2
)(s+ vσ)
(−26 + 11c
(1+ s
vσ
)
)(−2511 + 396c3
(1+ s
vσ
)2
− 1728c2
(1+ s
vσ
)2
+ 2968c
(1+ s
vσ
)
)
(51)
Expanding Eq. 51 in a Taylor series yields:
v
Dˆs,3
≈ 175(409− 333c+ 99c
2)vσ
(11c− 26)(−2511 + 2968c− 1728c2 + 396c3)+ (52)
175(26701974− 85717402c+ 123617175c2 − 99606960c3 + 45862740c4 − 11604384c5 + 1293732c6
(11c− 26)2(−2511 + 2968c− 1728c2 + 396c3)2 s
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Obtaining once more the A3 and B3 coefficients for purely scattering medium (c = 1)
yields A3 = 5/9 and B3 = 7/3. For general c, using the different approximate fits of D0(c)
(see the appendix), the coefficients A3 and B3 are shown in Fig. 1 in blue.
Fig. 1 suggests some important behaviors: First, BN always equals to the inverse of
Pomraning’s time-independent asymptotic PN “diffusion-like” coefficient, BN = 1/DN(c),
as expected. This forces the solution of the time-dependent asymptotic PN to tend the
solution of the time-independent asymptotic PN of Pomraning, when t → ∞. Second, for
pure scattering medium (c = 1), BN equals to the classic PN approximation coefficient for
general N but AN is different (as in Heizler’s asymptotic P1 has shown [18, 20]). Third,
for pure absorbing case (c = 0), AN(0) = BN (0) = 1 for any general N , yielding the exact
particle velocity.
C. General N derivation
In this section We generalize solution for αˆs,N . For simplicity, we will express the Legendre
polynomial PN in a simple sum series of polynomials:
PN(µ) =
N∑
n=0
anµ
n (53)
Where the coefficients of the Legendre polynomial an are given by:
an =


(−1)N−n2 ( NN−n
2
)(
N−n
N
)
, if N−n
2
= integer
0, otherwise
(54)
Plugging Eq. 53 into Eq. 34 yields a new form of the integrals in Eq. 34 which will be
expressed for general N . The integral of the numerator takes the following form:∫ 1
−1
PN+1(µ)
1 + µκ0
dµ =
N+1∑
n=0
an
∫ 1
−1
µn
1 + µκˆs,0
= (55)
N+1∑
n=0
an
2F1(1, n+ 1;n+ 2;−κˆs,0)− (−1n+1) 2F1(1, n+ 1;n+ 2; κˆs,0)
n + 1
where 2F1(1, n+ 1;n+ 2;−κˆs,0) is the hypergeometric function. The values of this specific
hypergeometric function is:
2F1(1, n+ 1;n+ 2; κˆs,0) =
n+ 1
κˆ
n+1
s,0
(
ℓn(1− κ0) +
n+1∑
k=0
κ0
k
k
)
(56)
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Substituting Eq. 56 into Eq. 55 and simplifying using Eq. 28, the general solution for the
integral takes this form:∫ 1
−1
PN+1(µ)
1 + µκˆs,0
dµ = −
N+1∑
n=0
an
κˆ
n+1
s,0
(
(−1)n+12κˆs,0
cˆs
+
n∑
k=0
κˆ
k
s,0((−1)n + (−1)k−(n+1)
k
)
(57)
It is worth noting that for even k (and due to the parity of the Legendre polynomials), the
expression
(
κˆ
k
s,0((−1)n + (−1)k−(n+1)
)
/k cancels out. Thus, only odd k will contribute to
the sum. The integral in the numerator of Eq. 39 is exactly the same as Eq. 55 but with
N − 1.
Deriving αˆs,N for N = 1, 2, 3 yields the exact result presented in section IIIB. For N = 1,
we yield the expression of Eq. 41, for N = 2 we yield the expression of Eq. 45, and for N = 3
we yield the expression of Eq. 49.
Alternative derivation
Alternative derivation of the integrals in Eq. 34 for evaluating αˆs,N may be done in a
different manner of using Eqs. 55 and 57 and the hypergeometric functions. In this alternate
derivation, Pomraning [4] expresses the definition of the asymptotic αˆs,N as:
αˆs,N =
QN+1
(
1
κˆs,0
)
QN−1
(
1
κˆs,0
) (58)
where Qn(x) is the Legendre function of the second kind and is defined by the following
identity:
Qn
(
1
κˆs,0
)
≡
∫ 1
−1
(
κˆs,0
1 + µκˆs,0
)
Pn(µ) (59)
Substituting κˆs,0 inside Eq. 58, one can expand αˆs,N using the recursion formula of the
Legendre functions of the second kind [42]:
Qn(x) =


1
2
ℓn
(
x+1
x−1
)
n = 0
P1(x)Q0(x)− 1 n = 1
2n−1
n
xQn−1(x)− n−1n xQn−2(x) n > 2
(60)
and the definition of κˆs,0, using Eq. 28. For example, plugging in Eq. 58 N = 1, αˆs1 takes
this form:
αˆs,1 =
Q2(1/κˆs,0)
Q0(1/κˆs,0)
=
1
2
3ℓn
(
1−κˆs,0
1+κˆs,0
)
− κˆ2s,0ℓn
(
1+κˆs,0
1−κˆs,0
)
− 6κˆs,0
κˆ
2
s,0ℓn
(
1+κˆs,0
1−κˆs,0
) (61)
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Recalling the closed transcendental Eq. 28 for κˆs,0, and plugging it in the Eq. 61 results:
αˆs,1 =
1
2
3
2κˆs,0
cˆs
− κˆ2s,0 2κˆs,0cˆs − 6κˆs,0
κˆ
2
s,0
2κˆs,0
cˆs
=
3(1− cˆs)
2κˆ2s,0
− 1
2
, (62)
which is identical to the result shown in Eq. 41.
Following the same procedure for N = 2:
αˆs,2 =
Q3(1/κˆs,0)
Q1(1/κˆs,0)
=
1
6
15ℓn
(
1+κˆs,0
1−κˆs,0
)
− 9κˆ2s,0ℓn
(
1+κˆs,0
1−κˆs,0
)
+ 8κˆ3s,0 − 30κˆs,0
κˆ
2
s,0ℓn
(
1+κˆs,0
1−κˆs,0
)
− 2κˆ3s,0
(63)
Recalling the closed transcendental Eq. 28, and plugging it in the Eq. 63 results:
αˆs,2 =
30κˆs,0
cˆs
− 18κˆ3s,0
cˆs
+ 8κˆ3s,0 − 30κˆs,0
6κˆ3s,0
(
2
cˆs
− 2
) = 15− 9κˆ2s,0 + 4κˆ2s,0cˆs − 15cˆs
6κˆ2s,0(1− cˆs)
, (64)
which is the same as Eq. 49. The rest of the derivation is the same as shown in Sec. IIIA.
IV. GREEN-FUNCTION BENCHMARK
In order to test our time-dependent asymptotic PN approximation, we used the bench-
mark known as the AZURV1 benchmark [24, 25]. The AZURV1 benchmark is a full green
function - both in time and space (Q(x, t) = Q0δ(x)δ(t)) for the one-dimensional infinite
homogeneous media Boltzmann equation (Eq. 1). The results presented, show the propaga-
tion of the normalized scalar flux distribution depends on space and time. The numerical
results of the new approximation, were compared to approximations presented in section II.
In addition to the semi-analytic results of the AZURV1 benchmark, we include numerical
simulations of time-dependent SN , with N = 64, as a good approximation of the exact
results (when N →∞, the SN method, which is equivalent to a PN−1 calculation, tends to
the exact Boltzmann equation), yielding a continuous trend of the exact benchmark.
A. Pure Scattering Case
The first scenario that we use to test our approximation is the purely scattering case
(c = 1). The pure scattering case tends to the diffusion limit faster than all other cases at a
given time, as it has no absorbing terms and will behave like diffusion. This case is important
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also because the exact transport solution for the Green function in the one-dimensional slab
geometry yields a scaling relation of this form [7, 43]:
φ(c)(x, t) = ce−(1−c)vσttφ(1)(cx, ct) (65)
This means, knowing the solution for c = 1 and φ(1)(x, t), yields the exact solution for general
c and φ(c)(x, t). Thus, in case of a multiplying medium (c > 1) and the case of absorbing
medium (c < 1) the solution still holds.
FIG. 2. The scalar flux of the different approximations and the exact benchmark as a function of
dimensionless space for the fully scattering case (c = 1). The semi-analytic solution is presented
in green circles, while the S64 results are presented in the solid green curves. The classic P1 is in
the dashed black curves, the time-dependent asymptotic P1 is in the solid black curves. The P2
and the P3 are in the red and green curves, respectively, while dashed is for classic and solid for
asymptotic.
In Figs. 2 and 3 we compare the different approximations presented in the paper in terms
of the normalized scalar flux to the source power Q0. In Fig. 2 the scalar flux is compared
at different times (t = 2, 3, 4 and 7) while in Fig. 3 the scalar flux is compared in different
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FIG. 3. The scalar flux of the different approximations as a function of the dimensionless time for
the fully scattering case (c = 1). The semi-analytic solution is presented in green circles, while the
S64 results are presented in the solid green curves. The classic P1 is in the dashed black curves,
the time-dependent asymptotic P1 is in the solid black curves. The P2 and the P3 are in the red
and green curves, respectively, while dashed is for classic and solid for asymptotic.
positions (x = 2, 3 and 4). The solution is presented in normalized position (in σt units)
and normalized time (in vσt units).
As one can see, in both figures the S64 reproduces the exact benchmark while the “spikes”
represents the different delta function for each discrete direction of the S64 (at later times,
those delta function smooth away due to numerics). First, although the asymptotic P1 yields
much better results than classic P1 (as known [17]), there is still a non-negligible difference
between asymptotic P1 results and the exact behavior (see widely in [18]). Both P1 and
P2 (both classic or asymptotic) has one spike (that smooths away at later times due to
numerics) that represents the speed velocity of the approximation. The P3 approximations
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have two different spikes (since P3 is equivalent to S4). The classic particle velocities are
always slower than the real particle velocity, while the asymptotic PN converges to the exact
velocity from the other direction (faster than the particle speed).
However, the main result that can be seen from Fig. 2 and especially from Fig. 3 (that is
focused on the tails of the distributions), that the asymptotic PN approximation yields better
results than classic PN approximation, for any given N (at least in the low-order N ’s), and
thus, converges faster than classic PN . Even for N = 2, the asymptotic P2 approximation
yields very good approximate solution with the exact solution, even near the tail of the
distribution.
B. Asymptotic PN vs. other modified closures
To further test the results of the time-dependent asymptotic P2 we compared it to a
time-dependent version of the two options that Dawson proposed in his modified P2 approx-
imation [32] (see Sec. II B). The comparison is presented for x = 2, 3 and 4 as a function of
time in Fig. 4, when the modified P2 approximations are the violet curves.
FIG. 4. A comparison between the asymptotic P2 approximation to Dawson’s (navy) modified P2
approximation. The scalar flux of the different approximations as a function of the dimensionless
time for the fully scattering case (c = 1). Dawson’s modified P2 approximations are in the violet
curves. “Navy P2 a” represents α1 = 1.1.8858 and α2 = 4.16349 and “Navy P2 b” represents
α1 = 1 and α2 = 2.4.
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One can see that as Dawson marks [32], option “Navy P2 a“ yields better results than
“Navy P2 b“. However, the time-dependent asymptotic P2 yields better results than both
of the modified P2 Dawson’s proposals, both in the bulk and especially for the tails.
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FIG. 5. A comparison between the asymptotic PN approximation to Pomraning’s P1/BN approxi-
mation. The scalar flux of the different approximations as a function of the dimensionless time for
the fully scattering case (c = 1). The P1/BN approximation are in the light blue curves. The P2
results is on the left figure, when the P3 results are on the right.
Another comparison is to the ad hoc Pomraning’s proposal in [4] (Eq. 3.147), which
we call the P1/BN approximation. In this proposal, one take the time-independent closure,
determining BN exactly as in the time-dependent asymptotic PN approximation:
1
BN ≡ DN =
N + (N + 1)αN
(2N + 1)
(66)
when αN is determined by Eq. 18 and setting AN = 1. In a matter of fact, for purely
scattering case c = 1 this choice is the N ’s expansion of the ad hoc P1/3 approximation,
which for N = 1 is exactly Pomraning’s proposal (for general medium other then c = 1, is an
expansion of the asymptotic P1/3 approximation [20]). A similar ad hoc choice is in the works
of Olson which proposal the exact N ’s expansion of the ad hoc P1/3 approximation [40, 41]
for any medium c.
In Fig. 5 we compare the asymptotic time-dependent PN to Pomraning’s P1/BN approx-
imation. The P1/BN approximation are in the light blue curves, while the P2 results are in
the left figure and the P3 results are on the right. Overall, the the two approximation yields
very close results. The only difference is in the tails, where the P1/BN approximation yields
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the exact particle velocity due to the AN = 1 choice, and the asymptotic PN yields better
results near the tail areas. This means that the time-dependent asymptotic PN gives the
rigorous mathematical justification (due to asymptotic analysis derivation) for the purely
ad hoc P1/BN approximation, due to the close value of AN (and same value for BN ).
C. Substantial Absorbing Case
In addition to the fully scattering case, we have tested the new approximation also for
c = 0.5 in order to demonstrate the behavior in an absorbing media. This case is interesting
although the exact solution attains the scaling form in Eq. 65, however, the approximations
do not, and the time for yielding the central limit theorem (the diffusion limit) is larger, so
the differences in the tails zones between the different approximation, increase.
FIG. 6. The scalar flux of the different approximations and the exact benchmark as a function of
dimensionless space for the substantial absorbing case (c = 0.5).
In Fig. 6 the scalar flux is compared for different times (t = 2, 3, 4 and 7) while in Fig. 7
the scalar flux is compared for different positions (x = 2, 3 and 4). From Figs. 6 and 7 we
point out the differences between the two cases. In the substantial absorbing case the scalar
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flux drops to zero for every x in sufficient t unlike the fully scattering case. In both cases,
the asymptotic time-dependent PN yields better results than its classic counter-part.
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FIG. 7. The scalar flux of the different approximations as a function of the dimensionless time for
the substantial absorbing case (c = 0.5).
V. DISCUSSION
Since the exact Boltzmann equation is hard and time-consuming to solve, many approx-
imations were introduced that are easier to solve. Here we focus on the spherical harmonics
(PN) approximation, when the exact equation is replaced by a finite closed set of equations
for moment, with some closure condition, that is the heart of the approximation.
We have derived a new approximation, namely the time-dependent asymptotic PN ap-
proximation, by providing a new closure equation. This approximation rests on two foun-
dations: The time-dependent asymptotic P1 from one hand [18], and the Pomraning’s time-
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independent asymptotic PN [23] on the other. In the same way as the asymptotic P1 is the
time-dependent generalization of the asymptotic diffusion equation, the proposed approxi-
mation is the time-dependent generalization of the Pomraning’s time-independent asymp-
totic PN approximation. We use the asymptotic solution of the exact Boltzmann equation, in
both space and time, in infinite homogeneous medium, and derive a general N closure equa-
tion, exploiting the Laplace domain, and the Case et al. spatial-asymptotic solution [7, 16].
Our closure equation contains two linear coefficients (and thus easy and stable to solve),
AN(c) and BN (c), that are closed and known functions of the albedo c (see Fig. 1).
We have tested the time-dependent asymptotic PN approximation in an one-dimensional
benchmark for the full Green function, and have shown that the new approximation yields
better results than the classic PN for any given N . This test was done for both the case
of fully scattering medium and for the case of the substantial absorbing medium. Even for
N = 2, it yields a very good approximate solution, even for the tails of the distribution. This
new approximation yields also a better approximation as compared to other modified PN
closures. In a matter of fact, the new time-dependent asymptotic PN provides the rigorous
mathematical foundation, for the ad hoc approximate closures (the P1/BN approximations)
that were found to be accurate in several famous problems.
Appendix : Explicit expressions for the dimensionless asymptotic diffusion coeffi-
cient D0
In this appendix we give the fitted explicit expressions for the dimensionless asymptotic
diffusion coefficient D0(c) (Eq. 20) that depends on the solution to the transcendental equa-
tion for the eigenvalues κ0(c) of the asymptotic transport equation, for infinite homogeneous
medium (Eq. 16).
For c≪ 1 which is highly absorbing media [16]:
D0(c) ≈ (1− c)
[
1 + 4e−
2
c +
8(c+ 2)
c
e−
4
c +
12(8 + 4c+ c2)
c2
e−
6
c + ...
]
(A1)
For (1− c)≪ 1 which is highly scattering media [16]:
D0(c) ≈ 1
3
[
1 +
4
5
(1− c) + 108
175
(1− c)2 + 396
875
(1− c)3 + ...
]
(A2)
In Winslow’s paper [34] there is a suggestions for the value of D0(c) with a maximal error
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of 1%:
D0(c) =


(1− c) c ≤ 0.3
4
pi2c
(
c−0.0854
c+0.112
)
c > 0.3
(A3)
Another approximation of D0 from [44] with a maximal error of 0.3%:
D0(c) =


0.80054− 0.523c if 0.59 ≤ c ≤ 0.61(
0.40528473
1+c
) 0.3267567+c[0.1587312−c(0.5665676+c)]
0.1326495+c[0.03424169+c(0.1774006−c)]
otherwise
(A4)
These expression will be used inside Eq. 37, for solving the coefficients AN(c) and BN (c)
for the given N , each one in a different valid regime of c. The results are given by Fig. 1),
when the curves were yield by a superposition of using the different fits.
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