We develop a new approach to approximating asset prices in the context of continuoustime models. For any pricing model that lacks a closed-form solution, we provide a closed-form approximate solution, which relies on the expansion of the intractable model around an ''auxiliary'' one. We derive an expression for the difference between the true (but unknown) price and the auxiliary one, which we approximate in closedform, and use to create increasingly improved refinements to the initial mispricing induced by the auxiliary model. The approach is intuitive, simple to implement, and leads to fast and extremely accurate approximations. We illustrate this method in a variety of contexts including option pricing with stochastic volatility, computation of Greeks, and the term structure of interest rates.
Introduction
The last decade has witnessed an ever-increasing demand for new models addressing a number of empirical puzzles in financial economics which relate to pricing, hedging, and spanning derivatives contracts (e.g., Bakshi and Madan, 2000; Duffie, Pan, and Singleton, 2000) , the term structure of interest rates (e.g., Ahn, Dittmar and Gallant, 2002; Dai and Singleton, 2002) , or the aggregate stock market (e.g., Menzly, Santos, and Veronesi, 2004; Gabaix, 2008) . The vast majority of these models rely on a continuous-time framework which is by now one of the most celebrated analytical tools in financial economics. Market practitioners have also increasingly relied on continuous-time models (e.g., Brigo and Mercurio, 2006) . The reason for this consensus about the benefits of continuous-time modeling is that within this framework, we are able to provide elegant representations for the price of a variety of contingent claims. At the same time, continuous-time models call for an old and well-known practical issue: how do we implement models that cannot be solved in closed-form?
To cope with prices not available in closed-form, one typically relies on either of the following two alternative approaches. The first approach hinges upon the numerical solution to a partial differential equation obtained through, say, finite-difference, Fourier-inversion, or tree methods (Schwartz, 1977; Hull and White, 1990; Scott, 1997; Figlewski and Gao, 1999) . The second approach, initiated by Boyle (1977) , relies on Monte Carlo simulations in which a large number of trajectories need to be generated for the state variables underlying the asset pricing model. Both methods can be cumbersome to implement and, computationally, quite time-consuming. This paper develops a new conceptual framework to compute asset prices in nonlinear, multifactor diffusion settings. We develop closed-form approximations to any given contingent claim model, which are easy to implement and require very little computer power. Our main idea is to choose an ''auxiliary'' pricing model for which a solution is available in closed-form. For example, we can choose affine models (e.g., Heston, 1993; Duffie, Pan, and Singleton, 2000) to be the auxiliary models, as we shall illustrate throughout the whole paper. Additional examples of candidate auxiliary models are the quadratic models studied by Ahn, Dittmar and Gallant (2002) or the linearity-generating processes introduced by Gabaix (2008 Gabaix ( , 2009 . Given any auxiliary model, we derive an expression for the difference between the unknown price of the model of interest and the auxiliary one. This expression takes the form of a conditional expectation taken under the risk-neutral probability, which, under regularity conditions, can be cast in terms of a Taylor series expansion. We approximate the unknown price by retaining a finite number of terms from this series. Our method is highly general and therefore applicable in a wide range of settings including the pricing of options, computation of the associated Greeks, and the pricing of bonds. We develop several examples to illustrate how to use our general insights and provide numerical results that show that our methods are quite precise and easily implemented.
Our closed-form approximations to asset prices rely, as explained, on Taylor series expansions of conditional expectations. Similar expansions are widely used in financial econometrics and empirical finance (see, e.g., Aït-Sahalia, 2002; Schaumburg, 2004; Aït-Sahalia and Yu, 2006; Bakshi, Ju and Ou-Yang, 2006; Aït-Sahalia and Kimmel, 2007; Xiu, 2010) . A key feature in this literature is the expansion of a conditional expectation of a continuous-time variable, say, some conditional moment related to the short-term interest rate expected to prevail over a small time-span-e.g., one day or one week at most. Such ''small time expansions'' are relatively less useful, when the objective is to approximate option pricing models, either because (i) the presence of optionality leads to payoff functions that are not differentiable, as for example, in the simple European option pricing case, or because (ii) the maturity of the derivative contracts might occur at long maturity dates, as for example, in the term structure of interest rates. For these reasons, small time expansions have not been applied to asset pricing models previously, 1 although they are reconsidered in recent work by Kimmel (2008) , which we shall discuss in a moment.
Our approach still relies on series expansions of conditional expectations, but works differently. Rather than being applied directly to payoff functions, our expansions apply to pricing errors that summarize the mispricing between the true pricing function and the auxiliary pricing function we choose to approximate the true model by. These pricing errors are typically differentiable even if the payoffs are not. In fact, after completing this paper, we came across the work of Kimmel (2008) , who develops a clever method to deal with expansions of payoff functions, which can be used to address the issues related to long maturity dates. Although Kimmel's method cannot be applied to deal with payoffs that are not differentiable, it can be used in efficient conjunction with ours, to implement closed-form approximations to our pricing errors, which, as noted, are typically differentiable.
Our trick to expand asset prices around prices computed in closed-form, shares similarities with Yang's (2006) expansion around ''base-models.'' However, the approximation arising through Yang's method is quite different from ours. Heuristically, Yang's expansion relies on terms improving upon the base-models, which are conditional expectations of the base-model mispricing, taken under the base-model probability. Instead, our corrective terms are conditional expectations of the auxiliary model's mispricing, taken under the true probability. Both methods, which we numerically compare, carry obvious advantages over perturbation methods (e.g., Fouque, Papanicolaou, and Sircar, 2000; Lewis, 2000) , which need to rely on expansions of pricing functions around ''small'' values of some of the model's parameters.
Finally, the method introduced in this article can be also interpreted as an expansion of the risk-neutral probability implied by the model of interest, around that of some auxiliary model chosen by the user. As such, our approach shares similarities with the strand of literature where option prices are computed through an approximation of the risk-neutral density underlying the true pricing model, as in Abadir and Rockinger (2003) , or in the ''saddlepoint approximations'' considered by Rogers and Zane (1999) , Xiong, Wong, and Salopek (2005) , or Aït-Sahalia and Yu (2006) . In fact, approximating the risk-neutral probability is a special case of our approach as we shall explain.
Our method carries some advantages over approximations of conditional densities, when applied to asset pricing. First, because it relies on a direct expansion of asset prices, our method avoids the numerical computation of multidimensional Riemann integrals against an approximate conditional density. This feature is attractive in multifactor models such as those that involve stochastic interest rates, stochastic volatility, or macro-finance determinants of the yield curve. Second, the expansion we provide carries new and interesting economic content, as we shall illustrate. For example, we shall see that approximating stochastic volatility models through our approach leads to errors, which we can interpret as hedging costs arising through the use of misspecified Black-Scholes deltas. Finally, we provide an explicit expression for the difference between the pricing function of the true and the auxiliary model, which leads to a more direct analysis of the pricing error and simpler approximations.
The paper is organized as follows. In the next section, we illustrate our methods through an example relating to the pricing of options with stochastic volatility. In Section 3, we develop a general framework to approximate asset prices and provide extensions that allow for the computation of sensitivities of derivative prices. Section 4 relates our approach to the existing literature on expansion methods for both asset prices and risk-neutral probabilities. In Section 5, we assess the numerical performance of our methods in concrete applications including option pricing with stochastic volatility and the yield curve. Section 6 explores further extensions relating to models with jumps and barriers. Section 7 concludes. The appendix provides details omitted from the main text.
The gist of the approximation method
We illustrate the basic ideas underlying our method with an empirically relevant example, arising in the context of the pricing of European options. It is well known that the volatility of stock returns is stochastic, and that this feature can account for many of the empirical puzzles stemming from the Black and Scholes (1973) (BlackScholes, henceforth) model, such as, for example, the tendency of out-of-the-money put options to be more expensive than at-the-money options-the volatility skew (see, e.g., Lewis, 2000) . In a stochastic volatility model, the price of a stock, SðtÞ say, is the solution to
where WðtÞ is a standard Brownian motion under the riskneutral probability, r is the short-term rate, taken to be a constant, and vðtÞ is the instantaneous return variance. For example, vðtÞ can be a mean-reverting process, and have constant elasticity of variance (CEV, henceforth), as in the following model:
where W v ðtÞ is a Brownian motion correlated with WðtÞ, with instantaneous correlation r, x40 is the CEV parameter, and, finally, ðk,a,oÞ are three additional constants.
The properties of this model are summarized by Lewis (2000, Chapter 9) , and further discussed by Aït-Sahalia and Kimmel (2007) . Consider a European call option written on this asset. The option payoff is bðSðTÞÞ maxfSðTÞÀK,0g at maturity time T 4 0, where K 4 0 is the strike price. Let wðS,v,tÞ be the option price as of time t 2 ½0,T, when the stock price is S and the instantaneous variance is v. Come time T, wðS,v,TÞ ¼ bðSÞ for all v. Subject to this boundary condition, the pricing function satisfies,
where L is the infinitesimal generator associated with Eqs.
(1) and (2)
Apart from Heston (1993) 
The interpretation of the mispricing function d in Eq. (7) relates to the hedging cost arising while evaluating and hedging the option through the Black-Scholes formula. Precisely, suppose a trader sells the option and wishes to hedge against it through a self-financing strategy, in which he trades the underlying stock using the Black-Scholes delta, @w bs ðx,t; s 0 Þ=@x. Then, as shown by El Karoui, Jeanblanc-Picqué , and Shreve (1998) , and further elaborated by Corielli (2006) , d can be interpreted as the instantaneous increment in the total hedging cost arising from the use of a wrong model (the Black-Scholes model) to hedge against the true model in Eqs. (1) and (2).
The conditional moment in Eq. (8) is taken under the stock price dynamics given by Eqs. (1) and (2). Therefore, it is in general impossible to obtain a closed-form expression for the second term in Eq. (8). However, under regularity conditions, the very same conditional moment can be explicitly written as a series expansion in terms of 
for some N Z 0. For example, a first-order approximation (N¼0) is given by w 0 ðx,v,t; s 0 Þ w bs ðx,t; s 0 Þþ ðTÀtÞdðx,v, t; s 0 Þ. Naturally, the unknown option price w in Eq. (9) does not depend on s 0 , although its ''truncation'' w N does. In Section 5.1, we discuss choices of the nuisance parameter, s 0 , and find that the numerical accuracy of w N ðx,v,t; s 0 Þ does not crucially depend on the choice of s 0 .
Finally, note that even though the Black-Scholes model has constant volatility, our methods still allow to feed information about stochastic volatility. The reason is that our power series expansions hinge upon the initial mispricing arising from the use of the Black-Scholes model, and this mispricing is a function of the initial state, price, and volatility. The expansions, then, deliver refinements that are increasingly more informative about stochastic volatility, as we shall illustrate analytically in Section 5.1.2. Needless to mention, one could rely on models with stochastic volatility as auxiliary devices, and this choice might only improve the numerical accuracy of our methods.
A general approximating pricing formula
In this section, we derive a general approximation formula for asset prices in models not solved in closedform, following the same lead as that of the example of Section 2. In Section 3.1, we introduce notation for the model we approximate and its auxiliary counterpart, and provide our approximating formula. In Section 3.2, we discuss approximations of the sensitivities of pricing functions with respect to the state variables underlying the evaluation framework, which are useful for the purpose of derivative hedging.
The model and its approximation
We consider a multifactor model in which a d-dimensional vector of state variables xðtÞ affects all asset prices in the economy. We assume that under the risk-neutral probability, xðtÞ satisfies dxðtÞ ¼ mðxðtÞ,tÞ dt þsðxðtÞ,tÞ dWðtÞ,
where WðtÞ is a d-dimensional standard Brownian motion under the risk-neutral probability, and mðx,tÞ and sðx,tÞ are some drift and diffusion functions. This general framework covers most popular asset price specifications in the literature. For example, in the stochastic volatility model of Section 2, Eqs. (1) and (2), the state vector is xðtÞ ¼ ½SðtÞ vðtÞ, where SðtÞ is the stock price and vðtÞ is the instantaneous stock return variance. Similarly, most interest rate and bond price models take as given a set of factors driving the entire yield curve, such as xðtÞ in Eq. (11) (see Section 5.2 for more details and examples).
Let wðx,tÞ be the price of a derivative written on the realization of xðTÞ, for some T 4t, when the current state is xðtÞ ¼ x. The price of this derivative is determined by three exogenous components: (i) its payoff at T as given by bðxðTÞÞ for some function bðxÞ; (ii) the instantaneous coupon rate paid off by the asset at time t denoted by cðxðtÞ,tÞ; and (iii) the instantaneous short-term interest rate at time t, RðxðtÞ,tÞ say, with which the final expected payoff and expected coupon payments are discounted back, under the risk-neutral probability.
Define the infinitesimal generator L associated with Eq. (11), As for the derivative associated with the auxiliary market, we assume that the derivative is worth b 0 ðx 0 ðTÞÞ at time T, for some function b 0 ðÁÞ. This complication helps illustrate a few properties of our approximation methods arising within the pricing of bonds, as we shall explain in Section 5.2. However, in most cases, one will choose b 0 ðxÞ ¼ bðxÞ such that the auxiliary pricing function, w 0 ðx,tÞ, mimics wðx,tÞ at expiration T. Finally, and crucially, we assume that we have a closed-form solution w 0 ðx,tÞ for the pricing function in the markets where the state vector satisfies Eq. (14). To save on notation, we do not make explicit that the pricing function w 0 ðx,tÞ depends on nuisance parameters, as we did in the introductory example of the previous section. The first adjustment term, dðxÞ, arises due to the use of an incorrect payoff function, and obviously drops out once the payoff function in the auxiliary market is matched to that in the market of interest. The second term captures discrepancies between the auxiliary and the true model, relating to the underlying factors driving the market. Given some N Z 1, we assume dðxÞ to be 2N times differentiable with respect to x, and dðx,tÞ to be 2N times differentiable with respect to x and N times differentiable with respect to t. The number N is, basically, the order of the approximation of our asset price expansion in The above representation formula holds under standard regularity conditions.
3 The right-hand side delivers an exact expression for the error due to the use of the auxiliary model to price the claim, instead of the true model. This representation is useful in its own right, as it precisely shows how the pricing error is related to the auxiliary model. Yet our main goal is to look for an approximation of the error term in order to adjust the price w 0 ðx,tÞ for the error involved. Accordingly, our next step is to approximate the two expectations on the right-hand side of Eq. (18) using series expansions. Consider the following definition:
Definition 1 (Asset Price Approximation). The N-th order approximation w N ðx,tÞ to the unknown price wðx,tÞ in Eq. (18), at time t and state x, is given by In Appendix A, we provide additional regularity conditions under which our asset price approximation formula is valid, asymptotically, in that w N ðx,tÞ-wðx,tÞ as N-1. Appendix A also provides error bounds applying to any fixed approximation order, N Z 1.
Note, finally, that the approximation in Definition 1 is only a means to estimate the right-hand side of Eq. (18) in Theorem 1. Other methods might be available. For example, one could approximate the two conditional expectations appearing in the right-hand side of Eq. (18) through simulations. Note that one might then just use simulations to directly compute the conditional expectation appearing in the Feynman-Kac representation of wðx,tÞ. However, a potential advantage of simulating Eq. (18), rather than the Feynman-Kac representation of wðx,tÞ, is that the auxiliary pricing function, w 0 ðx,tÞ, might play a role similar to that of a control variate, thereby increasing the precision of the price estimate. The attractive feature of the power expansion in Eq. (19), over and above simulations, is, naturally, that once implemented, it requires virtually no computation time.
Approximating greeks
We outline how our expansions can be used to obtain closed-form approximations to the partial derivatives of asset prices, which can be useful to estimate Greeks. The approximations to these partial derivatives are readily obtained indeed, by differentiating the approximating formula in Eq. (19) of Definition 1 with respect to the variables of interest.
The approximation of the k-th order derivative of wðx,tÞ is given by 
Discussion
This section discusses how our work relates to existing approximation methods. Section 4.1 compares our asset price expansions with that in Yang (2006) , and succinctly discusses alternative expansions, such as the small volatility of volatility expansions in Lewis (2000) , or meanreverting approximations, such as those in Fouque, Papanicolaou, and Sircar (2000) . In Section 4.2, we explain how our approach relates to methods hinging upon the expansion of risk-neutral densities.
Asset price expansions

Yang's expansion
Asset price expansions have been considered in the literature, typically as a means to approximate the solution to models of option pricing with stochastic volatility. The asset price approximation developed by Yang (2006) relies on the idea that the unknown solution to the model of interest can be expressed in terms of the corresponding solution to a ''base-model'' and some suitably behaved ''residual.'' While Yang's ''base-model'' is similar to our ''auxiliary model,'' our series expansions are substantially different from those in Yang. We illustrate the differences by relying on the general setup in Section 3. However, for the purpose of simplifying the presentation, we set the instantaneous short-term rate R and the coupon c in Eq. (13) to be identically zero, Rðx,tÞ ¼ cðx,tÞ 0, and take the auxiliary market to be one for the same payoff function as the true market, i.e., dðxÞ ¼ 0 in Eq. (16).
The starting point of Yang's method is, similarly to ours, to specify a base-model characterized by an infinitesimal generator such that L 0 w ð0Þ ¼ 0, for some pricing function w ð0Þ satisfying the same boundary condition as the price of interest, w. Note, then, that by Eq. (13), the unknown price function can always be written as the solution to 0 ¼ Lwðx,tÞ L 0 wðx,tÞþðLÀL 0 Þwðx,tÞ: ð21Þ
Consider, for example, the stochastic volatility model of Section 2, where the state variables are the stock price S, and the instantaneous return variance v, x ¼ ½Sv. With the base-model chosen to be the Black-Scholes model, we obtain
Decomposing Eq. (3) in this way is convenient because the price for the base-model, w 0 , is then simply Black-Scholes, with the interesting feature that the variance variable, v, is plugged into the pricing formula, in lieu of the constant variance, s 2 0 -i.e., w 0 ðx,tÞ ¼ w bs ðS,t; ffiffiffi v p Þ, in terms of the notation in Section 2.
The operator LÀL 0 in Eq. (21), once applied to the unknown price w, leads to a term bearing the interpretation of a mispricing function, ðLÀL 0 Þw, similarly as our mispricing function d does in Eq. (15). Formally, Eq. (21) together with the fact that L 0 w ð0Þ ¼ 0 imply that the difference between the price in the true market and that in the base market, Dw wÀw ð0Þ , satisfies L 0 Dwðx,tÞþ ðLÀL 0 Þwðx,tÞ ¼ 0, or:
where E 0 x,t denotes the expectation taken under the probability underlying the base-model, as defined by the infinitesimal generator L 0 .
While this expression is akin to the identity stated in Theorem 1, our representation of the unknown price in terms of the mispricing function d ¼ ðLÀL 0 Þw 0 is different.
Under the simplifying assumptions of this section, our asset price representation is
While both Eqs. (23) and (24) rely on auxiliary models solved in closed-form, the corrective terms are different. In Yang's (2006) representation, Eq. (23), the corrective term is the expectation of the unknown mispricing term, ðLÀL 0 Þw, taken under the auxiliary model's probability. In our representation, Eq. (24), the corrective term is the expectation of the known function ðLÀL 0 Þw 0 taken under the true model probability. These differences have implications, when it comes to approximating either of these corrective terms. In our case, which can be calculated through standard symbolic software packages, at least for the first several order terms. Section 5.1.2 compares the numerical performance of our series expansion with that of Yang (2006) in the context of option pricing with stochastic volatility.
Perturbations
Perturbation methods provide an alternative means to approximate asset prices, yielding expansions of the unknown pricing function around particular values of some of the model's parameters. For example, in the context of the stochastic volatility model in Eqs. (1) and (2) À1 means yðtÞ is a ''fast'' mean-reverting process. It might be a convenient assumption while pricing options with relatively large maturities, in which case we might consider mean-reversion to act relatively fast. The authors show that given this setup, option prices can be expanded as: wðS,v,tÞ
Àm=2 w m ðS,v,tÞ for some functions w m . Naturally, one may also consider ''slow'' mean-reversion expansions (as in Fouque, Papanicolaou, Sircar, and Solna, 2003) , which are more suited to deal with relatively short-term options, as in this case, volatility is less likely to experience large swings before maturity. While perturbation methods are attractive, base-model expansions such as those in this paper and in the previous section have the relative merit that they do not rely on specific assumptions about ''small'' values of any of the model's parameters, and are flexible enough to deal with models possibly more complex than those in this section.
Risk-neutral probabilities
Asset prices are conditional expectations taken under the risk-neutral probability. Approximating asset prices, then, does necessarily entail approximating risk-neutral probabilities. How do our approximation methods precisely relate to those approximating risk-neutral probabilities? In this section, we link the expansion in Theorem 1 of the price wðx,tÞ about the auxiliary price w 0 ðx,tÞ, to the expansion of the risk-neutral probability of the asset pricing model around that of the auxiliary pricing model. 4 To simplify the discussion, we keep on assuming that in Eq. (13), the short-term rate and the coupon c are both zero, Rðx,tÞ ¼ cðx,tÞ 0, and take the payoff functions in the auxiliary and the true markets to be the same, i.e., dðxÞ ¼ 0 in Eq. (16), just as in Section 4.1. Then, the two prices, wðx,tÞ and w 0 ðx,tÞ, are simply where p and p 0 are the risk-neutral conditional densities underlying the two models: the true, p, and the auxiliary, p 0 . Clearly, we have wðx,tÞ ¼ w 0 ðx,tÞþ
where Dp pÀp 0 is the difference between the two conditional densities, the risk-neutral ''transition discrepancy,'' using a terminology due to Aït-Sahalia (1996) . It is easy to see that the asset price representation in Theorem 1 implies that the following identity holds true: Z In spite of this equivalence, our methods are, in general, more easily implemented as they lead to closed-form approximations for pricing errors that are easy to compute. To illustrate, the right-hand side of Eq. (27), which is the pricing error arising from the use of an auxiliary asset price, can be easily computed through a power series expansion as that in Definition 1. In contrast, the left-hand side of Eq. (27), which is the pricing error arising from the use of an auxiliary risk-neutral density, requires the computation of a Riemann integral. This computation can be cumbersome, especially when the dimension of the model, d, is large. Finally, the previous equivalence was derived assuming that the short-term interest rate and the coupon are both zero. In general, it is unclear as to how to use approximations of risk-neutral probabilities to deal with conditional expectations such as,
RðxðsÞ,sÞ ds bðxðTÞÞ
:
These cases need to be dealt with in many instances, especially those including the pricing of fixed income products, or derivatives in the presence of stochastic interest rates. Our methods, which rely on approximations directly obtained through auxiliary pricing functions (instead of auxiliary risk-neutral probabilities), do handle these cases in a quite natural manner.
Numerical accuracy of approximation
We assess the performance of our asset price approximations in two natural contexts: (i) option pricing in models with CEV and stochastic volatility, in Section 5.1, and (ii) the term structure of interest rates, in Section 5.2.
Option pricing with CEV and random volatility
We consider increasingly challenging experiments, aiming to assess the resilience of our methods to the approximation of option prices in increasingly complex models. Section 5.1.1 explores a first example, where we use the Black-Scholes model to approximate the price of an option as predicted by a CEV model. Section 5.1.2 contains results for the case where the option price is determined within a stochastic volatility model. We show how the use of the simple Black-Scholes model is capable to deliver accurate approximations, and apply our methods to (i) the stochastic volatility model of Heston (1993) , which, for the purpose of the experiment, we assume to be unknown; and, to the general stochastic volatility model with CEV in Eqs. (1) and (2) of Section 2, for which a closed-form solution is unavailable.
The generalized Black-Scholes option pricing model
We investigate the performance of our approximation methods when applied to a simple model, where the price of a stock, SðtÞ, is the solution to dSðtÞ SðtÞ ¼ r dt þ sðSðtÞ,tÞ dWðtÞ,
for some volatility function sðx,tÞ. We wish to approximate the European call option price predicted by this model using the Black-Scholes model as an auxiliary pricing device, where volatility is constant and equal to s 0 . By the expansion set forth in Section 3 (Theorem 1 and Definition 1), the approximation to the supposedly unknown option price relating to the model in Eq. (28) is, for some N Z 0: 
and still bears the interpretation of an instantaneous hedging cost arising from the use of a wrong model, the Black-Scholes model, as explained in Section 2 in the case of the stochastic volatility model of Eqs. (1) and (2). We consider approximating the CEV model, for which sðx,tÞ ¼ s cev x gÀ1 , where s cev is constant and g40. For this model, the option price is known in closed-form (Schroder, 1989) , which allows us to achieve a precise quantitative assessment of our approximations. As anticipated in Section 2, the use of an auxiliary model inevitably leads to a nuisance parameter-a parameter that does not affect the unknown price, but does enter the pricing formula for the auxiliary model. In Fig. 1 , we depict the approximation errors resulting from our method, arising for different levels of the asset price, when the parameter values are those displayed in the figure legend, and for a time-to-maturity equal to three months. The approximating price is obtained as w N ðx,t; s 0 ðxÞÞ, whereŝ 0 ðxÞ ¼ s cev x gÀ1 . The errors are several orders of magnitude lower than 1% with only a very small number of correction terms. Fig. 2 depicts the errors arising whilst pricing the option with a larger maturity, one year: our approximation is still quite accurate in this case, even for the more extreme far-in and far-out of the money options.
Option pricing with stochastic volatility
Next, we study the numerical performance of our method when approximating the solution to a European option price predicted by a model where volatility is stochastic. As in the previous example, we employ the Black-Scholes model, where stock volatility is constant, as auxiliary model in our expansion. Naturally, to approximate the unknown price in the market of interest, we might have relied upon an auxiliary market where stock volatility is random rather than constant. Our experiment to approximate a market with a given state space (that with stochastic volatility) through a market with a lower state space (that with constant volatility) serves the purpose to make a strong case for our methods. All in all, the numerical (28) using Black and Scholes (1973) model as auxiliary device with N corrective terms. The strike price is K¼ 100, time-to-maturity is three months, and parameter values are scev ¼ 0:
For each stock price level x, the Black and Scholes (1973) 
The first term on the right-hand side is the Black-Scholes price. The second, is the first adjustment, which is proportional to time-to-maturity, T-t, with proportionality factor equal to the mispricing function, d. Intuitively, consider Eq. (18) in Theorem 1. The payoffs in both Heston's and Black-Scholes markets are obviously the same and, hence, d¼0. Therefore, in the context of this section, it is only the third term on the right-hand side of Eq. (18) that matters. By approximating the integrand of this third term with its value taken at t, we obtain the second term in Eq. (32). This approximation is quite rough: for example, the coefficients of the stochastic volatility process, k, a, o, and r, do not enter d.
These coefficients enter the third, and final, term on the right-hand side of Eq. (32). This term is the product of a quadratic adjustment for time-to-maturity and the function 
:
The first-order approximation in Eq. (32) is not expected to be accurate. We make use of it to illustrate, analytically, how the approximating price becomes more informative as we add new terms. percentage approximation error, as a function of the current stock price S, when: time-to-maturity is one year, TÀt ¼ 1, the current value of volatility is such that v ¼0.05, and the parameter values are as those displayed in the figure legend-roughly the same as those in Heston (1993 Heston (1993) Madan and Carr (1999) . Fig. 3 confirms that the first-order approximation in Eq. (32), while improving over that obtained for N¼0 (i.e., that stemming from the use of the first two terms in the right-hand side of Eq. (32)), still produces significant pricing errors. At the same time, the approximation in Eq. (10) considerably improves, and quite quickly, as we add new terms. With N¼3, for example, Eq. (32) provides a reasonable approximation to the Heston model's price, with pricing errors amounting to less than 1% from the truth, over a realistic range of variation for the underlying stock price. With N¼4, our approximation produces percentage pricing errors as small as 0.2%, even for far-out-of-themoney options. Table 1 compares the performance of our approximations with that of Yang (2006) . We use the parameter values estimated by Bollerslev and Zhou (2002) in an empirical study of foreign exchange rate volatility. These parameter values, reported in the table legend, differ from those leading to the results in Fig. 3 . This further experiment helps stresstest the robustness of our methods to alternative parameter specifications, within a market -currency options -which is, by far, orders of magnitude more important than equity, in Table 1 Comparison of Heston (1993) model option prices under alternative computation methods.
This table compares option prices for the Heston (1993) model computed through the Fourier transform in Madan and Carr (1999) , the asymptotic expansion in Yang (2006) and, finally, the expansion in this paper based on the Black and Scholes (1973) Are these results robust to nonlinear models, going beyond the affine class? We address this question by setting the CEV parameter x in Eq. (2) equal to 0.6. We price options with strikes equal to K ¼1,000 and time-tomaturity equal to one month. Since no closed-form solutions are available, the benchmark we use now is the option price computed through Monte Carlo integration. We design the experiment in such a way to keep less than 0.5% discrepancy between the prices computed through Monte Carlo integration and the previous prices obtained through Fourier transforms, for x ¼ 1=2. Table 2 compares our approximations with those of Yang (2006) . The performance of both methods deteriorates, compared to that for the affine model shown in Table 1 , although the percentage price errors are still quite small. Yang's method performs better than ours in this case, with percentage errors never exceeding 0.70%. Our method, instead, produces percentage pricing errors mostly around 0.80%-1.00%, with the highest error being 1.23% (occurring when S ¼1,000 and v ¼0.1, in which case Yang's error is 0.21%).
Next, we gauge the ability of our methods to approximate Greeks, as developed in Section 3.2, through Eq. (20). While our approximate Greeks are straightforward to implement, the computation of benchmark values that we can compare our approximation to proves quite challenging when the solution for the option price is unknown. In order to compute benchmark values for the unknown Greeks, we need to first numerically estimate the unknown prices and then, numerically evaluate the sensitivities of these price estimates. In particular, as regards our benchmarks, we need to rely on numerical derivatives, the accuracy of which tends to deteriorate as higher-order sensitivities (such as gamma) are considered.
We implement two experiments. In a first experiment, we consider Heston's (1993) model, and compute the first two Table 2 Comparison of non-affine option prices under alternative computation methods.
This table compares option prices for the CEV model in Eqs. (1) and (2) Panel B provides prices when the initial value of the underlying stock price equals S(t) ¼1,000. The columns labeled %Diff provide percentage price differences taken against Monte Carlo integration. partials of the option price with respect to both the stock price, @C=@S, the delta, and @ 2 C=@S 2 , the gamma, as well as the first partial of the option price with respect to the return variance, @C=@v. These quantities can be computed in closedform, up to a Riemann integration, thereby mitigating our previous concerns about the precision of an established benchmark. Table 3 shows that our method produces quite precise estimates, with percentage errors for delta and @C=@v not exceeding 0.006% and 0.6%, respectively, and with percentage errors for gamma mostly around 2.5%, with the highest errors being 4.55% and 5.91% (occurring when S¼ 1,000 and, v¼0.1 and v¼0.2, respectively).
Panel
To estimate benchmark values for the Greeks within the non-affine model, arising when the CEV parameter x in Eq. (2) equals 0.6, we need to rely on numerical derivatives. Our approach comprises three steps: first, we compute Monte Carlo prices over a suitable grid of ðS,vÞ values; second, we approximate the pricing surface by local polynomials; third, we proceed to take symbolic derivatives of the fitted surface with respect to both S and v. We refrain from presenting additional results for gamma, as these might be seriously contaminated by estimation errors induced by our fitting procedure, as well as the increased number of approximations needed to estimate theoretical quantities. Table 4 shows that for this non-affine model, the distance between the benchmark and our approximation methods is higher than for Heston's, albeit still quite small, with percentage errors for delta not exceeding 1.51%, and errors for @C=@v mostly around 0.80%-1.20%, with the highest error being 1.87% (occurring when S¼ 1,000 and v ¼0.1).
The term structure of interest rates
This section investigates how our approximation methods perform when applied to approximate bond prices in both one-factor (in Section 5.2.1) and multifactor models (in Section 5.2.2).
One factor models
This section illustrates our approximation methods and their numerical performance whilst dealing with one-factor models. By choosing xðtÞ ¼ rðtÞ as the shortterm interest rate, the bond price solves Eq. (13) with cðx,tÞ ¼ 0, Rðx,tÞ ¼ x, and bðxÞ ¼ 1.
We take as starting point the (supposedly unknown) solution to the Cox, Ingersoll, and Ross (1985) (CIR, henceforth) model of the yield curve, where the shortterm rate is solution to
where a40, b40, and s40 are constants.
The first auxiliary model we analyze is simply one where: (i) the asset payoff is just zero, rather than one; and (ii) the short-term rate is the same as in the true data generating mechanism, that in Eq. (33). We show that in this case, our approximating formulae collapse to those provided by Chapman, Long, and Pearson (1999) . We first analyze this case, in Section 5.2.1.1. In Section 5.2.1.2, we investigate the performance of our methods when the auxiliary model is such that: (i) the payoff of the bond equals the true payoff, one; and (ii) the auxiliary model is the Vasicek (1977) Eq. (35) is a slight generalization to the power series expansion appearing in Chapman, Long, and Pearson (1999, Proposition 3) , and Wilmott (2003, p. 572) . We assess the accuracy of this expansion to approximate the bond prices predicted by the CIR (1985) model, by fixing a ¼ a 0 and b ¼ b 0 and choosing them to match the average, standard deviation and first-order autocorrelation of the US overnight rate, using post-war data. Fig. 4 plots the percentage pricing error arising for N ¼2, 4, 6, 8, and 10, with parameter values fixed to those displayed in the figure legend, and the initial level of the interest rate equal to 10%. A truncation of Eq. (35) based on a few terms provides a quite accurate approximation to short maturity bond prices, which was indeed the main purpose in Chapman, Long, and Pearson (1999) . Many more terms are needed for the resulting approximation to be accurate at longer maturities, as also shown by Kimmel (2008) . As an example, the quality of the approximation based on only the first three terms deteriorates for TÀt Z3. We now turn to an expansion based on a richer auxiliary market, i.e., one where the final payoff is not zero.
A better expansion: the Vasicek model as auxiliary pricing device.
The results pertaining to the previous example can be improved, once we use a more informative auxiliary market, where the payoff of the bond is one, i.e., b 0 ðxÞ ¼ 1, such that dðxÞ ¼ 0. Consider, then, an auxiliary market where the short-term rate is as in Vasicek (1977) , and is solution to Eq. (34). The solution Table 3 Approximation of Greeks for the Heston (1993) model. This table provides option price sensitivities with respect to changes in the underlying asset price (Panels A and B) and with respect to the instantaneous variance (Panel C), for the Heston (1993) model, using both the Fourier transform in Madan and Carr (1999) and the asset price expansion in this paper based on the Black and Scholes (1973) 
where now y 0 ¼ ½a 0 b 0 s 0 > is the nuisance parameter vector arising from the use of the misspecified Vasicek (1977) model. Note, the function summarizing the mispricing arising from the use of the auxiliary model, dðx,t; y 0 Þ, has now a more complex structure than that we find for the option pricing case (see Sections 2 and 5.1). Its second component, the convexity adjustment, is now familiar, by the results in Sections 2 and 5.1. Its first term, which is new, arises because the short-term rate is obviously not a traded risk, which makes the two drifts under the risk-neutral probability, m and m 0 , differ. In the option example dealt with in Sections 2 and 5.1, instead, the asset underlying the contract is tradable, and is expected to appreciate at an instantaneous rate of rdt, As in the option pricing problem of the previous section, we have a nuisance parameter vector to choose, arising through the auxiliary model. Because the two models, Vasicek (1977) and CIR (1985) , both have a linear drift, we perfectly match these drifts, as anticipated, by setting a 0 and b 0 equal to the numerical values we use for the CIR (1985) a and b, i.e., a ¼ a 0 and b ¼ b 0 . Accordingly, y 0 s 0 is the only remaining nuisance parameter Table 4 Approximation of Greeks for non-affine models. This table provides option price sensitivities with respect to changes in the underlying asset price (Panels A) and with respect to the instantaneous variance (Panels B), for the CEV model in Eqs. (1) and (2), using both Monte Carlo integration and the asset price expansion in this paper based on the Black and Scholes (1973) For a given value of the short-term rate x, we set s To illustrate the performance of the resulting approximation, we set the current short-term rate to x¼10%, as in the previous section. Fig. 5 plots the approximation error against time-to-maturity for different values of N, and the same parameter values of the CIR (1985) model used for the numerical analysis summarized in Fig. 4 . Compared to the approximation error of the simple expansion, the approximation based on the Vasicek (1977) model works considerably better, as it only needs a few terms to achieve a quite high level of precision. Numerical results not reported here confirm that the approximation works equally well for other initial values of the short-term rate, x.
A nonlinear two-factor model
Similarly as for the analysis in Section 5.1.2.2, we wish to examine the robustness of the previous results to models going beyond the affine class. We consider the non-affine two-factor model proposed by Fornari and Mele (2006) . In their specification, the short-term rate rðtÞ is solution to: 
thereby removing the first term of dðx,t; y 0 Þ. We choose the remaining nuisance parameter, s 0 , so as to match the diffusion coefficients for the Vasicek (1977) model to that for the short-term rate in Eqs. (38), s 2 0 ¼ s 2 r. Table 5 reports the percentage approximation errors for a variety of levels of the short-term rate, r, and volatility s, obtained using four leading terms, as for all the numerical experiments of this section, and for timeto-maturity equal to six months, and one, two, three and five years. Our theoretical benchmarks are bond prices calculated through Monte Carlo integration. Our percentage errors have the tendency to increase, as time-tomaturity increases, although they are quite small. Even for five year bonds, the percentage errors are around 0.80%-1.10%, with the highest error being À 1.37% (occurring when r¼ 6% and s 2 ¼ 0:60%). Finally, we explore the accuracy of our methods in correspondence of varying degrees of approximations and expiration dates. We compute pricing errors arising when the number of corrective terms equals N ¼1-5, and for all the values of r and s 2 considered in Table 5 . We find that increasing the number of corrective terms reduces the approximation errors for maturities less than three years, but not for larger maturities, where we would presumably need significantly more terms to obtain results of the same quality as that relating to lower maturities. Fig. 6 reports results for the case r ¼6% and s 2 ¼ 0:50%, and maturities up to three years, which are quite representative of the results relating to all the remaining combinations of r and s 2 . The figure shows that the percentage pricing errors monotonically decrease as N increases, and that the approximation is highly precise when N ¼5.
Extensions
This section outlines two possible extensions where our approach could be applied, which relate to: (i) option evaluation when the underlying asset returns follow a jump-diffusion model with stochastic volatility (in Section 6.1); and (ii) pricing of barrier options in the presence of stochastic volatility (in Section 6.2).
Jumps
We consider a model where stock returns have both stochastic volatility and jumps: under the risk-neutral probability, the asset price evolves according to
where the stochastic variance, vðtÞ, is still solution to Eq. (2). The jump component consists of: (i) NðtÞ, a Cox process with a bounded intensity function given by lðS,vÞ, and (ii) j, a random variable with probability measure on ½À1,1Þ, density p, and expectation j [see, e.g., Jacod and Shiryaev (1987, p. 142-146) , for a succinct discussion of diffusion processes with jumps]. For example, we may take j þ 1 to be log-normal distributed, an assumption we maintain in the remainder of the section. Special cases of this model include Merton (1976) , where both volatility and jumps intensity are constant and equal to s 0 and, say, l, respectively; and (Broadie, Chernov, and Johannes, 2009) , where x ¼ 1=2 in Eq. (2). Yang (2006, Section 6) considers a number of models with jumps, including the one in this section, and illustrates how to use his expansion to deal with jumps. The price of a European call is unknown in the general setting of this section. Our method can still be used to approximate this unknown price, wðx,v,tÞ, say. We implement our expansion through the infinitesimal generator for the jump-diffusion model of Eqs. (39) 
Barriers
This section explores how to approximate the price of derivatives with path-dependent payoffs through our method. We consider barrier options. An out type barrier option promises a payoff bðSðTÞÞ, provided the stock price SðtÞ does not hit a given value before maturity T: for upand-out contracts, this value is an upper barrier, B, say, and for down-and-out contracts, it is a lower barrier. Instead, barrier options of the in type promise a payoff bðSðTÞÞ, only if the stock price hits a given lower barrier (for down-andin options) or a given upper barrier (for up-and-in options) .
In general, the price of barrier options is unknown, and we discuss how our method can be extended to deal with this type of option when the underlying asset price follows the stochastic volatility model of Section 2, Eqs. (1) and (2) (34) and (38) (8) and (9), is challenging, as the stopping time t u in the upper integration limit is obviously random. We mitigate this issue as follows. Define the Arrow-Debreu state price density Gðx 0 ,v 0 ,s; x,v,tÞ, i.e., the value as of time t, in state ðx,vÞ, of a unit of numé raire at time s 4 t, should the future state lie in a neighborhood of ðx 0 ,v 0 Þ. Then, Eq. (43) can be written as Chen, 1996) , and can be used to compute w O from Eq. (44).
Conclusion
We have developed a novel method to approximate the price of derivative assets in the context of multifactor continuous-time models. The idea underlying our approach is quite simple: given a model with no closedform solution, we select an ''auxiliary'' model, which has a closed-form solution, and expand the unknown price around the auxiliary one. We apply this method to asset pricing problems spanning multifactor models of the yield curve and models of stochastic volatility option pricing, and show that a truncation of our expansions up to a few terms is quite accurate. Naturally, our approach does not require any simulation, and once implemented, requires a small amount of computational time.
Our method can be used in a variety of related contexts such as those pertaining to pricing exotic contracts through local volatility models a la Dupire (Dupire, 1994; Derman and Kani, 1997) . Prices of these exotic derivatives predicted by local volatility models are unknown in closed-form. They are typically computed through either simulations of the asset price underlying the derivative, or closed-form approximations based on quite specific parametric assumptions (e.g., Hagan, Kumar, Lesniewski, and Woodward, 2002) . But local volatility models are, simply, those where the volatility of the asset return is a function of the underlying asset price and calendar time, calibrated through liquid options data-a more general version of the CEV model analyzed in Section 5.1.1. Our approach, therefore, is a viable alternative to approximate the solution to these models, exactly as to any other continuous-time model without closed-form solution.
A second example where our approach has a potential is the estimation and calibration of asset pricing models. Estimation of continuous-time models given, say, option or bond prices, typically centers around inverting pricing formulae for the model's parameters. This numerical task can be performed via our approximating pricing formulae. More generally, our methods can be used to generate closed-form approximations to conditional moments of the state variables in asset pricing models, which can then be used as inputs in the implementation of generalized method of moments type of estimators.
Appendix A. The expansion
We develop theoretical properties of the asset price approximation formula of Section 3, as given in Definition 1. Given the asset price wðx,tÞ that solves Eq. (13), we provide conditions under which we can state error bounds for a fixed approximation, and also establish that w N ðx,tÞ-wðx,tÞ as N-1, where w N ðx,tÞ is our approximation to the asset price in Definition 1. The approach of this appendix relies heavily on previous work that Schaumburg (2004) developed in a different context.
A.1. Properties
The next proposition establishes an error bound for the approximation, which holds for any fixed approximation order N Z 1. We have: This result tells us that in great generality, the error decreases at a geometric rate uniformly over ðx,tÞ in any compact interval as N increases. Florens-Zmirou (1989, Lemma 1) and Aït-Sahalia (2002) develop similar error bounds for approximations of conditional moments of diffusion processes in different contexts.
Proposition A.1 is not informative about the asymptotic behavior of the error terms. In particular, we have not been able to establish bounds on q N and c N as N increases. To deal with the error terms for large N, we rely, instead, on results from the literature on operator theory. First, we introduce some additional notation and definitions. First, for a given operator A, we define its spectrum and resolvent as sðAÞ ¼ fl 2 C : ðlÀAÞ is not a bijectiong and R l ðAÞ ¼ ðlÀAÞ À1 ,l 2 sðAÞ:
Second, we introduce a function space H, which is equipped with some function norm J Á J H . We impose the following conditions on the spectrum and resolvent of the infinitesimal operator L of fxðtÞg in order to show that our power series expansion converges: (16) and (17) (i) L has a transition density p t ðyjxÞ with respect to Lebesgue measure.
(ii) L has an invariant measure p satisfying: pðxÞp t ðyjxÞ ¼ pðyÞp t ðxjyÞ.
Conditions (i) and (ii) in Proposition A.2 are satisfied by many standard processes used in finance. Most diffusion models have a transition density, while the second condition is a generalization of time-reversibility. In particular, if the process is univariate and stationary, it is necessarily time-reversible and, therefore, satisfies the second condition. In conclusion, condition (A.1) holds under fairly weak conditions.
We are unaware of more primitive conditions for (A.2) to hold. For one example where (A.2) is not satisfied, we refer to Schaumburg (2004, Example 1) , who also provides additional discussion about this condition.
The theoretical foundations to the approximation in Definition 1 are in the following proposition: wðx,TÞ ¼ cðxÞ:
We define the semigroup associated with A (see, e.g., Pazy, 1983) Next, we obtain an approximate solution, w N , through a series expansion of UðtÞ. In particular, we wish to give conditions under which UðtÞ satisfies:
in which case we define the approximation:
ðA:6Þ
Suppose that the function t/fðx,tÞ is analytic for all x, such that fðx,tÞ ¼
k fðx,0Þ, Bfðx,tÞ @fðx,tÞ @t :
Thus, we shall use the following approximation: The following proposition provides an upper bound to the approximation error for any given N Z 0: Proposition A.4. Assume that the two functions cðxÞ and bðx,tÞ both belong to DðA N þ 1 Þ and t/bðx,tÞ is N þ1 times differentiable. Then the approximation error satisfies: jwðx,tÞÀw N ðx,tÞj rE N ðxÞ ðTÀtÞ
where
Next, we establish conditions under which the error bound established in Proposition A.4. vanishes as N-1. Intuitively, this result will go through if the power expansion in Eq. (A.5) is valid. If the operator A was bounded, JAJ o 1, then the expansion would trivially hold. However, the infinitesimal operator is unbounded and, instead, we have to impose additional restrictions to verify the validity of the expansion. We impose restrictions in terms of the operator's spectrum and resolvent so as to ensure that A is a so-called analytic operator. In turn, these restrictions imply that the power expansion is valid. We have: (ii) The functions bðÁ,tÞ and cðÁÞ both lie in UðtÞH for some t 40, i.e., there exists f b ,f c 2 H such that UðtÞf b ðxÞ ¼ bðx,tÞ and UðtÞf c ðxÞ ¼ cðxÞ:
Moreover, t/bðx,tÞ is analytic for all x.
Then for all jtÀTjo t=ðMeÞ, with M and t as given in (i) and (ii):
Jw N ðÁ,tÞ-wðÁ,tÞJ H -0, N-1:
Finally, note that the previous results only relate to time-homogeneous diffusions. It would be of interest to derive results that also hold for time-inhomogeneous diffusions, where drift and diffusion functions vary over time t. Heuristically, this task is tantamount to analyzing systems such as, À @wðx,tÞ @t ¼ AðtÞwðx,tÞþbðx,tÞ, where the linear operator AðtÞ is, now, time-inhomogenous. There are still very few foundational results on the analyticity of this class of operators [for a few preliminary results, see Chapter 5 in Pazy (1983) ]. We have been unable to study how the previous propositions hold within such a more general setting.
A.2. Proofs
The regularity conditions underlying Theorem 1 are:
(A.
3) The two solutions, wðx,tÞ and w 0 ðx,tÞ, exist and belong to C 2,1 ðR d Â ½0,TÞ. Furthermore, for some C,q4 0:
jwðx,tÞj þ jw 0 ðx,tÞj rCð1 þJxJ q Þ, for all x 2 R d and t 2 ½0,T. (A.5) The function RðxÞ Z0, is continuous and satisfies the same growth condition as w and w 0 .
Proof of Theorem 1. Since w and w 0 are well-defined solutions to their partial differential equations, the difference, Dw ¼ wÀw 0 , is a well-defined solution to the partial differential equation (15). We then need to verify that the conditions for the Feynman-Kac formula to hold are satisfied. We use the conditions of Karatzas and Shreve (1991, Theorem 5.7.6): First, given condition (A.3), we have that Dwðx,tÞ belongs to C 2,1 ðR d Â ½0,TÞ and satisfies jDwðx,tÞj rCð1 þ JxJ q Þ. Second, dðx,tÞ and RðxÞ are continuous and satisfy the same growth condition as Dw, due to conditions (A.4) and (A.5). Finally, the drift and diffusion terms m and s satisfy the necessary continuity and growth conditions. All the conditions in Karatzas and Shreve (1991, Theorem 5.7.6) 
The approximation error E N ðx,tÞ is bounded by Hence, the bound goes to zero as N-1. &
Appendix B. Equivalence between moment and density expansions
We prove the equality stated in Eq. (27). In the process, we also obtain a direct representation of the difference between the conditional densities of the true and the auxiliary model, the ''transition discrepancy. '' First, 
