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Abstract
We determine the facets of the polyhedral cone associated to the Rees algebra of the ideal generated
by the square-free monomials of a ﬁxed degree in a polynomial ring. Then we compute the a-invariant
of those Rees algebras with respect to a certain grading.
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1. Introduction
In this work we determine the equations or facets of the polyhedral cone generated by
the exponent vectors of the monomials deﬁning the Rees algebra of the ideal generated by
the square-free monomials of degree k in n variables (Theorem 3.1). The importance of
knowing those equations comes from the fact that the canonical module of the Rees algebra
can be expressed in terms of the relative interior of the cone. This would allow to compute
the a-invariant (Theorem 4.4) and the type (Example 4.11) of those Rees algebras. Another
possible application is to ﬁnd degree bounds (resp. bounds) for the generators (resp. for the
a-invariant) of the integral closure of the Rees algebra of any ideal generated by square-free
monomials of the same degree.
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2. Preliminaries on polyhedral geometry
We begin by recalling and adjusting to our needs some basic results and terminology
from polyhedral geometry [1,8].
An afﬁne space in Rn is the translate of a linear subspace of Rn. Let A ⊂ Rn, we denote
by aff(A) the afﬁne space generated by A. There is a unique linear subspace V of Rn such
that
aff(A)= x0 + V ,
for some x0 ∈ Rn. The dimension of A is dim(A) = dimR(V ). If a ∈ Rn is a non-zero
vector, then the set Ha will denote the hyperplane of Rn through the origin with normal
vector a, that is,
Ha = {x ∈ Rn | 〈x, a〉 = 0},
where 〈, 〉 is the usual inner product in Rn. The two closed halfspaces bounded by Ha are
H+a = {x ∈ Rn | 〈x, a〉0} and H−a = {x ∈ Rn | 〈x, a〉0}.
Recall that a polyhedral cone Q ⊂ Rn is the intersection of a ﬁnite number of closed
halfspaces of the form H+a . If A = {1, . . . , q} is a ﬁnite set of points in Rn, the cone
generated byA, denoted by R+A, is deﬁned as
R+A=
{
q∑
i=1
aii
∣∣∣∣∣ ai ∈ R+for all i
}
,
where R+ is the set of non-negative real numbers. An important fact is:
Theorem 2.1. The set Q is a polyhedral cone in Rn if and only if there exists a ﬁnite set
A ⊂ Rn such thatQ= R+A.
Proof. See [15, Theorem 4.1.1]. 
Deﬁnition 2.2. A proper face of a polyhedral cone Q is a subset F ⊂ Q such that there is
a hyperplane Ha satisfying:
(a) F =Q ∩Ha = ∅,
(b) Q /⊂ Ha andQ ⊂ H+a .
Ha is called a supporting hyperplane, the improper faces of Q are Q itself and the empty
set ∅.
Deﬁnition 2.3. A proper face F of a polyhedral coneQ ⊂ Rn is called a facet of Q if
dim(F )= dim(Q)− 1.
Deﬁnition 2.4. If a polyhedral cone Q is written as
Q=H+a1 ∩ · · · ∩H+ar
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such that none of theH+ai can be omitted, thenwe say that this is an irreducible representation
of Q.
It follows from the theorem below that if a polyhedral cone Q is not an afﬁne space and
has the dimension of the ambient space, then there is only one irreducible representation
of Q.
Theorem 2.5. LetQRn be a polyhedral cone with dim(Q)= n and let
Q=H+a1 ∩ · · · ∩H+ar (∗)
be a representation of Q with H+a1 , . . . , H+ar distinct, where ai ∈ Rn\{0} for all i. Set
Fi =Q ∩Hai for i = 1, . . . , r . Then
(a) ri(Q) = {x ∈ Rn | 〈x, a1〉> 0, . . . , 〈x, ar 〉> 0}, where ri(Q) is the relative interior of
Q, which in this case is just the interior.
(b) Each facet F of Q is of the form F = Fi for some i.
(c) Each Fi is a facet of Q if and only if (∗) is irreducible.
Proof. See [1, Theorem 8.2,15, Theorem 3.2.1]. 
The following two results are quite useful to determine the facets of a polyhedral cone.
Proposition 2.6. LetA be a ﬁnite set of points in Zn. If F is a nonzero face of R+A, then
F = R+A′ for someA′ ⊂A.
Proof. Let F = R+A ∩ Ha with R+A ⊂ H+a . Then F is equal to the cone generated by
the setA′ = { ∈A | 〈, a〉 = 0}. 
Corollary 2.7. LetA be a ﬁnite set of points in Zn and F a face of R+A.
(a) If dim(F )= 1 andA ⊂ Nn, then F = R+ for some  ∈A.
(b) If dimR+A= n and F is a facet deﬁned by the supporting hyperplane Ha , then Ha is
generated by a linearly independent subset ofA.
Deﬁnition 2.8. Let Q be a polyhedral cone in Rn with dim(Q)= n and such thatQ = Rn.
Let
Q=H+a1 ∩ · · · ∩H+ar , (∗)
be the irreducible representation of Q. If ai = (ai1, . . . , ain) we call
ai1x1 + · · · + ainxn = 0 (i = 1, . . . , r),
the equations of the cone Q, or the inequalities of the cone Q if we replace the equality sign
“=” by the inequality sign “”.
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Proposition 2.9. IfQ=R+1+· · ·+R+qRn is a polyhedral cone with i ∈ Qn for all
i and dim(Q)= n, then there are unique (up to sign) a1, . . . , ar in Zn with relative prime
entries such that
Q=H+a1 ∩ · · · ∩H+ar
is the irreducible representation of Q.
Proof. Note that if Ha is a supporting hyperplane generated by a subset of n − 1 linearly
independent vectors in {1, . . . , q}, then Ha has an orthogonal basis of vectors inQn and
consequently there is a vector b normal to Ha such that b ∈ Qn and Ha =Hb. 
3. The main result
First let us ﬁx some of the notation that will be used throughout this paper. Let K be a
ﬁeld and let
R =K[X1, . . . , Xn]
be a polynomial ring with coefﬁcients in K. Given two positive integers k, n with kn, we
deﬁne
Fn,k = {{i1, i2, . . . , ik} | 1 i1< i2< · · ·< ikn},
note that
|Fn,k| =
(n
k
)
.
We will use the notationX{i1,...,ik} for the monomialXi1Xi2 · · ·Xik , where {i1, . . . , ik} ∈
Fn,k . If = (1, . . . , n) is a vector with non-negative integral entries we will set
X =X11 · · ·Xnn and log(X)= .
Let F = {X| ∈ Fn,k} be the set of square-free k-products and let I = (F ) be the ideal
of R generated by F, sometimes I is called a square-free Veronese ideal or the ideal of
square-free k-products in n variables. The Rees algebra of the ideal I = (F )will be denoted
by
R(I )=K[X1, . . . , Xn, FT ]
=K[X1, . . . , Xn, f1T , . . . , f( n
k
)T ] ⊂ R[T ],
where T is a new variable and
F = {f1, . . . , f( n
k
)}.
We make this algebra a standard graded K-algebra by using the graduation induced by
assigning deg(Xi)= 1 and deg(T )= 1− k, that is, with this graduation deg(fiT )= 1 for
all i. See [9,14] for details about standard graded algebras and their Hilbert series. For the
theory of Rees algebras an excellent reference is [12].
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With the notation above our main result is:
Theorem 3.1. Let {̂e1, . . . , ên+1} be the canonical basis of Rn+1 and let
A= {log(g) | g ∈ {X1, . . . , Xn, FT }}.
The following holds:
(a) If n= k and N = {̂e1 − ên+1, . . . , ên − ên+1, ên+1}, then
R+A=
⋂
a∈N
H+a
(a) is the irreducible representation of R+A.
(b) Assume n>k. For {i1, . . . , ir} ∈ Fn,r and 0<r <k deﬁne the vector
ei1·...·ir =
1, . . . , 1, 0︸︷︷︸
i1
, 1, . . . , 1, 0︸︷︷︸
i2
, 1, . . . , 1, 0︸︷︷︸
ir
, 1, . . . , 1, r − k︸ ︷︷ ︸
n+1
 ,
and deﬁne e = (1, . . . , 1,−k) if r = 0. If
N = {̂e1, . . . , ên+1, ei1·...·ir | {i1, . . . , ir} ∈ Fn,r and 0r < k},
then
R+A=
⋂
∈N
H+a
is the irreducible representation of R+A.
Proof. Case (a): In this case
A= {̂e1, . . . , ên, ê1 + ê2 + · · · + ên+1}.
Clearly
n+ 1= rank(MA)= dim R+A,
where MA is the matrix whose rows are the vectors inA. We must show that the family
of all sets of the form Ha ∩ R+A with a ∈ N is precisely the family of facets of the cone
R+A.
Note that R+A ⊂ H+a ∀a ∈ N , because 〈a, 〉 = 0 or 〈a, 〉 = 1 for all a ∈ N and
 ∈A. Now, let us see that
dimHa ∩ R+A= n ∀a ∈ N .
The case a = ên+1 is easy because {̂e1, . . . , ên} ⊂ Hên+1 ∩ R+A, and consequently
Hên+1 ∩ R+A is a facet.
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For the other cases take a = êi − ên+1. Let j ∈ {1, . . . , n}. Observe that
〈̂ei − ên+1, êj 〉 = ij ∀j
〈̂ei − ên+1, ê1 + · · · + ên+1〉 = 0,
then {̂e1, . . . , êi−1, êi+1, . . . , ên, ên+1} ⊂ Hêi−ên+1 ∩ R+A and consequently
Hêi−ên+1 ∩ R+A is a facet ∀i = 1, . . . , n.
That they are all the facets it follows using thatA is a set of n+ 1 linearly independent
vectors, and that the supporting hyperplanes deﬁning the facets of the cone must contain n
of them by Corollary 2.7(b). Hence there are at most n + 1 facets of the cone. Thus there
are exactly n+ 1 facets because we have already exhibited n+ 1 of them.
Hence if n= k, then R+A=⋂a∈NH+a is the irreducible representation of the cone by
Theorem 2.5, as wanted.
Case (b): Let
fj1·...·jk =
0, . . . , 0, 1︸︷︷︸
j1
, 0, . . . , 0, 1︸︷︷︸
j2
, 0, . . . , 0, 1︸︷︷︸
jk
, 0, . . . , 0, 1︸︷︷︸
n+1

for {j1, . . . , jk} ∈ Fn,k . In this case one has
A= {̂e1, . . . , ên, fj1·...·jk | {j1, . . . , jk} ∈ Fn,k}.
First let us see that if
N = {̂e1, . . . , ên+1, ei1·...·ir | {i1, . . . , ir} ∈ Fn,r , 0r < k},
then Ha ∩ R+A is a facet ∀a ∈ N .
Let {i1, . . . , ir} ∈ Fn,r and {j1, . . . , jk} ∈ Fn,k . We claim that
〈ei1·...·ir , fj1·...·jk 〉0.
If b1, . . . , bn+1 and c1, . . . , cn+1 denote the coordinates of the vectors ei1·...·ir and fj1·...·jk
respectively, then
aibi =
{
r − k if i = n+ 1,
1 if i ∈ {j1, . . . , jk}\{i1, . . . , ir},
0 if otherwise.
Thus one derives
〈ei1·...·ir , fj1·...·jk 〉 = Card({j1, . . . , jk}\{i1, . . . , ir})+ (r − k)
(k − r)+ (r − k)= 0, (1)
which proves the claim. Observe that one has the following close formula for the inner
product:
〈ei1·...·ir , fj1·...·jk 〉 = Card({i1, . . . , ir} ∩ ({1, . . . , n}\{j1, . . . , jk})).
Therefore from the claim it follows at once that R+A ⊂ H+a ∀a ∈ N .
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Now, to see that Ha ∩ R+A is a facet for any a in N we need only show that it has the
correct dimension n.
We have {̂e1, . . . , ên} ⊂ Hên+1 ∩ R+A, hence Hên+1 ∩ R+A is a facet. We also have
{̂e1, . . . , êi−1, êi+1, . . . ên} ⊂ Hêi ∩ R+A, hence we need to ﬁnd another vector lin-
early independent to {̂e1, . . . , êi−1, êi+1, . . . ên}. If we choose {j1, . . . , jk} ∈ Fn,kwith
i /∈ {j1, . . . , jk} (we can because n>k), then fj1·...·jk ∈ Hêi ∩R+A and henceHêi ∩R+A
is a facet ∀i = 1, . . . , n.
Let us now studyHei1·...·ir ∩R+Awith {i1, . . . , ir} ∈ Fn,r and 0r < k. One clearly has
the containment
{̂ei1 , . . . , êir } ⊂ Hei1·...·ir ∩ R+A,
so it sufﬁces to ﬁnd another n−r vectors inHei1·...·ir ∩R+Awhich are linearly independent
to {̂ei1 , . . . , êir }. Of course, here the only case that matters is when r = 0. To choose those
n− r linearly independent vectors ﬁrst observe that
dimL{fj1·...·jk | {j1, . . . , jk} ∈ Fn,k} = n.
Using Eq. (1) we have
〈ei1·...·ir , fj1·...·jk 〉 = 0 ⇐⇒ {i1, . . . , ir} ⊂ {j1, . . . , jk}. (2)
Observe that given a set {i1, . . . , ir} ∈ Fn,r we can choose {j1, . . . , jk} in Fn,k satisfying
{i1, . . . , ir} ⊂ {j1, . . . , jk} in
(
n−r
k−r
)
distinct forms. Consider the vector space
W =L{fj1·...·jk | {j1, . . . , jk} ∈ Fn,k and {i1, . . . , ir} ⊂ {j1, . . . , jk}}.
Since dimR(W)n− r and
(
n−r
k−r
)
n− r , we can choose the n− r linearly independent
vectors needed. Hence
Hei1 ·...·eir ∩ R+A
is a facet for all {i1, . . . , ir} ∈ Fn,r with 0r < k.
Finally let us see that the
(n+ 1)+
k−1∑
r=0
(n
r
)
facets given is the complete list of facets of the cone R+A.
Let F be a facet of R+A, hence by Corollary 2.7(b) there are 1, . . . , n inA linearly
independent vectors and 0 = b = (b1, . . . , bn+1) ∈ Rn+1 such that
(i) F = R+A ∩Hb,
(ii) L{1, . . . , n} =Hb, and
(iii) R+A ⊂ H+b .
Since ê1, . . . , ên are inA by (iii) one has
〈̂ei, b〉 = bi0 for i = 1, . . . , n. (3)
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Set B = {1, . . . , n} and consider the matrixMB whose rows are the elements of B. Let
us prove that there exists a ∈ N such thatHb=Ha andR+A ⊂ H+a . To prove this consider
the following cases:
Case (1): If the ith column of MB is equal to zero for some 1 in + 1, it sufﬁces to
take a = êi .
Case (2): If B = {̂e1, . . . , ên}, we can take a = ên+1. Note this is a particular case of (1).
Case (3): If B ⊂ {fj1·...·jk | {j1, . . . , jk} ∈ Fn,k}, it is enough to take a = e.
Case (4): If B = {̂ei1 , . . . , êis , fj11 ·...·j1k , . . . , fj t1·...·j tk }, where s, t > 0, s + t = n, andMB
has all its columns different from zero. Here
1 i1< · · ·< isn and {j11 , . . . , j1k }, . . . , {j t1, . . . , j tk} ∈ Fn,k .
In this case we will show that {i1, . . . , is} ⊂ {jm1 , . . . , jmk } ∀m.
We proceed by contradiction, suppose there are êip ∈ B and fjq1 ·...·jqk ∈ B with ip /∈
{jq1 , . . . , jqk }. Note that for each 1 ik there exists fi , with i ∈ Fn,k , such that
êip + fjq1 ·...·jqk = êjqi + fi .
Observe that 〈̂eip + fjq1 ·...·jqk , b〉 = 0, then
〈̂ejqi , b〉 = −〈fi , b〉.
Hence 〈̂ejqi , b〉=0 because in the other case êjqi and fi would be in opposite sides ofHb and
that cannot be. Therefore êjqi ∈ Hb for i=1, . . . , k, consequently 〈fjq1 ·...·jqk , b〉=bn+1=0.
Now for each 1 in there is 1jin such that the ith entry of ji is nonzero. Since
〈ji , b〉 = 0,
using Eq. (3) and bn+1 = 0 one obtains bi = 0. Thus b = 0, a contradiction. Then
{i1, . . . , is} ⊂ {jm1 , . . . , jmk } ∀m= 1, . . . , t .
From this and taking into account Eq. (2) we conclude that it is enough to take a =
ei1·...·is . Altogether the facets given are all the facets of the cone and the representation is
irreducible. 
Remark 3.2. Note that in Theorem 3.1(b) the number of vectors in N is equal to
n+ 1+
k−1∑
r=0
(n
r
)
.
In the sequel we use xi and t = xn+1 to denote variables that occur in linear inequalities
and the corresponding capital letters for indeterminates in a polynomial ring.
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Corollary 3.3. The inequalities of the cone R+A are given by
(a) If n= k, then
xi − t0, i = 1, . . . , n,
t0.
(b) If k <n, then
xi0, i = 1, . . . , n,
t0,
xi1 + · · · + xin−r (k − r)t ,
where 1 i1< · · ·< in−rn and r = 0, . . . , k − 1.
4. Computing the type and the a-invariant
In this section we compute the a-invariant of S =R(I ) using the equations of the cone
and a formula of Danilov–Stanley. This invariant is computed using the graduation on S
induced by deg(Xi)= 1 and deg(T )= 1− k.
Deﬁnition 4.1. Let R be a polynomial ring over a ﬁeld K and F a ﬁnite set of monomials
in R. A decomposition
K[F ] =
∞⊕
i=0
K[F ]i
of the K-vector space K[F ] is an admissible grading if K[F ] is a positively graded K-
algebra with respect to this decomposition and each component K[F ]i has a ﬁnite K-basis
consisting of monomials.
Theorem 4.2 (Danilov–Stanley). LetR=K[X1, . . . , Xn] be a polynomial ring over a ﬁeld
K and F a ﬁnite set of monomials in R. IfK[F ] is normal, then the canonical moduleK[F ]
of K[F ], with respect to an arbitrary admissible grading, can be expressed as
K[F ] = ({Xa | a ∈ NA ∩ ri(R+A)}), (4)
whereA= log(F ) and ri(R+A) denotes the relative interior of R+A.
The formula above represents the canonical module of K[F ] as an ideal of K[F ] gen-
erated by monomials. For a comprehensive treatment of the Danilov–Stanley formula see
[3, Theorem 6.3.5].
Observe that the Rees algebra S =R(I ) satisﬁes the hypothesis of the Danilov–Stanley
theorembecause: (i)S is a normal domain according to [13], and (ii) our grading is admissible
since S is a standard K-algebra.
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Corollary 4.3. Let (R+A)o be the interior of the cone R+A. One has
(a) If n= k, then a point a ∈ Rn+1 is in (R+A)o if and only if a satisﬁes
xi − t > 0, i = 1, . . . , n,
t > 0.
(b) If k <n, then a point a ∈ Rn+1 is in (R+A)o if and only if a satisﬁes
xi > 0, i = 1, . . . , n,
t > 0,
xi1 + · · · + xin−r > (k − r)t ,
where 1 i1< · · ·< in−rn and r = 0, . . . , k − 1.
Proof. It follows from Theorem 3.1 and Theorem 2.5. 
Let K be a ﬁeld and S a Cohen–Macaulay standard K-algebra. One can represent S as
S=R/I , where R is a polynomial ring with the usual grading and I is a graded ideal. Recall
that the type of S is the minimum number of generators of the canonical module S of S,
which is also equal to the last Betti number in the minimal resolution of S as an R-module
(see [3,14]). We also recall that the a-invariant of S is the degree (as a rational function) of
the Hilbert series of S, which is also equal to
a(S)=−min{i | (S)i = 0}.
Thus it is clear that from the canonical module of S one can extract important information
about the resolution of S = R/I and about the Hilbert series and the Hilbert function of S.
Notation If a = (a1, . . . , an), we deﬁne |a| = a1 + · · · + an.
Theorem 4.4. Let S =R(I ) be the Rees algebra of the ideal I of square-free k-products in
n variables with 1k <n. If n= qk + r , where 0r < k, then
a(S)=−min{i | (S)i = 0} =

−(q + 2) if r2,
−(q + 1) if r = 1,
−(q + 1) if r = 0 and k > 1,
−q if r = 0 and k = 1.
Proof. LetM = XaXbT c ∈ S , where XbT c = (f1T ) · · · (fcT ) and fi is an square-free
monomial of degree k for all i. Note deg(M)= |a| + c. Recall that log(M)= (a + b, c) is
in the interior of the cone R+A. Therefore using Theorem 3.1, one has c1, ai + bi1
for all i, and |a| + |b|kc + 1. As |b| = kc, altogether we get
|a| + |b|n and |a|1. (5)
Case r2: First we show that deg(M)q + 2. If c >q, then deg(M)q + 2 follows
from Eq. (5). On the other hand assume cq. Observe:
k(q − c)+ r(q − c)+ 2. (∗)
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From Eq. (5) one has |a| + |b| = |a| + kcn= kq + r . Consequently
deg(M)= |a| + ck(q − c)+ r + c. (∗∗)
Hence from (∗) and (∗∗)weget deg(M)q+2, as required.Therefore onehas the inequality
a(S) − (q + 2), to show equality we claim that the monomial
M =X21X22 · · ·X2k−r+1Xk−r+2 · · ·XnT q+1
is in S and has degree q + 2. Remember that T has degree 1− k, then an easy calculation
shows that M is in S and has degree q + 2. Finally let us see that log(M) is in S via
Corollary 4.3. That log(M) satisﬁes xi > 0 and t > 0 is obvious. The inequality
x1 + x2 + · · · + xn > kt (∗ ∗ ∗)
after evaluation transforms in:
2(k − r + 1)+ (n− (k − r + 1))> k(q + 1)
but the left side is equal to k(q + 1)+ 1, so the inequality holds. By induction on r assume
log(M) satisﬁes
xi1 + · · · + xin−r > (k − r)t
subtracting xij , where 1jn− r , we get
xi1 + · · · + x̂ij + · · · + xin−r > (k − r)t − xij .
Observe that log(M) satisﬁes
(k − r)t − xij (k − r)t − t
because (q + 1)2. Therefore log(M) satisﬁes
xi1 + · · · + x̂ij + · · · + xin−r > (k − (r + 1))t ,
as required.
Case r = 1: If cq, then clearly |a| + cq + 1, so let us suppose that c <q, then
n+ c(1− k)n+ q(1− k) but
|a| + c = (|a| + |b| − n)+ (n+ c(1− k)) 5 n+ c(1− k)n+ q(1− k)= q + 1
so a(S) − (q + 1). Now observe that the monomial
M =X1X2 · · ·XnT q
has degree q + 1 andM ∈ S. Finally, an argument similar to the previous case shows that
M is in S . Thus a(S)=−(q + 1).
Case r = 0 and k > 1: First note that in this case we must have q > 1 because n>k. If
cq, then clearly |a| + cq + 1. So let us suppose that c <q, then
|a| 5 k(q − c)> (q − c),
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then adding c we derive |a| + cq + 1. Hence a(S) − (q + 1). Note that the monomial
X21X2 · · ·XnT q
has degree q + 1 and belongs to S . Therefore one has the required equality.
Case r = 0 and k = 1: In this ﬁnal case |a| + |b|n is equivalent to |a| + cq so
a(S) − q, ﬁnally note that X1 · · ·XnT has degree q and is in S . 
Proposition 4.5. Let B = K[X1, . . . , Xn, T1, . . . , Tn] be a polynomial ring over the
ﬁeld K,
A=
(
X1 X2 · · · Xn
T1 T2 · · · Tn
)
a matrix of indeterminates, and I2(A) the ideal of B generated by the 2 × 2 minors of A.
If n2 and k = 1, then the toric ideal of S =R(I ) is equal to I2(A).
Proof. Let :B → S be the epimorphism of K algebras induced by Ti → XiT and
Xi → Xi . Then clearly I2(A) ⊂ ker() and the equality holds because they are both prime
ideals of the same height; see [5, Theorem 2.5, 7]. 
Remark 4.6. If n2 and k = 1, then using [2] one has
a(S)= a(B/I2(A))=−(2− 1)n=−n,
in concordance with Theorem 4.4.
There is an alternative expression for theRees algebra of an ideal generated bymonomials
of degree 2 [13, Remark 2.5]. Next we generalize this expression to arbitrary degree.
Proposition 4.7. Let R = K[X1, . . . , Xn] be a polynomial ring over a ﬁeld K and let
F = {f1, . . . , fq} be a set of monomials of R of ﬁxed degree k1. Then
R[T F ]  K[F, TX],
where X = {X1, . . . , Xn}.
Proof. Consider the epimorphisms of K-algebras:
:R[t1, . . . , tq ] → R[T F ] induced by (ti)= Tf i and (Xi)=Xi
:R[t1, . . . , tq ] → K[F, TX] induced by (ti)= fi and (Xi)= TXi .
It is enough to prove ker()= ker(). First observe that ker() and ker() are generated
by binomials [10,14]. Let Xt −Xt ∈ ker(). As
XT ||f  −XT ||f  = 0,
then || = ||, so canceling T we get Xf  −Xf  = 0. Taking degrees we obtain
|| + k|| = || + k||,
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so || = ||, combining this with Xf  −Xf  = 0 we obtain
T ||Xf  − T ||Xf  = 0.
Hence Xt −Xt ∈ ker(). Similarly ker() ⊂ ker(). 
Corollary 4.8 (Bruns et al. [4]). The a-invariant of the edge subring of a complete graph
is given by
a(K[Kn+1])=−
⌈
n+ 1
2
⌉
.
Proof. Making k = 2 and combining Theorem 4.4 with Proposition 4.7 one has
a(K[Kn+1])= a(S)=−(q + 1)=−
⌈
n+ 1
2
⌉
,
as required. 
Corollary 4.9. If n> 2 and k = n− 1, then S is Gorenstein.
Proof. In this situation we are in the case q = 1 and r = 1 of Theorem 4.4. Let us prove
that
S = 〈X1X2 · · ·XnT 〉. (6)
We have proven that 〈X1X2 · · ·XnT 〉 ⊂ S .
Conversely if f ∈ S as log(f ) satisﬁes xi > 0 and t > 0 soX1 · · ·XnT divides f. Hence
f = (X1 · · ·XnT )g, where g =Xd1j1 · · ·X
du
ju
T v . Since log(f ) also satisﬁes
xi1 + · · · + xin−r > (k − r)t = ((n− 1)− r)t , (7)
where 1 i1< · · ·< in−rn and r = 0, . . . , n− 2. We conclude that
n− r +
∑
some
di > ((n− 1)− r)(v + 1),
where
∑
some di is the result of evaluating the left-hand side of Eq. (7) in log(g). From this
we have that∑
some
di((n− 1)− r)v = (k − r)v.
Therefore log(g) satisﬁes all the equations of Corollary 3.3 and consequently log(g) ∈
R+A ∩ Zn+1 = NA. Note that the last equality follows from the normality of R(I ),
see [13]. Hence g ∈ S and f ∈ 〈X1X2 · · ·XnT 〉, as required. 
Remark 4.10. If n> 2, r = 0 and k = 1, then S is not Gorenstein because X1 · · ·XnT
and X1 · · ·XnT 2 are in S , so we do not have duality as in the case of the algebra of the
square-free k-products (see [4]).
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Example 4.11. If n= 5 and k = 3, then we have 22 equations deﬁning the cone R+A:
x1 + x2 + x3 + x4 + x5 − 3t0, t0
x1 + x2 + x3 + x4 − 2t0, x10
x1 + x2 + x3 + x5 − 2t0, x20
x1 + x2 + x4 + x5 − 2t0, x30
x1 + x3 + x4 + x5 − 2t0, x40
x2 + x3 + x4 + x5 − 2t0, x50
x1 + x2 + x3 − t0,
x1 + x2 + x4 − t0,
x1 + x2 + x5 − t0,
x1 + x3 + x4 − t0,
x1 + x3 + x5 − t0,
x1 + x4 + x5 − t0,
x2 + x3 + x4 − t0,
x2 + x3 + x5 − t0,
x2 + x4 + x5 − t0,
x3 + x4 + x5 − t0.
Note that the canonical module of R(I ) is minimally generated by
{X1X2(X3X4X5T )} ∪ {XiXjX1X2X3X4X5T 2 | 1 i < j5}.
This assertion canbe readily veriﬁedby applying theDanilov–Stanley formula andusing that
the relative interior of R+A (which in our case is the usual interior) is computed replacing
 by> in the above set of inequalities (see Theorem 2.5). Since all those monomials have
degree 3, the a-invariant of R(I ) is −3 and type of R(I ) is equal to 11.
There are some important families of graded algebras associated to bipartite graphs
where the a-invariant and the canonical module have been studied using linear optimization
techniques [11,6].
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