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Conclusions: The combination of a VMAT irradiation and the 
breath hold method provides for an optimal process. Even if 
planned with multiple successive arcs, a breath hold 
interruption has to be anticipated. 
The connectivity between the SDXTM system and the 
accelerator, obtained by the use of the AGMTM, were 
validated jointly by both companies. However, we needed to 
analyze and secure the process through a dosimetric 
evaluation of potential irradiation interruptions.  
The results show that no discrepancies could compromise the 
irradiation quality of such treatments. 
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Purpose/Objective: A significant increase in beam dose-rate 
(and thus a decrease in treatment delivery time) has made 
flattening filter free (FFF) beam delivery the preferred 
choice for stereotactic radiosurgery (SRS) and stereotactic 
ablative radiation therapy (SABR) [1]. Accuracy in small field 
dosimetry is required to ensure treatment is delivered 
effectively and safely [2]. The purpose of this study was to 
assess the effects of the flattening filter on small-field 
output factors for both Elekta and Varian linear accelerators 
and to identify differences in detector response in flattened 
(FF) and FFF beams. 
Materials and Methods: Relative output factors for 6MV 
photon beams were measured on an Elekta Axesse (Elekta, 
Crawley, UK) and a Varian iX (Varian, Palo Alto, CA) linear 
accelerator using FF and FFF modalities for nominal field 
widths of 5 – 100 mm. Detectors included a scintillation 
dosimeter (SD), Gafchromic EBT3 film, a PTW 60019 
microDiamond detector, two unshielded diodes (IBA SFD, 
PTW 60018) and three ionisation chambers (IBA cc01, IBA 
cc04, PTW PinPoint TN31034). Detector dose response ratios 
(ratio of detector response relative to the water-equivalent 
SD) and subsequent small field correction factors were 
derived for each detector in fields less than 30 mm and 
compared to the literature [3]. The effect of the flattening 
filter on detector response was assessed as a function of field 
size for all detectors measured. The detector response ratio 
measured using the SFD on both linacs was compared with a 
mathematical expression derived by Liu et al [4]. 
Results: Detector response ratios and subsequent correction 
factors were calculated and compared to the literature for 
detectors of the same type [1]. Detector response 
comparisons between flattened and unflattened beams 
yielded results within ± 1.2 % for all field sizes measured. 
Fields larger than 30 mm the detector response for the FFF 
beam was higher than the FF beam by up to 1.1%, in fields 
smaller than 30 mm, detector response was within ± 1.2%, 
but found to vary with detector and linac type.  
 
Figure 1: Ratio of detector response in a FFF field to the 
response in a FF field for a given nominal field width, 
referenced to the 30 mm field width. 
 
Conclusions: In a 6 MV beam, small-field detector correction 
factors were found to be interchangeable for FF and FFF 
beams down to 5 mm width, with an additional uncertainty of 
up to ± 1.2%. The mathematical relation of Liu et al (2014) 
was found to predict the response of the SFD to within ± 0.8 
% for fields up to 30 mm, independent of linac type and beam 
type (FFF / FF).  
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Purpose/Objective: Air kerma standards for low energy x-ray 
devices used in electronic brachytherapy or intraoperative 
radiotherapy critically depend on accurate knowledge of the 
primary spectrum of the source. In this work, the creation of 
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a model of a low energy x-ray source (INTRABEAM, Carl Zeiss) 
using the EGSnrc Monte Carlo (MC) code is presented, and the 
model is validated, in air, using detailed attenuation 
measurements. 
Materials and Methods: The INTRABEAM source was modeled 
using cavity, an EGSnrc user code. Photon fluence spectra 
emitted by the source were scored across a circular region 
(r=0.5 cm) for bare probe and spherical applicators of 3.5 
cm, 4.0 cm, and 4.5 cm diameter. INTRABEAM spectra 
generated with EGSnrc agree well with published results 
generated using GEANT4. From the simulated spectra, HVL 
was determined analytically by calculating the attenuation of 
air-kerma for a given thickness of aluminum and source-to-
detector air gap. Simulated HVL values are generally in 
agreement with published experimental studies, and the 
observed discrepancies may be related to setup 
particularities. Our own attenuation curve measurements 
were performed using a PTW model 23342 parallel-plate soft 
x-ray chamber (0.02 cm3). The photon beam was collimated 
with a 16 cm lead cylinder surrounding the INTRABEAM 
source, and foils of high purity aluminum were placed at the 
exit of the collimator. The HVL was determined by curve 
fitting of the experimentally determined attenuation data. 
Results: Simulated HVLs for the bare probe and spherical 
applicators are in good agreement with measured values, to 
within statistical and systematic uncertainties. It was found 
that the presence of the lead collimator has a non-negligible 
effect on HVL measurement for the spherical applicators, due 
to the emission of fluorescent x-rays. The investigation of 
systematic errors for the MC model showed that the 
uncertainty of polyetherimide density, position of collimator 
along the beam axis, and source-to-detector distance have an 
effect on the calculated HVL values. 
 
Conclusions: The INTRABEAM source spectra determined 
using the EGSnrc code agree well with published GEANT4 
results. The INTRABEAM bare probe and applicator HVLs 
predicted by the EGSnrc model calculations are consistent 
with the values determined experimentally in this study.  
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Purpose/Objective: Evaluate the accuracy of a dose 
calculation algorithm implemented in a treatment planning 
system (TPS) currently in use and the essential parameters 
used to calculate dose and monitor units. This was finalized 
to assess critical factors that affect TPS and to have an 
indication on how to perform beam commissioning focused on 
planning with small fields used in stereotactic radiotherapy. 
Materials and Methods: To evaluate TPS (Eclipse 
AAA.11.0.30, Varian Medical Systems) accuracy for small 
fields, a comparison between calculation and experimental 
measures was performed. Profiles and output factors (OF) 
were measured in water with a MicroDiamond (PTW) detector 
in jaw defined open fields ranging from 10x10 to 0.6x0.6 cm2 
with 6MV, 6FFF and 10FFF photon beams generated by an 
EDGE Linac (Varian). TPS accuracy was evaluated for 
different measured OF and spot size (SS) values (1; 0.8; 0.5; 
0 mm) included in beam data. This analysis was repeated for 
MLC shaped open fields down to 0.5x0.5cm2. In a second 
phase the different TPS configurations were evaluated. 24 
RapidArc (RA) test plans (4 for each configurations) were 
optimized, calculated and compared to the relative delivered 
dose distribution using Gamma analysis (GI). 
Results: Measurements of OF has a strong impact on MU 
calculation accuracy for small fields: adding in the TPS OF up 
to 1x1 cm2 (smaller field available in beam configuration) led 
to a better agreement between measured and calculated 
values up to 0.6x0.6 cm2 calculated field. The mean 
percentage difference between measured and calculated OF 
values passes from 2.2±0.4% to 0.1±0.1% for 1x1 field and 
from 15.8±1.3% to 13.3±0.8% for 0.6x0.6 cm2. The primary 
source size parameter (spot size) included in beam 
configuration affects all calculated data for small fields (both 
OF and profiles). A value of 0 mm (the one recommended by 
default) was proved not to be the most appropriate 
compared to values between 0.5 and 0.8 mm. Mean 
percentage difference for OF values goes, for 1x1 cm2, from 
0.4±0.05% for SS 0mm to 0.1±0.11% and 0.2±0.1% for SS 
0.5mm and 0.8mm respectively and, for 0.6x0.6 cm2, from 
13.4±0.8% for SS 0mm to 11.3±1.2% and 8.1±0.8% for SS 
0.5mm and 0.8mm respectively.  
Study of MLC shaped fields shows a difference between 
calculated and experimental values: no TPS configuration 
reduces these discrepancies. It seems to be necessary to 
improve MLC modeling and parameters in TPS, to better 
describe measured data.  
RA stereotactic plans showed an acceptable agreement 
between delivered and planned dose for every TPS 
configuration: GI range from 99.8% to 91.9%. 
 
