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1. Introduction
Let H be a separable (real or complex) Hilbert space. A collection of vectors {xi}i∈ ⊂ H is called a
frame for H if there exist constants 0 < A  B < ∞ such that frame inequality
A||x||2 ∑
i∈
|〈x, xi〉|2  B||x||2,
holds for every x ∈ H. The optimal constants (maximal for A and minimal for B) are called frame
bounds. If we only require the right hand inequality then {xn} is called a Bessel sequence. A frame is
called a tight frame if A = B, and it is called a Parseval frame if A = B = 1. A uniform tight frame refers
to a tight frame {xi}i∈ such that ||xi|| is a constant for all i ∈ . The linear operator  : H → 2()
defined by: (x) = ∑i∈〈x, xi〉ei, is called the analysis operator of {xi}i∈ and S = ∗ is the frame
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operator, where {ei} is the standard orthonormal basis for 2(). A simple calculation shows that
∗(∑i∈ ciei) = ∑i∈ cixi, and so we have Sx = ∑i∈〈x, xi〉xi for every x ∈ H.
A frame {yi}i∈ for H is called a dual frame for {xi}i∈ if {yi}i∈ satisfies the reconstruction for-
mula: x = ∑i∈〈x, xi〉yi, x ∈ H. A special dual frame is {S−1xi}i∈ which is called the canonical
dual frame of {xi}i∈. It is easy to show that a frame {yi}i∈ is a dual frame of {xi}i∈ if and only if
yi = S−1xi+ui for some Bessel sequence {ui}i∈ such that∑i∈〈x, xi〉ui = 0(x ∈ H), i.e.,∗UX = 0,
whereX andU are the respective analysis operators for {xi}i∈ and {ui}i∈. In what followswewill
use the terminology (k, n)-frame to refer to a frame of k-elements for an n-dimensional Hilbert space
H, and (k, n)-dual frame pair to refer to a dual frame pair of k-elements for an n-dimensional Hilbert
space H.
The optimal dual problem asks for finding a best dual frame that minimizes the reconstruction
errors when erasures occur: Let {yi}ki=1 be a dual frame for {xi}ki=1 and J be a subset of {1, . . . , k}. The
error operator EJ , a notation adopted from [14] for Parseval frames, is defined by EJx = (∗YDX)(x) =∑
j∈J〈x, xj〉yj, where D is k × k diagonal matrices with djj = 1 for j ∈ J and otherwise 0. Let
dm(X, Y) = max{||∗YDX || : D ∈ Dm} = max{||EJ || : card(J) = m},
whereDm denotes the set of all k× k diagonal matrices withm 1′s and n−m 0′s. Then dm(X, Y) is the
largest possible error when m-erasures occur. Our purpose is to find Y that minimizes this maximal
error.
Definition 1. Let X be a frame. A dual frame Y is called an optimal dual frame of X for 1-erasure if
d1(X, Y)minimizes d1(X, Z) for all dual frames Z of X . Inductively, A dual frame Y is called optimal for
m-erasures if it is optimal for (m− 1)-erasures and dm(X, Y)minimizes dm(X, Z) for all dual frames Z
of X .
We remark that redundancy of frames is a key property that is important in many applications. For
example in an applicationwhere the representation of a signal or imagemight be subjected to noise or
erasures, redundancyhelps to reduce the losses anderrors that canoccur. In coding theory, redundancy
property of frames allows us to select optimal frames (or their dual frames) to minimize the maximal
errors for erasures. When dealing with erasures, one common approach is to select optimal frames
that are found prior to coding and theyminimize the error on reconstructing coded vectors. Examples
of research in this nature include for instance Refs. [1–17]. In [16], the second named author of this
paper and J. Lopez considered the question of finding optimal dual frames (for decoding)when a frame
has been preselected for decomposition (encoding). This is motivated by applications where frames
with nice structural properties may not be as suitable as those that are sometimes irregular (for the
purpose of modelling irregular signals/images etc.). Therefore the question of selecting the“optimal"
dual frames for a given frame that minimize the error when erasure occurs naturally arises. In general
the canonical dual frame is not necessarily optimal for the erasure problem (see [16]). It was shown
in [16] if ||xi|| · ||x∗i || is a constant for all i (where {x∗i } is the unique canonical dual frame for a frame{xi}), then the canonical dual is optimal for erasures. The main purpose of this paper is to completely
characterize all the frames with the property that the canonical dual frames are the unique optimal
dual frames for 1- (and hence for allm-) erasures.
For a (k, n)-frame X = {xi}ki=1, let c = max{||S−1xi|| · ||xi|| : 1  i  k}. Set 1 = {i :
||S−1xi|| · ||xi|| = c} and2 = {1, . . . , k} \ 1. Let Hj = span{xi : i ∈ j} (j = 1, 2). We shall prove
the following:
Theorem 1.1. Let X = {xi}ki=1 be a (k, n)-frame for H.
Then the following are equivalent:
(i) The canonical dual {S−1xi} is the unique optimal dual for 1-erasure;
(ii) H1 ∩ H2 = {0} and {xi}i∈2 is linearly independent.
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As a consequence we recapture the following result that was proved in [16].
Corollary 1.2. Let X = {xi}ki=1 be a (k, n)-frame for H.
(i) If ||S−1xi|| · ||xi|| is a constant, then the canonical dual {S−1xi} is the unique optimal dual for all
m-erasure.
(ii) If X = {xi}ki=1 is a uniform tight frame for H, then the canonical dual is the unique optimal dual
frame of X for m-erasures.
(iii) If U is a group of unitary operators and X = {Uξ : U ∈ U}, then the canonical dual is the unique
optimal dual frame for any erasures.
Proof. Clearly, (ii) and (iii) follow from (i). In the case that ||S−1xi|| · ||xi|| is a constant we have that
2 = ∅. Thus condition (ii) in Theorem 1.1 is automatically satisfied, and therefore the canonical dual{S−1xi} is the unique optimal dual for all 1-erasure and consequently it is optimal for any erasures. 
We remark that if {xi} is a Riesz basis (k = n) then its dual is unique and hence the canonical dual
is the unique optimal one. Clearly the constant condition in Corollary 1.2 (i) is not necessarily satisfied.
However it is necessary when {xi}ki=1 is tight.
Proposition 1.3. Let X = {xi}ki=1 be a Parseval (k, n)-frame for H. Then the canonical dual is the unique
optimal dual frame for 1-erasure (and hence for all m-erasures) if and only if ‖xi‖ is a constant for all
1  i  k.
The rest of the paper is organized as follows: In Section 2wewill prove Theorem1.1 and Proposition
1.3. Section 3 is devoted to some further discussions on some necessary conditions for the canonical
dual to be optimal. More precisely, we present sufficient conditions under which either the canonical
dual is not an optimal dual or the canonical dual is optimal but it is not the unique optimal one. In
addition we also provide two simple examples of frames one of which has a unique optimal dual but
the canonical dual is not optimal, and the other one has infinitely many optimal duals including the
canonical one.
2. Proofs of the main results
We need the following lemma. The proof is elementary and we include it for reader’s convenience.
Lemma2.1 (c.f. [16] ). Let X = {xi}ki=1 andU = {ui}ki=1 be twofinite sequences inH such that∗UX = 0.
Then
∑k
i=1〈xi, ui〉 = 0.
Proof. This follows from the fact that tr(X
∗
U) = tr(∗UX) = 0 and the fact that tr(X∗U) =∑n
i=1〈xi, ui〉. 
Proof of Theorem 1.1. “(i) ⇒ (ii)" If {xi}i∈2 is linearly dependent, then there exist ui (i ∈ 2,
not all zero) in H2 such that
∑
i∈2〈 x , xi 〉ui = 0 for all x ∈ H. Let ui = 0 for i ∈ 1 and define
U = {ui}. Then ∗tUX = 0, ||S−1xi + tui|| · ||xi|| = c for i ∈ 1 and all t. Let |t| be small enough
such that ||S−1xi + tui|| · ||xi|| < c for i ∈ 2. Then S−1X + tU is also an optimal dual for X , which is
a contradiction. Hence {xi}i∈2 is linearly independent.
Now we show that H1 ∩ H2 = {0}. If not, then there exist linear independent set xi1 , . . . xil with
ij ∈ 1, nonzero constants ci1 , . . . cil such that
l∑
j=1
cij xij +
∑
i∈2
cixi = 0
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for some ci (i ∈ 2). Since {xij}lj=1 is also linearly independent, we can find h ∈ H such that
〈 S−1(xij) , cij h 〉 = 〈 S−1(cij xij) , h 〉 < 0 for all j = 1, . . . , l. Define ui = cih if i ∈ {i1, . . . , il} ∪ 2
and 0 otherwise. Then ∗tUX = 0 for all scalars t.
Let t > 0 be small enough such that ||S−1xi + tui|| · ||xi|| < c for i ∈ 2. Then ||S−1xi +
tui|| · ||xi|| = c for i ∈ 1 \ {i1, . . . , il}. When i ∈ {i1, . . . , il}, then ||S−1xi + tui||2 · ||xi||2 =[||S−1xi||2 + 2t〈 S−1xi , ui 〉+ t2||ui||2] · ||xi||2 < c2 when t is small enough. Thus the canonical dual
is not the only optimal dual, which leads to a contradiction. Therefore H1 ∩ H2 = {0}.
“(ii) ⇒ (i)" Let {yi}ki=1 be 1-erasure optimal. Write yi = S−1xi + ui. Then
k∑
i=1
〈x, ui〉xi = 0.
Thus we have
∑
i∈1
〈x, ui〉xi +
∑
i∈2
〈x, ui〉xi = 0,
which implies, by the assumption (ii), that
∑
i∈1
〈x, ui〉xi = 0
and 〈x, ui〉 = 0 for all x ∈ H and i ∈ 2, and so the later implies that ui = 0 for all i ∈ 2. Also, by
the previous Lemma, we get
∑
i∈1〈S−1xi, ui〉 = 0.
We only need to show that ui = 0 for all i ∈ 1. In fact, from
||S−1xi + ui|| · ||xi||  c = ||S−1xi|| · ||xi||, i ∈ 1,
we get 2〈S−1xi, ui〉 + ||ui||2  0 for i ∈ 1. Summing up the right hand side we get
2
∑
i∈1
〈S−1xi, ui〉 +
∑
i∈1
||ui||2 = 0 +
∑
i∈1
||ui||2  0
and hence
∑
i∈1 ||ui||2 = 0 since
∑
i∈1〈S−1xi, ui〉 = 0. This implies that ui = 0 for all i ∈ 1, and
therefore {yi}ki=1 is the canonical dual. 
Proof of Proposition 1.3. First note that since {xi}ki=1 is Parseval we have that S = I, and so ||S−1xi|| ·
||xi|| = ||xi||2. Hence the sufficiency follows from Corollary 1.2 (i). For the necessity, assume that
the canonical dual is the only optimal dual frame for 1-erasure. Then, by Theorem 1.1, we have that
H1 ∩ H2 = {0}, and {xi}i∈2 is linearly independent. We need to show that 2 = ∅. Suppose, to the
contrary, that 2 = ∅. Let j ∈ 2. Since {xi}ki=1 is a Parseval frame, we have that
xj =
k∑
i=1
〈xj, xi〉xi =
∑
i∈1
〈xj, xi〉xi +
∑
i∈2
〈xj, xi〉xi.
Since H1 ∩H2 = {0}we obtain that∑i∈1〈xj, xi〉xi = 0 and xj −∑i∈2〈xj, xi〉xi = 0. Thus, by the
linear independence of {xi}i∈2 , we have 〈xj, xi〉 = 0 when i ∈ 2 and i = j, and ‖xj‖2 = 1. Recall
that for a Parseval frame {xi}ki=1 we have 1 = {i : ||xi||2 = c} and 2 = {1, . . . , k} \ 1, where
c = max{||xi||2 : 1  i  k}. So 1 = ||xj||2 < c. On the other hand, since {xi}ki=1 is Parseval , we
know that ||xi||  1 for all 1  i  k. This lead leads to a contradiction, and thus 2 = ∅. 
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3. Necessary conditions and examples
In this section we investigate some necessary conditions for the canonical dual to be optimal. More
precisely, we obtain two sufficient conditions under which either the canonical dual is not an optimal
dual or the canonical dual is optimal but it is not the unique optimal one. We also provide two simple
examples of frames. The first one has infinitely many optimal duals including the canonical one, and
the second example has a unique optimal dual frame but it is not the canonical one.
Proposition 3.1. Let X = {xi}ki=1 be a (k, n)-frame for H, and k > n. Assume that {xi}i∈1 is linearly
independent, and H1∩H2 = {0}. Then the canonical dual is an optimal dual frame but not the only optimal
one for 1-erasure.
Proof. Let Y = {S−1xi + ui}ki=1 be a dual frame. Then
∑k
i=1〈x, ui〉xi = 0 for any x ∈ H. Because
H1 ∩ H2 = {0}, we have∑i∈1〈x, ui〉xi = 0. It follows from the linear independence assumption on{xi}i∈1 that
〈x, ui〉 = 0
for all i ∈ 1, and any x ∈ H. Then ui = 0 for all i ∈ 1, which implies that
max{||yi|| · ||xi|| : 1  i  k}max{||yi|| · ||xi|| : i ∈ 1}
=max{||S−1xi|| · ||xi|| : i ∈ 1}
=max{||S−1xi|| · ||xi|| : 1  i  k}.
So the canonical dual is an optimal dual frame.
Because k > n, we can find a dual frame Y = {S−1xi + ui}ki=1 with ui = 0 for some i ∈ 2. Let
t > 0 be small enough such that ||S−1xi + tui|| · ||xi|| < c for i ∈ 2. Then ||S−1xi + tui|| · ||xi|| = c
for i ∈ 1, and ||S−1xi + tui|| · ||xi|| < c for i ∈ 2 when t is small enough. Thus {S−1xi + tui}ki=1 is
also an optimal dual frame for 1-erasure. 
Proposition 3.2. Let X = {xi}ki=1 be a (k, n)-frame for H. Assume that {xi}i∈1 is linearly independent,
and there exist a sequence of scalars {ci}ki=1 such that
∑k
i=1 cixi = 0, and ci = 0 for all i ∈ 1. Then the
canonical dual is not optimal for 1-erasure.
Proof. Since {xi}i∈1 is linearly independent, we can find h ∈ H such that 〈 S−1(xi) , cih 〉 =
〈 S−1(cixi) , h 〉 < 0 for all i ∈ 1. Define ui = cih for all i. Then ∗tUX = 0 for all t.
Let t > 0 be small enough such that ||S−1xi + tui||2 · ||xi||2 = [||S−1xi||2 + 2t〈 S−1xi , ui 〉 +
t2||ui||2] · ||xi||2 < c2 for i ∈ 1, and ||S−1xi + tui|| · ||xi|| < c for i ∈ 2. Then we have
max{||S−1xi + tui|| · ||xi|| : 1  i  k} < c.
Thus the canonical dual is not optimal. 
Corollary 3.3. Let X = {xi}ki=1 be a (k, n)-frame for H. Assume that k = n+ 1,1 has only one element,
and {xi}i∈2 is linearly independent. Then the canonical dual is not optimal for 1-erasure.
Proof. We can assume that 1 = {1}. Since {xi}n+1i=1 is linearly dependent, there exist ci (not all zero)
such that
c1x1 +
∑
i∈2
cixi = 0.
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Thus we must have that c1 = 0 since {xi}i∈2 is linearly independent. Therefore, by Proposition 3.2,
the canonical dual of {xi} is not optimal for 1-erasure. 
Finally we present two examples.
Example 3.4. Let H = R3, and consider the frame X = {xi}4i=1 given by
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
⎡
⎢⎢⎢⎣
1
0
0
⎤
⎥⎥⎥⎦ ,
⎡
⎢⎢⎢⎣
0
1
0
⎤
⎥⎥⎥⎦ ,
⎡
⎢⎢⎢⎣
0
0
1√
3
⎤
⎥⎥⎥⎦ ,
⎡
⎢⎢⎢⎣
0
0
1√
3
⎤
⎥⎥⎥⎦
⎫⎪⎪⎪⎬
⎪⎪⎪⎭
The frame operator and its inverse are given by:
S =
⎡
⎢⎢⎢⎣
1 0 0
0 1 0
0 0 2
3
⎤
⎥⎥⎥⎦ , S−1 =
⎡
⎢⎢⎢⎣
1 0 0
0 1 0
0 0 3
2
⎤
⎥⎥⎥⎦
and so the canonical dual, {S−1xi}, is given by
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
⎡
⎢⎢⎢⎣
1
0
0
⎤
⎥⎥⎥⎦ ,
⎡
⎢⎢⎢⎣
0
1
0
⎤
⎥⎥⎥⎦ ,
⎡
⎢⎢⎢⎣
0
0
3
2
√
3
⎤
⎥⎥⎥⎦ ,
⎡
⎢⎢⎢⎣
0
0
3
2
√
3
⎤
⎥⎥⎥⎦
⎫⎪⎪⎪⎬
⎪⎪⎪⎭
.
We have 1 = {1, 2}, 2 = {3, 4}, and c = 1. It is obvious that {xi}i∈1 is linearly independent, and
H1 ∩ H2 = 0. Thus the canonical dual is optimal but it is not the unique optimal one for 1-erasure by
Proposition 3.1.
Example 3.5. Let H = R3, and consider the frame {xi}4i=1 given by
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
⎡
⎢⎢⎢⎣
1
0
0
⎤
⎥⎥⎥⎦ ,
⎡
⎢⎢⎢⎣
0
1
0
⎤
⎥⎥⎥⎦ ,
⎡
⎢⎢⎢⎣
−2
1
1
⎤
⎥⎥⎥⎦ ,
⎡
⎢⎢⎢⎣
1
−2
−1
⎤
⎥⎥⎥⎦
⎫⎪⎪⎪⎬
⎪⎪⎪⎭
The frame operator and its inverse are given by:
S =
⎡
⎢⎢⎢⎣
6 −4 −3
−4 6 3
−3 3 2
⎤
⎥⎥⎥⎦ , S−1 =
⎡
⎢⎢⎢⎣
3
4
− 1
4
3
2
− 1
4
3
4
− 3
2
3
2
− 3
2
5
⎤
⎥⎥⎥⎦
and so the canonical dual, {S−1xi}, is given by
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
⎡
⎢⎢⎢⎣
3
4
− 1
4
3
2
⎤
⎥⎥⎥⎦ ,
⎡
⎢⎢⎢⎣
− 1
4
3
4
− 3
2
⎤
⎥⎥⎥⎦ ,
⎡
⎢⎢⎢⎣
− 1
4
− 1
4
− 1
2
⎤
⎥⎥⎥⎦ ,
⎡
⎢⎢⎢⎣
− 1
4
− 1
4
− 1
2
⎤
⎥⎥⎥⎦ ,
⎫⎪⎪⎪⎬
⎪⎪⎪⎭
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We have
||S−1x1|| · ||x1|| =
√
46
4
, ||S−1x2|| · ||x2|| =
√
46
4
,
||S−1x3|| · ||x3|| = 3
2
, ||S−1x4|| · ||x4|| = 3
2
,
which implies that1 = {1, 2} and2 = {3, 4}. Since {xi}i∈1 is linearly independent and x1 + x2 +
x3 + x4 = 0, we conclude that the canonical dual is not the optimal dual frame by Proposition 3.2.
Moreover, we will show that claim that the frame
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
⎡
⎢⎢⎢⎣
22−√74
20
2−√74
20
3
2
⎤
⎥⎥⎥⎦ ,
⎡
⎢⎢⎢⎣
2−√74
20
22−√74
20
− 3
2
⎤
⎥⎥⎥⎦ ,
⎡
⎢⎢⎢⎣
2−√74
20
2−√74
20
1
2
⎤
⎥⎥⎥⎦ ,
⎡
⎢⎢⎢⎣
2−√74
20
2−√74
20
− 1
2
⎤
⎥⎥⎥⎦
⎫⎪⎪⎪⎬
⎪⎪⎪⎭
is the unique optimal dual form-erasure.
By solving
∑4
i=1〈x, xi〉ui = 0, we have ui = [a, b, c]T , for all 1  i  4. So the dual of the frame
have the form {S−1xi + u}4i=1, where u = [a, b, c]T . The function needs to be minimized is
F(u) := max
{∥∥∥S−1x1 + u∥∥∥ · ‖x1‖, ∥∥∥S−1x2 + u∥∥∥ · ‖x2‖,∥∥∥S−1x3 + u∥∥∥ · ‖x3‖, ∥∥∥S−1x4 + u∥∥∥ | · ‖x4‖} .
To simplify the calculations, we first point out that there is an optimal dual with a = b, and c = 0.
This can be proved if we can show that F(u˜)  F(u), where u =
[
a, b, c
]T
, and u˜ =
⎡
⎢⎢⎢⎣
a+b
2
a+b
2
c−c
2
⎤
⎥⎥⎥⎦. Let
† : H → H be the operator † :
⎡
⎢⎢⎢⎣
a
b
c
⎤
⎥⎥⎥⎦ →
⎡
⎢⎢⎢⎣
b
a
−c
⎤
⎥⎥⎥⎦. Note that (S−1x1)† = S−1x2 and (S−1x3)† = S−1x4.
Therefore we have
F(u˜) = max
{∥∥∥∥∥u + u
†
2
+ S−1xi
∥∥∥∥∥ · ‖xi‖ : i = 1, 2, 3, 4
}
= max
{
1
2
∥∥∥(u + S−1xi) + (u† + S−1xi)∥∥∥ · ‖xi‖ : i = 1, 2, 3, 4
}
 max
{
1
2
(∥∥∥u + S−1xi∥∥∥+ ∥∥∥u† + S−1xi∥∥∥) · ‖xi‖ : i = 1, 2, 3, 4
}
= 1
2
max
{(∥∥∥u + S−1x1∥∥∥ · ‖x1‖ + ∥∥∥u + S−1x2∥∥∥ · ‖x2‖) ,(∥∥∥u + S−1x2∥∥∥ · ‖x2‖ + ∥∥∥u + S−1x1∥∥∥ · ‖x1‖) ,(∥∥∥u + S−1x3∥∥∥ · ‖x3‖ + ∥∥∥u + S−1x4∥∥∥ · ‖x4‖) ,(∥∥∥u + S−1x4∥∥∥ · ‖x4‖ + ∥∥∥u + S−1x3∥∥∥ · ‖x3‖)}
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max
{∥∥∥u + S−1xi∥∥∥ · ‖xi‖ : i = 1, 2, 3, 4}
= F(u),
where the last line follows since
x+y
2
 max{x, y} for x, y  0.
Now taking b = a, c = 0 and squaring the norms, we wish to find the a that minimizes
f (a) := max
{
2a2 + a + 23
8
, 2a2 + a + 23
8
, 12a2 − 6a + 9
4
, 12a2 − 6a + 9
4
}
.
We show that for a = 7−
√
74
20
, we have
f (a) = max
{
96 − 3√74
25
,
96 − 3√74
25
,
96 − 3√74
25
,
96 − 3√74
25
}
= 96 − 3
√
74
25
is minimal, and thus
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
⎡
⎢⎢⎢⎣
22−√74
20
2−√74
20
3
2
⎤
⎥⎥⎥⎦ ,
⎡
⎢⎢⎢⎣
2−√74
20
22−√74
20
− 3
2
⎤
⎥⎥⎥⎦ ,
⎡
⎢⎢⎢⎣
2−√74
20
2−√74
20
1
2
⎤
⎥⎥⎥⎦ ,
⎡
⎢⎢⎢⎣
2−√74
20
2−√74
20
− 1
2
⎤
⎥⎥⎥⎦
⎫⎪⎪⎪⎬
⎪⎪⎪⎭
is an optimal dual for {xi}4i=1. In fact, letting a = 7−
√
74
20
+ r, the quadratics in f (a) become
⎧⎪⎪⎨
⎪⎪⎩
96−3√74
25
+ 2r2 +
(
12−√74
5
)
r
96−3√74
25
+ 12r2 +
(
12−6√74
5
)
r
In order for the maximum to be less than 96−3
√
74
25
, both 2r2 +
(
12−√74
5
)
r and 12r2 +
(
12−6√74
5
)
r
must be negative simultaneously. But 2r2 +
(
12−√74
5
)
r is only negative from r = −12+
√
74
10
to r = 0,
and 12r2 +
(
12−6√74
5
)
r is only negative from r = 0 to r = −2+
√
74
10
, and so the equations are never
simultaneously negative. Therefore
minmax
{
2a2 + a + 23
8
, 2a2 + a + 23
8
, 12a2 − 6a + 9
4
, 12a2 − 6a + 9
4
}
= 96 − 3
√
74
25
.
The above argument also implies that there is only one optimal dual with the property that a =
b, c = 0. By using the fact that |〈x, y〉| = ||x|| · ||y|| if and only if x and y are linearly dependent, we
can easily derive that when a = b, or c = 0, we always have
||(u + S−1x1) + (u† + S−1x1)|| < ||u + S−1x1|| + ||u† + S−1x1||,
||(u + S−1x2) + (u† + S−1x2)|| < ||u + S−1x2|| + ||u† + S−1x2||,
or
||(u + S−1x3) + (u† + S−1x3)|| < ||u + S−1x3|| + ||u† + S−1x3||,
||(u + S−1x4) + (u† + S−1x4)|| < ||u + S−1x4|| + ||u† + S−1x4||.
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Thus the first inequality in the proof of “F(u˜)  F(u)" becomes a strict inequality when a = b, or
c = 0. Hence the optimal dual happens only when a = b, c = 0, and therefore the optimal dual is
unique for 1-erasure and so it is unique for anym-erasures.
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