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CHAPTER 1

INTRODUCTION

While hyperspectral imaging has been an area of active research and development for much of the past decade, hyperspectral images have been available only
to researchers [1]. It is because the hyperspectral imaging was initially developed
for satellites or airplanes to fully observe vast regions of the earth. However, with
the recent appearance of commercial airborne hyperspectral imaging system, hyperspectral imaging is poised to enter the mainstream of remote sensing [2]. What once
required large, delicate, and expensive laboratory spectrometers is now being done in
real time aboard satellites, unmanned aerial vehicles, and portable handheld units [3].
Figure 1.1 shows the portable outdoor hyperspectral imaging system, which includes
a hyperspectral sensor and a receiving device.
Hyperspectral sensors collect data as a set of images with high spatial and spectral resolutions, with each spectral band image being a narrow wavelength range of the
electromagnetic spectrum. Those images are combined to form a three-dimensional
hyperspectral data cube (x, y, z) for processing and analysis, where x and y represent
two spatial dimension of the scene, and z represents the spectral dimension. The current hyperspectral cameras can scan spectral ranges from the near-ultraviolet (NUV)

1

Figure 1.1: Portable outdoor hyperspectral imaging system.

through the short-wave infrared (SWIR). The enormous information collected by the
sensors facilitate the applications of hyperspectral imaging in military, industrial, and
scientific areas.
Hyperspectral imaging has grown increasing popular over the past few years.
Specifically, it has been successfully applied in astronomy [4], agriculture [5,6], molecular biology [7], biomedical imaging [8], geosciences [9] and surveillance [10, 11]. Besides, hyperspectral imaging was also widely used to enhance the quality control of
counterfeit or illegal drugs [12], detect the early stages of various types of cancer or
retinal disease [13], monitor surface carbon dioxide level [14], and explore onshore
oil seeps and gas [15]. More recently, researchers found hyperspectral imaging can
provide much more discriminable features for face recognition than other natural images [16, 17]. These advantages make hyperspectral imaging technique popular in
many recognition tasks such as skin recognition [18] and anomaly detection [19]. In
2

a nutshell, the ability to precisely characterize the color of a viewed item allows the
users to make informed decisions only dreamed of in the past.

(a) Spectral band 20th .

(b) Spectral band 80th .

Figure 1.2: Example 145 × 145 images (with 16 bits/pixel) from two spectral bands
of the “Indian Pines” (IP) hyperspectral dataset.

1.1

Hyperspectral Imagery

A hyperspectral imagery is a three dimensional data cube, which contains two
spatial dimensions and one spectral dimension. Unlike natural images which have
only three channels, the hyperspectral images could consist of hundreds of spectral
bands. For each spectral band, data precision is either 12 bits/pixel or 16 bits/pixel,
which is higher than 8 bits/pixel for natural images. As an example, Figure 1.2
shows two example hyperspectral images of “Indian Pines” (IP) data set at spectral
band No. 20 and No. 80. The IP dataset is received by Airborne Visible/Infrared
3

Imaging Spectrometer (AVIRIS) instruments [21]. Hyperspectral data sets collected
by different instruments can be found in Appendix A. Note all the hyperspectral
images in Appendix A are used in our simulations.
Figure A.1 to Figure A.9 show the spectral example image of data sets from
different collecting instruments, including Atmospheric Infrared Sounder (AIRS) [20],
Airborne Visible/Infrared Imaging Spectrometer (AVIRIS) [21], SWIR Full Spectrum
Imager (SFSI) [22], and Compact Airborne Spectrographic Imager (CASI) [23]. The
different spectrum ranges of instruments result in different sizes of collected hyperspectral images. For example, the dimension of “Yellow Stone” scenes from AVIRIS
instruments is 512 × 680 × 224, while the “AIRS-gran” data cubes from AIRS instruments have dimension 153 × 90 × 1501. And the number of bands is determined by
the hyperspectral imaging sensor or camera with a variety of configurations of spatial
resolution. Figure 1.3 gives the data cube of “Indian Pines” scene, which has 224
spectral bands.
We can see in general hyperspectral images have much larger sizes than natural images, due to the large number of spectral bands and higher depths of each
pixel. Thus hyperspectral receiving devices require large storage memories and computational resources for collecting and transmitting the original data cube. On the
other hands, there is an increasing demand to collect the hyperspectral images in a
real time scenario, such as onboard hyperspectral imaging on satellite. Therefore,
efficient storage and transmission of the hyperspectral data cubes plays a vital role in
the development of hyperspectral imaging techniques and its variety of applications.

4

Figure 1.3: Hyperspectral image data cube of “Indian Pines” scene.

1.2

Machine Learning Techniques

Machine learning has been increasingly popular in recent years, and it becomes
more and more effective as the quantity of data in our world grows over time. A
machine learning model can be a mathematical representation of a real world process.
To generate a machine learning model one will need to provide training data to a
machine learning algorithm to learn from. In general, the more data we have access
to, the more accurate the machine learning model becomes. Before training the
model with real data, we need to select an appropriate machine learning algorithm
that fits the best with the training data from hypothesis set. It means the choice of
machine learning algorithm depends on the problem you encountered. For example,
linear regression problem should use regression algorithm rather than classification
algorithm.

5

While training the machine learning model, the selected algorithm would find
patterns in the training data by feeding the data into the model. More specifically, the
training process determines good values for all the weights and biases by minimizing
loss function. The loss is a penalty for a bad prediction, and it indicates how bad the
model’s prediction was on a single example. Thus the goal of training a model is to
find a set of weights and biases that have the smallest loss on average across all input
examples. The training process can be either supervised or unsupervised. The main
difference between the two types is that supervised learning is done using a ground
truth, or in other words, we have prior knowledge of what the output values for our
samples should be. Therefore, the goal of supervised learning is to learn a function
that, given a sample of data and desired outputs, best approximates the relationship
between data and label. On the other hand, the unsupervised learning does not have
labeled outputs, so its goal is to infer the natural structure present within a set of
data points.
Supervised learning is typically done in the context of classification or regression, where we want to map an input to output labels. Common algorithms for supervised learning include logistic regression, neural networks, support vector machines.
Note in both regression and classification, the goal is to find specific relationships or
structure in the input data that allow us to effectively produce correct output.
Unsupervised learning mainly solves the tasks such as clustering, representation learning, and density estimation. In all of these cases, we wish to learn the inherent structure of our data without using explicitly provided labels. Some common
algorithms include K-means, principal component analysis, and autoencoders [39].
6

Since no labels are provided, there is no specific way to compare model performance
in most unsupervised learning methods.
Deep learning is part of broader family of machine learning methods. Deep
learning can be either supervised or unsupervised. Deep learning architectures such
as deep neural networks, deep belief networks [24], recurrent neural networks [25] and
convolutional neural networks [26] have been successfully applied to fields including computer vision, speech recognition, natural language processing, medical image
analysis, where they have produced results comparable to human experts.

1.3

Motivation

As more and more hyperspectral data are collected over time, the ever increasing volumes of hyperspectral datasets present a challenge for data acquisition,
transmission and storage [27]. This problem becomes even worse with the growth of
the number of hyperspectral sensors. It is clear the data compression techniques will
play a crucial role in the development of hyperspectral imaging technique. Therefore,
efficient hyperspectral data compression algorithms are highly sought after.
In general, compression can be either lossy or lossless. Lossy compression
typically provides lower bit rates but incurs loss on the original data [28, 29]. Lossy
techniques have a role in the initial analysis of hyperspectral data where large quantities of data are evaluated to select smaller areas for more detailed evaluation [30].
Central to lossy compression is the development of a suitable distortion measure [31].
On the other hand, lossless compression guarantees perfect reconstruction on the original data, albeit with a higher compressed bit rates. To ensure there is strictly no loss
7
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Figure 1.4: Block diagram of predictive lossless compression of hyperspectral images.

in the reconstructed data, we focus on lossless compression of hyperspectral datasets.
To achieve lossless compression, predictive coding methods are often used, where the
residuals resulting from pixel predictions are usually compressed by an entropy code
such as the Golomb-Rice codes, with the assumption that the residuals tend to follow
closely the geometric distributions [32–37]. Figure 1.4 shows the block diagram of
hyperspectral image predictive lossless compression.
Motivated by the success of deep learning and neural network models such
as Deep Belief Network (DBM) [24, 38, 39] and Long Short Term Memory (LSTM)
network [25], we use machine learning for hyperspectral image compression to further
improve the compression performance. Our works mainly focused on the two important steps in compression procedure: pixel value prediction and residual entropy
coding.
For pixel value compression, there are not much existing deep learning based
works on hyperspectral image compression so far, because those techniques have their
limits for more challenging onboard lossless hyperspectral image compression. Firstly,

8

deep learning based approaches rely on the availability of data from all the spectral
bands during the process of training or clustering. However, those large quantity
of uncompressed data are normally not available or only partially available in many
real-time applications. Secondly, trained model can not provide an universal solution
for all the hyperspectral datasets, which indicates that the model need to be retrained
for each new dataset.
For entropy coding, a Golomb-Rice codes is often used to compress the residual
due to its simplicity and minimal memory capacity requirement [40, 41]. In particular, Golomb- Rice codes have been adopted in the Consultative Committee for Space
Data Systems (CCSDS) standard for multispectral and hyperspectral data compression. However, the practically achievable coding efficiency of the Golomb-Rice codes
depends on the accuracy of the coding parameter estimated from the input data.
For example, [34] proposed a fast Golomb-Rice coding parameter estimation method,
which estimated the coding parameter from a very sparse sampling of the input data.
Most existing parameter estimation methods assume the data to be coded follow the
geometric distributions, and thus would suffer from a loss in coding efficiency if the
underlying distribution deviates from the geometric distribution. Furthermore, existing parameter estimation methods rely on estimation of the sample mean from the
input data sequence. The resulting sample mean would vary with changing lengths
of the input data sequence. An appropriate choice of the input data sequence length
is often determined in a trial-and-error manner in the literature [42–44].

9

1.4

Contributions

The main contributions of this dissertation are summarized below. Firstly,
to make entropy coding more efficient, we introduce a novel universal parameter
estimation method for Golomb-Rice code using deep machine learning from the input
data sequence, with the goal of achieving more accurate estimation of the coding
parameter. We showed that the proposed deep belief network provides not only
more accurate estimation than three state-of-the-art parameter estimation methods,
but also more robust parameter estimation performance over different data sequence
lengths than the existing methods. We also discuss several possible extensions of
the proposed technique, including accelerated training using transferable networks,
side-information free codecs, as well as feature-augmented deep belief networks.
Another import contribution of this dissertation is to address the limitations
of applying neural network based approaches to onboard lossless predictive compression. As we discussed, the uncompressed data might not be available for training the
network under the onboard compression scenario. We propose a filtering-based Concatenated Shallow Neural Network (CSNN) model for predictive lossless compression.
Unlike most of neural network based methods reported in literature, the proposed approach does not need to store decompressed data to pre-train the networks.
These contributions are explained in a bit more details in the following subsections.
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1.4.1

Improve the Parameter Estimation of Golomb-Rice Codec
We propose a universal Golomb-Rice coding parameter estimation method us-

ing deep belief network, which does not rely on any assumption on the distribution of
the input data [45]. We formulate the problem of selecting the best coding parameter
for a given input sequence as a supervised pattern classification problem. Simulations on the synthesized data and five hyperspectral image datasets show that we can
achieve significantly more accurate estimation of the coding parameters than three
state-of-the-art methods. More extensive simulations on additional images from the
2006 AVIRIS datasets show that in terms of overall compression bitrates, the proposed method outperforms other estimation methods, as well as the sample-adaptive
entropy coder employed by the CCSDS standard for multispectral and hyperspectral
data compression.
Regarding computational feasibility, we show how to use transferable deep
belief networks to speed up training by about five times. Our study shows that to infer
the best coding parameters using a trained deep belief network offers computational
advantages over the brute-force search method. As an extension, we propose a novel
side-information free codec, where the inter-sequence correlations can be learned by
a differently trained network based on the current sequence to predict reasonably
good parameters for coding the next sequence. As another extension, we introduce a
variable feature combination architecture, where problem specific heuristics such as
the sample means can be incorporated to further improve the estimation accuracy.
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1.4.2

Filter-based Concatenated Shallow Neural Network (CSNN) for
Predictive Lossless Compression
We propose an adaptive prediction algorithm based on concatenated shallow

neural networks (CSNN). The neural networks are capable of extracting both spatial
and spectral correlations for accurate pixel value prediction. Unlike most of neural
network based methods reported in literature, the CSNN was designed as an adaptive
prediction filter rather than a training-based network, thus the model need not be pretrained before they are used for pixel value calculation. To the best of our knowledge,
this might be the first neural network based method requiring no training proposed
for hyperspectral data compression.
The shallow two-hidden layer structure of the proposed model is capable of
capturing both spatial and spectral correlations to provide more accurate pixel prediction, with only a few contexts from four previous bands. Consequently, computational
complexity is much lower than other deep learning based methods. Simulations on
some commonly used hyperspectral datasets and the standard CCSDS test datasets
show that the proposed approach attains significant improvements over several other
state-of-the-art methods, including the standard CCSDS-123 compressor.

1.5

Outline of Dissertation

This section describes the outline for this dissertation. Chapter 2 provides
background material including a literature review and a general description of the
key techniques used in this dissertation.

12

The following chapters contain the theoretical analysis and detailed description
for the proposed methods presented in this dissertation. Chapter 3 provides a more
formal analysis of the research problems. Chapter 4 introduces the proposed filtering
concatenated shallow neural networks (CSNN) for prediction. Chapter 5 introduces
deep belief network based universal Golomb-Rice parameter estimation method.
The last chapters describe the simulations and results. Chapter 6 describes the
various data sets and experimental design used in dissertation. Besides, Chapter 6 also
presents the results of the simulation and evaluates the performance of the proposed
methods. Chapter 7 gives the concluding remarks including a summary of the results
and suggestions for future research.
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CHAPTER 2

BACKGROUND AND LITERATURE REVIEW

Enormous efforts have been made to improve the compression performance
of hyperspectral images. The existing compression algorithms can be classified into
two mainly categories: transform-based compression and predictive-based compression. Although they employed different approaches to reduce the redundancy, both
of two categories aimed to exploit the relations in spectral and spatial dimension.
For transform-based methods, the problem of appropriate signal representation for
transform coding is equivalent to the feature extraction problem in statistical learning [46]. The basic transform-based approaches such as Discrete Wavelet Transform
(DWT) [47–50] and Principal Component Analysis (PCA) [51–53] are widely applied to hyperspectral image compression due to their excellent performance. Most
of transform-based methods are lossy or near-lossless, but they can extend to lossless
compression with some modifications.
On the other hand, predictive-based compression approaches are mainly designed for lossless compression [54]. The prediction-based solutions take advantage of
the inter-band and intra-band correlations to accelerate a precise prediction [55, 56].
Note for lossless compression, the residuals need to be coded by an entropy coder. The
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existing coding methods such as Huffman code [57], Arithmetic code [58], GolombRice code [41] and their variations have been widely used to both hyperspectral image
and natural image compression. This dissertation is mainly focused on predictive lossless compression followed by a Golomb-Rice codec.

2.1

Transform-based Approaches

The transform approaches for hyperspectral image compression are based on
a redundancy reduction transform by mapping the image from time domain into
another space [59, 60]. Thus the statistical properties in the image can be better
understood and exploited. The transform in the spectral dimension is considered
crucial in coding hyperspectral images due to its significant impact on the coding
performance [61]. In general, transforms provide better exploitation of correlation,
resulting in better energy compaction and yield larger coding gain [62].
The transform-based approaches such as 3-D DWT [47, 63, 64], which apply
DWT in all three dimensions (two spatial and one spectral). [48, 49, 65, 66] apply 2-D
DWT on spatial domain while using a 1-D DWT on spectral domain. Besides the
DWT, there are many other transformation methods include Karhunen-Loeve transform (KLT) [49, 67], Discrete Cosine Transform (DCT) [68], Discrete Fourier Transform (DFT) [69]. These mentioned transform-based compression techniques can be
modified for lossless hyperspectral compression by coding the transform coefficients
and residuals. Note the commercially successful industrial standards for image compression (JPEG standard) [70, 71] and video compression (MPEG standard) [72, 73]
also employ transform based compression.
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In particular, Principal Component Analysis (PCA), which is the optimal
decorrelating transform for Gaussian sources, has been widely applied to multicomponent images [74, 75]. PCA is a data dependent transform, entailing the need to
compute it for each individual image before its application. Its computational complexity is substantial due to the covariance matrix calculation, the extraction of eigenvectors, and the matrix factorization. A number of approaches have been proposed
to reduce the computation complexity of PCA while minimize the degradation in
coding performance [49, 76]. Also, variations of PCA such as clustered PCA [77, 78]
and multiple pairwise PCA [79] provide some amount of component scalability.
Regression Wavelet Analysis (RWA) has been introduced recently [80,81]. This
transform can be seen as a predictive algorithm to reduce redundancy after wavelet
analysis has been performed in the spectral dimension of hyperspectral images. The
RWA approaches share the principle properties of DWT such as component scalability
and low complexity, but greatly reduce the statistical relations in the residuals [80].
The RWA approaches yield the state of the art performance to that of the best
comparable spectral decorrelation techniques such as PCA.

2.2

Prediction-based Approaches

Prediction-based lossless compression approaches take advantage of the strong
correlation of image signals. The current pixel intensity is estimated by elected context, and the prediction error is encoded by an entropy coder. The lossless compression of hyperspectral images has been performed very successfully using predictionbased methods. Context-based Adaptive Lossless Image Codec (3D-CALIC) [82]
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and its variant M-CALIC [83] consider both interband and intraband correlations
to reduce prediction errors. The Lookup Table (LUT) approach in [84] exploits the
calibration-induced data correlation specific to hyperspectral imagery to facilitate
accuracy prediction. This scheme was enhanced by a Locally Averaged Interband
Scaling (LAIS-LUT) approach using a band adaptive quantization factor [85].
Low-complexity filter-based compressors, such as the Fast Lossless (FL) [42]
and Spectral-Oriented Least Squares (SLSQ) [86], utilize linear models to decorrelate
the co-located pixels from different spectral bands. An optimized version of the Fast
Lossless (FL) algorithm developed by the NASA Jet Propulsion Laboratory (JPL) has
been selected as the core predictor in the new Consultative Committee for Space Data
Systems (CCSDS) standard for multispectral and hyperspectral data compression
[87]. Besides, traditional Wiener filter, Kalman filter and least mean square filter, were
adopted for hyperspectral image compression. Examples include the Backward Pixel
Search (BPS) [88], Kalman Spectral Prediction (KSP) [89] and Maximum Correntropy
Criterion based Least Mean Square (MCC-LMS) [36] algorithms. Similar to linear
predictors, nonlinear predictors such as Context-based Condition Average Prediction
(CCAP) [90] and Two-Stage Prediction (TSP) [91] also have brought improvement
in compressed bit rates.
High-complexity compressors such as Clustered Differential Pulse Code Modulation (C-DPCM) has been studied in [92], which partitions the data into several
clusters with similar statistics and applies separate least-square optimized linear predictors to different clusters. [93] presents an Adaptive Prediction Length C-DPCM
(C-DPCM-APL) method, which is a brute-force variant of the C-DPCM approach,
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in that the number of previous bands selected for prediction was determined by a
brute-force search ranging from 10 to 200 bands in steps of 10. Other two C-DPCM
variants also use a large portion of previous bands for prediction, including the Spectral Relaxation Labeled Prediction (S-RLP) and Spectral Fuzzy Matching Pursuits
(S-FMP) in [94]. However, the computational complexity of these clustering-based
compressors are very high.
Recently, Deep learning based approaches has been widely utilized to predictionbased lossy and lossless hyperspectral data compression. For lossy compression,
[95–98] focused on design deep networks to reconstruct the original imagery with
a reasonable loss of information. Those models have an encoder-decoder structure,
where representative features are usually extracted by Autoencoder network (AE) or
Convolution Neural Network (CNN). [99] proposed a new onboard CNN lossy compressor, where the neural network is pre-trained on other datasets on a ground-based
setting. For lossless compression, deep neural networks [100, 101] and recurrent neural networks (RNN) [102] have been proposed to compress the hyperspectral data by
appropriately training the networks.

2.3

Entropy Coding

To achieve lossless compression, coding methods are often used, where the
residuals resulting from pixel predictions are usually compressed by an entropy coder.
For example, the Huffman code [57], arithmetic code [58], block-adaptive code [103],
adaptive run-length code [104] and Golomb-Rice (GR) code [40] have been widely employed. Specifically, the Huffman code estimate probability or frequency of occurrence
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for each possible value of source symbol. Different from Huffman code, the arithmetic
code encodes the entire message into an arbitrary precision fraction ranges from 0.0
to 1.0. The block-adaptive code partitions residuals into blocks and selects the coding method for each block based on the block’s contents. The adaptive run-length
code stores consecutive data elements as a single data value and count, which makes
it useful on data that contains many such runs. The Golomb-Rice (GR) code has
been used to compress data source following a Laplacian distribution or a generalized
Gaussian distribution, thus it is optimal for geometrically distributed source [40, 41].
Parameterized with a single integer (the coding parameter), GR codes are popular
owing to their simplicity and minimal memory capacity requirement [45].
Several lossless compressors for digital audios, such as the Shorten [105],
MPEG-4 ALS [72], use GR codes in their linear prediction schemes. Besides, some
well-known image compression methods such as the LOCO-LS [86], SA-JPEG2K [55],
Context-based Conditional Average (CCAP) [90] use GR codes for residual coding
following the pixel prediction stage. In particular, GR codes have been adopted in the
Fast Lossless (FL) [44] method in the Consultative Committee for Space Data Systems
(CCSDS) standard for Multispectral and Hyperspectral Data Compression. Besides,
variations of GR codes such as adaptive GR codes [106], modified GR codes [107]
and separate GR [33] codes have been proposed to improve the compression performance. In particular, seperate GR codes have been successfully adjusted for lossless
hyperspectral dataset compression with a two-stage predictive coding scheme [33].
As we discussed before, the efficiency of GR heavily depends on the accuracy
of coding parameter estimated from input data samples, with the assumption that the
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residuals tend to follow the geometric distributions [45]. The existing GR parameter
estimation methods [42,43,108] rely on the underlying distribution might suffer a loss
in compression coding if the predicted residuals deviate from the perfect geometric
distribution.
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CHAPTER 3

PROBLEM ANALYSIS

Chapter 1 and Chapter 2 give the basic concept of hyperspectral imagery and
lossless compression. It is well-known that the basic idea of lossless compression of
hyperspectral imagery is to exploit the spatial and spectral correlations, aimed to
reduce signal redundancies by using transform or prediction. To achieve an accurate
pixel value prediction, selecting the context which is strongly correlated to the current
pixel is important. In this chapter, we explain in details how to select the context to
achieve more accurate prediction. Then the problem of predictive lossless compression
of hyperspectral image is analyzed using the information theoretic metric. For entropy
coding using Golomb-Rice code, we introduce conventional mathematical approaches
to estimate the GR coding parameters. We also discuss the advantages and drawbacks
of the existing solutions.

3.1

Context Selection and Prediction Performance Analysis

In is well known that hyperspectral images have strong spatial and spectral
correlations across spectral bands. Figure 3.1 shows three consecutive spectral bands
of “Indian Pines” data set. It is clear that those three bands possess high similarity
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(a) Spectral band 50th .

(b) Spectral band 51th .

(c) Spectral band 52th .

Figure 3.1: Three consecutive spectral bands (50th ,51th ,52th ) of “Indian Pines” (IP)
hyperspectral dataset.

which can translate to strong spectral correlations. Besides, spatial dependency existing in spectral bands can be exploited to achieve better prediction as well. Thus, we
combine the spectral contexts and spectral contexts to predict combine pixel values.
For a hyperspectral image, let sx,y,z denote the pixel value at line x and column
y in band z of a hyperspectral image cube. Rather than directly encoding the value
of sx,y,z , a predictive compression algorithm uses previously decoded pixel values to
compute a predicted pixel value sbx,y,z . Then the prediction residual, (sx,y,z − sbx,y,z ),
which is the difference between the actual pixel value and its estimate is encoded
losslessly using an entropy coder.

3.1.1

Context Selection
The predictor attempts to exploit correlations between the contexts and the

current pixel value. Thus, the first step is to select the contexts appropriately. Typically, the neighboring pixels tend to have correlations. Considering the fact that
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Previous Bands

Current Band

Figure 3.2: An example of context selection scheme for predicting the current pixel
(in red), which consists of spatially neighboring pixels from the current band and two
previous bands (in blue), as well as spectrally co-located pixels from the four previous
bands (in green).

spectral correlations tend to be much stronger than spatial correlations, the FL [42]
and MCC-LMS [36] methods use only spectral contexts, while CCAP [90], TSP [91]
and M-CALIC [83] methods combine spatial context with spectral context for prediction. Following the practice in [42], as a pre-processing step, we perform a simple
local averaging to better exploit the spatial correlations as follows:

sx,y,z =

1
(sx−1,y,z + sx−1,y−1,z + sx,y−1,z + sx,y+1,z )
4

(3.1)

Figure 3.2 shows an example of context selection. The spatial context was
selected from the current band and two previous bands. For each band, four neigh-
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boring pixels are reshaped into a 1-D vector {sx,y−1,z , sx−1,y−1,z , sx−1,y,z , sx−1,y+1,z }.
Thus, the combined spatial context, denotes as Ct , is a 3 × 4 matrix. Besides, four
pixels from previous bands co-located with the current pixel are chosen as the spectral
context, denotes as Cl = {sz,y,z−4 , sx,y,z−3 , sx,y,z−2 , sx,y,z−1 }.

3.1.2

Prediction Performance Analysis
The performance of the prediction based algorithms largely depends on the

choice of the context. Information theoretic analysis can provide an upper bound on
the amount of compression achievable based on the specific context. The analysis
employs the concept of conditional entropy, as a measure of information gain, based
on a simple model of prediction process [109].
Let Xi be a two-dimensional spectral image of the hyperspectral dataset, and
i ∈ {1, 2, ..., K}, where K is the total number of spectral bands in the data cube.
We reshape the pixel values of Xi into a vector, then the occurrences of pixels in
the vector can be viewed as a random process. For a hyperspectral image having
16 bits/pixel, the first order statistical properties of Xi is defined in terms of the
probabilities pj = P (x = j), j ∈ φ, where φ is the set of distinct pixel values in Xi ,
with the range [0, 216 − 1]. Then the entropy of the source can be written as [110]:

H(Xi ) = −

X

pj log2 pj ,

(3.2)

j∈φ

where H(Xi ) is the minimum bit rate that lossless compression can possibly achieve
using an ideal entropy coder.
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The information gain of Xi can be further reduced by exploiting the first-order
statistical information of contexts. The entropy scheme H(Xi ) can be easily extended
to conditional entropy of band Xi given spatial context Ct and spectral context Cl :

H(Xi |Ct , Cl ) = −

X



pj|Ct ,Cl · log2 pj|Ct ,Cl ,

(3.3)

j∈φ

where pj|Ct ,Cl is the conditional probability pj|Ct ,Cl = P (x = j|Ct , Cl ). By applying
the chain rule, the conditional entropy can be further rewritten as:

H(Xi |Ct , Cl ) = H(Xi , Ct , Cl ) − H(Ct , Cl ).

(3.4)

The conditional entropy gives the minimum achievable bit rate of Xi , given the context
Ct and Cl . In general, by exploiting the spectral and spatial correlation, we will have
H(Xi |Ct , Cl ) < H(Xi ).
In practice, as stated in [89], the conditional entropy estimation becomes very
inaccurate when two or more previous bands are used for prediction. It is because the
conditional entropy has to estimate the joint entropy by calculating the occurrence
frequencies on a very large alphabet space, i.e., (216 )

Nl +Nt +1

in our case, where Nt and

Nl is the number of bands used for selecting spatial and spectral context. As a consequence, a band might not contain enough pixels to provide statistically meaningful
estimation of the probabilities. [89] proposes to use the bit-planes of Xi as a set of 16
binary sources to greatly reduce the alphabet size. However, results obtained from
the binary source might not be representative of the actual alphabet sources, since
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the correlations between the bit-planes cannot be ignored. To solve this problem, we
propose to use a neural network to extract the features from the selected contexts,
which are more representative of the context sources.

3.2

Entropy Coding Approach

The geometric distribution has been employed to model residuals resulting
from prediction of pixel values from their causal context, a technique widely used in
many predictive coding schemes for lossless data compression, where the prediction
residuals are usually mapped to non-negative integers before applying the GolombRice code [45].

3.2.1

Introduction of Golomb-Rice Code
A source X of non-negative integers with geometric distribution can be de-

scribed as follows:
P (X = k) = (1 − p)pk

(3.5)

where p ∈ [0, 1], and k is any non-negative integer. Suppose the data are drawn by
the random variable X with the probability mass function in Equation 3.5. It can be
shown that the expected value of X is given by:

E(X) =
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p
.
1−p

(3.6)

In actual coding, E(X) can be approximated by the sample mean Ê(X) of all the
data samples to be coded. It follows that

p'

Ê(x)
1 + Ê(x)

.

(3.7)

For a given p, the minimal code length could be achieved by selecting a coding parameter m as follows [111]:


m = log2

log(1 + p)
−
log p


,

(3.8)

which plays an essential role in Golomb-Rice coding process below:
(1) Represent a non-negative integer to be coded as n = mq + r, where q is the
quotient of n/m, and r is the remainder.
(2) Write q 1’s following by a 0. This is known as the unary code.
(3) Write s = log2 m bits as the binary representation of r, which is known as the
binary code. Note here m is power of two.
(4) Consequently, n is coded as as binary sequence with log2 m + q + 1 bits.

3.2.2

Existing Parameter Estimation methods
While in principle the entire chunk of input data can be coded with one single

parameter m, to better adapt to the local statistics of the input data, in practical
implementations, we often partition the whole chunk of data into equally sized segments, with each segment being a sequence of prediction residual values to be coded
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with the same parameter m. Data partitioning can also avoid long processing delays.
Thus coding parameter estimation is performed for each shorter sequence of residuals.
Note the a proper choice of the length of these sequences is typically determined by
trial and error in the literature [42, 43, 86, 108]. Our study shows that parameter estimation accuracy is very sensitive to the varying length of residual sequences. Thus,
we propose to study in more depth the relationship between the length of residual
sequence and the accuracy of the parameter estimation. While modified Golomb-Rice
codes have been proposed to remedy the problem of insufficient statistics [44] by using
more complex data source modeling [111], we propose a more universal solution of
using deep learning from the data, which turns out to provide more robust parameter
estimation, as discussed in Chapter 5.
To the best of our knowledge, there are three existing coding parameter estimation methods that represent the state of the art in terms of estimation accuracy.
Among these methods, the Method 1 [42] uses the following formula:

 µ m
 l
,
m = max 0, log2
2

(3.9)

where µ is the arithmetic average of the residual sequence to be coded, which is also
used by the Method 2 [43]:
$
m = max 0, 1 + log2
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log(φ − 1)
µ
log( µ+1
)

!%!
,

(3.10)

Figure 3.3: Histogram of the 40th prediction residual segment from the dataset
“Pavia University”. Note that the Fast Lossless (FL) algorithm was used to generate
the residual sequences.

√
where φ denotes the Golden Ratio ( 5+1)/2. Similarly, Method 3 in [108] estimates
the parameter using:


 
0.6
m = max 0, log2 (µ) − 0.05 +
.
µ

(3.11)

All these three methods are based on the assumption that the underlying distribution of the data is geometric distribution. Nevertheless, the actual prediction
residuals could deviate from a prefect geometric distribution due to the presence of
impulsive noise in the hyperspectral image. Deviations from the geometric distribution can be seen from some representative data histograms shown in Figure 3.3 and
Figure 3.4. The residual data histograms shown in Figure 3.3 indicate that some
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Figure 3.4: Histogram of the 5000th prediction residual segment from the dataset
“Pavia University”. Note that the Fast Lossless (FL) algorithm was used to generate
the residual sequences.

residuals of hyperspectral images have distributions that look more like a mixture of
two distinct geometric distributions rather than a single geometric distribution. This
might be caused by hard-to-predict edges, contours or corners in the original images.
Figure 3.4 shows more deviations from the standard geometric distribution, due to
the presence of impulsive noise in the hyperspectral images.
To address the above issues, we propose a universal Golomb-Rice coding parameter estimation method using machine learning, which does not rely on any assumption on the distribution of the input data. Detailed description of the proposed
method is given in Chapter 5
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CHAPTER 4

CONCATENATED SHALLOW NEURAL NETWORK (CSNN) FOR
HYPERSPECTRAL IMAGE COMPRESSION

The proposed approach was motivated by the state of the art CCSDS-123
standard onboard compressor [87], which has been proved very efficient in lossless
compression [42, 87]. In CCSDS-123, the core algorithm FL is mainly a gradientbased adaptive filter. The predicted value sbt and error ∆t can be expressed as:
sbt = WtT Ut ,

(4.1)

∆t = st − sbt ,
where the Wt and Ut is weight vector and input context vector, then the weight vector
was updated adaptively based on the ∆t :



Wt+1




1
sgn [∆t ] · 2−(ρt +ζt ) · st + 1
= clip Wt +
2


,

(4.2)

where ρt and ζt are user-specified weight exponent offset parameters, more details can
be found in [87].
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Our main idea is to improve the traditional gradient-based adaptive filter with
a neural network. We recognize the fact that the training of neural network can be
interpreted as a nonlinear filtering procedure, compared to the FL algorithm. The
corresponding prediction value and error can be rewritten under a neural network
setting:

sbt = Fnet (Ut ) ,

(4.3)

∆t = Floss (st , sbt ) ,
the Fnet and Floss is the designed network and the loss function. Then weights and
bias is updated by stochastic gradient decent with a small learning rate:

Wt+1 = Wt − η

∂∆t
.
∂Wt

(4.4)

As we can see, the prediction and the updating scheme of neural network are very
similar to the FL algorithm. THis indicates that the neural network can be adjusted
to a nonlinear adaptive filter.
With onboard data compression (where there are limited data for pretraining
the network) in mind, we propose a filtering-based concatenated shallow network
(CSNN) for predictive lossless compression. The CSNN behaves as an adaptive filter,
which updates the network parameters on-the-fly with the incoming input vector.
Specifically, input samples flow through the network once with a zigzag order, the
prediction error of each sample is recorded simultaneously for further mapping and
entropy coding. The weights and biases are adjusted for each instance according to
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the prediction error. Algorithm 1 provides more details of the proposed adaptive
scheme.
Algorithm 1 Algorithm for filtering based CSNN adaptive prediction.
1: Initialize the neural networks.
2: Calculate the local sample mean using Equation 3.1.
3: for t = 1:N do %% N is the number of data
4:
Select the spatial and spectral contexts Ct and Cl , and prepare the data pair
{(Ct , Cl ) , sx,y,z }.
5:
Extract spatial and spectral features Ft and Fl from the contexts using onelayer shallow neural networks.
6:
Concatenate the features: F = [Ft , Fl ].
7:
Predict the pixel values based on F using Equation 4.7.
8:
Calculate and record the prediction error ex,y,z for further mapping and coding.
9:
Calculate the weight updates ∆w using Equation 4.9.
10:
Adjusting the parameters: w = w + ∆w.
11: end for

We design the prediction method in such a way that training procedure associated with most conventional neural networks based algorithms is not required.
The filtering-based network aims to get the losses of each input sample rather than
a well-trained network. Also, training a neural network relies on the availability of
large amount of training data, as well as an iterative optimization process of high
computational complexity. In contrast, the proposed method filters each input sample only once, with a zigzag scanning order band by band. Thus, the computational
time of filtering-based network is significantly lower than training-based network. In
a nutshell, the filtering-based CSNN provides an universal solution for all types of
hyperspectral datasets, without any training or prior knowledge needed.
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Hyperspectral
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Entropy Coding

Prediction Error
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Spectral linear
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Spatial context

Spectral context
Spectral weight adaptation

Figure 4.1: Framework of the proposed method.

4.0.1

Concatenated Shallow Neural Network (CSNN)
Figure 4.1 illustrates the framework of the proposed method. The processing

flow of the proposed method consists of two channels, i.e., the spatial channel and
spectral channel. Both channels extract representative features from the corresponding contexts. The features from these two channels are then combined to obtain the
final predicted pixel values.
The spatial contexts and spectral contexts tend to correlate with the current
sample pixel to be predicted in a very different way. Conventional prediction methods
either directly combine these two types of contexts, or use the spectral contexts only.
In this work, we introduce two parallel shallow neural networks to learn the spatial
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Context
Input Layer

Hidden Layer

Output Layer

Figure 4.2: One hidden-layer shallow neural network.

and spectral correlations separately, in light of the ability of neural networks to handle
many ill-posed tasks.
Figure 4.2 shows the structure of the network, where the hidden layer contains
five neurons. To extract spatial correlations, the SNN converts the input context into
a series of feature maps via a non-linear process,

Ft = ReLU (wt · Ct + bt ) ,

(4.5)

where Ft is the extracted spatial features, and wt and bt denote the corresponding
weight and bias. A Rectified Linear Unit, ReLU = max (0, x), is used as the activation

35

function for spatial SNN. In this work, a 3 × 4 spatial context matrix is converted to
a 1 × 8 feature vector by means of a hidden layer with eight neurons.
For the spectral channel, a similar shallow neural network structure is used for
extracting the spectral feature, however, the ReLU activation function is not used
here to obtain the spectral feature Fl below, based on our observation in extensive
empirical study that the spectral contexts tend to be correlated in a less non-linear
fashion than the spatial contexts.

Fl = wl · Cl + bl .

(4.6)

Similarly, wl and bl in the equation above denote the corresponding weights and
biases.
Note that shallow (one-layer) neural networks are employed for both channels
as opposed to deep neural networks. Although deep networks are capable of capturing
high-dimensional features, they might suffer from the overfitting problem. To predict
a spectral band whose context changes rapidly, optimization of the deep network
might be trapped by local optima and thus fail to react promptly. Besides, since a
large number of the weights and biases need be adjusted by prediction errors using
backpropagation, training of deep network may be too computationally complex to
make real-time onboard compression possible.
The extracted features from two channels are concatenated together denote
as F = [Ft , Fl ]. The combined features jointly decide the final predicted pixel value
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with a linear output layer,
sb = wf · F + bf

(4.7)

where wf and bf are the weights and biases for the final layer. Figure 4.3 shows the
first-order entropies of the prediction residuals for a segment of the IP dataset, with
the joint spatial/spectral contexts and spectral contexts only, respectively. We can see
that combined contexts allow for more accurate prediction (i.e., low entropy values).
The improvement on prediction is especially pronounced for band images with large
pixel-intensity variations, for example, entropy reduction by 0.6 bit for band 148 and
0.9 bit for band 154.
The CSNN is a typical end-to-end fully connected neural network, with the
weights and biases being updated by the Adadelta optimizer [112] with the L1 loss
function:
LF =

N
1 X
|sx,y,z − sbx,y,z | ,
N n=1

(4.8)

Note that the L1 loss function was adopted since our study found that it
can lead to lower residual entropies than the L2 loss function, which favors quality
assessment based on the mean square errors. If we set gt =

∂LF (t)
∂wt

as the gradient of

the parameters at t-th input data, the update ∆wt can be computed:

∆wt = −

RM S[∆wt−1 ]
· gt ,
RM S[gt ]
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(4.9)

Figure 4.3: Entropy of the prediction errors across spectral bands 100 to 160 of
the IP dataset, using the proposed concatenated contexts (in red) and the spectral
contexts only (in blue) for prediction.

RMS is the root mean square, which defined as RM S[gt ] =

p
E[gt2 ] + , the E[gt2 ] is

an exponentially decaying average of the squared gradients:

2
E[gt2 ] = ρE[gt−1
] + (1 − ρ)gt2 ,

(4.10)

where ρ is a decay constant and  is added to numerator RMS to ensure progress
continues to be made even if previous updates become small. We set ρ = 0.95 and
 = e−6 in the simulations.
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4.0.2

Entropy Coding
After prediction, all the residuals are mapped to non-negative values [44] and

then coded into bitstream losslessly using a Golomb Rice (GR) codec [41]:

f (n) =






2n,

n≥0
(4.11)



−2n − 1, n < 0
where n refers to the value of the prediction residual. Note GR code is selected as
the entropy coder due to its computational efficiency. We observed that arithmetic
coding [58] can offer slightly lower bitrates, albeit at a much higher computational
cost.
Besides the GR codewords, there is other side information that needs be transferred to the decoder in order to recover the original data losslessly. For example, the
weights and biases that initialize the neural networks need to be encoded too. Since
we use a shallow neural networks with less than 20 neurons, such side information
becomes negligible and thus it is not included in the total bit rates reported in the
following.
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CHAPTER 5

GOLOMB-RICE CODE PARAMETER ESTIMATION USING DEEP
BELIEF NETWORK (DBN)

Our goal is to improve the estimation accuracies of the existing methods,
which are limited by the assumption of geometric distributions. To this end, we
propose a more universal method by training deep neural networks [24, 38, 113] to
automatically extract important features from the input data sequences for an optimal
coding parameter selection. Once fully trained, the deep neural network can be used
to analyze the new input data and select the best coding parameters to compress the
data. The novelty of our method lies in its treatment of the parameter estimation
problem as a pattern classification problem.
Specifically, we employ the Deep Belief Network (DBN), which has been used
in solving pattern recognition problems such as image recognition [114] and speech
recognition [115]. DBN is a probabilistic generative graphical model that has multiple
layers of stochastic, latent variables. The DBN could be viewed as a composition of
several simple learning models, each of which is a restricted type of the Boltzmann
machine (RBM) [39]. A Restricted Boltzmann Machine contains a visible layer as well
as a hidden layer that capture features of the input data, and there are no connections
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within a layer. Deep belief network uses an efficient, greedy learning algorithm [116]
to learn the top-down, generative weights layer by layer. Weights in one layer depend
on the weights in the layer above. After learning, the values of the latent variables
determine the generative weights of each layer in a reversed direction. Discriminative
fine-tuning is carried out by adding a final layer of variables that represents the desired
outputs. We use a softmax layer for this purpose. After backpropagating the error
derivatives and fine-tuning all of the weights, the discriminative performance of the
whole network greatly improves. Figure 5.1 shows the four-layer DBN structure for
parameter estimation used in our work. We can see that RBM is a two-layer network
with fully connected visible and hidden units. Note there are no hidden-to-hidden
unit or visible-to-visible unit connections.
Contrastive divergence (CD) was proposed in [117] for training restricted
Boltzmann machines. Contrastive divergence solves the weight learning problem by
providing an approximation to the maximum likelihood method. In a single RBM,
the hidden unit hj is updated according to the given visible unit vi :

P (hj = 1 |v ) = σ(bj +

X

vi wij ),

(5.1)

i

where σ is the sigmoid function, bj is the bias of hj , and wij is the weight between the
hidden unit hj and the visible unit vi . Next, we update the visible unit in a reversed
direction based on the hidden units we have just calculated:

P (vi = 1 |h) = σ(ai +

X
j
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hi wij ),

(5.2)

Label Units
RBM Layer
Generative Weights

Detection Weights

RBM Layer
Hidden

RBM
Layer

Visible

Residual sequence

Figure 5.1: The architecture of the deep belief network for Golomb-Rice coding
parameter estimation.

where ai is the bias of vi . This is the so-called “reconstruction” step. After re-updating
the hidden units in parallel given the reconstructed visible units using Equation 5.1,
the weights can be updated using gradient descent as

wij (t + 1) = wij (t) + η(hvi hj idata − hvi hj ireconstruction ),
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(5.3)

where h...ip represents the averages with respect to the distribution p, η is the step
size for the gradient descent. Once an RBM is trained, another RBM is stack on top
of it, with the input of the new RBM coming from the trained layer of the previous
RBM. The new RBM is then trained with the procedure above. This whole process
is repeated until the desired stopping condition is met.
We consider the problem of parameter estimation as a supervised pattern classification problem. In practical implementations, there are only a finite number of
parameter values to choose from for Golomb-Rice codes. For example, coding an
image with 8 bits/pixel would require the coding parameter m to be chosen from
9 possible integers in the set of [0, 8]. Similarly, a hyperspectral image having 16
bits/pixel would require a slight larger set of 17 integers, [0, 16]. Therefore, we can
train a classifier, with its input being the residual data sequences, which are generated by the Fast Lossless algorithm. [44]. The corresponding label for this residual
sequence is the m value that will give the shortest Golomb-Rice codeword. In the
testing phase, we feed the new residual sequences to the classifier, which will output the best m value to code this residual sequence. If the deep belief network is
well trained, we expect the coding parameter generated from the network to yield
a good coding efficiency. Compared to three existing parameter estimation methods
discussed before, the proposed method does not require any knowledge of the underlying distribution of the input data, thereby making it a more universal method.
In the evaluation phase, the classification performance can be readily measured by
comparing the output of the network with the ground truth, which is the actual m
value that gives the shortest codewords by using Golomb-Rice code. We generate the
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ground truths by simply using the brute-force search method, which calculates and
compares the codeword lengths for all possible m values.
Note that if the brute-force search method is to be used in actual coding, the
computational cost for the brute-force search method would be significant since each
sample of the residual sequences has to be repeatedly coded many times to determine
the best coding parameter. Thus this concern gave rise to the various fast estimation
methods such as Method 1 through Method 3 discussed above. Although the search
space tends to be relatively small and there is the workaround where one can directly
calculate the codeword lengths (involving division operations that are expensive in
hardware implementation) without the need to obtain the actual codewords, the
exhaustive search would not be “smart” enough to adapt to the statistics of the input
data. This leads to lots of computation being wasted on repeated sequences or finding
the codeword lengths for those parameter values that rarely occur. In contrast, neural
networks have the capability of learning from the datasets through off-line training.
While the training can take a long time, the inference (testing) stage of the neural
network involves mainly matrix multiplications and thus runs much faster, with the
added benefit of being highly parallelizable. In next section, we describe transferable
network to significantly reduce the training time. We then compare the measured
computation times of the brute-force search method and the proposed method of
inferring the coding parameter using input sequences. Furthermore, we show how
to use the intelligence gathered by the trained network to “recommend” the best
parameter to be used for coding the next sequence, which allows for a novel side-
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information free coding scheme, where the coding parameter does not need to be
transmitted to the decoder.

5.1

Modified Deep Belief Network with Variable Features

A closer look at Equation 3.9, Equation 3.10 and Equation 3.11 reveals that the
three existing methods all rely on the parameter µ, which is the sample mean of the
residual sequence to be coded. Therefore, the sample mean as a first-moment statistic
has been recognized as a very important feature for estimating the Golomb-Rice code
parameter. However, in the deep belief network, features of the residual sequences
are automatically extracted by layers of RBM’s. We do not have a direct control over
the features that are ultimately used for pattern classification. In order to further
improve the estimation accuracy, we propose to modify the deep belief network such
that those “blindly” extracted features are now augmented with the feature of sample
mean of the input sequence. While adding noise to the weight, inputs, or hidden units
has been known to improve the performance of a neural network [118], our idea here
is different and novel in that we incorporate an additional feature that has been found
to be important to solve the specific problem we are dealing with. Figure 5.2 shows
the structure of the modified deep belief network, where the blending of the features
learned by the layers of RBM’s and the new feature of sample mean is controlled by
two coefficients K1 and K2 . We use the following equation to linearly combine the
features:
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Figure 5.2: A modified deep belief network with variable features by blending the
existing features with the sample mean.

N ew F eatures = K1 × F eatures f rom DBN
(5.4)
+ K2 × Sample M ean,

where K1 + K2 = 1. By varying the coefficient, we can fine tune the deep belief
network to further lower the estimation error rate. We tested this modified deep
belief network using the “Indian Pines” dataset. When we gradually increase K2
from 0.05 to 0.9, the error rate increases, as shown in Figure 5.3. When K2 = 0.05,
the error rate is 3.82%, which is slightly lower than 3.84% using the original deep belief
network without feature augmentation. Besides, the error rate increases rapidly when
K2 exceeds 0.5. This indicates that putting too much weight on the sample mean

46

8
7.5
7

Error Rate %

6.5
6
5.5
5
4.5
4
3.5
3
0.05

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

K2

Figure 5.3: Estimation error rate of the modified deep belief network on “Indian
Pines”.

would actually lower the accuracies of the parameter estimation. A better way to
combine the features warrants further research.

5.2

Side-Information Free Codec

To further extend the proposed framework, we propose a novel side-information
free coding and decoding scheme. By training the deep belief network (DBN) differently, the one-step correlations between neighboring sequences would be learned by
the DBN to infer a reasonably good parameter for the next sequence. More specifi-
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cally, during training, we label a sequence with the best parameter that can be used
for coding the immediately adjacent sequence to be scanned next. We thus construct
the training set consisting of 2000 sequences selected sequentially from each of the 17
categories. Once the network is trained, the encoder feeds an input sequence to the
DBN to infer a good coding parameter that will be used to code the next sequence.
Similarly, at the decoder, a sequence can be decoded and fed to the trained network to
recover the coding parameter the encoder used for coding the next sequence. Except
for coding the first sequence, there is no need to transmit those actually used coding
parameters to the decoder that works in sync with the encoder.
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CHAPTER 6

SIMULATION RESULTS

6.1

Datasets

A total of twenty-five hyperspectral image datasets are tested to evaluating
the performance of proposed methods, which include five public hyperspectral images [119] and twenty datasets from CCSDS test datasets [120]. The five hyperspectral image datasets include Indian pines (IP), Pavia University (PU), Salinas (SC),
Botswana (BOT) and Kennedy Space Center (KSC). All these datasets contain 12bits uncalibrated raw images. More detailed information of of these data sets are
given in Table 6.1. Note the Scene 5 (SC5) dataset is a self-collected hyperspectral
imagery, which well be used in Section 6.3. The data scenes of public hyperspectral
imagery can be found in Figure A.1 to Figure A.5.

Table 6.1: Detailed information of public hyperspectral image data sets.
Dataset
Size
Bit-per-pixel
IP
145 × 145 × 200
16
PU
610 × 340 × 103
16
SAL
512 × 217 × 204
16
KSC
512 × 614 × 176
16
BOT
1476 × 256 × 145
16
SC5
640 × 640 × 120
16
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Sensor
AVIRIS
ROSIS
AVIRIS
AVIRIS
AVIRIS
SOC 700

The CCSDS hyperspectral and multispectral test corpus [120] have been publicly available for hyperspectral images compression testing and evaluation. The
corpus includes images from many different instruments. To diversify the testing
datasets, we selected 20 hyperspectral datasets from instruments AVIRIS, AIRS, SFSI
and CASI for further evaluation the algorithms. Seven hyperspectral images are from
AVIRIS instrument, which includes five 16-bit uncalibrated Yellowstone scenes and
two 12-bit scenes. The AIRS instrument has ten scenes, each scene has 1501 spectral
bands and 90 lines with a width of 153. The rest three images are from instruments
SFSI and CASI. Table 6.2 provides detailed information about selected datasets. The
grayscale version of CCSDS test scenes are shown in Appendix A.

Table 6.2: Dataset information for AVIRIS, AIRS, SFSI and CASI sensors. z is the
number of spectral bands, y is the height, x is the Width. bpppc is bits per pixel per
component, raw is image type.
Instrument
AVIRIS (16 bpppc, raw)
z = 224, y = 512
x = 680

AIRS (12-14 bpppc, raw)
z = 1501
y = 90
x = 153

SFSI (12 bpppc, raw)
z = 240, y = 496, x = 140
CASI (12 bpppc, raw)
z = 72

Images
Yellowstone Scene:0, 3, 10, 11,18
Hawaii (x = 614, 12bpppc)
Maine (12 bpppc)
AIRS-gran9
AIRS-gran16
AIRS-gran60
AIRS-gran82
AIRS-gran120
AIRS-gran126
AIRS-gran129
AIRS-gran151
AIRS-gran182
AIRS-gran193
Mantar scene
CASI-t0477f06 (y = 406, x = 1225)
CASI-t0180f07 (y = 405, x = 2852)
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6.2

6.2.1

Lossless Compression Performance of the Proposed CSNN

Convergence Analysis and Parameter Sensitivity
Deep neural network is the mainstream technique for many machine learning

tasks. Despite its success, theoretically explaining why deep neural networks can be
efficiently trained in practice using simple gradient-based methods is still an open
problem. Filtering the CSNN model is similar to the training process, which requires
optimizing complex non-convex problem. Over the past few years, much research has
been devoted to this question [121–125]. Based on those existing works, we found
that the convergence of neural network is closely associated with the choice of hyperparameters such as the number of hidden layers, the number of hidden units and
learning rate. Although training a network seems intractable, [121] provides some
tricks to determine the hyper-parameters in the model.
We design a two-hidden layer shallow network with linear activation functions,
where the convergence of this structure is studied in [123] and [124]. An early convergence of filtering-based network can provide much smaller prediction loss, and lower
the compression bitrate as a return. To demonstrate the convergence of filtering-based
CSNN model, we preform the filtering CSNN on four public hyperspectral datasets:
IP, PU, SC and BOT. Figure 6.1 to Figure 6.4 showed the prediction loss in Mean
Square Error (MSE) across all the spectral bands.
Clearly, the prediction loss curves of four datasets converge to a relatively
small error value. For example, the losses of PU dataset decrease to a very low level
after filter the first 20 bands. For other datasets, even the losses fluctuate intensely
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Figure 6.1: Variation of mean square error across all the spectral bands on IP dataset
using filtering-based CSNN.

Figure 6.2: Variation of mean square error across all the spectral bands on PU
dataset using filtering-based CSNN.
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Figure 6.3: Variation of mean square error across all the spectral bands on SC
dataset using filtering-based CSNN.

Figure 6.4: Variation of mean square error across all the spectral bands on BOT
dataset using filtering-based CSNN.
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Figure 6.5: Variation of mean square error with different weight initialization values
on IP dataset using filtering-based CSNN.

in the beginning like IP dataset, have been converged to a small error after filtering
the half of data. It demonstrates the proposed CSNN model is capable of locating
the global minimum with only a single iteration on the data. It is mainly because
the similarity of data across all the spectral bands accelerate the convergence of the
model.
Another factor might influence the convergence is the initialization of parameters in the network. In our simulations, we select Xavier initialization [126], which is
one of the most common initialization methods for neural network. In Xavier, all the
weights initialize independently from a zero-mean, unit variance distribution. It is interesting to see how different weight initialization methods would affect the prediction
loss and entropy. Thus, we conduct several experiments by assigning network with
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Figure 6.6: Variation of compression bitrate with different weight initialization values on IP dataset using filtering-based CSNN.

weight values range from 0.1 to 0.9. Figure 6.5 and Figure 6.6 give the variation of
MSE and compression bitrate on IP dataset using proposed method, note the weight
parameters include the weights and biases in each layers.
We can see that the MSE and compressed bitrate are stable, for example,
the MSE ranges from 89 to 90 with different initialized weight values. The testing
results are consistent with the conclusion in [124], where gradient-based linear neural
network has strong convergence ability. It also indicates the filtering-based CSNN
are robust to the initial condition.
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6.2.2

Simulations on Five Public Hyperspectral Datasets
We select three representative adaptive filtering methods to benchmark the

proposed method:
• The conventional Least Mean Square (LMS) filter, widely used for lossless compression of hyperspectral data due to its simplicity. A simple arithmetic average
filtering is applied on full-context pixels followed by a GR coding scheme. The
LMS suffers from slow convergence on hyperspectral images of small size.
• The MCC-LMS filter proposed in [36]. It utilizes a correntropy based least
mean square filter to replace traditional LMS predictor to remedy non-Gaussian
situation. Essentially, this new predictor is believed to be a LMS with selfadjusted learning rate. The actual predictor gradually adapts the weights in
the MCC-LMS to the local statistics of the data, which provides a good solution
to model the underlying distribution of residual data. This method is denoted
as MCC-LMS [3].
• The Fast Lossless (FL) method is firstly proposed in [42], and then adopted by
the new CCSDS standard for lossless hyerpsectral data compression.
As we can see in Table 6.3, the proposed CSNN method achieves the lowest
bitrates on all five hyperspectral image datasets, where the LMS method has the
highest bitrates. Specifically, the CSNN method improves by nearly 0.2 bit/pixel
and 0.25 bit/pixel on average on the FL and MCC-LMS methods, respectively, with
more significant reduction of 0.58 bit/pixel over the LMS method. The CSNN seems
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Table 6.3: lossless compression bitrates (in bits/pixel) on five hyperpsectral data
sets.
Dataset LMS MCC-LMS
IP
6.69
6.64
PU
6.66
6.58
SAL
4.94
4.92
KSC
6.31
4.82
BOT
6.58
6.54
Average 6.23
5.90

FL CSNN
6.58
6.38
6.55
6.40
4.87
4.73
4.74
4.36
6.50
6.38
5.85
5.65

Figure 6.7: Entropy of the prediction residuals across all the spectral bands of IP
datasets

to provide more efficient compression by exploiting jointly the spatial and spectral
correlations from the contexts.
In terms of the prediction residuals, Figure 6.7 to Figure 6.11 show that the
CSNN method consistently achieves the lowest entropies on most of bands of IP, PU,
SAL and BOT datasets, with more obvious improvement for the last 50 bands. For
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Figure 6.8: Entropy of the prediction residuals across all the spectral bands of PU
datasets

Figure 6.9: Entropy of the prediction residuals across all the spectral bands of SC
datasets
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Figure 6.10: Entropy of the prediction residuals across all the spectral bands of
KSC datasets

Figure 6.11: Entropy of the prediction residuals across all the spectral bands of
BOT datasets
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example, in Figure 6.8 for PU dataset, the curves of the last 50 bands of MCC-LMS
and FL methods almost overlap, while the CSNN curve goes much lower. The curves
for the KSC dataset in Figure 6.10 exhibit significant fluctuations for all three methods. This data set contains a substantial amount of impulse noise, which might cause
many sudden change of the contexts. For example, the residual entropy fluctuates
rapidly after band 100. But still, the proposed method seems to be the most stable one among the three methods. By considering also the compression bitrates of
the KSC dataset in Table 6.3, we can see that the CSNN method has fairly robust
performance for a wide variety of contexts.

6.2.3

Simulations on CCSDS Test Datasets
A total of twenty datasets are selected from CCSDS dataset. The selected

datasets include seven AVIRIS scenes (five YellowStone scenes (YS), Hawaii and
Maine), ten AIRS scenes (AG9-AG193), and three scenes (Mantar, CASI1, CASI2)
from SFSI and CASI.
As we discussed before, transform-based methods and prediction-based methods are deemed appropriate for onboard hyperspectral image compression. We selected a total of four prediction-based lossless compressors: the LookUp Table(LUT)
[84], European Space Agency (ESA) [127], MCC-LMS [36], CCSDS-123 [87]. And
three transform-based methods: JPEG2000 [55], JPEG-LS [54], CCSDS-122 [128].
Besides the MCC-LMS which we have introduced before, other four prediction-based
methods are widely employed in onborad compression:
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• the LUT method is a single-pass sequential predictive lossless compression algorithm designed for hyperspectral images. The prediction module of the LUT
compressor has very low complexity, but prediction residuals are encoded using
an adaptive range coding approach that may have relatively high implementation complexity compared to other entropy coding methods [103].
• The time complexity of ESA compressor is very low. The algorithm design is
based on the block-based predictor, which is applied to nonoverlapping spatial
blocks of 16 × 16 samples. Each block is predicted from the co-located block in
the previous band using a least mean squares technique. An individual linear
predictor is calculated for all samples of each block, and its parameters are
encoded in the compressed images using a sample adaptive Golomb code.
• The JPEG-LS image compression standard [54] supports compression of three
dimensional images, but it is primarily designed to exploit two-dimensional
image and takes almost no advantage of similarities between adjacent spectral
bands.
• The CCSDS-123 is the state-of-the-art predictive compressor, which has been
selected as the CCSDS standard compressor for onborad compression. The
CCSDS-123 is linear prediction based compressor, relies on the spectral contexts
come from three previous spectral bands. A Golomb-Rice code is followed to
compress the prediction residuals.
Two transform-based approaches are briefly introduced below:
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• JPEG2000 [55] image compression defines a two-dimensional image coder based
on wavelet transforms and bit plane encoding. The coder is designed so that
progressive compression can be achieved by scanning wavelet-transformed image
data multiple times, with each successive scan encoding additional data that
provides a more precise representation of the image, while increasing the size of
the compressed image. This feature is well suited for lossy image compression,
but if a sufficient number of scans are performed, it can also provide lossless
compression at the expense of higher implementation complexity [103].
• The CCSDS-122 image compression shares many features with JPEG2000, including the employment of two-dimensional wavelet transforms [103]. It is
mainly designed for spaceflight implementation, thus time complexity and scan
encoding both meet the constraints of spaceflight hardware.
Table 6.4 and Table 6.5 provide the lossless coding results for all the images
in terms of the bit rate, in bit per pixel per component (bpppc). The compression
efficiency of each algorithm can be appreciated by observing the degree to which its
resulting bit rate falls below the bit depth of the original images. It can be observed
that, overall, the proposed filtering-based CSNN outperforms that state-of-the-art
methods included in the comparison.
For 16 bpppc uncalibrated AVIRIS Yellowstone scenes, the filtering CSNN
model outperforms CCSDS-123 and MCC-LMS by 0.12 bpppc and 0.17 bpppc on
average, respectively. When compared with the transform-based compression, the

62

Table 6.4: Lossless compression bitrates (in bits/pixel) for LUT, ESA, MCC-LMS,
CCSDS-123 and filtering CSNN on CCSDS test datasets.
Data set

Yellowstone scene 0
Yellowstone scene 3
Yellowstone scene 10
Yellowstone scene 11
Yellowstone scene 18
Average

Hawaii
Maine
Average

LUT

ESA

MCC-LMS

CCSDS-123 CSNN

AVIRIS 16 bpppc
6.45
6.25
6.30
6.11
5.62
5.62
6.03
5.88
6.39
6.31
6.16
6.03

6.19
6.06
5.58
5.83
6.21
5.98

6.05
5.92
5.58
5.75
6.01
5.86

AVIRIS 12 bpppc
3.38
2.94
3.15
3.51
3.07
3.16
3.44
3.01
3.15

2.62
2.73
2.68

2.67
2.75
2.71

4.67
4.63
4.80
4.72
4.64
4.82
4.53
4.80
4.83
4.72
4.71

4.22
4.20
4.38
4.13
4.29
4.40
4.14
4.41
4.43
4.42
4.30

4.09
4.04
4.27
3.97
4.17
4.28
3.96
4.32
4.29
4.29
4.17

4.84
5.08
4.96

4.86
5.18
5.02

4.68
4.90
4.79

4.81

4.67

4.54

7.15
6.93
6.23
6.80
7.22
6.87

AIRS
AIRS-gran9
AIRS-gran16
AIRS-gran60
AIRS-gran82
AIRS-gran120
AIRS-gran126
AIRS-gran129
AIRS-gran151
AIRS-gran182
AIRS-gran193
Average

5.53
5.41
5.85
5.21
5.49
5.82
5.32
5.90
6.26
5.75
5.66

4.59
4.53
4.81
4.38
4.66
4.79
4.45
4.81
4.90
4.84
4.68
CASI

casi-t0180f07
casi-t0477f06
Average

5.49
5.82
5.65

4.96
5.23
5.10
SFSI

Mantar

5.43

4.91
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Table 6.5: Lossless compression bitrates (in bits/pixel) for JPEG2000, JPEG-LS,
CCSDS-122 and filtering CSNN on CCSDS test datasets.
Data set

JPEG2000

JPEG-LS CCSDS-122

CSNN

Yellowstone scene 0
Yellowstone scene 3
Yellowstone scene 10
Yellowstone scene 11
Yellowstone scene 18
Average

AVIRIS 16 bpppc
6.65
6.95
6.47
6.83
5.80
6.16
6.27
6.48
6.71
6.94
6.38
6.67

6.70
6.54
5.93
6.36
6.76
6.46

6.05
5.92
5.58
5.75
6.01
5.86

Hawaii
Maine
Average

AVIRIS 12 bpppc
2.99
3.27
3.09
3.36
3.04
3.32

3.29
3.36
3.33

2.67
2.75
2.71

4.47
4.68
4.98
4.56
4.80
4.99
4.53
4.95
4.96
4.99
4.82

4.94
4.90
5.16
4.79
5.01
5.16
4.80
5.14
5.21
5.17
5.03

4.09
4.04
4.27
3.97
4.17
4.28
3.96
4.32
4.29
4.29
4.17

5.23
5.44
5.33

5.30
5.61
5.46

4.68
4.90
4.79

5.02

4.90

4.54

AIRS
AIRS-gran9
AIRS-gran16
AIRS-gran60
AIRS-gran82
AIRS-gran120
AIRS-gran126
AIRS-gran129
AIRS-gran151
AIRS-gran182
AIRS-gran193
Average

4.58
4.52
4.80
4.40
4.65
4.81
4.43
4.80
4.85
4.83
4.67
CASI

casi-t0180f07
casi-t0477f06
Average

5.16
5.57
5.37
SFSI

Mantar

4.56
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coding gain of CSNN is larger than JPEG2000 and CCSDS-122 by 0.52 bpppc and
0.60 bpppc, respectively.
For 12 bpppc uncalibrated AVIRIS scene Hawaii and Maine, the coding performance of proposed model is comparable with CCSDS-123. Specifically, compressed
bitrate of CSNN is 0.03 bpppc higher than CCSDS-123, but much lower than other
methods. Compared with other 12 bpppc images with different instruments, the
Hawaii and Maine scene have relatively smaller pixel values. For example, the average pixel values of Hawaii and Maine scene are 267.10 and 328.75, respectively. But
for AIRS-gran9 image, the average pixel value is 2091. It indicates that the filtering
CSNN would obtain more compression gain for images have higher pixel values. The
results are also consistent with the property of gradient-based network. The neural
network can make a quick response for large variations in the data, but the linear
predictors, such as CCSDS-123, might be more suitable for data with small values
and small variations.
For other images from AIRS, SFSI and CASI instruments, filtering-based
CSNN model also provides superior performance compared to other prominent predictive coding techniques. To summarize, The resulting coding performance suggests
that CSNN yields, overall, the best achievement as compared to other predictive-based
compressor. It offers additional desirable features such as no pre-training involved in
compression procedure, thereby making it an appealing approach for hyperspectral
image lossess compression.
Figure 6.12 shows the residual entropy variations of the “Yellow Stone” scenes.
It is interesting to observe that five distinct scenes seem to follow a similar trend –
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Figure 6.12: Entropies of prediction residuals of the proposed method on 16-bit
uncalibrated “Yellow Stone” hyperspectral datasets.

spectral bands around 160 have almost the same entropy values. This indicates the
robust prediction performance that can be achieved by jointly considering both the
spatial and spectral contexts using the proposed method. There is the potential
to use transfer learning to exploit such a similarity in order to further improve the
compression performance.

6.2.4

Computational Complexity of CSNN
The computation of the proposed CSNN method includes feed-forward prop-

agation and back propagation. Note the filtering of CSNN model is mainly implemented with multiplication of matrices. Assume there are i nodes in the input layer,
corresponding to i context pixels being fed to the network, and j and k denote the
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number of nodes in the two hidden layers, and l denotes the number of nodes in
the output layer. In a four-layer neural network, there are three weight matrices to
represent weights between these layers. For example, Wji is a weight matrix with j
rows and i columns, which contains the weights going from layer i to layer j. In a
feed forward pass, propagating a sample from layer i to layer j takes O(j · i) time
complexity, thus the overall time complexity from the input layer to the output layer
becomes O(j · i + k · j + l · k). The back propagation starts from the last layer of the
model. Similar to the feed forward pass, the time complexity of the back propagation
is given by O(l·k +k ·j +j ·i). We can see that the computational complexity of neural
network largely depends on the number of hidden layer and the amount of nodes in
each layer. The proposed shallow neural networks have only two hidden layers and
five neurons in the hidden layer. Also, as shown in Equation 4.5 and Equation 4.6,
activation function is only needed for the spatial channel, with very light computation required for the ReLU function. Besides, the matrix operations can be greatly
parallelized by GPUs to further reduce the computation time.

6.3

GR Parameter Estimation Performance of The Proposed DBN

We build a four-layer deep belief network to learn from the residual sequences.
The numbers of neurons in each layer are chosen to be 400, 200, 200, 100, respectively. Note that while this architecture is found to provide accurate parameter estimation, other architectures might provide better results. Since Gaussian-Bernoulli
RBM is mainly designed for real-valued data [24], we select the Bernoulli RBM for
non-negative data. The input residual sequences are normalized to the interval [0, 1].
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In the training phase, the deep belief network learns the distribution of residual
sequence by continuously adjusting the weights between two connected layers. To
determine the coding parameter for a new residual sequence, we feed it to the trained
network and use its output as the parameter for Golomb-Rice coding the residual
sequence.
We carried out several simulations to study the effectiveness of the proposed
method. First, motivated by the work [33,34], we used synthesized data generated by
using a certain distribution that deviates from the standard geometric distribution.
Next, we test our proposed method on four public datasets: IP, PU, SC, KSC. In
addition to these publicly available datasets, we also used a self-made hyperspectral
dataset (we named it “Scene 5 (S5)” in this paper), which was collected by filming
a scene using a SOC 700 hyperspectral imager (manufactured by the Surface Optics Corporation). See Table 6.1 for a summary of the datasets used for testing the
parameter estimation accuracies. For independent tests of the actual compression
performance, we also tested the proposed method on the 2006 AVIRIS dataset, which
is a commonly used dataset in the CCSDS test sets for evaluating compression algorithms. We evaluated how the compression performance of the proposed method
change with varying lengths of the residual sequences. The results are provided in
Section 6.3.1, Section 6.3.2 and Section 6.3.3. In Section 6.3.4, we propose a transferable network for fast estimation of the coding parameters by adjusting the learned
weights. We then compare the computation times between the testing (inference)
phase of the deep belief network and the brute-force search method. In Section 6.3.5,
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we show how to achieve side information free coding by appropriately training the
network.

6.3.1

Simulation Results on Synthesized Data
The advantage of using synthesized data is that we can vary the distribution

of the generated data sequences by mixing two distinct geometric distributions with
different mixing ratios. We first generated 15,000 data segments from the standard
geometric distribution with p = 0.5, with each segment containing 30 samples. Then,
we added more data sequences coming from another geometric distribution with p
= 0.99. These additional data sequences can be treated as “outliers” (in a relative
sense) and they range from 1% to 30% of the total number of data segments, indicating
different degrees of mixtures. Note the values of the parameters were chosen to mimic
typical scenarios encountered in predictive coding of hyperspectral data. For the
proposed deep learning method, the synthesized data were partition into two equalsize parts, one part for training and the other part for testing. A three-layer deep
belief network was used, with 200, 100 and 50 neurons in the three layers, respectively.
As shown in Figure 6.13, the proposed method has much lower misclassification rates than other three methods. We can also see that the proposed method tends
to be much more robust (with much less fluctuations than the other three methods)
in achieving high estimation accuracy. Figure 6.14 shows simulation results for longer
data sequences (with 72 samples per sequence). The geometrically distributed “outliers” range from 1% to 13% in this case. Again, the proposed method significantly
outperforms the other three methods. Note that the rankings of the other three meth-
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Figure 6.13: Results on synthetic data with 30 samples per sequence.
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Figure 6.14: Results on synthetic data with 72 samples per sequence.
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ods keep changing with varying outlier percentages and sequence lengths, implying
that these existing methods do not adapt well to changing input data statistics.

6.3.2

Simulations on Real Hyperspectral Image Datasets
There are several state-of-the-art lossless predictive compression algorithms,

e.g., the shape-adaptive JPEG 2000 [55], the Least Mean Square Algorithm (LMS)
[32], and the Fast Lossless algorithm (FL) employed by the standard for multispectral and hyperspectral data compression [44]. We chose the FL method to generate
residual sequences mainly due to its low computational complexity. Next, we need
to decide on the length of the residual sequences, from which we estimate the coding
parameter for the Golomb-Rice code. As we discussed before, if the length of each
residual sequence is too small, existing parameter estimation methods based on sample mean might become inaccurate due to lack of statistical significance. However,
if the sequence becomes too long, there will be a large coding delay [34]. Here we
partition the entire chunk of residual data into shorter sequences of various lengths
(e.g., 30, 72 and 145 data samples) to study how the estimation accuracy will change
accordingly.
Let us take “Indian Pines” as an example. The length of the sequence is
chosen to be 145 samples, then we can simply treat each row of a spectral band
image as a single data sequence, since the IP has 145 columns. A dataset with 200
spectral bands corresponds to a total of 29, 000 = 145 × 200 data sequences, thereby
ensuring enough data samples would be available for both training and testing of the
deep belief network. We selected the residual sequences from the first ten bands for
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Figure 6.15: The number of residual sequences for each class.

building up the training set, with the residual sequences from the rest of the bands
being used for testing. Since each pixel in IP has 16 bits, there will be a total of
17 possible classes, {0, 1, · · · , 16}. However, only eight classes ({2, 3, · · · , 9}) showed
up in the ground truth, whereas the remaining coding parameters were never chosen
due to their inferior coding efficiency than the parameters falling in the set of eight
winning classes. When it comes to separating the whole chuck of residual data into
shorter sequences, e.g., 30 samples per sequence, the residual data of each band will be
partitioned into more sequences than the previous length of 145 samples. If necessary,
we would truncate a trailing sequence such that all data samples within a sequence
come from the same spectral band.
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We also gave a special attention to the issue of balancing the number of samples
used to training the deep belief network for each class. Figure 6.15 shows the number
of residual sequences of Indian Pines for each class, where the sequence length is
145. We can see that the number of training samples for class No. 3 is significant
larger than other classes, which could lead to classification accuracies more biased
towards class No. 3. To address this issue, we reduced the number of data samples
for class No. 3 to make the training data more equally distributed. Also, for large
hyperspectral datasets such as KSC and S5, if the entire chunk of residuals were
partitioned into sequences of 30 samples, there are 1,638,400 residual sequences for
S5 and even more sequences for KSC. To avoid exceedingly long training time, we
selected 50,000 sequences from the first five bands for training, and the remaining
sequences for testing the deep belief network, which has four layers with 400, 200,
200, 100 neurons in each layer, respectively.
We compared the proposed methods with three existing parameter estimation
methods, namely, Method 1, Method 2 and Method 3, corresponding to Equation 3.9,
Equation 3.10 and Equation 3.11, respectively. Results in Table 6.6 show that the
proposed method has the lowest estimation error rates than the other three methods,
among which Method 1 seems to have the highest estimation error rates. This means
that the proposed deep learning method is effective in increasing the accuracies of
these existing parameter estimation methods. We then conducted similar simulations
on shorter residual sequences with 30 samples and 72 samples per sequence, respectively. For very short sequences (with 30 samples per sequence), we adjusted the
configuration of the deep belief network to 200-100-50-20, in terms of the number of
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Table 6.6: Estimation Error Rates With Three Different Sequence Lengths.
Dataset Method1 Method2 Method3
Sequence Length = 145
IP
6.21%
4.28%
4.33%
PU
4.86%
3.17%
3.21%
SAL
5.13%
3.84%
3.59%
KSC
11.85%
4.39%
4.44%
S5
4.55%
4.55%
4.69%
Sequence Length = 72
IP
6.46%
5.28%
5.30%
PU
5.67%
4.27%
4.32%
SAL
5.56%
4.74%
4.57%
KSC
13.97%
5.52%
5.58%
S5
5.18%
4.96%
5.08%
Sequence Length = 30
IP
8.61%
7.86%
7.98%
PU
8.99%
7.74%
7.64%
SAL
8.01%
6.74%
6.49%
KSC
14.51%
7.52%
7.58%
S5
8.18%
7.46%
7.32%

Proposed
3.82%
2.54%
2.73%
4.02%
3.16%
4.71%
4.08%
3.52%
4.02%
3.67%
5.32%
4.92%
4.02%
4.31%
3.89%

neurons in each layer. For sequences with 72 samples per sequence, we use the same
configuration for the deep belief network as the case of longer sequences (with 145
samples per sequence). Table 6.6 show that the proposed deep learning method consistently outperforms the other three methods with different sequence lengths. This
is especially true when the sequences are short (e.g., with 30 samples per sequence),
the other three methods would yield error rates ranging from about 6.5% to 14%,
whereas the proposed method can achieve error rates below 5.4%.
To visualize the comparisons, Figure 6.16 to Figure 6.20 showed how the estimation error rates of the five hyperspectral datasets change with increasing sequence
lengths. The proposed method again achieves the lowest estimation error rates among
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Figure 6.16: Estimation error rates of IP hyperspectral dataset as a function of the
lengths of the residual sequences.
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Figure 6.17: Estimation error rates of PU hyperspectral dataset as a function of the
lengths of the residual sequences.
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Figure 6.18: Estimation error rates of KSC hyperspectral dataset as a function of
the lengths of the residual sequences.
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Figure 6.19: Estimation error rates of SC hyperspectral dataset as a function of the
lengths of the residual sequences.
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Figure 6.20: Estimation error rates of S5 hyperspectral dataset as a function of the
lengths of the residual sequences.

all the methods. While the error rate increases gradually with the decrease of the
sequence lengths, the proposed method is less sensitive to the change of the sequence
lengths. For example, when the sequence length is reduced from 72 to 30 samples per
sequence, the error rates of the other three methods increase much faster than the
proposed method. This indicates that the proposed method tends to be fairly robust
in achieving high estimation accuracy.
Table 6.7 provides comparisons of the compressed bit rates of the various methods applied on coding residual sequences from the five hyperspectral datasets. The
“SA” method stands for the Sample-Adaptive entropy coder, which is the standard
entropy encoder in CCSDS [44]. We can see that for the case of 145 samples/sequence,
the proposed method compresses the best for four out of five sequences, and it comes
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Table 6.7: Compressed bitrates (in bits/pixel) on five datasets.
Dataset Method1 Method2 Method3
SA
Sequence Length = 145
IP
7.5557
7.5549
7.5553
7.6293
PU
7.5139
7.5132
7.5132
7.5376
KSC
5.0638
5.0544
5.0544
4.9479
SAL
5.6684
5.6670
5.6673
5.6727
S5
4.9756
4.9754
4.9755
4.9789
Sequence Length = 72
IP
8.1747
8.1742
8.1743
8.3465
PU
7.6689
7.6678
7.6680
7.8213
KSC
5.5700
5.5631
5.5632
5.5796
SAL
5.5708
5.5699
5.5670
5.6390
S5
4.9882
4.9880
4.9879
5.0199
Sequence Length = 30
IP
8.5989
8.5990
8.5991
8.7341
PU
7.6007
7.6002
7.6003
7.9524
KSC
6.5437
6.5384
6.5384
6.6775
SAL
5.7158
5.7154
5.7156
5.8900
S5
4.5928
4.5923
4.5923
4.6726

Proposed
7.5545
7.5129
5.0538
5.6668
4.9752
8.1739
7.6676
5.5627
5.5695
4.9875
8.5976
7.5999
6.5372
5.7147
4.5916

close to the SA method, which is the top performer for the KSC dataset. Again,
for the case of 72 samples/sequence, the proposed method outperforms other methods for four out of five sequences, while being the close second best for the Salinas
dataset. For the case of even shorter sequences (30 samples/sequence), our method
consistently outperforms other methods. This indicates that significantly improved
accuracies of coding parameter estimation enabled by the proposed method (refer
back to Table 6.6 for the case of 30 samples/sequence) translate well into better
compression performance. Furthermore, compared with the sample adaptive (SA)
encoder, the proposed method reduces 0.0887 bit/pixel on average for the case of 72
samples/sequence, with a larger reduction of 0.1844 bit/pixel on average for the case
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Table 6.8: Compressed bitrates (in bits/pixel) on three datasets from the AVIRIS
2006 test set.
Dataset

Method1 Method2 Method3
SA
Proposed
Sequence Length = 145
UCY 0
6.3472
6.3213
6.3214
6.4586
6.3215
CY 0
3.9526
3.9457
3.9454
3.9696 3.9453
Hawaii
2.6577
2.6475
2.6475
2.6741 2.6472
Average
4.3191
4.3048
4.3047
4.3674 4.3046
Sequence Length = 72
UCY 0
6.4268
6.4273
6.4274
6.5004 6.4267
CY 0
4.0512
4.0461
4.0460
4.1220 4.0459
Hawaii
2.7516
2.7314
2.7312
2.8410 2.7307
Average
4.4099
4.4016
4.4015
4.4878 4.4011
Sequence Length = 30
UCY 0
6.5869
6.5860
6.5862
6.7520 6.5843
CY 0
4.3148
4.3103
4.3101
4.4700 4.3095
Hawaii
2.9599
2.9396
2.9390
3.1719 2.9377
Average
4.6205
4.6120
4.6118
4.7980 4.6105
of 30 samples/sequences, thereby demonstrating more pronounced advantage of the
proposed method on more efficient coding of shorter sequences.

6.3.3

Simulation on AVIRIS Images From the CCSDS Test Set
To further evaluate the compression performance of the proposed method, we

conducted additional tests on the AVIRIS 2006 dataset, which was provided by NASA
Jet Propulsion Lab (JPL) [91]. We selected three hyperpspectral datasets from the
AVIRIS 2006 for testing: the 16-bit “Uncalibrated Yellowstone 0” (UCY 0), 16-bit
“Calibrated Yellowstone 0” (CY 0) and the 12-bit “Hawaii”.
As can be seen in Table 6.8, the proposed method outperforms other methods for all three datasets except for the “UCY 0” dataset, where Method 2 seems
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Table 6.9: Compression redundancies of the proposed method on 2006 AVIRIS
Datasets.
Dataset Proposed Entropy Redundancy
Sequence Length = 145
UCY 0
6.3215
5.5466
0.7749
CY 0
3.9453
3.7323
0.2130
Hawaii
2.6472
2.4932
0.1540
Sequence Length = 72
UCY 0
6.4267
5.1513
1.2754
CY 0
4.0459
3.5959
0.4500
Hawaii
2.7307
2.4479
0.2828
Sequence Length = 30
UCY 0
6.5843
4.0464
2.5379
CY 0
4.3095
3.2965
1.0130
Hawaii
2.9377
2.3348
0.6029
to compress slightly better. In terms of average compressed bitrates, the proposed
method consistently achieves the highest compression for three different sequence
lengths. Table 6.9 shows redundancies, which are the difference between the empirical entropies of the residual sequences and the compressed bitrates achieved by the
proposed method. We can see that as the sequences become shorter, Golomb Rice
coding tends to lose its efficiency, mainly due to the deviation of the residuals from
the presumed geometric distribution. However, the proposed method appears to be
more robust than other methods in achieving the highest estimation accuracy, as well
as the lowest compression bitrates, as demonstrated in the results given in Table 6.6,
Table 6.7, and Table 6.8.
For the case of very long sequences (e.g., using an entire band as a sequence),
we also compare with the “fast lossless” (FL) compressor in [91], which is based
on the adaptive Golomb coding method in [54]. As can be see in Table 6.10, the
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Table 6.10: Compressed bitrates (in bit/pixel) on AVIRIS 2006 test set with 512
lines per sequence.
Dataset Proposed
UCY 0
6.2547
CY 0
3.9593
Hawaii
2.6556

FL Compressor in [91]
6.23
3.96
2.64

proposed method has slightly higher bitrates than the FL method for Hawaii and
Uncalibrated Yellowstone 0, while slightly outperforming the FL method for the Calibrated Yellowstone 0 dataset. This indicates that the proposed method can still
perform fairly well in the presence of sufficiently long sequences, where conventional
parameter estimation methods are already known to be very accurate.

6.3.4

Fast Training Using Transferable Deep Belief Network and Time
Complexity
Unlike traditional parameter estimation method, the proposed method re-

quires training the deep neural network. To significantly reduce the computation
time associated with training, we experimented with transferable deep belief networks. The main idea is to fine tune a pre-trained network already trained with
another dataset. For example, in order to train a deep belief network for the PU
dataset, rather than starting from scratch, we use the network already trained with
the IP dataset. This pre-trained network will be retrained further with labeled sequences from the PU dataset. Finally, the retrained network was used to estimate
the coding parameters for the residual sequences generated from the PU dataset. We
found that the error rates on the PU dataset based on the transferred network was no
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worse than the network trained directly on PU dataset. We believe the reason why
we can do this is that residual sequences with the same label share some similarities.
Thus, features extracted would also be similar, even though the sequences come from
different datasets. This would allow us to use the weights learned from one dataset
to initialize network for other deep network, thereby significantly reduce the training
time. We tested the transferable network on Matlab 2017 for four public datasets
by using the weights from IP dataset. The network training time was reduced from
9572.4 seconds to 1923.3 seconds on average. The training time can be further reduced if GPU acceleration is used. Also, it is likely some neural network parameters
are redundant and do not contribute as much as others to the output. Therefore the
deep network might be “pruned” to run even faster.
We conducted additional simulations to compare the computational times of
the brute-force method (as we discussed in Chapter 5 and the proposed method.
Specifically, we measured the computational times of 1) Our Matlab implementation
of the brute-force search method based on a sequential loop going through 17 possible
coding parameters, and choosing the best parameter that gives the shortest combined
lengths of the codewords. There is no need to generate the actual codewords for this
purpose; and 2) The proposed method based on the DeeBNet (Deep Belief Networks,
DBN) Toolbox in MATLAB and Octave V3.2 1 . The computational platform is a
Dell Precision T7810 Tower Workstation with Intel Xeon CPU E5-2630 (2.4 GHz)
and 32 GB RAM, running Windows 7 Professional (64-bit Operating System). No
GPU acceleration was used for either of these two implementations on Matlab R2017a
1

http://ceit.aut.ac.ir/~keyvanrad/DeeBNet\%20Toolbox.html

82

Table 6.11: Computation times (s) over the entire dataset for calculating the
Golomb-Rice coding parameters.
Dataset The Proposed Method Brute Force Search
Sequence Length = 145
UCY 0
6.41
257.56
CY 0
6.38
256.37
Hawaii
5.78
232.55
Sequence Length = 72
UCY 0
11.64
279.20
CY 0
11.59
277.98
Hawaii
10.51
252.11
Sequence Length = 30
UCY 0
24.59
319.35
CY 0
24.48
317.95
Hawaii
22.20
288.34
over three AVIRIS 2006 datasets. Table 6.11 shows the running times (in seconds)
for estimating the Golomb coding parameters over the entire dataset. We can see
the proposed method runs orders of magnitude faster than the brute-force search
method, especially for the sequence length of 145. While it is feasible to speed up the
brute-force search implementation by using some parallelization, the computational
advantage of using the proposed DBN-based method would be appealing when the
sequences become very long, e.g., a full spectral band would be coded as basic units.

6.3.5

Side-Information Free Codec
This section provides some experimental results to support the side-information

free codec introduced in Section 5.2.
Table 6.12 shows the compressed bitrates by using this side-information free
codec. The results of fast training using the transferable network are also given. Com-
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Table 6.12: Compressed bitrate (in bits/pixel) of side-information free coding on
three datasets from the AVIRIS 2006 dataset. Case 1: Side-information free coding
with transferable training; Case 2: Side-information free coding without transferable
training; Case 3: The originally proposed method.
Dataset Case 1 Case 2 Case 3
Sequence Length = 145
UCY 0 6.4217 6.3624 6.3215
CY 0
4.0393 4.0407 3.9453
Hawaii 2.7023 2.7033 2.6472
Sequence Length = 72
UCY 0 6.4373 6.4366 6.4267
CY 0
4.1370 4.1332 4.0459
Hawaii 2.7295 2.7304 2.7307
Sequence Length = 30
UCY 0 6.6804 6.6419 6.5843
CY 0
4.4374 4.4302 4.3095
Hawaii 2.9877 3.0345 2.9377
pared with the results in Table 6.8, where side information needs to be transmitted
(listed as Case 3 in the current table), this side-information free codec suffers only
slight loss in compression efficiencies. Note here we did not take into account the
bitrate savings by not sending the coding parameters to the decoder. Interestingly,
for the “Hawaii” dataset (with sequence length 72), this side-information free codec
has slightly higher compression. Also, for this case, the compression performance of
the transferable network slightly outperforms non-transferable network. Note here it
would be very difficult to achieve similar side-information free decoding operations
by using the brute-force search method.
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CHAPTER 7

CONCLUSIONS AND FUTURE WORK

In this chapter, we provide a summary of the contributions of this dissertation,
discuss the possible extensions of research.

7.1

Conclusions

In this dissertation, the drawbacks of employing neural networks to predictive
lossless compression of hyperspectral image were discussed and a neural network based
predictive lossless compression was presented. The proposed filtering CSNN model
overcomes the disadvantage of neural network, such that the training procedure which
is necessary for neural networks is not needed in our proposed method. According to
the information theoretic analysis, an unique unifying approach to extract spatial and
spectral features using shallow neural network was demonstrated. Note the spatial
features and spectral features are exploited separately, then the extracted features
are concatenated to make a precise prediction. Based on the convergence analysis of
the deep neural network, we designed a two-hidden layer shallow structure to predict
the pixel value under a filtering scheme. It was the first time that the problem of
predictive lossless compression was formulated as an adaptive filtering problem, thus
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no training is involved in our solution. The low complexity and non-training make our
approach suitable for onboard hyperspectral image lossless compression. Extensive
simulations have been conducted on twenty-five hyperspectral images, includes five
public hyperspectral datasets and other twenty datasets from the CCSDS standard
hyperspectral test data. We selected a total of seven different compression approaches
to evaluate the performance of proposed method. The seven approaches include two
transform-based lossless compressors: JPEG2000, CCSDS-122, and five predictionbased compressors: LUT, ESA, LMS-MCC, JPEG-LS, CCSDS-123. Note the stateof-the-art method CCSDS-123 was also included for comparison. The simulation
results showed the proposed method consistently achieve the lowest bitrate on most
of data sets. Analysis on the results indicates that the filtering CSNN would obtain
more compression gain for images having higher pixel values.
The entropy coding is considered as another important section for lossless compression, a golomb-rice codec was selection to code the residuals due to the simplicity
and low memory required. We first discussed the importance of coding parameter estimation, which is closely related to compression performance. The current existing
three estimation methods include the brute focus search have their own limitations.
We propose a universal parameter estimation method for Golomb-Rice codes, by extracting features automatically from residual sequences using a deep belief network.
Simulations on both synthesized data and real hyperspectral image datasets demonstrate the advantages of the proposed method in terms of both estimation accuracy
and overall compression efficiencies. The improvements are more remarkable for short
sequences, making the method appealing to low-delay compression desirable in many
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real-time remote sensing applications. We also demonstrate the computational feasibility of the deep belief network in terms of training acceleration via transferable
networks, as well as the computational advantage in the inference stage over the
brute-force search method. In addition, we show how to use the intelligence gathered by the network trained in a novel way to enable side-information free codec,
which has the potential to improve the overall compression efficiency, especially when
coding of a large number of short sequences are concerned. To further improve the
estimation accuracy, we also proposed a modified deep belief network architecture
that can incorporate augmented features that is important for parameter estimation.
Further extension of the work includes investigation of how the features generated by
the deep belief network are correlated with statistics of the input data besides sample
mean, in order to optimize the feature combination.

7.2

Research Directions

Although neural networks have been successfully employed and helped to improve the performance of prediction and entropy coding in the hyperspectral imagery,
there are still many problems open for further research.
As we know, the adaptive filtering has been employed as a standard technique
for pixel prediction in lossless compression of hyperspectral images. It can be seen
from the weight updating scheme that weights are updated in a step-by-step manner,
by adding the adjusting term to the previous weight based on prediction errors and
input vector. It is conceivable that older weights can have some lasting influence on
the newly generated weights, thus the long term dependence could exist in weight
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series. The degree of long term dependence can be measured by the Hurst parameter
H, which was introduced by Hurst during his studies on Nile River water level variations. The Hurst parameter ranges from 0 to 1. An uncorrelated series has H = 0.5.
H value greater or less than 0.5 indicates positive persistence or negative persistence.
Although linear filtering methods have been widely used in predictive lossless
compression of hyperspectral images. Long range correlations of filter weights are
not taken into account explicitly. Thus we can use the memory units in a type of
recurrent neural network called LSTM to learn the weight dependencies. We can
learn the weight variations from the weight series generated from traditional filtering
method. In other words, the long term dependencies in the weight series can be
learned directly by LSTMs. Then we can employ the appropriately trained LSTM
networks to predict new weight series, which are used to regulate the traditional
adaptive filtering weight updating scheme. This way we can take into account both
local pixel context similarity and global weight variations, thereby yielding potentially
better compression performance.
Additionally, as very deep neural networks have been widely used in lossy compression, it can also be extended to lossless compression. For hyperspectral imagery,
one potential problem is that there are not enough hyperspectral datasets to learn a
universal predictor, which can directly apply to other datasets without further finetuning the parameters. In fact, generative models, such as Generative Adversarial
Network (GAN) and Variational Autoencoder (VAE), are able to generate new data
based on the distribution of existing data. It provides a new approach to build a
large enough hyperspectral data sets include all the fundamental features. Another
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issue of using deep neural network is time complexity, as we know the storage and
computational resources are limited on the onboard setting, how to prune or compress
the neural networks is another topic worth further investigations.
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APPENDIX A

HYPERSPECTRAL IMAGES USED
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(a) Spectral band 30.

(b) Spectral band 100.

Figure A.1: Example 610 × 340 images (with 16 bits/pixel) from two spectral bands
of the “Pavia University” (PU) hyperspectral dataset.

Figure A.2: Example 1476 × 256 images (with 16 bits/pixel) of the “Botswana”
(BOT) hyperspectral dataset.
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(a) Spectral band 30.

(b) Spectral band 50.

Figure A.3: Example 512 × 614 images (with 16 bits/pixel) from two spectral bands
of the “Kennedy Space Center” (KSC) hyperspectral dataset.

(a) Spectral band 100.

(b) Spectral band 200.

Figure A.4: Example 512 × 217 images (with 16 bits/pixel) from two spectral bands
of the “Salinas” (SC) hyperspectral dataset.
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(a) Spectral band 50.

(b) Spectral band 100.

Figure A.5: Example 640 × 640 images (with 16 bits/pixel) from two spectral bands
of the “Scene 5” (S5) hyperspectral dataset.

(a) Hawaii scene.

(b) Maine scene.

Figure A.6: Example spectral image of “Hawaii” and “Maine” data set (with 12
bits/pixel), those two hyperspectral images collected by Airborne Visible/Infrared
Imaging Spectrometer (AVIRIS) instruments in 2006. Hawaii spectral scene is a
512 × 614 image, maine scene is 512 × 680. Both of them have 224 spectral bands.
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Figure A.7: Example 140 × 496 images (with 12 bits/pixel) of “Mantar” scene
hyperspectral data set, the image is collected by SWIR Full Spectrum Imager (SFSI).

(a) CASI-t0180f07 scene.

(b) CASI-t0477f06 scene.

Figure A.8: Example spectral image of t0180f07 and t0477f06 data set (with 12
bits/pixel), those two hyperspectral images collected by Compact Airborne Spectrographic Imager (CASI) instruments. t0180f07 spectral scene is a 2852 × 405 image,
maine scene is 1225 × 406. Both of them have 72 spectral bands.
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(a) Yellowstone scene 0.

(b) Yellowstone scene 3.

(c) Yellowstone scene 10.

(d) Yellowstone scene 11.

(e) Yellowstone scene 18.

Figure A.9: Example spectral images of “Yellow Stone” scenes data set (with uncalibrated 16 bits/pixel), those five hyperspectral images collected by Airborne Visible/Infrared Imaging Spectrometer (AVIRIS) instruments in 2006. The dimension of
the data cubes are 512 × 680 × 224.
96

(a) AIRS-gran9.

(b) AIRS-gran16.

(c) AIRS-gran60.

(d) AIRS-gran82.

(e) AIRS-gran120.

(f) AIRS-gran126.

(g) AIRS-gran129.

(h) AIRS-gran151.

(i) AIRS-gran182.

(j) AIRS-gran193.

Figure A.10: Example spectral images of “AIRS-gran” data set (with 12-14
bits/pixel), those ten hyperspectral images collected by Atmospheric Infrared Sounder
(AIRS) instruments. The dimension of the data cubes are 153 × 90 × 1501.
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