DeepLung is an end-to-end deep learning based audio sensing and classification framework for lung anomaly (e.g. cough, wheeze) detection for pulmonary patients from streaming audio and inertial sensor data from a chest-held smartphone. We design and develop 1-D and 2-D convolutional neural networks for DeepLung, and train them using the Interspeech 2010 Paralinguistic Challenge features. Two different audio windowing schemes: i) real-time respiration cycle based natural windowing, and ii) static length windowing are compared and experimented with. Classifiers are developed considering 2 different system architectures: i) mobile-cloud hybrid architecture, and ii) mobile in-situ architecture. Patient privacy is preserved in the phone by filtering speech with a shallow classifier. To evaluate DeepLung, a novel and rigorous lung activity dataset is made by collecting audio and inertial sensor data from more than 131 real pulmonary patients and healthy subjects and annotated accurately by professional crowdsourcing. Experimental results show that the best combination of DeepLung convolutional neural network is 15-27% more accurate when compared to a stateof-the-art smartphone based body sound detection system, with a best F1 score of 98%.
Introduction
Chronic pulmonary diseases like asthma and chronic obstructive pulmonary disease (COPD) are one of the leading cause of death worldwide, causing nearly 7% of all deaths in the United States in recent years [1] . An estimated 40 million people in USA are suffering from these diseases [2, 3] , causing more than $130 billion in health-care costs [4] .
A common syndrome of chronic pulmonary diseases is the obstruction of the respiratory airway. Therefore COPD exacerbation or asthma attacks are often accompanied by lung originated anomalies like wheezing, rhonchus, crackles and coughing. With the increasing usage of smartphones among the patient population and wide availability of smartphones equipped with hardware capable of running advanced real-time signal processing and shallow/deep learning algorithms, it is possible to use them as a home health-care disease monitoring tool for pulmonary patients. However, such pulmonary anomalous audio sensing by smartphone is concerning due to possibility of infringement of patient privacy. Also, well annotated high quality pulmonary activity data collected by smartphone is a scarce entity to date to make usable machine learning models.
In this paper, we present DeepLung which is an end-to-end deep learning audio sensing and classification framework for lung anomaly (e.g. cough, wheeze) detection for pulmonary patients. During usage, a pulmonary patient holds the phone, with DeepLung installed, by his chest for several minutes. DeepLung listens to the internal body sounds using the builtin phone microphone and fine trained convolutional neural network (CNN) either in the phone or in the cloud detects these unusual lung sounds. DeepLung can adopt either a dynamic respiration cycle based physiological and natural windowing of audio, or a static length windowing. Respiration cycle is detected from the expansion and contraction of the patient's chest from the phone's inertial sensors' readings. DeepLung uses the Interspeech 2010 Paralinguistic Challenge features [5] as input to it's 1-D and 2-D CNNs for classifying lung and other confounding body sounds. DeepLung classifiers have been designed considering 2 possible system architectures: i) a mobile-cloud hybrid architecture where the phone captures audio, does windowing, preprocessing and speech filtering, and then the lung sounds are classified in the cloud, and ii) a mobile in-situ architecture where all processing is done in the phone. DeepLung ensures patient privacy in the mobile-cloud architecture by filtering out speech frames in the local phone with high accuracy using a shallow classifier.
To tackle the challenge of limited available pulmonary activity data to make appropriate deep learning models, we collected audio and inertial sensor data using a smartphone from 131 pulmonary patients and healthy subjects over controlled and well designed pulmonary activities. We collaborated with a crowdsourcing company to ensure high quality annotation of different pulmonary anomalous events in this novel dataset. A series of experiments were performed using this novel dataset and performance was compared with the BodyBeat [6] system. Several other shallow and deep learning based pulmonary activity detection works like wheeze detection [7] [8] [9] [10] [10] [11] [12] [13] [14] [15] and cough detection [16] [17] [18] exist in literature. However, they often use limited training data which is not collected with a commodity smartphone. Our CNN models are built using the first ever pulmonary activity data collected from 131 real patients and healthy subjects using smartphones, and trained using the Interspeech 2010 Paralinguistic Challenge features which are tailored to detect non speech human sounds.
The contributions of this paper are: 1) designing and comparing 1-D and 2-D CNNs for pulmonary anomaly detection using Interspeech 2010 Paralinguistic Challenge acoustic features, 2) experimental results verified by the first, extensive pulmonary sound dataset collected with commodity smartphones from 131 real patients and healthy subjects, and 3) comparison of lung sound detection performance between respiration cycle based windowing and static sized windowing on this novel dataset.
Data preparation 2.1. Pulmonary data collection
Real-world pulmonary anomalous activity audio data was collected from 131 patients and healthy subjects using a Samsung Galaxy Note 8 smartphone. The subjects were asked to hold the phone by their chest and perform 7 different pulmonary activities during which audio and inertial sensor data were recorded by the phone. There were total 91 chronic pulmonary patients and 40 healthy people among the subjects. 69 of them were asthma patients, 9 were COPD patients, and 13 exhibited comorbidity of both asthma and COPD. A Zephyr bio-harness was worn by the subjects during data collection for respiration ground truth. On average, there was around 40 minutes of continuous audio and inertial sensor data collected per subject.
The data collection protocol consisted of each subject performing the following tasks while holding the phone by their chest: 1) pulmonary function test (3 efforts), 2) cough naturally/voluntarily for 2 minutes, 3) making A-vowel ('Aaaa...') sound for as long as possible, 4) speaking freely on any topic for 3-5 minutes, 5) reading a neutral paragraph for 3-5 minutes, 6) sit silently for 1 minute and count breaths, 7) lying down silently for 1 minute and count breaths. These 7 tasks were chosen carefully by expert researchers to make the dataset with high quality and enough variability in terms of disease specific pulmonary anomalies.
Data annotation
Due to the possible challenge and errors in annotating such a large pulmonary activity dataset, we collaborated with a crowdsourcing company to perform non-expert annotation of the dataset. The annotators used an interface to mark the start and end of each cough, wheeze, speech, throat clearing, abdominal sounds, and other confounding sounds. A section in the interface provided training to the annotators with examples of each pulmonary event, and how to label them in the audio. A second set of annotators reviewed and corrected possible incorrect annotations during the first phase. Some part of these annotations were also reviewed and verified by expert researchers in this domain to ensure a rich and high quality pulmonary activity dataset. In total, the dataset contained more than 3,500 instances of cough, wheeze, throat-clearing, abdominal sounds, and other confounding noises, and more than 42,000 instances of speech. To the best of our knowledge, this is the first ever pulmonary disease specific anomalous activity dataset collected solely with commodity smartphone sensors without using any additional customized microphone from such a large number of real pulmonary patients.
Data normalization
The volume of each raw audio frame in the dataset was normalized to 1 by dividing the whole frame by the frame peak value. This was done to eliminate any bias due to frame volume for the classifiers.
Methods
DeepLung, when held by the chest by a patient as in Figure  1 , listens to the lung and confounding body sounds and detects pulmonary anomalies like cough and wheeze, and other confounding body sounds (like throat clearing and abdominal sounds). 
Architecture
We design and develop DeepLung algorithms considering 2 different implementation architectures as follows:
Mobile-cloud hybrid processing
In this architecture, the phone normalizes and windows the audio stream coming from the patient's body, and filters out speech frames using a shallow in-phone classifier for patient privacy. Then it uploads the body sound frames to the cloud where a CNN does lung sound (cough and wheeze) classification. For handling confounding body sounds (throat clearing, abdominal sounds) there is an additional class, hence the CNN in the cloud does a 3-class classification: cough, wheeze, and other.
Mobile in-situ processing
In this architecture, the mobile does in-situ end-to-end audio processing, and the sound frames never leave the device (as opposed to uploading to the cloud). An offline trained CNN in the phone does a 4-class classification: speech, cough, wheeze, and other.
Audio windowing
We experimented with 2 different audio windowing schemes for DeepLung as following:
Respiration cycle based natural windowing
Since DeepLung operates when a patient holds the phone by the chest, the respiratory cycle can be detected in real-time from the expansion and contraction of the chest using the phone's inertial sensors [19] , and the audio stream can be windowed by the respiratory cycle for classification. Such respiratory cycle based natural windowing ensures that all the distinct phases of a cough and a wheeze resides in a single window.
Static windowing
We also experimented with static fixed size windows of 60 ms length and 10 ms shift to extract low level acoustic features to train the CNN. Such static windowing results in a much larger amount of training instances compared to respiration based natural windowing.
In-phone speech filtering
In the mobile-cloud hybrid processing architecture, DeepLung uses a shallow support vector machine (SVM) classifier to separate and discard speech frames from being uploaded to the cloud for patient privacy. Because of the complex physiological generation process, lung and other in-body sounds are situated at a much lower region (20-300 Hz) of frequency spectrum than speech (300-3500 Hz) [6] , and hence have high separability. A Similar approach has been shown to separate speech from internal body sounds with high accuracy using limited number of acoustic features [20] .
Feature extraction
We used the Interspeech 2010 Paralinguistic Challenge feature set [5] to extract a total of 1582 acoustic features from the normalized audio frames using the OpenSmile [21] tool. The tool first extracts 38 acoustic low-level descriptors (LLD) related to energy, pitch, spectral, cepstral, mel-frequency, voicing probability, shimmer and jitter, and their first order delta regression coefficients. Then 21 different statistical functionals are applied to the LLDs to map a audio time series signal of variable length (based on respiration window duration) into a static sized (1582) feature vector. For respiration cycle based windowing of audio, we used all the 1582 features, while for static sized 60 ms window, we used only the 38 LLDs as features. Table 1 summarizes the features.
Deep neural networks structure
For our analysis to classify the lung sounds, we used both 1dimensional and 2-dimensional CNN models.
1-D CNN models
For respiration cycle windowed audio represented as 1582 features, we used a CNN with 1 convolutional layer and 1 max pooling layer. Instead of adopting a fully-connected layer for classification, the classifier outputs the category confidence via the max pooling layer, and then the resulting vector is fed into the output (softmax) layer [22] . Since, respiration cycle based samples are comparatively fewer in number, we did not use a fully connected layer to reduce the number of parameters and reduce chances of overfitting [23] . For static windowed audio represented as 38 features, we used a CNN with 2 convolutional layers, 1 max pooling layer, and a fully connected layer, as samples are much larger in quantity (more than 800,000).
2-D CNN models
We transformed the 1-D feature vectors into 2-D by transposing it and taking a dot product with the original feature vector. Since the feature space for respiration cycle windowed audio is high (1582), we reduced it's dimension by choosing the best 50 features using mutual information before transforming it to a 50x50 dimension 2-D feature vector to reduce memory consumption. The static windowed 1-D features were transformed to 38x38 size 2-D vectors similarly. Then we use them to train 2-D CNNs similar in structure to the 1-D CNNs. Table 2 describes the structures of the different CNNs we used to make DeepLung models.
Experimental results

Training amount
We evaluate the F1 scores of our different CNNs for different amounts of training. For the dataset windowed by respiration cycles, we vary the training amount between 50-1000, and for the static windowed dataset, we vary the training amount between 10,000-200,000. We use 80% of the dataset for training, and remaining 20% for validation. From the training set, we randomly select the target amount of samples to make the classification model, and test on the validation set. Each experiment is repeated 5-10 times.
The results are presented in Table 3 . We discuss our observations in the following sections:
1-D CNN vs. 2-D CNN
It is noted from Table 3 that 2-D CNN performs really poorly compared to 1-D CNN for respiration cycle windowed audio. The reason is that, we reduced the dimensionality of the feature vector from 1582 to 50 by mutual information based feature selection for memory efficiency before transforming it to 2-D, which cost loss of information leading to poor performance. For static windowed audio, the 1-D and 2-D CNN performances are close as no dimension reduction was done on the original feature space. For both cases, f-1 scores increase with increase in training samples.
Natural windowing vs. static windowing
Respiration cycle based natural windowing of lung sounds performs between 4-20% better than static windowed lung sounds, as seen from Table 3 . Respiration based physiological and natural windowing ensures that the distinct phases of lung anomalous sounds resides in a single frame, and hence have better separability. However, we hypothesize that with a deeper and better neural network design, it is possible to further improve the performance of static windowed classifiers.
3-class vs. 4-class classification
Performances of both 3-class and 4-class CNNs are similar when a larger amount of training is available. 4-class models have an additional class of speech, which is easily separable from lung and other body sounds due to its position in a higher frequency spectrum. 4-class CNN performance is a little poorer than 3-class for respiration windowed audio when limited training is provided, but it becomes close to the 3-class models as additional training samples are provided.
Leave-1-person-out test
This experiment was conducted considering the realistic scenario when a patient tries to use a DeepLung system which has been trained by speech and lung sound samples from other people. This experiment was done on the 3-class data using 1-D CNN. For this experiment, we randomly picked 80% sam- ples from each of the 2 datasets (respiration and static windowed), divided these samples to their corresponding 131 subjects, trained the CNN on all-but-1 subject, and tested on the samples from the remaining subject. This was done for each of the 131 subjects, with the experiment being repeated 5-10 times. The average F1 score (.995±.025) for respiration windowed audio was better than static windowed audio (.796±.15) for this test.
Comparison with BodyBeat
We compare DeepLung 1-D respiration windowed CNN performance with the BodyBeat [6] classifier, which is a mobile based body sound detection system using specialized microphone hardware. We implemented BodyBeat's algorithm with a linear discriminant classifier with 30 best features chosen using mutual information based feature selection from the 1582 original features. An 80-20% random split was done on the respiration windowed dataset to make the training and validation sets. Both classifiers were trained using same amount of training from the training set and tested on the validation set. Table 4 shows that DeepLung is 15-27% better than BodyBeat for various amount of training, although using only commodity smartphone hardware (as opposed to external microphone).
Discussion and conclusion
We primarily focused on detecting pulmonary anomalies like coughing and wheezing. Aside from these, there are other medically defined pulmonary disease symptoms like rhonchus and crackles. As more of these sounds become available, models for detecting these can be developed with our existing CNNs. There is scope to further engineer our 2-D CNNs for further improvement of performance. As deep neural networks have been demonstrated to be more noise resilient and location independent [24] compared to shallow learners, DeepLung is more realistic to use in a real world environment.
To summarize, we present DeepLung which is an end-toend deep learning based audio sensing and classification framework for lung anomaly (like cough, wheeze) detection for pulmonary patients from streaming audio and inertial sensor data from a chest-held smartphone. As more and more pulmonary activity data becomes available, DeepLung will be an emerging technology enabling caregivers to do longitudinal daily remote monitoring of their patients, and analyze the effect of a particular prescribed medication over time. Finally, DeepLung is cost effective and user friendly as no external microphone is needed.
