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We consider the problem of existence of solutions for stochastic Navier- 
Stokes equations. The random elements are the initial value of the solution 
and forcing terms which may be white noise in time. 
The method uses results on multi-valued functions. We also give energy type 
results and present examples. 
On Ctudie dans cet article l’existence de solutions des equations 
de Navier-Stokes stochastiques 
I 
-g (c w> + AY(G w) + BY(C w) = g(t; w> +$ (t; w), (1) 
y(O; w> = y&w); 
la fonction f est seulement continue, et le terme dfldt represente un 
processus du type bruit blanc. 
Differentes motivations nous ont conduit a considerer le pro- 
bleme (I): 
L’equation (I) est une equation stochastique du type consider& 
par Ito [6] dans le cas des equations differentielles; en ce sens, ce 
travail fait suite a Bensoussan-Temam [l], oh d’autres equations 
aux d&iv&es partielles stochastiques non lineaires ont CtC Ctudiees; 
cf. aussi Pardoux [ 161. 
Un modele de turbulence introduit par le groupe de Recherche 
sur la Turbulence de l’observatoire de Nice, conduit a l’etude de telles 
equations; il s’agit du M.R.C.M. (Markovian Random Coupling 
Model), pour lequel nous renvoyons a Lesieur et Frish [ll]. 
Dans le cas oh f = 0, l’equation (I), ou Equation de Navier- 
Stokes d&pendant d’un parametre stochastique w, est un outil courant 
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de la plupart des theories de la turbulence. Ce probleme a CtC CtudiC 
par Foias-Prodi [5], mais l’approche est completement differente de 
celle consideree ici: l’inconnue est une mesure, l’image par y de la 
mesure donnee sur I’espace des w; (cf. une situation analogue dans 
Vishik [ 191). 
Sous la forme (I) (et mCme avecf = 0), le probleme de l’existence de 
solution stochastiques des equations de Navier-Stokes, ne nous 
semble pas avoir CtC resolu. 
Une des difficult&s essentielles du probleme de l’existence de 
solution de (I) est la suivante: usuellement les demonstrations d’exis- 
tence pour les equations de Navier-Stokes se font par les methodes 
de compacite, et il n’y a pas d’injection compacte pour les espaces 
naturels de travail dans le cas stochastique. Nous surmontons cette 
nouvelle difficult6 a l’aide d’un theoreme de section mesurable 
(cf. 1’Appendice) et obtenons Z’existence de solutions de (I). L’unicite 
(meme en dimension 2), et de nombreux autres problemes restent 
encore ouverts; nous n’avons pas en particulier, autant d’information 
sur les solutions que nous n’en avions dans Bensoussan-Temam [I]. 
1. PREMIER PROBL~ME D~~TERMINISTE 
1.1. Hypothdses- Notations 
Soient H, V, W trois espaces de Hilbert &parables verifiant 
WC VCH, U-1) 
chaque espace etant dense dans le suivant avec injection continue. 
De plus 
l’injection de V + H est compacte. (1.2) 
On identifie H et son dual. Si V’ et IV’ sesignent respectivement le 
dual de I’ et IV, on a la serie d’inclusions 
WCVCHCV’CW’, (1.3) 
chaque espace &ant dense dans le suivant avec injection continue. 
On note 1 * 1, (m, a) 1 a norme et le produit scalaire dans H, ( , ) la 
dualite entre W et W’ (et done aussi entre Vet V’) et I] * ]Iw , I/ * IJV , 
((a, *))w , ((m, *))V respectivement la norme dans IV, dans V et le 
produit scalaire dans IV, dans I’. 
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Pour t E )0, T(, on consider-e une famille A(t) d’applications 
fS( V; V’) verifiant 
t - (4th ,z2) est mesurable et essentiellement bode 
vz, , &2 E v, (1.4) 
(4% z> + h I 2, I2 > 01 II2 II”, , vz E v, (l-5) 
oii h >, 0 et 01 > 0. 
On se donne une application bilineaire continue B de V x I’ -+ W 
verifiant 
@(u, 4, u> = 0, vv E w, 24 E v, (1.6) 
II B(u, ~)liW~ G co I 24. P2 I v Y II u II”:” II ZJ II:‘“. U-7) 
On pose 
B(u) = B(u, 4, 24 E v. (1.7bis) 
Nous avons alors le resultat suivant, pour lequel nous renvoyons A 
Lions [12&l 
THI?O&ME 1.1. Soit g E P(O, T; V’) et y0 E II. II existe 
y EL~(O, T; V) A Lm(O, T; II), tel que y’ E L2(0, T; W’) et 
De plus on a 
1 Y’ + WY + B(Y) = g P*P*7 Y(O) = Yo * U.8) 
II Y II L*(O,T; Y) flYl Lm(O,T;H) G C,(l YO I + Ilg lIp~o,~~~~~)- I Cl.9 
La solution y de (1.8), n’est pas a priori unique. Toutefois, on a 
le theoreme suivant: 
THBORBME 1.2 (Cf. Lions [12]). M2mes hypothhes que pour Ze 
thhdme 1.1. Si W = V, alors y est d&hi de man&e unique. 
En utilisant (1.6) et en posant 9 = y - y1 (y, y1 deux solutions), 
on obtient aisement 
t I9Wl” + s,” GWYW, Y(d) ds = -Jot GUW y,(4),~(4> ds (1.10) 
1 Ce rbultat est aussi un cas particulier du thkorkme 2.1 dkmontrt ci-aprlts. 
198 BENSOUSSAN AND TEMAM 
d’oti on dCduit 1’inCgalitC suivante 
I r”(t)12 + 201 jot llY(42, ds 
< 2 ot ll9(s)ll, IY(s)l”” llP(~)Il:/~ I Jl(sY2 li91(s)ll:/2 dss 
< 232 I 
t 1 f 
- I J(s)l” I JA~Y Il~d~)ll2, & (1.11) o Ii 9(s)ll~ ds + 4c2 s o 
et en prenant C = N, on obtient 
I 9(t)12 G C s t II r&)ll;l YW ds. 0 
(1.12) 
Par 1’inCgalitC de Gronwall, on voit que l’on a ntkessairement 
y”(s) = 0, vs 
d’oh le rkultat d’unicitk. 1 
COROLLAIRE 1.1 (I@~~lite’ de Z’e’nergie). Les solutions y de (1.8) 
vtkrifient l’inkgalit.4 (t!galite’ si W = V) de l’tkzergie 
I YW + 2 jot <~s)Y(s), Y(S)) ds 
< 2 ot <g(s), Y S)) ds+ Iyo 12, s Vt (1.13) 
2. SECOND PROBL~ME D~TERMINISTE 
2.1. Hypothbses 
Nous reprenons les hypothkses et notations de la Section 1.1. Sur 
la forme bilinkaire B on fait les hypothkses supplCmentaires 
B(u,v)EHsiuEWetvEVouusVetvEW, 
IB(u,v)IH < Cll~ll,I/~/I,, vu E w, WV E v, 
I B(u, 4, < C II u /Iv II u lIw > vu E v, vv E w. 
(2.1) 
(2.2) 
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On considke alors une fonction f E C(0, T; W) telle quef(0) = 0.2$3 
On note alors que l’on a 
B(f, f) E w, T; w (2.3) 
et 
Ii fUjf)llc,o,T~H, G C ll~ll~~o,T~w~~ 
De plus pour tout x E L2( V), on a 
&if) et w-3 4 E L2(H) 
et 
(2.4) 
(2.5) 
Nous allons dCmontrer le thCor&me suivant. 
THBORBME 2.1. M&es hypothbses et notations que pour le thko- 
rime 1.1, avec en plus (2. I), (2.2). Soit f E C(0, T; W); il existe alors 
telle que 
y EL~(O, T; V)nL"(O, T; H)n C(0, T; W') (2.7) 
Y’ + 4QY + B(Y) = g +f’, (2.8) 
Y(O) = Yo 7 (2.9) 
o& (2.8) a lieu au sens des distributions vectorielles & valeurs dans W 
et (2.9) est une kgalite’ dans w’. 
2.2. De’monstration du Tht!ordme 2.1 
On fait le changement de fonction inconnue: y(t) = z(t) +f(t). 
Le problkme (2.7)-(2.9) d evient alors le probEme suivant 
z’ + A(+ + B(z) + q.f, x) + B&f) = g”, 
4% = Yo 3 
(2.10) 
oh l’on a p0s.C 
i(t) = ‘T(t) - W(~),fW) - 4t)f(% 
(2.11) 
20 = Yo . 
2 C(0, T; X) = espace des fonctions continues SW (0, T) B valeurs dans X, muni 
de la norrne du sup. 
3 L’hypothksef(0) = 0 pour simplifier un peu. 
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Nous allons montrer qu’il existe 
z EL~(O, T; V) n Lco(O, T; H), avec z’ eL2(0, T; W’), (2.12) 
qui est solution de (2.12) et en deduire le theoreme 2.1. La demonstra- 
tion est analogue B la demonstration du theoreme 1.1. Nous now 
contenterons d’indiquer les &apes essentielles. Soit A l’isomorphisme 
canonique de W A W’. D’apres l’hypothbe 1.2, l’injection de W -+ H 
est Cgalement compacte. 11 en resulte (en consider-ant les vecteurs 
propres de l’operateur A-l qui est continu de W’-+ W et done 
compact de H dans lui meme) qu’il existe une suite d’elements wi , 
qui sont orthonormes dans W, orthogonaux dans H et verifient 
((WI Wj)> = e4 Wi) VWEW avec &>O, j>l. 
On definit alors zm(t) appartenant a l’espace vectoriel de dimension 
finie engendre par w1 ,..., w, , par 
+ (W, %A Wk) +w%n ,f>> Wk) =(g”(t), Wk), (2.13) 
~~(0) = yam E (wl **a wm) et - y0 dam H, pour m -+ $00. 
On en deduit aussitbt 
Par consequent, en utilisant (1.5) il vient 
d’oh encore 
-g I %a(412 + ; II %(~>112 < I %&)I2 (2A + $ IIf + ; llml;~ (2.16) 
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et en integrant sur un intervalle (0, t) C (0, t,), on obtient en utilisant 
l’inegalite de Gronwall 
I %@I2 + ;jot II%&)ll”, ds < (I yo” I2+ ;jo= II j(s)ll;, ds) 
. exp joT (2h + $llf(s)ll&) ds. (2.17) 
En tenant compte de la definition de g”, on en deduit aisement (noter 
que x, est definie sur (0, T), en raison de l’inegalite (2.17)): 
I ~&)I” + joT II ds>ll; ds 
G C (lro I2 + joT Ig(s)Ifr,ds + joTllf(4112,ds + joTIlf(411~~) 
c2 T 
* exp - 
I O1 0 II f(s)ll& ds. 
(2.18) 
Done 
z, demeure duns un borne’ de L2(0, T; V) n Lm(O, T; H). (2.19) 
On introduit alors l’operateur Pm de projection orthogonale dans W 
sur (eu, *I* wm). On peut reecrire (2.13) sous la forme 
A-?zm’(t) + P,A-IA(t) z,(t) + P,A-lB(z,(t)) 
+ Pmfl-y~(“f, %z) + q&a ,f)> = PmA-li(t). (2.20) 
En effet, en consider-ant z,‘(t), A(t) z,(t), B(z,(t)) comme des Cl& 
ments de w’, on a 
= j$ (Zm’(t)~ wk) wk 
= zl (zm’(t), wk) wk * 
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D’autre part 
A-14t) &n(t) = f (W14t) %n(t), Wk))W Wk 
k=l 
= il @tt) %dt), wk) wk ? 
d’Oh 
P,nd-lA(t) %&) = 2 CA@) zm(t), wk) wk * 
k=l 
Ainsi de suite, on verifie (2.20). 
Tenant compte du fait que 11 P, 11 < 1, et de la definition de la 
norme dans IV’, on obtient 
d’ou on deduit, grace a (2.19) et aux hypotheses que 
z,’ demeure duns un borne’ de L2(0, T; W’). (2.21) 
D’apres un theoreme de Lions [12], l’injection de 
% = {z( .) E L2(0, T; V) 1 (dz/dt) E L2(0, T; W’)} 
dans L2(0, T; H) est compacte. 11 resulte alors de (2.19) et (2.21) que 
l’on peut extraire de la suite x, une sous suite z, telle que 
x, ---f z dans L2(0, T; V) faible, 
zU’ + z’ dans L2(0, T; W’) faible, 
z, + x dans L2(0, T; H) fort et p.p. dans H, 
z, -+ z dans Lm(O, T; H) faible Ctoile, 
(%L P w> --f (z, w> uniformkment en t, VW E W. 
(2.22) 
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Montrons que l’on a 
(2.23) 
pour tout C(D) EL~(O, T; IV). 
En effet, tout d’abord 
G Cte II 5 IILmcO,Ti wj s = I dt) - WI II dt) - Wlvdt 0 
Grace a (2.22), on a done 
ce qui implique aisement (2.23). 
Soit y E B(]O, T[) (f one ion t indefiniment differentiable a support 
compact dans IO, T[). E n multipliant les deux membres de (2.13) par v 
et integrant en t de 0 a T, il vient 
- joT @n(t), wk) v'(t) dt + joT <4t) zm(t>, wd v(t) dt 
+ joT (B@,(t), z,(t))> wd dt) dt + j' (B(.f, GA wd v(t) dt 
0 
+ joT (B&n ,f)> vc) dt = joT <k(t), w/J dt) dt. 
Grace a (2.22) et (2.23) on peut alors passer a la limite et on obtient 
(2.10). 
Cela termine la demonstration du theoreme 2.1. 1 
Notons le resultat suivant. 
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COROLLAIRE 2.1. La solution y = x + f obtenue ci-dessus vki$e4 
d c (I YO I2 + IO= IIds)ll;, ds + lo= II f(4l; ds + JOT llf(~)ll~ ds) 
ozi c est une constante > 0. 
De plus soit I’ la multiapplication de H x L2( V’) x ‘F(W) + L2( V) 
pui d (Yap cf > associe l’ensemble des solutions de (2.8) et (2.9) vkri$ant 
(2.24). Alors r prend ses valeurs dans les parties ferme’es non vides de 
L2( V) et a un graphe fermi. 
Dtmonstration. L’inCgalitC (2.24) est une consequence immediate 
de (2.18) par semicontinuite inferieure. 
Considerons maintenant une suite y” de solutions de (2.8) et (2.9) 
qui correspondent a des don&es (Y,,~, g”, f “), avec, pour n ---f CC), 
yen + y. dans H, gn + g dans L2( V’), 
fn+f dansV(W), yn+ydansL2(V). 
11 nous faut verifier que y satisfait a (2.8), (2.9), et (2.24). Or il 
r&x&e aussitot de (2.24) que y” demeure dans un borne de L”(H), 
et par consequent y E L”(H) et yn converge vers y dans L”(H) faible 
Ctoile. 
L’inCgalitC (2.24) resulte de l’inegalite analogue pour yOn, g”, f 12, y” 
en passant a la limite dans le membre de droite et a la limite inferieure 
dans le membre de gauche. 
Pour obtenir (2.8) et (2.9) on introduit la fonction z, = y” -f n 
qui verifie 
%’ + 4)% + q&J + B( f %, z,) + B(z, , f “) = g’“, 
%(O) = Yo” 
(2.25) 
ou g”” est defini a partir de g” et f n comme en (2.11). On a 
z, --t z = y - f dans L2( V) fort et dans L”(H) faible Ctoile. On peut 
alors passer a la limite dans (2.25), et cela montre que y est solution 
de (2.8) et (2.9). 
4 11 n’est pas tvident (en cas de non unicitb) que toute solution y vtrifie (2.24). 
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On en deduit que r est de graphe ferme, et en particulier l’image 
d’un point est un ensemble ferme; il est en outre non vide par le 
theoreme 2.1. 1 
COROLLAIRE 2.2 (Inkgalite’ de l’e’nergie). Les solutions y vbifient 
l’in&alite’ (kgalitt! si W = V) 
I Y(t) - fW + 2 Iot (4) Y(S)> Y(S) -f(s)> + 2iJ”t (B(y(4,f(s)), Y(S)) ds 
< I YO I2 + 2 j-” (g(s)> y(s) -f(s)> ds, Vt. (2.26) 
0 
De’monstration. On Ccrit l’inegalite de l’energie verifiee par z 
comme pour le Corollaire 1.1. En remplacant z par y - f, on obtient 
aussitbt (2.26). 
3. PROBL~ME STOCHASTIQUE 
3.1. Hypoth&es- Notations 
On se donne un espace de probabilite (Sz, Q!, p). On suppose que Q 
est un espace topologique completement regulier; 0? est la tribu 
borelienne de Sz et p une loi de probabilite sur GT, intbieurement 
rkguli&e (c’est-a-dire une mesure de Radon au sens de Meyer [15] 
et Schwartz [18]). 0 n considerera des applications t: 52 + X, oh X 
sera un espace topologique. On dit que E est une variable aleatoire 
(V.A.) si l’image rtkiproque d’un borelien de X est un borelien de Q 
(done un Clement de Q!). On demontre que cette propriete est Cqui- 
valente a la propriete de mesurabilite au sens Lusin, i.e., Vc > 0, 
3 un compact K, tel que p(Q - K,) < E et tel que la restruction de 
v a K, soit continue. 
Si 9 est une sous a-algebre de a, on dit que f est s-mesurable si 
l’image reciproque d’un borelien de X appartient a 9. 
On va considerer le probleme (2.7), (2.8), et (2.9) avec des donnees 
aleatoires. Plus precisement on definit une variable aleatoire 
de 
w - P)(w) = {Ye(W), g(-; w), f(.; w)> (3.1) 
Sz + H x L2( V’) x %‘(I&‘), 
telle quef(0; 0~) = 0 p.s. 
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On rappelle le theoreme suivant consequence d’un theoreme de 
Van Neuman, et dont nous rappelons la demonstration en Appendice, 
pour la commodite du lecteur. 
THGORBME 3.1. Soient X et Y deux espaces de Banach separables 
et A une multi-application de graphe fermi’ de X a valeurs dans les 
parties fermees non vides de V. Alors A admet une section universellement 
Radon mesurable, c’est-a-dire qu’il existe une application univoque (T de 
X dans Y, telle que u(x) E A(x), vx E X, et qui est mesurable pour toute 
mesure de Radon dt@ie sur la tribu bore’lienne de X. 
3.2. Thtoreme d’existence 
Nous allons demontrer de theoreme. 
THBORBME 3.2. Sous les hypotheses (1.2) ci (1.7), (2.1), (2.2), et 
(3.1), il existe un processus y(t; w) verifiant: 
u --+ y(.; W) est une variable aleatoire a valeurs dans L2(0, T, V), (3.2) 
p.s. w y(.; w) EL~(O, T, H) n C(0, T; W’), (3.3) 
Y’ + &)Y + B(Y) = g +f’, p.s. w, (3.4) 
Y(O) = Yo ) p.s. w, (3.5) 
[(3.4) au sens des distributions vectorielles $ valeurs dans W’]. 
On a l’inegalite’ de l’tnergie (egalitt! si W = V) suivante 
p.s. w I r(t) - f(t)12 + 2 jot GWYW, ~(4 -f(s)> ds 
+ 2 jt (B(~(s),f(sN, Y(S)) ds 
0 
< I yo I2 + 2 j" (g(s), y(s) -f(s)> ds, Vt. (3.6) 
0 
Dkmonstration. On consider-e la multi-application de L? -%L2(0, T; V) 
definie comme suit 
Gw = l’ensemble des y(w) E L2(0, T; V) (3.7) 
qui verifient (2.24) et qui sont solutions de (2.8) et (2.9) avec yO, g, f, 
remplaces par yO(f.O), f(*; w), g(*; w). 
Naturellement 
G = Toy. (3.8) 
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Comme p est une mesure de Radon sur un espace completement 
regulier et que v est une V.A., done mesurable au sens de Lusin, 
on a la propriete suivante: Vn > 0, 3 un compact K, C Q tel que 
p(-Q - K) G l/n, (3.9) 
et q~ restreinte a K, est continue (on note y’n = la restriction de 
9) g KTJ- 
En considerant Cventuellement K,’ = UT=, Kj , on voit que l’on 
peut toujours supposer la suite des compacts K, croissante. Notons 
que l’on a 
puisque 
Considerons alors la famille de multi-applications 
G, = restriction de G a K, = I’0 yn . 
(3.10) 
(3.11) 
Nous avons alors le lemme. 
LEMME 3.1. La multi-application .F dkjinie dans le corollaire 2.1 
admet une section universellement mesurable (T. 
L’application u o 9 de 52 dans L2(0, T; V) est une section mesurable 
de G. 
De’monstration. L’existence d’une section universellement mesurable 
de r resulte du theoreme 3.1. En effet, posons X = H xL2( V’) x %‘(I&‘), 
Y = L2( V), A = l-‘. Al ors l’espace 9?(W) &ant sCparable5, X est 
separable, et le corollaire 2.1 nous montre que le theoreme 3.1 est 
applicable. On obtient ainsi une section universellement mesurable 
de T que nous notons u. 
En notant yn la restriction de q a K, , alors p induit sur K, une 
mesure de Radon ordinaire notee pm et am est une mesure de Radon 
sur X. Done cr &ant &pn) mesurable, (T 0 qn est p-mesurable de K, 
’ Comme W est s&parable, il existe une partie dhombrable de IV, disons d qui 
est dense dans W. Pour tout entier N considhons les fonctions u de U(W) qui sont 
linkaires sur les intervalles ((kZ’/N), (k + I)T/N), k = O,..., N - 1, et telles que 
u(kT/N) E 4: elles forment une partie dhnombrable dense de U(W). 
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dans Y. ConsidCrons maintenant la fonction w ---f u 0 y(w) = y(o) et 
les fonctions yn. de Q dans Y dkfinies par 
Les fonctions yn de Q dans Y sont mesurables et, lorsque n + co, 
m(w) -Y(w)* 
pour tous les w E Sz - u, Km , c’est-h-dire p.s. w E Q, puisque 
P(UK,) = 1. 
m 
Cela prouve que y est p-mesurable, et u 0 q est done une section 
mesurable de G. 1 
Fin de la DCmonstration du thtorbme 3.2. On pose y(w) = u 0 r,u(w), 
p.s. W. Alors (3.2) rhulte du lemme p&c&dent, (3.3), (3.4), et (3.5) 
rksultent simplement de ce que y(w) E T{y,(w), g(.; w),f(*; w)} et de 
la dCfinition de r. Enfin (3.6) rksulte du corollaire 2.1. 1 
COROLLAIRE 3.1. En posant x = y - f, alors 
p.s. w z’ EP(0, T; W’) (3.12) 
et p.s. w on a 
I YW + 2 jot MY, > ds < Iyo I2 + 2 s,’ <g, r> ds - I f(W + 2(y(t),f(t)) 
+ j-” <f(s), x’(s)> ds, Vt. (3.13) 
0 
De’monstration. La propriM (3.12) provient de (3.4). Comme 
z’ + AY + B(Y) = g 
on a p.s. w 
Jot (z’(s),f(s)> ds +Jot CAY, f> ds + Jot (WY, Y), f)ds 
(3.14) 
et (3.6) et (3.14) impliquent aussitdt (3.13). 1 
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3.3. Proprie’tds Complt!mentaires 
On introduit les espaces de Hilbert 
2 = L2(!2, p;H) = se’, 
v- = L2(L?, p;V); V’ = L2(sz, p;V’), 
w = LyQ, p; W); W’ = L2(L2, /.L; Iv). 
(3.15) 
On a les injections 
wcY-cccc’c?v”’ (3.16) 
chaque espace etant dense dans le suivant avec injection continue. 
Toutefois l’injection de 2 dans V n’est pas compacte.6 On suppose 
maintenant les proprietes suivantes satisfaites: 
YOEZ, 
g eL2(0, T; Y-‘), (3.17) 
fe C(0, T; W), f(0) = 0. 
w +f(-, ) est une variable aleatoire a valeurs dans C(0, T; W). (3.18) 
f~L’(8, p; L4(0, T; W)). (3.19) 
la V.A. w --f(*, w) a valeurs dans C(0, T; W) (3.20) 
est independante de la V.A. w -+ {y,,(w), g(-, w)} a valeurs dans 
H x L2(0, T; V’). Rappelons la signification de (3.20). Soient t(w) 
et q(w) deux V.A. a valeurs dans des espaces topologiques X et Y. 
Elles sont independantes si 
&J(5) #(rl) = wo W(?7) (3.21) 
pour tout couple v, # de fonctions continues et bornees sur X et Y 
respectivement. (E = l’esperance mathematique.) 
Enfin on suppose 
E T (Ijf(S)1$ + !If(s)#J ds e((C2io)l~!i(a)lIfVd”)) < +co. 
(3.22) 
Nous allons demontrer le theoreme. 
6 C’est 11 la difficultt mentionn& dam 1’Introduction. 
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THBORBME 3.3. Sous les hypothkes du the’orkme 3.2 ainsi que 
(3.17)-(3.22) ‘I z existe un processus y(t ; 0) vt!riJiant 
w + y(*; w) est une variable aliatoire h valeurs dam L2(0, T; V) 
et p.s. appartient h Lm(O, T; H) (3.23) 
y EL~(O, T; V) n Lm(O, T; 2) (3.24) 
E I N” + E joT II r(s)ll; ds 
G G /W(t)l:, + +f(~)lI:d~ 
0 
+ (E 1 y. I2 + E 6 jl g(s)#,, ds) Ee(C2/ol)f$lf(s)ll~ds 
+ E (1’ (llf(s)llf. + 11 j(s)&) ds e(ca~~)@(S)~f,?~) 1 p.p. t. (3.25) 
0 
Y’ + 4OY + B(y(t)) = g +f’, 
Y(O) = Yo 1 
(3.26) 
p.s. au sens des distributions vectorielles d valeurs dans W’. 
De’monstration. Le thkorkme 3.2 now donne l’existence de y 
vbrifiant (3.2)-(3.4). 11 s’agit done seulement de montrer (3.24) et 
(3.25). 
Or p.s. on peut Ccrire d’aprk (2.24) 
I Y(t; w)12 + II Y(.i w)Ilqv, 
+ (I Yo(412 + II A.; ~)Il;qv’) + 1l.H.; a&/, + llf(*; ~&~)) 
. e(C~/~)llf(~~“)lIL2(W)}, vt (3.28) 
d’oh on dCduit, tenant compte du fait que f (e; w) est une V.A. & 
valeurs dans U(W) 
II Y(.; 41/~z(y) 
+ (I yo(w)12 + II g(*; w)li&v,, + llf(-; w)II&~) e(C2/a)~~f(.;~)1~2(W)}. 
Utilisons le lemme suivant. 
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LEMME 3.2. Si f, 7 sont deux V.A. Gelles positives indbpendantes 
telles que Et, ET existent, alors Et7 est d@ni et vaut 
E& = ElE7. (3.30) 
De’monstration. On pose 
(3.31) 
et de m&me on pose 
%(QJ> = drl(w))* (3.32) 
Comme la fonction yn est continue et bornee, on a 
ESnrln = &L%n . (3.33) 
Notons que 
car f E L1, q E L1. 
Comme E, < [, qn < v p.s., il resulte du theoreme de Lebesgue 
clue 
ES, - Et=, 
ET, -+ ET, 
done 
&h, - EC%. (3.34) 
Par ailleurs d’apres le theoreme de Fatou et comme E, > 0, vn > 0, 
on a 
E& < lim E~,Q, = EtEq (3.35) 
ce qui prouve que & E L1. Comme e,q, -+ 577 et 5%~~ < 57, une 
nouvelle application du theoreme de Lebesgue donne (3.36). 1 
En utilisant le lemme 3.2 et les hypotheses (3.18)-(3.20) et (3.22), 
on voit que le second membre de (3.29) est integrable (en w). Done 
y E L2(Q, CL; L2(V)). On peut done supposer (a une equivalence 
dp @ dt p&s) que y E L2(Q x (0, T), dp @ dt; V). Done, d’apres 
le theoreme de Fubini y E L2(0, T; V). 
Done t + y(t) est mesurable a valeurs dans V et par consequent 
aussi a valeurs dans Z’. 
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Remarquors que si on pose 
z(t; w) = y(t; co) - f(t; w) 
on a la majoration suivante 
4c w)l” + II 4.; 4;q y) 
e wYob)12 + IId-; ~)ll;q”~) + ll”0.i 4;2,,, + Ilf(*; 4/&)) 
. ,cC~i~)llf(~~w)ll~2,w) p.p. t, p.s. w. (3.36) 
Done (3.36) a lieu p.p. dt @ dp. 
Par intbgration en w, on obtient x ELM, et par conskquent 
Cgalement y EL”‘(X). On a ainsi dCmontrC (3.24). Par ailleurs (3.25) 
rksulte aussith de l’indgration en w de (3.36) et de x = y - f. 1 
COROLLAIRE 3.2 (Inkgalite’ de l’e’nergie). Les processus y vh..ent 
l’inkgalite’ (Lgalite’ pour W = V) suivante 
E I y(t) - f(W + 2E 1” W)Y(~,Y(~) -f(4) ds 
0 
+ 2E jt (B(~(s),fWh Y(S)) ds 
0 
e E I yo I2 + 213 jt (g(s), y(s) -f(s)> ds, p.p. t. (3.37) 
0 
De’monstration. Comme (3.6) a aussi lieu p.p t, w, on peut pour 
presque tout t inthgrer en w, g&e & (3.24), d’oti (3.37). 
3.4. Exemple de Processus f 
On prend 
f(t) = Wf (3.38) 
oti f E W et A(t) est un processus de Wiener rCe1, i.e., une famille de 
V.A. gauesiennes centrkes telles que 
(3.39) 
oh q(7) 3 0 est born&e. 
11 est bien connu que X E C(0, T; L2(sZ, CL; R)) et que w + h(*; w) 
est une V.A. h valeurs dans C(0, T). 11 est facile de vkrifier que 
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h E qsz, p; P(O, T)). v ’ ‘fi en ons que, moyennant une hypothkse supple’- 
mentaire (cf. (3.40) et (3.41)) (3.22) est satisfaite. ConsidCrons simple- 
ment la premihre propriM (3.22), la seconde se vkrifiant de man&e 
identique. Posons 
Done 
0 = (llfll$- X2(s) ds + llfll;j-oT h4(s) h) f (T)” y (s,’ h2(4 A) 
n=o 
= 4 + 82 
Oh 
e1 = f (G)” IlrllyPWR (j’ h2(S) $+I, 
fl=O 0 
8,=57-y) 
(q2 n llfIl”w”‘” T 
?l=O 
--J---- (s, w d)([ w q. 
On en dCduit 
0, < f. (G)n + T”‘2 x T21 A2n+4(s) ds. 
Comme h(s) est une V.A. gaussienne de variance 
on obtient 
u2(s) = /‘a(~) d7 < sq 
0 
TPn+10,/2 
n+3 * 
580/13/2-8 
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Posant, 
on obtient 
~2 = Y~T~/~, 
(3.40) 
Les sCries prkkdentes sont convergentes si 
4y, < 1 et 4y, < 1. (3.41) 
4. APPLICATION AUX I?QUATIONS DE NAVIER~TOKES 
Soit 0 un ouvert born6 de Rn de front&e a0 rCguli&re, auquel on 
associe les espaces fonctionnels suivants: 
L2(01) = espace des fonctions rCelles sur 0, de car& 
intkgrable pour la mesure de Lebesgue dx = dx, ,..., dx, . 
Le produit scalaire et la norme de H sont 
(4.1) 
IYI L2(0) = {(Y, Y)Lqo)Y2. 
H,l(O) = espace de Sobolev des fonctions y eL2(0) ainsi 
que leurs d&iv&es premikres et qui sont nulles sur la frontike 
a0 de 0. (4.2) 
L’espace est muni du produit scalaire hilbertien 
HS(0), espace de Sobolev des fonctions y ELM ainsi que leurs 
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derivees d’ordre < s; s est le plus petit entier > (42) + 2. L’espace 
est muni du produit scalaire 
D’apres le theoreme d’inclusion de Sobolev, puisque s - 1 :B (n/2), 
les fonctions y E H”(O) sont continues lipschitziennes sur 0 (i.e., les 
d&-iv&es premieres de y sont essentiellement bornees sur l’ensemble 0). 
On introduit a present les espaces produits 
que l’on munit des structures hilbertiennes produits usuelles. On 
considere Cgalement l’ensemble 
d = y = (y; ,..., 
I 
yJ, yi E V(Q) = fonction %P B support 
compact dam f2, div y = *iI E = 01 (4.4) 
On pose a present 
H = I’adhCrence de & dam {L2(0)}n, 
V = l’adherence de d dans (H,,l(U)}n, 
W = l’adhkrence de d dans {Hs(0)jn. 
(4.5) 
Ces espaces sont munies des structures hilbertiennes respectivement 
induites par {L2( 0)}“, (H,l( 0))n, {HS( 8))“: 
I Y IH = {(Y, YhfY, 
NY, 4)V = c ((Yi > 4)H,'(@l, Y 
i=l 
II Y IIY = NY, Y))YY, 
NY? 4)w = i KYi 3 4)HB(@') 7 
i=l 
II Y lb = NY? Y))wY2* 
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11 est bien connu que W, I’, H, sont des espaces &parables et que 
l’injection de V dans H est compacte. Pour tout ce qui concerne les 
espaces de Sobolev, cf. Lions [13] et Lions-Magenes [14]. 
Soit v > 0 fixC; on dkfinit A(t) E Z( V, V’), par 
W)Y, 2) = V((Y, 4)Y’ vy, z E v. 
on a (1.4) et (1.5) avec 01 = v, h = 0. 
On considkre h p&sent la forme trilirkaire b(y, z, w): 
(4.6) 
(4.7) 
qui est dkfinie et continue sur V x V x W. En effet d’aprb 1’inCgalitC 
de Hijlder, la fonction 
x --f Yi(X) * .zj(X) 2 (x) 
e 
est sommable sur 0 si yi E L2(0), zi ELM et (&wi/hi) EL~( 0). 
Mais cela a lieu prCcisCment si y, z E V et w E W. On a en plus 
I b(Y, % 41 G c I Y IH I z IH II w IIW 3 vy, ZE v, VW E w. (4.8) 
On dkfinit ensuite l’opkrateur B bilinkaire continu de V x V dans W 
en posant 
@(Y, z), w> = b(Y, z, 4, vy, z E v, VW E w. (4.9) 
L’inCgalitC (4.8) implique (1.7) facilement. Pour (1.6) nous notons 
we 
div y(x))(~~(x))~ dx = 0. (4.10) 
On vkrifie de man&e analogue avec une intkgration par parties que 
b(y, x, w) = --b(y, w, z) = -f j y,(x) 2 (x) wj(x) dx. (4.11) 
i,j=l 0 2 
Avec cette reprksentation de B, on vkrifie aiskment (2.1) et (2.2). 
L’inCgalitC de HGlder donne en effet 
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d’ou, puisque W C {L”( 0))1L: 
IWY, 4, w>l < c II Y llw II z /Iv I w IH 3 Vy’r E, ZEV, WEH, (4.12) 
ce qui entraine (2.1) et la premiere inegalite (2.2). La seconde inegalite 
(2.2) s’obtient en ecrivant l’inegalite de Holder 
d’ou 
l(B(YT 4, w>l G c I Y IH II .z lb I w IH 7 (4.13) 
utilisant le fait que H”(O) est inclus dans l’espace JVm(0) des fonc- 
tions lipschitziennes. 
Le premier probleme deterministe est la formulation variationnelle 
des equations de Navier-Stokes, ou le probleme des solutions turbu- 
lentes au sens de Leray [S-IO]. 
On demontre que si y est solution de (1.8) alors il existe une 
distribution p sur l’ouvert 0 x IO, T[, telle que 
$$-vAy+(y*V)y+V$=gdansCG x]O,T[ 
div y = 0 dans 0 x IO, T[, 
y(x, t) = 0 sur a0 x IO, T[, 
y(~, 0) = yO(x) dans U 
(4.14) 
Oh 
VP = (E ,-.*, $), 
(Y *v> = iYi&. 
i=l t 
Avec les hypotheses (3.17) a (3.20), le theoreme 3.3 entraine l’existence 
de y verifiant (3.23)-(3.26); (3.26) s’interprete ainsi (il s’agit d’t!galitks 
p.s. en w) 
g--~~y+(y*V)y+Vp=g+$dans0~]0,7’[, 
div y = 0 dans U x IO, T[, (4.16) 
y(x, t) = 0 sur X9 X IO, T[, 
Y(? 0) = YOW 
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11 est a noter que mCme avec f E 0 le probleme stochastique (4.16) 
n’etait pas a notre connaissance resolu dans le present cadre fonc- 
tionnel. Pourf = 0 les equations stochastiques (4.16) sont les equations 
usuelles en theorie de la turbulence, et l’existence de solutions de 
(4.16) qui sont des mesures sur des espaces fonctionnels a CtC obtenue 
par Foias-Prodi [5]. Nous renvoyons aussi a Vishik [19] pour l’etude 
de solutions mesures de certaines equations fonctionnelles. Dans le 
cas f + 0 mais verifiant (3.17)-(3.20), certains resultats sont encore 
a demontrer pour retrouver tous les resultats obtenus dans le cas 
monotone dans Bensoussan-Temam [l] : inegalite de l’energie stochas- 
tique, et peut-Ctre l’affaiblissement des hypotheses surf(fg %?(O, T; H) 
p.s. au lieu de fe Y(O, T; W) p.s.). Cela fera l’objet d’un travail 
uldrieur. 1 
APPENDICE 
Nous rappelons la demonstration du theoreme 3.1, et de quelques 
r&hats prealables qui ne sont pas nouveaux mais qu’il nous parrait 
utile d’expliciter ici. 
DEFINITION. Soit (Q, CL, GZ) un espace mesurable (52 = un espace 
topologique completement regulier, et 0Z = la tribu borelienne de 52 
dans le texte). Une m.a. (multi-application) r de 52 dans l’ensemble 
des parties fermees non vides d’un espace topologique E est dite 
mesurable si 
P(A) =(,ESI)IT(w)nA f ,0}~& VA ferme de E. (A.]) 
Une section u de r est une application de a dans E telle que 
U(W) E T(w), VW. (-42) 
On a le theoreme de section suivant du a Kuratowsky et Ryll- 
Nardzewski [7] et Castaing [3] ( nous reprenons ici la demonstration 
de Castaing): 
TH~OR~ME A.1. Si l’espace E est polonais, toute m.a. mesurable 
de Sz d: valeurs dans les parties ferme’es non vides de E admet une section 
mesurable. 
De’monstration. L’espace E est polonais, cela signifie qu’il existe 
sur E une distance d pour laquelle E est complet, de type denombrable, 
la topologie associee a d &ant equivalente a la topologie de E. 
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Soit maintenant (C, p, p’) un criblage de l’espace metrique (E, d): 
C’est une suite de recouvrements C, de E ainsi definie 
E est recouvert par des sous-ensembles C,O, C,r,..., Cni,..., en 
nombre fini oh denombrable, Cmi C E, diametre Cni < (l/2”); C, est 
l’ensemble des parties {C,O, C,l,...). 
La relation entre deux recouvrements successifs C, , Cn+l est la 
suivante: il existe une m.a. n% de C, dans Cn+i, telle que les flTb(C,i), 
forment une partition de Cn+i , lorsque Cmi parcourent C,: cela 
signifie que l’ensemble Cni de diametre < l/2” est a son tour recouvert 
par des ensembles Cnfl de diametre < 1/2n+1, etc. 
On definit maintenant les ensembles Q-,i ; pour n = 0: 
12~~~ = r-(c,i) - (J (r-(C,i) n r-(C,i)), 
O<jii 
pourtoutCoiECo,i> 1. 
Pour n > 0 les &;+, sont ainsi d&finis: On sait que CL+, E 17,(Cz) 
pour un CE unique de C, . Alors w E 6&:+, si w E Q,; et 
w E T(C;) - (J (T(C;) n T(C;+,)). 
f<i 
cjnitennc; 
Les ,n,:+l pour Ck,, E 17,(Cc) forment une partition finie ou denom- 
brable de Sz en ensembles Cvidemment mesurables. 
On definit la fonction CtagCe un de 52 + E: pour tout n, U,(W) = 
Ti 12 = un Clement de Cni, pour w E SZcni , Cni E C, . 
‘Les fonctions Us sont Cvidemment mesurables. On a 
4%(W), %+AJJ>) < 2-“3 
puiwe 44 et ‘~,+d w sont dans un m&me C’E Par ailleurs >
4%(W), r(w)) < 27, 
puisque w est dans un ensemble T(C$‘: il existe un point de 
Cni E T(w), et la distance de ce point a o,(w) E Ci+, est < 22”. 
Lorsque n -+ co, U,(W) est une suite de Cauchy de E qui converge 
vers une limite U(W) E T(w) et la fonction w -+ u(w) est Cvidemment 
mesurable. 1 
Remarque A- 1. 11 est important pour nous d’observer que la 
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section de r precedemment definie est independante de la mesure TV 
definie sur 6I?. Si done r est mesurable pour une famille J? de mesure ,L 
definies sur CT, il en est de mCme de la section u don&e par le thee- 
r&me A.1. 1 
THBORBME A.2. Soient X et Y deux espaces de Banach &parables 
et A une multi-application de graphe fermbe de X h valeurs dans les 
parties ferme’es non vides de Y. 
Alors A admet une section universellement Radon mesurable, c’est- 
&dire mew-able pour toute mesure de Radon dt$nie sur la tribu bore’- 
lienne de X. 
Soit G le graphe de A et r la m.a. de X dans G definie par 
T(x) = {(x, y) E x x y, y E Jqx)). 
On appelle 17, et 17, les projections de G sur X et Y, qui sont des 
applications Cvidemment continues. 11 est clair que 
A =l7),0l-. (A-3) 
On va montrer que 
r = l7$. (-4.4) 
En effet si 6 E X, 
(x, Y) E Ci’(t3 + lx, Y) E G et 5 = n&G Y) 
t>x=[ et YEAX 
-3 (4 Y) E 0). 
Dans ces conditions l’application r prend ses valeurs dans les parties 
fermees non vides de G; en effet, Vx E X, r(x) est non vide puisque 
cl(x) # 0, et par ailleurs 
w = G(W) 
est un ensemble ferme puisque 17, est continu et {x} est ferme dans X. 
On montre ensuite que 
r-(A) = 17,(A), VA C G. 64.5) 
En effet si x E r-(A) alors r(x) n A # 0 et il existe done 
(6 7) E w n A; on a e = x, v E cl(x) et x = n,(.$, 7) E U,(A). 
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RCciproquement si x E IT,(A), alors x = Dx([, q) oh (f, 7) E A et 
done G; ainsi .$ = x, y E /l(e), ensorte que ([, 7) E F(x) et x E T(A). 
On dCduit de (A.5) q ue r est universellement Radon mesurable; 
en effet X et Y sont des espaces polonais et G fermC dans un polonais 
est aussi polonais, done sousliniens; si maintenant A est une partie 
fermCe de G, alors A est Cgalement souslinien et comme nx est 
continu, 17,(A) est souslinien (cf. Bourbaki [2]). Or les ensembles 
sousliniens sont universellement Radom mesurables (cf. Schwartz 
[18]). Ainsi 
r-(A) = n,(A) est universellement Radon-mesurable, VA C G fermC. 
(A 6) 
Consid&ons pour terminer l’application (1: elle est universellement 
Radon mesurable car si B C Y est fermC, alors 
A-(B) = r-(n;l(B)), VB C Y fermC, (A-7) 
est universellement Radon mesurable, comme consCquence de (A.6) 
oti l’on fait A = Il;l(B) = ensemble fermC de G puisque IT,, est 
continu. 
Par ailleurs /1 prend ses valeurs dans les parties fermCes non vides 
de Y. Le thCor&me A.1 et la remarque A.1 sont applicables: (1 admet 
une section universellement Radon mesurable. B 
Remarque A.2. Le thCori?me A.2 est aussi valable si X est un 
espace sousliniens et Y un espace polonais. 1 
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