A famous theorem of Ryser asserts that a v x v zero-one matrix A satisfying AA r --(k -k)I + aJ with k ~ k must satisfy k + (v -1)k = k 2 and ArA (k -k)I + A J; such a matrix A is called the incidence matrix of a symmetric block design. We present a new, e/ementary proof of Ryser's theorem and give a characterization of the incidence matrices of symmetric block designs that involves eigenvalues of AA r.
INTRODUCTION DASONG CAO ET AL.
In the first volume of the Proceedings of the American Mathematical Society, Ryser [3] proved the following theorem. While use of algebraic techniques to prove a combinatorial theorem is surely not reprehensible, it is natural to wonder if such techniques are necessary. In this particular case, the answer is negative: in Section 2, we shall present an elementary proof of Ryser's theorem.
A symmetric block design is any pair (V, {S 1, S z ..... So}) that satisfies the hypothesis (and the conclusion) of Ryser's theorem. The incidence matrix A of this design is the v × v matrix, with rows indexed by i = 1, 2 ..... v and columns indexed by the elements of V, such that the ith row of A is the incidence vector of Si; equivalently, A = (aix) with
Note that A is the incidence matrix of a symmetric block design if and only if A is a square zero-one matrix and there are distinct integers k, A such that where I and J denote as usual the identity and all ones matrix, respectively. In Section 3, we shall prove that these conditions can be weakened: A is the incidence matrix of a symmetric block design if and only ff A is a zero-one matrix, A is nonsingular, A has constant row sums, AA r has precisely two distinct eigenvalues, and AA r is irreducible, meaning that it cannot be permuted to 
and that, as
and that, as Ex(E~a~) = Ei(Exaiex ), 
(4)
x y
E~Ey(Eiaixaiy)(Erarx)(Esasy) = Ei(E~E~ai~a~) ~_, ~.,d~ydxd~ = vt 2. x y (6)
We propose to show that the identities (1)-(6) imply the desired conclusions:
= (k if x=y, From (4) and (1), we have
x y which, along with (10) and the assumption that k ~ A, implies (7). Next, from (2) and (1), we have
which, along with (7) and the assumption that each d~ -k is a real number, implies (8). Since only one of these n eigenvectors corresponds to r, the remaining n -1 eigenvectors must correspond to the other root, s. In other words, the rank of M -sI is 1. Hence M -sI = ab r for some real vectors a and b. Since M is symmetric, a and b are multiples of each other, and so M -sI = +uu r for some real vector u. Since M is ireducible, no component of u is zero. For any choice of three components u i, uj, u k of u, the three products uiuj, u~u k, uju k are off-diagonal entries of M; since M is nonnegative, the three products are nonnegative, and so u~, u j, u k must have the same sign. Hence all components of u have the same sign; replacing u by -u if necessary, we conclude that u is a positive vector and, since M is nonnegative, M -sI = uu T.
•
THEOREM. A is the incidence matrix of a symmetric block design if and only if A is a zero-one matrix, A is nonsingular, A has constant row sums, AA r is irreducible, amt AA r has precisely two distinct eigenvalues.
Proof. As noted in the introduction, the "only if" part is trivial. To prove the "if" part, we use the Lemma with AA r in place of M to find that AA ~ = uu r + sI for some positive vector u and some s. Since A is zero-one, the diagonal elements of AA r equal the row sums of A; since A has constant row sums, it follows that all diagonal elements of AA r are the same. In turn, since u is a positive vector, it follows that all components of u are the same. Hence AA r= sI + tJ for some t; since A is nonsingular, s g: 0. We conclude that A is the incidence matrix of a symmetric block design with 
