Another proofs of the geometrical forms of Paley-Wiener theorems for the
  Dunkl transform and inversion formulas for the Dunkl interwining operator and
  for its dual by Trimeche, Khalifa
ar
X
iv
:m
at
h/
04
05
05
0v
1 
 [m
ath
.C
A]
  4
 M
ay
 20
04 Another proofs of the geometrical forms of
Paley-Wiener theorems for the Dunkl transform
and inversion formulas for the Dunkl intertwining
operator and for its dual
Khalifa TRIME`CHE
Faculty of Sciences of Tunis, Department of Mathematics,
CAMPUS, 1060 Tunis, Tunisia
email : khlifa.trimeche@fst.rnu.tn
Abstract
In this paper we present another proofs of the geometrical forms of
Paley-Wiener theorems for the Dunkl transform given in [15], and we
prove inversion formulas for the Dunkl intertwining operator Vk and for
its dual tVk and we deduce the expression of the representing distributions
of the inverse operators V −1
k
and tV −1
k
.
Keywords : Paley-Winer theorems ; Inversion Formulas ; Dunkl intertwining
operator ; Dual of the Dunkl intertwining opertor
MSC (2000) : 33C80, 43A32, 44A35, 51F15.
1 Introduction
We consider the differential-difference operators Tj , j = 1, 2, · · · , d, on Rd in-
troduced by C.F.Dunkl in [3]. These operators are very important in pure
mathematics and in Physics. They provide a useful tool in the study of special
functions with root systems [4,6, 2]. Moreover the commutative algebra gener-
ated by these operators has been used in the study of certain exactly solvable
models of quantum mechanics, namely the Calogero-Sutherland-Moser models,
which deal with systems of identical particles in a one dimensional space (see
[8,11, 12]).
C.F.Dunkl has proved in [5] that there exists a unique isomorphism Vk from
the space of homogeneous polynomials Pn on Rd of degree n onto itself satisfying
the permutation relations
TjVk = Vk
∂
∂xj
, j = 1, 2, · · · , d, (1.1)
1
and
Vk(1) = 1. (1.2)
This operator is called Dunkl intertwining operator. It has been extended to an
isomorphism from E(Rd) (the space of C∞-functions on Rd) onto itself satisfying
the relations (1.1) and (1.2) (see[14]).
The operator Vk possesses the integral representation
∀ x ∈ Rd, Vk(f)(x) =
∫
Rd
f(y)dµx(y), f ∈ E(Rd), (1.3)
where µx is a probability measure on R
d with support in the closed ballB(0, ‖x‖)
of center 0 and radius ‖x‖ (see [13][14])
We have shown in [14] that for each x ∈ Rd, there exists a unique distribution
ηx in E ′(Rd) (the space of distributions on Rd of compact support) with support
in B(0, ‖x‖) such that
V −1k (f)(x) = 〈ηx, f〉, f ∈ E(Rd)
We have studied also in [14] the transposed operator tVk of the operator Vk.
It has the integral representation
∀ y ∈ Rd, tVk(f)(y) =
∫
Rd
f(x)dνy(x). (1.4)
where νy is a positive measure on R
d with support in the set {x ∈ Rd/ ‖x‖ ≥
‖y‖} and f in D(Rd) (the space of C∞-functions on Rd with compact support).
This operator is called Dual Dunkl intertwining operator.
We have proved in [14] that the operator tVk is an isomorphism from D(Rd)
onto itself, satisfying the transmutation relations
∀ y ∈ Rd, tVk(Tjf)(y) = ∂
∂yj
tVk(f)(y), j = 1, 2, · · · , d. (1.5)
Using the operator Vk C.F.Dunkl has defined in [5] the Dunkl kernel K by
∀ x ∈ Rd, ∀ z ∈ Cd, K(x,−iz) = Vk(e−i〈.,z〉)(x). (1.6)
Using this kernel C.F.Dunkl has introduced in [5] a Fourier transform FD called
Dunkl transform.
In this paper we proesent another proofs of the geometric forms of Paley-
Wiener theorems for the transform FD, given in [15] p. 32-33, and we establish
the following inversion formulas for the operators V −1k and
tV −1k :
∀ x ∈ Rd, V −1k (f)(x) = tVk(Q(f))(x), f ∈ D(Rd), (1.7)
∀ x ∈ Rd, tV −1k (f)(x) = Vk(P (f))(x), f ∈ D(Rd), (1.8)
where P and Q are pseudo-differential operators on Rd.
From these relations we deduce the expression of the representing distributions
2
ηx and Zx of the inverse operators V
−1
k and
tV −1k by using the representing
measures µx and νx of Vk and
tVk. They are given by the following formulas
∀ x ∈ Rd, ηx = tQ(νx), (1.9)
∀ x ∈ Rd, Zx = tP (µx), (1.10)
where tP and tQ are the transposed of the oprators P and Q.
The contents of the paper are as follow.
In section two we recall some basic facts from Dunkl’s theory, we discribe
Dunkl operators and the Dunkl kernel.
We introduce in the third section the Dunkl intertwining operator Vk and
its dual tVk and we present their properties.
We define int the fourth section the Dunkl transform introduced in [5] by
C.F.Dunkl, and we give the main theorems proved for this transform.
In the fifth section we give another proofs of the geometrical forms of Paley-
Wiener theorems for the Dunkl transform. The first proofs of these theorems
have been given in [15] p. 32-33. Next we present some applications of the first
theorem.
The sixth section is devoted to prove inversion formulas for the Dunkl inter-
twining operator Vk and for its dual
tVk, and we deduce the expression of the
representing distributions of the inverse operators V −1k and
tV −1k .
2 The eigenfunction of the Dunkl operators
In this section we collect some notations and results on Dunkl operators and
the Dunkl kernel (see [4,5, 7, 9, 10]).
2.1 Reflection Groups, Root Systems and Multiplicity Func-
tions
We consider Rd with the euclidean scalar product 〈., .〉 and ‖x‖ =√〈x, x〉. On
Cd, ‖.‖ denotes also the standard Hermitian norm, while 〈z, w〉 =∑dj=1 zjwj .
For α ∈ Rd\{0}, let σα be the reflection in the hyperplan Hα ⊂ Rd orthog-
onal to α, i.e.
σα(x) = x−
(
2〈α, x〉
‖α‖2
)
α. (2.1)
A finite set R ⊂ Rd\{0} is called a root system if R∩Rα = {±α} and σαR = R
for all α ∈ R. For a give root system R the reflections αα, α ∈ R, generate a
finite group W ⊂ O(d), the reflection group associated with R. All reflections
inW correspond to suitable pairs of roots. For a given β ∈ Rd\∪α∈RHα, we fix
the positive subsystem R+ = {α ∈ R; 〈α, β〉 > 0}, then for each α ∈ R either
α ∈ R+ or −α ∈ R+.
A function k : R → C on a root system R is called a multiplicity function
if it is invariant under the action of the associated reflection group W . If one
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regards k as a function on the corresponding reflections, this means that k is
constant on the conjugacy classes of reflections in W . For abbreviation, we
introduce the index
γ = γ(R) =
∑
α∈R+
=
∑
α∈R+
k(α). (2.2)
Moreover, let ωk denotes the weight function
ωk(x) =
∏
α∈R+
|〈α, x〉|2k(α). (2.3)
which is W -invariant and homogeneous of degree 2γ.
For d = 1 and W = Z2, the multiplicity function k is a single parameter
denoted γ > 0 and
∀ x ∈ R, ωk(x) = |x|2γ . (2.4)
We introduce the Mehta-type constant
ck =
(∫
Rd
e−‖x‖
2
ωk(x)dx
)−1
. (2.5)
which is known for all Coxeter groups W (see [3, 6])
2.2 Dunkl Operators and Dunkl kernel
The Dunkl operators Tj , j = 1, · · · , d, on Rd, associated with the finite reflection
group W and multiplicity function k, are given for a function f of class C1 on
R
d by
Tjf(x) =
∂
∂xj
f(x) +
∑
x∈R+
k(α)αj
f(x)− f(σα(x))
〈α, x〉 . (2.6)
In the case k = 0, the Tj , j = 1, 2, · · · , d, reduce to the corresponding partial
derivatives. In this paper, we will assume throughout that k ≥ 0 and γ > 0.
For f of class C1 on Rd with compact support and g of class C1 on Rd we
have∫
Rd
Tjf(x)g(x)ωk(x)dx = −
∫
Rd
f(x)Tjg(x)ωk(x)dx, j = 1, 2, · · · , d. (2.7)
For y ∈ Rd, the system
{
Tju(x, y) = yju(x, y), j = 1, 2, · · · , d,
u(0, y) = 1,
(2.8)
admits a unique analytic solution on Rd, denoted by K(x, y) and called Dunkl
kernel.
This kernel has a unique holomorphic extension to Cd × Cd.
Example
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If d = 1 and W = Z2, the Dunkl kernel is given by
K(z, t) = jγ−1/2(izt) +
zt
2γ + 1
jγ+1/2(izt), z, t ∈ C, (2.9)
where for α‘ ≥ −1/2, jα is the normalized Bessel function defined by
jα(u) = 2
αΓ(α+ 1)
Jα(u)
uα
= Γ(α+ 1)
∞∑
n=0
(−1)n(u/2)2n
n!Γ(n+ α+ 1)
, u ∈ C, (2.10)
with Jα is the Bessel function of first kind and index α (see [5]).
The Dunkl kernel possesses the following properties.
(i) For z, t ∈ Cd, we have K(z, t) = K(t, z),K(z, 0) = 1, and K(λz, t) =
K(z, λt) for all λ ∈ C.
(ii) For all ν ∈ Zd+, x ∈ Rd, and z ∈ Cd we have
|DνzK(x, z)| ≤ ‖x‖|ν| exp
[
max
w∈W
〈wx,Rez〉
]
. (2.11)
In particular
|DνzK(x, z)| ≤ ‖x‖|ν| exp[‖x‖‖Rez‖]], (2.12)
|K(x, z)| ≤ exp[‖x‖‖Rez‖] (2.13)
and for all x, y ∈ Rd :
|K(ix, y)| ≤ 1, (2.14)
with
Dνz =
∂|ν|
∂ν1z1 · · ·∂zνdd
and |ν| = ν1 + · · ·+ · · ·+ νd.
(iii) For all x, y ∈ Rd and w ∈W we have
K(−ix, y) = K(ix, y) and K(wx,wy) = K(x, y). (2.15)
(iv) The function K(x, z) admits for all x ∈ Rd and z ∈ Cd the following
Laplace type integral representation
K(x, z) =
∫
Rd
e〈y,z〉dµx(y), (2.16)
where µx is a probability measure on R
d with support in the closed ball
B(0, ‖x‖) of center 0 and radius ‖x‖. Moreover we have
Suppµx ∩ {y ∈ Rd/‖y‖ = ‖x‖} 6= ∅, (2.17)
(see [13]).
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Remark 2.1
When d = 1 and W = Z2, the relation (2.16) is of the form
K(x, z) =
Γ(γ + 1/2)√
piΓ(γ)
|x|−2γ
∫ |x|
−|x|
(|x| − y)γ−1(|x| + y)γeyzdy. (2.18)
Then in this case the measure µx is given for all x ∈ R\{0} by dµx(y) = κ(x, y)dy
with
κ(x, y) =
Γ(γ + 1/2)√
piΓ(γ)
|x|−2γ(|x| − y)γ−1(|x| + y)γ1]−|x|,|x|[(y), (2.19)
where 1]−|x|,|x|[ is the characteristic function of the interval ]− |x|, |x|[.
We remark that by change of variables, the relation (2.18) takes the following
form
∀ x ∈ Rd, ∀ z ∈ Cd, K(x, z) = Γ(γ + 1/2)√
pi(γ)
∫ 1
−1
etxz(1− t2)γ−1(1+ t)dt, (2.20)
3 The Dunkl intertwining operator and its dual
Notation We denote by
- C(Rd) (resp. Cc(R
d)) the space of continuous functions on Rd (resp. with
compact support).
- Cp(Rd) (resp. Cpc (R
d)) the space of functions of class Cp on Rd (resp. with
compact support).
- E(Rd) the space of C∞-functions on Rd.
- D(Rd) the space of C∞-functions on Rd with compact support.
- S(Rd) the space of C∞-functions on Rd which are rapidly decreasing as
their derivatives.
We provide these spaces with the classical topology. We consider also the
following spaces.
- E ′(Rd) the space of distributions on Rd with compact support ; it is the
topological dual of E(Rd).
- S ′(Rd) the space of tempered distributions on Rd ; it is the topological
dual of S(Rd).
The Dunkl intertwining operator Vk is defined on C(Rd) by
∀ x ∈ Rd, Vk(f)(x) =
∫
Rd
f(y)dµx(y), (3.1)
where µx is the measure given by the relation (2.16) (see [14]).
We have
∀ x ∈ Rd, ∀ z ∈ Cd, K(x, z) = Vk(e<.,y>)(x). (3.2)
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The operator tVk satisfying for f in Cc(R
d) and g in C(Rd), the relation
∫
Rd
tVk(f)(y)g(y)dy =
∫
Rd
Vk(g)(x)f(x)ωk(x)dx. (3.3)
is given by
∀ y ∈ Rd, tVk(f)(y) =
∫
Rd
f(x)dνy(x), (3.4)
where νy is a positive measure on R
d whose support satisfies
Suppνy ⊂ {x ∈ Rd/‖x‖ ≥ ‖y‖} and Suppνy ∩ {x ∈ Rd/‖x‖ = ‖y‖} 6= ∅. (3.5)
This operator is called the dual Dunkl intertwining operator (see [14]).
The following theorems give some properties of the operators Vk and
tVk
(see [14]).
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Theorem 3.1
(i) The operator Vk is a topological isomorphism from E(Rd) onto itself sat-
isfying the transmutation relations
∀ x ∈ Rd, TjVk(f)(x) = Vk
(
∂
∂yj
f
)
(x), j = 1, 2, · · · , d, f ∈ E(Rd).
(3.6)
(ii) For each x ∈ Rd, there exists a unique distribution ηx in E ′(Rd) with
support in the ball B(0, ‖x‖) such that for all f in E(Rd) we have
V −1k (f)(x) = 〈ηx, f〉. (3.7)
Moreover
Suppηx ∩ {y ∈ Rd/‖y‖ = ‖x‖} 6= ∅. (3.8)
Theorem 3.2
(i) The operator tVk is a topological isomorphism form D(Rd) (resp. S(Rd))
onto itself, satisfying the transmutation relations
∀ y ∈ Rd, tV (Tjf)(y) = ∂
∂yj
tV (f)(y), j = 1, 2, · · · , d, f ∈ D(Rd). (3.9)
ii) For each y ∈ Rd, there exists a unique distribution Zy in S ′(Rd) with
support in the set {x ∈ Rd/‖x‖ ≥ ‖y‖} such that for all f in D(Rd) we
have
tV −1k (f)(y) = 〈Zy, f〉. (3.10)
Moreover
SuppZy ∩ {x ∈ R/‖x‖ = ‖y‖} 6= ∅. (3.11)
Example 3.1
When d = 1 and W = Z2, the Dunkl intertwining operator Vk is defined by
(3.1) with for all x ∈ R\{0}, dµx(y) = κ(x, y)dy, where κ given by the relation
(2.19).
The dual Dunkl intertwining operator tVk is defined by (3.4) with dνy(x) =
κ(x, y)ωk(x)dx, where κ and ωk given respectively by the relations (2.19) and
(2.4).
Example 3.2
The Dunkl intertwining operator Vt of index γ =
∑d
i=1 αi, αi > 0, associated
with the reflection group Z2 × Z2 × · · · × Z2 on Rd, is given for all f in E(Rd)
and for all x ∈ Rd by
Vk(f)(x) =
d∏
i=1
(
Γ(αi + 1/2)√
piΓ(αi)
)∫
[−1,1]d
f(t1x1, t2x2, · · · , tdxd)
×
d∏
i=1
(1− t2i )αi−1(1 + ti)dt1 · · · dtd, (3.12)
(see [16])
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4 Dunkl transform
In this section we define the Dunkl transform and we give the main results
satisfied by this transform (see [5, 9, 10]).
Notation We denote by
- Lpk(R
d), p ∈ [1,+∞], the space of measurable functions on Rd such that
‖f‖k,p =
(∫
Rd
|f(x)|pωk(x)dx
)1/p
< +∞, if 1 ≤ p < +∞,
‖f‖k,∞ = ess sup
x∈Rd
|f(x)| < +∞.
- H(Cd) the space of entire functions on Cd which are rapidly decreasing
and of exponential type.
The Dunkl transform of a function f in D(Rd) is given by
∀ y ∈ Rd, FD(f)(y) =
∫
Rd
f(x)K(x,−iy)ωk(x)dx. (4.1)
This transform has the following properties.
i) For f in L1k(R
d) we have ‖FD(f)‖k,∞ ≤ ‖f‖k,1.
(ii) Let f be in D(Rd). If f−(x) = f(−x) and fw(x) = f(wx) for x ∈ Rd,
w ∈W , then for all y ∈ Rd we have
FD(f−)(y) = FD(f)(y) and FD(fw)(y) = FD(f)(wy). (4.2)
iii) For all f in S(Rd) we have
FD(f) = F o tVk(f), (4.3)
where F is the classical Fourier transform on Rd given by
∀ y ∈ Rd, F(f)(y) =
∫
Rd
f(x)e−i〈x,y〉dx, f ∈ D(Rd), (4.4)
The following theorems are proved in [9, 10].
Theorem 4.1. The transform FD is a topological isomorphism
i) from D(Rd) onto H(Cd),
ii) from S(Rd) onto itself.
The inverse transform is given by
∀ x ∈ Rd, F−1D (h)(x) =
c2k
22γ+d
∫
Rd
h(y)K(x, iy)ωk(y)dy. (4.5)
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Remark 4.1
An other proof of Theorem 4.1 is given in [15].
Theorem 4.2. Let f be in L1k(R
d) such that the function FD(f) belongs to
L1k(R
d). Then we have the following intersion formula for the transform FD :
f(x) =
c2k
22γ+d
∫
Rd
FD(f)(y)K(x, iy)ωk(y)dy, a.e. (4.6)
Theorem 4.3.
i) Plancherel formula for FD. For all f in D(Rd) we have
∫
Rd
|f(x)|2ωx(x)dx = c
2
k
22γ+d
∫
Rd
|FD(f)(y)|2ωk(y)dy. (4.7)
ii) Plancherel Theorem for FD. The renormalized Dunkl transform f →
2−γ−d/2×ckFD(f) can be uniquely extended to an isometric isomorphism
on L2k(R
d).
5 Another proofs of the geometrical forms of the
Paley-Wiener theorems for the Dunkl trans-
form
In this section we present another proofs of the geometrical forms of Paley-
Wiener theorems for the transform FD, given in [15] p. 32-33.
We define the indicator function IE of a compact subset E of R
d by
∀ y ∈ Rd, IE(y) = sup
x∈E
〈x, y〉,
for example, if E is the ball with center 0 and radius R, we have
∀ y ∈ Rd, IE(y) = R‖y‖.
The indicator of E determines, for each hyperplane direction, the smallest
closed half space which contain E. Consequently the Hahn-Banach theorem
shows that IE determines the convex envelope Eˆ of E and IEˆ = IE .
In [15] p. 29 we find other properties of the indicator function IE .
5.1 The Dunkl transform of functions
Theorem 5.1. Let E be a W -invariant compact convex set of Rd and f an
entire function on Cd. Then f is the Dunkl transform of a function in D(Rd)
with support in E, if and only if for all q ∈ N there exists a positive constant
Cq such that
∀ z ∈ Cd, |f(z)| ≤ Cq(1 + ‖z‖)−qeIE(Imz) (5.1)
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Proof
The necessity condition of the theorem is proved in [9] corollary 4.10, p. 156.
We prove now the sufficiency condition.
The upper bounds (5.1) imply that the function ϕ given by
∀ x ∈ Rd, ϕ(x) =
∫
Rd
f(y)K(iy, x)ωk(y)dy, (5.2)
is a C∞-function on Rd.
We consider the function
∀ x ∈ Rd, φ(x) =
∫
Rd
f(y)K(iy, x)
ωk(y)
(1 + ‖y‖2)p dy, (5.3)
with p ∈ N such that p > γ + d2 + 1.
This function is of class C∞ on Rd and we have
∀ x ∈ Rd, (I −∆k)pφ(x) = ϕ(x), (5.4)
where ∆k =
∑d
j=1 T
2
j is the Dunkl Laplacian. As E isW -invariant then to show
that Suppϕ ⊂ E, it is sufficient to prove that the support of φ is contained in
E. The relation (5.3) can also be written in the form
∀ x ∈ Rd, φ(x) =
∫
Rd
f(y)K(iy, x)Mk(y)dy, (5.5)
where Mk(y) =
ωk(y)
(1+‖y‖2)p .
From (2.3) we have ∫
Rd
Mk(y)dy < +∞. (5.6)
We put
mk(z) = mk(z1, · · · , zd) =
∫
Rd
Mk(y1, · · · , yd)
(y1 − z1) · · · (yd − zd)dy1 · · · dyd, (5.7)
and for aj ≥ 0, j = 1, 2, · · · , d,
ma1,···,adk (z) =
∫ a1
−a1
· · ·
∫ ad
−ad
Mk(y1, · · · , yd)
(y1 − z1) · · · (yd − zd)dy1 · · · , dyd. (5.8)
These functions are respectively holomorphic on Cd\Rd andCd\(∏dj=1[−aj, aj ]),
and for all z ∈ Cd\Rd we have
lim
a1,···,a2→+∞
ma1,···,a2k (z) = mk(z). (5.9)
Using Riemann sums, the function ma1,···,adk can also be written in the form
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ma1···,a2k (z) = limn1,···,nd→+∞

 d∏
j=1
2aj
nj

×
n1∑
r1=0
· · ·
nd∑
rd=0
Mk(−a1 + r1 2a1n1 , · · · ,−ad + rd 2adnd )∏d
j=1(−aj + rj 2ajnj −Rj)
. (5.10)
For j = 1, 2, · · · , d, let Γj the quasi-rectangular path in C determined by the
points zj = −Rj − ibj, zj = −Rj + iηj , zj = +Rj + iηj , zj = Rj + ibj, with
Rj > 0, 0 < bj <
aj
nj
, ηj > 0, the half circles Crj , rj = 1, 2, · · · , nj, of center
(−aj+rj 2ajnj ) and radius
aj
nj
and the segments {zj = xj+ibj, xj ∈ [−Rj,−aj(1+
1
nj
) + bj ]} {zj = xj + ibj, xj ∈ [aj(1 + 1nj )− bj , Rj ]}.
From Cauchy theorem we have
Ia1,···,ad =
∫
Γ1
· · ·
∫
Γd
f(z)K(iz, x)ma1,···,adk (z)dz = 0. (5.11)
On the other hand from (5.8) and (5.10) we have
I(a1···,ad) =
∫ a1
−a1
· · ·
∫ ad
−ad
Mk(y1, · · · , yd)
∫
Γ1
· · ·
∫
Γd
f(z)K(iz, x)∏d
j=1(yj − zj)
dzdy1, · · · , dyd,
=
lim
n1→+∞
nd→+∞
( d∏
j=1
2aj
nj
) n1∑
r1=0
· · ·
nd∑
rd=0
Mk(−a1 + r1 2a1
n1
, · · · ,−ad + rd 2ad
nd
)
×
∫
Γ1
· · ·
∫
Γd
f(z1, · · · , zd)K(iz1, · · · , izd, x)∏d
j=1(−aj + rj 2ajnj − zj)
dz1 · · · dzd. (5.12)
We apply residus theorem to the integrals of the second member of this relation.
As from (2.13) and (5.1) the integrals on the segments {zj = −Rj + itj, tj ∈
[bj, ηj ]} and {zj = Rj + itj, tj ∈ [bj, Rj ]}, j = 1, 2, · · · , d, tend to zero when
R1, · · · , Rd → +∞. Then if we make R1, R2, · · · , Rd→ +∞, we deduce from
(5.11) that
∫ −a1−b1
−∞
· · ·
∫ −ad−bd
−∞
f(y + ib)K(i(y + ib), x)ma1,···,a1(y + ib)dy+
∫ ∞
a1+b1
· · ·
∫ +∞
ad+bd
f(y + ib)K(i(y + ib), x)ma1,···,ad(y + ib)dy+
∫ a1
−a1
· · ·
∫ ad
−ad
f(y)K(iy, x)
ωk(y)
(1 + ‖y‖2)p dy −
1
(ipi)d
∫
Rd
f(y + iη)K(i(y + iη), x)ma1···,ad(y + iη)dy = 0, (5.13)
where b = (b1, b2, · · · , bd) , η = (η1, η2, · · · , ηd)and y = (y1, y2, · · · , yd). But from
(5.1) (2.13) and (5.6) we deduce that the two first integrals tend to zero when
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a1, · · · , ad → +∞. Thus by making a1, · · · , ad → +∞ in (5.13) we obtain
∀ x ∈ Rd, φ(x) = 1
(ipi)d
∫
R
f(y + iη)K(i(y + iη), x)mk(y + iη)dy.
Using (5.1) and (2.13) we deduce that there exists a positive constant M such
that
∀ x ∈ Rd, |φ(x)| ≤ eIE(η)−〈x,η〉M
∫
Rd
|mk(y + iη)|
(1 + ‖y‖2)p dy, (5.14)
If x /∈ E, there exists η0 such that IE(η0)−〈x, η0〉 < 0. By taking η = sη0, with
s ≥ 1, in (5.14), there exists a positive constant M0 such that
|φ(x)| ≤M0es(IE(η0)−〈x,η0〉)es(IE(η0)−〈x,η0〉).
But the second member of this inequality tend to zero when s go to the infinity.
Then the support of φ is contained in E.
As the support of ϕ is contained in E, then from Theorem 4.2 we deduce that
∀ y ∈ Rd, f(y) = FD(ϕ)(y).
Remark 5.1
Theorem 5.1 shows that Theorem 4.1 i) which is Theorem 5.2 i) of [15], can
be proved without using Theorem 4.4 of [10], chap.3 p. 58.
Corollary 5.1. Let E be a W -invariant compact convex set of Rd. Then for
all f in D(Rd) we have
Suppf ⊂ E ⇐⇒ tVk(f) ⊂ E. (5.15)
Proof
We deduce the result from the relation
FD(f) = F o tVk(f), f ∈ D(Rd),
the Paley-Wiener theorem for the classical Fourier transform F (see [1] Theorem
2.6, p. 17) and Theorem 5.1.
Corollary 5.2. Let E be aW -invariant compact convex set of Rd. Then for all
x ∈ E, the support of the distribution ηx given by the relation (3.7) is contained
in E.
Proof
From (3.3) for all g in D(Rd) with support in the complementary Ec of E
and f in D(Rd) with support in E, we have
∫
Rd
V −1k (g)(x)f(x)dx =
∫
Rd
g(y)tV −1k (f)(y)ωk(y)dy. (5.16)
But from (5.15) we have
Suppf ⊂ E ⇒ SupptV −1k (f) ⊂ E.
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Thus ∫
Rd
V −1k (g)(x)f(x)dx = 0.
This relation implies
∀ x ∈ E, V −1k (g)(x) = 0.
But from (3.7) we have
∀ x ∈ E, V −1k (g)(x) = 〈ηx, g〉.
Thus the support of ηx is contained in E.
Remark 5.2
Corollary 5.2 is Propostiion 6.3 of [15] p. 30. The proof of this Corollary
constitutes another proof of this proposition.
In the following we give an ameliorated version of the proof of Proposition
6.3.
Let x ∈ E and ε ∈]0, 1]. We consider the functions fx and f εx given by
∀ y ∈ Rd, fx(y) = e
−i〈x,y〉
(1 + ‖y‖2)p , (5.17)
and
∀ y ∈ Rd, f εx(y) = fx(y)FD(Vε)(y), (5.18)
with p ∈ N, such that p > γ + d2 + 1, and Vε the function defined by
∀ x ∈ Rd, Vε(x) = 1
ε2γ+d
V˜(‖x‖
ε
), (5.19)
where V is a radical, positive function in D(Rd), with support in the ball of
center 0 and radius 1, satisfying
∫
Rd
V(x)ωk(x)dx = 1, and V˜ the function on
[0,+∞[ given by V(x) = V˜(‖x‖).
As the functions fx and f
ε
x belong to (L
1
k ∩L2k)(Rd), then from Theorem 4.3 ii),
the functions Fx and F
ε
x defined by
∀ t ∈ Rd, Fx(t) =
∫
Rd
fx(t)K(iy, x)ωk(y)dy, (5.20)
∀ t ∈ Rd, F εx(t) =
∫
Rd
f εx(t)K(iy, x)ωk(y)dy, (5.21)
are in C(Rd) and from the relation (2.14) and the fact that there exists M > 0
such that
∀ y ∈ Rd, |FD(Vε)(y)− 1| ≤ εM‖y‖2, (5.22)
we deduce that for all t ∈ Rd :
lim
ε→0
F εx(t) = Fx(t). (5.23)
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The relation (5.21) can also be written in the form
∀ t ∈ Rd, F εx(t) =
∫
Rd
e−i〈x,y〉FD(Vε)(y)K(iy, t)Mk(y)dy,
where Mk(y) =
ωk(y)
(1+‖y‖2)p . Using the method applied in the proof of Theorem
5.1, which is the same method applied also in the proof of Proposition 6.3, we
deduce that
∀ t ∈ Rd, |F εx (t)| ≤ e(IE+Bε (η)−〈t,η〉)
∫
Rd
|mk(u+ iη)|
(1 + ‖u‖2)p du,
where Bε is the ball of center 0 and radius ε.
As for the proof of Theorem 5.1, we deduce that the support of F εx is contained
in E +Bε.
From this result and (5.23) we show that
SuppFx ⊂ E.
By applying now the remainder of the proof given in [15] p. 32, we deduce that
Suppηx ⊂ E.
5.2 The Dunkl transform of distributions
Notation. We denote by H(Cd) the space of entire functions on Cd which are
slowly increasing and of exponential type.
The Dunkl transform of a disgtribution S in E ′(Rd) is defined by
∀ y ∈ Rd,FD(S)(y) = 〈Sx,K(−iy, x)〉. (5.24)
Remark 5.3
When S is given by a function g in D(Rd), and denoted by Tg, the relation
(5.24) coincides with (4.1), because Tg is defined by
〈Tg, ϕ〉 =
∫
Rd
g(x)ϕ(x)ωk(x)dx, ϕ ∈ E(Rd). (5.25)
The following theorem is proved in [15].
Theorem 5.2. The transform FD is a topological isomorphism from E ′(Rd)
onto H(Cd).
We give now the geometrical form of the Paley-Wiener theorem for distri-
butions.
Theorem 5.3. Let E be a W -invariant compact convex set of Rd and f an
entire function on Cd. Then f is the Dunkl transform of a distribution in E ′(Rd)
with support in E if and only if there exist a positive constant C and N ∈ N
such that
∀ z ∈ Cd, |f(z)| ≤ C(1 + ‖z‖2)NeIE(Imz). (5.26)
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Proof
- Necessity condition
We consider a distribution S in E ′(Rd) with support in E.
Let X be in D(Rd) equal to 1 in a neighbourhood of E, and θ in E(R) such
that
θ(t) =
{
1, if t ≤ 1,
0, if t > 2.
We put η = Imz, z ∈ Cd.
We denote by ψz the function defined on R
d by
ψz(x) = χ(x)K(−ix, z)θ(〈x, η〉 − IE(η)).
This function belongs to D(Rd) and it is equal to K(−ix, z) in a neighbourhood
of E. Thus
∀ z ∈ Cd, FD(S)(z) = 〈Sx, ψz(x)〉. (5.27)
As S is with compact support, then it is of finite order N . Then there exists a
positive constant C0 such that
∀ z ∈ Cd, |FD(S)(z)| ≤ C0
∑
|p|≤N
sup
x∈Rd
|Dpψz(x)|. (5.28)
Using Leibniz rule, we obtain
∀ x ∈ Rd, Dpψz(x) =
∑
q+r+s=p
p!
q!r!s!
DqX (x)DrK(−ix, z)Dsθ(〈x, η〉 − IE(η)).
(5.29)
We have
∀ x ∈ Rd, |DqX (x)| ≤ const. ,
and
∀ x ∈ Rd, |Dsθ(〈x, η〉 − IE(η))| ≤ const. ‖η‖|s|.
On the other hand from (2.11) and the fact that E is W -invariant we have
∀ x ∈ Rd, |DrK(−ix, z)| ≤ ‖z‖|r|e〈x,η〉.
Using these inequaties and (5.29) we deduce that there exists a positive constant
C1 such that
∀ x ∈ Rd, |Dpψz(x)| ≤ C1(1 + ‖z‖2)Ne〈x,η〉.
From this relation and (5.28) we obtain
∀ z ∈ Cd, |FD(S)(z)| ≤ C2(1 + ‖z‖2)N sup e〈x,η〉, (5.30)
where C2 is a positive constant, and the supremum is calculated for
〈x, η〉 ≤ IE(η) + 2.
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But this inequality implies
sup e〈x,η〉 ≤ e2eIE(η). (5.31)
From (5.30) and (5.31) we deduce that there exists a positive constant C such
that
∀ z ∈ Cd, |FD(S)(z)| ≤ C(1 + ‖z‖2)NeIE(η). (5.32)
- Sufficiency condition
Let f be an entire function on Cd satisfiying the condition (5.26). We con-
sider the functions g and gε, ε ∈]0, 1], given by
∀ y ∈ Rd, g(y) = f(y)
(1 + ‖y‖2)p+N , (5.33)
and
∀ y ∈ R2, gε(y) = g(y)FD(Vε)(y), (5.34)
with p ∈ N, such that p > γ + d2 + 1, and Vε the function defined by (5.19).
As the functions g and gε belong to (L
1
k ∩ L2k)(Rd), then from Theorem 4.3 ii)
the functions G and Gε defined by
∀ x ∈ Rd, G(x) =
∫
Rd
g(y)K(iy, x)ωk(y)dy,
∀ x ∈ Rd, Gε(x) =
∫
Rd
gε(y)K(iy, x)ωk(y)dy,
are in C(Rd) and from (2.14) and (5.22), for all x ∈ Rd, we obtain
lim
ε→0
Gε(x) = G(x). (5.35)
By making the same proof as for the Remark 5.1, we deduce that the support of
Gε is contained in E +Bε, where Bε is the ball of center 0 and radius ε. From
(5.35) we deduce that
Supp G ⊂ E.
We put
S = (I −∆k)p+N )G.
where ∆k is the Dunkl Laplacian.
Then S is a distribution in E ′(Rd) with support in E. Moreover, we have
∀ y ∈ Rd,FD(S)(y) =
∫
Rd
(1 + ‖y‖2)p+NG(x)K(−iy, x)ωk(x)dx.
Using Theorem 4.3 ii) and (5.33) we obtain
∀ y ∈ Rd,FD(S)(y) = f(y).
This completes the proof of the Theorem.
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6 Inversion formulas for the Dunkl intertwining
operator and for its dual
6.1 The pseudo-differential operators P and Q
We consider the pseudo-differential operators P and Q defined on D(Rd) by
∀ x ∈ Rd, P (f)(x) = 2
2γ
pidc2k
F−1[ωkF(f)](x). (6.1)
∀ x ∈ Rd, Q(f)(x) = 2
2γ
pidc2k
F−1D [ωkFD(f)](x). (6.2)
Proposition 6.1. For all f in D(Rd) the function P (f) and Q(f) are of class
C∞ on Rd and we have
∂
∂xj
P (f)(x) = P (
∂
∂ξj
f)(x), j = 1, 2, · · · , d, (6.3)
TjQ(f)(x) = Q(Tjf)(x), j = 1, 2, · · · , d, (6.4)
Proof
We deduce the results by derivation under the integral sign, by using (2.7),
(2.8) and the relations
∀ y ∈ Rd, iyjF(f)(y) = F( ∂
∂ξj
f)(y), (6.5)
∀ y ∈ Rd, iyjFD(f)(y) = FD(Tjf)(y). (6.6)
Proposition 6.2. Let E be a W -invariant compact convex set of Rd. Then for
all f in D(Rd) we have
Suppf ⊂ E ⇒ SuppP (f) ⊂ E and SuppQ(f) ⊂ E. (6.7)
Proof
We obtain (6.7) by using the Paley-Wiener theorem for the Fourier transform
F (see [1] Theorem 2.6, p. 17), Theorem 5.1, and by applying the methode used
in the proof of Theorem 5.1.
Proposition 6.3. We suppose that k(α) ∈ N for all α ∈ R+ . Then for all f
in D(Rd) we have
P (f) =

 ∏
α∈R+
(−1)k(α)
(
α1
∂
∂ξ1
+ · · ·+ αd ∂
∂ξd
)2k(α) f, (6.8)
Q(f) =

 ∏
α∈R+
(−1)k(α)(α1T1 + · · ·+ αdTd)2k(α)

 f. (6.9)
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Proof
As k(α) ∈ N for all α ∈ R+, then for all f ∈ D(Rd), we have
∀ y ∈ Rd, ωk(y)F(f)(y) =
∏
α∈R+
(〈α, y〉)2k(α)F(f)(y), (6.10)
and
∀ y ∈ Rd, ωk(y)FD(f)(y) =
∏
α∈R+
(〈α, y〉)2k(α)FD(f)(y). (6.11)
But
∀ y ∈ Rd, 〈α, y〉F(f)(y) = F
[
−i
(
α1
∂
∂ξ1
+ · · ·+ αd ∂
∂ξd
)
f
]
(y), (6.12)
and using (2.7), (2.8) we deduce that
∀ y ∈ Rd, 〈α, y〉FD(f)(y) = FD[−i(α1T1 + · · ·+ αdTd)f ](y). (6.13)
From (6.10), (6.11) and (6.12), (6.13) we obtain
∀ y ∈ Rd, ωk(y)F(f)(y) = F

 ∏
α∈R+
(−1)k(α)(α1 ∂
∂ξ1
+ · · ·+ αd ∂
∂ξd
)2k(α)f

 (y),
and
∀ y ∈ Rd, ωk(y)FD(f)(y) = FD

 ∏
α∈R+
(−1)k(α)(α1T1 + · · ·+ αdTd)2k(α)f

 (y).
These relations, the inversion formula for the Fourier transform F , and Theorem
4.2 imply (6.8), (6.9).
Theorem 6.1. For all f in D(Rd) we have the following transmutation relation
∀ x ∈ Rd, P (tVk(f))(x) = tVk(Q(f))(x). (6.14)
Proof
From Proposition 6.2 and the relations (6.1), (4.3) we have
∀ x ∈ Rd, P (tVk(f))(x) = 2
2γ
pidc2k
F−1
[
ωkF o tVk(f)
]
(x),
=
22γ
pidc2k
tVk
{
FD[ωkFD(f)]
}
(x).
Then (6.2) implies
∀ x ∈ Rd, P (tVk(f))(x) = tV (Q(f))(x).
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6.2 Inversion formulas for the Dunkl intertwining opera-
tor and for its dual
In this subsection we give inversion formulas for the operators Vk and
tVk and
we deduce the expressions of the representing distributions of the operators V −1k
and tV −1k .
Theorem 6.2. For all f in D(Rd) we have
∀ x ∈ Rd, tV −1k (f)(x) = Vk(P (f))(x). (6.15)
Proof
From Theorem 3.2 ii), for f in D(Rd) the function tV −1k (f) belongs to D(Rd).
Then from Theorem 4.2 we have
∀ x ∈ Rd, tV −1k (f)(x) =
c2k
22γ+d
∫
Rd
K(iy, x)FD(tV −1k )(f))(y)ωk(y)dy. (6.16)
But from the relations (4.3), (3.1), we have
∀ y ∈ Rd, FD(tV −1k (f))(y) = F(f)(y),
and
∀y ∈ Rd, K(iy, x) = F(µˇx)(y),
where µˇx is the probability measure given by∫
Rd
f(t)dµˇx(t) =
∫
Rd
f(−t)dµx(t), f ∈ C(Rd).
Thus (6.16) can also be written in the form
∀ x ∈ Rd, tV −1k (f)(x) =
c2k
22γ+d
∫
Rd
F(µˇx)(y)ωk(y)F(f)dy. (6.17)
But from Propostion 6.2 and (6.1) we have
∀ y ∈ Rd, ωk(y)F(f)(y) = 2
2γ
pidc2k
F(P (f)))(y).
Then by using (6.17) and the properties of the Fourier transform F we obtain
∀ x ∈ Rd, tV −1k (f)(x) =
1
(2pi)d
∫
Rd
F(µˇ(y)F(P (f))(y)dy,
=
1
(2pi)d
∫
Rd
F(µˇx ∗ P (f))(y)dy,
where ∗ is the classical convolution product on Rd of a measure and a function.
By using Proposition 6.2, the fact that µˇx is a probability measure on R
d and
the inversion formula for the Fourier transform F , we deduce that
∀ x ∈ Rd, tV −1k (f)(x) = µˇx ∗ P (f)(0).
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But from (3.1) we have
µˇx ∗ P (f)(0) =
∫
Rd
P (f)(−t)dµˇx(t) = Vk(P (f))(x).
Thus
∀ x ∈ Rd, tV −1k (f)(x) = Vk(P (f))(x).
Corollary 6.1. For all f in D(Rd) we have the following relation
∀ x ∈ Rd, Vk(P 2(f))(x) = QVk(P (f))(x). (6.18)
Proof
We deduce (6.18) from Theorem 6.2, 6.3.
Theorem 6.4. For all f in D(Rd) we have
∀ x ∈ Rd, V −1k (f)(x) = tVk(Q(f))(x). (6.19)
Proof
We obtain the result by using Proposition 6.3 and Theorems 6.1, 6.2.
Notation
We denote by D′(Rd) the space of distributions on Rd. It is the topological
dual of D(Rd).
Definition 6.1. We define the transposed operators tP and tQ of the operators
P and Q on D′(Rd) by
〈tP (S), f〉 = 〈S, P (f)〉, f ∈ D(Rd), (6.20)
〈tQ(S), f〉 = 〈S,Q(f)〉, f ∈ D(Rd). (6.21)
Proposition 6.4. We suppose that k(α) ∈ N for all α ∈ R+. Then for all
S ∈ D′(Rd) we have
tP (S) =

 ∏
α∈R+
(α
∂
∂ξ1
+ · · ·+ αd ∂
∂ξd
)2k(α)

S, (6.22)
tQ(S) =

 ∏
α∈R+
(αT1 + · · ·+ αdTd)2k(α)

S, (6.23)
where Tj, j = 1, 2, · · · , d, are the Dunkl operators defined on D′(Rd) by
〈TjS, f〉 = −〈S, Tjf〉, f ∈ D(Rd).
Theorem 6.5. The representing distributions ηx and Zx of the inverse of the
Dunkl intertwning operator and of its dual, are given by
∀ x ∈ Rd, ηx = tQ(νx), (6.24)
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and
∀ x ∈ Rd, Zx = tP (µx). (6.25)
where µx and νx are the representing measues of the Dunkl intertwining operator
Vk and of its dual
tVk.
Proof
- From (3.4), for all f in D(Rd) we have
∀ x ∈ Rd, tVk(Q(f))(x) = 〈νx, Q(f)〉 = 〈tQ(νx), f〉. (6.26)
On the other hand from (3.7) :
∀ x ∈ Rd, V −1k (f)(x) = 〈ηx, f〉.
We obtain (6.24) from this relation, (6.26) and (6.19).
- By using (3.1), for all f in D(Rd) the relation (6.15) can also be written in
the form
∀ x ∈ Rd, tV −1k (f)(x) = 〈µx, P (f)〉 = 〈tP (µx), f〉. (6.27)
But from (3.10) we have
∀ x ∈ Rd, tV −1(f)(x) = 〈Zx, f〉.
We deduce (6.25) from this relation and (6.27).
Remark 6.1
When k(α) ∈ N for all α ∈ R+, we have
∀ x ∈ Rd, ηx =

 ∏
α∈R+
(α1T1 + · · ·+ αdTd)2k(α)

 (νx), (6.28)
and
∀ x ∈ Rd, Zx =

 ∏
α∈R+
(α1
∂
∂ξ1
+ · · ·+ αd ∂
∂ξd
)2k(α)

 (µx). (6.29)
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