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Abstract
For quadratic delay discrete singular systems, an algebraic criterion on the stability is established,
and the size of the uniform stability region and asymptotic stability region around zero is estimated.
Hence, the criterion is both qualitative and quantitative. With the computer techniques, the criterion
dependent of delay is easy test and applies to the application in the practice. An illustrative simulation
is given to illustrate the application of the obtained result.
 2003 Published by Elsevier Inc.
Keywords: Quadratic delay discrete singular systems; Uniform stability; Uniformly asymptotic stability;
Stability region; Asymptotic stability region
1. Introduction
From a dynamical system point of view, a basic problem is the stability of the
system. In practical applications, it would be more important and interesting if we could
concretely describe the stability region under certain conditions so that as long as the initial
disturbance is restricted within a certain region the desired stability property is guaranteed.
Singular systems are dynamical systems whose behaviors are governed by both
differential equations and algebraic equations (also known as descriptor systems, semistate
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466 R.-L. Wang, Y.-Q. Liu / J. Math. Anal. Appl. 282 (2003) 465–478systems, generalized state-space systems, etc.). Such systems arise in electrical networks
[1], robotics [2], control problems [3], economic systems and some population growth
models [4] etc. Over the years, the problem of stabilizing time-delay systems has been
explored because delay is commonly encountered various engineering systems, such as
chemical processes or in long transmission lines or electric networks. Its existence may
produce undesirable system responses. Therefore, researchers on stability analysis of time-
delay systems become essential to practical applications. For normal delay difference
systems, the problem has been studied by Zhang [5], Shen and Zhang [6], and others.
In the study of the stability of discrete singular systems with delays, there are many new
difficulties compared with that of normal discrete systems with delays [7], Up to now, all
the results are qualitative but not quantitative [8–13].
In this paper, we first study the stability for quadratic delay discrete singular systems
by using Lyapunov’s method and estimate the size of the uniform stability region and
asymptotic stability region around zero for the systems. The paper is organized as follows.
In Section 2, the quadratic delay discrete singular systems model is described and some
necessary definitions and lemmas are given. Then, in Section 3, the qualitative and
quantitative results on the stability are established. Examples and conclusions are given
in Section 4 and Section 5, respectively.
2. Preliminaries
Let A be an n × n matrix, AT be transpose of A, λ(A) be an eigenvalue of A, ‖E‖
be induced matrix norm of E, λmax(·) be the largest eigenvalue of the corresponding
matrix, ‖x‖ be vector norm of x (‖x‖ = {∑n1 x2i }1/2), ‖A‖ be matrix norm of A, ‖A‖ =
{λmax(AT A)}1/2.
Consider the following systems of quadratic delay discrete singular systems,
Ex(k + 1)=Ax(k)+Bx(k − τ1(k))+X(k − τ2(k))Cx(k), k  k0, (1)
x(k0 + s, k0, φ)= φ(s), φ : {−h,−h+ 1, . . . ,−1,0}→ Rn, (2)
where (2) is the initial condition of system (1), k0 is a positive integer, h= supkk0{τi(k)},
(i = 1,2), E,A,B ∈ Rn×n , E is a singular matrix, x ∈ Rn, X(k) and CT are n × n2
matrices,
X(k)= [X1(k),X2(k), . . . ,Xn(k)], CT = [C11,C21, . . . ,Cn1],
here Xi(k) is a matrix whose ith row is xT (k) = (x1(k), x2(k), . . . , xn(k)) and the other
elements are all zero, i.e.,
Xi(k)=


0 0 · · · 0
· · · · · · · · · · · ·
0 0 · · · 0
x1(k) x2(k) · · · xn(k)
0 0 · · · 0
· · · · · · · · · · · ·


, and Ci1 =


c11i1 c
12
i1 · · · c1ni1
c12i1 c
22
i1 · · · c2ni1
· · · · · · · · · · · ·
c1ni1 c
2n
i1 · · · cnni1

 .0 0 · · · 0
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negative integers, ‖φ‖ = sup{‖φ(s)‖: s ∈ {−h,−h+ 1, . . . ,−1,0}}, Sh(k0, kh) is a set of
consistency initial functions, φ1 ∈ Sh(k0, kh) if and only if there exists a solution of (1) in
{k0 − h, k0 − h+ 1, . . . , kh} through (k0, φ1).
Q(0, δ)= {φ : {−h,−h+ 1, . . . ,−1,0}→ Rn; ‖φ‖< δ, δ > 0}.
Definition 2.1. Suppose that for a given k0 ∈ Z+, and for a given ε > 0, there always exists
δ(ε) > 0 independent of k0 such that for a given φ ∈ Q(0, δ) ∩ Sh(k0, kh), the solution
x(k, k0, φ) of (1) and (2) satisfies ‖x(k, k0, φ)‖ < ε, for a given k  k0, then the zero
solution of (1) is uniformly stable.
Definition 2.2. If the zero solution of (1) is uniformly stable, and for a given k0 ∈ Z+,
there is δ0 > 0 such that for a given γ > 0, there exists an integer N(γ ) > 0 independent
of k0 such that for a given φ ∈Q(0, δ0) ∩ Sh(k0, kh), holds ‖x(k, k0, φ)‖< γ , for a given
k  k0 +N(γ ), then the zero solution of (1) is uniformly asymptotically stable.
Definition 2.3 [6]. The region Ω defined as
Ω =
{
φ : {−h,−h+ 1, . . . ,−1,0}→Rn, lim
k→∞x(k, k0, φ)= 0
}
is said to be the asymptotic stability region of the zero solution of (1).
Definition 2.4 [14]. For any two n × n real constant matrices E,A, the pair (E,A) is
said to be regular, impulse-free (i.e., without dynamical infinite mode), and asymptotically
stable if det(zE − A) ≡ 0, deg det(zE − A)= rank(E) and all roots of det(zE − A)= 0
lie within the disk D(0,1).
Definition 2.5 [10]. If deg det(zE − A)= rank(E) and modulus of all roots of det(zE −
A)= 0 are less than 1, then A is said to be strongly stable.
3. Main results
Before we establish the main result, we need the following lemmas.
Lemma 3.1 [15]. A pair (E,D) is regular, impulse-free, and asymptotically stable if and
only if for a given positive definite matrix W , the generalized Lyapunov’s equation
DTHD−ETHE =−ETWE (3)
has a solution H such that H  0, H =HT , and rank(ET HE)= rank(E). Let
V (x)= xT ET HEx (x ∈ Rn, ‖x‖< r) (4)
as the Lyapunov function, where H is the solution of (3), then there holds
λ˜min
(
ET HE
)‖x‖2  V (x) λ˜max(ETHE)‖x‖2 (x ∈R1 ⊂Rn), (5)
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matrix. R1 is a set of x of (5) holding, x ∈ R1 if and only if x = 0 or Ex = 0.
Lemma 3.2. Let δ be any given number with 0< δ  1, and let
L= [1+ (‖A−E‖ + ‖C‖)/‖E‖]h
+‖B‖[(1+ (‖A−E‖+ ‖C‖)/‖E‖)
h − 1]
‖A−E‖+ ‖C‖ ,
then, for any solution x(k)= x(k, k0, φ) of (1) with ‖φ‖< δ, there holds∥∥x(k)∥∥ δL, k0  k  k0 + h.
Proof. Since
Ex(k)=Ex(k0)+
k−1∑
i=k0
(Ex(i)
=Ex(k0)+
k−1∑
i=k0
[
Ax(i)−Ex(i)+Bx(i − h)+X(i − h)Cx(i)],
by the assumption and the definition of induced matrix norm, there holds
∥∥Ex(k)∥∥ ∥∥Ex(k0)∥∥+ k−1∑
i=k0
[‖A−E‖ · ∥∥x(i)∥∥+‖B‖ · ∥∥x(i − τ (i))∥∥
+ ∥∥x(i − h)∥∥ · ‖C‖ · ∥∥x(i)∥∥]
 ‖E‖ · ∥∥x(k0)∥∥+ k−1∑
i=k0
((‖A−E‖+ ‖C‖δ)∥∥x(i)∥∥+ ‖B‖δ)
 ‖E‖ · ∥∥x(k0)∥∥+ k−1∑
i=k0
[(‖A−E‖+ ‖C‖)∥∥x(i)∥∥+ ‖B‖δ],
∥∥x(k)∥∥ ∥∥x(k0)∥∥+ k−1∑
i=k0
(‖A−E‖+ ‖C‖
‖E‖
∥∥x(i)∥∥+ ‖B‖‖E‖δ
)
 δ+
k−1∑
i=k0
(‖A−E‖ + ‖C‖
‖E‖
∥∥x(i)∥∥+ ‖B‖‖E‖δ
)
, k0  k  k0 + h.
By applying the discrete Gronwall–Bellman inequality, we acquire that
∥∥x(k)∥∥ δ k−1∏
i=k0
(
1+ ‖A−E‖+ ‖C‖‖E‖
)
+
k−1∑
i=k0
‖B‖
‖E‖δ
k−1∏
j=i+1
(
1+ ‖A−E‖ + ‖C‖‖E‖
)
= δ
[
1+ ‖A−E‖+ ‖C‖‖E‖
]k−k0
+ ‖B‖‖E‖δ
k−1∑[
1+ ‖A−E‖ + ‖C‖‖E‖
]k−i−1i=k0
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+ ‖B‖[1+ (‖A−E‖+ ‖C‖)/‖E‖]
k−k0 − 1
‖A−E‖+ ‖C‖
 δ
{[
1+ ‖A−E‖+ ‖C‖‖E‖
]h
+ ‖B‖[1+ (‖A−E‖+ ‖C‖)/‖E‖]
h − 1
‖A−E‖ + ‖C‖
}
≡ δL, k0  k  k0 + h.
Lemma 3.3. Let x(k) ∈ R1 and x(k)= x(k, k0, φ) be a solution of (1) such that V (x(k))
λ˜max(E
T HE)L2δ2, for k0 − h  k  k∗, and V (x(k∗ + 1)) > λ˜max(ET HE)L2δ2
with δ  1/(Lϕ(H)) and k∗  k0 + h. If ‖E‖ − ϕ(H)‖B‖ > 0, where ϕ(H) =√
(λ˜max(ET HE)/λ˜min(ET HE)) andH is the solution of (3), then the following inequality
holds ∥∥x(k∗)− x(k∗ − h)∥∥Mh∥∥x(k∗)∥∥,
where M = µϕ(H)(‖A−E‖+‖B‖+‖C‖)/‖E‖, µ= (‖A‖+‖C‖)/(‖E‖−ϕ(H)‖B‖).
Proof. First of all, we note that there holds
λ˜min
(
ET HE
)‖x‖2  V (x(k)) λ˜max(ETHE)L2δ2  λ˜max(ETHE)/ϕ2(H),
which implies that
∥∥x(k)∥∥ 1, k0 − h k  k∗. (6)
By the assumption, we acquire that
λ˜min
(
ET HE
)‖x‖2  V (x(k)) λ˜max(ETHE)L2δ2 <V (x(k∗ + 1))
 λ˜max
(
ETHE
)∥∥x(k∗ + 1)∥∥2
this implies∥∥x(k)∥∥< ϕ(H)∥∥x(k∗ + 1)∥∥, for k0 − h k  k∗. (7)
From (1), (6) and (7), we acquire that∥∥Ex(k∗ + 1)∥∥ ‖A‖ · ∥∥x(k∗)∥∥+ ‖B‖ϕ(H)∥∥x(k∗ + 1)∥∥
+ ∥∥x(k∗ − h)∥∥ · ‖C‖ · ∥∥x(k∗)∥∥
 ‖A‖ · ∥∥x(k∗)∥∥+ ‖B‖ϕ(H)∥∥x(k∗ + 1)∥∥+ ‖C‖ · ∥∥x(k∗)∥∥
namely,
∥∥x(k∗ + 1)∥∥ ‖A‖ + ‖C‖‖E‖− ϕ(H)‖B‖
∥∥x(k∗)∥∥= µ∥∥x(k∗)∥∥. (8)
From (1), (6) and (7), and note that ‖X(k − h)‖ = ‖x(k − h)‖, we have
∥∥E(x(k∗)− x(k∗ − h))∥∥=
∥∥∥∥∥
k∗−1∑
∗
(Ex(i)
∥∥∥∥∥
i=k −h
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k∗−1∑
i=k∗−h
[‖A−E‖ · ∥∥x(i)∥∥+ ‖B‖ · ∥∥x(i − h)∥∥
+ ∥∥x(i − h)∥∥ · ‖C‖ · ∥∥x(i)∥∥]

(‖A−E‖+ ‖B‖ + ‖C‖)hϕ(H)∥∥x(k∗ + 1)∥∥.
From the definition of induced matrix norm and (8), holds∥∥x(k∗)− x(k∗ − h)∥∥ [(‖A−E‖+ ‖B‖ + ‖C‖)µϕ(H)/‖E‖]h∥∥x(k∗)∥∥
≡Mh∥∥x(k∗)∥∥.
Lemma 3.4. Let ‖E‖ − ρϕ(H)‖B‖ > 0 with some constant ρ > 1, x(k) ∈ R1, and
x(k) = x(k, k0, φ) is a solution of (1). If ‖x(k)‖  ε0, for a given k  k0, then for any
k  k0 + h, there holds∥∥x(k)− x(k− h)∥∥M(ε0, ρ)h∥∥x(k)∥∥,
whenever ρ2V (x(k+ 1)) > V (x(s)) (k − 2h s  k), where
M(ε0, ρ)= ρµ(ε0, ρ)ϕ(H)
(‖A−E‖ + ‖B‖ + ε0‖C‖)/‖E‖,
and
µ(ε0, ρ)=
(‖A‖+ ε0‖C‖)/(‖E‖ − ρϕ(H)‖B‖).
Proof. First of all, it follows from
λ˜min
(
ET HE
)∥∥x(s)∥∥2  V (x(s))< ρ2V (x(k+ 1))
 ρ2λ˜max
(
ET HE
)∥∥x(k+ 1)∥∥, k − 2h s  k,
that ∥∥x(s)∥∥< ρϕ(H)∥∥x(k + 1)∥∥, k − 2h s  k.
Then, under the assumption ρ2V (x(k + 1)) > V (x(s)) (k − 2h s  k), it follows from
(1) that∥∥Ex(k + 1)∥∥ ‖A‖ · ∥∥x(k)∥∥+ ‖B‖ρϕ(H)∥∥x(k+ 1)∥∥+ ε0‖C‖ · ∥∥x(k)∥∥,
which implies that∥∥x(k + 1)∥∥ ‖A‖+ ε0‖C‖‖E‖− ρϕ(H)‖B‖
∥∥x(k)∥∥≡ µ(ε0, ρ)∥∥x(k)∥∥.
Thus, for any k  k0 + h, whenever ρ2V (x(k + 1)) > V (x(s)) (k − 2h  s  k), there
holds
∥∥E(x(k)− x(k − h))∥∥=
∥∥∥∥∥
k−1∑
i=k−h
(Ex(i)
∥∥∥∥∥

k−1∑
i=k−h
[‖A−E‖ · ∥∥x(i)∥∥+ ‖B‖ · ∥∥x(i − h)∥∥+ ∥∥x(i − h)∥∥ · ‖C‖ · ∥∥x(i)∥∥]

(‖A−E‖+ ‖B‖ + ε0‖C‖)ρhϕ(H)∥∥x(k + 1)∥∥
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≡M(ε0, ρ)h
∥∥x(k)∥∥.
In the following, assumption x(k) ∈R1 and there exists the constant α (0 α  1) such
that D =A+ αB is strongly stable. For simplicity and convenience, we let α = 1.
With the above preparation, we can now state our main result.
Theorem. If a pair (E,D) is regular, and D = A + B is strongly stable and ‖E‖ −
ϕ(H)‖B‖ > 0. Then for h  h∗, h = −(b − (b2 + ac)1/2)/a with h∗ is h2 of later (13),
where
a = λmax(H)‖B‖2M2, b =M
(∥∥DTHB∥∥+µϕ(H)∥∥BT H∥∥ · ‖C‖),
c= λ˜min
(
ETWE
)
,
we have the following conclusions:
(a) the zero solution x(k, k0, φ) of (1) is uniformly stable, and uniform stability region is
Sε = {x | ‖x(k, k0, φ)‖< ε, for a given k  k0, whenever ‖φ‖< δ(ε)}, where
δ(ε)=min{ε,F (h)/G}/(Lϕ(H)), (9)
where L is as given in Lemma 2,
F(h)= λ˜min
(
ETWE
)− 2M(∥∥DTHB∥∥+∥∥BTH∥∥·‖C‖µϕ(H))h
− λmax(H)‖B‖2M2h2,
and
G= 2µϕ(H)∥∥DTH∥∥ · ‖C‖ + λmax(H)‖C‖2µ2ϕ2(H); (10)
(b) the zero solution of (1) is uniformly asymptotically stable, and uniformly asymptotic
stability region Ω contains at least a ball SR with the radius
R =min{1,F (h)/G− β}/(Lϕ(H)),
for arbitrarily small number β > 0. (11)
Proof. (a) For a given ε > 0, since (E,D) is regular, and D is strongly stable, then there
exists the solution of (3). We take the V (x) of (4) as Liapunov function and δ = δ(ε) of (9).
For a given φ ∈Q(0, δ)∩ Sh(k0, kh), (‖φ‖< δ), k0 ∈ Z+, and x(k)= x(k, k0, φ). Then it
follows from ‖x(k)‖< δ for k0 − h k  k0 that
V
(
x(k)
)
 λ˜max
(
ETHE
)‖x‖2 < λ˜max(ETHE)δ2, for k0 − h k  k0.
On the other hand, it follows from Lemma 2 that for k0  k  k0+h, we have ‖x(k)‖ δL,
and acquire V (x(k)) λ˜max(ET HE)‖x‖2  λ˜max(ET HE)δ2L2.
Note that L 1, thus V (x(k)) λ˜max(ET HE)δ2L2, for k0  k  k0 + h.
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V
(
x(k)
)
 λ˜max
(
ETHE
)
δ2L2, for all k  k0 + h. (12)
Suppose this is not true, then there exists some integer k∗  k0 + h such that
V
(
x(k)
)
 λ˜max
(
ETHE
)
δ2L2, for k0 − h k  k∗,
and
V
(
x(k∗ + 1))> λ˜max(ETHE)δ2L2.
Then by Lemma 3, we have ‖x(k∗)− x(k∗ − h)‖Mh‖x(k∗)‖, and thus we acquire
(V
(
x(k∗)
)= V (x(k∗ + 1))− V (x(k∗))
= [Ex(k∗ + 1)]T H [Ex(k∗ + 1)]− [Ex(k∗)]T H [Ex(k∗)]
= [xT (k∗)DT + (xT (k∗ − h)− xT (k∗))BT + xT (k∗)CT XT (k∗ − h)]
×H [Dx(k∗)+B(x(k∗ − h)− x(k∗))+XT (k∗ − h)Cx(k∗)]
− [Ex(k∗)]T H [Ex(k∗)]
−λ˜min
(
ETWE
)∥∥x(k∗)∥∥2
+ 2∥∥DTHB∥∥·∥∥x(k∗)∥∥ · ∥∥x(k∗)− x(k∗ − h)∥∥
+ 2∥∥x(k∗)∥∥ · ∥∥DTH∥∥ · ∥∥x(k∗ − h)∥∥ · ‖C‖ · ∥∥x(k∗)∥∥
+ 2∥∥x(k∗ − h)− x(k∗)∥∥·∥∥BT H∥∥·∥∥x(k∗ − h)∥∥ · ‖C‖ · ∥∥x(k∗)∥∥
+ λmax(H)‖B‖2
∥∥x(k∗)− x(k∗ − h)∥∥2
+ λmax(H)‖C‖2
∥∥x(k∗)∥∥2∥∥x(k∗ − h)∥∥2
−λ˜min
(
ETWE
)∥∥x(k∗)∥∥2 + 2∥∥DTHB∥∥Mh∥∥x(k∗)∥∥2
+ 2µϕ(H)∥∥DTH∥∥ · ‖C‖ · ∥∥x(k∗)∥∥3
+ 2Mh∥∥BTH∥∥µϕ(H)‖C‖ · ∥∥x(k∗)∥∥3
+ λmax(H)‖B‖2M2h2
∥∥x(k∗)∥∥2 + λmax(H)‖C‖2µ2ϕ2(H)∥∥x(k∗)∥∥4
−[λ˜min(ETWE)− 2M(∥∥DTHB∥∥+∥∥BTH∥∥·‖C‖µϕ(H))h
− λmax(H)‖B‖2M2h2
]∥∥x(k∗)∥∥2
+ [2µϕ(H)∥∥DTH∥∥ · ‖C‖ + λmax(H)‖C‖2µ2ϕ2(H)]∥∥x(k∗)∥∥3
≡−F(h)∥∥x(k∗)∥∥2 +G∥∥x(k∗)∥∥3,
where F(h), G as in (10). Since F(h)= 0 have two distinct roots
h1,2 =−
(
b±
√
b2 + ac )/a with h1 < 0 < h2, (13)
where
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(∥∥DTHB∥∥+µϕ(H)∥∥BT H∥∥·‖C‖),
c= λ˜min
(
ETWE
)
.
Since the coefficient of h2 in F(h) is negative, we conclude that F(h) > 0, if 0 h < h2.
In the other hand, we have
λmin
(
ET HE
)∥∥x(k∗)∥∥2  V (x(k∗)) λmax(ETHE)δ2L2.
Which implies that∥∥x(k∗)∥∥ ϕ(H)δL F(h)/G.
Thus, we have
(V
(
x(k∗)
)
−F(h)∥∥x(k∗)∥∥2 +G∥∥x(k∗)∥∥3  0.
This contradicts the assumption
V
(
x(k∗ + 1))> λ˜max(ETHE)δ2L2  V (x(k∗)).
Therefore, (12) holds, which implies that ‖x(k)‖  ϕ(H)δL  ε, for all k  k0 − h.
Hence, the zero solution of (1) is uniformly stable, and uniform stability region is Sε = {x |
‖x(k, k0, φ)‖< ε, k  k0, ‖φ‖< δ(ε)}, where δ(ε) as in (9).
(b) We may choose adjustable ρ > 1. We note that if ρ > 1 is sufficiently close to 1,
then
M(1, ρ)= ρµ(1, ρ)ϕ(H)(‖A−E‖+ ‖B‖ + ‖C‖)/‖E‖,
and
µ(1, ρ)= (‖A‖ + ‖C‖)/(‖E‖ − ρϕ(H)‖B‖),
can be arbitrarily close to M and µ. Let
F(h,ρ)= λ˜min
(
ETWE
)− 2M(1, ρ)(∥∥DTHB∥∥+∥∥BTH∥∥·‖C‖µ(1, ρ)ρϕ(H))h
− λmax(H)‖B‖2M2(1, ρ)h2
and
G(ρ)= 2µ(1, ρ)ρϕ(H)∥∥DTH∥∥ · ‖C‖ + λmax(H)‖C‖2ρ2µ2(1, ρ)ϕ2(H).
It is easy to see that F(h,ρ) and F(h), G(ρ) and G can be arbitrarily close to each other
if ρ > 1 is sufficiently close to 1.
Now, we may suppose that ρ > 1 is sufficiently close to 1 such that (‖E‖ −
ρϕ(H)‖B‖) > 0, and for arbitrarily small number β > 0, ‖x(k)‖  F(h)/G − β holds,
which implies ‖x(k)‖ (F (h,ρ)− β1)/G(ρ) with some suitable β1 > 0. Let δ0 = R, R
as in (11). Thus by the same arguments as in (a), we acquire that if ‖φ‖ < δ0 = R, then
‖x(k)‖ = ‖x(k, k0, φ)‖  1, for a given k  k0. Therefore, by applying Lemma 4 with
ε0 = 1, we obtain for any k  k0 + h, that
(V
(
x(k)
)
−F(h,ρ)∥∥x(k)∥∥2 +G(ρ)∥∥x(k)∥∥3,
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ρ2V
(
x(k + 1))>V (x(s)), (k − 2h s  k).
On the other hand, by the same arguments as in (a), we have
λmin
(
ET HE
)∥∥x(k)∥∥2  V (x(k)) λmax(ETHE)δ20L2
 λmax(H)
[(
F(h)/G− β)/ϕ(H)]2.
Thus, ‖x(k)‖  F(h)/G − β for a given k  k0. As remarked above, we may choose
β1 > 0 and ρ > 1 such that ‖x(k)‖ (F (h,ρ)− β1)/G(ρ), for a given k  k0. Thus, for
any k  k0 + h, holds
(V
(
x(k)
)
−F(h,ρ)∥∥x(k)∥∥2 +G(ρ)∥∥x(k)∥∥3 −β1∥∥x(k)∥∥2, (14)
whenever
ρ2V
(
x(k + 1))>V (x(s)), (k − 2h s  k).
Now we proof the solution of (1) is uniformly asymptotically stable.
For a given γ > 0, we must find N(γ ) > 0 such that for a given k0 ∈ Z+ and
φ ∈Q(0, δ0)∩ Sh(k0, kh), (‖φ‖< δ0), holds∥∥x(k)∥∥= ∥∥x(k, k0, φ)∥∥< γ,
for a given k  k0 +N(γ ).
For convenience, we let
W1
(‖x‖)= λ˜min(ETHE)‖x‖2, W2(‖x‖)= λ˜max(ETHE)‖x‖2,
W3
(‖x‖)= β1‖x‖2,
for a given γ > 0, (W1(γ ) <W2(γ )). From the discussion of (a), we have ‖x(k)‖< γ , for
a given k  k0 − h.
Therefore, holds
V
(
x(k)
)
W2(γ ), (15)
for a given k  k0. Let d = infW1(γ )u<W2(γ )(ρ2u− u). Choose n ∈Z+ such that
W1(γ )+ (n− 1)d W2(γ )W1(γ )+ nd.
We claim that there exists N1  k0 + h such that
V
(
x(N1)
)
W1(γ )+ (n− 1)d. (16)
Suppose this is not true, then V (x(k)) >W1(γ )+ (n− 1)d , for a given k  k0 + h. Hence
note that (15), we have
ρ2V
(
x(k + 1))>V (x(k+ 1))+ d >W1(γ )+ nd W2(γ ) V (x(s)),
for a given k  k0 + h, k0 − 2h s  k. Thus, by (14), it follows that
V
(
x(k + 1))W2(γ )− k∑ W3(∥∥x(s)∥∥).s=k0+h
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Therefore, if k  k0 + h+ [W2(γ )/W3(e)], then
V
(
x(k + 1))W2(γ )−W3(e)([W2(γ )/W3(e)]+ 1)< 0,
which leads to a contradiction. Thus, there must be some N1 ∈ [k0 + h, k0 + h +
[W2(γ )/W3(e)]] such that
V
(
x(N1)
)
W1(γ )+ (n− 1)d.
We next show that
V
(
x(k)
)
W1(γ )+ (n− 1)d, (17)
for a given k N1. Suppose (17) is not true, then there exists k∗ >N1 such that
V
(
x(k)
)
W1(γ )+ (n− 1)d, N1  k < k∗,
and
V
(
x(k∗ + 1))>W1(γ )+ (n− 1)d, (18)
then, we have
ρ2V
(
x(k∗ + 1))>V (x(k∗ + 1))+ d >W1(γ )+ nd W2(γ )
 V
(
x(s)
)
, k∗ N1, k0 − 2h s  k∗.
But by (14), we have
V
(
x(k∗ + 1)) V (x(k∗))W1(γ )+ (n− 1)d.
This contradiction (18), and (17) holds.
In the same manner, we may show that there exist positive integers N2,N3, . . . ,Nn,
which Ni ∈ [k0 + (i − 1)(h+ [W2(γ )/W3(e)]), k0 + i(h+ [W2(γ )/W3(e)])] such that
V
(
x(k)
)
W1(γ )+ (n− i)d, for a given k Ni, i = 2,3, . . . , n.
Therefore, V (x(k)W1(γ ), for a given k Nn. This implies that ‖x(k)‖ γ , for a given
k  Nn. Obviously, if we let N(γ ) = n(h + [W2(γ )/W3(e)]), which independent of k0,
and holds∥∥x(k)∥∥< γ, for a given k  k0 +N(γ ).
It follows that the zero solution of (1) is uniformly asymptotically stable, and
uniformly asymptotic stability region Ω contains at least a ball SR with the radius
R =min{1,F (h)/G− β}/(Lϕ(H)), for arbitrarily small number β > 0.
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To illustrate the application of the obtained results, we give the following a special
example, i.e., the case of C = 0 for system (1), and δ(ε)= ε/(Lϕ(H)), R = 1/(Lϕ(H)),
respectively. Namely, consider the following three-dimensional discrete singular systems
with the delay:
Ex(k + 1)=Ax(k)+Bx(k − τ1(k)), (19)
where
E =
[1 0 0
0 0 0
0 1 0
]
, A=
[−0.011 0.250 0.000
1.000 −0.012 −0.500
−0.750 −1.000 0.010
]
,
B =
[0.011 0.000 0.000
0.000 0.012 0.000
0.000 0.000 −0.010
]
.
It is easy to see that a pair (E,A) is regular, D is strongly stable, where
D =A+B =
[ 0.00 0.25 0.00
1.00 0.00 −0.50
−0.75 −1.00 0.00
]
.
For any given positive definite symmetric matrix:
W =
[2.5 1.1 1.2
1.1 2.2 0.5
1.2 0.5 2.0
]
.
By solving (3), we have
H =
[2.9479 0.0000 1.1839
0.0000 0.0000 0.0000
1.1839 0.0000 0.7962
]
.
The eigenvalues of matrix ETHE and H are 3.4718, 0.2723 and 0, thus, ϕ(H) =√
λ˜max(ET HE)/λ˜min(ET HE) = 3.5707, and by the definition of the spectral norm of
matrix, we have ‖E‖ = 1, ‖A‖ = 1.4768, ‖B‖ = 0.012, ‖A − E‖ = 2.1860. Obviously,
the condition of ‖E‖−ϕ(H)‖B‖> 0 is satisfied. By calculating, the eigenvalues of matrix
ETWE are 3.4758, 1.0242 and 0. µ= ‖A‖/(‖E‖ − ϕ(H)‖B‖)= 1.5429,
M = µϕ(H)(‖A−E‖+ ‖B‖)/‖E‖ = 12.1093,
‖DTHB‖ = 0.0133, a = 0.0733, b = 0.1611, c = 1.0242, thus, h∗ = 2.1384. Therefore,
we may choose h = 2. By calculating, we acquire L = 10.2008. Thus, we have the
following conclusions:
(a) The zero solution of (19) is uniformly stable. For a given ε > 0, we choose δ(ε) =
ε/(Lϕ(H))= 0.0275ε. Therefore, as long as the norm of the initial disturbance is less
than δ = 0.0275ε, the norm of the solution of (19) is always less than ε.
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x1(k+ 1)=−0.011x1(k)+ 0.25x2(k)+ 0.011x1
(
k − τ (k)),
0= x1(k)− 0.012x2(k)− 0.5x3(k)+ 0.012x2
(
k − τ (k)),
x2(k+ 1)=−0.75x1(k)− x2(k)+ 0.01x3(k)− 0.01x3
(
k − τ (k))
and we choose initial consistency conditions:
φ1(0)= 0.4, φ2(0)= 0.6, φ3(0)= 0.8,
φ1(−1)= 0.5, φ2(−1)= 0.3, φ3(−1)= 0.2,
φ1(−2)= 0.7, φ2(−2)=−0.6, φ3(−2)= 0.4. (20)
The zero solution of (19) and (20) is uniformly asymptotically stable, and uniformly
asymptotic stability region Ω contains at least a ball SR with the radius R = δ0 =
1/(Lϕ(H))= 0.0275. Using MATLAB, the unique numerical solution of the initial value
problem of this example is found. The solution is depicted in Figs. 1–3, which shows that
Fig. 1. State x1(t) trajectories. Fig. 2. State x2(t) trajectories.
Fig. 3. State x3(t) trajectories.
478 R.-L. Wang, Y.-Q. Liu / J. Math. Anal. Appl. 282 (2003) 465–478the solution x(k) = (x1(k), x1(k), x1(k))T approaches zero as k →∞. This agrees with
the conclusion of theorem.
5. Conclusions
In this paper, we study on the stability of both quality and quantity for quadratic delay
discrete singular systems and estimate the size of uniform stability region and asymptotic
stability region around zero for quadratic delay discrete singular systems. It is obvious that
these criteria are easy to test and dependent of delay and suited for the application in the
practice. Furthermore, an illustrative simulation is given to illustrate the application of the
obtained result. But, it is clear that for different choice of W , the corresponding values
of δ(ε) and R are different. Therefore, there is a difficult problem that which is the best
possible choice of W such that δ(ε) or R attains the maximum.
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