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CALCULUS AND QUANTIZATIONS
OVER HOPF ALGEBRAS
V.Lychagin
International Sophus Lie Center, Moscow, Russia & Center for
Advanced Study at the Norwegian Academy of Science and Letters
Abstract. In this paper we outline an approach to calculus over quasitriangular
Hopf algebras. We construct braided differential operators and introduce a general
notion of quantizations in monoidal categories . We discuss some applications to
quantizations of differential operators.
0.Introduction
In this paper we study differential operators in the framework of monoidal cat-
egories equipped with a braiding or symmetry. To be more concrete, we choose as
an example the category of modules over quasitriangular Hopf algebra.
We introduce (braided) differential operators in a purely algebraic manner. This
gives us a possibility to develop calculus in an intrinsic way without enforcing any
type of Leibniz rule.
A general notion of quantization in monoidal categories, proposed in this paper,
is a natural isomorphism of the tensor product bifunctor equipped with some nat-
ural coherence conditions. The quantization ”deforms” all natural algebraic and
differential objects in the monoidal category.
There are now a number of different approaches to the construction of a calculus:
the universal construction for associative algebras [C],[K],[DV], fermionic and colour
calculus [JK],[BMO],[KK], the calculus for quadratic algebras [WZ],[M], covariant
calculus on Hopf algebras [W], etc. Here we would like to illustrate the general
scheme for differential calculus suggested in [L1],[L2] on the example of the monoidal
category of modules over quasitriangular Hopf algebra.
The paper is organized as follows. In section 1 we build up modules of (braided)
differential operators in the category of modules over quasitriagular Hopf alge-
bra. In section 2 we consider (braided) derivations as a special type of 1-st order
(braided) differential operators. We show that these operators may be described by
a braided Leibniz rule. We should note that for general braidings (not symmetries)
the rule consists of four identities.
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As usual we introduce braided differential 1-forms Ω1(A) as a representative
object for the functor of braided derivations in new category with morphisms gen-
erated by braided differential operators of degree 0.
Our construction of braided differential forms and the de Rham complex is based
on the following two assumptions:
(1) An algebra of braided differential forms should be a braided commutative
algebra generated by the base algebraA and symmetric bimodule Ω1(A),and
(2) de Rham differential d should be a braided derivation of the algebra, such
that d2 = 0.
To analyze the first condition we describe all braidings in the category of Z–graded
objects over a given monoidal category and show that the second condition defines
a special class of braidings which we call differential prolongations of the given one.
It is an experimental fact that modules of braided derivations (in various defi-
nitions) have no good Lie algebra structure. We remark that modules of braided
differential forms may be considered as Lie coalgebras and condition d2 = 0 may
be considered as the analogue of co- Jacobi identity.
In section 3 we introduce a quantization of functors acting between monoidal
categories. In our definition, a quantization is a natural isomorphism equipped
with some natural coherence conditions and the functor considered together with
a quantization is simply a monoidal functor [cf.McL, Ep].
We suggest two ways for calculation of quantizations. One of them reduces the
calculation to nonlinear cohomologies. The other describes quantizations in terms
of multiplicative Hochschild cohomologies of the Grothendieck ring of the given
monoidal category. These constructions are illustrated by some examples. Thus for
the monoidal category of representations of torus the quantizers may be described
in terms of invariant Poisson structures. Their construction given in 3.6. produces
the Moyal quantizations[BFFLS,V]. In the same way we obtain series of quantizers
for categories of representations of compact Lie groups.
This paper was written during a visit to the Centre for Advanced Study at the
Norwegian Academy of Science and Letters. I would like to thank Prof.A.Laudal for
hospitality. It is also my pleasure to thank Profs. D.Gurevich, A.Laudal, A.Sletsjøe
for valuable discussions.
1.Braided differential operators over quasitriangular Hopf algebras
1.1. Let k be a commutative ring with unit. We shall assume that all k–
algebras under consideration have a unit, and that all algebra homomorphisms are
unit–preserving.
LetH be a Hopf k–algebra with a coproduct ∆ : H −→ H⊗H, counit ε : H −→ k
and antipode S : H −→ H.
Denote by C = ModH the category of left H–modules. Morphisms in this
category are H–module homomorphisms.
To convert C into a monoidal category, we define a bifunctor of tensor product
⊗ : C × C −→ C
to be the usual tensor product of modules over k : X ⊗ Y = X ⊗
k
Y.
We define an H–module structure in the tensor product as follows:
h(x⊗ y) =
∑
h
h(1)(x)⊗ h(2)(y),
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where x ∈ X, y ∈ Y, h ∈ H and ∆(h) =
∑
h h(1) ⊗ h(2) in the Sweedler notations
[S].
The bifunctor of internal homomorphisms X,Y 7→ Hom(X,Y ) in the monoidal
category is the adjoint bifunctor for the tensor product bifunctor.
In our case Hom(X,Y ) coincides with the module of k–morphisms
Homk(X,Y ) equipped with the following H–module structure :
h(f)(x) =
∑
h
h(1) · f(S(h(2))(x)),
where h ∈ H,x ∈ X, f ∈ Hom(X,Y ).
1.2.By the usual definition of algebras in monoidal categories algebras in the
category C are H–module algebras, i.e. k–algebras A which are: (1) H–modules,
(2) multiplication maps µ : A⊗A −→ A, µ(a⊗ b) = a · b, are morphisms in C.
The last condition means that
h(a · b) =
∑
h
h(1)(a) · h(2)(b),
and
h(1) = ε(h),
for all a, b ∈ A, h ∈ H.
A left A–module P in the category C is an H– and A– module
µl : A⊗ P −→ P, µl(a⊗ p) = a · p,
such that
h(a · p) =
∑
h
(h(1)(a)) · (h(2)(p))
for all a ∈ A, p ∈ P.
In the same way one defines rightA–modules and A−A bimodules in the category
C.
1.3. Recall [JS] that a braiding in a monoidal category C is a natural isomorphism
σX,Y : X ⊗ Y −→ Y ⊗X, ∀X,Y ∈ Ob(C),
such that the following hexagon conditions hold:{
σX⊗Y,Z =
(
σX,Z ⊗ idY
)
◦
(
idX ⊗ σY,Z
)
,
σX,Y⊗Z =
(
idY ⊗ σX,Z
)
◦
(
σX,Y ⊗ idZ
)
.
It is easy to show that any braiding in the category is given by the braiding
element σ ∈ H ⊗H, such that the above hexagon conditions{(
idH ⊗∆
)
(σ) = (σ ⊗ 1) · σ13,(
∆⊗ idH
)
(σ) = (1⊗ σ) · σ13,
(1)
and the condition that σ is a C–morphism
σ · τ((∆(h)) = ∆(h) · σ (2)
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hold for all h ∈ H.
Here we denote by
τ : H ⊗H −→ H ⊗H
the natural twist τ(a ⊗ b) = b⊗ a.
As usual, σ1,3 denoted the element of H ⊗H⊗H which is σ in the 1-st and 3-rd
factors, i.e. σ13 =
∑
σ′ ⊗ 1⊗ σ′′, if σ =
∑
σ′ ⊗ σ′′, or σ13 = (idH ⊗ τ)(σ ⊗ 1).
The definition of the braiding by means of the braiding element is the following:
σX,Y (x⊗ y) = σ · (y ⊗ x) =
∑
σ′(y)⊗ σ′′(x),
for all x ∈ X, y ∈ Y.
Following Drinfeld [D] a Hopf algebra H equipped with a braiding element σ is
called a quasitriangular Hopf algebra.
In a quasitriangular Hopf algebra one has the following relations on the braiding
element σ:
σ12σ13σ23 = σ23σ13σ12, (Quantum Yang–Baxter equation)
where σ12 = σ ⊗ 1, σ23 = 1⊗ σ, and{
(S ⊗ id)(σ) = (id⊗ S)(σ) = σ−1, (S ⊗ S)(σ) = σ,
(ε⊗ id)(σ) = (id⊗ ε)(σ) = 1.
A braiding σ is called a symmetry [McL] if σY,X ◦ σX,Y = idX,Y , or σ · τ(σ) = 1 in
terms of braiding elements.
A quasitriangular Hopf algebra (H,σ) is called a triangular Hopf algebra if σ is
a symmetry.
Examples.
(1) Let G be a finite multiplicative group and H = k(G) be a k–algebra of
functions on G with values in k.
Define a coproduct, a counit an and antipode as usual:
(∆f)(x, y) = f(xy), ε(f) = f(e), S(f)(x) = f(x−1),
where f ∈ k(G), x, y ∈ G, e is a unit of G and we identify k(G) ⊗ k(G) with
k(G×G).
Let θx, x ∈ G be a basis in k(G) such that:θx(x) = 1, and θx(y) = 0, if x 6= y.
In terms of this basis we have:
(1) θx · θx = θx, and θx · θy = 0, if x 6= y,
(2) ∆θx =
∑
y∈G θy ⊗ θy−1x,
(3) ε(θx) = 0, if x 6= e, and ε(θe) = 1,
(4) S(θx) = θx−1 .
Property (1) shows that θx are projectors and therefore the category ModH co-
incides with a category of G–graded modules, X =
∑
g∈GXg, equipped with the
following H–action:
θg(
∑
h∈G
xh) = xg.
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Morphisms f : X −→ Y in the category are G–graded k–morphisms: f(Xg) ⊂ Yg.
Tensor product X ⊗ Y in this category is the usual G–graded product:
(X ⊗ Y )g =
∑
h∈G
Xh ⊗ Yh−1g.
Internal homomorphisms Hom(X,Y ) coinside with modules k–homomorphisms
equipped with the grading:
Hom(X,Y )g = {f ∈ Homk(X,Y )|f(Xh) ⊂ Ygh, ∀h ∈ G}.
A braiding element σ ∈ H ⊗H can be written down as follows:
σ =
∑
a,b∈G
σ(a, b) θa ⊗ θb. (1)
From the hexagon axioms we obtain the following conditions on the function σ(a, b) :
σ(ab, c) = σ(a, c) · σ(b, c), (2)
and
σ(a, bc) = σ(a, b) · σ(a, c), (3)
for all a, b, c ∈ G.
But condition 1.3.(2) holds if and only if G is an Abelian group.
Therefore, any braiding in the category of G–graded modules over an Abelian
group G is given by the group bihomomorphism
σ : G×G −→ U(k),
where U(k) is the unit group of the ring k.
The braiding is a symmetry if and only if the following multiplicative skew
symmetry property holds: σ(a, b)σ(b, a) = 1.
(2) Let G be a finite group and H = k[G] the group algebra, k[G] = (k(G))∗.
Denote by δg, g ∈ G the dual basis of δ–functions: δg(θg) = 1, and δg(θh) = 0,
if g 6= h.
In terms of this basis a Hopf algebra structure has the following form:
δg · δh = δgh, ∆(δg) = δg ⊗ δg, S(δg) = δg−1 , ε(δg) = 1, δe = 1.
The category ModH is a category ModG of left G–modules over k.
A braiding element σ ∈ H ⊗H , σ =
∑
a,b∈G σ(a, b) δa ⊗ δb, in the case k = C,
may be considered as a C–morphism
σˆ : C(G) −→ C[G],
where σˆ(θa) =
∑
b∈G σ(a, b) δb.
There is the following description [L4] of braided elements. Let us fix two central
subgroups H1, H2 ⊂ Z(G) and a group homomorphism φ : Hˆ2 −→ H1, where Hˆ2
is a dual group for H2.
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Then any braiding in the category can be obtained from the following commu-
tative diagram
C(G)
σˆ
−−−−→ C[G]
r1
y (r2)∗x
C(H1)
φ˜
−−−−→ [H2]
where r1 : C(G) −→ C(H1) is the restriction map, and (r2)∗ : C[H2] −→ C[G] is
the adjoint of r2, and φ˜ is given by the composition
φ˜ : C(H1)
φ∗
−→ C(Hˆ2)
F
−→ C[H2],
where F is the Fourier transform.
(3) The same description of the braiding elements holds for any compact Lie
group G, [L4].
(4) Let G be a finite group. To introduce a braiding in the category of G– graded
modules we need some additional structures.
Consider for exampleG–graded modulesX =
∑
g∈GXg equipped with G–action,
such that h(Xg) ⊂ Xghg−1 .
In this case our Hopf algebra H is a smash product k(G)#k[G], i.e. a Hopf
algebra generated by products θg δh with the following relations: δh θg = θhgh−1 δh.
Define a braiding in this category as follows:
σX,Y (xg ⊗ yh) = g(yh)⊗ xg, (1)
where X =
∑
g∈GXg, Y =
∑
h∈G Yh, and xg ∈ Xg, yh ∈ Yh.
It is easy to check that σ is a braiding.
One can deform the braiding by some function s : G×G −→ U(k) :
σX,Y (xg ⊗ yh) = s(g, h) g(yh)⊗ xg. (2)
Then σ is a braiding in the category if the following conditions hold
s(aga−1, aha−1) = s(g, h), (3)
s(f, hg) = s(f, h) s(f, g), (4)
and
s(fh, g) = s(f, hgh−1)s(h, g), (5)
for all a, f, gh ∈ G.
We say that a normalized function s, s(e, g) = s(g, e) = 1, is a colour on the
group if conditions (3,4,5) hold.
Note that as a rule braidings (1) and (2) are not symmetries.
The braiding element σ in this case has the following form:
σ =
∑
g,h∈G
s(g, h)δgθh ⊗ θg.
1.4. Let A be an algebra in the category and let X be A − A bimodule in the
category.
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Denote by µ : A ⊗ A −→ A, µ(a ⊗ b) = a · b, a multiplication in the algebra
and by µr : X ⊗ A −→ X, µr(x ⊗ a) = xa the right multiplication and by
µl : A⊗X −→ X, µl(a⊗ x) = ax, the left multiplication in the bimodule.
By using a braiding σ we introduce new multiplications:
µσ = µ ◦ σA,A, µ
l
σ = µ
r ◦ σA,X , µ
r
σ = µ
l ◦ σX,A,
and denote the new multiplications by ∗ :
a ∗ b = µσ(a⊗ b), a ∗ x = µ
l
σ(a⊗ x), x ∗ a = µ
r
σ(x ⊗ a),
where a, b ∈ A, x ∈ X.
In terms of the braiding element σ we have
a ∗ b =
∑
σ′(b)σ′′(a), a ∗ x =
∑
σ′(x)σ′′(a), x ∗ a =
∑
σ′(a)σ′′(x).
Proposition.
(1) The pair (A, µσ) determines an algebra structure in the category.
(2) The triple (X,µlσ, µ
r
σ) determines (A, µσ) − (A, µσ) bimodule structure in
the category.
Proof. We show, for example, that µlσ determines a left (A, µσ)–structure and that
the multiplications µrσ and µ
l
σ commute.
For the first one we have
a ∗ (b ∗ x) =
∑
σ′(b ∗ x)σ′′(a) =
∑
σ′(1)σ˜
′(x)σ(2)σ˜
′′(b)σ′′(a)
hexagon
= µr ◦ (id⊗ µ)(σ23σ13σ12)(x ⊗ b⊗ a)
and
(a ∗ b) ∗ x =
∑
σ′(x)σ′′(a ∗ b) =
∑
σ′(x)σ′′(1)σ˜
′(b)σ′′(2)σ˜
′′(a)
hexagon
= µr(id⊗ µ)(σ12σ13σ23)(x⊗ b⊗ a).
Hence, the Yang–Baxter equation implies the left (A, µσ)– module structure.
Comparing terms (a ∗ x) ∗ b and a ∗ (x ∗ b) we get
(a ∗ x) ∗ b =
∑
σ′(b)σ′′(a ∗ x) =
∑
σ′(b)σ′′(1)σ˜
′(x)σ′′(2)σ˜
′′(a)
hexagon
= µl ◦ (id⊗ µr)(σ12σ13σ23)(b⊗ x⊗ a),
and
a ∗ (x ∗ b) =
∑
σ′(x ∗ b)σ′′(a) =
∑
σ′(1)σ˜
′(b)σ′(2)σ˜
′′(x)σ′′(a)
hexagon
= µl ◦ (id⊗ µr)(σ23σ13σ12(b⊗ x⊗ a)).
Therefore, (A, µσ)−(A, µσ) bimodule structure follows from Yang–Baxter equation
too. 
An algebra A in the category C is called a σ–commutative algebra if µσ = µ, or
equivalently, if
a · b = a ∗ b =
∑
σ′(b) · σ′′(a),
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for all a, b ∈ A.
An A − A bimodule X in the category C is called σ–symmetric if µrσ = µ
r and
µlσ = µ
l, or in terms of braiding element σ if
x · a = x ∗ a =
∑
σ′(a) · σ′′(x), a · x = a ∗ x =
∑
σ′(x) · σ′′(a),
for all a ∈ A, x ∈ X.
Define a σ–symmetric part Xσ of any A − A bimodule X in the category as
follows:
Xσ =
{
x ∈ X
∣∣ a · x = a ∗ x, x · a = x ∗ a, ∀a ∈ A}.
Theorem. Let A be a σ–commutative algebra in the category C and let X be an
A−A bimodule. Then Xσ is a σ–symmetric A−A bimodule.
Proof. It is enough to show that ax ∈ Xσ, and xa ∈ X, if x ∈ Xσ, a ∈ A.
Let us prove, for example, the first inclusion.
For any elements a, b ∈ A, x ∈ Xσ one has
b ∗ (ax) = b ∗ (a ∗ x) = (b ∗ a) ∗ x = (ba) ∗ x = (ba)x = b(ax).
Hence, ax ∈ Xσ. 
Examples.
(1) Let G be an Abelian group. Consider the category of G–graded modules
with a braiding σ is given by the group bihomomorphism σ : G×G −→ U(k), (see
ex.1.3.(1)).
An algebra in this category is aG–graded algebraA =
∑
g∈GAg, Ag Ah ⊂ Agh.
The algebra is a σ–commutative if and only if the following relations hold
ag ah = σ(g, h) ah ag,
for all ag ∈ Ag, ah ∈ Ah.
(2) One can reformulate the FRT-construction [FRT] of function algebras on
quantum groups in the case of G–graded modules in the following way.
Let X =
∑
g∈GXg be a G–graded module and X
∗ =
∑
g∈g X
∗
g be the dual:X
∗
g =
(Xg−1)
∗. Consider a new module Y = X⊗X∗. This module is generated by elements
yg,h = xg ⊗ y∗h, of degree gh
−1 and the braiding takes the form:
σX,Y : ya,b ⊗ yc,d 7→ σ(ab
−1, cd−1) yc,d ⊗ ya,b.
The σ–symmetric algebra generated by elements of ya,b is a factor of the tensor
algebra T (Y ) by two-sided ideal generated by Im(σ − 1).
Note that this algebra is not trivial for any braiding σ.
(3) For the case of the category of G-graded G–modules (see ex.1.3.(3)) an alge-
bra in the category is a G–graded algebra A =
∑
g∈GAg equipped with G–action:
g(Ah) ⊂ Aghg−1 .
The condition of σ–commutativity for the given colour s takes the form:
ag · ah = s(g, h) g(ah) · ag.
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(4) Consider the group algebra k[G] equipped with a G action:
g(δh) = δghg−1 ,
as an algebra in the category of G–graded G–modules.
The algebra will be σ–commutative with respest to braiding (1):
δg · δh = g(δh) · δg.
(5) Crossed products.
Let ω : G × G −→ U(k) be a multiplicative G–invariant (ω(aga−1, aha−1) =
ω(g, h), ∀a, g, h ∈ G) 2-cocycle on the group.
The crossed product kω[G] coincides with k[G] as a G–graded G– module but
has a new multiplication:
δg ∗ δh = ω(g, h)δgh.
In this case the function
s(g, h) = ω(g, h) · ω(h, g)−1
determines a colour on the group, and kω[G] is a σ–commutative algebra.
(6) Let G = Zn, k = C, and let Θ = ‖θij‖ ∈ Matn(R) be a matrix such that
θij = 0, if i ≤ j. Taking the twisting 2-cocycle ω in the form
ω(x, y) = exp(piı〈Θx, y〉),
where x = (x1, ..., xn), y = (y1, ..., yn) ∈ Zn, and 〈x, y〉 =
∑
xiyi, we get a σ–
commutative algebra Cω[Z
n], which is called a quantum torus.
1.5. Here we apply the above procedure to modules of internal homomorphisms
and left modules.
Let P and Q be left A–modules. Then the module of internal homomorphisms
Hom(P,Q) is endowed with an A−A bimodule structure with respect to left and
right multiplication
la(f)(p) = af(p), ra(f)(p) = f(ap).
Denote by Homσ(P,Q) ⊂ Hom(P,Q) the σ–symmetric part of the bimodule.
Elements of Homσ(P,Q) are called σ–homomorphisms.
Therefore, an internal homomorphism f : P −→ Q is a σ–homomorphism if and
only if the following relations hold:
f(a · p) =
∑
σ′(a) · σ′′(f)(p), (1)
and
a · f(p) =
∑
σ′(f)(σ′′(a) · p), (2)
for all a ∈ A, p ∈ P.
Remark that if f : P −→ Q is simultaneously a morphism in the category and
a σ–homomorphism, then h(f) = ε(h) f, for all h ∈ H, and therefore the above
conditions are reduced to the following known one: f(a p) = a f(p).
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Theorem. Let A be a σ–commutative algebra. Then for any left A–module P with
left multiplication µl : A⊗P −→ P, right multiplication µr = µl◦σP,A : P⊗A −→ P
determines A−A bimodule structure.
Proof. We should show that the right and the left structures commute.
One has
(ap)b =
∑
σ′(b)σ′′(ap) =
∑
σ′(b)σ′′(1)(a)σ
′′
(2)(p) =∑
σ′σ˜′(b)σ′′(a)σ˜′′(p) =
∑
aσ˜′(b)σ˜′′(p) = a(bp)

Let P be a left A–module over a σ–commutative algebra A. Consider P as A−A
bimodule. We introduce a bimodule Pσ which is the σ– symmetric part of the
bimodule P .
We have the following direct description of the bimodule:
Pσ =
{
p ∈ P
∣∣ (µl − µl ◦ σP,A ◦ σA,P )(a⊗ p) = 0, ∀a ∈ A}.
In terms of the braiding element we get
p ∈ Pσ ⇔ ap =
∑
σ′(p) · σ′′(a)
defµr
=
∑
σ˜′σ′′(a) · σ˜′′σ′(p),
or, if we set γ = σ · τ(σ) =
∑
γ′ ⊗ γ′′, where γ′ =
∑
σ˜′ · σ′′, and γ′′ =
∑
σ˜′′ · σ′,
then
Pσ =
{
p ∈ P
∣∣ a · p =∑ γ′(a) · γ′′(p)}.
The A-submodule Pσ ⊂ P will be called the σ– symmetric part of the left A–
module P .
A left A–module P is called σ–symmetric if Pσ = P.
1.6. The following theorem describes the relation between two natural σ–
symmetric bimodules associated to a given left module.
Theorem. Let A be a σ–commutative algebra and let P be a left A–module in the
category C. Then there is an isomorphism between Homσ(A,P ) and Pσ is given by
the formula
f ∈ Homσ(A,P ) 7→ f(1) ∈ Pσ.
Proof. Let f ∈ Homσ(A,P ) then for any elements a, b ∈ A we have
f(ab) =
∑
σ′(a) · σ′′(f)(b).
Hence, if we set b = 1, p = f(1), we get
f(a) =
∑
σ′(a) · σ′′(f)(1) =
∑
σ′σ′′(1)(f(S(σ(2))(1)))
=
∑
σ′(a) · σ′′(1)(f(εS(σ(2))) =
∑
σ′(a) · (σ′′(1)ε(σ(2)))p
=
∑
σ′(a) · σ′′(p).
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From condition 1.5.(2) one gets
a · f(b) =
∑
σ′(f)(σ′′(a)b).
Hence,
a · p =
∑
σ(1)f(S(σ
′
(2))σ
′′(a)) =
∑
σ(1)(σ˜
′S(σ′(2))σ
′′(a) · σ˜′′(p) =∑
(σ′(1)σ˜
′S(σ′(3))σ
′′(a)) · (σ′(2)σ˜
′′(p))
1.3.(3)
=
∑
(σ˜′σ′(2)S(σ
′
(3))σ
′′(a) · (σ˜′′σ′(1)(p)) =∑
(σ˜′ε(σ′(2))σ
′′(a)) · (σ˜′′σ′(1)(p)) =
∑
(σ˜′σ′′(a)) · (σ˜′′σ′(p)),
where σ =
∑
σ′ ⊗ σ′′ =
∑
σ˜′ ⊗ σ˜′′.
Therefore, p ∈ Pσ.
Similar calculations show that for any element p ∈ Pσ the formula
fp(a) =
∑
σ′(a) · σ′′(p) (1)
determines a σ–homomorphism fp ∈ Homσ(A,P ). 
1.7. Let A be a σ–commutative algebra and X an A−A bimodule.
Consider a quotient bimodule X/Xσ and define a bimodule X
(1)
σ ⊂ X as the
inverse image of the bimodule (X/Xσ)σ ⊂ X/Xσ with respect to the natural pro-
jection X −→ X/Xσ.
Thus we get an embedding Xσ ⊂ X
(1)
σ and X
(1)
σ /Xσ is a σ–symmetric bimodule
by construction.
Proceeding in this way, we obtain a filtration of the bimodule X by bimodules
X
(i)
σ , i = −1, 0, 1, ... :
0 = X(−1)σ ⊂ X
(0)
σ = Xσ ⊂ X
(1)
σ ⊂ · · · ⊂ X
(i)
σ ⊂ X
(i+1)
σ ⊂ · · · ⊂ X
(∗)
σ ⊂ X
where, by definition, X
(i+1)
σ ⊂ X is the inverse image of (X/X
(i)
σ )σ with respect to
the projection X −→ X/X
(i)
σ .
Note that all the quotients X
(i)
σ /X
(i−1)
σ are σ–symmetric modules by the con-
struction.
We call the bimodule X
(∗)
σ =
⋃
X
(i)
σ a differential approximation of the A − A
bimodule X.
To produce more concrete description of the differential approximation, we define
two types of morphisms:
δla(x) = a · x− a ∗ x,
and
δra(x) = x · a− x ∗ a.
Then, by definition, we have
Xσ = X
(0)
σ =
{
x ∈ X
∣∣ δla(x) = δra(x) = 0, ∀a ∈ A},
and
X(i)σ =
{
x ∈ X
∣∣ δla(x) ∈ X(i−1)σ , δrα(x) ∈ X(i−1)σ , ∀a ∈ A}.
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Examples.
(1) In the category of G–graded modules over commutative group G, an A− A
bimodule X =
∑
g∈GXg is a G–graded bimodule such that
Ah ·Xg ⊂ Xhg, Xg ·Ah ⊂ Xgh.
The bimodule is σ–symmetric if and only if
ag · xh = σ(g, h)xh · ag, and xh · ag = σ(h, g) ag · xh,
for all xh ∈ Xh, ag ∈ Ag, g, h ∈ G.
The σ–symmetric part of any A−A bimodule X is Xσ =
∑
g∈G(Xσ)g, where
(Xσ)g = {xg ∈ Xg|ahxg = σ(h, g)xgah, xgah = σ(g, h) ahxg, ∀ah ∈ Ah, h ∈ G}.
The δ–morphisms have the following form
δlah(xg) = ah · xg − σ(h, g)xg · ah,
δrah(xg) = xg · ah − σ(g, h) ah · xg.
Then
(Xσ)g = {xg ∈ Xg|δ
l
ah(xg) = δ
r
ah(xg) = 0, ∀ah ∈ Ah, h ∈ G},
and X
(i)
σ =
∑
g∈G(X
(i)
σ )g, where
(X(i)σ )g = {xg ∈ Xg|δ
l
ah(xg) ∈ (X
(i−1)
σ )(hg), δ
r
ah(xg) ∈ (X
(i−1)
σ )(gh), ∀ah ∈ Ah}.
(2) In the category of G–graded G–modules (see ex.1.3.(4)) with braiding σ given
by colour s we have, accordingly,
δlah(xg) = ah · xg − s(h, g)h(xg) · ah,
δrah(xg) = xg · ah − s(g, h)g(ah) · xg,
and the same description of X
(i)
σ .
1.8. Applying the above procedure to bimodules of internal homomorphisms
X = Hom(P,Q), we obtain modules of braided differential operators:
Diffσi (P,Q) = (Hom(P,Q))
(i)
σ
in the category C.
Keeping in the mind the definition of differential approximations, we build up
the modules of braided differential operators over quasitriangular Hopf algebra in
a direct way.
To do this, we introduce two types of morphisms in Hom(P,Q):
δla(f)(p) = a · f(p)−
∑
σ′(f)(σ′′(a) · p),
and
δra(f)(p) = f(a · p)−
∑
σ′(a) · σ′′(f)(p),
for all a ∈ A, p ∈ P, f ∈ Hom(P,Q).
Then
Diffσ0 (P,Q) = Homσ(P,Q) =
{
f ∈ Hom(P,Q)
∣∣ δra(f) = δla(f) = 0, ∀a ∈ A},
and
Diffσi (P,Q) =
{
f ∈ Hom(P,Q)
∣∣ δra(f), δla(f) ∈ Diffσ(i−1)(P,Q), ∀a ∈ A}.
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Examples.
(1) In the category of G–graded modules we have
δlah(f)(x) = ah f(x)− σ(h, g) f(ahx),
δrah(f)(x) = f(ahx)− σ(g, h) ahf(x),
if f ∈ Hom(X,Y ) is a homomorphism of degree g.
In the case δlah(f) and δ
r
ah(f) are homomorphisms of degree hg.
(2) In the category of G–graded G–modules we have
δlah(f)(x) = ah f(x)− s(h, g)h(f)(ahx),
δrah(f)(x) = f(ahx)− s(g, h)g(ah) f(x),
where the homomorphism f has degree g and h(f)(x) = h(f(h−1x)).
(3) The quantum hyperplane is given by the following data: k = C, G = Zn,
and the twisted 2-cocycle
ω(a¯, b¯) = q〈Θa¯,b¯〉,
where Θ is a skew symmetric n× n matrix, q ∈ C∗, a¯, b¯ ∈ Zn.
Let A be a σ–commutative algebra in the category ofG–graded modules. Assume
that A is generated by elements x1, ..., xn and the relations
xi · xj = ωij xj · xi,
where ωij are matrix elements of ω.
Then the algebra of differential operators Diffσ∗ (A,A) is a Z
n– graded algebra
generated by elements xi of degree 1i = (0, ..., 0, 1
i
, 0, ..., 0) ∈ Zn and operators ∂i
of degree −1i and the following relations
∂i · xj − ωij
−1 xj · ∂i = δij ,
∂i · ∂j − ωij ∂j · ∂i = 0,
xi · xj − ωij xj · xi = 0.
1.9. In this section we show that the composition of braided differential operators
is a braided differential operator.
We start with the following lemmas.
Lemma 1. Let A be a σ–commutative algebra and P,Q,R left A–modules. Then
for any internal homomorphisms f ∈ Hom(Q,R), g ∈ Hom(P,Q) and h ∈ H we
have:
h(f ◦ g) =
∑
h
h(1)(f) ◦ h(2)(g).
Proof. From the definition of H–action on the modules of internal homomorphisms
we have
h(f ◦ g)(p) =
∑
h
h(1)((f ◦ g)(S(h(2))p).
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On the other side we have∑
h
h(1)(f) ◦ h(2)(g)(p) =
∑
h
h(1)(f)(h(2)(g(S(h(3)p)))
=
∑
h
h(1)(f(S(h(2)h(3)(g(S(h(4)p)))) =
∑
h
h(1)ε(h(2))(f(g(S(h(3)p)))
=
∑
h
h(1)((f ◦ g)(S(h(2))p)).

Lemma 2. The following formulae hold

δra(f ◦ g) = f ◦ δ
r
a(g) +
∑
δrσ′(a)(f) ◦ σ
′′(g),
δla(f ◦ g) = δ
l
a(f) ◦ g +
∑
σ′(f) ◦ δlσ′′(a)(g),
for all a ∈ A, f ∈ Hom(Q,R), g ∈ Hom(P,Q).
Proof. To prove the first formula it is enough to compare
δra(f ◦ g)(p) = (f ◦ g)(ap)−
∑
σ′(a)(σ′′(1)(f) ◦ σ
′′
(2)(g))(p)
hexagon
= (f ◦ g)(ap)−
∑
σ′σ˜′(a) · σ′′(f) ◦ σ˜′′(g)(p),
and
f ◦ δra(g)(p) = (f ◦ g)(ap)−
∑
f(σ′(a)σ′′(g)(p))
= (f ◦ g)(ap)−
∑
δrσ′(a)(f)(σ
′′(g)(p)) −
∑
σ˜′(σ′(a))σ˜′′(f)(σ′′(g)(p)).
Similarly, for the second formula we get
δla(f ◦ g)(p) = a(f ◦ g)(p)−
∑
σ′(f ◦ g)(σ′′(a)p)
= a(f ◦ g)(p)−
∑
(σ′(1)(f) ◦ σ
′
(2)(g))(σ
′′(a)p)
hexagon
= a(f ◦ g)(p)−
∑
(σ˜′(f) ◦ σ′(g))(σ′′σ˜′′(a)p),
and
a(f ◦ g)(p) = (δla(f) ◦ g)(p)−
∑
σ′(f)(σ′′(a)g(p)) =
(δla(f) ◦ g)(p)−
∑
(σ′(f) ◦ δlσ′′(a)(g))(p) +
∑
σ′(f) ◦ σ˜′(g)(σ˜′′σ′′(a)(p).

Lemma. Maps δl : A⊗Hom(P,Q) −→ Hom(P,Q) and δr : Hom(P,Q) ⊗A −→
Hom(P,Q) are H–morphisms:
h(δla(f)) =
∑
h
δlh(1)(a)(h(2)(f)),
and
h(δra(f)) =
∑
h
δrh(2)(a)(h(1)(f)),
for all a ∈ A, h ∈ H, f ∈ Hom(P,Q).
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Theorem. Let A be a σ–commutative algebra and let P,Q,R be left A–modules in
the category C.
Then
(1) f ∈ Diffσi (Q,R), g ∈ Diff
σ
j (P,Q) =⇒ f ◦ g ∈ Diff
σ
i+j(P,R).
(2) f ∈ Diffσi (A,A), g ∈ Diff
σ
j (A,A) =⇒ [f, g]σ ∈ Diff
σ
i+j−1(A,A),
where [f, g]σ = f ◦ g −
∑
σ′(g) ◦ σ′′(f) is a σ–commutator of internal homomor-
phisms.
Proof. The first part of the theorem is follows from the lemmas. The second part
is a consequence of the definition of braided differential operators and part (1) of
the theorem. 
2.Braided Calculus
In this chapter we introduce braided derivations as special 1-st order braided dif-
ferential operators and consider braided differential forms as a representative object
for the functor of braided derivations. We construct an algebra of braided differ-
ential forms as a new σˆ–commutative algebra equipped with a universal braided
derivation d such that d2 = 0. We show that the main facts of the usual calculus
can be translated in the case of arbitrary braidings.
2.1. Let A be a σ–commutative algebra and P be a left A–module in the category
C.
We define modules of braided derivations as follows
D(P ) = {f ∈ Diffσ1 (A,P )| f(1) = 0}.
Elements of D(P ) will be called braided or σ–derivations of the algebra A with
values in the module P .
We now produce a description of σ–derivation in terms of generalized (or braided)
Leibniz rule.
Let f ∈ D(P ) and a ∈ A. Then δla(f), δ
r
a(f) ∈ Homσ(A,P ) = Pσ by definition
of σ–derivation.
Therefore, by 1.6.(1), we have


δra(f)(b) =
∑
σ′(b) · σ′′(pr),
δla(f)(b) =
∑
σ′(b) · σ′′(pl),
for some elements pr, pl ∈ Pσ.
We have 

pl = δ
l
a(f)(1) = a · f(1)−
∑
σ′(f)(σ′′(a)),
pr = δ
r
a(f)(1) = f(a)−
∑
σ′(a) · σ′′(f)(1).
Since, f(1) = 0, and h(f)(1) = h(1) · f(S(h(2)(1)) = h(1)ε(h(2))f(1) = 0, for all
h ∈ H, we get {
pl = −
∑
σ′(f)(σ′′(a)),
pr = f(a).
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Therefore, conditions pr ∈ Pσ, pl ∈ Pσ mean that f : A −→ Pσ ⊂ P, and from
formulae (1) and (2) we obtain the following form of the braided Leibniz rule


f(a · b) = f(a) · b+
∑
σ′(a) · σ′′(f)(b),∑
σ′(f)(σ′′(a) · b) = a · f(b) +
∑
σ′(f)(σ′′(a)) · b.
(1)
Summarizing, we obtain the following description of braided derivations.
Proposition. An internal homomorphism f : A −→ P is a σ– derivation if and
only if
(1) f : A −→ Pσ ⊂ P, and
(2) braided Leibniz rule (1) holds.
Remark. Let f : A −→ P be a braided derivation and a morphism in the category.
Then h(f) = ε(h) · f, for all h ∈ H, and the braided Leibniz rule takes the usual
form:
f(ab) = f(a)b+ af(b).
Examples.
(1) Let A be an algebra in the category of G–graded modules. Then an internal
homomorphism f : A −→ A of degree g ∈ G is a braided derivation if the following
form of the braided Leibniz rules hold:
f(ah b) = f(ah) b+ σ(g, h)ah f(b), (1)
and
σ(h, g) f(ahb) = ah f(b) + σ(h, g) f(ah) b, (2)
for all ah ∈ Ah, b ∈ A.
Therefore, in the algebra the folowing relations hold:
(σ(h, g)σ(g, h) − 1)ah f(b) = 0.
Remark that we need formula (1) only if σ is a symmetry.
(2) The braided Leibniz rules in the category of G–graded G–modules take the
form:
f(ahb) = f(ah) b+ s(g, h)g(ah) f(b) (1,)
and
s(h, g)h(f)(ahb) = ah f(b) + s(h, g)h(f)(ah) b, (2)
where f as above is an internal homomorphism of degree g ∈ G and ah ∈ Ah, b ∈
A.
Formula (2) implies the following relation
ag f(b) = s(h, g)s(g, h) (hgh
−1)(ah)h(f)(b),
for all ah ∈ Ah, b ∈ A.
(3)Consider the group algebra k[G] as a σ-commutative algebra in the category
of G–graded G–modules.
CALCULUS AND QUANTIZATIONS OVER HOPF ALGEBRAS 17
Any braided derivation f : k[G] −→ k[G] of degree g ∈ G is determined by some
function ν : G −→ k, where f(δh) = ν(h) δgh.
From the braided Leibniz rules we get the following relations on the function:
{
ν(h1h2) = ν(h1) + ν(h2),
ν(h−11 h2h1) = ν(h2),
for all h1, h2 ∈ G.
Remark that the second condition is a consequence of the first one.
(4) The A–module of derivations of the quantum hyperplane is generated by
operators ∂i of degree −1i such that ∂i(xj) = δij .
The Leibniz rule produces the following commutation relations:
∂i · xj − ω
−1
ij xj · ∂i = δij .
2.2.Below we collect together the properties of braided derivations.
Theorem.
(1) D(P ) is a σ–symmetric A–module, i.e. Dσ(P ) = D(P ), or
a · f =
∑
γ′(a) · γ′′(f),
for all a ∈ A, f ∈ D(P ).
(2) The module D(A) is closed with respect to the braided commutator
[f, g]σ = f ◦ g −
∑
σ′(g) ◦ σ′′(f),
and the commutator is an H–invariant:
h([f, g]σ) =
∑
[h(1)(f), h(2)(g)]σ,
for all f, g ∈ D(A), h ∈ H.
(3) Let fi ∈ D(A), i = 1, 2, 3 be braided derivations of the algebra A such that
f1 ◦ f2 =
∑
γ′(f1) ◦ γ
′′(f2), (1)
and
∑
f1 ◦ σ
′(f3) ◦ σ
′′(f2) =
∑
γ′(f1) ◦ σ
′(f3) ◦ σ
′′(γ′′(f2)). (2)
Then the braided Jacobi identity holds:
[f1, [f2, f3]σ]σ = [[f1, f2]σ, f3]σ +
∑
[σ′(f1), [σ
′′(f2), f3]σ]σ. (3)
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Proof.
(1) Using the definition of braided derivations, we get∑
γ′(a)γ′′(f)(b) =
∑
σ′σ˜′′(a)σ′′σ˜′(f)(b) =∑
σ˜′(f)(σ˜′′(a)b)−
∑
σ˜′(f)(σ˜′′(a)) b =
a · f(b).
(2) The σ– commutator is a braided differential operator of the order 1, and
[f, g]σ(1) = 0.
Therefore, [f, g]σ ∈ D(A).
To prove H-invariance of the commutator we have:
h([f, g]σ) = h(f ◦ g)−
∑
h(σ′(g) ◦ σ′′(g)) =∑
h
h(1)(f) ◦ h(2)(g)−
∑
h
h(1)σ
′(g) ◦ h(2)σ
′′(f) =
∑
h
h(1)(f) ◦ h(2)(g)−
∑
h
σ′h(2)(g) ◦ σ
′′h(1)(f) =
∑
h
[h(1)(f), h(2)(g)]σ.
(3) We have
[f1, [f2, f3]σ]σ = f1 ◦ f2 ◦ f3 −
∑
f1 ◦ σ
′(f3) ◦ σ
′′(f2)−∑
σ′(1)(f2) ◦ σ
′
(2)(f3) ◦ σ
′′(f1) +
∑
σ˜′σ′′(2)(f3) ◦ σ˜
′′σ′(1)(f2) ◦ σ
′′(f1),
[[f1, f2]σ, f3]σ = f1 ◦ f2 ◦ f3 −
∑
σ′(f2) ◦ σ
′′(f1) ◦ f3−∑
σ′(f3) ◦ σ
′′
(1)(f1) ◦ σ
′′
(2)(f2) +
∑
σ′(f3) ◦ σ˜
′σ′′(2)(f2) ◦ σ˜
′′σ′′(1)(f1),
and∑
[σ′(f2), [σ
′′(f1), f3]σ]σ =
∑
σ′(f2) ◦ σ
′′(f1) ◦ f3−∑
σ′(f2) ◦ σ˜
′(f3) ◦ σ˜
′′σ′′(f1)−
∑
σ′(1)σ˜
′′(f1) ◦ σ
′
(2)(f3) ◦ σ
′′σ˜′(f2)+∑
σ′σ˜′(2)(f3) ◦ σ
′′σ˜′(1)σ¯
′′(f1) ◦ σ˜
′′σ¯′(f2).
Comparing coefficients of terms with fifjfk, i, j, k = 1, 2, 3 we see that they are
equal in the following cases:
(1) f2f3f1 =⇒ by the hexagon equations,
(2) f2f1f3 and f1f2f3 =⇒ are simply equal,
(3) f3f2f1 =⇒ by the Yang–Baxter equation.
The rest of the Jacobi identity composed of the terms f1f3f2 and f3f1f2 is the
following:∑
f1 ◦ σ
′(f3) ◦ σ
′′(f2)−
∑
σ′(1)σ˜
′′(f1) ◦ σ
′
(2)(f3) ◦ σ
′′σ˜′(f2)+∑
σ′σ˜′(2)(f3) ◦ σ
′′σ˜′(1)σ¯
′′(f1) ◦ σ˜
′′σ¯′(f2)−
∑
σ′(f3) ◦ σ
′′
(1)(f1) ◦ σ
′′
(2)(f2) =∑
f1 ◦ σ
′(f3) ◦ σ
′′(f2)−
∑
γ′(f1) ◦ σ
′(f3) ◦ σ
′′γ′′(f2)+∑
σ′(f3) ◦ σ
′′
(1)γ
′(f1) ◦ σ
′′
(2)γ
′′(f2)−
∑
σ′(f3) ◦ σ
′′
(1)(f1) ◦ σ
′′
(2)(f2).
CALCULUS AND QUANTIZATIONS OVER HOPF ALGEBRAS 19

Corollary 1. The braided Jacobi identity holds if f1 or f2 is an H–invariant
braided derivation.
Proof. Suppose, for instance, that f1 is an H–invariant derivation. Then∑
γ′(f1) ◦ γ
′′(f2) =
∑
ε(γ′)f1 ◦ γ
′′(f2) = f1 ◦ f2.
In the same way we get condition (2). 
Corollary 2. Let σ be a symmetry in the category. Then
(1) The braided Jacobi identity holds for all braided derivations f1, f2, f3.
(2) [f1, f2]σ = −
∑
[σ′(f2), σ
′′(f1)]σ.
2.3. In this section we build up the representative object for the functor of
braided derivations D : P −→ D(P ). To do this, we look at σ–symmetric bimodule
Ω1(A), generated by formal elements a db, where a, b ∈ A, with following relations:
(1) H–action
h(a db) =
∑
h
h(1)(a) dh(2)(b),
(2) the right A–module structure
db · a =
∑
σ′(a) dσ′′(b)
and σ–symmetric relations
a db =
∑
γ′(a) dγ′′(b),
where γ = σ · τ(σ) =
∑
γ′ ⊗ γ′′, and
(3) the usual differential relations
d(a+ b) = da+ db, d(ab) = da · b+ a · db.
Denote by d : A −→ Ω1(A) the operator: d : a 7→ da.
The properties above imply that d is a braided derivation.
Theorem. For any braided derivation f : A −→ P there is a σ– homomorphism
fˆ : Ω1(A) −→ P such that
f = fˆ ◦ d.
The σ–homomorphism fˆ is uniquely determined, and the correspondence f 7→ fˆ
establishes an isomorphism in the category between D(P ) and Homσ(A,Pσ).
Proof. We define fˆ as follows
fˆ(a db) =
∑
σ′(a)σ′′(f)(b),
for all a, b ∈ A.
At first we show thatˆis a morphism in the category.
20 V.LYCHAGIN
One has
h(fˆ)(a db) =
∑
h
h(1)(fˆ(Sh(3)(a) d(Sh(2)b) = h(1)
∑
σ′(Sh(3)(a))σ
′′(f)(Sh(2)b) =
∑
h(1)σ
′(Sh(4)(a)h(2)(σ
′′(f)(Sh(3)b)) =
∑
h(1)σ
′(Sh(3)(a))(h(2)σ
′′)(f)(b) =∑
σ′(h(2)Sh(3)a)(σ
′′h(1))(f)(b) =
∑
σ′(ε(h(2))a)(σ
′′h(1))(f)(b) =∑
σ′(a)(σ′′h)(f)(b) = ˆh(f)(a db).
Now we check the first property of σ–homomorphisms.
Let p = c db, then
fˆ(ap) = fˆ(ac db) =
∑
σ′(ac)σ′′(f)(b) =
∑
σ′(1)(a)σ
′
(2)(c)σ
′′(f)(b)
hexagon
=
∑
σ˜′(a)σ′(c)σ′′σ˜′′(f)(b) =
∑
σ˜′(a)σ˜′′(fˆ)(c db) =
∑
σ′(a)σ′′(fˆ)(p).
For the second property we have
∑
σ′(fˆ)(σ′′(a)p) =
∑
σ′(1)(fˆ(Sσ(4)σ
′′(a) · Sσ′(3)(c)Sσ
′
(2)(b) =∑
σ′(1)(σ˜
′(Sσ′(4)σ
′′(a)Sσ′(3)(c))σ˜
′′(f)(Sσ′(2)(b))) =∑
σ′(1)(f(Sσ
′
(4)σ
′′(a) · Sσ′(3)(c) · Sσ
′
(2)(b)))−∑
σ′(1)(f(Sσ
′
(4)σ
′′(a)Sσ′(3)(c)) · Sσ
′
(2)(b)) =∑
σ′(f)(σ′′(a)cb)−
∑
σ′(f)(σ′′(a)c) · b =
af(cb) +
∑
σ′(f)(σ′′(a))cb − af(c)b−
∑
σ′(f)(σ′′(a))cb =
af(cb)− af(c)b = a
∑
σ′(c)σ′′(f)(b) = afˆ(c db).

2.4. Starting from this point we will build up an algebra of braided differential
forms over a σ–commutative algebra A.
The algebra will be a new σˆ–commutative algebra Ω∗(A) =
∑
i∈N Ω
i(A), for
some new braiding σˆ equipped with some H–invariant braided derivation of degree
1.
The last conditions dictate some restrictions on the braiding σˆ.
To describe these braidings we look at the category Gr(C) of N –graded objects
over C.
The category has for objects families of objects in C i.e. X = {Xn, n ∈ N}. and
for morphisms f : X −→ Y families f = {fn, n ∈ N} of morphisms fn : Xn −→ Yn
in C.
We introduce the usual tensor product in Gr(C):
(X ⊗ Y )n =
∑
i
Xi ⊗ Yn−i.
Observe that Gr(C) has modules of internal homomorphisms
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Hom(X,Y ), where
Homn(X,Y ) = {f = {fn}|fn ∈ Hom(Xi, Yi+n)∀i, n ∈ N}.
We will call elements of Homn(X,Y ) internal homomorphisms of degree n.
Below we identify in the usual way an object Z of the category C with the object
(Zn) of the category Gr(C), where Z0 = Z, and Zn = 0 otherwise.
In a similar way, we identify morphisms and internal homomorphisms in C with
morphisms and internal homomorphisms in Gr(C).
Theorem. Any braiding σˆX,Y : X ⊗ Y −→ Y ⊗X in the category Gr(C) has the
form
σˆX,Y (xn ⊗ ym) = σˆn,m · (ym ⊗ xn),
for some family {σn,m, n,m ∈ N} of elements of H ⊗H, and where xn ∈ Xn, ym ∈
Ym.
The family {σn,m} is completely determined by the following data:
(1) a braiding σ = σˆ0,0 in the category C,
(2) two invertible central group–like elements φ, ψ ∈ H,
(3) an invertible element q ∈ U(k),
(4) for the data (σ, φ, ψ, q) the braiding σˆ is given by the formula
σˆn,m = (q)
nm(φn ⊗ ψm) · σ. (1)
Proof. Rewriting the hexagon conditions for σˆ in terms of the family σˆn,m we obtain
the following relations :
(id⊗∆)σˆn+m,k = (σˆn,k ⊗ 1)(σˆm,k)13, (2)
(∆⊗ id)σˆn,m+k = (1⊗ σˆn,k)(σˆnm)13, (3)
σˆn,m · τ(∆h) = ∆(h) · σˆn,m, ∀h ∈ H ;n,m ∈ N. (4)
Now by applying the morphism id⊗ ε⊗ id to the both sides of formula (2) we get
the following recursive relation:
σˆn+m,k = (φn,k ⊗ 1)σˆm,k, (5)
where
φn,k = (id⊗ ε)σˆn,k. (6)
In the same way we get from (3)
σˆn,m+k = (1 ⊗ ψn,k)σˆn,m, (7)
where
ψn,k = (ε⊗ id)σˆn,k. (8)
Letting n = 1 in (5), we get σˆm+1,k = (φ1,k ⊗ 1)σˆm,k, and therefore
σˆm,k = (φ
m
1,k ⊗ 1)σˆ0,k.
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In a similar way, letting k = 1 in formula (6), we get σˆn,m+1 = (1⊗ψn,1)σˆn,m, and
therefore
σˆn,m = (1 ⊗ ψ
m
n,1)σˆn,0.
Let φ = φ1,0, ψ = ψ0,1, σ = σ0,0, then σˆn,0 = (φ
n ⊗ 1)σ, and σˆ0,k = (1⊗ ψk)σ.
From the relations
φ1,k = (id⊗ ε)σˆ1,k =
{
(id⊗ ε)(φ1,k ⊗ ψ
k)σ = ε(ψ)kφ1,k,
(id⊗ ε)(φ ⊗ ψk1,1)σ = ε(ψ1,1)
kφ,
we get ε(ψ) = 1, and φ1,k = ε(ψ1,1)
kφ.
In a similar way, from the relations
ψn,1 = (ε⊗ id)σˆn,1 =
{
(ε⊗ id)(φn1,1 ⊗ ψ)σ = ε(φ1,1)
nψ,
(ε⊗ id)(φn ⊗ ψn,1)σ = ε(φ)
nψn,1,
we get ε(φ) = 1, and ψn,1 = ε(φ1,1)
nψ.
Now if we put q = ε(ψ1,1) = ε(φ1,1) ∈ k, we obtain formula (1). By substituting
this formula in relations(2),(3) and (4) we find that φ and ψ are central group–like
elements. 
2.5. To motivate the following considerations, we assume that a σ–commutative
algebra A is embedded in some σˆ–commutative algebra Aˆ =
∑
n∈NAn, A0 = A,
with wedge multiplication ∧.
Assume also that the algebra Aˆ is equipped with a non–trivial H– invariant
braided derivation d.
The braided Leibniz rule for H–invariant derivations of the algebra takes the
form {
d(αn ∧ αm) = dαn ∧ αm + q
nφ(αn) ∧ d(αm),
qn d(ψ(αn) ∧ αm) = αn ∧ d(αm) + q
n d(ψ(αn)) ∧ αm,
where αn ∈ An, αm ∈ Am.
Comparing these relations shows that q2nφψ = 1 on An, ∀n ∈ N. Therefore,
q2 = 1 and φψ = 1 on Aˆ.
We should remark also that [d, d]σˆ = (1 − q)d2, and therefore d2 is a braided
derivation if (1− q) is an invertible element of k.
Definition. The braiding σˆ given by formula 2.4.(1) with q = −1 and φψ = 1 will
be called a differential prolongation of the braiding σ.
2.6. Let us fix a braiding σ, group–like element φ ∈ H and let σˆ be the differ-
ential prolongation of σ.
Denote by Ω1(A, φ) a bimodule generated by formal elements a dφb, where a, b ∈
A, with new relations (cf.2.3.)
(1) H–action
h(a dφb) =
∑
h
h(1)(a) dφh(2)(b),
(2) the right A–module structure
dφb · a =
∑
φσ′(a) dφσ
′′(b),
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(3) σˆ–symmetric relations
a dφb =
∑
φγ′(a) dφγ
′′(b),
(4) and new differential relations
dφ(a+ b) = dφ(a) + dφ(b), dφ(ab) = dφ(a) · b+ φ(a) dφ(b).
Note that Ω1(A, 1) = Ω1(A), when φ = 1 on A.
Denote by
Ω∗(A, φ) =
∑
n∈N
Ωn(A, φ)
the σˆ–commutative algebra generated by A and Ω1(A, φ) .
Let dφ : Ω
n(A, φ) −→ Ωn+1(A, φ), n ∈ N, be the σˆ–derivation of degree 1,
defined by the formula
dφ(α ∧ β) = dφα ∧ β + (−1)
nφn(α) ∧ dφβ,
for all α ∈ Ωn(A, φ), β ∈ Ω∗(A, φ).
Then d2φ = 0, and for any σ–commutative algebra A we get the complex:
0 −→ A
dφ
−→ Ω1(A, φ)
dφ
−→ · · ·
dφ
−→ Ωn(A, φ)
dφ
−→ Ωn+1(A, φ)
dφ
−→ · · ·
The cohomology of this complex at the term Ωn(A, φ) will be denoted by Hn(A, φ)
and called braided de Rham cohomology of the algebra A.
Note that the structure of a σˆ–multiplicative algebra in Ω∗(A, φ) induces the
same structure in the braided cohomology algebra
H∗(A, φ) =
∑
n∈N
Hn(A, φ).
Examples.
(1) In the category of G–graded modules the construction of the algebra of
differential forms over σ–commutative algebra A depends on invertible group-like
elements φ ∈ k(G).
Therefore the construction is determined by the group homomorphisms φ : G −→
U(k).
For instance, for the trivial group G = {e} we a unique algebra but for the
super-case G = Z2 we have two algebras of differential forms.
(2) For the case of quantum hyperplane k = C, G = Zn, the homomorphisms
φ : Zn −→ C∗ have the form φ(a) = za, for some complex vector z = (z1, ..., zn) ∈
(C∗)n.
The algebra of differential forms for the given φ generaded by the elements xi
and dxj and the relations:
xixj = ωij xjxi, xi dxj = ziωij dxj xi, dxi ∧ dxj = −zizjωij dxj ∧ dxi.
2.7. Let X be a left A–module in the category C and let n ∈ N. We de-
note by X(n) a left Ω
∗(A, φ)–module in the category Gr(C) such that (X(n))n =
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X, and (X(n))k = 0 otherwise, with obvious multiplication: ω · x = 0, if ω ∈
Ω∗(A, φ), deg ω > 1, and a · x = ax, if x ∈ X, a ∈ A.
As above, we may introduce a right Ω∗(A, φ)–module structure in X(n):
x · a
def
=
∑
φnσ′(a)σ′′(x),
if a ∈ A, x ∈ X, and x · ω = 0, if ω ∈ Ω∗(A, φ), deg ω > 1.
The following calculation
∑
σˆ′0,n(x)σˆ
′′
0,n(a) =
∑
σ′(x)φ−nσ′′(a)
def
=∑
σ˜′σ′′(a) σ˜′′σ′(x) =
∑
γ′(a) γ′′(x)
shows that X(n) is a σˆ–symmetric Ω
∗(A, φ)–bimodule if X is a σ–symmetric A–
module.
Let f : Ω∗(A, φ) −→ P be a σˆ–derivation of degree k with values in σˆ–symmetric
Ω∗(A, φ)–module P.
We consider the restriction f0 = f |A : A −→ Pk as a k–homomorphism of
σˆ–commutative algebra A = A(0) into σˆ–symmetric Ω
∗(A, φ)–module (Pk)(k).
These restrictions may be characterized by a new Leibniz rule.
Definition. Let X be a σ–symmetric left A–module. An internal homomorphism
f : A −→ X will be called twisted (or φ– twisted) derivation of degree k ∈ Z, if the
following twisted Leibniz rule holds:

f(ab) = f(a) b+
∑
φkσ′(a)σ′′(f)(b),∑
σ′(f)(φ−kσ′′(a)b) = a f(b) +
∑
σ′(f)(φ−kσ′′(a)) b
Denote by Dφ,k the module of all twisted derivations of degree k.
Remarks.
(1) We have f0 ∈ Dφ,k(Pk), for the restriction f0.
(2) If f : A −→ P is an H–invariant twisted derivation of degree k, then the
twisted Leibniz rule takes the form:
f(ab) = f(a) b+ φk(a)f(b).
(3) The differentials dφk : A −→ Ω
1(A, φk) are twisted H–invariant derivations
of degree k.
Theorem. The morphisms dφk : A −→ Ω
1(A, φk) are universal twisted derivations
of degree k in the following sense.
Any twisted derivation f : A −→ X of degree k may be represented as the
composition f = f¯ ◦ dφk , where f¯ : Ω
1(A, φk) −→ X determines σˆ–homomorphism
(Ω1(A, φk))(k) −→ X(k). The correspondence f 7→ f¯ establishes an isomorphism
Dφ,k(X) ≃ Homσˆ,0(Ω
1(A, φk)(k), X(k)) ≃ Homσ(Ω
1(A, φk), X).
2.8. We say that a σˆ–derivation Ω∗(A, φ) −→ P is algebraic, if f |A = 0.
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Denote by Dalgk (P ) the Ω
∗(A, φ)–module of all the algebraic derivations of degree
k ∈ Z, and by Dalg∗ (P ) =
∑
k∈ZD
alg
k (P ) the graded module of all the algebraic
derivations.
Remark that any algebraic derivation is determined by its restriction to Ω1(A, φ).
Therefore we have Dalgk (P ) = 0, if k < −1.
Let Ω1alg,k(Ω
∗(A, φ)) be a representative object for the functor of algebraic deriva-
tions of degree k, and let ∂ak : Ω
∗(A, φ) −→ Ω1alg,k(Ω
∗(A, φ)) be the universal alge-
braic derivation.
As before, we may consider Ω1alg,k(Ω
∗(A, φ)) as a σˆ–symmetric module generated
by formal elements α ∧ ∂akβ, where α, β ∈ Ω
∗(A, φ), with relations
(1) H–action
h(α ∧ ∂akβ) =
∑
h
h(1)(α) ∧ ∂
a
kh(2)(β),
(2) the right Ω∗(A, φ)–module structure
∂akβ ∧ α =
∑
φkσ′(α) ∧ ∂akσ
′′(β),
and the σˆ–symmetric relations
α ∧ ∂akβ =
∑
γ′(α) ∧ ∂akγ
′′(β),
(3) algebraic differential relations
∂ak (α+ β) = ∂
a
kα+ ∂
a
kβ, ∂
a
k (α ∧ β) = ∂
a
k (α) ∧ β + φ
k(α) ∧ ∂ak (β),
and
∂ak (x) = 0,
for all x ∈ A.
Let P be a Ω∗(A, φ)–module in the category Gr(C). We will denote by P(k) the
shifted module: (P(k))n = Pn+k, n ∈ Z.
Theorem. Any algebraic derivation f : Ω∗(A, φ) −→ P, of degree k ≥ −1, may be
represented in a unique way as a composition f = f¯ ◦ ∂ak , where
f¯ : Ω1alg,k(Ω
∗(A, φ)) −→ P
determines σˆ–homomorphism (Ω1alg,k(Ω
∗(A, φ)))(k) −→ P(k) and the map f 7→ f¯
establishes an isomorphism
Dalgk (P ) ≃ Homσˆ,0(Ω
1
alg,k, P ) ≃ Homσˆ,0(Ω
1
alg,k, P(k)).
2.9. Now we look at the algebra Ω∗(A, φ) as a new σˆ–commutative algebra and
build up the new universal module of braided differential forms Ω1(Ω∗(A, φ)) in the
category Gr(C) together with new universal σˆ–derivation
∂ : Ω∗(A, φ) −→ Ω1(Ω∗(A, φ)),
of degree 0.
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We may consider Ω1(Ω∗(A, φ)) as a σˆ–symmetric Z–graded module
Ω1(Ω∗(A, φ)) =
∑
k
Ω1(Ω∗(A, φ))k,
where Ω1(Ω∗(A, φ))k is generated by formal elements α∧∂kβ, where α, β ∈ Ω∗(A, φ),
with following relations:
(1) H–action
h(α ∧ ∂kβ) =
∑
h
h(1)(α) ∧ ∂kh(2)(β),
(2) the right Ω∗(A, φ)–module structure
∂kβ ∧ α =
∑
φkσ′(α) ∧ ∂kσ
′′(β),
and the σˆ–symmetric relations
α ∧ ∂kβ =
∑
γ′(α) ∧ ∂kγ
′′(β),
(3) twisted differential relations
∂k(α+ β) = ∂kα+ ∂kβ, ∂k(α ∧ β) = ∂kα ∧ β + φ
k(α) ∧ ∂kβ.
Summarizing, we obtain the following
Theorem. The pair
(
Ω1(Ω∗(A, φ)), ∂ =
∑
∂k
)
is a representative object for the
functor of graded braided derivations of the algebra Ω∗(A, φ), and
(1) the restriction map f ∈ Dk(P ) 7→ f |A ∈ Dφ,k(Pk) defines an embedding
0 −→ Ω1(A, φk) −→ Ω1(Ω∗(A, φ))k,
where a dφkb 7→ a ∂kb, a, b ∈ A,
(2) the embedding Dalg∗ (P ) ⊂ D∗(P ) defines epimorphisms
Ω1(Ω∗(A, φ))k −→ Ω
1
alg,k(Ω
∗(A, φ)) −→ 0,
such that α ∧ ∂kβ 7→ α ∧ ∂akβ,
(3) the sequence
0 −→ Ω1(A, φk) −→ Ω1(Ω∗(A, φ))k −→ Ω
1
alg,k(Ω
∗(A, φ)) −→ 0
is exact.
2.10. In this section we describe the module of braided σˆ– derivations of the
algebra braided differential forms Ω∗(A, φ).
We start with an explicit description of algebraic braided derivations. Any such
derivation f : Ω∗(A, φ) −→ Ω∗(A, φ) of degree k is completely determined by the
restriction on Ω1(A, φ) and therefore we obtain an isomorphism:
Dalgk (Ω
∗(A, φ)) ≃ Homσ(Ω
1(A, φ),Ωk+1(A, φ)).
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The image ıλ ∈ D
alg
k (Ω
∗(A, φ)) of the element λ ∈ Homσ(Ω1(A, φ),Ωk+1(A, φ))
will be called inner braided derivation. One can define ıλ directly using the braided
Leibniz rule:
the derivations
ıλ : Ω
j(A, φ) −→ Ωj+k(A, φ)
are determined by the following relations:
(1) ıλ(a) = 0, ∀a ∈ A = Ω0(A, φ),
(2) ıλ(ω) = λ(ω), ∀ω ∈ Ω1(A, φ),
(3) h(ıλ) = ıh(λ), ∀h ∈ H,
(4) ıλ(ω1 ∧ ω2) = ıλ(ω1) ∧ ω2 + (−1)kj
∑
φkσ′(ω1) ∧ φ−jσ′′(ω2),
(5)
∑
φj ıσ′(λ)(φ
−kσ′′(ω1) ∧ ω2) = ω1 ∧ ıλ(ω2) +
∑
φjıσ′(λ)(φ
−kσ′′(ω1)) ∧ ω2,
for all ω1 ∈ Ωj(A, φ), ω2 ∈ Ω∗(A, φ).
Denote by
Nk(A, φ) = Homσ(Ω
1(A, φ),Ωk+1(A, φ))
and let
N∗(A, φ) =
∑
k∈Z
Nk(A, φ).
We will call this module a Nijenhuis algebra of the σ–commutative algebra A.
The discussion above shows that we have isomorphisms
Nk(A, φ) ≃ Dk
alg(Ω∗(A, φ)).
Modules of braided derivations are closed with respect to braided commutators.
Therefore we obtain a bilinear structure:
[, ]σˆ : Nk(A, φ) ×Nl(A, φ) −→ Nk+l(A, φ),
in the N∗(A, φ).
Here we define [λ1, λ2]σˆ from the following relation:
ı[λ1,λ2]σˆ = [ıλ1 , ıλ2 ]σˆ.
The bracket [, ]σˆ will be called braided algebraic Nijenhuis bracket.
From the definition of the bracket we have:
[λ1, λ2]σˆ = ıλ1(λ2(ω))− (−1)
kl
∑
ıφkσ′(λ2)(φ
−lσ′′(λ1)),
where ω ∈ Ω1(A, φ) λ1 ∈ Nk(A, φ), λ2 ∈ Nl(A, φ).
2.11. A braided Lie derivation Lλ with respect to element λ ∈ Nk(A, φ) will
mean the braided derivation
Lλ = [dφ, ıλ]σˆ.
Note that Lλ ∈ Dk+1(Ω∗(A, φ)), if λ ∈ Nk(A, φ).
Below we collect together the main properties of braided Lie derivations.
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Theorem. The braided Lie derivations are σˆ–derivations of the σˆ–commutative
algebra Ω∗(A, φ) of braided differential forms such that:
(1) [dφ,Lλ]σˆ = 0, ∀λ ∈ N∗(A, φ),
(2) h(Lλ) = Lh(λ), ∀h ∈ H,
(3) The braided commutator [Lλ1 ,Lλ2 ]σˆ is a braided Lie derivation L{λ1,λ2}
for some element {λ1, λ2}. This element is called a braided differential
Frolicher–Nijenhuis bracket.
(4) Any σˆ–derivation f : Ω∗(A, φ) −→ Ω∗(A, φ) of the algebra braided differen-
tial forms Ω∗(A, φ) may be represented as follows:
f = ıλ1 + Lλ2 ,
for some uniquely determined elements λ1 and λ2.
Hence, there is a decomposition:
D∗(Ω
∗(A, φ)) = D∗
alg(Ω∗(A, φ)) ⊕D∗
Lie(Ω∗(A, φ)),
such that
[
D∗
Lie(Ω∗(A, φ)), D∗
Lie(Ω∗(A, φ))
]
σˆ
⊂ D∗
Lie(Ω∗(A, φ)),
[
D∗
alg(Ω∗(A, φ)), D∗
alg(Ω∗(A, φ))
]
σˆ
⊂ D∗
alg(Ω∗(A, φ)),
and
[
dφ, D∗
alg(Ω∗(A, φ))
]
σˆ
⊂ D∗
Lie(Ω∗(A, φ)),
[
dφ, D∗
Lie(Ω∗(A, φ))
]
σˆ
= 0.
(5) The following braided analog of the infinitesimal Stokes theorem holds:
{
[ıλ1 ,Lλ2 ]σˆ = ı{λ1,λ2} + (−1)
lLλ1•λ2 ,
[Lλ2 , ıλ1 ]σˆ = (−1)
l+1ı{λ2,λ1} + (−1)
klL∑ φk+1σ′(λ1)•φ−lσ′′(λ2)
where λ1 ∈ Nk(A, φ), λ2 ∈ Nl(A, φ).
Proof. Properties (1)–(3) of the braided Lie derivations are consequences of prop-
erties 2.2. of braided derivations. We should remark only that dφ is an H–invariant
braided derivation.
To prove (4), we should note that λ2 is determined by the restriction f |A. Then
f − Lλ2 is an algebraic braided derivation, and therefore f − Lλ1 = ıλ2 .
Note also, that [dφ, f ]σˆ = Lλ2 .
To prove (5), we decompose [ıλ1 ,Lλ2 ]σˆ as above:
[ıλ1 ,Lλ2 ]σˆ = ıx + Ly ,
for some elements x, y ∈ N∗(A, φ). To determine y, we should look at the restriction
[ıλ1 ,Lλ2 ]σˆ on A.
One gets
[ıλ1 .Lλ2 ]σˆ(a) = ıλ1 ◦ Lλ2 (a) = (−1)
l+1ıλ1 ◦ ıλ2(dφa) = (−1)
l+1(λ1 • λ2)(dφa).
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Therefore, y = (−1)l+1λ1 • λ2.
Moreover, one has
Lx = [dφ, ıx]σˆ = [dφ, [ıλ1 ,Lλ2 ]σˆ]σˆ = [Lλ1 ,Lλ2 ]σˆ = L{λ1,λ2}.
In a similar one proves the second relation. 
2.12. In this secxtion we define a Lie structure on the modules of braided
derivations. There are several definitions of braided Lie algebras ( [Gu],[Mj]).
All of them are based on the translation of the Jacobi identity into the framework
of braided categories.
Here we are suggesting to change our paradigm and to consider a braided Lie
coalgebra structure in modules of braided differential forms instead of Lie algebra
structure in modules of braided derivations. This makes it possible to preserve
some analogue of the skew symmetry property and write down Jacobi identity as
a braided version of the Master equation.
We should point out that our approach is based on the definition of Lie coalgebra
structures as invariant braided derivations and we therefore may exploit the theory
of braided derivations developed in this section.
Let A be a σ–commutative algebra in the category C and let M be an A − A
bimodule. We fix some differential prolongation σˆ determined by some central
group–like element φ ∈ H.
We will say thatM is a σˆ–symmetric bimodule ifM(1) is a σˆ–symmetric Ω
∗(A, φ)–
bimodule.
In other words M is a σˆ–symmetric bimodule if
am =
∑
σ′(m) · φ−1σ′′(a),
and
ma =
∑
φσ′(a) · σ′′(m),
for all a ∈ A, m ∈M.
Denote by Λ∗σˆ(M) =
∑
n∈N Λ
n
σˆ(M) the σˆ–commutative N– graded algebra gen-
erated by Λ0σˆ(M) = A and Λ
1
σˆ(M) =M. Let ∧ be a product in the algebra.
As above we denote by Dalg∗ (Λ
∗
σˆ(M)) =
∑
k≥−1D
alg
k (Λ
∗
σˆ(M)) the module of al-
gebraic braided derivations of the algebra. Here we denote by Dalgk (Λ
∗
σˆ(M)) module
of σˆ–derivations f : Λ∗σˆ(M) −→ Λ
∗
σˆ(M) of degree k ≥ −1, such that f |A = 0.
Let
Nk(M) = Homσˆ(M,Λ
k+1
σˆ (M))
be a Nijenhuis module and
N∗(M) =
∑
k≥−1
Nk(M)
be a Nijenhuis algebra of the bimodule M.
As we saw above, there is an isomorphism between Nk(M) and D
alg
k (Λ
∗
σˆ(M)),
given by inner braided derivations: α ∈ Nk(M) 7→ ıα ∈ D
alg
k (Λ
∗
σˆ(M)).
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We have two algebraic structures in N∗(M) :
(1) an associative graded algebra structure
• : Nk(M)⊗Nl(M) −→ Nk+l(M),
α⊗ β 7→ α • β,
where
(α • β)(m) = ıα(β(m)),
for all m ∈M, and
(2) an algebraic Nijenhuis bracket
[., .] : Nk(M)⊗Nl(M) −→ Nk+l(M),
α⊗ β 7→ [α, β]σˆ ,
where
ı[α,β]σˆ = [ıα, ıβ ]σˆ,
or
[α, β]σˆ = (α • β)− (−1)
kl
∑
φkσ′(β) • φ−lσ′′(α).
Example. Let k = −1. Then α ∈ N−1(M) = M∗ determines the braided inner
derivation or a braided annihilator operator ıα : Λ
n
σˆ(M) −→ Λ
n−1
σˆ (M). Because
N−2(M) = 0 we get the following commutative relations:
[ıα, ıβ ]σˆ = 0,
for all α, β ∈ N−1(M).
2.13.Definition. We say that a σˆ–derivation ∇ of the σˆ-commutative algebra
Λ∗σˆ(M) of degree 1 is a braided Lie coalgebra structure on the bimodule M if
(1) ∇ is an H–invariant σˆ–derivation,
(2) the Master equation
[∇,∇]σˆ = 0, (1)
holds.
Therefore a Lie coalgebra structure determines two morphisms
(1) a twisted derivation ∇ : A −→M, and
(2) a braided symmetric co-product ∇ :M −→ Λ2σˆ(M),
such that the Master equation holds.
Our main example of a Lie coalgebra structure is the following
Theorem. The algebra braided differential forms Ω∗(A, φ) over σ– commutative
algebra A is a braided Lie coalgebra with respect to the braided differential dφ.
Proof. [dφ, dφ] = 2d
2
φ = 0. 
2.14. Let ∇ be a braided Lie coalgebra structure on a bimodule M. Then we
can define a ∇–Lie derivation L∇α : Λ
∗
σˆ(M) −→ Λ
∗
σˆ(M) for any α ∈ Nk(M), as
above: L∇α = [∇, ıα]σˆ ∈ Dk+1(Λ
∗
σˆ(M)).
CALCULUS AND QUANTIZATIONS OVER HOPF ALGEBRAS 31
Theorem. The braided ∇-Lie derivations are σˆ–derivations of the σˆ–commutative
algebra Λ∗σˆ(M) such that:
(1) [∇,L∇α ]σˆ = 0, ∀α ∈ N∗(M).
(2) h(L∇α ) = Lh(α)∇ , ∀h ∈ H.
(3) The braided commutator [L∇α ,L
∇
β ]σˆ is a braided ∇–Lie derivation L{α,β}∇
for some element {α, β}∇. The element is called a braided ∇–differential
Frolicher–Nijenhuis bracket.
Proof. See the proof of Theorem 2.10. 
3.Quantizations
In this chapter we define quantizations of monoidal categories and functors be-
tween them. We suggest two descriptions of quantizations: one in terms of quantiz-
ers (and nonlinear cohomologies linked with the description), and the other in terms
of Hochschild cohomologies of Grothendieck ring of the given monoidal category.
We show that quantizations ”deform” all algebraic and differential objects in the
category and produce in this way quantizations of the braided differential operators.
3.1. Let C be a monoidal category equipped with
(1) a bifunctor of tensor product
⊗ : C × C −→ C,
(2) an associativity constraint
α = αX,Y,Z : X ⊗ (Y ⊗ Z) −→ (X ⊗ Y )⊗ Z,
(3) a unit object k = kC with natural isomorphisms
ηl : k ⊗X −→ X, ηr : X ⊗ k −→ X,
such that the following MacLane coherence conditions hold [McL]:
(i) the pentagon axiom:
X ⊗ (Y ⊗ (Z ⊗ T ))
α
−−−−→ (X ⊗ Y )⊗ (Z ⊗ T )
α
−−−−→ ((X ⊗ Y )⊗ Z)⊗ T
id⊗α
x xα⊗id
X ⊗ ((Y ⊗ Z)⊗ T ) X ⊗ ((Y ⊗ Z)⊗ T )
α
−−−−→ (X ⊗ (Y ⊗ Z))⊗ T
(ii) the unity axiom:
(id⊗ ηl) ◦ αX,k,Y = η
r ⊗ id.
3.2. Let A and B be monoidal categories. We will denote the tensor product in A
by ⊗ and that in B by ⊗ˆ and associativity and units constraints by αA, ηA, and by
αB, ηB respectively.
Let Φ : A −→ B be a unit preserving functor.
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Definition.
(1) We say that a natural isomorphism Q
QX,Y : Φ(X)⊗ˆΦ(Y ) −→ Φ(X ⊗ Y ), X, Y ∈ Ob(A),
is a quantization of the functor Φ if Q preserves a unit object:
Φ(ηrA) ◦ QX,k = η
r
B, Φ(η
l
A) ◦ Qk,X = η
l
B,
and the following diagram
Φ(X)⊗ˆ(Φ(Y )⊗ˆΦ(Z))
id⊗ˆQ
−−−−→ Φ(X)⊗ˆΦ(Y ⊗ Z)
Q
−−−−→ Φ(X ⊗ (Y ⊗ Z))
αB
y yΦ(αA)
(Φ(X)⊗ˆΦ(Y ))⊗ˆΦ(Z)
Q⊗ˆid
−−−−→ Φ(X ⊗ Y )⊗ˆΦ(Z)
Q
−−−−→ Φ((X ⊗ Y )⊗ Z)
commutes.
(2) We say thatQ is a quantization of monoidal categoryA ifQ is a quantization
of the identity functor Φ = id : A −→ A.
We show that the above commutative diagram is a realization of some type of
MacLane coherence conditions.
To do this, we introduce two monoidal categories. The first one is the category
[see McL] of binary words. The words are generated by two symbols: e0–empty
word and (-)–placeholder. We convert the set of binary words into a category W
by introducing one arrow between any binary words of the same length. It is a
monoidal category under multiplication of binary words with unit object e0.
The second category is the monoidal category It(A,B) of iterates. Objects of the
category are pairs (n, T ), where T : An −→ B is a functor. Arrows in the category
f : (n.T ) −→ (n, T ′) are natural transformations f : T
•
−→ T ′, [cf.McL]. We convert
It(A,B) into a monoidal category by introducing multiplication (m,S)⊗ˆ(n, T ) =
(n+m,S⊗ˆT ), where S⊗ˆT is the composite
S⊗ˆT : An+m = An ×Am
S×T
−→ B × B
⊗ˆ
−→ B.
Any binary word w of length n determines a functor Φ∗(w) : An −→ B obtained
by replacing each placeholder (-) by the functor Φ.
More precisely, the definition is given by recursion: if we determined functors
Φ∗(w1) and Φ∗(w2) for binary words w1, w2 of respective lengths n and m, then
Φ∗(w1 · w2) is determined by the following diagram
An+m = An ×Am
Φ∗(w1·w2)
−−−−−−−→ B
Φ(w1)×Φ(w2)
y x⊗ˆ
B × B
Q
−−−−→ B × B.
Definition. [cf.Ep] We say that monoidal categories A and B are Φ–coherent if
Φ∗ :W −→ It(A,B) is a tensor product preserving functor.
The proof of the following theorem is analogous to the proof of theorem 1.6.[Ep].
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Theorem. Monoidal categories A and B are Φ–coherent if and only if Q is a
quantization of the functor Φ.
There is an action of natural isomorphisms of the category A on the set of all
quantizations.
Let λ : A
•
−→ A be a unit preserving natural isomorphism, λX : X −→ X, and
let Q be a quantization of the functor Φ : A −→ B. Then we can build up a new
isomorphism Qλ : Φ(X)⊗ˆΦ(Y ) −→ Φ(X ⊗ Y ) by using the following commutative
diagram
Φ(X)⊗ˆΦ(Y )
QX,Y
−−−−→ Φ(X ⊗ Y )
Φ(λX )⊗ˆΦ(λY )
y Φ(λX⊗Y )y
Φ(X)⊗ˆΦ(Y )
(Qλ)X,Y
−−−−−→ Φ(X ⊗ Y ).
Denote by Q(Φ) the set of all the quantizations of the functor Φ and by QH2(Φ)
the set of equivalence classes with respect to the following equivalence relation:
Q ∼ Q′ ⇔ ∃ a unit preserving transformationλ : A
•
−→ A, such thatQ′ = Qλ.
The set QH2(Φ) is an analogue of the non–linear second cohomology group asso-
ciated to the functor Φ (see 3.6. below).
3.3. Quantizations transport all natural algebraic structures related to tensor
product.
Below we list the transport of main structures.
1. Braidings and symmetries.
Let Φ : A −→ B be a faithful functor and let σ be a braiding or a symmetry in
a monoidal category A.
Then the natural isomorphism σQ, given by the commutative diagram
Φ(X)⊗ˆΦ(Y )
QX,Y
−−−−→ Φ(X ⊗ Y )
σQ
y Φ(σ)y
Φ(Y )⊗ˆΦ(X)
QY,X
−−−−→ Φ(Y ⊗X)
is a braiding or, respectively, symmetry on the image of the functor Φ (see, for
example, [L3]).
Therefore, if Φ is an isomorphism of categories then σQ is a braiding or a sym-
metry in the category B.
2. Algebraic structures.
Let A be an algebra in a monoidal category A with multiplication law: µ :
A⊗A −→ A.
Define a quantization AQ of the algebra structure as the object AQ = Φ(A) of
the category B with new product
µQ = Φ(µ) ◦ QA,A : Φ(A)⊗ˆΦ(A) −→ Φ(A).
It follows from the coherence conditions that the pair (Φ(A), µQ) determines an
algebra structure in the category B.
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Indeed, the naturality of Q gives us the following commutative diagram
Φ(A)⊗ˆΦ(A⊗A)
id⊗ˆΦ(µ)
−−−−−→ Φ(A)⊗ˆΦ(A)
QA,A⊗A
y QA,Ay
Φ(A⊗ (A⊗A))
Φ(id⊗µ)
−−−−−→ Φ(A⊗A).
Therefore, for the proof of the associativity law we have
µQ ◦ (id⊗ˆµQ) = Φ(µ) ◦ QA,A ◦ (id⊗ˆΦ(µ)) ◦ QA,A
= Φ(µ) ◦ Φ(id⊗ µ) ◦ QA,A⊗A(id⊗ˆQA,A).
In the same way we get
µQ ◦ (µQ⊗ˆid) = Φ(µ) ◦ Φ(id⊗ µ) ◦ QA⊗A,A ◦ (QA,A⊗ˆid).
Analogously, if A is a coalgebra in the category A with diagonal ∆ : A −→ A⊗ A
then AQ = Φ(A) is a coalgebra in the category B with the new diagonal ∆Q =
Q−1A,A ◦ Φ(∆).
Let σ be a braiding in the category A and let (A, µ) be an algebra in A. We
define an algebra structure in A⊗2, µ2σ : A
⊗2 ⊗ A⊗2 −→ A⊗2 from the following
commutative diagram:
(A⊗A)⊗ (A⊗A)
µ2σ−−−−→ A⊗A
id⊗σA,A⊗id
y ∥∥∥
(A⊗A)⊗ (A⊗A)
µ⊗µ
−−−−→ A⊗A.
Lemma. The morphism µ2σ determines an associative algebra structure in A.
Definition. [Mj]. A braided or σ–bialgebra in a monoidal category A is an algebra
(A, µ) and coalgebra (A,∆) structures, such that ∆ : A −→ A ⊗ A is an algebra
homomorphism, where the last algebra is considered with the structure µ2σ.
Theorem. Let (A, µ,∆) be a σ–bialgebra. Then (AQ, µQ,∆Q) is a σQ–bialgebra
for any quantization Q.
3. Module structures.
Let X be a left A–module in category A with multiplication µl : A⊗X −→ X.
A quantization of the module is the object XQ = Φ(X) with the new product
µlQ = Φ(µ) ◦ QA,X : Φ(A)⊗ Φ(X) −→ Φ(X).
One can show as above that µQ determines a left AQ–module structure in the
category B.
In the obvious way we can apply the same procedure to right and bi–modules
structures.
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3.4. LetB be a bialgebra over k.Quantizations of the monoidal categoryB−mod
are determined by invertible elements q ∈ B⊗B, such that the following conditions
(∆⊗ id)(q) · (q ⊗ 1) = (id⊗∆)(q) · (1⊗ q), (1)
(ε⊗ id)(q) = (id⊗ ε)(q) = 1, (2)
q ·∆(b) = ∆(b) · q, ∀b ∈ B, (3)
hold [L4].
Moreover, the action QX,Y : X ⊗ Y −→ X ⊗ Y is given by the formula
QX,Y (x⊗ y) = q · (x ⊗ y). (4)
Analogously one can describe quantizations of the forgetful functor Φ : B−mod −→
k − mod. Any such quantization is given by an element q ∈ B ⊗ B, but with
conditions (1) and (2) only.
Definition. An element q ∈ B ⊗ B is called a quantizer of the bialgebra B if
conditions (1) and (2) hold.
Theorem. Any braiding element σ ∈ B⊗B of the bialgebra B is a quantizer of the
bialgebra. Moreover, q = σ determines the quantization of the category B −mod.
Proof. Using conditions 1.3.(1) and (2), we get
(∆⊗ id)(σ) · (σ ⊗ 1) = σ23σ13σ12,
(id⊗∆)(σ) · (1⊗ σ) = σ12σ13σ23,
and therefore equation 3.4.(1) is a consequence of the Yang–Baxter equation. 
3.5. In this section we write down quantizations of the main structures (see 3.3.
above) in terms of quantizers.
1. Braidings.
Theorem. Let σ ∈ B ⊗B be a braiding element and let q ∈ B ⊗B be a quantizer
of the category B −mod (condition 3.4.(3)) holds). Then
σq = q
−1 · σ · τ(q)
is a braiding element, too.
Corollary. If σ1 and σ2 are braiding elements, then σ
−1
1 · σ2 · τ(σ1) is a braiding
element, too.
2. Algebraic structures.
Let A be an algebra in the category B −mod with multiplication µ : a1 ⊗ a2 7→
a1 · a2.
The quantization of A is an algebra Aq = A with new multiplication
a1 ·
q
a2 =
∑
q′(a1) · q
′′(a2),
where q =
∑
q′ ⊗ q′′.
We should remark that Aq is a B–algebra if condition 3.4.(3) holds.
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3. Module structures.
LetX be a left A–module in the categoryB−modwith multiplication µl : a⊗x 7→
a · x. The quantization is a left Aq–module Xq = X with new multiplication
a ·
q
x =
∑
q′(a) · q′′(x).
In the same way we quantize right A–modules:
x ·
q
a =
∑
q′(x) · q′′(a).
3.6. Denote by Q(B) the set of all quantizers in bialgebra B.
Lemma. Let U(B) ⊂ B be the group of units of the algebra B, such that
ε(b) = 1, ∀b ∈ U(B). Then the formula
b ∈ U(B), q ∈ Q(B) 7→ b(q) = ∆(b) · q · b−⊗2,
where b−⊗2 = b−1 ⊗ b−1, determines U(B)–action on Q(B).
Proof. We have
(∆⊗ id)(b(q)) · (b(q)⊗ 1) =
(∆⊗ id)∆(b)(∆⊗ id)(q)(∆b−1 ⊗ b−1)(∆(b) ⊗ 1)(q ⊗ 1)(b−⊗2 ⊗ 1)
= (∆⊗ id)∆(b) (∆⊗ id)(q) · (q ⊗ 1) b−⊗3,
and
(id⊗∆)(b(q)) · (1 ⊗ b(q)) =
(id⊗∆)∆(b)(id ⊗∆)(q)(b−1 ⊗∆b−1)(1 ⊗∆(b))(1 ⊗ q)(1⊗ b−⊗2)
= (id⊗∆)∆(b)(id⊗∆)(q) (1 ⊗ q) b−⊗3.
For conditions (2) we have
(ε⊗ id)b(q) = b (ε⊗ id)(q) ε(b) b−1 = ε(b) = 1.

Remark that in the case of forgetful functor Φ any unit preserving natural trans-
formation λ from 3.2. has the form: λX(x) = b · x, ∀x ∈ X, and for some invertible
element b ∈ B, such that ε(b) = 1.
Denote by
QH2(B) = Q(B)/U(B)
the space of U(B)–orbits.
This space will be called the non–linear cohomology of the bialgebra B.
To explain this definition let us consider a ”linearization” of QH2(B).
To do this, we fix a quantizer q and describe the ”tangent plane” TqQ(B) at the
point.
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Let
q(t) = q +
∑
i≥1
αi t
i
be a formal curve on Q(B), αi ∈ B ⊗B, (ε⊗ id)(α) = (id⊗ ε)(α) = 0.
Substitute this expression in 3.4.(1) and look at coefficients of tk, k > 0.
We get the equations on αi :
∂q(αk) =
∑
i+j=k,i≥j,j>0
[αi, αj ], (1)
where
[αi, αj ] = (∆⊗ id)(αi)(αj ⊗ 1)− (id⊗∆)(αi)(αj ⊗ 1)
+ (∆⊗ id)(αj)(αi ⊗ 1)− (id⊗∆)(αj)(1⊗ αi), (2)
and the operator ∂q : B
⊗2 −→ B⊗3 acts as follows
∂q(α) = (∆⊗ id)(q)(α ⊗ 1) + (∆⊗ id)(α)(q ⊗ 1)
− (id⊗∆)(q)(1 ⊗ α)− (id⊗∆)(α)(1 ⊗ q). (3)
Therefore, we have
TqQ(B) = ker ∂q
⋂
ker(id⊗ ε)
⋂
ker(ε⊗ id).
Any curve b(t) = 1 + b t+ .... on the group U(B) determines a curve
q(t) = ∆(b(t)) q b(t)−⊗2 = q + t(∆(b)q − q(b⊗ 1 + 1⊗ b)) + ...
on the space Q(B).
Note that ε(b) = 0.
Therefore, tangent vectors to the orbit U(B)q are elements of Im∂q
⋂
ker ε,
where ∂q : B −→ B⊗2 is the following operator
∂q(b) = ∆(b)q − q(b ⊗ 1 + 1⊗ b).
It follows from the above constructions that the sequence
B
∂q
−→ B⊗2
∂q
−→ B⊗3
is a complex, and linearization of non–linear cohomology space may be identified
with the second cohomology group H2(B, q) of the normalized complex.
We should note also that the complex above coincides with the standard complex
for Hochschild cohomology of the coalgebra at the point q = 1.
Let α ∈ B ⊗B be a tangent vector to Q(B), i.e.
∂q(α) = 0, and (ε⊗ id)(α) = (id⊗ ε)(α) = 0.
To build up a curve 3.5. q(t), such that α1 = α we need some additional conditions
on α.
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Namely, take k = 2 in formula 3.5.(1).
We get
∂q(α2) = [α, α]. (1)
It is easy to check that the condition
[α, α] = 0mod Im∂q
depends on the cohomology class of α only, and [α, α] ∈ Ker ∂q, for all α ∈ ker ∂q.
Therefore, we obtain a bracket
[, ]q : H
2(B, q)⊗H2(B, q) −→ B⊗3/Im∂q.
This bracket will be called a q–bracket.
Hence, a vector α¯ ∈ TqQH2(B) is a tangent vector to some curve on QH2(B) if
[α¯, α¯]q = 0.
Definition. A q–Poisson structure on the bialgebra B is a second cohomology
class α¯ ∈ H2(B, q), such that
[α¯, α¯]q = 0.
Examples.
(1) Let us consider the category of G–graded modules over an Abelian finite
group G. Then conditions 3.4. mean that any quantizer q is a 2–cocycle on the
group with values in the unit group U(k) : q ∈ Z2(G;U(k)).
Therefore, in the given case : QH2(k(G)) = H2(G,U(k)).
(2) Let B be a commutative and co-commutative bialgebra over k = C. We
consider quantizers of the Moyal type:
q = exp(α),
for some element α ∈ B ⊗B.
For this case the main equation 3.4.(1) takes the form:
α⊗ 1− (id⊗∆)(α) + (∆⊗ id)(α) − 1⊗ α = 0.
The last equation means that α isa 2-cocycle on the coalgebra B with values in C.
For instance, if B = D(Tn) is the Hopf algebra of distributions on n–dimentional
torus Tn, and α is an invariant Poisson structure on Tn, then the above formula
gives the Moyal quantization [BFFLS,V].
(3) Let ı : G1 −→ G be a subgroup of group G. Then ı determines a Hopf algebra
homomorphism ı∗ : k[G1] −→ k[G] (or ı∗ : D(G1) −→ D(G) for the case of compact
Lie groups), and ı∗(q) is a quantizer on G, if q is a quantizer on G1.
Applying the remark to a maximal torus of a Lie group G, we obtain a class of
Moyal type quantizations [cf.R].
3.7. Let G be a semi–simple Lie group, k = C, and C a monoidal category of
finite dimensional G–modules over C.
Denote byK(G) the representation algebra of finite dimensional G–modules over
C.
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In this section we show that quantizations of C may be described in terms of
multiplicative 2–cohomologies of K(G).
To do this, we introduce a new algebra E(Gˆ) generated by all formal finite
sums f =
∑
γ∈Gˆ f(γ) γ, where Gˆ is the set of all the finite dimensional irreducible
representations of G, and f(γ) ∈ HomG(nXγ , nXγ) ≃ Matn(C), for some natural
n ∈ N.
Here we denote by Xγ a representative module of γ.
We convert E(Gˆ) into an algebra over K(G) by introducing the following oper-
ations:
f + g
def
=
∑
γ∈Gˆ
(f(γ)⊕ g(γ)) γ,
and
f · g
def
=
∑
γ∈Gˆ
(f(γ)⊗ g(γ)) γ,
with K(G)–action:
α · f
def
=
∑
γ∈Gˆ
f(γ)αγ =
∑
δ,γ∈Gˆ
(id⊗ f(γ))|δ δ,
where αγ = α ⊗ γ =
∑
δ∈Gˆm
δ
αγδ, and |δ is the restriction on the δ–component,
mδαγ ∈ N are the multiplicities of δ in the tensor product α⊗ γ.
Any quantization Q of the monoidal category determines morphisms
ωα,β = QXα,Xβ : Xα ⊗Xβ −→ Xα ⊗Xβ
for all α, β ∈ K(G).
We write down the morphisms in the form
ωα,β =
∑
γ∈Gˆ
ωα,β(γ) γ
where ωα,β(γ) is the restriction of ωα,β on the γ– component.
Therefore, any quantization Q determines 2–cochain
ω : K(G)×K(G) −→ E(Gˆ),
with the additional condition
ωα,β(γ) ∈ HomG(n
γ
α,β Xγ , n
γ
α,β Xγ) ≃Matnγα,β (C), (1)
if αβ =
∑
γ∈Gˆ n
γ
α,β γ.
Moreover, ω is a normalized 2-cochain : ωα,1 = ω1,α = 1, and commutativity of
diagram 3.2. yields the following multiplicative 2-cocycle property
ωα,βγ · α(ωβ,γ) = ωαβ,γ · γ(ωα,β). (2)
We say that ω is a multiplicative 2-cocycle if (2) holds for all α, β, γ ∈ K(G).
We say that ω is a restricted 2-cocycle if ω is a multiplicative 2-cocycle satisfying
the additional condition (1).
Summarizing, we obtain the following
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Theorem. Any quantization of the monoidal category of finite dimensional G–
modules is given by a multiplicative normalized and restricted 2-cocycle on the rep-
resentation algebra with values in E(Gˆ).
Remark. Let G be a compact Lie group. Then in the same way one can describe
quantizations of the monoidal category of unitary modules.
3.8. In this section we consider quantizations of the category such that ωα,β(γ) ∈
C∗, for all α, β, γ ∈ Gˆ, and
ω(α, β) = exp(2piı θ(α, β)), (1)
for some 2-cochain θ : K(G)×K(G) −→ E(Gˆ), where θα,β(γ) ∈ C.
Let
d : Ck(K(G), E(Gˆ)) −→ Ck+1(K(G), E(Gˆ))
be the Hochschild differential .
Then ωα,β commute and therefore conditions 3.7.(2) take the form
d(θ)(α, β, γ) = α(θ(β, γ)) − θ(αβ, γ) + θ(α, βγ) − γ(θ(α, β)) ∈ Z. (2)
Denote by Ck
Z
(K(G), E(Gˆ)) ⊂ Ck(K(G), E(Gˆ)) the integer subcomplex and let
Ck
C/Z(K(G), E(Gˆ)) be the quotient complex.
Then condition (2) means that θ is a 2-cocycle in the quotient complex.
Therefore, we may reformulate theorem 3.7. in the following way:
Theorem. Quantizations of type (1) are determined by Hochschild 2-cocycles of
the quotient complex C•
C/Z(K(G), E(Gˆ)).
Examples.
(1) Let us consider the category of G-modules over an Abelian finite group G,
k = C.
Let Gˆ be the dual group. Then we have Xα ⊗Xβ = Xαβ , fot all α, β ∈ Gˆ.
Therefore, ωα,β = ω˜α,β · (αβ), where
ω˜ : Gˆ× Gˆ −→ C∗
is a 2-cocycle.
(2) Applying the same construction to the category of finite dimentional Tn–
modules, we get the Hochschild 2-cocycle:
ω˜ : Zn × Zn −→ C∗.
(3) The same construction may be applyed for the case of arbitrary compact Lie
group G, if we consider the ”1-particle” interaction: ωα,β = ω˜α•β(α • β), where
α • β is the highest part of the representation αβ.
(4) Let k = C and G = S3 be the permutation group on three elements. The rep-
resentation algebra k(S3) is generated by x1–non-trivial 1-dimentional irreducible
represantation, and x2–2-dimentional irreducible representation with the following
relations:
x21 = 1, x1x2 = x2, x
2
2 = x2 + x1 + 1.
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Set ωij = ωxixj .
It easy to find that
ω11 = a
2 · 1, ω12 = ω21 = a · x2, ω22 = ab · 1 + b · x1 + c · x2,
for some a, b, c ∈ C∗.
We have the following action of element h = h1 · x1 + h2 · x2 on ω:
h(ω11) = h
−2
1 ω11, h(ω12) = h
−1
1 ω12,
and
h(ω22) = h
−1
2 c · x2 + h1h
−2
2 b · x1 + h
−2
2 ab · 1.
Therefore, we have 1-parameter family of quantizations, considered up to trivial.
3.9. Let C be a monoidal category B −mod for some k–bialgebra B and let C0
be a monoidal category of k −mod.
In this section we describe quantizations of the category Gr(C) of N– graded
objects over C and quantizations of the forgetful functor Φ : Gr(C) −→ Gr(C0).
Let Qˆ be a quantization of the forgetful functor. The quantization is given by
the quantizer {qn,m}, where
QˆX,Y (xn ⊗ ym) = qn,m · (xn ⊗ ym), (0)
and qn,m ∈ B ⊗B, n,m ∈ N.
Suppose that q0,0 = q is a quantizer of the bialgebra.
Now equations 3.4.(1) and 3.4.(2) take the form:
(id⊗∆)(qn,m+k) · (1⊗ qm,k) = (∆⊗ id)(qn+m,k) · (qn,m ⊗ 1), (1)
(ε⊗ id)(q0,n) = (id⊗ ε)(qn,0) = 1. (2)
Apply the morphism id⊗ ε⊗ id to both sides of (1).
We get
qn,m+k · (1⊗ pm,k) = qn+m,k · (p¯n,m ⊗ 1), (3)
where pm,k = (ε⊗ id)qm,k, p¯m,n = (id⊗ ε)qn,m.
It follows from (2) that p0,k = 1, p¯n,0 = 1.
Apply ε⊗ id and id⊗ ε to equation (3).
We get
pn,m+k · pm,k = pm+n,k · ε(p¯n,m), (4)
p¯n,m+k · ε(pm,k) = p¯n+m,k · p¯n,m. (5)
Let
fn,m = ε(pn,m) = ε(p¯n,m).
By applying counit ε to equations (4) or (5), we get
fn,m+k · fm,k = fm+n,k · fn,m.
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It follows that fn,m determines a 2-cocycle on the group Z and therefore
fn,m =
f(n)f(m)
f(n+m)
for some function f : Z −→ U(k).
This means that up to equivalence we may suppose that fn,m ≡ 1.
In the last case equations (4) and (5) take the form
{
pn,m+k · pm,k = pn+m,k, p0,k = 1,
p¯n+m,k · p¯n,m = p¯n,m+k, p¯n,0 = 1,
It follows from the system that
pn,m = g(n+m− 1)g(m− 1)
−1,
for some function g : Z −→ A, and analogously
h¯n,m = h(n+m− 1)h(n− 1)
−1,
for some function h : Z −→ A.
Substitute this expressions in equation (3).
We get h ≡ 1, g ≡ 1 and qn.m = Q(n +m − 1), for some function Q : Z −→
A⊗A.
Now it follows from equation (1) that Q is a constant function.
Summarizing, we obtain the following
Theorem. Any quantization Qˆ of the forgetful functor Φ : Gr(B − mod) −→
Gr(k −mod) is given by formula (0), where
qn,m =
f(n)f(m)
f(n+m)
· q
for some function f : Z −→ U(k) and quantizer q.
Any two quantizations with given quantizer q are equivalent.
The proof of the theorem shows that the same result also holds for quantizations
of the category.
3.10. In this section we apply the above quantization procedure to the modules
of internal homomorphisms in the monoidal category H −mod, where H is a Hopf
algebra.
To do this, we remark that the composition
f ∈ Hom(Y, Z), g ∈ Hom(X,Y ) 7→ f ◦ g ∈ Hom(X,Z)
defines an associative partially determined product in the totality of all internal
homomorphisms.
Moreover, we shall identify elements of modules x ∈ X with internal homomor-
phisms x : k −→ X, where x : 1 7→ x.
In terms of this identification, the evaluation map
x ∈ X, f ∈ Hom(X,Y ) 7→ y = f(x) ∈ Y
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is the product f ◦ x.
Let Q be a quantization of the category, given by the quantizer q ∈ H ⊗H.
We define a new composition law f ◦
q
g as above
f ◦
q
g =
∑
q′(f) ◦ q′′(g).
For evaluation morphism we have
fq(x) := f ◦
q
x =
∑
q′(f)(q′′(x)) =
∑
q′(1)(f(Sq
′
(2))q
′′(x)).
Note that f ◦
q
g = f ◦ g if f or g is a morphism of the category.
As above new composition defines an associative partially determined product
on the totality of all the internal homomorphisms.
3.11. Here we apply the above procedure of quantizations of internal homomor-
phisms to modules of braided differential operators.
We start with the bimodule case. Let σ be a braiding and A a σ– commutative
algebra in the category. Let X be an A−A bimodule.
Let δra and δ
l
a be the δ–operations in the bimodule X , and
δlq,a(x) = a ·q
x−
∑
σ′q(x) ·q
σ′′q (a),
δrq,a(x) = x ·q
a−
∑
σ′q(a) ·q
σ′′q (x),
δ–operations in the Aq −Aq–bimodule Xq.
Lemma. One has
δlq,a(x) =
∑
δlq′(a)(q
′′(x)),
and
δrq,a(x) =
∑
δrq′′(a)(q
′(x)).
Proof. We prove, for example, the first equality. One has
a ·
q
x−
∑
σ′q(x) ·
q
σ′′q (a) =∑
q′(a) · q′′(x) −
∑
q′σ′q(x) · q
′′σ′′q (a) =∑
q′(a) · q′′(x) −
∑
σ′q′′(x) · σ′′q′(a) =∑
δlq′(a)(q
′′(x)).

Corollary. There exist embeddings Xσ ⊂ (Xq)σq .
Applying the result to modules of braided differential operators, we obtain the
following
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Theorem. For any braided σ–differential operator ∇ ∈ Diffσ∗ (X,Y ) internal ho-
momorphism ∇q, where ∇q(x)
def
= ∇ ◦
q
x, is a braided σq–differential operator.
The correspondence ∇ 7→ ∇q determines morphisms
qˆ : Diffσ∗ (X,Y ) −→ Diff
σq
∗ (Xq, Yq)
of modules of braided differential operators.
The morphism preserves the composition ∇1 ◦∇2 7→ (∇1)q ◦
q
(∇2)q and the order
of braided differential operators.
Definition. The operator ∇q ∈ Diff
σq
i (Xq, Yq) will be called a quantization of
the operator ∇ ∈ Diffσi (X,Y ).
3.12. Let ∇ ∈ Der(A,X) be a σ–derivation of algebra A with values in a left
A–module X.
Then ∇q(1) = ∇(1) = 0, and therefore ∇q is a derivation: ∇q ∈ Der(Aq , Xq).
Applying the quantization to the representative objects, we obtain a morphism
of braided differential forms
qˆ : Ω1(A) −→ Ω1(Aq).
Note that H–invariance of the differential d gives us dq = d, and therefore morphism
qˆ has the form:
qˆ : a db ∈ Ω1(A) 7→ a ·
q
db ∈ Ω1(Aq).
Moreover,we can define in the same way morphisms
qˆφ : Ω
1(A, φ) −→ Ω1(Aq, φ),
where
qˆφ : a dφb 7→ a ·
q
dφb,
for any differential prolongation of σ is given by the element φ.
In an obvious way the morphism may be extended to a homomorphism of σˆ–
commutative algebra Ω∗(A, φ) into the σˆq–commutative algebra Ω
∗(Aq , φ).
Theorem. A quantization generates morphism of braided differential forms
qˆφ : Ω
∗(A, φ) −→ Ω∗(Aq , φ)
such that
(1) qˆφ is a morphism of a σˆ–commutative algebra into a σˆq–commutative alge-
bra, considered with respect to ∧
q
multiplication,
(2) qˆφ ◦ dφ = dφ ◦ qˆφ.
Denote by Ω∗(A, φ)q =
∑
i>0Ω
i(A, φ)q the kernel of qˆφ. It is an ideal of σˆ–
commutative algebra closed with respect to dφ.
A Quantum cohomology kernel Hiq(A, φ) of the σ–commutative algebra A and a
quantization q is the cohomology of the complex
Ω1(A, φ)q
dφ
−→ Ω2(A, φ)q
dφ
−→ · · · −→ Ωi(A, φ)q
dφ
−→ Ωi+1(A, φ)q −→ · · · .
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