Minimizing the scheduling production time consider one of the most important factors for companies which their objectives is achieve the maximum profits. This paper studies the identical parallel machine scheduling problem which involves the assignment numbers of job (N) to set of identical parallel machine (M) in order to minimize the makespan (maximum completion time of all job). There are numerous troubles in solving the large size of "parallel machine scheduling" problem with an excessive jobs and machines, so the genetic algorithm was proposed in this paper which is consider an efficient algorithm that fits larger size of identical "parallel machine scheduling" for minimizing the makespan. Most studies in the scheduling field suppose setup time is insignificant or included in the processing time, in this paper both the sequence independent setup times and processing time were considered. The solutions of algorithms are coding in (MATLAB). A numerical example of (11) 
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INTRODUCTION
The concept of parallel machines was widely used in the manufacturing. There are many types of scheduling issues, the "parallel machines scheduling" (PMS) "is one of them in which scheduling jobs in parallel machines were considered" [Chaudhry, 2011] . In machine scheduling problem reducing the makespan is an efficient method to minimize the job lateness with job tardiness. Additionally, prompts of the minimization the work-in-process buffer, and reducing abnormalities shop flow congestion because of uncompleted jobs. Therefore, reducing make span is a standout amongst the most essential criteria for production and service industries [Tavakkoli-Moghaddam, 2009] . For several years the parallel machine issues were studied due to its importance to academicals and industrial sectors. Many researchers were addressed issues related to "parallel machines scheduling". TavakkoliMoghaddam et al. proposed a genetic algorithm (GA) approach to realize the bi-objective "parallel machine scheduling" problem. The execution of the proposed model is demonstrating by a various numerical experiments. The results demonstrate the effectuality of the proposed model and genetic algorithm for small and large sized issues [TavakkoliMoghaddam, 2009] . Chiang was applied a memetic algorithm to solve the a total weighted tardiness objective function for an "identical parallel machine" batch a scheduling problem with conflicting job families whose jobs arrived dynamically [Chiang 2010] . Also the genetic algorithm was proposed to minimizing the completion time for machine scheduling and worker assignment problem in identical parallel machine models [Chaudhry, 2010] . Jouglet and Savourey were identified some properties related to minimizing total tardiness in identical "parallel machine scheduling" issues [Jougle, 2011] . Chang was integrated dominance properties with genetic algorithms for "parallel machine scheduling" issues with setup times [Pie-Chann Chang, 2011] . Shaoo et al. worked on the genetic algorithm based multiobjective reliability optimization in interval environment. They have explained the goal to solve the constrained multi objective reliability optimization problem of a system [Sahoo, 2012] . Alwarsamy used used the neural networks to studied Multi objective optimization of "parallel machine scheduling" and choose the best optimal schedule which minimizes the make span, total tardiness and total earliness [Muralidhar, 2013] . Selvi proposing the mathematical models to solve scheduling issues involving "identical parallel machine", where the goals are to optimize the multi objective scheduling issues using Genetic algorithms [Selvi, 2014] . German et al. developed an algorithm to find the optimal scheduling solution for the parallel machine schedule problem, the integer linear programming model and longest processing time algorithm used to generate the initial solution, then the developed algorithm used to improve the solution to minimizing the make span [German, 2016] .
PROBLEM FORMULATION Parallel Machine Scheduling
The issues of classical identical "parallel machine scheduling" can be expressed as follows: a set of the (N) jobs to be processed on a number of available identical parallel machines (M).
Only one job can be process on each machine at a specific time, and each job can be processed on one machine. Each job has differed processing time and ready at the beginning of the scheduling horizon. In a manufacturing environment, setup times contain all activities that are performed on material, in order to prepare them for the main process phase. The sequence independent setup times, may be distinction for each machine based on machines characteristics. Setup time is important between the processing of different jobs, so the study was considered the setup times in order to reduce makespan (the total completion time of all the jobs) [Chaudhry, 2011] . Setup time can be categorized into two types: (dependent and independent) sequence setup times. Sequence independent setup time depends on the job to be processed while sequence dependent setup time depends on both the job to be processed and the one yet processed [Maciel Manoel Queiroz 2013] [ Djamel Nait Tahar 
Proposed Genetic Algorithm
Genetic algorithm was utilized widely in combinatorial optimization issues such as scheduling issues. The flowchart of proposed genetic algorithm is given in Figure(1 
)
Four stages can be identified in performing GA for machine scheduling [Ak, 2012] :  Genes definition and chromosomes encoding  Initial population  Fitness function calculation  Selection and genetic operators
Genes Definition and Chromosomes Encoding
The main instruction to build Genetic Algorithms called genes. A "chromosome is a sequence of genes". In this paper chromosome representation every job in the schedule as a gene in a chromosome. The operations of representation of individual genes are called Encoding. This operation can carry out using bits, numbers, trees, arrays, lists or any other objects. In this paper the value encoding will be used in which every chromosome representation as a string of values and the values can be anything connected to the problem (number set, character set, etc.
). An asterisk in used in order to distinguish the machines on the chromosome. Figure( 2) illustrates the Chromosome value encoding [Ak, 2012] .
Initial Population
A collection of chromosomes is called population. The two main portion of population used in genetic algorithm are the generation of initial population and the population size. An initial population generated mostly at random. The population size based on the complexity of the problem. Virtually, a population size of around 100 individuals is perfectly frequent, but it's can be changed according to the time, the memory and the problem type [Alcan, 2011] . In this paper the population size was (50 individuals and 100 iteration)
Fitness Function Calculation
The chromosome fitness in a genetic algorithm is the value of an objective function. Fitness function for each chromosome is considered to be the sum of different optimization criteria. For computing fitness function, firstly the chromosome decoded then the objective function evaluated. The objective function is minimizing the total completion time of all the jobs (make span) [Jiang, 2017] . To determine the fitness value for each chromosome a simple way is proposed to calculated the total time as shown in equation (1) and chooses the minimum summation as the feasible solution as:
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(1) where T total completion time P im processing time S ijm setup time
Selection and Genetic Operators
Selection is the process of selecting two parents from the population for reproduction. Reproduction is an important element in GA, because it allows the exchange of information obtained by the chromosomes and its transmission to the next generation. The selection process executes by Selecting parents, crossing the parents to make new chromosomes (offspring or children) for the next generation, and exchange old chromosomes in the population with the new ones. All chromosomes of every generation include feasible and unfeasible chromosomes. Different selection methods were used to select parent, the important are roulette wheel selection and ranking selection [Savas Balin, 2011] . In this paper roulette wheel selection was used which select parents by simulating a roulette wheel. The algorithm uses a random number to choose one of the wheel sections with a probability of chosen a specific chromosome in respect to its fitness. After the parent selection the genetic operator crossover and mutation will be applied. These operations were explained below:
 Crossover Operation
Crossover is the main genetic operator. It generates offspring by combining both chromosomes feature. In this paper, two points crossover were used which is selected the two parent chromosomes randomly based on fitness, and randomly chosen the crossover points. Figure(3) illustrates the crossover operation when the crossover points are 3 and 6 [Alcan, 2011] .
 Mutation Operation
The mutation operation makes new chromosomes by causing small perturbations in genes. During past years several mutation operators were proposed such as inversion, insertion, displacement, swapping mutation [Tavakkoli-Moghaddam,2007] . In this paper, swapping mutation was used, in which we select two random positions and then swap their genes as shown in Figure(4) precursory experiments detected that there were three significant factors: population size, crossover and mutation probability. The factors values (Min and Max) can be represented as shown in Table 1 .
COMPUTATIONAL EXPERIMENTS
Machine scheduling problem of (N) jobs on (M) identical Parallel machines solved using genetic algorithm described above sections. To solve the presented model, numerical example of (11) jobs were scheduled on (3) identical parallel machines. Table 2 shows the genetic algorithm factors. Table 3 shows the model's data (processing times and setup times) which are randomly generated.
RESULT
The results of experiments shown in Table 4 which represent the best scheduling solution of (11 jobs) on (3 machines) with genetic algorithm. The optimal solution obtained with GA is (2.4102 Min) which is represent the minimum makespan. Figure(5) shows the completion time of the best make span solution and repetition average. The completion time decreases through the last iteration because the genetic algorithm tries to improve the machine scheduling until reach the value of best completion time.
CONCLUSIONS AND RECOMMENDATIONS
This paper solving scheduling problem of identical parallel machines using genetic algorithm optimization technique. This algorithm was proposed to minimize the total completion times considering a set of jobs that have independent setup time and processing time on a set of identical parallel machines. The proposed algorithm is greatly successful in finding optimal schedules on parallel machines additionally its effective in solving large size issues, the study displayed that the computational time (make span) required to solve the problem with (J = 11 and M = 3) was less than 3 min. For future work, the problem can be extending to include the tooling constraints (schedule set of jobs with processing time and tool requirements on identical parallel machines). Hybrid algorithm combining the discrete particle swarm optimization and genetic algorithm to solve the scheduling problem. Also, can using Genetic Algorithm (GA) in scheduling non-identical parallel machine with fuzzy processing time. 
