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Le problème du transport est un cas particulier de programmation linéaire qui peut être
résolu de manière plus e¢ cace que la méthode du simplex en raison de la nature de sa
composition. Ils abordent généralement les problèmes de transport et de distribution des
marchandises. Cela nempêche toutefois pas lutilisation du modèle de problème de
transport, tel que modié, pour résoudre dautres problèmes similaires en termes de
composition et ne doit pas nécessairement être lié au transport et au transport de
marchandises.
Lobjectif de cette thèse est de proposer une solution à un problème de transport au coût
le plus bas possible tout en respectant toutes les contraintes solides de lo¤re et de la
demande et la plupart des contraintes exibles du type de services.
an de parvenir nous suggérions quatre contributions scientiques étudient dabord le
problème en utilisant la programmation linéaire en nombre entier et la seconde en
utilisant la programmation linéaire binaire et la comparaison entre elles et la troisième
développe le meilleur modèle de deux à cinq indicateurs et le quatrième proposant une
solution.
La solution a été présentée au problème du bureau national pour la distribution et la
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commercialisation des dattes en Algérie. Après avoir adapté le problème sous forme dun
modèle mathématique et le résolu.
les mots clés
Problème de transport - optimisation - programmation linéaire - multi-indicateurs -
méthode simplex révisée planication.
Summary :
The transport problem is a special case of linear programming that can be more
e¤ectively solved than the simplex method because of the nature of its composition.
They generally address the problems of transportation and distribution of goods.
However, this does not preclude the use of the transport problem model, as modied, to
solve other similar compositional problems and need not be related to the transport and
transport of goods.
The objective of this thesis is to propose a solution to a transport problem at the lowest
possible cost while respecting all the solid constraints of supply and demand and most of
the exible constraints of the type of services.
in order to arrive we suggested four scientic contributions rst study the problem using
integer linear programming and the second using linear programming binary and
comparison between them and the third develops the best model of two to ve indicators
and the fourth proposing a solution.
The solution has been presented to the problem of the national o¢ ce for the distribution
and marketing of dates in Algeria. After having adapted the problem in the form of a
mathematical model and solved it.
Keywords :
Transport problem - optimization - linear programming - multi-indicators - revised






Table des matières iv
Liste des gures ix
Liste des tableaux x
Introduction 1
1 Introduction aux problèmes doptimisation 4
1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.2 Portée des problèmes doptimisation . . . . . . . . . . . . . . . . . . . . . . 6
1.3 Notions de base en optimisation . . . . . . . . . . . . . . . . . . . . . . . . 8
1.3.1 Optimisation sans contrainte : . . . . . . . . . . . . . . . . . . . . . 8
1.3.2 Optimisation avec contrainte . . . . . . . . . . . . . . . . . . . . . . 8
1.3.3 Algorithmes doptimisation . . . . . . . . . . . . . . . . . . . . . . 8
1.3.4 Optimisation globale . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.3.5 Loptimum local . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
v
1.4 Présentation de la programmation linéaire . . . . . . . . . . . . . . . . . . 10
1.4.1 État de lart . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.4.2 Existence de solutions optimales . . . . . . . . . . . . . . . . . . . . 13
1.4.3 Interprétation économique dune programmation linéaire . . . . . . 13
1.5 Méthodes de résolution dune programmation linéaire . . . . . . . . . . . . 14
1.5.1 Méthode dénumération . . . . . . . . . . . . . . . . . . . . . . . . 14
1.5.2 Méthode du simplexe ou méthode de G. B Dantzig . . . . . . . . . 15
1.5.3 Méthode du point intérieur . . . . . . . . . . . . . . . . . . . . . 15
1.6 Problème du transport par la programmation linéaire . . . . . . . . . . . . 16
1.6.1 problème du transport . . . . . . . . . . . . . . . . . . . . . . . . . 17
1.6.2 Lenvironnement particulier . . . . . . . . . . . . . . . . . . . . . . 17
1.6.3 Les facteurs régissant une entreprise de transports . . . . . . . . . . 17
1.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2 problème de la planication 19
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.2 Dénition du problème . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.3 Planication indépendante du domaine . . . . . . . . . . . . . . . . . . . . 20
2.4 Planication des langages de modélisation de domaine . . . . . . . . . . . . 21
2.5 Lhorizon temporel de la planication . . . . . . . . . . . . . . . . . . . . . 21
2.6 Problème de la planication globale . . . . . . . . . . . . . . . . . . . . . 23
2.7 Problématique de la planication . . . . . . . . . . . . . . . . . . . . . . . 25
2.8 Di¤érents types de plannings . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.9 Évaluation des ressources . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.10 Calendrier de service . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.11 Politique et planication des transports . . . . . . . . . . . . . . . . . . . . 28
vi
3 Étude théorique sur les méthodes de résolution du problème 29
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.2 Les méthodes exactes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.2.1 Lalgorithme de retour arrière (Backtracking) . . . . . . . . . . . . 31
3.2.2 Méthode de Branch and Bound (B&B) . . . . . . . . . . . . . . . . 32
3.2.3 Méthode de coupe-plane . . . . . . . . . . . . . . . . . . . . . . . . 33
3.2.4 Génération de Colonnes . . . . . . . . . . . . . . . . . . . . . . . . 34
3.2.5 Méthode du simplex des problèmes des variables bornées . . . . . . 36
3.2.6 Cas particuliers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.2.7 Méthode du simplex révisée dune programmation linéaire . . . . . 40
3.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
4 Modèles de transport 44
4.1 La programmation linéaire pour résoudre le problème du transport . . . . 44
4.1.1 introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
4.2 Formulation du problème de transport sous forme dune programmation
linéaire . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
4.3 Problématique de recherche . . . . . . . . . . . . . . . . . . . . . . . . . . 46
4.4 Le modèle mathématique au problème du transport . . . . . . . . . . . . . 47
4.4.1 Les étapes du simplex. . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.5 Résolution du problème . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.6 Résolution du problème de transport par la programmation linéaire binaire 52
4.6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.7 Section théoricienne . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.8 Section appliquée . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
4.8.1 Le modèle mathématique du problème du transport . . . . . . . . . 55
4.8.2 Résolution du problème . . . . . . . . . . . . . . . . . . . . . . . . 56
4.9 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
vii
Table des matières
5 Planication dun problème du transport à cinq indices 58
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
5.2 Dénition du problème . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
5.2.1 Cas détude du secteur commercial . . . . . . . . . . . . . . . . . . 59
5.2.2 Formulation du problème . . . . . . . . . . . . . . . . . . . . . . . . 59
5.2.3 Modèle mathématique avec un coût minimum . . . . . . . . . . . . 61
5.2.4 Dénition des variables . . . . . . . . . . . . . . . . . . . . . . . . . 62
5.2.5 Méthode de résolution . . . . . . . . . . . . . . . . . . . . . . . . . 66
5.2.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
Conclusion 70
Annexe B : Abréviations et Notations 79
viii
Table des gures
1.1 Courbe représentant les optimums locaux et les optimums globaux . . . . 10
4.1 Plan de distribution dentrepôt . . . . . . . . . . . . . . . . . . . . . . . . 47
4.2 Réseau de distribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
ix
Liste des tableaux
4.1 Tableau des coûts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
4.2 Tableau des quantités . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
4.3 Premier tableau du simplex . . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.4 Tableau des quantités . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.5 Tableau des résultats . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.6 Tableau des coûts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
4.7 Tableau des quantités . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
4.8 Tableau des résultats . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
5.1 Tableau des quantités transférées . . . . . . . . . . . . . . . . . . . . . . . 61
5.2 Tableau des quantités . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
5.3 Tableau des coûts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
5.4 Tableau représente le coût . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
x
Introduction
La recherche opérationnelle est une vaste branche des mathématiques qui englobe de nom-
breux domaines de minimisation et doptimisation. Dans tous les cas, nous mettons tout
en uvre pour atteindre le meilleur. Ce vaste concept couvre un large éventail dappli-
cation, notamment les transports terrestres, les transports aériens, lagriculture, les soins
inrmiers, la technologie, lanalyse de données, le transport maritime, les fournitures mili-
taires et les opérations de secours. Conception de systèmes dingénierie, gestion et Inven-
taire, répartition des ressources en eau, industrie et transport de marchandises, domaines
dapplication militaire, contrôle.
Pour progresser dans lamélioration, selon les perspectives scientiques, il faut distinguer
les nouvelles contraintes de durée de vie des produits et les contraintes douces.
Tout les problèmes sont connu par un ensemble de caractéristiques qui doivent être obte-
nues par les solutions attendues, qui peuvent être un problème de décision ou un problème
damélioration. Tous les problèmes de résolution sont formulés en tant que problèmes pour
trouver une solution meilleure." La réponse est sous deux formes : "Oui ou Non : " par
contre, Le problème damélioration consiste à rechercher une solution e¢ cace répondant
au plus grand nombre de contraintes et permettant datteindre certains objectifs.
Les problèmes damélioration peuvent être classés en deux catégories : la première classe,
les problèmes académiques, et la seconde classe, les problèmes industriels. En fait, les
problèmes industriels sont des attentes des problèmes académiques dans la pratique.
Lobjectif de cette thèse est de proposer un modèle de déplacement des marchandises à
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travers di¤érentes étapes en utilisant une technique de programmation linéaire an damé-
liorer le coût de transport, ce qui vous permettra datteindre le maximum de contraintes
do¤re et de demande. Nous avons travaillé sur le meilleur schéma pour lémergence de
marchandises en proposant un moyen de résoudre les problèmes doptimisation classiques
di¢ ciles à résoudre.
An datteindre cet objectif, nous avons commencé notre phase de recherche consistant à
collecter des informations et des connaissances dans le domaine de lamélioration.
Notre thèse est scindée en cinq parties . Nous présentons aux trois premiers chapitres une
étude de littérature artistique sur les problèmes doptimisation des problèmes de plani-
cation et les moyens de les résoudre. Dans les deux derniers chapitres, nous apportons nos
contributions ; nous avons fait une étude sur le problème doptimisation réel de transport
à deux indices et cinq indices de la marchandise dattes en Algérie.
Dans le premier chapitre, nous abordons notre étude par une introduction générale avec
la présentation de quelques concepts de base inhérents aux approches damélioration avec
quelques dénitions que nous utilisons souvent dans la formulation ad-hoc du problème
traité (optimisation sans contrainte, optimisation contrainte, optimisation globale ,réduc-
tion du coût dune fonction objectif unique, maximisation de la fonction cible, réduction
de la fonction cible, multiplication de la fonction cible etc. . . ).Enn , nous terminons cette
introduction par un résumé sur les problèmes doptimisation et les problèmes de transport
terrestre tout en élucidant le principe pivot des problèmes damélioration classiques et des
problèmes de transport de marchandises.
Dans le deuxième chapitre, nous discutons dune façon laconique les problèmes se rap-
portant à la notion de planication ; les problèmes de plannings se posent partout dans
notre vie quotidienne en particulier les plannings da¤ectations. Nous présentons quelques
concepts liés au problème de la planication optimale en général, tels que problématique
de la planication ; quest-ce que la planication ? ; Comment évalué un planning ? ;le "ca-
lendrier de service" a quelques capacités uniques, types de plannings dans le domaine de
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transport, di¤érents types de plannings.
Dans le troisième chapitre, nous présentant une étude théorique sur les méthodes de réso-
lution du problème ; les problèmes rencontrés par les chercheurs dans notre vie quotidienne
ont conduit aux méthodes de solution proposées et à de grands e¤orts pour améliorer leurs
performances en termes de temps nécessaire pour le calcul et ou la qualité de la solution
proposée.
Le quatrième chapitre traite nos contributions :
-une première qui consiste à proposer un premier reposant sur la programmation linéaire
en nombre entier.
-une deuxième avec cette fois ci lutilisation dun modèle à base de programmation linéaire
en nombre binaire. Nous cherchons le meilleur planning pour distribution la marchandise.
-une troisième contribution avec la présentation de la partie empirique soldée par le
meilleur planning possible à partir des données colligées prises sur des échantillons de
planning de distribution de marchandises.
-Enn , une dernière contribution reposant sur lévaluation de protocole expérimental ou
des évaluations ont été e¤ectuées sur nos résultats an de les valider.
Pour terminer, nous trouverons dans la dernière partie de cette thèse tous les aspects
traités avec les points forts de le faiblesses de notre approche.
Comme perspectives nous proposons une nouvelle heuristique portant sur le choix du
cinquième indicateur qui a vraisemblablement un impact directe sur loptimisation du
problème considéré avant même de procéder aux di¤érentes a¤ectations dans le but dop-






Loptimisation est importante dans la plupart de nos activités quotidiennes : nous voulons
faire mieux que dêtre ou être meilleurs dans dautres domaines. Toujours en ingénierie,
nous visons le meilleur résultat souhaité pouvant être atteints par les conditions exis-
tantes. Dans un monde moderne et très concurrentiel, il ne su¢ t plus de concevoir un
système dont la mise en uvre de la tâche requise est satisfaisante. Besoin de construire
un meilleur modèle. Ainsi, à travers la "conception" de nouveaux produits dans di¤érents
domaines : espace, transport terrestre, transport aérien, automobile, approvisionnement
militaire, produits chimiques, électricité, biomédical, soins inrmiers, agriculture, etc...,
nous devons utiliser des outils de conception donnant les résultats attendus. Actuellement
approprié, économique et distinctif. Un des outils que nous utilisons est loptimisation[42].
La conception technique comporte de nombreuses tâches quantiables. Nous pouvons donc
utiliser des ordinateurs pour analyser rapidement dautres conceptions. Le but de lamélio-
ration numérique est de nous aider à examiner les conceptions entremêlées de conceptions
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alternatives pour répondre au mieux à nos désirs.
Les conceptions qui représentent le même système di¤èrent les unes des autres car les
paramètres du système ne sont pas exactement les mêmes. Les paramètres pouvant être
modiés dans le système lors de la recherche de la meilleure conception sont appelés va-
riables de conception. En outre, nous ne pouvons pas toujours penser ainsi, le processus de
conception peut être déni comme la recherche du minimum ou du maximum de certaines
propriétés et les contraintes sur le problème, identiées par la fonction objective. Pour que
la conception soit acceptable et claire, elle doit également répondre à certaines exigences.
Ces exigences sont appelées limitations de conception. Loptimisation modie automa-
tiquement les variables de conception pour nous aider à trouver la fonctionnalité cible
minimale ou maximale, tout en respectant toutes les contraintes de conception souhaitées.
Nous avons déjà identié le problème(P )avec un ensemble de contraintes et(S)un ensemble
de solutions[6], Il existe deux types de problèmes : problèmes doptimisation et problèmes
de décision, nous pouvons transformer le problème de décision en un ensemble de problèmes
de solutions satisfaisantes[23],le problème de la décision est deux manières de répondre par
oui ou par non, et le problème de lamélioration et la recherche dune solution appropriée
liée aux objectifs spéciques souhaités. Loptimisation consensuelle est un domaine très
important et fondamental qui inclut la recherche opérationnelle, les mathématiques et lin-
formatique. Et par des problèmes doptimisation[48], la plupart des applications pratiques
sont formulées comme modèles pour les problèmes doptimisation[22].
Loptimisation discrète ou loptimisation combinatoire signie trouver la solution optimale
dans un groupe limité et rencontrer un certain nombre de solutions potentiellement dé-
nombrables. Le concept doptimisation est lié à la fonction de but, qui doit être agrandi
ou réduit.
les problèmes doptimisation de lassemblage utiles et son NP- di¢ ciles, il nest donc pas
raisonnable de les résoudre avec un algorithme précis et e¢ cace. Si nous ne pouvons pas
adapter P = NP , nous pouvons penser à concevoir un algorithme précis qui fonctionne
5
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à un moment qui remplit de nombreuses contraintes "multi-positions", mais qui contient
le pire moment pour mettre en uvre ou pour concevoir un algorithme e¢ cace de so-
lutions. Sans amélioration. Sont les deuxièmes algorithmes avec le pire ratio. Il explique
correctement la valeur de la solution présente par lalgorithme et la solution doptimisation
réelle.
O¢ ciellement, nous disons formellement que lalgorithme se rapproche presque du pro-
blème de la minimisation (respectivement du problème de la maximisation) si, dans chaque
entrée, il savère que lalgorithme est rentable et opportun (au moins 1
r
fois loptimum).
Le rapport r, qui est toujours  1, aussi appelé ratio de performance de lalgorithme.
Pour certains problèmes, il est possible de prouver que même un algorithme r-approximatif
avec un petit r est di¢ cile et impossible, à moins que P = NP [2].
1.2 Portée des problèmes doptimisation
Sur le plan pratique, nous apprécions la tâche damélioration comme suit : à la lumière
dun système ou dun processus, nous recherchons la meilleure solution en fonction des
contraintes existantes .Cette tâche nécessite les éléments suivants :
 une fonction objective qui fournit une mesure de la performance quantitative standard
qui devrait être estimée à être réduite ou maximisée. Cela peut être le coût du système,
le rendement, maximiser les prots, minimiser les pertes, etc...
 Pour réduire de moitié la nature du système, nous avons besoin dun modèle prédictif
relativement au problème damélioration, cela se traduit par un ensemble déquations
et dinégalités que nous appelons contraintes de système. Ces limitations incluent un
domaine possible pour trouver une solution limitant les performances du système.
 Nous devons modier les variables qui apparaissent dans le premier modèle prédictif pour
répondre aux contraintes requises. Cela peut souvent être fait avec plusieurs instances
de valeurs de variables, ce qui crée une zone utile et e¢ cace déterminée par un espace
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partiel pour ces variables. Dans de nombreux problèmes techniques, ce sous-système
peut être considéré comme un ensemble de variables de décision pouvant être interprété
comme un champ de liberté dans le processus.
Loptimisation est fondamentale et est fréquemment appliquée à la plupart des activités
dingénierie. Cependant, dans de nombreux cas, ces ordres sont exécutés par essais et
erreurs (en étudiant le cas). An déviter des activités aussi di¢ ciles et pénibles, nous
empruntons une route régulière pour sacquitter de cette tâche, qui est aussi e¢ cace que
possible qui croit quil ny a pas daccès à une solution optimale.
 La recherche porte sur la compréhension des caractéristiques de base des problèmes
doptimisation et des algorithmes au niveau de la programmation mathématique. Les
expressions clés incluent la présence de solutions, Les algorithmes pertinents tels que la
convergence et la stabilité sont convergents.
 Le niveau de calcul scientique est fortement inuencé par les caractéristiques mathé-
matiques ainsi que par lexécution dordres en mode doptimisation pour une utilisation
et un travail sur le terrain" e¢ caces. Ici, les questions de recherche incluent la stabilité
numérique, ladaptation de la mauvaise étape de lalgorithme, des calculs complexes en
performances.
 Dans le domaine de la recherche opérationnelle, nous sommes intéressés à développer des
méthodes pour résoudre et formuler le problème de lamélioration. Un grand nombre
des problèmes étudiés à ce niveau sont des modèles dorganisation bons et e¢ caces
comportant des éléments linéaires et discrets.
 Les stratégies doptimisation sont mises en uvre sur des problèmes concrets, complexes
et souvent non spéciques, au niveau de lingénierie. La connaissance de loptimisation
à ce niveau fonctionne avec une e¢ cacité et une abilité élevées des méthodes implé-
mentables, de lanalyse de solution, du diagnostic et de léchec de la solution [2] ;[41].
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1.3 Notions de base en optimisation
1.3.1 Optimisation sans contrainte :
Un problème général de minimisation sans contrainte peut être écrit comme suit :
8><>: min f(x)x (1.1)
f est dénie sur Rn
f est la fonction objective à optimiser ; peut-être une fonction vectorielle dans certains
cas, au lieu dune fonction scalaire, nous prenons on considère le cas de la minimisation
de la fonction de coût par ce que le problème de maximisation peut être transformé en un
problème de minimisation(en prenant le négatif de la fonction de coût)[31].
1.3.2 Optimisation avec contrainte




sous contraintes x 2 C
(1.2)
où C est un ensemble dénissant les contraintes.
AX = B ; g(xi)  0; sont des contraintes qui doivent être satisfaites (on parle de
contraintes dures), et f est la fonction objective à optimiser sous réserve des contraintes.
[2].
1.3.3 Algorithmes doptimisation
Un algorithme doptimisation est une procédure qui est exécutée de manière itérative en
comparant di¤érentes solutions jusquà ce quune solution optimale ou satisfaisante soit
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trouvée. Il existe deux types dalgorithmes doptimisation les algorithmes doptimisation
du premier ordre et les algorithmes doptimisation du second ordre[32].
1.3.4 Optimisation globale
Lobjectif ultime du problème de la minimisation de la fonction de coût est de trouver un
minimum global, cest-à-dire trouver un vecteur x tel que :
8x 2 
; f(x)  f(x) (1.3)
Le vecteur x est considéré comme un outil de minimum local de la fonction f si lexpression
suivante est vraie dans sa forme générale.
Un minimal local x est déni comme suivante :
9 2 R+ : 8x satisfait kx  xk  ; f(x)  f(x) (1.4)
Si f est di¤érentiable, la condition nécessaire pour que x minimal local :
rf(x) = 0 (1.5)
Le minimal local nest pas toujours un minimum global de f , en e¤et, la fonction de coût
a plusieurs limites locales.
1.3.5 Loptimum local
A est un voisinage de solution s qui contient la meilleure solution ; sappelle loptimum
local, la solution s0 (appartenant à S) est un optimum local de la structure du voisi-





)  f(s);8s 2 A (1.6)
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Fig. 1.1 Courbe représentant les optimums locaux et les optimums globaux
Recherché : un élément s
0 2 A pour tout x 2 A ("maximisation") 1.7 :
f(s
0
)  f(s);8s 2 A (1.7)
Remarque 1.3.1 Figure1.1. Courbe représentant les optimums locaux et les optimums
globaux Il est à noter que loptimum local est aussi nommé maximum local au cas de
problème de maximisation et minimum local au cas de problème de minimisation[2].
1.4 Présentation de la programmation linéaire
1.4.1 État de lart
La résolution du problème dun système dinégalité linéaire remonte au moins à la méthode
de Fourier, publiée en 1827 pour le résoudre[25], et quil a montré la méthode délimination
de Fourier-Motzkin.
Léconomiste soviétique Leonid Kantorovich ; en 1939 à développer une formulation linéaire
10
Chapitre 1. Introduction aux problèmes doptimisation
dun problème équivalant au problème général de la programmation linéaire, et un outil à
résoudre[4]. Problème de résolution dun système linéaires dinégalités remonte au moins
à celui de Fourier, qui en 1827 publia une méthode pour les résoudre[25].
En 1939, léconomiste soviétique Leonid Kantorovich a proposé une formulation linéaire
dun problème équivalant au problème général de la programmation linéaire, et suggéré
un moyen de les résoudre[4]. Ce sont les moyens mis au point pendant la Seconde Guerre
mondiale pour planier les dépenses et faire le retour an de réduire les coûts pour larmée
et pour augmenter les pertes pour lennemi. Le travail de Kantorovich a été initialement
négligé en URSS[55]. Presque au même moment que Kantorovich, léconomiste américano-
néerlandais T. C. Koopmans Nous formons des problèmes économiques classiques sous
forme de programmes linéaires. Kantorovich et Koopmans Il a ensuite pris part au prix
Nobel déconomie de 1975 [25]. En 1941, Frank Lauren Hitchcock des problèmes de trans-
port tel que les programmes linéaires ont été formulés, ce qui a donné une solution très
similaire à la méthode du simplex [4]. Hitchcock était mort en 1957 et après la mort, le
prix Nobel na pas été attribué.
George B. Dantzig développa en 1946-1947, la formulation de la programmation linéaire
générale indépendamment pour une utilisation dans la planication des problèmes dans
lUS Air Force . En 1947, Dantzig découvre dabord la méthode du simplex, qui résout
e¢ cacement le problème de la programmation linéaire dans la plupart des cas . Lorsque
Dantzig a organisé une réunion avec John Von Neumann pour discuter la manière et le¢ -
cacité de sa méthode simplex, Neumann sest immédiatement rendu compte que la théorie
de la dualité était que le problème sur lequel il travaillait dans la théorie des jeux était équi-
valent. Dantzig dans un rapport non publié, a présenté des preuves "dinégalité linéaire"
le 5 janvier 1948[54] .a été appliqué dans de nombreuses industries dans sa planication
quotidienne dans les années daprès-guerre.
Le problème de la programmation linéaire a été expliqué pour la première fois par Leonid
Khachiyan en 1979, mais une avancée théorique et pratique majeure a eu en 1984 lorsque
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Narendra Karmarkar à trouver un nouveau moyen (méthode) de résoudre des problèmes
linéaires (problèmes de programmation linéaire).
Dénitions La programmation linéaire (LP , appelée optimisation linéaire) est un moyen
dobtenir les meilleurs résultats (tels que prot maximal ou moindre coût et perte mini-
male) dans un modèle mathématique dont les besoins et les exigences sont représentés par
des relations linéaires.
Formellement, la programmation linéaire est une technique permettant daméliorer la fonc-
tion des fonctions linéaires des sujets linéaires, soumise à toutes sortes de contraintes en
matière dégalité linéaire et dinégalités linéaires. Une zone utile est un pic poly convexe, un
ensemble appelé intersection nie en demi-cercle, chacun déni par une inégalité linéaire.
Sa fonction objective est une fonction émotionnelle de valeur réelle (linéaire) dénie sur
cette surface multicanale.
Lalgorithme trouve un point de points ancré dans une multifacette où la fonction est dans
une valeur plus petite (ou plus) si vous trouvez un tel point.
Les programmes linéaires peuvent être exprimés sous forme de problèmes juridiques[41].
8>>>><>>>>:
max z = ctx
sc Ax  b
x  0
(1.8)
où x est le vecteur de variables, c et b sont des vecteurs de transaction connus, A est une
matrice de transactions connue, et (.)T Une matrice transposée est appelée maximiser ou
minimiser la fonction cible(cTx dans ce cas). Les inégalités Ax  b et x  0 les contraintes
qui déterminent le pic poly convexe dans ce contexte devraient améliorer la fonction cible
sur celles-ci.Lorsque des vecteurs du même type, comparez-les. Si chaque entrée du premier
est inférieure ou égale à lentrée correspondante par seconde, on dit que le premier vecteur
est inférieur ou égal au second vecteur.
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Lapplication de la programmation linéaire à di¤érents domaines détude. Il est beaucoup
utilisé en mathématiques, et moins, dans dautres domaines tels que les a¤aires, lingénie-
rie et léconomie. Cela inclut les industries qui utilisent des modèles de programmations
linéaires dans les domaines du transport, des télécommunications , de lénergie, et de la
fabrication. Il sest révélé utile pour modéliser divers types de problèmes de planication,
de direction, de planication, dattribution et de conception[29].
1.4.2 Existence de solutions optimales
Détermine les contraintes linéaires la zone réalisable détermine sa forme géométrique, une
facette aux multiples facettes. La fonction linéaire est une fonction convexe, ce qui signie
que chaque maximum local est un maximum global et que chaque minimal local est le
minimum global, de même que la fonction linéaire est concave.
Sil existe des contraintes incohérentes, la solution optimale nest pas présente, il ny a pas
de solution pratique : par exemple, des restrictions ; x  2 et x  1 ; ne peut être satisfait
ensemble, dans ce cas, dites que LP ne serait pas possible. Deuxièmement, lorsque la
couche multiple nest pas dénie dans la hiérarchie de la fonction cible (la fonction cible
étant le vecteur des coe¢ cients de la fonction objectif), la valeur idéale nest pas atteinte
car il est toujours possible de faire mieux quune valeur spécique pour la fonction cible[42].
1.4.3 Interprétation économique dune programmation linéaire












aijxj  bji = 1,.,.,.n
xj  0 j = 1,.,.,.n
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Cette formulation a une corrélation avec la situation suivante : Lentreprise a des activités
j ; Chacune de ces activités nécessite un certain nombre de ressources di¤érentes i. On
connaît la quantité bj de ressource i quantité de matériel disponible pour chaque m res-
source, chaque activité j peut-être appliquée fortement xj, lamortissement est donné aij
de ressource i pour appliquer lactivité j au niveau unité.
Enn ci est le bénéce de lunité que nous tirons de lactivité j (cest-à-dire le bénéce
de lunité que obtenu en exerçant lactivité j au niveau unité), résoudre le problème (P ),
cest déterminer les valeurs xj (non négatifs) auxquels il faut appliquer les activités j de
manière que.
 une quantité pour toute ressource i
nX
j=1
aijxj de ressource i consommée nous ne pouvons





1.5 Méthodes de résolution dune programmation li-
néaire
Les problèmes de programmation linéaire ont été résolus dans le passé avec certaines
méthodes mathématiques. Parmi eux :
1.5.1 Méthode dénumération
Il sagit de la méthode la plus ancienne, basée sur le fait que la solution optimale est
un point extrêmement polyvalent avec toutes les limitations. Cela dépend des étapes sui-
vantes :
1. trouvez tous les points extrêmes.
2. Calculer la valeur de la fonction cible dans chacun de ces points.
3. Comparer les valeurs obtenues.
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Cette méthode est ennuyeuse si nous devons traiter des problèmes où les points extrêmes
sont trop nombreux ou les vecteurs trop nombreux.
1.5.2 Méthode du simplexe ou méthode de G. B Dantzig
George Dantzig en 1947 développer lalgorithme du simplex, les problèmes de LP sont
résolus en construisant une solution appropriée au sommet du sommet, puis en suivant
le chemin sur les bords du polytope jusquà des pics extrêmement élevés, les valeurs non
décroissantes de la fonction étant dénitivement optimisées. Dans de nombreux problèmes
pratiques, il y a "blocage" : de nombreux axes sont créés sans augmenter la fonction
cible[28] ;[39]. Les versions habituelles de lalgorithme du simplex "cycle" peuvent être
de rares problèmes pratiques"[39]. Les chercheurs ont mis au point de nouvelles règles
essentielles pour éviter ces cycles [13] ;[40] ;[39] ;[15] ;[21].
Un algorithme simple est assez e¢ cace dans la pratique et on peut garantir la recherche
de la solution optimale si certaines conditions sont opposées au cyclisme. Lalgorithme du
simplex sest révélé e¢ cace pour résoudre des problèmes "aléatoires", cest-à-dire le nombre
de pas cubique[35], Il est similaire à son comportement dans les problèmes pratiques.
[28] ;[35].
Cependant, lalgorithme du simplex nest pas toujours bon ; pour son mauvais compor-
tement dans le pire des cas :( Klee et Minty) les problèmes de programmation linéaire
utilisant la méthode Simplex comportent un grand nombre détapes dans la taille du pro-
blème ; classés dans une famille [28] ;[40] ;[15]. Pendant un certain temps, on ne savait en
fait pas sil était possible de résoudre le problème de la programmation linéaire à une
époque aux multiples limites P[61] ;[62].
1.5.3 Méthode du point intérieur
La méthode de point internes se déplace dans la zone potentielle contrairement au lalgo-
rithme du simplex qui trouve la meilleure solution en croisant les arêtes entre les sommets
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dun poly der.
1.6 Problème du transport par la programmation li-
néaire
Nous découvrons comment les ressources et les projets gèrent divers problèmes majeurs.
La programmation linéaire, cest lun des outils de recherche opérationnelle les plus utilisés
et a été un outil daide à la décision dans presque toutes les industries manufacturières
et dans les organisations nancières et de services. Dans le terme programmation linéaire,
la programmation se réfère à la programmation mathématique. Dans ce contexte, il sagit
dun processus de planication qui alloue les ressources, les matériaux, les machines et
les capitaux de la meilleure façon possible (optimale) an de minimiser les coûts ou de
maximiser les prots. Dans LP, ces ressources sont appelées variables de décision. Le critère
de sélection des meilleures valeurs des variables de décision (par exemple, pour maximiser
les prots ou minimiser les coûts) est connu en tant que fonction objective. Les limitations
sur la disponibilité des ressources forment ce que lon appelle un ensemble de contraintes.
Tout le problème peut être exprimé en termes de droites, de plans ou de gures géo-
métriques analogues. En plus des exigences linéaires, les restrictions de non-négativité
indiquent que les variables ne peuvent pas supposer des valeurs négatives. Autrement dit,
il nest pas possible davoir des ressources négatives. Sans cette condition, il serait ma-
thématiquement possible de «résoudre» le problème en utilisant plus de ressources que
disponibles. Dans les rapports précédents nous avons discuté en utilisant LP pour trou-
ver des solutions optimales pour les problèmes de maximisation et de minimisation. Nous
avons également appris que nous pouvons utiliser lanalyse de sensibilité pour nous en dire
plus sur notre solution que la solution optimale nale.
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1.6.1 problème du transport
Lune des applications les plus importantes et les plus réussies de lanalyse quantitative
pour résoudre les problèmes commerciaux a été la distribution physique des produits,
appelé problème du transport. Fondamentalement, le but est de minimiser le coût dexpé-
dition des marchandises dun endroit à un autre, de sorte que les besoins de chaque zone
darrivée soient satisfaits et que chaque lieu dexpédition fonctionne dans les limites de ses
capacités. Cependant, lanalyse quantitative a été utilisée pour de nombreux problèmes
autres que la distribution physique des biens.Il a été utilisé pour recruter du personnel à
certains postes.
Nous pourrions résoudre un problème du transport et le résoudre en utilisant la méthode
du simplex comme avec tout problème de PL ; la structure particulière du problème du
transport ; nous permettons de le résoudre avec un algorithme plus rapide et plus écono-
mique que lalgorithme du simplex. Nous pouvons résoudre les problèmes de ce type, qui
contiennent des milliers de variables et de contraintes, en peu de temps sur lordinateur ;
et nous pouvons résoudre le problème du transport manuel relativement volumineux. Il
y a certaines exigences pour placer un problème de PL dans la catégorie de problème
du transport. Nous discuterons de ces exigences au chapitre 5, après avoir formulé notre
problème et le résolu par lutilisation dun logiciel.
1.6.2 Lenvironnement particulier
La situation nancière de lindustrie du transport terrestre est due à la situation écono-
mique des entreprises de camionnage.
1.6.3 Les facteurs régissant une entreprise de transports
Lors de la construction dun système de transport, tenez compte des facteurs environne-
mentaux spéciques de lentreprise de transport[51]. Ces besoins varient selon.
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1. le type, le poids, la taille et les caractéristiques des marchandises a transporté (telles
que les substances dangereuses).
2. Service requis (comme les délais de livraison).
3. les points dorigine et de destination des marchandises.
La conception du système de transport est inuencée par les régulateurs, au niveau de la
délivrance des permis de transport, et par les entreprises de la concurrence qui fournissent
déjà des services de transport sur un marché particulier. Lors de la conception du système
de transport, plusieurs stations doivent être sélectionnées. Par exemple, un transporteur
qui souhaite, par exemple, fournir des services de fret en morceaux, organiser un réseau
de stations de fusion où les marchandises collectées sont collectés pour être intégrés dans
un camion pour assurer le transport sûr de longues distances. Il est donc important de
choisir le nombre, la taille et lemplacement des terminaux au stade de la conception du
système de transport[30].
1.7 Conclusion
Dans ce chapitre, nous avons introduit les dénitions initiales que lon trouve souvent
dans le domaine de lamélioration, qui dénissent le problème de lamélioration, à tra-
vers les types des problèmes doptimisation (minimisation de but unique, minimisation
de buts multiples, maximisation dun objectif, maximisation dobjectifs multiples), nous
avons essayé de clarier le principe de quelques problèmes di¢ ciles dans lamélioration en
accordant une importance particulière aux problèmes réels.
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problème de la planication
2.1 Introduction
Dans ce chapitre, nous présentons le problème de la planication dans un contexte général
qui se complique chaque jour dans les entreprises et les institutions. Laménagement du
temps de travail et lamélioration du service à la clientèle intéressent toute communauté
ou organisation, ce qui à amener les chercheurs à proposer des solutions pour aider les
directions et les institutions à planier.
Dabord, il identie le problème de la planication dans les entreprises de transports
terrestre et aérien et les place dans les horizons de lentreprise.
2.2 Dénition du problème
La planication dénit comme suit :
anticiper les situations futures, sélectionner les objectifs à atteindre et identier les actions
à entreprendre pour atteindre ces objectifs à un coût raisonnable, cest-à-dire planier
en pensant à lavenir et en contrôlant les événements futurs en organisant et en gérant
atteindre les objectifs par les ressources.
Les entreprises manufacturières, intéressées par ces problèmes, sont la planication globale
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de la production, cest-à-dire la recherche de stratégies permettant de modier la produc-
tion et daméliorer les di¤érences de périodicité de lapplication. Parmi les stratégies les
plus couramment utilisées gurent les changements dans les taux de production par lem-
ploi, le lancement, les heures supplémentaires, le placement et les variations des niveaux
de stocks. Ainsi, il nest pas rare quun fabricant décide de produire à un rythme presque
constant en changeant les niveaux de stock pour ajuster les variations saisonnières de la
demande de ses produits. Cette stratégie ne peut pas être utilisée pour les entreprises
de services qui ne peuvent stocker leur production. Ainsi, le problème de la planication
globale des entreprises de services est aggravé par le fait que seuls les ajustements de
modication de service peuvent équilibrer les variations saisonnières de la demande[6].
2.3 Planication indépendante du domaine
Dans un planning, les planicateurs saisissent généralement un modèle de domaine ainsi
que le problème spécique à résoudre spécié par létat initial et le but, contrairement à
ceux où il ny a pas de domaine dentrée spécié. Ces planicateurs sont appelés "Domaines
indépendant" pour souligner le fait quils peuvent résoudre des problèmes de planication
à partir dun large éventail de domaines. Des exemples typiques de domaines sont lem-
pilement de blocs, la logistique, la gestion de ux de travail et la planication de tâches
de robot. Ainsi, un planicateur indépendant dun seul domaine peut être utilisé pour ré-
soudre des problèmes de planication dans tous ses di¤érents domaines. Dun autre côté,
un planicateur ditinéraire est typique dun planicateur spécique à un domaine[24].
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2.4 Planication des langages de modélisation de do-
maine
Les langages les plus couramment utilisés pour représenter les domaines de planication
et les problèmes de planication spéciques. Chaque État possible du monde est une at-
tribution de valeurs aux variables détat, et les actions déterminent comment les valeurs
des variables détat changent lorsque cette action est prise. Comme un ensemble de va-
riables dÉtat induit un espace détat dont la taille est exponentielle dans lensemble, la
planication, comme de nombreux autres problèmes de calcul, sou¤re de la malédiction
de la dimensionnalité et de lexplosion combinatoire[24].
2.5 Lhorizon temporel de la planication
"Quest-ce que "Horizon temporel?
Un horizon temporel est la durée pendant laquelle un investissement est e¤ectué ou détenu
avant sa liquidation. Les horizons temporels peuvent aller de quelques secondes, dans le
cas du commerçant quotidien jusquà des dizaines dannées pour un investisseur buy-and-
hold. Les horizons temporels dinvestissement sont davantage déterminés par les objectifs
dun investisseur plutôt que par le mécanisme lui-même.
Lhorizon de planication est la durée pendant laquelle une organisation se penchera sur
lavenir lors de la préparation dun plan stratégique. De nombreuses sociétés commerciales
utilisent un horizon de planication de cinq ans, mais un horizon général de planication
est denviron une année[3].
Un horizon temporel, également appelé horizon de planication, est un point xe dans le
futur, auquel cas certains processus seront évalués ou supposés se terminer. Il est nécessaire
dans un régime de comptabilité, de nances ou de gestion des risques dassigner un tel
horizon dhorizon xe an que les alternatives puissent être évaluées pour la performance
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sur la même période de temps. Un horizon temporel est une impossibilité physique dans
le monde réel[1].
Bien que les horizons à court terme tels que la n de la journée, la n de la semaine, la
n du mois comptent en comptabilité, il sagit généralement dun simple résumé et des
processus les plus simples de ces marchés à court terme. Aucune analyse de scénario ou de
marquage des activités futures nest généralement entreprise pour de telles périodes, sauf
pour les très gros portefeuilles.
Les horizons les plus communs utilisés dans la planication sont un «quart» (un trimestre
ou trois mois), un an, deux ans, trois ans, quatre ans (surtout dans une démocratie repré-
sentative où il sagit dun mandat et dune élection assez courants). Les entreprises plus
visionnaires et les agences gouvernementales peuvent également utiliser entre dix et cent
ans. Trente ans sont souvent utilisés dans les contrats de prêts hypothécaires et les bons
du trésor américain, tels que les «obligations à long terme» . Cent ans, parfois considéré
comme égaux à sept générations, est un horizon temporel souvent cité par les anciens
Iroquois et les verts modernes.
Saccorder sur un horizon temporel daction commune est particulièrement important dans
la politique mondiale, car chaque participant aura des habitudes temporelles très di¤é-
rentes. Il est assez di¢ cile de parvenir à une politique simultanée sans un accord, car ceux
qui agissent tôt peuvent être sérieusement désavantagés par rapport à ceux qui prennent
des mesures tardivement sur le plan réglementaire. Une tentative de mise en place dune
politique globale simultanée est en train dêtre tentée par la campagne SIMPOL de lin-
ternational simultané policé organisation.
Il y a des décisions au niveau stratégiques, qui comprennent une grande partie de lorga-
nisation, ont des implications nancières importantes et ont des e¤ets à long terme.
Les décisions dans les entreprises de camionnage sont liées aux camions, généralement avec
le concept dun système de transport.
-La qualité de ce que nous expédions.
22
Chapitre 2. problème de la planication
-Le terrain servi.
-Niveaux de services fournis aux clients.
-Composition du réseau de terminaison requis.
Les options sont la position stratégique de la compagnie de transport et devraient être
revues périodiquement
Les compagnies aériennes hautement organisées ne se soucient pas de la planication
optimale[34].
Nous disons que le récent assouplissement de la réglementation dans lindustrie du ca-
mionnage est clair.
Les choix e¤ectués au niveau stratégique détermineront le cadre dans lequel les décisions
tactiques et opérationnelles seront prises.
Cette planication sera mentionnée à court ou à moyen terme pour des activités telles que
lachat ou le remplacement déquipement et ladaptation de la capacité de production à la
demande et à la disponibilité du capital. Dans le domaine du camionnage[7].
Nous allouons du matériel et élaborons des calendriers de transport qui seront mis à jour
quotidiennement en fonction des données réelles sur la demande et la demande. Selon la
disponibilité de léquipement. À court terme, les processus de planication et de contrôle
opérationnels sont confus an de maintenir lordre[30].
2.6 Problème de la planication globale
Dénition du problème Lun des problèmes les plus importants dans les entreprises
manufacturières est la planication globale de la production, cest-à-dire le choix des stra-
tégies utilisées pour modier la production. Variations périodiques de la demande. Parmi
les stratégies les plus utilisées gurent les changements dans les taux de production par le
recrutement, la démobilisation, les heures supplémentaires, lexternalisation et les change-
ments dans les stocks. Ainsi, il nest pas rare quune entreprise manufacturière produise
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à un rythme presque constant en changeant son niveau dinventaire pour sadapter aux
di¤érences de demande par saison pour la production. Lutilisation de cette stratégie nest
pas possible pour les entreprises de services, telles que les entreprises de transports, qui ne
peuvent pas «stocker» leur production. Ainsi, le problème de la planication globale des
entreprises de services est aggravé par le fait que les ajustements ne sont que la prestation
de services qui peut équilibrer les variations saisonnières de la demande[6].
Supposons que nous planions nos opérations à mesure que nous approchons la période de
demande accrue pour les services de transport (printemps et automne). Sil ny a pas de
modications au plan opérationnel, il est possible que la capacité actuelle soit insu¢ sante
pour la tâche et que le service fourni soit insu¢ sant, car de nombreuses marchandises sont
laissées sans destination. La planication est donc nécessaire pour augmenter la capacité
du système de transport. Cela peut être fait de di¤érentes manières :
1. augmenter le nombre de remorques et donc la fréquence de leur lancement sur di¤é-
rents segments de la route exploitée. Cela augmentera les coûts de transport entre
les villes, qui varient proportionnellement au nombre de voyages dans une partie
donnée de la route.
2. Naugmentez pas la fréquence de service mais redirigez plutôt le trac restant sur
les plates-formes de chargement vers les autres terminaux (ce que lon appelle la
consolidation) en ajustant leur chemin. Cette stratégie aura les résultats suivants :
(a) Augmentation des coûts de manutention double avec circulation à la station
dassemblage.
(b) Augmenter le temps moyen de service fourni sur le marché par rapport à ce
quil a été obtenu en utilisant une route directe.
(c) Augmenter la congestion dans la station normalisation août-proter de la ca-
pacité de cette station dans la mesure où il faut prendre en compte La le
dattente apparaîtra là.
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3. Utilisez une stratégie multiple combinant les deux options.
des changements importants se produiront dans les coûts dexploitation (coûts de transport
et de manutention interurbains) et les niveaux de service fournis. En outre, laugmentation
du volume de marchandises transportées peut exacerber les déséquilibres entre le nombre
darrivées et de départs de remorques à chaque station du réseau.
2.7 Problématique de la planication
Quest-ce que la planication ?
La planication est un processus spécique nécessaire pour de nombreuses professions telles
que la gestion, les a¤aires, etc. Di¤érents types de plans da¤aires contribuent à accroître
le¢ cience et le¢ cacité, à faire avec les prévisions. La prévision peut être décrite comme
une projection pour lavenir, tandis que la planication prédit ce que lavenir doit avoir
dans plusieurs scénarios de planication est lune des techniques de gestion de projet et
de gestion du temps les plus importantes. La planication implique la préparation dune
série dactions pour atteindre un objectif spécique. Si la planication est e¢ cace, elle
peut réduire considérablement le temps et les e¤orts nécessaires pour atteindre lobjectif,
le plan est comme une carte, en suivant un plan, nous pouvons voir comment ils se dirigent
vers leur objectif, un plan de projet non robuste peut coûter du temps et de largent à
lorganisation[64].
Comment participer à la planication ?
La planication réussit lorsquelle est complète et reète les valeurs globales de la com-
munauté entière. Devenir un planicateur est une option.
Une autre option consiste à fournir vos contributions pour aider votre communauté à aller
de lavant. Les planicateurs organisent souvent des séances portes ouvertes ou des séances
communautaires pour recueillir les commentaires des résidents, poser des questions et aider
à prioriser les initiatives communautaires. Surveiller le site de gestion de la mise en page.
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Si vous souhaitez jouer un rôle plus actif, envisagez de faire du bénévolat pour le comité
de planication communautaire.
Comment évaluer un planning ?
Les résultats sont des tableaux détaillés montrant le contrat initial et les ordres de mo-
dication pour toutes les sections de coût ou des parties du travail. Le tableau de valeur
est basée sur le budget approuvé, le taux xe ou le type de coût dabonnement supplé-
mentaire, le cas échéant. Signé un contrat pour un langage supplémentaire par rapport à
léchelle des valeurs. Chaque projet / fonction doit avoir une table de valeurs distinctes.
Si plusieurs projets et travaux sont inclus dans un seul contrat, vous devez créer une table
de valeurs distincte qui sépare clairement les coûts entre chaque fonction de facturation,
de rapports, et daudit[45].
2.8 Di¤érents types de plannings
trois types de planning : lequel utiliser ?
Les trois types de planication sont appelés "programmes de capacité", "programmes de
ressources" et "programmes de service". Les types de planication se chevauchent dans
ce quils peuvent faire, et pour certaines applications, plus dun fonctionnera, mais vous
obtiendrez la meilleure expérience si vous bien choisissez à votre situation.
2.9 Évaluation des ressources
La planication indique la disponibilité des ressources et lutilisateur choisit un empla-
cement approprié. Dautre part, avec un tableau de services et de tâches, lutilisateur
détermine dabord le type de service (leçon, voyage, histoire de la chevelure). Le tableau
a¢ che ensuite tous les espaces disposant des ressources disponibles pour ce travail et ce
service."
Vous devez créer une table de types de ressources. Nous réaliserons la planication des
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types de ressources dans la plupart des cas, même si le processus orienté service fonction-
nera parfois mieux. Le calendrier des ressources doit contenir chaque "ressource moins"
qui inclut le processus de réservation. Par exemple, les ressources limitées peuvent être
des thérapeutes, des bateaux, des tables, des salles, etc. Si vous concevez un horaire pour
permettre aux gens de prendre rendez-vous avec vous, ce sera une ressource rare. Nincluez
pas de ressources qui ne sont pas rares. Par exemple, si le rendez-vous nécessite une salle
de réunion mais quil y a toujours su¢ samment des salles de réunion, il nest pas nécessaire
de les inclure.
2.10 Calendrier de service
Le programme de services dispose dune capacité essentielle pour garder à lesprit la dis-
ponibilité des ressources dans dautres tableaux. Dune autre réponse, la planication des
ressources permet à lutilisateur de créer des tableaux longitudinaux non organisées, de
créer des rendez-vous répétitifs et des fonctionnalités qui ne disposent pas de planication
des services.
Plusieurs ressources sont nécessaires pour une réservation.
Par exemple : une réservation pour un traitement nécessite quune chambre et un théra-
peute soient réservés en même temps.
Diverses ressources nécessitent des services di¤érents et multiples. Par exemple, certains
tests et traitements ne peuvent être e¤ectués que par un spécialiste.
Pour déterminer de bons services, nous utilisons di¤érentes ressources, vous devez dabord
identier et estimer ces ressources dans le plan de planication des ressources.
Comme vous pouvez créer, supprimer et éditer des tableaux aussi souvent que vous le
souhaitez, il nest pas nocif dessayer plusieurs types.
Les autres tableaux sont des tableaux qui ne seront pas utilisées plus tard ou plus tard.
Vous pouvez modier tout ce qui concerne une planication, à lexception des propriétés
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de type et de tableau.
Nous discuterons des di¤érents types de tableaux ci-dessous et des approches utilisées pour
réaliser ces di¤érents types de tableaux.
Types de plannings dans le domaine du transport
La planication des transports et lorganisation du processus pivot quelle dirige sont le
processus didentication des activités, des politiques, des objectifs. Comme cest le cas
aujourdhui, il sagit dun processus collaboratif qui intègre les contributions de nombreux
acteurs et parties prenantes. Les systèmes de transport appliquent une approche multimo-
dale et / ou globale à lanalyse du large éventail de solutions de remplacement et dimpact
sur le système de transport an dinuer sur le type de services publics et les résultats
utiles.
La planication des transports est également communément appelée planication des
transports internationaux et comprend lévaluation, la conception et la localisation (géné-
ralement les rues, les autoroutes, les pistes cyclables et les lignes de transport en commun).
2.11 Politique et planication des transports
Le processus de planication du transport peut apparaître comme un processus raison-
nable fondé sur des méthodes et méthodologies standard et objectives, mais il est souvent
inuencé par les processus politiques environnants. Le processus de planication des trans-
ports est étroitement lié à la nature générale des travaux publics des entreprises privées.
En conséquence, les planicateurs des transports jouent un rôle de coordination important.
Les planicateurs des transports aident en fournissant des informations aux décideurs en
fonction des destinations politiques, de manière à produire des résultats utiles. Ce rôle est
similaire à celui des ingénieurs de transport, qui sont souvent inuencés par la politique
générale dans le processus technique de conception de transport.
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Étude théorique sur les méthodes de
résolution du problème
3.1 Introduction
Les problèmes rencontrés par les chercheurs dans notre vie quotidienne ont conduit à une
promotion de la recherche, qui a abouti aux solutions proposées et à des e¤orts importants
pour améliorer la qualité ou la performance de la solution proposée en termes de temps
requis pour le calcul. Plusieurs méthodes de résolution de problèmes ont été suggérées à
partir de di¤érentes complexités. Ainsi, les grandes et distinctes di¤érences de principe,
de stratégie et de performance ont été séparées. Cette diversité a permis de combiner
di¤érentes manières de résoudre di¤érents problèmes dans deux catégories principales : la
classe de techniques précises et la classe de méthodes approchées. Lhybridation de ces
deux groupes a conduit à lémergence dun pseudo-classe pourtant la méthodologie des
méthodes dites hybrides.
Nous savons que les méthodes exactes o¤rent la meilleure qualité et la meilleure solution,
mais sont très lentes en termes de temps de calcul et de mémoire requise. Cest pourquoi
ils lutilisent tellement pour résoudre facilement les problèmes. La nécessité de résoudre
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des coûts de recherche de haute qualité (semi-optimaux) (temps et mémoire) a raison-
nablement nécessité di¤érents types de techniques de résolution de problèmes, appelées
approximations. Comme alternative aux belles routes. En fait, ils peuvent trouver des
solutions de très bonne qualité à un temps de calcul raisonnable. Nous avons trouvé et
proposé de nombreuses méthodes approximatives. Cest un problème complexe qui doit
être résolu. Ces méthodes ont été classées en deux catégories : les méta-méthodes et les
méthodes exploratoires.
Les voies spéciques à un problème particulier sont appelées méthodes expérimentales.
Cela nécessite de connaître la taille du problème que nous voulons résoudre. En fait,
il existe des règles de base basées sur lexpérience et les résultats précédents obtenus
pour améliorer les recherches futures. Les chercheurs ont proposé dans la littérature de
nombreuses dénitions et concepts, notamment :
Le fondement de lappréciation est linférence, la stratégie, la simplication ou tout autre
type de dispositif qui contribue de manière signicative à la recherche de solutions aux
problèmes importants et di¤érents. Inférence ne garantit pas des solutions optimales. En
fait, ils ne garantissent certainement pas la solution. Tout ce que lon peut dire sur une
pensée constructive et utile, cest quelle fournit dans la plupart des cas des solutions
analytiques satisfaisantes et satisfaisantes[19].
La façon simple de détecter les choses est un moyen daider à résoudre le problème en
faisant des prédictions acceptables mais fausses de ce qui est mieux[20].
Dénition 3.1.1 « Un heuristique est la base de la méthode dévaluation de la stratégie
utilisée pour améliorer le¢ cacité dun système particulier tente de trouver des solutions
pour des problèmes très di¢ ciles[57].
«Les règles dinsertion et les règles de sécurité peu ables et les ensembles de connaissances
sont utiles pour faire des choix et des évaluations di¤érents[46].
Toutes les règles dinsertion, les règles de sécurité et les ensembles de connaissances dan-
gereuses sont utiles pour faire des choix et des évaluations di¤érents. [54].
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Linférence est un critère, un moyen ou un principe pour déterminer lequel des multiples
plans daction promet dêtre plus e¢ cace dans la réalisation dun objectif particulier[49].
Les méthodes métas heuristiques sont des méthodes générales, et linférence multi-usager
utilisable est applicable. Ils peuvent construire une alternative aux méthodes heuris-
tiques lorsque nous ne connaissons pas la direction des choses spéciques dun problème
particulier[47].
3.2 Les méthodes exactes
Le développement de méthodes doptimisation exactes pour les problèmes doptimisa-
tion LIP au cours des 50 dernières années a été très fructueux. Il existe, au moins, trois
approches di¤érentes pour résoudre les problèmes de programmation linéaire en nombre
entier, bien quils soient fréquemment combinés dans des procédures de solution "hybride"
dans la pratique de calcul[17] ;[44] ;[63] :
 Algorithmes de plans de coupe basées sur une combinatoire polyédrique.
 Approches énumératives et branches et reliées, branches et coupes et Méthodes de bran-
chement et de prix.
 Techniques de relaxation et de décomposition.
On noublie les algorithmes spéciques au problème traité comme lalgorithme de Johnson[33] ;pour
la résolution de problèmes dordonnancement[36]. Notre vocation nest plus de relater le
principe de di¤érentes méthodes exactes mais plutôt den citer quelques-unes dans ce qui
suit.
3.2.1 Lalgorithme de retour arrière (Backtracking)
Retour en arrière (Backtracking) est un algorithme général pour trouver toutes (ou cer-
taines) des solutions à certains problèmes de calcul, notamment les problèmes de satis-
faction de contraintes, qui incrémente les candidats aux solutions, et abandonne un can-
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didat ("backtracks") des quil détermine que le candidat être complété par une solution
valide[27].
Le retour en arrière ne peut être appliqué que pour les problèmes qui admettent le concept
dune «solution candidate partielle» et un test relativement rapide pour savoir sil peut
éventuellement être complété par une solution valide. Il est inutile, par exemple, de localiser
une valeur donnée dans une table non ordonnée. Cependant, lorsque cela est applicable, le
retour arrière est souvent beaucoup plus rapide que lénumération de force brute de tous
les candidats complets, puisquil éliminer le nombre de candidats par un test.
Le retour en arrière est un outil important pour résoudre les problèmes de satisfaction des
contraintes, tels que les mots croisés, larithmétique verbale, le Sudoku et de beaucoup
autres casse-tête. Cette méthode est la plus pratique pour lanalyse, pour le problème du
sac à dos et dautres problèmes. Cest aussi la base de ce quon appelle les langages de
programmation logiques tels que icon, Planer et Prolog.
Le retour en arrière dépend des «procédures de boîte noire» dénies par lutilisateur qui
dénissent le problème à résoudre, candidats partiels Comment inclure tous les candi-
dats. Il sagit donc dun méta heuristique plutôt que dun algorithme spécique-bien que,
contrairement à beaucoup dautres méta-heuristiques, Il est di¢ cile de trouver toutes les
solutions dans un délai limité.
3.2.2 Méthode de Branch and Bound (B&B)
B&B Branch et Bound (BB, B & B ou BnB (nommée Branch and Bound en anglais) )
est un paradigme de conception algorithmes pour les problèmes doptimisation discrète et
combinatoire, ainsi que pour loptimisation mathématique. Un algorithme de branchement
et de liaison consiste en une énumération systématique des solutions candidate au moyen
de la recherche despace détats : lensemble des solutions candidate est considéré comme
formant un arbre enraciné avec lensemble complet à la racine. Lalgorithme explore les
branches de cet arbre, qui représentent des sous-ensembles de lensemble de solutions.
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Avant dénumérer les solutions candidates dune branche, la branche est vériée par rap-
port aux bornes estimées supérieure et inférieure de la solution optimale, et est rejetée si
elle ne peut pas produire une meilleure solution que la meilleure trouvée jusquà présent
par lalgorithme.
Lalgorithme dépend de lestimation e¢ cace des limites inférieures et supérieures des ré-
gions / branches de lespace de recherche. Si aucune limite nest disponible, lalgorithme
dégénère en une recherche exhaustive.
La méthode a été proposée par A. H. Land et A. G. Doig[5] ; en 1960 pour la programmation
discrète, et est devenue loutil le plus couramment utilisé pour résoudre les problèmes
doptimisation NP-hard [16]. Le nom"branch and bound" est apparu pour la première fois
dans le travail de Little et al. sur le problème du voyageur de commerce[38].
Le¢ cacité de la méthode B&B a attiré lattention de nombreux chercheurs. Par consé-
quent, plusieurs améliorations de lalgorithme B&B ont été proposées, y compris les algo-
rithmes : Branch and Cut (noté B&C)[52], Branch and Price (noté B&P) [Barnhart et al,
2005][12], Branch and Cut and Price (B&C&P).
3.2.3 Méthode de coupe-plane
En optimisation mathématique, la méthode du plan de coupe est lune quelconque de
diverses méthodes doptimisation qui a¢ nent itérativement un ensemble ou une fonction
objectif réalisable au moyen dinégalités linéaires, appelées coupes. De telles procédures
sont couramment utilisées pour trouver des solutions entières à des problèmes de pro-
grammation linéaire mixte (MILP), ainsi que pour résoudre des problèmes doptimisation
convexes généraux, qui ne sont pas nécessairement di¤érentiables. Lutilisation de plans
de coupe pour résoudre MILP a été introduite par Ralph E. Gomory.
Couper des méthodes de plan pour le travail MILP en résolvant un programme linéaire non
entier, la relaxation linéaire du programme entier donné. La théorie de la programmation
linéaire stipule que sous des hypothèses douces (si le programme linéaire a une solution
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optimale, et si la région possible ne contient pas de ligne), on peut toujours trouver un
point extrême ou un point de coin qui est optimal. Loptimum obtenu est testé pour
être une solution entière. Si ce nest pas le cas, il existe une inégalité linéaire qui sépare
loptimum de la coque convexe du véritable ensemble réalisable. Trouver une telle inégalité
est le problème de la séparation, et une telle inégalité est une coupure. Une coupe peut
être ajoutée au programme linéaire relaxé. Ensuite, la solution non entière actuelle nest
plus réalisable à la relaxation. Ce processus est répété jusquà ce quune solution entière
optimale soit trouvée.
Les méthodes de plan de coupe pour loptimisation continue convexe générale et les va-
riantes sont connues sous divers noms : la méthode de Kelley, la méthode de Kelley-Cheney-
Goldstein et les méthodes de faisceau. Ils sont couramment utilisés pour la minimisation
convexe non di¤érentiable, où une fonction dobjectif convexe et son sous gradient peuvent
être évaluée e¢ cacement, mais les méthodes de gradient habituelles pour loptimisation
di¤érentiable ne peuvent pas être utilisées. Cette situation est typique de la maximisation
concave des fonctions doubles lagrangiennes. Une autre situation courante est lapplication
de la décomposition de Dantzig-Wolfe à un problème doptimisation structuré dans lequel
des formulations avec un nombre exponentiel de variables sont obtenues. La génération de
ces variables à la demande au moyen dune génération de colonne retardée est identique à
lexécution dun plan de coupe sur le problème double respectif.
3.2.4 Génération de Colonnes
La génération de colonnes ou la génération de colonnes retardées est un algorithme e¢ cace
pour résoudre des programmes linéaires plus importants.
Lidée générale est que de nombreux programmes linéaires sont trop grands pour considérer
explicitement toutes les variables. Comme la plupart des variables ne sont pas fondamen-
tales et supposent une valeur nulle dans la solution optimale, seul un sous-ensemble de va-
riables doit être considéré en théorie pour résoudre le problème. La génération de colonnes
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exploite cette idée pour générer uniquement les variables qui ont le potentiel daméliorer
la fonction objective, cest-à-dire de trouver des variables avec un coût réduit négatif (en
supposant sans perte de généralité que le problème est un problème de minimisation).
Le problème à résoudre est en deux étapes : le problème principal et le sous problème. Le
problème principal est le problème original avec seulement un sous-ensemble de variables
considérées. Un nouveau problème est sous problème créé pour identier une nouvelle
variable. La fonction objective du sous-problème est le coût réduit de la nouvelle variable
par rapport aux variables duelles actuelles, et les contraintes exigent que la variable obéisse
aux contraintes naturelles.
La méthodologie est la suivante. Le problème principal est résolu : à partir de cette solu-
tion, nous sommes en mesure dobtenir des prix doubles pour chacune des contraintes du
problème principal. Nous utilisons les données dans le sous problème. Le sous problème
est résolu. Si la valeur objective du sous problème est négative, une variable à coût ré-
duit négatif a été identiée. Cette variable est ensuite ajoutée au problème principal et le
problème principal est résolu de nouveau. La résolution du problème principal génère un
nouvel ensemble de valeurs doubles et le processus est répété jusquà ce quaucune variable
de coût réduit négatif ne soit identiée. Le sous problème renvoie une solution avec un
coût réduit non négatif, nous pouvons conclure que la solution au problème principal est
optimale.
Dans de nombreux cas, cela permet de résoudre de grands programmes linéaires considérés
auparavant comme intraitables. Lexemple classique dun problème où il est utilisé avec
succès est le problème du stock de coupe. Une technique particulière en programmation
linéaire qui utilise ce type dapproche est lalgorithme de décomposition de Dantzig-Wolfe.
De plus, la génération de colonnes a été appliquée à de nombreux problèmes tels que lor-
donnancement de léquipage, le routage des véhicules et le problème de p-médian capacité.
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3.2.5 Méthode du simplex des problèmes des variables bornées
Nous proposons une adaptation du Simplex à des problèmes de variables linéaires spéci-
ques (PLV B). Tout dabord, nous présentons les principes de base de lapproche. Ce qui
nous permet de fournir les détails de la méthode et de lalgorithme comme suit :[42].
Principe de base
La méthode du simplexe de ces problèmes ignore initialement les bornnes supérieures, en
conséquence, le problème est considéré sans bornes (PSB).
8>>>><>>>>:
max z = ctx
AX  S = b
x  0
Les di¤érentes étapes de la méthode du simplexe que nous utilisons pour résoudre ainsi
que létape de la variable réentrante Xr. Toute la di¤érence réside, en fait, au niveau des
étapes de la variable sortante dans le cas de ces problèmes, nous devons respecter les points
suivants :
1. les variables X = (Xi) doivent être positives.
2. :La variable rentrant Xr est de borne supérieure Ur:
3. Les bornes supérieures dautres variables.
Une méthode du simplexe de problèmes linéaires correspond aux variables restreintes avec
la méthode du simplexe habituelle. À la n de chaque répétition, nous devons prendre en
compte les contraintes de bornes des variables contenants des conditions supplémentaires
en 2 et 3
La condition habituelle pour le moyen simple de choisir la variable sortante est respect des
positifs des variables Xi . En considérant (aij) comme la matrice des contraintes, autres
que
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celles de bornes, cette condition consiste à sélectionner la variable sortante Xs de telle
sorte.Xr  1 = min f(bi=air); air  0g = (bs=asr):
La deuxième condition sur la variable entrant Xr  Ur = 2.
Le moment où la variable est renvoyée à la variable principale entrée dans la dernière
condition dannulation des coe¢ cients dair non axiaux. Cela implique Xi airXr  Ui;8i:
Si air  0, cette relation est toujours satisfaite car les variables de base vérient Xi. Dans
ce cas le fait de retrancher au terme de droite une valeur positive ne détruit pas linégalité.
Si, air < 0, donc cette relation nest pas satisfaite.Pour quelle le soit, il faut queXr  3 =
min
i
f(xi   ui)=air; air  0g ;atteindre les trois conditions limpose.Xr =  = min f1; 2; 3g
Si  = 1 Lalgorithme agit alors comme la méthode du simplexe.
Si  = 2 La borne supérieure empêche la variable dentrer.
On change la variable Yr = Ur   Xr; et laissons la solution de base non modiée. En
conséquence, la variable Yr reste hors base. Ainsi nous avons Yr = 0et Xr = Ur:
Si  =3 a la variable sortanteXs; nous le fournissons par :3 =min f(xi   ui)=air); air  0g =
(xs   us)=asr:
La borne supérieure empêche la variable Xr de rentrer. Donc on change la variable Ys =
Us  Xs ; ensuite, nous faisons rentrer Xr dans la base[42].
Algorithme du simplex des problèmes des variables bornées
les di¤érentes étapes de lalgorithme.
Procédure de résolution des problèmes des variables bornées
Étape 1 - Initialisation
La solution initiale.XB = b et XN = 0
Étape 2 - Critère doptimalité
Déterminer min bCi =cCr:
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Xr associée à cCr rentrait dans la base.
Étape 4 -
Variable sortante
Déterminer 1 = min
i
f(bs=air)g = (bs=asr);
Poser 2 = Ur; et évaluer 3 = min
i
f(xi   ui)=air); air  0g ;nalement, nous obtenons.
Xr =  = minf1; 2; 3g
1. Si  = 1 alors Xs sort de la base. Aller étape 5.
2. Si  = 2 posé Yr = Ur  Xr et retour étape 2.
3. Si  = 3 posé Y s = Us  Xs. Début étape 4.
Étape 5 - Opération Pivotage
Le Pivot est p = a
S;r;est toujours strictement positif. E¤ectuer comme dans la méthode
du simplexe lopération Pivot.
Sélectionnez la nouvelle solution XB. Retour à 2eme.
3.2.6 Cas particuliers
Nous traitons dans cette section, des situations spéciales lorsquon applique la méthode
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Domaine vide
Dans la logique du premier ordre, le domaine vide est lensemble vide nayant aucun
membre. Dans la logique traditionnelle et classique, les domaines ne sont pas vides de
façon restreinte an que certains théorèmes soient valides, nous acceptons le problème
comme une solution viable. Cette situation se produit dans des problèmes linéaires où il
ny a pas que des restrictions faibles sur linégalité. Sinon, la solution initiale avec les seules
variables de di¤érence sera e¢ cace et réalisable. Nous révélons cette situation lorsque nous
rencontrons des problèmes nécessitant des variables articielles.
Dans la méthode du grand M , Nous assignons la solution optimale avec au moins une
variable articielle dans la base de données. Légalité ne peut être atteinte. Nous ne sup-
primons pas la variable industrielle.
Lorsque nous utilisons la méthode en deux étapes, nous terminons la première étape sans
entrer la variable articielle de la base, cest-à-dire que nous complétons cette étape sans
que les variables industrielles totales soient nulles[42].
Solution innie
Lorsque la solution nest pas innie, la solution est un domaine non borné ce mode apparaît
comme suit : lors de litération, tous les coe¢ cients de vecteur de colonne associé à une
variable Xr sont non positifs i. e cair  0;8i = 1; :::;m. Peu importe sa valeur Xr  0, il
ny a pas de candidat pour devenir un pivot, les contraintes cairxr  0. Ainsi la variable
Xr est illimitée car cairxr  0 et bi 0. La solution du problème de maximisation est max
Z = +1. Il existe au moins une variable pour le problème non borné supérieurement.
Notons que si le problème de mimisation, la solution est suivante :
min Z =  1: 0 est le minimum pour toutes les variables[42].
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Solution alternative
Si la solution optimale est une solution alternative, certaines variables non essentielles ont
des coûts bas.
Étudiez ces variables dans la base de données pour toutes les autres solutions optimales.
Comme leurs coûts réduits sont nuls, la ligne de paramètre reste inchangée lorsquelle
est entrée dans la base. Par conséquent, la valeur de la fonction cible nest pas modi-
ée.Lensemble de solutions suivantes est un ensemble convexe de solutions trouvées. Dans
le cas de deux solutions idéales courtes, lensemble de solutions est la partie de la ligne
située entre ces deux points restreints. Dans le cas de trois solutions idéales, lensemble de
solutions est un visage tridimensionnel à multiples facettes[42].
3.2.7 Méthode du simplex révisée dune programmation linéaire
En optimisation mathématique, la méthode du simple révisée est une version de la mé-
thode du simple de programmation linéaire de George Dantzig. Mais son application varie.
Au lieu de conserver une table qui représente clairement les contraintes dénies pour un
ensemble de variables clés, elle conserve une matrice de contraintes. Lapproche basée sur
la matrice o¤re une e¢ cacité de calcul accrue en permettant des opérations matricielles
rares.
Algorithme de la méthode du simplexe révisée
Formulation du problème Comme la méthode du simplexe révisé est surtout béné-
que ciaire pour les gros problèmes de LP, il sera discuté dans le contexte de la notation
matricielle.La notation matricielle du problème LP ci-dessus peut être exprimée comme
suit :
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A 2 RnmSupposons que la matrice A ait un rang complet et que le problème soit possible ;
si le problème nest pas applicable. Cela peut être traité de manière décisive.
Description algorithmique
Conditions doptimalité Pour des performances optimales, les conditions de Karoch-
Kohn-Tucker sont nécessaires et su¢ santes pour résoudre le problème de la programmation
linéaire dans le modèle standard et sont.
8>>>>>>>>>><>>>>>>>>>>:
AX = b




 et s sont des multiplicateurs de Lagrange associés aux constantes AX = b et x  0
respectivement. La dernière condition, qui équivaut à sixi = 0 pour tous 1 i  n est
appelé la condition complémentaire.
Selon ce que lon appelle parfois le théorème fondamental de la programmation linéaire,
un sommet x du polytope réalisable peut être identié en étant une base de A dAchoisie
dans les colonnes de celle-ci. [A]:Étant donné qui A a un rang complet, B est non singulier.
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Pour satisfaire la condition complémentaire, laissez xB=0. Il sensuit que
Bt = cB
N t+ sN = cN
implique que
 = (BT ) 1cB
SN = cN  NT
Si sN  0 à ce stade, les conditions KKT remplies et x est donc optimal.
Opération de pivot Si les conditions KK sont violées, une opération de pivotement
consistant à introduire une colonne de N dans la base au détriment dune colonne existant
dans B est e¤ectuée. En labsence de dégénérescence, une opération pivot entraîne toujours
une diminution stricte de cTx. Par conséquent, si le problème est limité, la méthode du
simplexe révisée doit se terminer sur un sommet optimal après des opérations de pivot
répétées car il ny a quun nombre ni de sommets.
Sélectionnez un index m  q  n tel que sq  0 comme index entrant. La colonne
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= sq chaque augmentation dunité de xq entraîne une diminution de sq de cTx[37]:Depuis
BxB   Aqxq = b; xB doit être diminué en conséquence de xB + B 1Aqxq sous réserve
dexB xB  0. Soit d + B 1Aq. Si d  0, quelle que soit laugmentation de xq, xB - xB
restera non négatif. Par conséquent, cTx peut être réduit arbitrairement et le problème
nest donc pas limité. Sinon, sélectionnez un index P = argmin1  i  mfxi=dijdi  0g
comme index partant. Ce choix augmente e¤ectivement xq de zéro jusquà ce que xp soit
réduit à zéro tout en maintenant la faisabilité. Lopération pivot se termine par le rempla-
cement de Ap par Aq dans la base.
3.3 Conclusion
Nous présentons des méthodes di¤érentes de résoudre des problèmes linéaires, en parti-
culier, nous avons passé au peigne n la méthode du simplex et présenté ses nombreux
avantages par rapport aux autres méthodes qui existaient auparavant. Nous avons fourni
une méthode simple révisée. Cette nouvelle approche manipule les matrices et évite de




4.1 La programmation linéaire pour résoudre le pro-
blème du transport
4.1.1 introduction
Le problème du transport est lun des problèmes fondamentaux du problème du ux
réseau lequel est habituellement utilisé pour minimiser le coût de transport pour les in-
dustries avec le nombre de sources et le nombre de destinations tout en satisfaisant la
limite do¤re et la demande requièrent. problème du transport ; tout dabord présenté
par FLHitchcock[28] ; dans son article, La distribution dun produit à partir de plusieurs
sources, de nombreuses localités. Et après cela présentant par T. C. Koopmans dans son
document historique ; optimum utilisation du système de transport ... ;ces deux contribu-
teurs ont contribué à développer des problèmes du transport en plusieurs étapes, problème
de transport avec un seul objectif di¤érent pour réduire au minimum la durée de transport
a été étudié par de nombreux chercheurs comme Sharma et Swarup, Seshan et Tikekar,
Prakash, Papmanthou, et Sonia, et al[58]. Ont étudié le problème du transport. Surapati
et Roy, Wahead et Lee ; et Zangibadi et Maleki[69] ; ont présenté une approche de pro-
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grammation de but oue pour déterminer une solution optimale pour le problème des
transports multiobjectifs, etc.
Dans ce chapitre, nous formulons le problème du transport sous forme dun problème de
programmation linéaire et nous essayons de résoudre ce problème par la méthode du sim-
plexe révisé, méthode des deux phases ; méthode du grandM , Méthode du point intérieur.
Ils sont tous procédés utilisés pour résoudre les problèmes de programmation linéaire. Nous
avons utilisé Logiciel Matlab pour résoudre par toutes ces méthodes ; à la n de chaque
étape ; notez la valeur de la solution obtenue[15].
4.2 Formulation du problème de transport sous forme
dune programmation linéaire
m origines et n destinations données, le problème du transport peuvent être formulés en










Xij  ai i=1,...m
nX
j = 1
Xij  bj j=1,...n
Xij  0
9>>>>>>>>>>>>=>>>>>>>>>>>>;
Pour tout i et j ; où Xij est la quantité dunités de livrées dorigine i à destination j et
cij est le coût dexpédition dune unité dorigine i à destination j, le montant de lo¤re
à lorigine est ai et la quantité de destination j est bj. Lobjectif est de déterminer le xij
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inconnu qui est le coût total du transport tout en satisfaisant toutes les contraintes de
lo¤re et de la demande.
4.3 Problématique de recherche
Nous somme devant un problème NP- complet et NP- di¢ ciles , la gestion des schedulings
paraît de prime à bord facile à résoudre. Néanmoins les nombres de contraintes globales
globales (softs et durs) qui interviennent sont très nombreuses et très di¢ ciles voire im-
possibles à satisfaire. Nous prenons un problème de distribution des dattes en Algérie
(850.000 tonnes annuellement) que elle a besoin dorganiser le processus dans ce contexte ;
trouver une solution contre la contrebande et à éliminer le fraude ; nous avons proposé que
le problème est le stockage du produit et le transport par des phases où ils sont dirigés à
exporter vers lEurope et certains pays dAsie et de la commercialisation intérieure, vous
avez peut de construire un modèle sous forme mathématique (Modélisation du problème
de scheduling sous forme mathématique basée sur la technique de programmation linéaire)
et le résoudre ; enn transféré les dattes par un coût plus baissé.
Lorsquil a été estimé la quantité requise par lexposition à Skikda, est de 200.000 tonnes.
Tab. 4.1  Tableau des coûts .
Grenier de Msila Grenierde Elaalma Exposition de Skikda
Grenier de ouargla 33600 34800 ...........
Grenier de Biskra 11220 14700 ............
Grenier de Msila ...... .... 10860
Grenier de Elaalma ............ .......... 19620
Tableau des coûts de transport mesuré en dinars par tonne.
46
Chapitre 4. Modèles de transport
Fig. 4.1 Plan de distribution dentrepôt
Tab. 4.2 Tableau des quantités
Grenier de Msila Grenier de Elaalma exposition de Skikda
Grenier de ouargla 195000 195000 ...........
Grenier de Biskra 500000 500000 ............
Grenier de Msila ...... .... 200000
Grenier de Elaalma ............ .......... 200000
4.4 Le modèle mathématique au problème du trans-
port
Dénition des variables Pour formuler le modèle mathématique les variables doivent
être dénies :
Xom = X1 indiquer le nombre de tonnes transmises dOuargla à Msila.
Xoe = X2 indiquer le nombre de tonnes transmises dOuargla à Elaalma.
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XBm = X3 indiquer le nombre de tonnes transmises de Biskra à Msila.
XBE = X4 indiquer le nombre de tonnes transmises de Biskra à Elaalma.
Xms = X5 indiquer le nombre de tonnes transmises de Msila à Skikda..
Xes = X6 indiquer le nombre de tonnes transmises dElaalma à Skikda.
minZ = 33600x1 + 34800x2 + 11220x3 + 14700x4 + 19620x5 + 10860x6
sc :
8>>>>>>>>>>>>>>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>:
X1 + x2 = 195000:00 : : : : : : : : : ::::::::::::::(1)
X4 + x3 = 500:000 : : : : : : : : : : : : :::::::::::::(2)
X1 + x3   x5  0 : : : : : : : : : : : : :::::::::::: : : : :(3)
X2 + x4   x6  0 : : : : : : : : : : : : ::::::::::::: : : : (4)
X5 + x6 = 200:000:00 : : : : : : : : : :::::::::::::(5)
X1  195:000 : : : : : : : : : : : : : : : : : : : : : : : : : : : :::::(6)
X2  200:000 : : : : : : : : : : : : : : : : : : : : : : : : : : : :::::(7)
X3  195:000 : : : : : : : : : : : : : : : : : : : : : : : : : : : :::::(8)
X4  500:000 : : : : : : : : : : : : : : : : : : : : : : : : : : : :::::(9)
X5  500:000 : : : : : : : : : : : : : : : : : : : : : : : : : : : :::(10)
X6  200:000 : : : : : : : : : : : : : : : : : : : : : : : : : : : :::(11)
On transforme le programme linéaire suivant sous forme standard.
minZ = 33600x1 + 34800x2 + 11220x3 + 14700x4 + 19620x5+10860 x6+0s1+0s2+0s3 +0s4+0s5+0s6
+0t1+0t2 +0t3
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sc : 8>>>>>>>>>>>>>>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>:
X1 + x3 + t1 = 195000:00 : : : : : : : : : :::(1)
X4 + x5 + t2 = 500:000 : : : : : : : : : : : : :::(2)
X1 + x4   x2 + s7 = 0 : : : : : : : : : : : : :: : : : (3)
X3 + x5   x6 + s8 = 0 : : : : : : : : : : : : :: : : : (4)
X2 + x6 + t3 = 200000:00 : : : : : : : : : ::::(5)
X1 + s1 = 195:000 : : : : : : : : : : : : : : : :::::(6)
X2 + s2 = 20:000 : : : : : : : : : : : : : : : :::::::(7)
X3 + s3 = 195:000 : : : : : : : : : : : : : : : : : : :::(8)
X4 + s4 = 500:000 : : : : : : : : : : : : : : : ::::::(9)
X5 + s5 = 500:000 : : : : : : : : : : : : : : : ::::::(10)
X6 + s6 = 20:000 : : : : : : : : : : : : : : : : : : :::::(11)
4.4.1 Les étapes du simplex.
4.5 Résolution du problème
Cette section démontrera, lutilisation du programme MATLAB pour résoudre le problème
et trouver le coût du transport optimal, la première étape et dorganiser la feuille de calcul
pour représenter le modèle, létape suivante consiste à utiliser la solution ; nous devons
identier les emplacements (cellules) de la fonction objective, variables de décision, la
nature de la fonction objective (minimisation ) (Utilisez la fonction " linprog "pour trouver
la solution) ; à chaque étape.
La commande (linprog) à partir de la boîte à outils doptimisation met en oeuvre, lalgo-
rithme du simplexe révisé, méthode du grand M, méthode des deux phases, la méthode du
point intérieur pour résoudre un problème de programmation linéaire sous forme standard,
maintenant nous somme prêts à résoudre le problème ; nous avons créé des vecteurs et des
matrices.
>>A=[1 -1 0 1 0 0 ;0 0 1 0 1 -1] ;
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Tab. 4.3 Premier tableau du simplex
C 0 0 0 0 0 0 0 0 0 0 0
V S1 S2 S3 S4 S5 S6 S7 S8 T1 T2 T3 Z=0
Q 195000. 200.000 195.000 500.000 500.000 200.000 00.00 00.00 195000 500.000 200.000 33600
33600 x1 1 0 0 0 0 0 1 0 1 0 0 34800
34800 x2 0 1 0 0 0 0 -1 0 0 0 1 11220
11220 x3 0 0 1 0 0 0 0 1 1 0 0 14700
14700 x4 0 0 0 1 0 0 1 0 0 1 0 10860
10860 x5 0 0 0 0 1 0 0 1 0 1 0 19620
19620 x6 0 0 0 0 0 1 0 -1 0 0 1 0
0 S1 1 0 0 0 0 0 0 0 0 0 0 0
0 S2 0 1 0 0 0 0 0 0 0 0 0 0
0 S3 0 0 1 0 0 0 0 0 0 0 0 0
0 S4 0 0 0 1 0 0 0 0 0 0 0 0
0 S5 0 0 0 0 1 0 0 0 0 0 0 0
0 S6 0 0 0 0 0 1 0 0 0 0 0 0
0 S7 0 0 0 0 0 0 1 0 0 0 0 0
0 S8 0 0 0 0 0 0 0 1 0 0 0 0
0 T1 0 0 0 0 0 0 0 0 1 0 0 0
0 T2 0 0 0 0 0 0 0 0 0 1 0 0
0 T3 0 0 0 0 0 0 0 0 0 0 1 0
f=[ 33600 34800 11220 14700 10860 19620 ] ;
b=[0 0 ] ;
l = [0 0 0 0 0 0] ;
Aeq = [1 0 1 0 0 0 ;0 0 0 1 1 0 ;0 1 0 0 0 1] ;
beq = [195000 500000 200000] ;
u=[195000 200000 195000 500000 500000 200000] ;
>> x = linprog(f ,A, b, Aeq, beq, l, u)
Sortie : Un ou plusieurs des résidus, écart de dualité ou erreur relative totale a augmenté
100 000 fois plus que sa valeur minimale jusquà présent :
le primal semble être infaisable (et le dual non borné).
(Le double résiduel.< TolFun=1.00e-008.)
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Z = 1.8017e+005 (DA).
Tab. 4.4  Tableau des quantités
grenier de Msila grenier dEl eualma Exposition de Skikda
grenier douargla 1.0e+005 *0.7208 1.0e+005 *0.8543 ...
grenier de Biskra 1.0e+005 *1.8397 1.0e+005 *3.1038 ...
grenier de Misila ... ... 1.0e+005 *1.8962
grenier dEl eualma ... ... 1.0e+005 *2.0951
- Tableau des quantités qui doivent être respectés pour le transfert entre le magasin et
lexposition.
Après lutilisation du logiciel sur la programmation linéaire et la résoulution de problème
du transport, nous obtenons la solution optimale de notre problème du transport ce qui
représente la meilleure valeur de coût pour la société nationale des dattes ,les résultats
présentés dans le tableau suivant :
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x1 = 1:0e+ 005  0:7208 x2 = 1:0e+ 005  0:8543
x3 = 1:0e+ 005  1:8397 x4 = 1:0e+ 005  3:1038
x5 = 1:0e+ 005  1:8962 x6 = 1:0e+ 005  2:095
Z = 1.8017e+005 (DA)
Methode
grand M
x1 = 1:0e+ 005  0:7208 x2 = 1:0e+ 005  0:8543
x3 = 1:0e+ 005  1:8397 x4 = 1:0e+ 005  3:1038
x5 = 1:0e+ 005  1:8962 x6 = 1:0e+ 005  2:095
Z = 1.8017e+005 (DA)
Methode
deux phase
x1 = 1:0e+ 005  0:7208 x2 = 1:0e+ 005  0:8543
x3 = 1:0e+ 005  1:8397 x4 = 1:0e+ 005  3:1038
x5 = 1:0e+ 005  1:8962 x6 = 1:0e+ 005  2:095
Z = 1.8017e+005 (DA)
Methode
S .revisee
x1 = 1:0e+ 005  0:7208 x2 = 1:0e+ 005  0:8543
x3 = 1:0e+ 005  1:8397 x4 = 1:0e+ 005  3:1038
x5 = 1:0e+ 005  1:8962 x6 = 1:0e+ 005  2:095
Z = 1.8017e+005 (DA)
4.6 Résolution du problème de transport par la pro-
grammation linéaire binaire
4.6.1 Introduction
Les institutions productives algériennes sont confrontées à de nombreux problèmes dans
la distribution de leurs produits dans cette partie nous allons étudier un vrai problème
( problèmes pour le bureau national de distribution des dattes en Algérie), nous avons
proposé une solution pour mettre n au problème mentionné ci-dessus, la solution consiste
à créer deux centres pour la collecte des dattes, deux entrepôts et un centre dexportation,
nous avons déjà réussi à trouver une solution en utilisant la programmation linéaire en
nombre entier, dans cette partie ; nous utiliserons la programmation linéaire binaire, dans
notre façon de décider, la méthode de solution jai utilisé la méthode du simplex et la
méthode du point intérieure. En n de compte, nous comparons les résultats et on utilisant
le programme matlab est pour mettre en uvre la technique proposée[16].
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4.7 Section théoricienne
Dénitions
Optimisation en nombres entiers
Un problème damélioration dentier est un problème damélioration où toutes les variables
doivent prendre uniquement des valeurs entières..
 Variables discrètes : nombre déléments à surveiller, nombre dactions à appliquer, etc.
 Combien de vélos seront installés sur le campus.
 Nombre de personnes qui seront nommées à latelier de construction.
 Variables binaires à deux faces oui ou non : (0/1), allumer/éteindre, etc.
 Utiliser la voiture ou pas.
 Construction du pont ou pas.
 Utilisez la climatisation ou non.
Mobilité :
 Variable binaire : Nous achetons une voiture ou non.
 Variable continue : le kilométrage que nous faisons.
Energie :
 variable binaire : installer une autre chaudière électricité/gaz.
 Variable continue : quantité de leau utilisée[41].




sous contraintes x  0
x 2 N
(4.1)
Problème doptimisation linéaire binaire
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sous contraintes x  0
x 2 f0; 1g
(4.2)
Méthodes intuitives immédiates :
 négliger certaines contraintes de lexhaustivité.
 Résoudre le problème linéaire.
 Si la solution est incomplète, proche de lentier le plus proche[41].
4.8 Section appliquée
Tab. 4.6 Tableau des coûts
centres Misila centres El eualma exposition Skikda
magasins de ouargla 33600 34800
magasins Biskra 11220 14700
magasins MisilaStore 19620
magasins El eualma 10860
Tableau représente les coûts de transport mesurés en dinars par tonne du magasin i au
magasin j.
Tab. 4.7  Tableau des quantités
centres Misila centresel Eualma exposition Skikda
magasins ouargla 195.000 195.000
magasins Biskra 500.000 500.000
magasins Misila 200.000
magasins El eualma 200.000
Tableau montre les quantités qui doivent être respectées pour le transfert entre le magasin
et lexposition.
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Fig. 4.2 Réseau de distribution
4.8.1 Le modèle mathématique du problème du transport
Dénition des variables





Skikda numéro de magasin 5.
nous obtenons sur le planicateur suivant :
Pour formuler un modèle mathématique les variables doivent être dénies comme suit :
la voie Ouargla msila xom=x1::
la voie Ouargla Eleualma xoe =x2
la voie Biskra msila xbm =x3:
la voie e Biskra Eleualma xbe =x4:
la voie msila Skikda xms =x5:
la voie Eleualma Skikda xes =x6:
la voie Ouargla Skikda xos = x7:
Problème de minimisation
Trouver la valeur minimale de la function objective Z.
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Minimisation Z = 33600x1+34800x2+11220x3+14700x4+19620x5+10860x6 +47100x7
Constraints
x1+ x2 = 1..........(1)
x3 + x4 = 1..........(2)
x5 + x7 = 1..........(3)
x5 + x6 = 1..........(4)
xi 2 f0; 1g ..........(5)
4.8.2 Résolution du problème
Après avoir résolu le problème, jai trouvé ;
Résultat
Tab. 4.8  Tableau des résultats
x1 = 0 x2 = 0 x3 = 1 x4 = 0
x5 = 0 x6 = 1 x7 = 1 fval =6.9180e+004
Le chemin préféré est :
xbm 7! xes ! xos
Comparaison Dans ce chapitre, nous avons utilisé la modélisation mathématique par
la programmation linéaire binaire (IPB), nous avons utilisé la méthode du simplex révisé
et la méthode du point intérieur, notre étude couvre toutes sortes de problèmes ce à
quoi nous sommes confrontés, nous avons découvert que la résolution du problème par la
méthode du simplex révisé est plus e¢ cace que la résolution des problèmes de transport
par la méthode du point intérieur, ainsi la méthode du simplex révisé, est généralement
la meilleure pour les problèmes à grande de taille.
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4.9 Conclusion
Nous trouvons la meilleure solution ; cela se reète dans le problème du transport qui
sest développé dans le problème de la programmation linéaire et dans lapplication des
méthodes de discussion dans cette section, qui a donné la même solution optimale que celle
montrée dans le tableau (4. 5), la méthode du simplex révisée est meilleure par rapport
au point intérieur parce que la méthode du Simplex révisée a nombre ditérations plus
baissées que les autres.
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Chapitre 5
Planication dun problème du
transport à cinq indices
5.1 Introduction
Ce chapitre propose une nouvelle formulation pour un modèle de planication globale des
opérations de transport routier des marchandises à cinq indicateurs (TP5I) ; Jai proposé
le cinquième indicateur pour la période, car les dattes sont des fruits trimestriels, ont
apporté une solution au problème du transfert des dattes. Le modèle proposé est formulé
de façon à représenter au niveau de la fonction objective les coûts de transport inter cité
et de manutention ainsi que les coûts de pénalité associés à un temps de service au-delà
de la norme exigée, à lutilisation ditinéraires peu ables et à une trop grande utilisation
de la capacité des remorques de transport intercité. La dénition de ces fonctions de coûts
de pénalité tient compte des phénomènes de le dattente se produisant au niveau des
opérations de manutention du fret dans les terminus. lobjectif est trouvé une solution pour
obtenir le coût de transport au problème de transport à cinquièmes indicateurs (PT5I :
o¤re et demande et type de marchandises et type de transport) ; comme on obtient le
meilleur planning de la distribution. Cest donc au niveau de la fonction objective que
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sétablissent les compromis visant à obtenir une solution o¤rant un service rapide et able
à un coût minimum. Le modèle est complété par un ensemble de contraintes visant à
satisfaire la demande. En terminant ce chapitre, on suggère une nouvelle approche pour
réduire les coûts[17] ;[66] ;[65] ;[67].
5.2 Dénition du problème
5.2.1 Cas détude du secteur commercial
Nous voulons savoir comment distribuer les dattes à un coût minimum, le modèle à deux
index, traite lo¤re et la demande ; dans cette étude, la contrainte des cinq indicateurs
imposée sur le type de marchandise et le type de transport (camions), repose sur deux
indicateurs traditionnels de lo¤re et de la demande et léquilibre entre eux, lobjectif est
de proposer lattribution de produits en commande an de vérier toutes les restrictions
les plus baisse possibles.
5.2.2 Formulation du problème
Variables de décision
Le problème décrit sous forme dun modèle de programmation linéaire (LP) avec les don-
nées dentrée suivantes :
 I nombre des centres.
 J nombre des magasins.
 L nombre des camions..
 K nombre de types des dattes.
 Z coût du transport.
Le problème décrit peut être formulé sous forme dun modèle de programmation linéaire
(LP) avec les données dentrée suivantes :
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 I numérote des centres.
 J nombre des magasins.
 L nombre des camions.
 i lindice du centre (i = 1 ; ... ; m),
 j lindice pour les magasins (j = 1 ; ... ; n),
 k lindice pour le type des dattes (k = 1 ; ... ; q),
 l lindice pour le type de camion (l = 1 ; ... ; p),
 t lindice pour la période (t = 1 ; ... ; r),
 xijkltla quantité des dattes de type k transféré du centre i au magasin j dans le camion








































xijklt = k ;k=1...q (5.4)
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xijklt = t ;t=1...r (5.6)
5.2.3 Modèle mathématique avec un coût minimum
I = 4, J = 3, K = 2, L = 2, T = 2.
i = 1 ; ... ; 4, j = 1 ; ... ; 3, k = 1 ; ... ; 2, l = 1 ; ... ; 2, t = 1 ... 2, les centres ouargla ;Biskra
Msila ; El aalma sont numérotés respectivement 1,2,3,4, respectivement.
Les magasins, Msila, El aalma, Skikda sont numérotés respectivement 1,2,3, respective-
ment.
Les camions (15t) ; (5,5t) ; sont numérotés respectivement1,2,
nombre de qualité des dates ; bonne et moyenne comme suit 1,2, respectivement
Tab. 5.1  Tableau des quantités transférées
. Msila Msila El ealma El ealma
Période Période 1 Période 2 Période 1 Période 2
Ouargla;Type
(Bonne qualite t1)






















(moyenne qualite t 2)

.... ...... ....... .......
ElealmaType
Bonne qualite t1)
(moyenne qualite t 2)

....... ...... ....... ......
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Tab. 5.2  Tableau des quantités
. Skikda Skikda
Période Période t1 Période t2
Ou argla ; Type

(Bonne qualite t1)



























Tableau indique les quantités transférées entre les magasins.
Tab. 5.3  Tableau des coûts
. Msila Msila El ealma El ealma
Période Période 1 Période 2 Période 1 Période 2











cou^t de camion N01(15:t)c1










cou^t de camion N01(15:t)c1
(cou^t de camion N02(5:5:t)c2)

.... ...... ....... .......
Elealma
cou^t de camion N01(15:t)c1
(cou^t de camion N02(5:5:t)c2)

....... ...... ....... ......
Tableaux des coûts de transport du magasin i au magasin j.
5.2.4 Dénition des variables
 xijklt la quantité des dattes de type k ; transféré du centre i au magasin j dans le camion
l la dans la période t par exemple.
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Tab. 5.4  Tableau représente le coût
. Skikda Skikda
Période Période t1 Période t2
Ou argla ;

cou^t de camion N01(15:t)c1





cou^t de camion N01(15:t)c1





cou^t de camion N01(15:t)c1








cou^t de camion N01(15:t)c1






 x12121 la quantité des dattes du type 1 ; transféré du centre i au magasin 2 dans le camion
2 dans la période 1.
 cijklt le coût de transport des dattes du type k, transféré du centre i au magasin j dans
le camion l dans la période t (coût par unité).









x11111+x11121 + x12111 + x12221 = 130.000 ;
x11112+x11122 + x12112 + x12122 =50.000
x21111+x21211+x22111+x22121 = 40.000 ;
x21112+x21212+x22112+x22122 = 100.000
x11111+x12111 = 30.000 ;x11112+x12112= 10.000
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x12111 + x12121 = 30.000 ; x12112 + x12122 = 10.000
x33111+x43111= 100.000 ; x33112+x43112 = 50.000
x21111+x21111 = 200.000 ; x21112+x21112 = 50.000
x21121+x21221 = 200.000 ; x2112+x21222 = 50.000
x11111 + x11121 + x21111 + x21121 - x33111 - x33121 = 260.000 ;
x11112 + x11122 + x21112 + x21122 - x33112 - x33122 = 40.000
x11121 + x21121 - x43121 = 130.000 ; x11122 + x21122 - x34122 = 10.000
x11111 + x21111 - x33111 = 130.000 ;x11112 + x21112 - x33112 = 10.000
x11211 + x21211 - x33211 = 260.000 ;x11212 + x21212 - x33212 = 95.000
x11221 + x21221 - x33221 = 260.000 ;x11222 + x21222 - x33222 = 95.000
x12111 + x22111 - x43111 = 130.000 ;x12112 + x22112 - x43112 = 10 :000
x12121 + x22121 - x43121 = 130.000 ;x12122 + x22122 - x43122= 10.000
x11211+ x11121 + x21211 + x21121- x33211 - x33221 = 205 :000
x12111 + x12121 + x22111 + x22121 - x43111 - x43121 = 130.000 ;
x12112 + x12122 + x22112 + x22122 - x43112 - x43122 = 10.000
x11111+x11211+x11211+x11221 = 130.000 ;x11112+x11212+x11212+x11222 =65.000
x11111 + x11121 = 30.000 ;x11112 + x11122 = 10.000
x11211 + x11221 = 100.000 ; x11212 + x11222= 55.000
x21111 + x21121 = 200.000 ; x21112 + x21122 =50.000
x21211 + x21221 = 200.000 ; x21212 + x21222 = 50.000
x21111+x21121+x21211+x21221 =400+x21112+x21122+x21212+x21222 = 100
x22211 + x22221 = 200.000 ; x22212 + x22222 = 50.000
x22111 + x22121 = 200.000 ; x22112 + x22122 = 50.000
x43111 + x43121 = 100.000 ; x43112 + x43122 = 50.000
x43211 + x43221 = 40.000 ; x43212 + x43222= 10.000
x33111 + x33121 = 100.000 ; x33112 + x33122 = 50.000
x33211 + x33221 = 40.000 ; x33212 + x33222 = 10.000
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x33111 +x33121 +x33211 +x33221+x43111 +x43121 +x43211 +x43221 = 140.000
x33112 +x33122 +x33212 +x33222 +x43112 +x43122 +x43212 +x43222 = 60.000
Contraintes daméliorer les services
x11111 + x11211 + x21111 + x21211 530.000/4
x11112 + x11212 + x21112 + x21212 165.000/4
x12111+ x11211 + x22111+ x22211 530.000/4
x12112+ x11212 + x22112 + x22212 165.000/4
x33111 + x33211 + x43111 + x43211 140.000/4
x33112 + x33212 + x43112 + x43212  60.000/4
0 x11111 300.000 ; 0 x11112 10 :000
0 x11211  100 :000 ; 0 x11212  55 :000
0 x11121  30 :000 ; 0 x11122 10 :000
0 x11221 100000 ;0 x11222 55 :000
0 x21111 200000 ;0 x21112 50 :000
0 x21211 200.000 ;0 x21212 50 :000
0 x21121 200 :000 ; 0 x21122 5 :000
0 x21221 200 :000 ; 0 x21222 50 :000
0 x12111 30 :000 ;0 x12112  10 :000
0 x12211 100 :000 ; 0 x12212 55.000
0 x12121 300.000 ; 0 x12122 10.000
0 x12221 100.000 ; 0 x12222  55.000
0 x22111 200.000 ; 0 x22112 50.000
0 x22211 200 :000 ; 0 x22212 50.000
0 x22121 200 :000 ; 0 x2212 50.000
0 x22221 200 :000 ; 0 x22221 50 :000
0 x33111 100 :000 ; 0 x33112 50.000
0 x33121 100 :000 ; 0 x33122  50.00
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0 x33221  40 :000 ; 0 x33222  10.000
0 x33211 40 :000 ; 0 x33212 10.000
0 x43111 40 :000 ; 0 x43112 10.000
0 x43211  40 :000 ;0 x43212  10.000
0 x43121  100 :000 ; 0 x43122 50.000
0 x43221  40 :000 ; 0 x43222  10.000
5.2.5 Méthode de résolution
La première phase
Nous choisissons le type de camion en remplissant la condition suivante :
8>>>>>>><>>>>>>>:









xijklt  3bj=(4  15)
l = 2 si non
La deuxième phase
pour résoudre le problème on utilisant le programme MATLAB; la première étape consiste
à organiser la feuille de calcul pour représenter le modèle ; la prochaine étape consiste à
utiliser le solveur pour trouver la solution ; dans le solveur, nous devons identier les
emplacements (cellules) de la fonction objective, les variables de décision, la nature de la
fonction objective ( minimiser) et les contraintes ; nous appliquons toutes les étapes de la
méthode du simplex pour trouver la meilleure solution.



























































Nous avons présenté une solution aux problèmes de transfert des dattes au coût le plus
bas (PT5I). Sans traitement précoce de langle mathématique appliqué, nous proposons
un modèle pour améliorer les di¢ cultés de transport de marchandises, qui protera ainsi
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à lentreprise et au client, à la suite de cette expansion, ce modèle proposé comprendra un
cinquième indicateur pour "la période" , parce que le processus de distribution des biens
est lié au terme de la demande et de la production. Le modèle mathématique sera e¢ cace
et rentable pour lentreprise. [17].
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Conclusion
Nous nous sommes intéressés dans cette thèse à la modélisation des problèmes doptimi-
sation (problèmes de transport des marchandises) et aux méthodes de résolution.
Le but principal est de concevoir des modèles et de proposer leur solution. Nous avons
recherché un bon planning pour distribuer les marchandises au coût le plus bas. An de
réaliser notre but, nous avons articulé nos recherches en deux phases :
 dans la première phase, nous nous sommes concentrés sur la modélisation des pro-
blèmes liés aux dernières technologies en matière doptimisation et sur les méthodes de
résolution suggérées précédemment. Nous avons essayé de rassembler les bases de lamé-
lioration, de comprendre le rôle de la théorie de la complexité, ce qui permet dévaluer
la complexité du problème. Nous avons ensuite essayé daborder quelques problèmes
doptimisation académiques, di¢ ciles à résoudre : leurs principes, leurs formulations,
leurs variantes et leurs applications.
 dans la seconde phase, nous avons renforcement la recherche sur les méthodes de résolu-
tion existante : leur origine, leurs principes, leurs étapes, leurs avantages, leurs lacunes
et leurs applications. Cette étude nous a permis dacquérir des informations et des
connaissances dans notre domaine de recherche qui nous a orientés vers plusieurs axes
dinvestigation. Et nous a permis davoir plusieurs idées que nous avons essayé de réaliser
au cours de ces six années de thèse..............
Cette période achevée nous a enrichi de plusieurs expériences à travers lesquelles nous
avons pu réaliser quelques idées, mais la recherche na plus de limites tant quexiste la
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volonté doptimiser et de découvrir.
Ainsi, nos perspectives sont résumées dans ce qui suit :
 appliquer les modèles proposés sur dautres problèmes doptimisation de di¤érents types.
 Appliquer lalgorithme proposé sur le problème commercial.
 Appliquer les notions de base pour faire la modélisation de quelque problème réel.
 Concevoir et développer une plateforme de résolution de problèmes doptimisation de
di¤érentes complexités dans lesquelles nous intégrons nos méthodes et dautres mé-
thodes existant pour fournir un moyen pédagogique permettant de faciliter la mise en
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Annexe : Abréviations et Notations
Les di¤érentes abréviations et notations utilisées tout au long de ce mémoire sont expli-
quées ci-dessous.
PL programmation linéaire
NP Non-deterministic Polynomial time
IPB programmation linéaire binaire
PLE programmation linéaire en nombre entier
TP5I problème de transport à 5 indices
TP5IFC problème de transport à 5 indice à cout xe
PLVB problèmes linéaires à variables bornés
TRM transport routier de marchandises
LPP Programmation linéaire :première et deuxième phase
MILP problèmes de programmation linéaire mixte
PSB Problème associé Sans Bornes
B&C Branch and Cut
B&C&P Branch and Cut and Price
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