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Abstract
Over the past decade, sparsity has become one of the most prevalent themes in signal
processing and Big-Data applications. In general, sparsity describes the phenomenon
where high-dimensional data can be explained by only a few variables, values, or coeffi-
cients. The presence of sparsity often enables efficient algorithms for extracting relevant
information from the data. This effort focuses on the theoretical treatment of special-
ized sensing and inference techniques that exploit sparsity and other forms of structured
low-dimensional representations.
The first part of this work focuses on noisy matrix estimation and completion prob-
lems. We consider the problem of estimating matrices that adhere to a “sparse-factor
model” decomposition – matrices that may be accurately described by a product of two
matrices, one of which is sparse – from noisy observations, where the noise is modeled
as random and may arise from any of a number of various likelihood models (e.g., Gaus-
sian, Poisson, Laplace, and even one-bit models). Sparse-factor models can be used
to describe collections of vectors that reside in a union of linear subspaces, and can
be viewed as a powerful generalization the widely-used principal component analysis
technique, which assumes data reside on or near a single subspace. We establish es-
timation error guarantees for sparse-factor matrix estimation problems (where a noisy
observation of each matrix entry is observed) and matrix completion problems (where
only a subset of elements is observed, each corrupted by noise), and describe an efficient
algorithm for performing inference in problems of this form.
In the second part of this work, we examine and quantify the benefits of “adaptive
sensing” techniques, which employ data-dependent feedback in the data acquisition
process, in the context of a structured sparse inference task. This work is motivated by
a desire to formally exploit the structural characteristics and dependencies present in the
wavelet representations of many natural images. We devise an efficient and provably-
optimal (in a minimax sense) adaptive acquisition method for estimating the locations of
the significant wavelet coefficients from noisy observations. Our results demonstrate the
significant improvements that can be obtained when leveraging the inherent structural
dependencies in the sparse representation of the signal to be acquired and incorporating
iv
feedback in the measurement process, relative to the best possible methods that utilize
either structural information or adaptivity alone. Overall, our results provide essential
new insights into the virtues of adaptive data acquisition in sparse inference tasks.
v
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Chapter 1
Introduction
Over the past decade, sparsity has become one of the most prevalent themes in signal
processing and Big-Data applications. In general sparsity describes the phenomenon
where high-dimensional data can be explained by only a few variables or values. The
notion of sparsity enforces a small number of degrees of freedom in the otherwise high-
dimensional data – potentially leading to efficient algorithms to extract relevant infor-
mation without wasting expensive and often-scare resources.
Geometrically, sparsity forces a high-dimensional signal (or vector) to lie in a low-
dimensional subspace of the high-dimensional space. To be precise, let a n-dimensional
signal be k-sparse (i.e., only k out of its n entries are nonzero) in the canonical (i.e.,
identity) basis. The canonical basis vectors corresponding to the nonzero entries of
the signal defines the basis for the k-dimensional subspace in which this n-dimensional
signal resides. It is then clear that a k-sparse n-dimensional signal can belong to any
one of the
(
n
k
)
k-dimensional linear subspaces of Rn. Any recovery procedure will have
to allocate some resources for each of these subspaces. A small k (i.e., more sparsity)
then would reduce the candidate number of subspaces, thus enabling us to recover the
relevant information either by using less resources or more efficiently by allocating the
available resources only to a small number of subspaces.
Structured sparsity refers to sparse representations that are drawn from a restricted
union of subspaces where only a subset of
(
n
k
)
subspaces are allowable. The advantages
are clear – if we can exploit the structure information then we can use the available
resources more judiciously and no allocation of resources would be required for the
1
2subspaces which are not allowed. Several procedures have been developed which takes
the advantage of the underlying sparsity structure and provides accurate recovery with
either less resources or efficient algorithms or both [128–130].
Active research areas like image processing, machine learning, speech processing,
compressive sensing (CS), radar signal processing, genomics, network sciences, nuclear
medicine, medical imagining and wireless communications, have all received a revived
interest due to advances in sparsity guided state-of-the-art algorithms and applications.
The focus has been on the theoretical treatment of techniques that exploit sparsity (or
structured sparsity) in problems involving high-dimensional data, along with practical
data acquisition methods – be it non-adaptive sampling like in CS or adaptive sampling
(sampling with feedback) like in many recent works on adaptive CS [1–4]. This work
makes a leap forward by studying implications of different kinds of structure (and spar-
sity) assumptions that can be imposed on the data along with their intimate interplay
with corresponding adaptive sampling and recovery methods.
The first part of this work focuses on noisy matrix estimation and completion prob-
lems. We consider the problem of estimating matrices that adhere to a “sparse-factor
model” decomposition – matrices that may be accurately described by a product of two
matrices, one of which is sparse – from noisy observations, where the noise is modeled
as random and may arise from any of a number of various likelihood models (e.g., Gaus-
sian, Poisson, Laplace, and even one-bit models). Sparse-factor models can be used
to describe collections of vectors that reside in a union of linear subspaces, and can
be viewed as a powerful generalization the widely-used principal component analysis
technique, which assumes data reside on or near a single subspace. We establish es-
timation error guarantees for sparse-factor matrix estimation problems (where a noisy
observation of each matrix entry is observed) and matrix completion problems (where
only a subset of elements is observed, each corrupted by noise), and describe an efficient
algorithm for performing inference in problems of this form.
Specifically, in Chapter-2, we provide guarantees for the denoising problem where
we get Poisson distributed samples of all the entries of the matrix. We formulate sparse
and structured dictionary-based Poisson denoising problem as a constrained maximum
likelihood estimation problem, and establish performance bounds for their mean-square
3estimation error using the framework of complexity penalized maximum likelihood anal-
yses. Our results [5] provides theoretical foundations to existing dictionary learning
based experimental Poisson denoising procedures.
A follow-on effort, extends this problem to the case of missing-data where we only
get to observe a subset of entries of the matrix of interest. We extend our Poisson
denoising analyses to missing data case and provide performance bounds for a variety
of noise models. This work appears as Chapter-3.
The second part of this thesis studies the problem of support recovery (locations
of the nonzero elements) of tree-sparse signals from noisy linear measurements. We
propose a simple structured-adaptive support recovery procedure and provide sufficient
condition on the signal amplitude in order to recover the exact support of a tree-sparse
signal with high probability. We further establish fundamental performance limits for
the task of support recovery of tree-sparse signals from noisy measurements, in settings
where measurements may be obtained either non-adaptively (using a randomized Gaus-
sian measurement strategy motivated by initial CS investigations) or by any adaptive
sensing strategy. Our main results imply that the proposed adaptive tree sensing pro-
cedure is nearly optimal, in the sense that no other sensing and estimation strategy can
perform fundamentally better for identifying the support of tree-sparse signals. This
work establishes that the combination of structure and adaptivity is a powerful one and
for some structures (like tree) both the necessary and sufficient conditions are indepen-
dent of ambient dimension and only depends on the sparsity level. This work appears
as Chapter-4.
In Chapter-5, several future directions are discussed along with some concluding
remarks.
4Advances in Structured Matrix Recovery
This part contains two contributions to the matrix recovery problem. Our specific focus
is on settings where the matrix to be estimated is well-approximated by a product
of two (a priori unknown) matrices, one of which is sparse. Such structural models
– referred to here as “sparse factor models” – have been widely used, for example,
in subspace clustering applications, as well as in contemporary sparse modeling and
dictionary learning tasks.
Chapter-2 is a reprint of our IEEE International Symposium on Information Theory
paper [5]. This work provides a theoretical foundation for the experimentally stud-
ied Poisson denoising tasks using dictionary learning approach [6, 7], where underlying
structural assumption on data is of a sparse factor model. Specifically, we formu-
late sparse and structured dictionary-based Poisson denoising methods as constrained
maximum likelihood estimation strategies, and establish performance bounds for their
mean-square estimation error using the framework of complexity penalized maximum
likelihood analysis.
Chapter-3 examines a general class of noisy matrix completion tasks where the goal is
to estimate a matrix with sparse factor model from observations obtained at a subset of
its entries, each of which is subject to random noise or corruption. Our main theoretical
contributions are estimation error bounds for sparsity-regularized maximum likelihood
estimators for problems of this form, which are applicable to a number of different
observation noise or corruption models. This work has been submitted to the IEEE
Transactions on Information Theory, and is currently under review [8].
Chapter 2
Estimation Error Guarantees for
Poisson Denoising with Sparse
and Structured Dictionary
Models
Poisson processes are commonly used models for describing discrete arrival phenomena
arising, for example, in photon-limited scenarios in low-light and infrared imaging, as-
tronomy, and nuclear medicine applications. In this context, several recent efforts have
evaluated Poisson denoising methods that utilize contemporary sparse modeling and
dictionary learning techniques designed to exploit and leverage (local) shared structure
in the images being estimated. This work establishes a theoretical foundation for such
procedures. Specifically, we formulate sparse and structured dictionary-based Poisson
denoising methods as constrained maximum likelihood estimation strategies, and estab-
lish performance bounds for their mean-square estimation error using the framework of
complexity penalized maximum likelihood analyses.1
1 The material in Chapter-2 is c©2014 IEEE. Reprinted, with permission, from IEEE International
Symposium on Information Theory, “Estimation Error Guarantees for Poisson Denoising with Sparse
and Structured Dictionary Models,” A. Soni and J. Haupt.
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62.1 Introduction
Across a broad range of engineering application domains, Poisson processes have been
utilized to describe discrete event or arrival phenomena. For example, in a host of
imaging applications (including infrared and thermal imaging, night vision, astronomical
imaging, and nuclear medicine, to name a few) the random arrival of photons at each
detector in an array may be modeled using Poisson-distributed random variables, with
unknown rates or intensities. A fundamental problem in these applications is that
of estimating the unknown rates associated with each of the sources, a task typically
referred to as Poisson denoising.
We consider here a denoising task along these lines. Suppose that we are equipped
with a collection of detectors, and that the arrival of photons at each individual detector
may be accurately described by a Poisson process with some unknown (non-negative)
rate. At each detector we acquire a single integer-valued observation, corresponding
to the number of photons arriving at the detector over some fixed (but not necessarily
specified) time interval that we assume to be the same across all detectors. It follows
that the observation at each detector is a Poisson-distributed random variable whose
parameter is the product of the underlying rate parameter of the process and the length
of the time interval (see, e.g., [9]). We assume the Poisson processes giving rise to the
observations at each detector are mutually independent.
Suppose that there are a total of d detectors. For each ` ∈ [d] where [d] is short-
hand for the set {1, 2, . . . , d}, we denote the Poisson-distributed observation at the
`-th detector as y` and denote by x
∗
` its unknown parameter. Letting Poi(y`|x∗` ) =
(x∗` )
y` exp(−x∗` )/(y`)! denote the univariate Poisson probability mass function (pmf)
defined on nonnegative integers y` ∈ N0, we may write the joint pmf of the d observa-
tions, defined on Nd0, as
p({y`}`∈[d]|{x∗`}`∈[d]) =
∏
`∈[d]
Poi(y`|x∗` ), (2.1)
where the product form on the right-hand side follows from our independence assump-
tion on the individual Poisson processes.
72.1.1 Exploiting Data Structure in Poisson Denoising Tasks
In the absence of any structural dependencies among the collection of rates {x∗`}`∈[d],
the Poisson denoising task is somewhat trivial – in this case, classical estimation theo-
retic analyses establish that each observation is itself the minimum variance unbiased
estimator of its underlying parameter (see, e.g., [10]). More interesting approaches to
the denoising task, then, seek to exploit some form of underlying structure among the
individual rates. Efforts along these lines include [11,12], which proposed and analyzed
estimation strategies applicable in scenarios where the collection of rates (appropriately
arranged) admits a simple representation in terms of a wavelet representation, and [13],
which also examined multiresolution representations of the collection of rates. Along
similar lines, the work [14] analyzed estimation procedures tailored to signals that are
sparse (or nearly so) in any orthonormal basis, within the context of a compressed
sensing approach to the Poisson denoising problem.
A number of related efforts have examined Poisson denoising tasks using data repre-
sentations or bases that are learned from the data themselves, in contrast to the efforts
described above that utilize fixed bases or representations. Such “data-driven” esti-
mation strategies include Poisson-specific extensions of classical methods like principal
component analysis and other matrix factorization methods [15,16], as well as applica-
tion of contemporary ideas from sparse dictionary learning [17–19] to Poisson-structured
data [20]. We note, in particular, the recent works [7] and [6], which describe estimation
tasks employing models that may be described as sparse or structured dictionary-based
models; our effort here is motivated by a desire to provide theoretical justification for
these dictionary-based techniques.
2.1.2 Our Approach
The sparse and structured dictionary-based models upon which our analyses are based
describe underlying data structure in terms of matrix factorization models. To that end,
we will find it useful here to formulate our model so that the collection of d observations
are interpreted as elements of an m × n matrix (with d = mn) denoted by Y, and
having elements Yi,j , where for i ∈ [m] and j ∈ [n], Yi,j is a Poisson random variable
with rate X∗i,j . Letting X
∗ be the m×n matrix with entries X∗i,j , we overload (slightly)
8the notation in (2.1), and write the joint pmf of the observations in this case as
p(Y|X∗) =
∏
i∈[m],j∈[n]
Poi(Yi,j |X∗i,j) , Poi(Y|X∗). (2.2)
Our interest here is primarily on settings where the matrix X∗ admits a dictionary-
based factorization, so that X∗ = D∗A∗, where D∗ ∈ Rm×p and A∗ ∈ Rp×n. Since
such factorization models are themselves fairly general, we restrict our attention here
to two specific settings – the first being when the matrix A∗ is sparse so that only
a small fraction of its elements are nonzero (along the lines of models employed in
dictionary learning efforts), and the second when p, the number of columns of D∗
and rows of A∗, is small relative to m and n (in which case X∗ admits a low-rank
decomposition). That said, the analytical approach we develop here is fairly general,
and thus may readily be extended to other factorization models (e.g., non-negative
matrix factorization, structured dictionary models, etc.).
The estimation approaches we analyze here amount to constrained maximum likeli-
hood estimation procedures. Abstractly, we consider a set X of candidate estimates X
for X∗, each of which admits a factorization of the form X = DA. The elements of the
factors D and A may themselves be constrained to enforce the type of structure that
we assume present in X∗. Formally, we construct sets CD and CA and a set
X ,
{
X = DA : D ∈ CD, A ∈ CA, max
i,j
|Xi,j | ≤ Xmax
}
where 0 < Xmax <∞ is a constant that describes the maximum rate of the underlying
processes (and whose specific role will become evident in our analysis), and we consider
estimates X̂ of X∗ constructed according to
X̂ = arg min
X∈X
− log p(Y|X) + λ pen(X), (2.3)
where pen(X) is a non-negative penalty that quantifies the inherent “complexity” of
each estimate X ∈ X , and λ > 0 is a user-specified regularization parameter. For both
the low-rank and the sparse dictionary based models we consider here, we describe the
construction of suitable sets CD and CA, cast each corresponding estimation procedure
in terms of an optimization of the form (2.3) (with appropriately constructed penalties),
and derive mean-square estimation error rates using analysis techniques motivated by
those employed in [13,14,21–26].
92.1.3 Related Efforts in Poisson Restoration
While our focus here is on Poisson denoising, we briefly note several related efforts
that examine restoration and deblurring methods for Poisson-distributed data [27–31].
These works employ regularized maximum likelihood estimation strategies similar in
form to those we analyze in this effort. More recently, [32] proposed a dictionary-based
approach to the Poisson deblurring task.
2.1.4 Organization and Notation
The remainder of this paper is organized as follows. We present our main theoretical
results, stated in terms of the estimation procedures proposed in [6, 7], in Section 2.2,
and provide proofs in Section 2.3. In Section 2.4 we briefly discuss how our analytical
approach overcomes somewhat limiting minimum rate assumptions inherent in several
prior works that use penalized maximum likelihood methods for Poisson denoising. In
Section 2.5, we conclude with a discussion of potential extensions of our analysis.
A brief note on notation employed in the sequel – for a matrix A, we denote its
number of nonzero elements by ‖A‖0, the sum of absolute values of its elements by
‖A‖1, and its dimension (the product of its row and column dimensions) by dim(A).
For an integer m ∈ N, the notation 1m denotes an all-ones length m column vector.
2.2 Main Results
As noted above, our analyses here are motivated by recent efforts ( [6,7]) that examine
Poisson denoising tasks arising in imaging problems and provide empirical evaluations
of procedures that exploit local shared structure in the rates being estimated. These
prior works each utilize “patch-level” structural models for the underlying image, in
which the shared structure arises in terms of factorizations of matrices comprised of
vectorized versions of small image patches.
The first procedure proposed in [7] is a non-local variant of a principal component
analysis (PCA) method. That approach uses an initial clustering step designed to iden-
tify collections of similar patches, then obtains estimates of the underlying rate functions
of the image by performing low-rank factorizations of patch-level matrix representations
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of each data cluster. In terms of our model here, the approximation step inherent to
this approach may be described by assuming the true matrix of rates X∗ ∈ Rm×n giving
rise to independent Poisson-distributed observations Y in each data cluster admits a
decomposition of the form X∗ = D∗A∗, where D∗ ∈ Rm×p and A∗ ∈ Rp×n for some
p ≤ min(m,n).
Both [7] and [6] also examine sparse dictionary-based denoising methods along the
lines of recent efforts in the dictionary learning literature (see, e.g. [19]), which seek to
model the image patches as sparse linear combinations of columns of a learned dictionary
matrix. Here, this model assumes that the true rate matrix X∗ admits a decomposition
of the form D∗A∗ where A∗ is sparse (e.g., having fewer than some kmax non zeros per
column). Sparse dictionary-based models may be interpreted as a natural extension of
low-rank models; the latter essentially fits the data to a single low-dimensional linear
subspace, while the former utilizes a union of linear subspaces.
Our main results establish mean square error guarantees for estimates for these tasks
that are obtained via penalized maximum likelihood estimation strategies. In order to
state our results, we need to first construct a set X of candidate reconstructions, with
appropriate penalties. To that end, we fix parameters Amax > 0, and Xmax > 0, and
λ′ > 1, let q be a positive integer satisfying
q ≥ max
{
4, 3 + log
(
18Amax
λ′ log(2)
)
, 1 + log
(
36Amax
Xmax
)}
, (2.4)
and let L be the smallest integer exceeding (max(m,n))q. Now, for any positive integer
p ≤ min(m,n) we let X be the set of candidate reconstructions of the form X = DA
satisfying maxi,j |Xi,j | ≤ Xmax, where D ∈ D are in Rm×(p+1) and A ∈ A are in
R(p+1)×n, so that each entry of D takes values on one of L uniformly-spaced quantization
levels in the range [−1, 1] and each element of A takes on one of L possible uniformly
spaced quantization levels in the range [−Amax, Amax].
Our first result, stated here as a theorem, pertains to sparse dictionary-based models.
Theorem 2.2.1. Let the true rate matrix X∗ be m×n, where max(m,n) ≥ 3. Suppose
X∗ satisfies the constraint maxi,j X∗i,j < Xmax/2, and admits a dictionary-based decom-
position of the form D∗A∗, where the dictionary D∗ is m × p for p < n with entries
bounded in magnitude by 1, and the coefficient matrix A∗ is p × n whose elements are
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bounded in magnitude by Amax. Let observations Y of X
∗ be acquired according to the
model (2.2).
Form the set X as above, and let pen(X) = [q·dim(D)+(q+2)·‖A‖0]·log(max(m,n)).
The estimate X̂ = X̂(Y) = D̂Â formed using the solution of the penalized maximum
likelihood problem
{D̂, Â} = arg min
D∈CD,A∈CA:DA∈X
− log p(Y|DA) + λ‖A‖0, (2.5)
with λ = λ′·(q+2)·log(max(m,n)) log(2) (and where λ′ is as specified in the construction
of X ) satisfies
E
[
‖X∗ − X̂‖2F
]
mn
 λ′Xmax
(
m(p+ 1)
mn
+
‖A∗‖0 + n
mn
)
log(max(m,n)).
Here, the expectation is with respect to the distribution of Y parameterized by the true
rate matrix X∗, and the notation  suppresses leading (finite, positive) constants.
The salient take-away point here is that the average per-element estimation error
is upper bounded by a term that decays essentially in proportion to the number of
“degrees of freedom” in the model divided by the number of observations. In other
words, our result here establishes that the estimation error exhibits characteristics of
the well-known parametric rate.
The result of Thm. 2.2.1 also provides guidance on when dictionary-based estimation
procedures are viable. Consider, for example, a setting where the true matrix A∗ in
the dictionary-based decomposition of X∗ has some kmax nonzero elements per column.
Here, Theorem 2.2.1 establishes that the mean-square estimation error for estimating
X∗ decays in proportion to (p + 1)/n + (kmax + 1)/m, ignoring leading constants and
logarithmic factors. This result implies natural conditions on the estimation task –
that accurate estimation is possible when the number of columns of X∗ exceeds (by
a multiplicative constant times a factor logarithmic in the dimension) the number of
true dictionary elements p, and the number of rows of X∗ exceeds (by a multiplicative
constant times a factor logarithmic in the dimension) the number of non zeros in the
sparse representation of each column. This latter condition is reminiscent of conditions
arising in compressive sensing (see, e.g., [26, 33,34]).
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We obtain an analogous result for the case where the true rate matrix X∗ admits a
low-rank decomposition. We state the result here as a corollary of Theorem 2.2.1.
Corollary 2.2.1. Suppose that max(m,n) ≥ 3, and that the true rate matrix X∗ ∈
Rm×n admits a low-rank decomposition, so that it may be written as X∗ = D∗A∗, where
D∗ is m × p and A∗ is p × n with p ≤ min(m,n), and such that X∗i,j ≤ Xmax/2, ∀i, j.
Let observations Y be acquired via the model (2.2). Form the set X as above, and let
pen(X) = [q · dim(D) + (q + 2) · dim(A)] · log(max(m,n)).
The estimate X̂ = X̂(Y) = D̂Â formed using the solution of the following penalized
maximum likelihood problem
{D̂, Â} = arg min
D∈CD,A∈CA:DA∈X
− log p(Y|DA), (2.6)
satisfies
E
[
‖X∗ − X̂‖2F
]
mn
 λ′Xmax
(
(p+ 1)(m+ n)
mn
)
log(max(m,n)),
where as above the expectation is with respect to the distribution of Y parameterized by
the true rate matrix X∗, and the notation  suppresses leading (finite) constants.
Note that in this case the penalty pen(X) is actually the same for all X ∈ X , as it
depends only on the dimensions of the two factors, which are the same for all candidates
by construction of X . Thus, the estimation approach here reduces to just a maximum
likelihood estimation over constrained sets. As above, the estimation error rate exhibits
characteristics of the parametric rate, as the low-rank model here has O(p(m + n))
degrees of freedom.
2.3 Proofs of Main Results
We write pXi,j (·) as shorthand for the scalar Poisson pmf with rate Xi,j , and we denote
the multivariate Poisson pmf p(·|X) defined in (2.2) (parameterized by the collection of
rates {Xi,j}i,j) by pX(·).
Central to our analysis will be the aforementioned countable sets X of candidate
reconstructions of the unknown (non-negative) rate matrix X∗. We consider sets X con-
structed as above, and assign to each X ∈ X a non-negative “penalty” quantity denoted
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by pen(X) (which here will quantify the “complexity” of the corresponding estimate), so
that the collection of penalties satisfies the summability condition
∑
X∈X 2
−pen(X) ≤ 1.
Note that this condition is just the Kraft-McMillan inequality; in constructing penalties
for elements of X we will employ the well-known fact that the Kraft-McMillan inequal-
ity is satisfied provided we may construct a uniquely decodable code for the elements
X ∈ X ; see [35]. With this, we begin by establishing a fundamental result, from which
our results follow.
Lemma 2.3.1. Suppose that the elements of the unknown non-negative rate matrix X∗
are bounded in amplitude, so that for some fixed Xmax > 0, we have 0 ≤ X∗i,j ≤ Xmax/2
for all i ∈ [m] and j ∈ [n]. Let X be a countable set of candidate solutions X satisfying
the uniform bound maxi∈[m],j∈[n]|Xi,j | ≤ Xmax, with associated non-negative penalties
{pen(X)}X∈X satisfying the Kraft-McMillan inequality as stated above. Collect a total
of mn independent Poisson measurements Y = {Yi,j}i∈[m],j∈[n], parameterized by X∗,
according to the model (2.2). If there exists X+ ∈ X such that X+i,j −X∗i,j ≥ 0 for all
i ∈ [m] and j ∈ [n], then for any choice of λ′ > 1, the complexity penalized maximum
likelihood estimate
X̂ = arg min
X∈X
{− log p (Y|X) + λ′ log(2) · pen(X)}, (2.7)
satisfies,
E
[
‖X∗ − X̂‖2F
]
mn
≤ 4Xmax
mn
[‖X∗ −X+‖1 + λ′ log(2) · pen(X+)] , (2.8)
where the expectation is taken with respect to the distribution of Y ∼ pX∗.
Proof. Our proof utilizes a straight-forward extension of a result stated and utilized
in [13,14] (based on the essential ideas of [24,36]), which we provide here without proof:
for any λ′ > 1 the complexity regularized maximum likelihood solution X̂ of the form
(2.7), obtained by optimizing over any countable set X of candidates having penalties
{pen(X)}X∈X satisfying the Kraft-McMillan inequality, satisfies
−2E log A(pX∗ , pX̂) ≤ minX∈X
[
K(pX∗ , pX) + λ
′ log(2) · pen(X)] , (2.9)
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where the expectation is with respect to the distribution of Y ∼ pX∗ . Here,
K(pX∗ , pX) ,
∑
Y∈Nm×n0
log
(
p(Y|X∗)
p(Y|X)
)
p(Y|X∗)
denotes the Kullback-Leibler divergence (or KL divergence)2 of pX from pX∗ , and the
quantity
A(pX∗ , pX̂) ,
∑
Y∈Nm×n0
√
p(Y|X∗) · p(Y|X̂)
is the Hellinger Affinity between pX∗ and pX̂. Now, since the upper bound in (2.9)
holds for X ∈ X which achieves the minimum, it holds for all X ∈ X . Considering,
specifically, the estimator X+ ∈ X , we have
−2E log A(pX∗ , pX̂) ≤ K(pX∗ , pX+) + λ′ log(2) · pen(X+). (2.10)
Specializing to the Poisson case, we use the results of Lemmas 2.3.2 and 2.3.3 (in
Section 2.3.3) to obtain, respectively, a lower bound for the left-hand side and an upper
bound for the right-hand side of (2.10). The result follows.
Our main results of Section 2.2 follow from specializing this result to each of the two
structural models. We establish first a proof of the sparse dictionary-based inference
estimation procedure; the analogous result for estimation in low-rank models follows as
a simple corollary.
2.3.1 Proof of Theorem 2.2.1
The proof of our first main result follows directly from Lemma 2.3.1 above. First, note
that each candidate estimate X = DA ∈ X may be described via a code, in which
each element of D is encoded using log(L) = q log(max(m,n)) bits and each nonzero
element of A is encoded using log(dim(A)) bits to denote its location, and log(L) bits
for its amplitude. Thus, a total of q · dim(D) · log(max(m,n)) bits suffice to encode
D, and since log(dim(A)) < log(max(m,n)2), matrices A having ‖A‖0 nonzero entries
2 Note that the KL divergence is only well-defined here for non-negative X, when the corresponding
Poisson pmf p(Y|X) is well-defined. We make no specific constraint here that each X ∈ X be non-
negative, but without loss of generality we may take K(pX∗ , pX) to be infinite also when X has any
non-negative entries. Further, note the KL divergence is infinite here if for any i, j, Xi,j = 0 but X
∗
i,j 6= 0
(i.e., when the distribution pX∗ is not absolutely continuous with respect to pX).
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can be described using no more than ‖A‖0 · (q + 2) · log(max(m,n)) bits. Overall,
this implies we may choose pen(X) = q · dim(D) · log(max(m,n)) + ‖A‖0 · (q + 2) ·
log(max(m,n)). Note that while constructing the codes we did not care about the
uniform bounded condition (i.e., that each entry should be bounded by Xmax); in effect,
we formed uniquely decodable codes for a bigger set X ′ such that X ⊆ X ′, so we always
have
∑
X∈X 2
−pen(X) ≤∑X∈X ′ 2−pen(X) ≤ 1.
Now, consider a candidate reconstruction of the form XQ = DQAQ + 1m(α1
T
n ) ,
D˜QA˜Q, where DQ and AQ are the closest quantized surrogates of the true parameters
D∗ and A∗, and 0 ≤ α ≤ Amax is a quantity to be specified. Denote DQ = D∗ +4D
and AQ = A
∗+4A, where 4D and 4A are the quantization error matrices. Then, it
is easy to see that
D˜QA˜Q −D∗A∗ = 1m(α1Tn ) + D∗4A +4DA∗ +4D4A. (2.11)
To satisfy the conditions of Lemma 2.3.1, we must have that XQ overestimates
(element-wise) the true rate matrix, and that the right-hand side of (2.11) be no larger
than Xmax/2. To that end, our aim is to choose α so that the right side of (2.11)
becomes element-wise nonnegative, but no larger than Xmax/2. It is straightforward
to see that each entry of the matrices D∗4A and 4DA∗ is bounded in magnitude by
2pAmax/L. Also, the elements of the matrix 4D4A are bounded in magnitude by
4pAmax/L
2 ≤ 4pAmax/L. Thus, it suffices to choose α as the smallest quantization
level exceeding 8pAmax/L to ensure the each element of the matrix on the right-hand
side of (2.11) is nonnegative. Since we choose α to be the higher quantization level of
8pAmax/L, and the quantization levels for elements of A are of size 2Amax/L, we have
that α ≤ (8p+ 2)Amax/L. In order for α to be a valid entry of A, it must be bounded
by Amax, which is true whenever L ≥ (8p+ 2).
We can now bound each entry of D˜QA˜Q −D∗A∗ as follows
(D˜QA˜Q −D∗A∗)i,j
= (1m(α1n)
T + D∗4A +4DA∗ +4D4A)i,j
≤ (8p+ 2)Amax
L
+
2pAmax
L
+
2pAmax
L
+
4pAmax
L
=
16pAmax
L
+
2Amax
L
≤ 18pAmax
L
,
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where the second inequality follows from bounds on the entries of each matrix mentioned
above and the last inequality is valid for p ≥ 1. This quantity is no larger than Xmax/2
whenever L ≥ 36pAmax/Xmax, and in this case, we ensure that XQ ∈ X .
Now, note that ‖X∗−XQ‖1 =
∑
i∈[m],j∈[n](D˜QA˜Q−D∗A∗)i,j ≤ 18p ·(mn) ·Amax/L,
and if we now evaluate the oracle bound (2.8) from Lemma 2.3.1 at the candidate XQ
which overestimates X∗ (entry-wise), we have
E
[
‖X∗ − X̂‖2F
]
mn
≤ 4Xmax
mn
[‖X∗ −XQ‖1 + λ′ log(2) · pen(XQ)]
≤ 72pXmaxAmax
L
+ λ′ · 4 log(2)Xmax · pen(XQ)
mn
≤ λ′ · 8 log(2)Xmax · pen(XQ)
mn
,
where the last line follows whenever L ≥ 18Amaxmnpλ′ log(2) (since pen(XQ) corresponds to a
binary code having length greater than 0, we have pen(XQ) ≥ 1).
Overall, then, the result follows since by construction, we have dim(D˜Q) ≤ mp+m,
and ‖A˜Q‖0 ≤ ‖A∗‖0 + n, and the assumption (2.4) implies
L ≥ max
{
8p+ 2,
18Amaxmnp
λ′ log(2)
,
36pAmax
Xmax
}
.
2.3.2 Proof of Corollary 2.2.1
The proof of Corollary 2.2.1 follows directly from the proof of Theorem 2.2.1 – in
particular, by substituting ‖A∗‖0 = pn.
2.3.3 Useful Lemmata
The following lemmata are used in the proof of Lemma 2.3.1.
Lemma 2.3.2 (From [14]). For any two (non-negative) Poisson rate matrices Xa and
Xb, having entries uniformly bounded above by Xmax, we have
1
4Xmax
‖Xa −Xb‖2F ≤ −2 · log A(pXa , pXb).
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Lemma 2.3.3. For non-negative Poisson rate matrices Xa and Xb such that Xb over-
estimates Xa element-wise i.e., Xbi,j − Xai,j ≥ 0 for all i ∈ [m] and j ∈ [n], we have
K(pXa , pXb) ≤ ‖Xb −Xa‖1.
Proof. By independence and the definition of the KL divergence,
K(pXa , pXb) =
∑
i∈[m],j∈[n]
[
Xai,j log
Xai,j
Xbi,j
+Xbi,j −Xai,j
]
≤
∑
i∈[m],j∈[n]
[
Xbi,j −Xai,j
]
= ‖Xa −Xb‖1,
where the inequality follows from the fact that Xai,j log
Xai,j
Xbi,j
≤ 0 since Xbi,j ≥ Xai,j (and
following standard convention that a log(a/0) =∞, 0 log(0/a) = 0 for a > 0).
2.4 Discussion
It is worthwhile to explicitly point out a unique point in our analysis – introducing
the additional dimension in the model to ensure that our class of candidate solutions
contains an element that always overestimates, element-wise, the rates in the true pa-
rameter matrix X∗ – enables us to obtain estimation error rates without making any
assumptions on the minimum rate of the underlying Poisson processes. This is a signif-
icant contrast with prior efforts employing penalized maximum likelihood analyses (but
with different structural models) on Poisson-distributed data [13,14], each of which pre-
scribe adopting an assumption that the rates associated with each Poisson-distributed
observation be strictly bounded away from 0.
Our extension here is an important advance, especially in the context of extremely
photon-limited scenarios. Indeed, in these settings it is somewhat counter-intuitive (or at
least, restrictive) to assume that the rates be bounded away from zero, as it is precisely in
these scenarios when one might be most interested in estimating rates that are very near
zero. Further, classical analyses suggest that there may be no fundamental reason why
zero or nearly-zero rates become more difficult to estimate. For instance, in the scalar
Poisson rate estimation problem, the Cramer-Rao lower bound for estimating a Poisson
rate parameter from n iid Poi(·|θ) observations (achievable with the sample average
estimator) is θ/n, suggesting that the estimation problem actually becomes easier as
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the rate decreases. The analytical framework we develop here facilitates analysis of
these important low-rate cases under sparse and structured data model assumptions.
Finally, we note that Poisson models also find utility other application domains
beyond imaging. In networking tasks, for example, Poisson processes are a natural
choice to model arrival events, such as packets arriving at each of a number of network
routers our flows across network links (see, e.g., [37]). Our techniques and analysis here
would extend directly to other application domains, as well.
2.5 Conclusions
In this work, we described a framework for quantifying the mean-square error of con-
strained maximum likelihood Poisson denoising strategies, in settings where the collec-
tion of underlying rates (appropriately arranged) admits a low-rank or sparse dictionary-
based decomposition. We established that, in these cases, the mean-square estimation
error exhibits characteristics of the familiar parametric rate, in that the error essentially
takes the form of “degrees of freedom” divided by “number of observations.” In analogy
to related analyses in [14, 26], our analysis can also be used to obtain error rates for
data adhering to models that are not exactly sparse, but instead are characterized by
coefficients whose ordered amplitudes decay (e.g., at a polynomial rate). Finally, while
our analysis here was formulated in terms of matrix-structured data and factorization
models, these methods may be extended straightforwardly to encompass also sparse and
low-rank models for higher-order tensor structure data. We defer in-depth investigations
of these extensions to a future effort.
Chapter 3
Noisy Matrix Completion under
Sparse Factor Models
This work [8] examines a general class of noisy matrix completion tasks where the
goal is to estimate a matrix from observations obtained at a subset of its entries, each
of which is subject to random noise or corruption. Our specific focus is on settings
where the matrix to be estimated is well-approximated by a product of two (a priori
unknown) matrices, one of which is sparse. Such structural models – referred to here
as “sparse factor models” – have been widely used, for example, in subspace clustering
applications, as well as in contemporary sparse modeling and dictionary learning tasks.
Our main theoretical contributions are estimation error bounds for sparsity-regularized
maximum likelihood estimators for problems of this form, which are applicable to a
number of different observation noise or corruption models. Several specific implications
are examined, including scenarios where observations are corrupted by additive Gaussian
noise or additive heavier-tailed (Laplace) noise, Poisson-distributed observations, and
highly-quantized (e.g., one-bit) observations. We also propose a simple algorithmic
approach based on the alternating direction method of multipliers for these tasks, and
provide experimental evidence to support our error analyses.
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3.1 Introduction
In recent years, there has been significant research activity aimed at the analysis and
development of efficient matrix completion methods, which seek to “impute” missing
elements of a matrix given possibly noisy or corrupted observations collected at a subset
of its locations. Let X∗ ∈ Rn1×n2 denote a matrix whose elements we wish to estimate,
and suppose that we observe X∗ at only a subset S ⊂ [n1]× [n2] of its locations, where
[n1] = {1, 2, . . . , n1} is the set of all positive integers less or equal to n1 (and similarly
for n2), obtaining at each (i, j) ∈ S a noisy, corrupted, or inexact measurement denoted
by Yi,j . The overall aim is to estimate X
∗ given S and the observations {Yi,j}(i,j)∈S . Of
course, such estimation problems may be ill-posed without further assumptions, since
the values of X∗ at the unobserved locations could in general be arbitrary. A common
approach is to augment the inference method with an assumption that the underlying
matrix to be estimated exhibits some form of intrinsic low-dimensional structure.
One application where such techniques have been successfully utilized is collabo-
rative filtering (e.g., as in the well-known Netflix Prize competition [38]). There, the
matrix to be estimated corresponds to an array of users’ preferences or ratings for a col-
lection of items (which could be quantized, e.g., to one of a number of levels); accurately
inferring missing entries of the underlying matrix is a useful initial step in recommend-
ing items (here, movies or shows) to users deemed likely to rate them favorably. A
popular approach to this problem utilizes a low-rank modeling assumption, which im-
plicitly assumes that individual ratings depend on some unknown but nominally small
number (say r) of features, so that each element of X∗ may be described as an inner
product between two length-r vectors – one quantifying how well each of the features
are embodied or represented by a given item, and the other describing a user’s affinity
for each of the features. Recent works examining the efficacy of low-rank models for
matrix completion include [39–45].
Several other applications where analogous ideas have been employed, but which
leverage different structural modeling assumptions, include:
• Sparse Coding for Image Inpainting and Demosaicing: Suppose that the
underlying data to be estimated takes the form of an n1 × n2 color image, which
may be interpreted as an n1×n2×3 array (the three levels correspond to values in
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three color planes). The image inpainting task amounts to estimating the image
from a collection of (possibly noisy) observations obtained at individual pixel
locations (so that at each pixel, either all or none of the color planes are observed),
and the demosaicing task entails estimating the image from noisy measurements
corresponding to only one of the 3 possible color planes at each pixel. The recent
work [46] proposed estimation approaches for these tasks that leverage local shared
structure manifesting at the patch level. Specifically, in that work, the overall
image to be estimated is viewed equivalently as a matrix comprised of vectorized
versions of its small (e.g., 5 × 5 × 3 or 8 × 8 × 3) blocks, and the missing values
are imputed using a structural assumption that this patch-based matrix be well-
approximated by a product of two matrices, one of which is sparse.
• Sparse Models for Learning and Content Analytics: A recent work [47] in-
vestigated a matrix completion approach to machine-based learning analytics.
There, the elements of the n1 × n2 matrix to be estimated, say X∗, are related to
the probability with which one of n1 questions will be answered correctly by one
of n2 “learners” through a link function Φ : R → [0, 1], so that the value Φ(X∗i,j)
denotes the probability with which question i will be correctly answered by learner
j. The observed data are a collection of some m < n1n2 binary values, which may
be interpreted as (random) Bernoulli(Φ(X∗i,j)) variables. The approach proposed
in [47] entails maximum-likelihood estimation of the unknown latent factors of X∗,
under an assumption that X∗ be well-approximated by a sum of two matrices, the
first being product of a sparse non-negative matrix (relating questions to some
latent “concepts”) and a matrix relating a learner’s knowledge to the concepts,
and the second quantifying the intrinsic difficulty of each question.
• Subspace Clustering from Missing Data: The general subspace clustering
problem entails separating a collection of data points, using an assumption that
similar points are described as points lying in the same subspace, so that the
overall collection of data are represented as points belonging generally to a union
of (ostensibly, low-dimensional) subspaces. This general task finds application in
image processing, computer vision, and disease detection, to name a few (see,
e.g., [48–53], and the references therein). One direct way to perform clustering in
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such applications entails approximating the underlying matrix X∗ whose columns
comprise the (uncorrupted) data points by a product of two matrices, the second
of which is sparse, so that the support (the set of locations of the nonzero elements)
of each column of the sparse matrix factor identifies the subspace to which the
corresponding column of X∗ belongs.
While these examples all seem qualitatively similar in scope, their algorithmic and
analytical tractability can vary significantly depending on the type of structural model
adopted. In the collaborative filtering application, for example, a desirable aspect of
adopting low-rank models is that the associated inference (imputation) procedures can
be relaxed to efficient convex methods that are amenable to precise performance analy-
ses. Indeed, the statistical performance of convex methods for low-rank matrix comple-
tion are now well-understood in noise-free settings (see, e.g., [39–42]), in settings where
observations are corrupted by some form of additive uncertainty [54–58], and even in
settings where the observations may be interpreted as nonlinear (e.g., highly-quantized)
functions of the underlying matrix entries [59–61]. In contrast, the aforementioned in-
ference methods based on general bilinear (and sparse) factor models are difficult to
solve to global optimality, and are instead replaced by tractable alternating minimiza-
tion methods. More fundamentally, the statistical performance of inference methods
based on these more general bilinear models, in scenarios where the observations could
arise from general (perhaps nonlinear) corruption models or could even be multi-modal
in nature, has not (to our knowledge) been fully characterized.
This work provides some initial results in this direction. We establish a general-
purpose estimation error guarantee for matrix completion problems characterized by
any of a number of structural data models and observation noise/corruption models. For
concreteness, we instantiate our main result here for the special case where the matrix
to be estimated adheres to a sparse factor model, meaning that it is well-approximated
by the product of two matrices, one of which is sparse (or approximately so). Sparse
factor models are inherent in the modeling assumptions adopted in the aforementioned
works on image denoising/demosaicing, content analytics, and subspace clustering, and
are also at the heart of recent related efforts in dictionary learning [17–19]. Sparse
factor models may also serve as a well-motivated extension to the low-rank models
often utilized in collaborative filtering tasks. There, while it is reasonable to assume
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that users’ preferences will depend on a small number of abstract features, it may be
that any particular user’s preference relies heavily on only a subset of the features, and
that the features that are most influential in forming a rating may vary from user to
user. Low rank models alone are insufficient for capturing this “higher order” structure
on the latent factors, while this behavior may be well-described using the sparse factor
models we consider here.
3.1.1 Our Contributions
We address general problems of matrix completion under sparse factor modeling assump-
tions using the machinery of complexity-regularized maximum likelihood estimation. Our
main contributions come in the form of estimation error bounds that are applicable in
settings where the available data correspond to an incomplete collection of noisy ob-
servations of elements of the underlying matrix (obtained at random locations), and
under general (random) noise/corruption models. We examine several specific implica-
tions of our main result, including for scenarios characterized by additive Gaussian noise
or additive heavier-tailed (Laplace) noise, Poisson-distributed observations, and highly-
quantized (e.g., one-bit) observations. Where possible, we draw direct comparisons with
existing results in the low-rank matrix completion literature, to illustrate the potential
benefit of leveraging additional structure in the latent factors. We also propose an
efficient unified algorithmic approach based on the alternating direction method of mul-
tipliers [62] for obtaining a local solution to the (non-convex) optimizations prescribed
by our analysis, and provide experimental evidence to support our error results.
3.1.2 Connections with Existing Works
As alluded above, our theoretical analyses here are based on the framework of complexity
regularized maximum likelihood estimation [23,24], which has been utilized in a number
of works to establish error bounds for Poisson estimation problems using multi scale
models [13, 63], transform domain sparsity models [14], and dictionary-based matrix
factorization models [5]. Here, our analysis extends that framework to the “missing
data” scenarios inherent in matrix completion tasks (and also provides a missing-data
extension of our own prior work on dictionary learning from 1-bit data [64]).
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Our proposed algorithmic approach is based on the alternating direction method
of multipliers (ADMM) [62]. ADMM-based methods for related tasks in dictionary
learning (DL) were described recently in [65], and while our algorithmic approach here
is qualitatively similar to that work, we consider missing data scenarios as well as more
general loss functions that arise as negative log-likelihoods for our various probabilistic
corruption models (thus generalizing these techniques beyond common squared error
losses). In addition, our algorithmic framework also allows for direct incorporation of
constraints not only on estimates of the matrix factors, but also on the estimate of
X∗ itself to account for entry-wise structural constraints that could arise naturally in
many matrix completion scenarios. Several other recent efforts in the DL literature have
proposed algorithmic procedures for coping with missing data [66, 67], and a survey of
algorithmic approaches to generalized low-rank modeling tasks is given in the recent
work [68].
Our inference tasks here essentially entail learning two factors in a bilinear model.
With a few notable exceptions (e.g., low-rank matrices, and certain non-negative ma-
trices [69–72]), the joint non-convexity of these problems can complicate their analysis.
Recently, several efforts in the dictionary learning literature have established theoreti-
cal guarantees on identifiability, as well as local correctness of a number of factorization
methods [73–78], including in noisy settings [79]. Our efforts here may be seen as a
complement to those works, providing additional insight into the achievable statistical
performance of similar methods under somewhat general noise models.
The factor models we employ here essentially enforce that each column of X∗ lie
in a union of linear subspaces. In this sense our efforts here are also closely related
to problems in sparse principal component analysis [80], which seek to decompose the
(sample) covariance matrix of a collection of data points as a sum of rank-one factors
expressible as outer products of sparse vectors. Several efforts have examined algorith-
mic approaches to the sparse PCA problem based on greedy methods [81] or convex
relaxations [82–84], and very recently several efforts have examined the statistical per-
formance of cardinality- (or `0-) constrained methods for identifying the first sparse
principal component [85, 86]. These latter approaches are related to our effort here, as
our analysis below pertains to the performance of matrix completion methods utilizing
an `0 penalty on one of the matrix factors.
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Finally, we note that problems of subspace clustering from missing or noisy data have
received considerable attention in recent years. Algorithmic approaches to subspace
clustering with missing data were proposed in [53,87,88], and several recent works have
identified sufficient conditions under which tractable algorithms will provably recover
the unknown subspaces in missing data (but noise-free) scenarios [89]. Robustness of
subspace clustering methods to missing data, additive noise, and potentially large-valued
outliers were examined recently in [52,53,90].
3.1.3 Outline
The remainder of this paper is organized as follows. Following a brief discussion of
several preliminaries (below), we formalize our problem in Section 3.2 and present our
main result establishing estimation error guarantees for a general class of estimation
problems characterized by incomplete and noisy observations. In Section 3.3 we discuss
implications of this result for several specific noise models. In Section 3.4 we discuss a
unified algorithmic approach to problems of this form, based on the alternating direction
method of multipliers, and provide a brief experimental investigation that partially
validates our theoretical analyses. We conclude with a brief discussion in Section 3.5.
Auxiliary material and detailed proofs are relegated to the appendix.
3.1.4 Preliminaries
To set the stage for the statement of our main result, we remind the reader of a few key
concepts. First, recall that for p ≤ 1 a vector x ∈ Rn is said to belong to a weak-`p ball
of radius R > 0, denoted x ∈ w`p(R), if its ordered elements |x(1)| ≥ |x(2)| ≥ · · · ≥ |x(n)|
satisfy
|x(i)| ≤ Ri−1/p for all i ∈ {1, 2, . . . , n}, (3.1)
see e.g., [91]. Vectors in weak-`p balls may be viewed as approximately sparse; indeed, it
is well-known (and easy to show, using standard results for bounding sums by integrals)
that for a vector x ∈ w`p(R), the `q error associated with approximating x by its best
k-term approximation obtained by retaining its k largest entries in amplitude (denoted
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here by x(k)) satisfies
‖x− x(k)‖q ,
(
n∑
i=1
|xi − x(k)i |q
)1/q
≤ R Cp,q k1/q−1/p, (3.2)
for any q > p, where Cp,q is given by
Cp,q =
(
p
q − p
)1/q
. (3.3)
For the special case q ≥ 2p, we have Cp,q ≤ 1, and so
‖x− x(k)‖q ≤ R k1/q−1/p. (3.4)
We also recall several information-theoretic preliminaries. When p(Y ) and q(Y )
denote the pdf (or pmf) of a real-valued random variable Y , the Kullback-Leibler di-
vergence (or KL divergence) of q from p is denoted D(p‖q) and given by
D(p‖q) = Ep
[
log
p(Y )
q(Y )
]
where the logarithm is taken to be the natural log. By definition, D(p‖q) is finite only
if the support of p is contained in the support of q. Further, the KL divergence satisfies
D(p‖q) ≥ 0 and D(p‖q) = 0 when p(Y ) = q(Y ). We also use the Hellinger affinity
denoted by A(p, q) and given by
A(p, q) = Ep
[√
q(Y )
p(Y )
]
= Eq
[√
p(Y )
q(Y )
]
Note that A(p, q) ≥ 0 essentially by definition, and a simple application of the Cauchy-
Schwarz inequality gives that A(p, q) ≤ 1, implying overall that 0 ≤ A(p, q) ≤ 1. When
p and q are parameterized by elements Xi,j and X˜i,j of matrices X and X˜, respectively,
so that p(Yi,j) = pXi,j (Yi,j) and q(Yi,j) = qX˜i,j (Yi,j), we use the shorthand notation
D(pX‖qX˜) ,
∑
i,j D(pXi,j‖qX˜i,j ) and A(pX, qX˜) ,
∏
i,j A(pXi,j , qX˜i,j ).
Finally, for a matrix M we denote by ‖M‖0 its number of nonzero elements, ‖M‖1
the sum of absolute values of its elements, ‖M‖max the magnitude of its largest element
(in absolute value), and ‖M‖∗ its nuclear norm (sum of singular values).
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3.2 Problem Statement, Approach, and a General Recov-
ery Result
As above, we let X∗ ∈ Rn1×n2 denote the unknown matrix whose entries we seek to
estimate. Our focus is on cases where the unknown matrix X∗ admits a factorization
of the form
X∗ = D∗A∗, (3.5)
where for some integer r ≤ n2, D∗ ∈ Rn1×r and A∗ ∈ Rr×n2 are a priori unknown
factors. For pragmatic reasons, we assume that the elements of D∗, A∗, and X∗ are
bounded, in the sense that
‖D∗‖max ≤ 1, ‖A∗‖max ≤ Amax, and ‖X∗‖max ≤ Xmax/2 (3.6)
for some constants 0 < Amax ≤ (n1 ∨ n2) = max{n1, n2} and Xmax ≥ 1. Bounds on
the amplitudes of the elements of the matrix to be estimated often arise naturally in
practice1 , while our assumption that the entries of the factor matrices be bounded is
essentially to fix scaling ambiguities associated with the bilinear model. Our particular
focus here will be on cases where (in addition to the entry-wise bounds) the matrix A∗
is sparse (having no more than k < rn2 nonzero elements), or approximately sparse, in
the sense that for some p ≤ 1, all of its columns lie in a weak-`p ball of radius Amax.
Rather than acquire all of the elements of X∗ directly, we assume here that we only
observe X∗ at a known subset of its locations, obtaining for each observation a noisy
or corrupted version of the underlying matrix entry. Here, we will interpret the notion
of “noise” somewhat generally in an effort to make our analysis amenable to any of
a number of different corruption models; in what follows, we will model each entry-
wise observation as a random quantity (either continuous or discrete-valued) whose
probability density (or mass) function is parameterized by the true underlying matrix
entry. We denote by S ⊆ [n1] × [n2] the set of locations at which observations are
collected, and assume that the sampling locations are random in the sense that for
an integer m satisfying 4 ≤ m ≤ n1n2 and γ = m(n1n2)−1, S is generated according
to the independent Bernoulli(γ) model so that each (i, j) ∈ [n1] × [n2] is included in
1 Here, the factor of 1/2 in the bound on ‖X∗‖max is somewhat arbitrary – any factor in (0, 1) would
suffice – and is chosen to facilitate our subsequent analysis.
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S independently with probability γ. Then, given S, we model the collection of |S|
measurements of X∗ in terms of a collection {Yi,j}(i,j)∈S , YS of conditionally (on
S) independent random quantities. Formally, we write the joint pdf (or pmf) of the
observations as
pX∗S (YS) ,
∏
(i,j)∈S
pX∗i,j (Yi,j), (3.7)
where pX∗i,j (Yi,j) denotes the corresponding scalar pdf (or pmf), and we use the short-
hand X∗S to denote the collection of elements of X
∗ indexed by (i, j) ∈ S. In terms of
this model, our task may be described concisely as follows: given S and corresponding
noisy observations YS of X∗ distributed according to (3.7), our goal is to estimate X∗
under the assumption that it admits a sparse factor model decomposition.
Our approach will be to estimate X∗ via sparsity-penalized maximum likelihood
methods; we consider estimates of the form
X̂ = arg min
X=DA∈X
{− log pXS (YS) + λ · ‖A‖0} , (3.8)
where λ > 0 is a user-specified regularization parameter, XS is shorthand for the
collection {Xi,j}(i,j)∈S of entries of X indexed by S, and X is an appropriately con-
structed class of candidate estimates. To facilitate our analysis here, we take X to be
a countable class of estimates constructed as follows: first, for a specified β ≥ 1, we set
Llev = 2
dlog2(n1∨n2)βe and construct D to be the set of all matrices D ∈ Rn1×r whose
elements are discretized to one of Llev uniformly-spaced levels in the range [−1, 1] and
A to be the set of all matrices A ∈ Rr×n2 whose elements either take the value zero, or
are discretized to one of Llev uniformly-spaced levels in the range [−Amax,Amax]. Then,
we let
X ′ , {X = DA : D ∈ D, A ∈ A, ‖X‖max ≤ Xmax} , (3.9)
and take X to be any subset of X ′. This general formulation will allow us to easily and
directly handle additional constraints (e.g., non-negativity constraints on the elements
of X, as arise in our treatment of the Poisson-distributed observation model), within
the same unified analytical framework.
Our first main result establishes error bounds for sparse factor model matrix com-
pletion problems under general noise or corruption models, where the corruption is
described by any generic likelihood model. We state the result here as a theorem; its
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proof appears in Appendix 3.6.1 and utilizes a key lemma that extends a main result
of [24] to “missing data” scenarios inherent in completion tasks.
Theorem 3.2.1. Let the sample set S be drawn from the independent Bernoulli model
with γ = m(n1n2)
−1 as described above, and let YS be described by (3.7). If CD is any
constant satisfying
CD ≥ max
X∈X
max
i,j
D(pX∗i,j‖pXi,j ), (3.10)
where X is as above for some β ≥ 1, then for any
λ ≥ 2 · (β + 2) ·
(
1 +
2CD
3
)
· log(n1 ∨ n2), (3.11)
the complexity penalized maximum likelihood estimator (3.8) satisfies the (normalized,
per-element) error bound
ES,YS
[−2 log A(p
X̂
, pX∗)
]
n1n2
≤ 8CD logm
m
+ 3 · min
X∈X
{
D(pX∗‖pX)
n1n2
+
(
λ+
4CD(β + 2) log(n1 ∨ n2)
3
)(
n1p+ ‖A‖0
m
)}
.
(3.12)
In the next section we consider several specific instances of this result, but we first
note a few salient points about this result in its general form. First, as alluded above,
our result is not specific to any one observation model; thus, our general result will
allow us to analyze the error performance of sparse factor matrix completion methods
under a variety of different noise or corruption models. Specialization to a given noise
model requires us to only compute (or appropriately bound) the KL divergences and
negative log Hellinger affinities of the corresponding probability densities or probability
mass functions. Second, our error bound is a kind of oracle bound, in that it is specified
in terms of a minimum over X ∈ X . In practice, we may evaluate this oracle term for
any X ∈ X and still obtain a valid upper bound (since our guarantee is in terms of
the minimum). In our analyses that follows we will impose assumptions on β and X∗
that ensure X∗ be sufficiently “close” to some element X of X . This will enable us to
obtain non-trivial bounds on the first term in the oracle expression, and to subsequently
quantify the corresponding normalized, per-element error (as described in terms of the
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corresponding negative log Hellinger affinity) by judiciously “balancing” the terms in
the oracle expression. This approach will be illustrated in the following section.
Finally, it is worth noting that the estimation strategies prescribed by our analy-
sis are not computationally tractable. Indeed, as written, formation of our estimators
would require solving a combinatorial optimization, because of the `0 penalty, as well as
the optimization over the discrete set X . However, it is worth noting that inference in
the bilinear models we consider here is fundamentally challenging on account of the fact
that these inference problems cannot directly be cast as (jointly) convex optimizations
in the matrix factors. In that sense, our results here may be interpreted as quantify-
ing the performance of one (benchmark) estimation approach for sparse factor matrix
completion under various corruption models. (We discuss several extensions, including
potential avenues for convexification, in Section 3.5.)
3.3 Implications for Specific Noise Models
In this section we consider the implications of Theorem 3.2.1 in four unique scenar-
ios, characterized by additive Gaussian noise, additive heavier-tailed (Laplace) noise,
Poisson-distributed observations, and quantized (one-bit) observations. In each case,
our aim is to identify the scaling behavior of the estimation error as a function of the
key problem parameters. To that end, we consider for each case the fixed choice
β = max
{
1, 1 +
log(8rAmax/Xmax)
log(n1 ∨ n2)
}
(3.13)
for describing the number of discretization levels in the elements of each of the matrix
factors. Then, for each scenario (characterized by its own unique likelihood model) we
consider a specific choice of X , and an estimate obtained according to (3.8) with the
specific choice
λ = 2
(
1 +
2CD
3
)
(β + 2) · log(n1 ∨ n2), (3.14)
(where CD depends on the particular likelihood model), and simplify the resulting oracle
bounds for both sparse and approximately sparse factors. In what follows, we will make
use of the fact that our assumption Xmax ≥ 1 implies β = O (log(r ∨Amax)/ log(n1 ∨ n2)),
and so (β + 2) log(n1 ∨ n2) = O (log(n1 ∨ n2)), on account of the fact that r < n2 and
Amax < (n1 ∨ n2) by assumption.
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3.3.1 Additive Gaussian Noise
We first examine the implications of Theorem 3.2.1 in a setting where observations are
corrupted by independent additive zero-mean Gaussian noise with known variance. In
this case, the observations YS are distributed according to a multivariate Gaussian
density of dimension |S| whose mean corresponds to the collection of matrix parameters
at the sample locations, and with covariance matrix σ2I|S|, where I|S| is the identity
matrix of dimension |S|, so
pX∗S (YS) =
1
(2piσ2)|S|/2
exp
(
− 1
2σ2
‖YS −X∗S‖2F
)
, (3.15)
where we have used the representative shorthand notation ‖YS−X∗S‖2F ,
∑
(i,j)∈S(Yi,j−
X∗i,j)
2. In this setting we have the following result; its proof appears in Appendix 3.6.2.
Corollary 3.3.1 (Sparse Factor Matrix Completion with Gaussian Noise). Let β be as
in (3.13), let λ be as in (3.14) with CD = 2X
2
max/σ
2, and let X = X ′. The estimate X̂
obtained via (3.8) satisfies
ES,YS
[
‖X∗ − X̂‖2F
]
n1n2
= O
(
(σ2 + X2max)
(
n1r + ‖A∗‖0
m
)
log(n1 ∨ n2)
)
(3.16)
when A∗ is exactly sparse, having ‖A∗‖0 nonzero elements. If, instead, the columns of
A∗ are approximately sparse in the sense that for some p ≤ 1 each belongs to a weak-`p
ball of radius Amax, then the estimate X̂ obtained via (3.8) satisfies
ES,YS
[
‖X∗ − X̂‖2F
]
n1n2
=
O
(
A2max
(n2
m
) 2α
2α+1
+ (σ2 + X2max)
(
n1r
m
+
(n2
m
) 2α
2α+1
)
log(n1 ∨ n2)
)
, (3.17)
where α = 1/p− 1/2.
Remark 3.3.1. We utilize Big-Oh notation to suppress leading constants for clarity of
exposition, and to illustrate the dependence of the bounds on the key problem parameters.
Our proofs for of each of the specific results provides the explicit constants.
A few comments are in order regarding these error guarantees. First, we note that
our analysis provides some useful (and intuitive) understanding of how the estimation
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error decreases as a function of the number of measurements obtained, as well as the di-
mension and sparsity parameters associated with the matrix to be estimated. Consider,
for instance, the case when A∗ is sparse and where logm < n1r+ ‖A∗‖0 (which should
often be the case, since log(m) ≤ log(n1n2)). In this setting, our error bound shows
that the dependence of the estimation error on the dimension (n1, n2, r) and sparsity
(‖A∗‖0) parameters, as well as the (nominal) number of measurements m is
n1r + ‖A∗‖0
m
log(n1 ∨ n2). (3.18)
We may interpret the quantity n1r+ ‖A∗‖0 as the number of degrees of freedom in the
matrix X∗ to be estimated, and in this sense we see that the error rate of the penalized
maximum likelihood estimator exhibits characteristics of the well-known parametric
rate (modulo the logarithmic factor). Along related lines, note that in the case where
columns of A∗ are approximately sparse, the (n2/m)
2α
2α+1 term that arises in the error
rate is reminiscent of error rates that arise when estimating approximately sparse vectors
in noisy compressive sensing (e.g., see [26,92]). Indeed, since (n2/m)
2α
2α+1 ≤ n2m−
2α
2α+1 ,
we see that the overall matrix estimation error may be interpreted as being comprised of
errors associated with approximating the n2 nearly-sparse columns of A
∗ in this noisy
setting, each of which would contribute a (normalized) error on the order of m−
2α
2α+1 .
Next, our error bounds provide some guidelines for identifying in which scenarios
accurate estimation may be possible. Consider a full sampling scenario where the matrix
X∗ = D∗A∗ has a coefficient matrix with no more than k nonzero elements per column
(thus, ‖A∗‖0 ≤ n2k). Now, to ensure that
n1r + ‖A∗‖0
n1n2
log(n1 ∨ n2)  1, (3.19)
(where the notation  suppresses leading constants) it is sufficient to have n1n2 
n1r log(n1 ∨ n2) and n1n2  ‖A∗‖0 log(n1 ∨ n2). Simplifying a bit, we see that the
first sufficient condition is satisfied when n2  2r log(n1 ∨ n2), or when the number
of columns of the matrix X∗ exceeds (by a multiplicative constant and logarithmic
factor) the number of columns of its dictionary factor D∗. Further, the second sufficient
condition holds when n1  k log(n1 ∨ n2), or when the number of measurements of
each column exceeds (again, by a multiplicative constant and logarithmic factor) the
number of nonzeros in the sparse representation of each column. This latter condition is
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reminiscent of the sufficient conditions arising in sparse inference problems inherent in
noisy compressive sensing (see, e.g., [92, 93]). Analogous insights may be derived from
our results for the subsampled regimes that comprise our main focus here (i.e., when
m < n1n2).
Further, we comment on the presence of the X2max term present in the error bounds
for both the sparse and nearly-sparse settings. Readers familiar with the literature on
matrix completion under low rank assumptions will recall that various forms of “inco-
herence” assumptions have been utilized to date as a means to ensure identifiability
under various sampling models, and that the form of the resulting error bounds depend
on the particular type of assumption employed. For example, the authors of [56] con-
sider an additive noise model similar to here but employ incoherence assumptions that
essentially enforce that the row and column spaces of the matrix to be estimated not be
overly aligned with the canonical bases (reminiscent of initial works on noise-free matrix
completion [39]) and obtain estimation error bounds that do not depend on max-norm
bounds of the matrix to be estimated (though the necessary conditions on the number
of samples obtained do depend on the incoherence parameters). The work [58] also
examines matrix completion problems with additive noises but utilizes a different form
of incoherence assumption formulated in terms of the “spikiness” of the matrix to be
estimated (and quantified in terms of the ratio between the max norm and Frobenius
norm). There, the estimation approach entails optimization over a set of candidates that
each satisfy a “spikiness” constraint, and the bounds so obtained scale in proportion to
the max-norm of the matrix to be estimated (similar to here). Incoherence assumptions
manifesting as an assumed bound on the largest matrix element also arise in [60,61].
One direct point of comparison to our result here is [57], which considers matrix com-
pletion problems characterized by entry-wise observations obtained at locations chosen
uniformly at random (with replacement), each of which may be modeled as corrupted
by independent additive noise, and estimates obtained by nuclear norm penalized esti-
mators. Casting the results of that work (specifically, [57, Corollary 2]) to the setting
we consider here, we observe that those results imply rank-r matrices may be accurately
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estimated in the sense that
‖X∗ − X̂‖2F
n1n2
≤ c (σ ∨Xmax)2
(
(n1 ∨ n2) r
m
)
log(n1 + n2) (3.20)
≤ c′ (σ2 + X2max)
(
(n1 + n2)r
m
)
log(n1 ∨ n2) (3.21)
with high probability, where c, c′ are positive constants. Comparing this last result with
our result (3.16), we see that our guarantees exhibit the same effective scaling with
the max-norm bound Xmax, but can have an (perhaps significantly) improved error
performance in the case where ‖A∗‖0  n2r – precisely what we sought to identify by
considering sparse factor models in our analyses. The two bounds roughly coincide in
the case where A∗ is not sparse, in which case we may take ‖A∗‖0 = n2r in our error
bounds.
3.3.2 Additive Laplace Noise
As another example, suppose that the observations YS are corrupted by independent
additive heavier-tailed noises, each of which we model using a Laplace distribution with
parameter τ > 0. In this scenario, we have that
pX∗S (YS) =
(τ
2
)|S|
exp (−τ ‖YS −X∗S‖1) , (3.22)
where we use ‖YS −X∗S‖1 ,
∑
(i,j)∈S |Yi,j −X∗i,j | for shorthand. The following result
holds; its proof appears in Appendix 3.6.3.
Corollary 3.3.2 (Sparse Factor Matrix Completion with Laplace Noise). Let β be as
in (3.13), let λ be as in (3.14) with CD = 2τXmax, and let X = X ′. The estimate X̂
obtained via (3.8) satisfies
ES,YS
[
‖X∗ − X̂‖2F
]
n1n2
= O
((
1
τ
+ Xmax
)2
τXmax
(
n1r + ‖A∗‖0
m
)
log(n1 ∨ n2)
)
,
(3.23)
when A∗ is exactly sparse, having ‖A∗‖0 nonzero elements. If, instead, for some p ≤ 1/2
the columns of A∗ belong to a weak-`p ball of radius Amax, then the estimate X̂ obtained
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via (3.8) satisfies
ES,YS
[
‖X∗ − X̂‖2F
]
n1n2
= O
((
1
τ
+ Xmax
)2
τAmax
(n2
m
) α′
α′+1
+
(
1
τ
+ Xmax
)2
τXmax
(
n1r
m
+
(n2
m
) α′
α′+1
)
log(n1 ∨ n2)
)
,
where α′ = 1/p− 1.
A few comments are in order regarding these results. First, recall that our main
theorem naturally provides error guarantees in terms of KL divergences and negative
log Hellinger affinities. However, here we state our bounds in terms of the average per
element squared error, and draw comparisons with the previous case (and, perhaps,
to make the results more amenable to interpretation). To achieve this we employed a
series of bounds – quadratic (in the parameter difference) lower bounds on the negative
log Hellinger affinities, and upper bounds on the KL divergences that are proportional
to the absolute deviations between the parameters (see the proof for details). It is
interesting to note that this bounding approach, the error performance that we obtain
for the case where A∗ is sparse again exhibits characteristics of the parametric rate,
while we do obtain different error behavior as compared to the Gaussian noise case for
the case where A∗ is nearly sparse. As one specific example, consider the case where the
coefficients of A∗ exhibit the ordered decay with p = 1/3 (a parameter that is valid for
both Corollaries 3.3.1 and 3.3.2). The error rate for the Gaussian noise setting in this
case contains a term that decays on the order of (m/n2)
−5/6, while here when the noise
is heavy-tailed, the analogous term decays at a slower rate, like (m/n2)
−2/3. Overall,
casting the error bounds all in terms of the same loss metric (here, `2) makes our results
directly amenable to such comparisons.
Along related lines, it is interesting to note that the estimation error bound here
is slightly “inflated” relative to the Gaussian-noise counterparts (albeit with constants
suppressed in each case). Recall that the variance of a Laplace(τ) random variable
is 2/τ2; thus, the leading term (1/τ + Xmax)
2 = O(2/τ2 + X2max) here is somewhat
analogous to the (σ2 + X2max) factor arising in the Gaussian-noise error bounds. In this
sense, we see that the factor of τXmax in the Laplace-noise case appears to be “extra.”
Here, this factor is effectively introduced by our attempt to cast the “natural” error
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guarantees arising from our analysis (which manifest in terms of negative log Hellinger
affinities) into more interpretable squared-error bounds.
3.3.3 Poisson-distributed Observations
We now consider an example motivated by applications where the observed data may
correspond to discrete “counts” (e.g., in imaging applications). Suppose that the entries
of the matrix X∗ are all non-negative and that our observation at each location (i, j) ∈ S
is a Poisson random variable with rate X∗i,j . In this setting, our matrix completion
problem amounts to a kind of Poisson denoising task; we have that YS ∈ N|S| and
pX∗S (YS) =
∏
(i,j)∈S
(X∗i,j)
Yi,je−X
∗
i,j
(Yi,j)!
. (3.24)
In this case, we employ Theorem 3.2.1 to obtain the following result; a sketch of the
proof is provided in Appendix 3.6.4.
Corollary 3.3.3 (Sparse Factor Matrix Completion with Poisson Noise). Suppose that
the elements of the matrix X∗ to be estimated satisfy mini,j |X∗i,j | ≥ Xmin for some
constant Xmin > 0. Let β be as in (3.13), let λ be as in (3.14) with CD = 4X
2
max/Xmin,
and let X be the subset of X ′ comprised of all candidate estimates having non-negative
entries. The estimate X̂ obtained via (3.8) satisfies
ES,YS
[
‖X∗ − X̂‖2F
]
n1n2
= O
((
Xmax +
Xmax
Xmin
·X2max
)(
n1r + ‖A∗‖0
m
)
log(n1 ∨ n2)
)
,
when A∗ is exactly sparse, having ‖A∗‖0 nonzero elements. If, instead, for some p ≤ 1
the columns of A∗ belong to a weak-`p ball of radius Amax, then the estimate X̂ obtained
via (3.8) satisfies
ES,YS
[
‖X∗ − X̂‖2F
]
n1n2
= O
(
A2max
(
Xmax
Xmin
)(n2
m
) 2α
2α+1
+(
Xmax +
Xmax
Xmin
·X2max
)(
n1r
m
+
(n2
m
) 2α
2α+1
)
log(n1 ∨ n2)
)
, (3.25)
where α = 1/p− 1/2.
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As in the previous case, our analysis approach here entails bounding (appropriately)
the KL divergence and negative log Hellinger affinities each in terms of squared Frobe-
nius norms; similar bounding methods were employed in [14], which analyzed a com-
pressive sensing sparse vector reconstruction task under a Poisson observation model.
Overall, we observe an interesting behavior relative to the preceding two cases. Recall
that the bounds for the setting where A∗ is exactly sparse, for each of the previous
two cases, exhibited a leading factor that was essentially the sum of the variance and
X2max. In each of those cases, the per-observation noise variances were independent of
the underlying matrix entry; in contrast, Poisson-distributed observations exhibit a vari-
ance equal to the underlying rate parameter. So, in this sense, we might interpret the
(Xmax + (Xmax/Xmin)X
2
max) term as roughly corresponding to a “worst-case” variance
plus X2max. Indeed, when Xmax/Xmin is upper-bounded by a (small) constant; then, this
leading factor is O(Xmax+X2max), somewhat analogously to the leading factor arising in
the Laplace-noise and Gaussian-noise bounds. More generally, that the error behavior
in Poisson denoising tasks be similar to the Gaussian case is perhaps not surprising.
Indeed, a widely used approach in Poisson inference tasks is to employ a variance sta-
bilizing transformations, such as the Anscombe transform [94], so that the transformed
data distribution be “approximately” Gaussian.
It is worth commenting a bit further on our minimum rate assumption on the ele-
ments of X∗, that each be no smaller than some constant Xmin > 0. Similar assumptions
were employed in [14], as well as other works that examine Poisson denoising tasks us-
ing the penalized ML analysis framework (e.g., [13]). Here, this Xmin parameter shows
up in the denominator of a leading factor in our bound, suggesting that the bounds
become more loose as the estimation task transitions closer to scenarios characterized
by “low-rate” Poisson sources. Indeed, closer inspection of our error bounds as stated
above shows that they diverge (tend to +∞) as Xmin tends to zero, suggesting that
the estimation task becomes more difficult in “low rate” settings. Contrast this with
classical analyses of scalar Poisson rate estimation problems show that the Cramer-Rao
lower bound associated with estimating the rate parameter θ of a Poisson random vari-
able using n iid observations is θ/n, and this error is achievable with the sample average
estimator. This suggests that the estimation problem actually becomes easier as the
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rate decreases, at least for the scalar estimation problem. On this note, we briefly men-
tion several recent works that rectify this apparent discrepancy, for matrix estimation
tasks as here [5] , and for sparse vector estimation from Poisson-distributed compres-
sive observations [95]. The ideas underlying those works might have applicability for
the completion problems we consider here, but this extension may require imposing
different (or even much stronger) forms of incoherence assumptions on the matrix to
be estimated as compared to the bounded-entry condition we adopt here. We do not
pursue those extensions here, opting instead to state our result as a direct instantiation
of our main result in Theorem 3.2.1.
3.3.4 Quantized (One-bit) Observation Models
We may also utilzie our main result to assess the estimation performance in scenarios
where entry-wise observations of the matrix are quantized to few bits, or even a single
bit, each. Such quantized observations are natural in collaborative filtering applications
such as the aforementioned Netflix problem, where users’ ratings are quantized to fixed
levels. One may also envision applications in distributed estimation tasks where one
seeks to estimate some underlying matrix from highly-quantized observations of a subset
of its entries; here, the quantization could serve as a mechanism for enforcing global
communication rate constraints (e.g., when the data is transmitted to a centralized
location for inference). Our general framework would facilitate analysis of observations
quantized to any of a number of levels; here, for concreteness, we consider a one-bit
observation model.
Formally, given a sampling set S we suppose that our observations are conditionally
(on S) independent random variables described by
Yi,j = 1{Zi,j≥0}, (i, j) ∈ S, (3.26)
where
Zi,j = X
∗
i,j −Wi,j , (3.27)
the {Wi,j}i∈[m],j∈[n] are some iid continuous zero-mean real scalar “noises” having prob-
ability density function and cumulative distribution function f(w) and F (w), respec-
tively, for w ∈ R, and 1{E} denotes the indicator of the event E that takes the value
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1 when E occurs and zero otherwise. Note that in this model, we assume that the
individual noise realizations {Wi,j}(i,j)∈S are unknown (but we assume that the noise
distribution is known). Stated another way, we may interpret the observations mod-
eled as above essentially as quantized noisy versions of the true matrix parameters (the
minus sign on the Wi,j ’s is merely a modeling convenience here, and is intended to sim-
plify the exposition). Under this model, it is easy to see that each Yi,j is a Bernoulli
random variable whose parameter is related to the true parameter through the cumu-
lative distribution function. Specifically, note that for any fixed (i, j) ∈ S, we have
that Pr(Yi,j = 1) = Pr(Wi,j ≤ X∗i,j) = F (X∗i,j). Thus, in this scenario, we have that
YS ∈ {0, 1}|S| and
pX∗S (YS) =
∏
(i,j)∈S
[
F (X∗i,j)
]Yi,j [1− F (X∗i,j)]1−Yi,j (3.28)
We will also assume here that Xmax and F (·) are such that F (Xmax) < 1 and F (−Xmax) >
0; it follows that the true Bernoulli parameters (as well as the Bernoulli parameters as-
sociated with candidate estimates X ∈ X ) are bounded away from 0 and 1; these
assumptions will allow us to avoid some pathological scenarios in our analysis.
Given the above model and assumptions, we may establish the following result; the
proof is provided in Appendix 3.6.5.
Corollary 3.3.4 (Sparse Factor Matrix Completion from One-bit Observations). Let
β be as in (3.13), let X = X ′, and let pX∗S be of the form in (3.28) with F (Xmax) < 1
and F (−Xmax) > 0. Define
cF,Xmax ,
(
sup
|t|≤Xmax
1
F (t)(1− F (t))
)
·
(
sup
|t|≤Xmax
f2(t)
)
, (3.29)
and
c′F,Xmax , inf|t|≤Xmax
f2(t)
F (t)(1− F (t)) , (3.30)
and let λ be as in (3.14) with CD = 2cF,XmaxX
2
max. The estimate X̂ obtained via (3.8)
satisfies
ES,YS
[
‖X∗ − X̂‖2F
]
n1n2
=
O
((
cF,Xmax
c′F,Xmax
)(
1
cF,Xmax
+ X2max
) (
n1r + ‖A∗‖0
m
)
log(n1 ∨ n2)
)
, (3.31)
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when A∗ is exactly sparse, having ‖A∗‖0 nonzero elements. If, instead, for any p ≤ 1
the columns of A∗ belong to a weak-`p ball of radius Amax, then the estimate X̂ obtained
via (3.8) satisfies
ES,YS
[
‖X∗ − X̂‖2F
]
n1n2
= O
((
cF,Xmax
c′F,Xmax
)
A2max
(n2
m
) 2α
2α+1
+(
cF,Xmax
c′F,Xmax
)(
1
cF,Xmax
+ X2max
) (
n1r
m
+
(n2
m
) 2α
2α+1
)
log(n1 ∨ n2)
)
.
(3.32)
where α = 1/p− 1/2.
It is interesting to compare the results of (3.31) and (3.32) with the analogous results
(3.16) and (3.17). Specifically, we see that our estimation error guarantees for each case
exhibit the same fundamental dependence on the dimension, sparsity, and (nominal)
number of measurements, with the primary difference overall arising in the form of
the leading factors (that in the one-bit case depend on the specific distribution of the
Wi,j terms). That the estimation errors for rate-constrained tasks approximately mimic
that of their Gaussian-corrupted counterparts was observed in earlier works on rate-
constrained parameter estimation (see, e.g., [96, 97]), and more recently in [60], which
considered low-rank matrix completion from one-bit measurements, using a generative
model analogous to the model we consider here.
It is also worth noting that the cdf F (·) that we specify here could be replaced
by any of a number of commonly-used link functions. For example, choosing F (x) =∫ x
−∞
1√
2pi
e−t2/2dt to be the cdf of a standard Gaussian random variable gives rise to the
well-known probit model, while taking F (x) to be the logistic function, F (x) = 1
1+e−x ,
leads to the logit regression model. In this sense, our results are related to classical
methods on inference in generalized linear models (see, e.g., [98]); a key distinction here
is that we assume both of the factors in the bilinear form to be unknown.
Finally, we briefly compare our results with the results of [60] for low-rank matrix
completion from one-bit observations. In that work, the authors consider maximum-
likelihood optimizations over a (convex) set of max-norm and nuclear-norm constrained
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matrices, and show that the estimates so-obtained satisfy
‖X∗ − X̂‖2F
n1n2
= O
(
CF,XmaxXmax
√
(n1 + n2)r
m
)
(3.33)
with high probability, where CF,Xmax is a parameter that depends on the max-norm
constraint cdf F (·) and pdf f(·), somewhat analogously to the leading factor of (cF,Xmax/
c′F,Xmax) in our bounds. It is interesting to note a main qualitative difference between
that result and ours. For concreteness, let us consider the case where A∗ is not sparse,
so that we may set ‖A∗‖0 = n2r in (3.31). In that case, it is easy to see that the
overall estimation error behavior predicted by our bound (3.31) scales in proportion to
ratio between the number of degrees of freedom ((n1 + n2)r) and the nominal number
of measurements m, while the bound in [60] scales according to the square root of that
ratio. The authors of [60] proceed to show that the estimation error rate they obtain is
minimax optimal over their set of candidate estimates; on the other hand, our bound
appears (at least up to leading factors) to be tighter for this case where X∗ is exactly
low-rank (e.g., setting ‖A∗‖0 = n2r in our bound) and m ≥ c(n1 + n2)r for a constant
c > 1. That said, our approach also enjoys the benefit of having the rank or an upper
bound for it be known (and being combinatorial in nature!), while the procedure in [60]
assumes only a bound on the nuclear norm of the unknown matrix. Whether our bounds
here exhibit minimax-optimal estimation error rates for matrix completion under sparse
factor models and for the several various likelihood models we consider here is still an
open question since (to our knowledge) lower bounds for these problems have not yet
been established (but are a topic of our ongoing efforts).
3.4 Experimental Evaluation
In this section we provide experimental evidence to validate the error rates established
by our theoretical results. Recall (as noted above) that the original problem (3.8) we
aim to solve has multiple sources of non-convexity, including the bilinear matrix factor
model (i.e., X = DA), the presence of the `0 penalty, and the discretized sets D and
A. In what follows, we undertake a slight relaxation of (3.8) replacing the sets D and
A by their convex hulls (and with slight overloading of notation in what follows, we
refer to these new sets also as D and A). With this relaxation, the set X becomes a
42
set of all matrices X ∈ Rn1×n2 with bounded entries. Note that with these simplifying
relaxations, the sets X , D and A are convex.
Now, for each likelihood model, our aim is to solve a constrained maximum likelihood
problem of the form
min
D∈Rn1×r,A∈Rr×n2
∑
i,j
si,j`(Yi,j , Xi,j) + IX (X) + ID(D) + IA(A) + λ‖A‖0
s.t. X = DA.
(3.34)
where `(Yi,j , Xi,j) = − log(pXi,j (Yi,j)) is the negative log-likelihood for the corresponding
noise model, si,j is a selector taking the value 1 when (i, j) ∈ S and 0 otherwise, λ ≥ 0 is a
regularization parameter, and each of IX (·), ID(·), and IA(·) are the indicator functions
of the sets X , D and A respectively2 . Here, we have that each of the indicator functions
is separable in the individual entries of its argument, e.g. IX (X) =
∑
i,j IXi,j (Xi,j), and
similarly for the indicator functions of D and A.
We propose a solution approach based on the Alternating Direction Method of Mul-
tipliers (ADMM) [62]. First we write the augmented Lagrangian of (3.34) as
L(D,A,X,Λ) =
∑
i,j
si,j`(Yi,j , Xi,j) + IX (X) + ID(D) + IA(A)+
λ‖A‖0 + tr (Λ(X−DA)) + ρ
2
‖X−DA‖2F, (3.35)
where Λ is a matrix of Lagrange multiplier parameters and ρ > 0 is a parameter.
Then, starting with some feasible A(0),D(0),Λ(0) we iteratively update X, A, D, and
Λ according to
(S1 :) X(k+1) := arg min
X∈Rn1×n2
L(D(k),A(k),X,Λ(k)) (3.36)
(S2 :) A(k+1) := arg min
A∈Rr×n2
L(D(k),A,X(k+1),Λ(k)) (3.37)
(S3 :) D(k+1) := arg min
D∈Rn1×r
L(D,A(k+1),X(k+1),Λ(k)) (3.38)
(S4 :) Λ(k+1) = Λ(k) + ρ(X(k+1) −D(k+1)A(k+1)), (3.39)
2 Recall that the indicator function is defined as a function that takes values 0 or ∞ depending on
whether its argument is an element of the set described as the subscript.
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until convergence, which here is quantified in terms of when norms of primal and dual
residuals become sufficiently small (along the lines of the criteria described in [62]).
Next we describe how to solve each of these steps.
Solving S1 involves the following optimization problem
min
X∈Rn1×n2
∑
i,j
si,j`(Yi,j , Xi,j) + IX (X) + tr
(
Λ(k)(X−D(k)A(k))
)
+
ρ
2
‖X−D(k)A(k)‖2F,
which after completing the square and ignoring constant terms is equivalent to
min
X∈Rn1×n2
∑
i,j
si,j`(Yi,j , Xi,j) + IX (X) +
ρ
2
∥∥∥∥∥X−D(k)A(k) + Λ(k)ρ
∥∥∥∥∥
2
F
. (3.40)
Due to the assumed separability of the indicator function, the above problem is separable
in each entry Xi,j and the entries can be updated in parallel by solving the following
scalar convex optimization problem for each entry. When `(y, x) is a convex function of
x, the solution is given by
X
(k+1)
i,j = ProjXi,j
[
proxsi,j ,`
(
(D(k)A(k))i,j − (Λ
(k))i,j
ρ
; ρ, Yi,j
)]
,
=
ProjXi,j
[
prox`
(
(D(k)A(k))i,j − (Λ
(k))i,j
ρ ; ρ, Yi,j
)]
, if si,j = 1
ProjXi,j
[
(D(k)A(k))i,j − (Λ
(k))i,j
ρ
]
, otherwise
(3.41)
where prox`(z; ρ, y) = arg minx∈R `(y, x) +
ρ
2 (x− z)2 is the proximal operator of the
loss function `(y, ·) and ProjXi,j (x) is the projection3 of the scalar x onto the set Xi,j .
For several of the loss functions we consider, the proximal operator can be computed
in closed form; for the one-bit settings we can use Newton’s second order method (or
gradient descent) to numerically evaluate it as described later. A table of proximal
operators for the various losses we consider here is provided in Table 3.1.
Completing the square and ignoring the constant terms the subproblem S2 is equiv-
alent to
A(k+1) = arg min
A∈Rr×n2
IA(A) + λ‖A‖0 + ρ
2
∥∥∥∥∥X(k+1) −D(k)A + Λ(k)ρ
∥∥∥∥∥
2
F
.(3.42)
3 Here, this set is just an interval and the projection operator returns x if x ∈ Xi,j or the nearest
endpoint of the interval Xi,j otherwise.
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`(y, x) prox`(z; ρ, y)
Gaussian (y−x)
2
2σ2
y+σ2ρz
1+σ2µ
Poisson x− y log(x) ρz−1+
√
(ρz−1)2+4ρy
2ρ
Laplace λ|y − x| y − Soft(z − y, λ/ρ)
One-bit −y log(F (x))− (1− y) log(1− F (x)) (Newton’s method)
Table 3.1: Expressions for prox`(z; ρ, y) = arg minx∈R `(y, x) +
ρ
2 (x− z)2 for different
`(y, x), corresponding to negative log-likelihoods for the models we examine. Here, for
λ > 0, soft(x, λ) = sgn(x) max{|x| − λ, 0}
In order to solve this problem we adopt the constrained iterative hard thresholding
approach from [99], as outlined in Algorithm 1. Finally, after completing the square
and ignoring the constant terms, we see that the subproblem S3 is equivalent to
D(k+1) = arg min
D∈Rn1×r
ID(D) +
ρ
2
∥∥∥∥∥X(k+1) −DA(k+1) + Λ(k)ρ
∥∥∥∥∥
2
F
, (3.43)
which we solve here by projected Newton gradient descent algorithm, described in Al-
gorithm 2. Our overall algorithmic approach is summarized in Algorithm 3.
Algorithm 1 A IHT(X, D, Z, ) – For solving minA∈Rn1×p IA(A) + λ‖A‖0 +
ρ
2 ‖Z−DA‖2F
Inputs: X,D,Z, , ρ
Initialize: A(0) = 0
repeat
Y(k+1) = A(k) −DT (DA(k) − Z)/‖D‖22
Update: Y
(k+1)
i,j = 0 if
∣∣Y (k+1)i,j ∣∣ ≤√ 2λρ‖D‖22 .
if Y
(k+1)
i,j ∈ Ai,j :
A
(k+1)
i,j = Y
(k+1)
i,j ;
else:
A
(k+1)
i,j = arg min
x∈Ai,j
{
x2 − 2x
[
A
(k)
i,j − ((D
TDA(k))i,j−(DTZ)i,j)
‖D‖22
]}
until ‖A
(k+1)−A(k)‖F
‖A(k)‖F ≤ 
Output: A = A(k+1)
45
Algorithm 2 D Newton(X, A, Z, ) – For solving minD∈Rn1×p ID(D) +
ρ
2 ‖Z−DA‖2F
Inputs: X,A,Z, , ρ
Initialize: D(0) = 0
repeat
D(k+1) = ProjD
[
D(k) − ρ (D(k)A− Z)AT (ρAAT + δI)−1]
until ‖D
(k+1)−D(k)‖F
‖D(k)‖F ≤ 
Output: D = D(k+1)
Algorithm 3 ADMM algorithm for solving problem (3.34)
Inputs: 1, 2, ∆1, ∆2, ∆
stop
1 , ∆
stop
2 , η, ρ
(0) > 0
Initialize: D(0) ∈ D , A(0) ∈ A, Λ(0).
repeat
X
(k+1)
i,j = ProjX
[
proxsi,j`
(
(D(k)A(k))i,j − (Λ
(k))i,j
ρ(k)
; ρ(k), Yi,j
)]
A(k+1) := A IHT
(
X(k+1),D
(k),X(k+1) + Λ(k)/ρ(k), 1
)
D(k+1) := D Newton
(
X(k+1),A
(k+1),X(k+1) + Λ(k)/ρ(k), 2
)
Λ(k+1) = Λ(k) + ρ(k)(X(k+1) −D(k+1)A(k+1))
Set ∆1 = ‖X(k+1) −D(k+1)A(k+1)‖F and ∆2 = ρ(k) · ‖D(k)A(k) −D(k+1)A(k+1)‖F
ρ(k+1) =

η · ρ(k), if ∆1 ≥ 10 ·∆2
ρ(k)/η, if ∆2 ≥ 10 ·∆1
ρ(k), otherwise
until ∆1 ≤ ∆stop1 and ∆2 ≤ ∆stop2
Output: D = D(k+1) and A = A(k+1)
3.4.1 Experiments
We perform experimental validation of our theoretical results on synthetic data for two
different scenarios, corresponding to when the columns of the matrix A∗ are k-sparse,
and when each belongs to a weak-lp ball. For each scenario we construct the true
data matrices X∗ = D∗A∗ by individually constructing the matrices D∗ and A∗ (as
described below), where the entries of the true matrices X∗, D∗, and A∗ are bounded
in [X∗min, X
∗
max], [D
∗
min, D
∗
max] and [A
∗
min, A
∗
max] respectively.
We generate the D∗ matrix by first generating a Gaussian random matrix of size
n1×r whose entries are distributed asN (0, 1), then multiplying each element by (D∗max−
D∗min) to avoid pathological scaling issues. Finally, we project the resulting scaled matrix
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onto the set D, which here is done by truncating all the entries bigger than D∗max to
D∗max and truncating all the entries smaller than D∗min to D
∗
min. We construct sparse
A∗ by generating a Gaussian random matrix of size r × n2, multiplying it by (A∗max −
A∗min)/3, and projecting it onto the set A. Then we randomly select r − k locations
from each column of the resulting matrix and set the corresponding entries to 0. For the
approximately sparse A∗, we generate each column to be a randomly permuted version
of {A∗max · i−1/p}ri=1 with random signs (except for the Poisson likelihood case, where
each column of A∗ has nonnegative elements).
We define the set X such that each entry of X is bounded in the range [Xmin, Xmax],
D and A are the set of all matrices D ∈ Rn1×r and A ∈ Rr×n2 whose entries are bounded
in the range [Dmin, Dmax] and [Amin, Amax] respectively. It is important to note that
in general the actual bounds on the magnitude of the entries of true matrices (for e.g.,
D∗min, A
∗
max etc.) are unknown, and therefore during optimization we might have to use
their approximations (which here are denoted as Dmin, Amax etc.) to define the feasible
sets X , D and A. Our specific choices of parameters for the four different likelihoods
considered in this paper are summarized in Table 3.2.
Now, our experimental approach is as follows. For sparse and nearly-sparse (with
columns belonging to a weak `p ball with p = 1/3) coefficient matrices A
∗ we gener-
ate a corresponding matrix X∗ as above. Then, for each of a number of regularization
parameters λ > 0 and and sampling rates γ ∈ (0, 1] we perform 20 trials of the fol-
lowing experiment: we generate S according to the independent Bernoulli(γ) model,
obtain noisy observations of X∗ according to the (3.7), use Algorithm 3 to obtain4 an
estimate X̂ = D̂Â, and compute its approximation error
‖X̂−X∗‖2F
n1n2
. We then compute
the empirical average of the errors over the 20 trials for each setting. Fig. 3.1 shows
the results of this experiment for the Gaussian, Laplace and Poisson likelihood models.
The plots depict the empirical average (over 20 trials) per-element error as a function of
sampling rate on a log-log scale; the curves shown are corresponding to the best (lowest)
errors achieved over all of the regularization parameters λ we examined. The first row
corresponds to exactly sparse A∗ matrices and the plots in the second row corresponds
to settings where A∗ is approximately sparse. The three columns correspond to three
different regimes for the Gaussian and Laplace settings (we chose the parameters σ and
4 For Algorithm 3 we set 1 = 2 = 10
−7, ∆stop1 = ∆
stop
2 = 10, η = 1.05 and ρ
(0) = 0.001.
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Parameters \ Likelihood Gaussian Laplace
n1 × n2 100× 1000 100× 1000
r, k, p 20, 8, 1/3 20, 8, 1/3
[D∗min, D
∗
max] [−1, 1] [−1, 1]
[A∗min, A
∗
max] [−20, 20] [−20, 20]
[Dmin, Dmax] [−2, 2] [−2, 2]
[Amin, Amax] [−40, 40] [−40, 40]
[Xmin, Xmax] [−2 ·X∗min, 2 ·X∗max] [−2 ·X∗min, 2 ·X∗max]
Parameters \ Likelihood Poisson One-bit
n1 × n2 100× 1000 1000× 1000
r, k, p 20, 8, 1/3 5, 2, 1/3
[D∗min, D
∗
max] [0.1, 1] [−1, 1]
[A∗min, A
∗
max] [0, 40] [−20, 20]
[Dmin, Dmax] [−2, 2] [−2, 2]
[Amin, Amax] [−80, 80] [−40, 40]
[Xmin, Xmax] [0, 2 ·X∗max] [−2 ·X∗min, 2 ·X∗max]
Table 3.2: Experimental parameters for different likelihood models we examine. Here
X∗min = mini,j X
∗
i,j and X
∗
max = ‖X∗‖max.
τ for the Gaussian and Laplace settings, respectively, to yield identical variances; the
first column corresponds to σ = 0.5 and τ =
√
8, the second column corresponds to
σ = 1 and τ =
√
2, and the third column corresponds to σ = 2 and τ = 1/
√
2).
A few interesting points are worth noting here. First, for the case where A∗ is
exactly sparse, our theoretical results predict the error decay be inversely proportional
to the nominal sampling rate γ; viewed on a log-log scale, this would correspond to the
error decay having slope -1. Our experimental results provide some evidence to validate
our analysis, at least in the settings where the sampling rate γ > 0.4 – there, the slopes
of the error decays for each of the likelihood models is indeed approximately -1. For the
settings where the columns of A∗ belong to a weak-`p (with p = 1/3) our theory predicts
that the slope of the error decay (on a log-log scale) be at least −5/6 for the Gaussian-
noise and Poisson-distributed cases, and at least (−2/3) for the Laplace-noise case. For
our experiments here, it appears that the error decay in these approximately-sparse
settings is actually a bit faster than predicted by the theory, as the error appears to
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Figure 3.1: Results of synthetic experiments for matrix completion with Gaussian,
Laplace and Poisson likelihoods: —-—- is Gaussian, −−♦−− is Laplace, and —-◦—-
is Poisson. Top row corresponds to sparse-factor model with k = 8 while the bottom
row corresponds to weak-lp model with p = 1/3. Column 1 corresponds to σ
2 = (0.5)2
(for Laplace τ =
√
8), column 2 corresponds to σ2 = (1)2 (for Laplace τ =
√
2) and
column 3 corresponds to σ2 = (2)2 (for Laplace τ = 1/
√
2). Here n1 = 100, n2 = 1000
and r = 20.
decay with a slope of approximately -1. That said, it is worth noting that our predicted
rate in these cases was obtained essentially by a (squared) bias-variance tradeoff, so
quantify a kind of worst-case behavior that may not always be observed in practice.
We also evaluated the performance in this setting for a one-bit observation model,
using an analogous experimental setting as above. Here, we used the logistic cumulative
distribution function as the link function, i.e., F (x) = 1
1+e−x/s where s =
√
3·σ
pi and σ
is a parameter that could be viewed as additive noise standard deviation5 , for the
5 For this link function the proximal operator is prox`(z; ρ, y) = arg minx∈R −y log(F (x)) − (1 −
y) log(1 − F (x)) + ρ
2
(x− z)2, which in general is not solvable in closed form. Here, we resort to
Newton’s gradient descent algorithm – rewriting the problem as prox`(z; ρ, y) = arg minx∈R G(x),
where G(x) = −y log(F (x))− (1− y) log(1− F (x)) + ρ
2
(x− z)2, it is easy to show that the gradient is
∇G(x) = − y
s
+ F (x)
s
+ ρ(x− z) and the Hessian is ∇2G(x) = F (x)(1−F (x))
s2
+ ρ. We can then iteratively
solve for prox`(z; ρ, y) by Newton steps (starting from a random x
(0)) of the form x(k+1) = x(k)− ∇G(x)∇2G(x)
until convergence (here, until ‖x(k+1) − x(k)‖ ≤ 10−7).
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Figure 3.2: Results of synthetic experiments for one-bit matrix completion under sparse
factor models, using the logistic link function. The left panel corresponds to the case
where the A∗ matrix is exactly sparse; the right when columns of A∗ lie in a weak-lp
ball with p = 1/3.
specific choice σ = 0.1. Fig. 3.2 shows the error results for this case, with the first plot
corresponds to sparse A∗ and the second to when each column of A∗ lies in a weak-`p
ball with p = 1/3. As in the previous experiments, it appears here that the slope of the
error decay is approximately -1 in each case. Note that we adapted the experimental
setting here to be more amenable to this more difficult estimation regime (specifically,
we consider slightly larger matrices but having smaller rank and fewer nonzeros per
column of the factor A∗, as outlined in Table 3.2, so that the number of observations
per parameter to be estimated is larger than in the previous three experimental settings).
3.5 Discussion and Conclusions
We conclude with a brief discussion of our results and potentially interesting future
directions.
3.5.1 Extensions to Other Data Models
Each of our theoretical results above follow essentially from the specialization of a more
general result (appearing below as Lemma 3.6.1) to the case of sparse factor models.
It is interesting to note that this lemma may also be specialized (in a straightforward
manner) to any of a number of other interesting factor models (e.g., non-negative matrix
factorizations, factorizations where each factor may be sparse, etc.) under the same
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general observation models we consider here. Further, while we provide Lemma 3.6.1
specifically for the case of matrix completion, the essential analysis extends (simply) to
higher-order structures (i.e., tensors) as well.
3.5.2 Convexification?
As discussed in several points in the preceding sections, the optimization associated with
the estimators we consider here is non-convex on account of several factors, including the
presence of the `0 term in the objective, our optimization over a discretized set, and more
fundamentally, the fact that we perform inference in a general bilinear model, where
both factors are unknown. Resolving ourselves, then, to seek only local optima of the
corresponding optimizations allows us to bring to bear alternating direction method of
multipliers techniques, in which the `0-based optimization subproblems may be solved
efficiently. Interestingly, within this framework we may also directly incorporate the
constraints that the matrix factor elements each come from a discretized set (indeed,
this would correspond to choosing set indicator functions that take the value∞ outside
of the discretized sets over which we seek to optimize). We did not pursue this latter
condition in our simulations, assuming instead that the discretization of each of the
elements be “sufficiently fine” so that we may solve the optimization numerically at
machine precision (and replace the discretized sets for the candidate matrix factors by
their convex hulls).
The fact that we can (locally) handle the `0 constraints within the ADMM framework
notwithstanding, it is interesting to consider whether there is any benefit to relaxing this
constraint to a convex surrogate (e.g., replacing the `0 penalty with an `1 penalty). The
resulting procedure would still be jointly non-convex in the matrix factors, but could
be addressed within a similar algorithmic framework to the one we propose above.
Analytically, methods that prescribe optimization over a convex set comprised of the
Cartesian product of a set D of matrices whose elements satisfy a max-norm constraint
and a set A of matrices whose columns satisfy an `1-constraint may be amenable to
analysis using entropy-based methods that can be employed to analyze estimation error
performance by bounding suprema of empirical processes indexed by elements of the
feasible set of candidate estimates – see, e.g., [100–102]. It would be interesting to see
whether analyses along these yield substantially different results than our analysis here;
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analyses along these lines are a subject of our ongoing work and will be reported in a
subsequent effort.
In the meantime, it is interesting to examine (albeit, empirically) whether our algo-
rithmic approach yields significantly different performance if we replace the `0 regular-
ization term by an `1 term. To provide some insight into this, we consider a problem of
completing a 50× 500 matrix X∗ = D∗A∗, where D∗ is 50× 10 and A∗ is 10× 500 and
sparse, having 4 nonzero elements per column. We consider Gaussian noise-corrupted
observations obtained at a subset of locations of X∗ (generated according to the in-
dependent Bernoulli model), and three different reconstruction approaches: the first
is the algorithmic approach described in the previous section, the second is a slight
variation of our proposed approach where we replace the `0 penalty by an `1 penalty
(and replace the corresponding inference step with an accelerated first-order method
as in [103]), and the the third method is a more standard low-rank recovery obtained
via nuclear-norm regularization, as X̂ = arg minX ‖YS − XS‖2F + λ‖X‖∗. For each
method, we examined a range of possible values for the regularization parameter, and
selected the reconstruction corresponding (clairvoyantly) to the best choice for each
method. The results, provided in Figure 3.3, show that the best-performing `0 and `1
regularized sparse factor completion methods perform comparably, while both achieve
(slightly) lower error than the best nuclear norm regularized completion estimate. Of
course, as noted above, our algorithmic approach identifies (at best) a local minimum
of the overall non-convex problem we aim to solve, but even at that, it is encouraging
to see that the ADMM-based optimization(s) identify good-quality estimates.
It is also interesting to consider an alternative, more essential, convexification of our
problem of interest here, using the machinery of atomic norms as introduced in [104].
Specifically, one may view matrices adhering to the sparse factor models we investigate
here as sums of rank-one matrices formed as outer products between a (non-sparse)
n1 × 1 vector and a (sparse) n2 × 1 vector. Following [104], one can consider the con-
vex hull of the set of all such rank-one atoms having unit (Frobenius) norm as the
unit-ball for a norm that serves as a regularizer for matrices representable by weighted
sums of only a few atoms. A very recent work [105] has begun to identify properties of
atomic norms so-formed, and extensions to the cases where both of the vectors may be
sparse, and have established some estimation guarantees for recovering simple matrices
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Figure 3.3: Comparison between sparse-factor and nuclear-norm-regularized matrix
completion methods. The curves are: our proposed procedure with `0 regularizer (),
the `1 regularized variant of our approach (B), and nuclear norm regularized low-rank
matrix completion (◦). The sparse factor completion methods perform similarly, and
both achieve a lower error than the best nuclear-norm regularized estimate for sampling
rates γ ≥ 10−0.5 ≈ 30%.
(comprised of a single rank-one outer product of sparse vectors) from a collection of
Gaussian measurements. Interestingly, the authors of [105] note that resulting infer-
ence procedures using their so-called (k, q)-norm (formed from atoms that are rank-one
outer products between k-sparse and q-sparse vectors), while convex, may still be com-
putationally intractable (even NP-hard)! At any rate, it would be quite interesting to
extend this approach to the entry-wise sampling models and various likelihood models
we consider here, and we defer investigations along these lines to a future work.
3.5.3 Lower Bounds
Our error bounds here provide some insight into the performance of sparsity-penalized
maximum likelihood estimation approaches to sparse factor matrix completion tasks.
To the best of our knowledge, lower bounds on the achievable mean-square estimation
error for these tasks have not been established, but would be a valuable complement to
place our results here into a broader context. Efforts along these lines are ongoing, and
will be reported in a future work.
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3.6 Appendix
3.6.1 Proof of Theorem 3.2.1
Our proof of Theorem 3.2.1 is based on an application of the following general lemma,
which we prove in Appendix 3.6.6.
Lemma 3.6.1. Let X∗ be an n1 × n2 matrix whose elements we aim to estimate, and
let X be a countable collection of candidate reconstructions X of X∗, each with corre-
sponding penalty pen(X) ≥ 1, so that the collection of penalties satisfies the summability
condition
∑
X∈X 2
−pen(X) ≤ 1.
Fix an integer m with 4 ≤ m ≤ n1n2, let γ = m(n1n2)−1, generate a sampling set
S according to the independent Bernoulli(γ) model so that each (i, j) ∈ [n1] × [n2] is
included in S independently with probability γ, and obtain corresponding observations
YS ∼ pX∗S =
∏
(i,j)∈S pX∗i,j , which are assumed to be conditionally independent given S.
Then, if CD is any constant satisfying
CD ≥ max
X∈X
max
(i,j)∈[n1]×[n2]
D(pX∗i,j‖pXi,j ), (3.44)
we have that for any
ξ ≥
(
1 +
2CD
3
)
· 2 log 2, (3.45)
the complexity penalized maximum likelihood estimator
X̂ξ = X̂ξ(S,YS) = arg min
X∈X
{− log pXS (YS) + ξ · pen(X)} , (3.46)
satisfies the (normalized, per-element) error bound
ES,YS
[−2 log A(p
X̂ξ
, pX∗)
]
n1n2
≤
3 · min
X∈X
{
D(pX∗‖pX)
n1n2
+
(
ξ +
4CD log 2
3
)
pen(X)
m
}
+
8CD logm
m
, (3.47)
where, as denoted, the expectation is with respect to the joint distribution of S and YS .
In order to use this result here, we need to define penalties pen(X) ≥ 1 on candidate
reconstructions X of X∗, so that for every subset X of the set X ′ specified in the
conditions of Theorem 3.2.1 the summability condition
∑
X∈X 2
−pen(X) ≤ 1 holds. To
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this end, we will use the fact that for any X ⊆ X ′ we always have ∑X∈X 2−pen(X) ≤∑
X∈X ′ 2
−pen(X); thus, it suffices for us to show that for the specific set X ′ described in
Section 3.2, ∑
X∈X ′
2−pen(X) ≤ 1. (3.48)
Note that the condition (3.48) is the well-known Kraft-McMillan Inequality for coding
elements of X ′ with an alphabet of size 2, which is satisfied automatically if we choose
the penalties to be code lengths for some uniquely decodable binary code for the elements
X ∈ X ′; see [35]. This interpretation will provide us with a constructive approach to
designing penalties, as we will see below.
Now, consider any discretized matrix factors D ∈ D and A ∈ A, as described in
Section 3.2. Let us fix an ordering of the indices of elements of D and encode the
amplitude of each element using log2 Llev bits, and for Lloc , 2dlog2 rn2e we encode each
nonzero element of A using log2 Lloc bits to denote its location and log2 Llev bits for its
amplitude. With this strategy, a total of n1r log2 Llev bits are used to encode D and
matrices A having ‖A‖0 nonzero entries are encoded using ‖A‖0(log2 Lloc + log2 Llev)
bits. Now, we let X ′′ be the set of all such X = DA, and let the code for each X be the
concatenation of the (fixed-length) code for D followed by the (variable-length) code for
A. It follows that we may assign penalties pen(X) to all X ∈ X ′′ whose lengths satisfy
pen(X) = n1r log2 Llev + ‖A‖0(log2 Lloc + log2 Llev). (3.49)
It is easy to see that such codes are (by construction) uniquely decodable, so we have
that
∑
X∈X ′′ 2
−pen(X) ≤ 1. Now, the set X ′ specified in the theorem is a subset of X ′′ (or
perhaps X ′′ itself, if all elements satisfy the max norm bound condition ‖X‖max ≤ Xmax),
so (3.48) holds for X ′ as specified in the theorem.
Now let X be any subset of X ′. By the above argument the summability condition
holds for X , so we may apply the results of Lemma 3.6.1. For randomly subsampled
and noisy observations YS our estimates take the form
X̂ξ = arg min
X=DA∈X
{− log pXS (YS) + ξ · pen(X)}
= arg min
X=DA∈X
{− log pXS (YS) + ξ · (log2 Lloc + log2 Llev) · ‖A‖0} . (3.50)
where the last line follows by disregarding additive constants in the optimization arising
from terms that do not depend on X (or more specifically, on D or A) in the penalty.
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Further, when ξ satisfies (3.45), we have
ES,YS
[−2 log A(p
X̂ξ
, pX∗)
]
n1n2
≤ 8CD logm
m
+
3 · min
X∈X
{
D(pX∗‖pX)
n1n2
+
(
ξ +
4CD log 2
3
)
(log2 Lloc + log2 Llev)
(
n1r + ‖A‖0
m
)}
,
Finally, letting
λ = ξ · (log2 Lloc + log2 Llev) (3.51)
and using the fact that
log2 Lloc + log2 Llev ≤ (β + 2) · log(n1 ∨ n2) · 2 log 2 (3.52)
which follows by our selection of Llev and Lloc and the fact that r < n2, it follows (after
some straightforward simplification) that for
λ ≥ 2(β + 2)
(
1 +
2CD
3
)
log(n1 ∨ n2) (3.53)
the estimate
X̂λ = arg min
X∈X
{− log pXS (YS) + λ · ‖A‖0}
satisfies
ES,YS
[−2 log A(p
X̂λ
, pX∗)
]
n1n2
≤ 8CD logm
m
+
3 · min
X∈X
{
D(pX∗‖pX)
n1n2
+
(
λ+
4CD(β + 2) log(n1 ∨ n2)
3
)(
n1r + ‖A‖0
m
)}
,
as claimed.
3.6.2 Proof of Corollary 3.3.1
We first establish a general error bound, which we then specialize to the case stated in
the corollary. Note that for X∗ as specified and any X ∈ X , using the model (3.15) we
have
D(pX∗i,j‖pXi,j ) =
(X∗i,j −Xi,j)2
2σ2
(3.54)
for any fixed (i, j) ∈ S. It follows that D(pX∗‖pX) = ‖X∗ −X‖2F /2σ2, and using the
fact that the amplitudes of entries of X∗ and all X ∈ X are no larger than Xmax, it
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is clear that we may choose CD = 2X
2
max/σ
2. Further, for any X ∈ X and any fixed
(i, j) ∈ S it is easy to show that in this case
−2 log A(pXi,j , pX∗i,j ) =
(X∗i,j −Xi,j)2
4σ2
, (3.55)
so that −2 log A(pX, pX∗) = ‖X∗ −X‖2F /4σ2. It follows that
ES,YS
[−2 log A(p
X̂
, pX∗)
]
=
ES,YS
[
‖X∗ − X̂‖2F
]
4σ2
. (3.56)
Incorporating this into Theorem 3.2.1, we obtain that for any
λ ≥
(
1 +
4X2max
3σ2
)
· 2(β + 2) · log(n1 ∨ n2), (3.57)
the sparsity penalized ML estimate satisfies the per-element mean-square error bound
ES,YS
[
‖X∗ − X̂‖2F
]
n1n2
≤ 64X
2
max logm
m
+ 6 · min
X∈X
{‖X∗ −X‖2F
n1n2
+(
2σ2λ+
16X2max(log 2)
2(β + 1) log(n1 ∨ n2)
3
)(
n1p+ ‖A‖0
m
)}
. (3.58)
We now establish the error bound for the case where the coefficient matrix A∗ is
exactly sparse and λ is fixed to the value specified in (3.14). Consider a candidate
reconstruction of the form X∗Q = D
∗
QA
∗
Q, where the elements of D
∗
Q are the closest
discretized surrogates of the entries of D∗, and the entries of and A∗Q are the closest
discretized surrogates of the nonzero entries of A∗ (and zero otherwise). Denote D∗Q =
D∗ +4D∗ and A∗Q = A∗ +4A∗ . Then it is easy to see that
D∗QA
∗
Q −D∗A∗ = D∗4A∗ +4D∗A∗ +4D∗4A∗ . (3.59)
Given the range limits on allowable D and A and that each range is quantized to Llev
levels, we have that ‖4D∗‖max ≤ 1/(Llev − 1) and ‖4A∗‖max ≤ Amax/(Llev − 1). Now,
we can obtain a bound on the magnitudes of the elements of D∗QA
∗
Q −D∗A∗ that hold
57
uniformly over all i, j, as follows
‖D∗QA∗Q −D∗A∗‖max = max
i,j
|(D∗4A∗ +4D∗A∗ +4D∗4A∗)i,j |
≤ max
i,j
|(D∗4A∗)i,j |+ |(4D∗A∗)i,j |+ |(4D∗4A)i,j |
≤ rAmax
Llev − 1 +
rAmax
Llev − 1 +
2rAmax
(Llev − 1)2
≤ 8rAmax
Llev
, (3.60)
where the first inequality follows from the triangle inequality, the second from the bounds
on ‖4D∗‖max and ‖4A∗‖max and the entry-wise bounds on elements of allowable D and
A, and the last because Llev ≥ 2. Now, it is straight-forward to show that our choice of
β in (3.13) implies Llev ≥ 16rAmax/Xmax, so each entry of D∗QA∗Q −D∗A∗ is bounded
in magnitude by Xmax/2. It follows that each element of the candidate X
∗
Q constructed
above is bounded in magnitude by Xmax, so X
∗
Q is indeed a valid element of the set X .
Further, the approximation error analysis above also implies directly that
‖X∗ −X∗Q‖2F
n1n2
=
1
n1n2
∑
i∈[n1],j∈[n2]
(D∗QA
∗
Q −D∗A∗)2i,j
≤ 64p
2A2max
L2lev
≤ X
2
max
m
, (3.61)
where the last line follows from the fact that our specific choice of β in (3.13) also
implies Llev ≥ 8r
√
mAmax/Xmax. Now, evaluating the oracle term at the candidate
X∗Q = D
∗
QA
∗
Q, and using the fact that ‖A∗Q‖0 = ‖A∗‖0, we have
ES,YS
[
‖X∗ − X̂‖2F
]
n1n2
≤
70X2max logm
m
+ 8(3σ2 + 8X2max)(β + 2) log(n1 ∨ n2)
(
n1r + ‖A∗‖0
m
)
.
Finally, we establish the error bound for the case where columns of A∗ are in a weak
`p ball of radius Amax, for p ≤ 1. To that end, let us denote the columns of A∗ by a∗j for
j ∈ [n2], and for any k ∈ [r], we let a∗,(k)j denote the best k-term approximation of a∗j ,
formed by retaining the largest (in magnitude) elements and setting the rest to zero.
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For shorthand, we denote by A∗,(k) the matrix with columns a∗,(k)j for j ∈ [n2]. Now,
the approximation error incurred may be bounded as
‖X∗ −X∗,(k)‖2F =
∑
i,j
(D∗(A∗ −A∗,(k)))2i,j
≤
∑
i,j
‖a∗j − a∗,(k)j ‖22, (3.62)
where the inequality follows from the fact that each (D∗(A∗ − A∗,(k)))i,j may be ex-
pressed as an inner product between the i-th row of D∗ (whose elements are no larger
than 1 in magnitude) and the j-th column of A∗−A∗,(k). To simplify further, we use the
fact that p ≤ 1 (and q ≥ 2p), and the approximation behavior of vectors in weak `p balls
(discussed in the preliminaries) to obtain that ‖a∗j−a∗,(k)j ‖22 ≤ A2maxk−2(1/p−1/2). Letting
α = 1/p − 1/2, we have that the approximation error associated with approximating
A∗ by its best k-term approximation satisfies ‖X∗ −X∗,(k)‖2F ≤ n1n2A2maxk−2α.
Now, we consider a candidate reconstruction of the form X
∗,(k)
Q = D
∗
QA
∗,(k)
Q where
D∗Q is as above and where the nonzero elements of A
∗,(k)
Q are taken to be the closest
quantized surrogates of the corresponding nonzero elements of A∗,(k). Using the fact
that
‖X∗ −X∗,(k)Q ‖2F
n1n2
≤
4
(
‖X∗ −X∗,(k)‖2F + ‖X∗,(k) −X∗,(k)Q ‖2F
)
n1n2
≤ 4A2maxk−2α +
4X2max
m
, (3.63)
where the first term on the bottom results from the approximation error analysis above
and the second from our analysis of the first result of the corollary, we evaluate the
oracle bound at the candidate X
(k)
Q to obtain
ES,YS
[
‖X∗ − X̂‖2F
]
n1n2
(3.64)
≤ 88X
2
max logm
m
+
min
k≥1
{
24A2maxk
−2α + 8(3σ2 + 8X2max)(β + 2) log(n1 ∨ n2)
(
n1r + kn2
m
)}
.
Finally, we choose k = (m/n2)
1/(1+2α) to balance the decay rates on the k−2α and
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kn2/m terms, and thus obtain
ES,YS
[
‖X∗ − X̂‖2F
]
n1n2
≤
88X2max logm
m
+ 8(3σ2 + 8X2max)(β + 2) log(n1 ∨ n2)
n1r
m
+
[
24A2max + 8(3σ
2 + 8X2max)(β + 2) log(n1 ∨ n2)
] (n2
m
) 2α
2α+1
. (3.65)
The stated bounds in each case follow from some straight-forward bounding, as well
as the fact mentioned in Section 3.3, that under our assumptions, (β+ 2) log(n1∨n2) =
O(log(n1 ∨ n2)).
3.6.3 Proof of Corollary 3.3.2
We follow a similar approach as in the proof of Corollary 3.3.1, and first establish the
general error bound. For X∗ as specified and any fixed X ∈ X . We have by (relatively)
straight-forward calculation that for any fixed (i, j) ∈ S,
D(pX∗i,j‖pXi,j ) = τ |X∗i,j −Xi,j | − (1− e−τ |X
∗
i,j−Xi,j |)
≤ τ |X∗i,j −Xi,j | (3.66)
where the inequality follows from the fact that (1− e−τ |X∗i,j−Xi,j |) ≥ 0, and
−2 log A(pXi,j , pX∗i,j ) = τ |X∗i,j −Xi,j | − 2 log
(
1 + τ
|X∗i,j −Xi,j |
2
)
≥ τ
2
4(τXmax + 1)2
(X∗i,j −Xi,j)2, (3.67)
where the inequality follows from the convexity of the negative log Hellinger affinity
along with an application of Taylor’s theorem6 . It follows from this that D(pX∗‖pX) ≤
6 Formally, letting x , X∗i,j −Xi,j and f(x) = τ |x| − 2 log(1 + τ |x|/2) we have
f ′(x) =
τ2
2
(
x
1 + τ |x|/2
)
and f ′′(x) =
τ2
2(1 + τ |x|/2)2 .
Thus, f(x) is twice differentiable (everywhere). The result follows from the fact that f(0) = f ′(0) = 0
and
f ′′(x) ≥ τ
2
2(1 + τXmax)2
for all x of the specified form, given the assumptions on X∗ and X.
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τ ‖X∗ −X‖1, and
ES,YS
[−2 log A(p
X̂
, pX∗)
] ≥ τ2
4(τXmax + 1)2
ES,YS
[
‖X∗ − X̂‖2F
]
. (3.68)
Further, we may choose CD = 2τXmax. Incorporating this into Theorem 3.2.1, we have
that for any
λ ≥ 2(β + 2)
(
1 +
4τXmax
3
)
log(n1 ∨ n2), (3.69)
the sparsity-penalized ML estimate satisfies
ES,YS
[
‖X∗ − X̂‖2F
]
n1n2
≤ 1
τ
· 64(τXmax + 1)
2Xmax logm
m
+
12(τXmax + 1)
2
τ
· (3.70)
min
X∈X
{‖X∗ −X‖1
n1n2
+
(
λ
τ
+
8Xmax(β + 2) log(n1 ∨ n2)
3
)(
n1p+ ‖A‖0
m
)}
.
We now establish the error bound for the case where the coefficient matrix A∗ is
sparse and λ is fixed to the value (3.14). We again consider a candidate reconstruction of
the form X∗Q = D
∗
QA
∗
Q, where the elements of D
∗
Q are the closest discretized surrogates
of the entries of D∗, and the entries of and A∗Q are the closest discretized surrogates
of the nonzero entries of A∗ (and zero otherwise). Now, since β is the same as in the
proof of Corollary 3.3.1, we can directly apply the bound of (3.60) (and use the fact
that Llev ≥ 16rAmax/Xmax}) to conclude that
‖X∗ −X∗Q‖1
n1n2
≤ Xmax
2n1n2
≤ Xmax
m
. (3.71)
Now, evaluating the oracle term at the candidate X∗Q = D
∗
QA
∗
Q, and using the fact that
‖A∗Q‖0 = ‖A∗‖0, we have
ES,YS
[
‖X∗ − X̂‖2F
]
n1n2
≤ 76(τXmax + 1)
2
τ2
· τXmax logm
m
+
12(τXmax + 1)
2
τ2
(
2 +
16τXmax
3
)
(β + 2) log(n1 ∨ n2)
(
n1p+ ‖A∗‖0
m
)
.
Finally, we establish the error bound for the case where the columns of A∗ are vec-
tors in a weak `p ball for p ≤ 1/2. By a similar analysis as above, we conclude that
‖X∗ −X∗,(k)‖1 ≤ n1n2Amaxk−α′ , where α = 1/p− 1. Now, we consider a candidate re-
construction of the form X
∗,(k)
Q = D
∗
QA
∗,(k)
Q where D
∗
Q is as above and where the nonzero
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elements of A
∗,(k)
Q are taken to be the closest quantized surrogates of the corresponding
nonzero elements of A∗,(k). Using the fact that
‖X∗ −X∗,(k)Q ‖1
n1n2
≤ ‖X
∗ −X∗,(k)‖1 + ‖X∗,(k) −X∗,(k)Q ‖1
n1n2
≤ Amaxk−α′ + Xmax
m
, (3.72)
where the first term on the bottom results from the approximation error analysis above
and the second from our analysis of the first result of the corollary, we evaluate the
oracle bound at the candidate X
(k)
Q to obtain
ES,YS
[
‖X∗ − X̂‖2F
]
n1n2
≤ 76(τXmax + 1)
2
τ2
· τXmax logm
m
+
12(τXmax + 1)
2
τ2
min
k≥1
{
τAmaxk
−α′+(
2 +
16τXmax
3
)
(β + 2) log(n1 ∨ n2)
(
n1p+ n2k
m
)}
.
Finally, we choose k = (m/n2)
1/(1+α′) to balance the k−α′ and n2k/m terms, and thus
obtain
ES,YS
[
‖X∗ − X̂‖2F
]
n1n2
≤ 76(τXmax + 1)
2
τ2
· τXmax logm
m
(3.73)
+
12(τXmax + 1)
2
τ2
(
2 +
16τXmax
3
)
(β + 2) log(n1 ∨ n2)
(n1p
m
)
+
12(τXmax + 1)
2
τ2
(
τAmax +
(
2 +
16τXmax
3
)
(β + 2) log(n1 ∨ n2)
)(n2
m
) α′
α′+1
.
3.6.4 Proof of Corollary 3.3.3 (Sketch)
We follow a similar approach as for the previous proofs, by first establishing a general
error bound. We make use of intermediate results from [14] to bound the KL divergences
and negative log Hellinger affinities for the Poisson pmf in terms of quadratic differences.
Applying those techniques to our setting, we obtain that
D(pX∗i,j‖pXi,j ) ≤
(X∗i,j −Xi,j)2
Xmin
(3.74)
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and
−2 log A(pX∗i,j , pXi,j ) ≥
(X∗i,j −Xi,j)2
4Xmax
. (3.75)
It follows that
D(pX∗‖pX) ≤ ‖X∗ −X‖2F /Xmin,
ES,YS
[−2 log A(p
X̂λ
, pX∗)
] ≥ ES,YS [‖X∗ − X̂λ‖2F ] /4Xmax,
and we may choose CD = 4X
2
max/Xmin. Incorporating this into Theorem 3.2.1, we
obtain that for any
λ ≥
(
1 +
8X2max
3Xmin
)
2(β + 2) · log(n1 ∨ n2), (3.76)
the sparsity penalized ML estimate satisfies
ES,YS
[
‖X∗ − X̂‖2F
]
n1n2
≤ 1
Xmin
· 128X
3
max logm
m
+ (3.77)
12Xmax
Xmin
· min
X∈X
{‖X∗ −X‖2F
n1n2
+
(
λ+
16X2max(β + 2) log(n1 ∨ n2)
3
)(
n1r + ‖A‖0
m
)}
.
Now, the approximation error term in the oracle bound is in terms of a squared Frobenius
norm, so the analysis for the case where λ is fixed to the specified value proceeds in
an analogous manner to that in Appendix 3.6.2 for both the sparse and approximately
sparse settings. We omit the details.
3.6.5 Proof of Corollary 3.3.4
For X∗ as above and any X ∈ X , and using the model (3.28), it is easy to show that
D(pX∗i,j‖pXi,j ) = F (X∗i,j) · log
(
F (X∗i,j)
F (Xi,j)
)
+ (1− F (X∗i,j)) · log
(
1− F (X∗i,j)
1− F (Xi,j)
)
(3.78)
for any fixed (i, j) ∈ S. Now, we make use of two results that follow directly from
lemmata established in [64]. The first lemma provides quadratic bounds on the KL
divergence in terms of the Bernoulli parameters; its proof relies on a straightforward
application of Taylor’s theorem.
Lemma 3.6.2 (from [64]). Let ppi and ppi′ be Bernoulli pmf’s with parameters pi, pi
′ ∈
(0, 1). The KL divergences satisfy
D(ppi′‖ppi),D(ppi‖ppi′) ≤ 1
2
(
sup
|t|≤Xmax
1
F (t)(1− F (t))
)
(pi − pi′)2. (3.79)
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The second lemma we utilize establishes a bound on the squared difference between
Bernoulli parameters in terms of the squared difference of the underlying matrix el-
ements; its proof is straightforward, and essentially entails establishing the Lipschitz
continuity of F .
Lemma 3.6.3 (from [64]). Let pi = pi(X) and pi = pi′(X ′) be Bernoulli parameters that
are related to some underlying real-valued parameters X and X ′ via pi(X) = F (X) and
pi′(X ′) = F (X ′), where F (·) is the cdf of a continuous random variable with density
f(·). If |X|, |X ′| ≤ Xmax, then
(pi(X)− pi′(X ′))2 ≤
(
sup
|t|≤Xmax
f(t)
)2
(X −X ′)2, (3.80)
=
(
sup
|t|≤Xmax
f2(t)
)
(X −X ′)2. (3.81)
Together, these results allow us to claim here that for
cF,Xmax ,
(
sup
|t|≤Xmax
1
F (t)(1− F (t))
)
·
(
sup
|t|≤Xmax
f2(t)
)
. (3.82)
we have
D(pX∗i,j‖pXi,j ) ≤
1
2
· cF,Xmax(X∗i,j −Xi,j)2. (3.83)
It follows that we may take CD = 2cF,XmaxX
2
max, and we have
D(pX∗‖pX) ≤ (cF,Xmax/2) ‖X∗ −X‖2F .
We next obtain a (quadratic) lower bound on the negative log Hellinger affinity. To
that end, we introduce the squared Hellinger distance between pX∗i,j and pXi,j , denoted
here by H2(pX∗i,j , pXi,j ) and given by
H2(pX∗i,j , pXi,j ) =
∑
y∈{0,1}
(√
pX∗i,j (y)−
√
pXi,j (y)
)2
. (3.84)
It is straightforward to see that H2(pX∗i,j , pXi,j ) = 2(1−A(pX∗i,j , pXi,j )). Now, recall that
the Hellinger affinity is always between 0 and 1, so using the fact that log(x) ≤ x − 1
for x > 0, we see directly that
H2(pX∗i,j , pXi,j ) ≤ −2 log A(pX∗i,j , pXi,j ). (3.85)
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Now, a direct application of the result of [60, Lemma 2] derived for a similar subproblem
to our problem here yields that for
c′F,Xmax , inf|t|≤Xmax
f2(t)
F (t)(1− F (t)) , (3.86)
we have that
H2(pX∗i,j , pXi,j ) ≥
1
8
c′F,Xmax(X
∗
i,j −Xi,j)2. (3.87)
It follows that for any fixed X ∈ X , we have −2 log A(pX∗ , pX) ≥ (c′F,Xmax/8) ‖X∗−X‖2F .
Incorporating all of the above into Theorem 3.2.1 with
λ ≥ 2(β + 2)
(
1 +
4cF,Xmax X
2
max
3
)
log(n1 ∨ n2), (3.88)
the sparsity penalized ML estimate satisfies the per-element mean-square error bound
ES,YS
[
‖X∗ − X̂‖2F
]
n1n2
≤
(
cF,Xmax
c′F,Xmax
)
· 128X
2
max logm
m
+ (3.89)
24
(
cF,Xmax
c′F,Xmax
)
· min
X∈X
{‖X∗ −X‖2F
n1n2
+(
λ
cF,Xmax
+
8X2max(β + 2) log(n1 ∨ n2)
3
)
n1r + ‖A‖0
m
}
.
Now, the approximation error term in the oracle bound is again in terms of a squared
Frobenius norm, so the analysis for the case where λ is fixed to the specified value
proceeds in an analogous manner to that in Appendix 3.6.2 for both the sparse and
nearly sparse settings. We again omit the details.
3.6.6 Proof of Lemma 3.6.1
Our estimation approach here is, at its essence, a constrained maximum likelihood
method and our proof approach follows the general framework proposed in [24] (see
also [23, 36, 106]) and utilized in [13, 14, 63]. Compared with these existing efforts, the
main challenge in our analysis here arises because of the “missing data” paradigm,
since we aim to establish consistency results that hold globally (at all locations of the
unknown matrix) using observations obtained at only a subset of the locations. Our
approach will be to identify conditions under which, for the purposes of our analysis,
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a set of sample locations is deemed “good,” in a manner to be made explicit below.
The primary characteristic of good sets S of sample locations that we will leverage
in our analysis is that they be such that KL divergences and (negative logarithms of)
Hellinger affinities evaluated only at the locations in S be representative surrogates for
the corresponding quantities were we to evaluate them at all (i, j) ∈ [n1] × [n2] (i.e.,
even at the unmeasured locations). Clearly, such conditions will inherently rely on
certain properties of the matrices that we seek to estimate, somewhat analogously to
how notions of incoherence facilitate matrix completion analyses under low rank matrix
models. Here, we will see these conditions manifest not as properties of the singular
vectors of the unknown matrix to be estimated as in existing matrix completion works,
but instead, as conditions on the magnitude of the largest matrix entry.
Our approach will be as follows. First, we describe formally the notion of “good”
sets of sample locations, and we show that sets of sample locations generated randomly
according to an independent Bernoulli model are “good” with high probability. Then,
we establish error guarantees that hold conditionally on the event that the set of sample
locations is “good.” Finally, we obtain our overall result using some simple conditioning
arguments.
3.6.6.1 “Good” Sample Set Characteristics
We begin by characterizing, formally, the properties of certain sets of sample locations
that will be useful for our analysis here. As above X∗ denotes the true (unknown)
matrix that we aim to estimate, and X is a countable set of candidate estimates X,
each with corresponding penalty pen(X) ≥ 1 chosen so the inequality (3.48) is satis-
fied. Also, recall that Xmax > 0 is a finite constant for which maxi,j |X∗i,j | ≤ Xmax/2
and maxX∈X maxi,j |Xi,j | ≤ Xmax. Finally, we let CA and CD be any upper bounds,
respectively, on (twice) the negative log Hellinger affinities between pX∗i,j and pXi,j , and
the KL divergences of pXi,j from pX∗i,j that hold over all indices, and for all elements
X ∈ X , so that
CA ≥ max
X∈X
max
i,j
−2 log A(pX∗i,j , pXi,j ) (3.90)
and
CD ≥ max
X∈X
max
i,j
D(pX∗i,j‖pXi,j ). (3.91)
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Note that the statement of Theorem 3.2.1 only prescribed a condition on CD; our intro-
duction of an additional constant CA here is only to simplify the subsequent analysis.
In the concluding steps of the proof we will claim that upon selecting a suitable CD,
one may always obtain a valid choice of CA by taking CA = CD. This will enable us
to eliminate the CA terms that arise in our bound by bounding them in terms of the
constant CD.
Let m ∈ [n1n2] denote a nominal number of measurements, and let γ = m/n1n2 ∈
(0, 1] denote the corresponding nominal fraction of observed matrix elements. For this γ
and any fixed δ ∈ (0, 1), we define the “good” set Gγ,δ = Gγ,δ(X∗,X ) of possible sample
location sets as
Gγ,δ ,
{
S ⊆ [n1]× [n2] :
⋂
X∈X
D(pX∗S‖pXS ) ≤
3γ
2
D(pX∗‖pX) + 2
(
2CD
3
)
[log(1/δ) + pen(X) log 2] ∩⋂
X∈X
(−2 log A(pX∗S , pXS )) ≥
γ
2
(−2 log A(pX∗ , pX))− 2
(
2CA
3
)
[log(1/δ) + pen(X) log 2]
}
.
Directly certifying whether any fixed set S is an element of Gγ,δ may be difficult in
general. However, our observation model here assumes that the sample location set
is generated randomly, according to an independent Bernoulli(γ) model, where each
location is included in the set independently with probability γ ∈ (0, 1]. In this case,
we have that random sample location sets S so generated satisfy S ∈ Gγ,δ with high
probability, as shown in the following lemma.
Lemma 3.6.4. Let X be any countable collection of candidate estimates X for X∗,
with corresponding penalties pen(X) satisfying (3.48). For any fixed γ ∈ (0, 1), let S ⊆
[n1]× [n2] be a random sample set generated according to the independent Bernoulli(γ)
model. Then, for any δ ∈ (0, 1) we have Pr(S /∈ Gγ,δ) ≤ 2δ.
Proof. Write {S ∈ Gκ,δ} = Eu ∩ El, where
Eu ,
{ ⋂
X∈X
D(pX∗S‖pXS ) ≤
3γ
2
D(pX∗‖pX) + 2
(
2CD
3
)
[log(1/δ) + pen(X) log 2]
}
,
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and
El ,
{ ⋂
X∈X
(−2 log A(pX∗S , pXS )) ≥
γ
2
(−2 log A(pX∗ , pX))− 2
(
2CA
3
)
[log(1/δ) + pen(X) log 2]
}
,
Then, by straight-forward union bounding, Pr(S /∈ Gγ,δ(X )) ≤ Pr(Ecu) + Pr(Ecl ). The
proof of the lemma entails bounding each term on the right-hand side, in turn.
We focus first on bounding the probability of the complement of Eu. To proceed, we
will find it convenient to consider an alternative (but equivalent) representation of the
sampling operator described explicitly in terms of a collection {Bi,j}(i,j) ∈ [n1]× [n2] of
independent Bernoulli(γ) random variables, so that S = {(i, j) : Bi,j = 1}. On account
of our assumption that the observations be conditionally independent given S, we have
that for any fixed X ∈ X ,
D(pX∗S‖pXS ) =
∑
(i,j)∈S
D(pX∗i,j , pXi,j ) =
∑
i,j
Bi,j ·D(pX∗i,j , pXi,j ). (3.92)
Thus, our analysis reduces to quantifying the concentration behavior of random sums of
these forms. For this, we employ a powerful version of Bernstein’s Inequality established
by Craig [107] that, for our purposes, may be stated as follows: let {Ui,j} be a collection
of independent random variables indexed by (i, j), each satisfying the moment condition
that for some h > 0,
E
[
|Ui,j − E[Ui,j ]|k
]
≤ var(Ui,j)
2
k! hk−2,
for all integers k ≥ 2. Then, for any τ > 0 and 0 ≤ h ≤ θ < 1, the probability that∑
i,j
(Ui,j − E [Ui,j ]) ≥ τ

+

∑
i,j var (Ui,j)
2(1− θ) (3.93)
is no larger than e−τ . A useful (and easy to verify) fact is that whenever |Ui,j−E[Ui,j ]| ≤
β, the moment condition is satisfied by the choice h = β/3.
Now, fix X ∈ X , and let Ui,j(X) = Bi,j · D(pX∗i,j , pXi,j ) and E [Ui,j(X)] = γ ·
D(pX∗i,j , pXi,j ). Applying Craig’s version of Bernstein’s inequality with θ = 1/4, h =
CD/3, and  = θ/h = 3/(4CD), and using the fact that
var(Ui,j(X)) = γ(1− γ)
(
D(pX∗i,j , pXi,j )
)2 ≤ γ (D(pX∗i,j , pXi,j ))2 (3.94)
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we obtain that for any τ > 0,
Pr
∑
i,j
(Bi,j − γ)D(pX∗i,j , pXi,j ) ≥
4CDτ
3
+
∑
i,j γ
(
D(pX∗i,j , pXi,j )
)2
2CD
 ≤ e−τ . (3.95)
Now, since D(pX∗i,j , pXi,j ) ≤ CD by definition, the above result ensures that for any
τ > 0,
Pr
∑
i,j
(Bi,j − γ)D(pX∗i,j , pXi,j ) ≥
4CDτ
3
+
γ
2
D(pX∗ , pX)
 ≤ e−τ . (3.96)
Letting δ = e−τ and simplifying a bit, we obtain that for any δ ∈ (0, 1),
Pr
(
D(pX∗S , pXS ) ≥
4CD log(1/δ)
3
+
3γ
2
D(pX∗ , pX)
)
≤ δ. (3.97)
Now, if for each X ∈ X we let δX = δ ·2−pen(X), we can apply the union bound to obtain
that
Pr
( ⋃
X∈X
D(pX∗S , pXS ) ≥
3γ
2
D(pX∗ , pX) + 2
(
2CD
3
)
[log(1/δ) + pen(X) · log 2]
)
≤ δ.
(3.98)
Following a similar approach for the affinity terms (with Ui,j(X) =−Bi,j ·(−2 log A(pX∗i,j , pXi,j ))
for all i, j), we obtain that for any δ ∈ (0, 1),
Pr
( ⋃
X∈X
(
−2 log A(pX∗S , pXS )
)
≤ γ
2
(−2 log A(pX∗ , pX))
−2
(
2CA
3
)
[log(1/δ) + pen(X) · log 2]
)
≤ δ. (3.99)
The overall result now follows by combining equations (3.98) and (3.99) using a union
bound.
Next, we show how the implications of a sample set being “good” can be incorporated
into the analysis of [24] to provide (conditional) error guarantees for completion tasks.
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3.6.6.2 A Conditional Error Guarantee
Next, we establish the consistency of complexity penalized maximum likelihood estima-
tors, conditionally on the event that the sample set S is a fixed set S, such that for fixed
γ ∈ (0, 1) and δ ∈ (0, 1), S ∈ Gγ,δ (i.e., S is “good” according to the criteria outlined
above). Our analysis then proceeds along the lines of the approach of [24], but with
several key differences that arise because of our subsampling model.
As above, X is a countable set of candidate estimates X for X∗, with corresponding
penalties pen(X) satisfying (3.48). Now, for any choice of µ satisfying µ ≥ 1 + 2CA/3,
we form an estimate X̂µ = X̂µ(YS) according to
X̂µ = arg min
X∈X
{− log pXS (YS) + 2µ · pen(X) log 2}
= arg max
X∈X
{√
pXS (YS) · 2−µ·pen(X)
}
. (3.100)
By this choice, we have that for any X ∈ X ,√
p
X̂µS
(YS) · 2−µ·pen(X̂µ) ≥
√
pXS (YS) · 2−µ·pen(X). (3.101)
This implies that for the particular (deterministic, and µ-dependent) candidate
X˜µ = arg min
X∈X
{
D(pX∗‖pX) + 2
γ
·
(
µ+
2CD
3
)
pen(X) log 2
}
, (3.102)
(whose specification will become clear shortly) we have√
p
X̂µS
(YS) · 2−µ·pen(X̂µ)√
p
X˜µS
(YS) · 2−µ·pen(X˜µ)
≥ 1. (3.103)
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Using this, along with some straight-forward algebraic manipulations, we have
−2 log A(p
X̂µS
, pX∗S ) = 2 log
(
1
A(p
X̂µS
, pX∗S )
)
≤ 2 log

√
p
X̂µS
(YS) · 2−µ·pen(X̂µ)√
p
X˜µS
(YS) · 2−µ·pen(X˜µ)
· 1
A(p
X̂µS
, pX∗S )

= 2 log

√
p
X̂µS
(YS)√
p
X˜µS
(YS)
·
√
pX∗S (YS)√
pX∗S (YS)
· 2
−µ·pen(X̂µ)
2−µ·pen(X˜µ)
· 1
A(p
X̂µS
, pX∗S )

= log
(
pX∗S (YS)
p
X˜µS
(YS)
)
+ 2µ · pen(X˜µ) log 2 +
2 log

√
p
X̂µS
(YS)/pX∗S (YS)
A(p
X̂µS
, pX∗S )
· 2−µ·pen(X̂µ)
 . (3.104)
At this point, we make our first use of the implications of the “good” sample set
condition. In particular, since S ∈ Gγ,δ and X̂µ ∈ X , we have that
−2 log A(pX∗S , pX̂µS ) ≥
γ
2
(−2 log A(pX∗ , pX̂µ))− 2(2CA3
)[
log(1/δ) + pen(X̂µ) log 2
]
.
(3.105)
Incorporating this into (3.104), we have
γ
2
(−2 log A(p
X̂µ
, pX∗)
) ≤ log(pX∗S (YS)
p
X˜µS
(YS)
)
+ 2µ · pen(X˜µ) log 2 + 2
(
2CA
3
)
log(1/δ)
+2 log

√
p
X̂µS
(YS)/pX∗S (YS)
A(p
X̂µS
, pX∗S )
· 2−
(
µ− 2CA
3
)
pen(X̂µ)
 .
Now, we take expectations (formally, with respect to the conditional distribution of YS
given {S = S, S ∈ Gγ,δ}) on both sides to obtain that
γ
2
E
[
−2 log A(p
X̂µ
, pX∗)
∣∣∣∣ S = S, S ∈ Gγ,δ] ≤
D(pX∗S‖pX˜µS ) + 2µ · pen(X˜
µ) log 2 + 2
(
2CA
3
)
log(1/δ)
+2E
log

√
p
X̂µS
(YS)/pX∗S (YS)
A(p
X̂µS
, pX∗S )
· 2−
(
µ− 2CA
3
)
pen(X̂µ)
 ∣∣∣∣ S = S, S ∈ Gγ,δ
 .
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Using again the implications of S ∈ Gγ,δ, that
D(pX∗S‖pX˜µS ) ≤
3γ
2
D(pX∗‖pX˜µ) + 2
(
2CD
3
)[
log(1/δ) + pen(X˜µ) log 2
]
(3.106)
since X˜µ ∈ X , we have that
E
[
−2 log A(p
X̂µ
, pX∗)
∣∣∣∣ S = S, S ∈ Gγ,δ] ≤
3D(pX∗‖pX˜µ) +
4
γ
(
µ+
2CD
3
)
pen(X˜µ) log 2 +
4
γ
(
2(CA + CD)
3
)
log(1/δ)
+
4
γ
E
log

√
p
X̂µS
(YS)/
√
pX∗S (YS)
A(p
X̂µS
, pX∗S )
· 2−
(
µ− 2CA
3
)
pen(X̂µ)
 ∣∣∣∣ S = S, S ∈ Gγ,δ
 .
(3.107)
Turning our attention to the last term on the right-hand side, we have that
E
log

√
p
X̂µS
(YS)/
√
pX∗S (YS)
A(p
X̂µS
, pX∗S )
· 2−
(
µ− 2CA
3
)
pen(X̂µ)
 ∣∣∣∣ S = S, S ∈ Gγ,δ

(a)
≤ log
E

√
p
X̂µS
(YS)/
√
pX∗S (YS)
A(p
X̂µS
, pX∗S )
· 2−
(
µ− 2CA
3
)
pen(X̂µ)
∣∣∣∣ S = S, S ∈ Gγ,δ


(b)
≤ log
E
∑
X∈X
√
pXS (YS)/
√
pX∗S (YS)
A(pXS , pX∗S )
· 2−
(
µ− 2CA
3
)
pen(X)
∣∣∣∣ S = S, S ∈ Gγ,δ

= log
∑
X∈X
2
−
(
µ− 2CA
3
)
pen(X) E
√pXS (YS)/
√
pX∗S (YS)
A(pXS , pX∗S )
∣∣∣∣ S = S, S ∈ Gγ,δ

(c)
= log
(∑
X∈X
2
−
(
µ− 2CA
3
)
pen(X)
)
. (3.108)
In the above, (a) follows from Jensen’s Inequality, (b) from the facts that X̂µ ∈ X
and each term in the sum is non-negative, and (c) from the definition of the Hellinger
affinity. Now, because pen(X) ≥ 1 and µ ≥ 1 + 2CA/3 we have that∑
X∈X
2
−
(
µ− 2CA
3
)
pen(X) ≤
∑
X∈X
2−pen(X) ≤ 1. (3.109)
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Thus, since the expectation term on the right-hand side of (3.107) is not positive, we
can disregard it in the upper bound to obtain that
E
[
−2 log A(p
X̂µ
, pX∗)
∣∣∣∣ S = S, S ∈ Gp,δ] ≤
3 ·D(pX∗‖pX˜µ) +
6
γ
(
λ+
2CD
3
)
pen(X˜µ) log 2 +
4
γ
(
2(CA + CD)
3
)
log(1/δ),
where we have also inflated (slightly) the leading constant on the second term on the
right-hand side to simplify subsequent analysis. Now, recalling the definition of X˜µ, we
can state the result equivalently as an oracle bound, as
E
[
−2 log A(p
X̂µ
, pX∗)
∣∣∣∣ S = S, S ∈ Gγ,δ] ≤
3 · min
X∈X
{
D(pX∗‖pX) + 2
γ
(
µ+
2CD
3
)
pen(X) log 2
}
+
4
γ
(
2(CA + CD)
3
)
log(1/δ).
(3.110)
3.6.6.3 Putting the Pieces Together
The last steps of the analysis entail straightforward applications of conditioning argu-
ments, along with the use of a well-known (and easy to verify) information inequality.
First, note that
E
[
−2 log A(p
X̂µ
, pX∗)
∣∣∣∣ S ∈ Gγ,δ]
=
∑
S∈[n1]×[n2]
E
[
−2 log A(p
X̂µ
, pX∗)
∣∣∣∣ S = S, S ∈ Gγ,δ] · Pr(S = S|S ∈ Gγ,δ)
≤ 3 · min
X∈X
{
D(pX∗‖pX) + 2
γ
(
µ+
2CD
3
)
pen(X) log 2
}
+
4
γ
(
2(CA + CD)
3
)
log(1/δ),
where the last step follows from using the bound in (3.110) and bringing that term
outside of the sum since it does not depend on S, and using the fact that the conditional
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probability mass function Pr(S = S|S ∈ G) sums to 1. Now, using the fact that
E
[−2 log A(p
X̂µ
, pX∗)
]
=
E
[
−2 log A(p
X̂µ
, pX∗)
∣∣∣∣ S ∈ Gγ,δ] · Pr(S ∈ Gγ,δ) +
E
[
−2 log A(p
X̂µ
, pX∗)
∣∣∣∣ S /∈ Gγ,δ] · Pr(S /∈ Gγ,δ),
where the expectation on the left-hand side is with respect to the joint distribution of
YS and S, we obtain that
E
[−2 log A(p
X̂µ
, pX∗)
] ≤
3 · min
X∈X
{
D(pX∗‖pX) + 2
γ
(
µ+
2CD
3
)
pen(X) log 2
}
+
4
γ
(
2(CA + CD)
3
)
log(1/δ) + 2δ · n1n2CA,
where we use the trivial upper bound E[−2 log A(p
X̂µ
, pX∗) | S /∈ Gγ,δ] ≤ n1n2CA.
Now, since the result holds for any choice of δ ∈ (0, 1), we can choose δ judiciously to
“balance” the last two terms. The particular choice δ = m−1 = (γn1n2)−1 yields
E
[−2 log A(p
X̂µ
, pX∗)
]
≤ 3 · min
X∈X
{
D(pX∗‖pX) + 2
γ
(
µ+
2CD
3
)
pen(X) log 2
}
+
8(CA + CD) logm
3γ
+
2CA
γ
,
which implies the simpler (but slightly looser) bound
E
[−2 log A(p
X̂µ
, pX∗)
] ≤
3 · min
X∈X
{
D(pX∗‖pX) + 2
γ
(
µ+
2CD
3
)
pen(X) log 2
}
+
4 (CA + CD) logm
γ
.
Finally, we make use of the fact that for each i, j, we have −2 log A(pX∗i,j , pXi,j ) ≤
D(pX∗i,j , pXi,j ), which is readily verified with one application of Jensen’s inequality. It
follows that upon identifying a suitable CD, we may always take CA = CD. Thus, it is
sufficient to choose µ > 1 + 2CD/3 when forming our complexity regularized maximum
likelihood estimator. We conclude that the error of any estimator formed using an
appropriate regularization parameter µ satisfies
E
[−2 log A(p
X̂µ
, pX∗)
]
n1n2
≤
3 · min
X∈X
{
D(pX∗‖pX)
n1n2
+
(
µ+
2CD
3
)
pen(X)2 log 2
m
}
+
8CD log(m)
m
,
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where we have divided both sides by n1n2 and used the fact that m = γn1n2. Finally,
making the substitution ξ = 2µ log 2 yields the stated version of the result.
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Advances in Structured Adaptive Sens-
ing
In Chapter-4 we summarize our work on adaptive compressive sensing (CS) and study
the benefits of tree-sparse structure assumption on the signals. It is a reprint of our
journal paper [108] with some minor modifications.
Here we establish the potential benefits that can be achieved when fusing the no-
tions of adaptive sensing and structured sparsity, and propose an adaptive algorithm
to recover the exact support of tree-sparse signals from noisy linear measurements, and
established that an adaptive sensing strategy specifically tailored to signals that are
tree-sparse can significantly outperform adaptive and non-adaptive sensing strategies
that are agnostic to the underlying structure.
The proposed algorithm and corresponding analyses, first appeared in [109]. A
follow-on effort [108] established that our algorithm is nearly optimal, in the sense
that no other sensing and estimation strategy can perform fundamentally better for
identifying the support of tree-sparse signals.
Chapter 4
On the Fundamental Limits of
Recovering Tree Sparse Vectors
from Noisy Linear Measurements
Recent breakthrough results in compressive sensing (CS) have established that many
high dimensional signals can be accurately recovered from a relatively small number
of non-adaptive linear observations, provided that the signals possess a sparse repre-
sentation in some basis. Subsequent efforts have shown that the performance of CS
can be improved by exploiting additional structure in the locations of the nonzero sig-
nal coefficients during inference, or by utilizing some form of data-dependent adaptive
measurement focusing during the sensing process. To our knowledge, our own previous
work was the first to establish the potential benefits that can be achieved when fusing
the notions of adaptive sensing and structured sparsity. In that work, we examined
the task of support recovery from noisy linear measurements, and established that an
adaptive sensing strategy specifically tailored to signals that are tree-sparse can signif-
icantly outperform adaptive and non-adaptive sensing strategies that are agnostic to
the underlying structure. In this work we establish fundamental performance limits for
the task of support recovery of tree-sparse signals from noisy measurements, in settings
where measurements may be obtained either non-adaptively (using a randomized Gaus-
sian measurement strategy motivated by initial CS investigations) or by any adaptive
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sensing strategy. Our main results here imply that the adaptive tree sensing procedure
analyzed in our previous work is nearly optimal, in the sense that no other sensing
and estimation strategy can perform fundamentally better for identifying the support
of tree-sparse signals.1
4.1 Introduction
In recent years, the development and analysis of new sampling and inference methods
that make efficient use of measurement resources has received a renewed and concen-
trated focus. Many of the compelling new investigations in this area share a unifying
theme – they leverage the phenomenon of sparsity as a means for describing inherently
simple (i.e., low-dimensional) structure that is often present in many signals of interest.
Consider the task of inferring a (perhaps very high-dimensional) vector x ∈ Rn.
Compressive sensing (CS) prescribes collecting non-adaptive linear measurements of x
by “projecting” it onto a collection of n-dimensional “measurement vectors.” Formally,
CS observations may be modeled as
yj = 〈aj ,x〉+ wj = aTj x + wj , for j = 1, 2, . . . ,m, (4.1)
where aj is the j-th measurement vector and wj describes the additive error associated
with the j-th measurement, which may be due to modeling error or stochastic noise.
Initial breakthrough results in CS established that sparse vectors x having no more
than k < n nonzero elements can be exactly recovered (in noise-free settings) or reliably
estimated (in noisy settings) from a collection of only m = O(k log n) measurements of
the form (4.1) using, for example, ensembles of randomly generated measurement vectors
whose entries are iid realizations of certain zero-mean random variables (e.g., Gaussian)
– see, for example, [92] as well as numerous CS-related efforts at dsp.rice.edu/cs.
While many of the initial efforts in CS focused on purely randomized measurement
vector designs and considered recovery of arbitrary sparse vectors, several powerful ex-
tensions to the original CS paradigm have been investigated in the literature. One
1 The material in Chapter-4 is c©2014 IEEE. Reprinted, with permission, from IEEE Transactions
on Information Theory, “On the Fundamental Limits of Recovering Tree Sparse Vectors from Noisy
Linear Measurements,” A. Soni and J. Haupt.
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such extension allows for additional flexibility in the measurement process, so that in-
formation gleaned from previous observations may be employed in the design of future
measurement vectors. Formally, such adaptive sensing strategies are those for which
the j-th measurement vector aj is obtained as a (deterministic or randomized) function
of previous measurement vectors and observations {a`, y`}j−1`=1 , for each j = 2, 3, . . . ,m.
Non-adaptive sensing strategies, by contrast, are those for which each measurement vec-
tor is independent of all past (and future) observations. The randomized measurement
vectors typically employed in CS settings comprise an example of a non-adaptive sensing
strategy. Adaptive sensing techniques have been shown beneficial in sparse inference
tasks, enabling an improved resilience to measurement noise relative to techniques based
on non-adaptive measurements (see, for example, [110–124] as well as the summary arti-
cle [125] and the references therein) and further reductions in the number of compressive
measurements required for recovering sparse vectors in noise-free settings [126,127].
Another powerful extension to the canonical CS framework corresponds to the ex-
ploitation of additional structure that may be present in the locations of the nonze-
ros of x. To formalize this notion, we first define the support S = S(x) of a vector
x = [x1 x2 . . . xn]
T as
S(x) , {i : xi 6= 0}, (4.2)
and note that, in general, the support of a k-sparse n-dimensional vector corresponds
to one of the
(
n
k
)
distinct subsets of {1, 2, . . . , n} of cardinality k. The term structured
sparsity describes a restricted class of sparse signals whose supports may occur only
on a (known) subset of these
(
n
k
)
distinct subsets. Generally speaking, knowledge of
the particular structure present in the object being inferred can be incorporated into
sparse inference procedures, and for certain types of structure this can result either in a
reduction in the number of measurements required for accurate inference, or improved
estimation error guarantees, or both (see, e.g., [128–130], as well as the recent survey
article [131] on structured sparsity in compressive sensing).
To the best of our knowledge, our own previous work [109] was the first to identify
and quantify the benefits of using adaptive sensing strategies that are tailored to certain
types of structured sparsity, in noisy sparse inference tasks. Specifically, the work [109]
established that a simple adaptive compressive sensing strategy for tree-sparse vectors
could successfully identify the support of much weaker signals than what could be
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recovered using non-adaptive or adaptive sensing strategies that were agnostic to the
structure present in the signal being acquired. Subsequent efforts by other authors have
similarly identified benefits of adaptive sensing techniques tailored to other forms of
structured sparsity in noisy sparse inference tasks [122,123,132].
The primary aim of this effort is to establish the optimality of the strategy analyzed
in [109], by identifying the fundamental performance limits associated with the task of
support recovery of tree-sparse signals from noisy measurements that may be obtained
adaptively. For completeness, and in an effort to put these results into a broader context,
we also identify here the performance limits associated with the same support recovery
task in settings where measurements are obtained non-adaptively using randomized
(Gaussian) measurement vector ensembles, as in the initial efforts in CS. We begin by
formalizing the notion of tree-structured sparsity, and reviewing the results of [109].
4.1.1 Adaptive Sensing of Tree Sparse Signals
Tree sparsity essentially describes the phenomenon where the nonzero elements of the
signal being inferred exhibit clustering along paths in some known underlying tree.
For the purposes of our investigation here, we formalize the notion of tree sparsity as
follows. Suppose that the set {1, 2, . . . , n} that indexes the elements of x ∈ Rn is put
into a one-to-one correspondence with the nodes of a known tree of degree d ≥ 1 having
n nodes, which we refer to as the underlying tree. We say that a vector x is k-tree
sparse (with respect to the underlying tree) when the indices of the support set S(x)
correspond, collectively, to a rooted connected subtree of the underlying tree. In the
sequel we restrict our attention to n-dimensional signals that are tree sparse in a known
underlying binary tree (d = 2), though our approach and main results can be extended,
in a relatively straightforward manner, to underlying trees having degree d > 2. For
illustration, Figure 4.1 depicts a graphical representation of a signal that is 4-tree sparse
in an underlying complete tree of degree 2 with 7 nodes.
Tree sparsity arises naturally in the wavelet coefficients of many signals including,
in particular, natural images (see, for example, [133–135]), and this fact has motivated
several investigations into CS inference techniques that exploit or leverage underlying
tree structure in the signals being acquired [128, 129, 136–138]. More aligned with our
focus here are several prior efforts that have examined specialized sensing techniques,
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Figure 4.1: A signal x ∈ R7 (left) that is 4-tree sparse in an underlying binary tree having
7 nodes (right). The support S(x) = {1, 2, 3, 5} corresponds to a rooted connected
subtree of the underlying tree.
designed to exploit the inherent tree-based structure present in the wavelet-domain rep-
resentations of certain signals in various application domains. The work [1], for example,
examined dynamic MRI applications where non-Fourier (in this case, wavelet domain)
encoding is employed along one of the spatial dimensions, and proposed a sequential
sensing strategy that acquires observations of the wavelet coefficients of the object being
observed in a “coarse-to-fine” (i.e., top-down, in the wavelet representation) manner.
The work [2] compared a coarse-to-fine direct wavelet coefficient sensing approach to a
sensing approach based on Bayesian experimental design in the context of an imaging
application. More recently, [3] proposed a top-down adaptive wavelet sensing strategy
in the context of compressive imaging and provided an analysis of the sample complex-
ity of such strategies in noise-free settings, but did not investigate how such procedures
would perform in noisy scenarios; see also [4]. Motivated by these existing efforts, the
essential aim of the authors’ own prior work [109] was to assess the performance of such
strategies in noisy settings; for completeness, we summarize the approach and main
results of that work here.
Let us assume, for simplicity, that the signal x being acquired is tree sparse in the
canonical (identity) basis, though extensions to signals that are tree sparse in any other
orthonormal basis (e.g., a wavelet basis) are straightforward. Noisy observations of x
are obtained according to (4.1) by projecting x onto a sequence of adaptively designed
measurement vectors, each of which corresponds to a basis vector of the canonical basis,
and we assume that each measurement vector has unit norm. Now, to simplify the
description of the procedure, we introduce some slightly different notation to index the
individual observations. Specifically, rather than indexing observations by the order in
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Algorithm 4 Adaptive sensing procedure for acquiring signals assumed tree-sparse in
a (known) underlying tree.
Input: Threshold τ ≥ 0; Support Estimate S = ∅,
Data Structure Q containing the index of the root of the underlying tree
while Q 6= ∅ do
Remove an index ` from Q
Collect noisy observation y(`) = e
T
` x +N (0, σ2)
if |y(`)| ≥ τ then
Add indices corresponding to children of ` in the underlying tree to Q
Update support estimate: Ŝ ← Ŝ ∪ `
end if
end while
Output: Final Support Estimate Ŝ
which they were obtained as in (4.1), we instead index each measurement according to
the index of the basis vector onto which x is projected, or equivalently here, according to
the location of x that was observed. To that end, let us denote by y(j) the measurement
obtained by projecting x onto the vector ej having a single nonzero in the j-th location
for any j ∈ {1, 2, . . . , n}.
Now, begin by specifying a threshold τ ≥ 0, and by initializing a support estimate
Ŝ = ∅ and a data structure Q (which could be a stack, queue, or simply a set) to
contain the index corresponding to the root of the underlying tree. While the data
structure Q is nonempty, remove an element ` from Q, collect a noisy measurement
y(`) by projecting x onto e`, and perform the following hypothesis test. If |y(`)| ≥
τ , add the indices corresponding to the children of node ` in the underlying tree to
the data structure Q and update the support estimate to include the index `; on the
other hand, if |y(`)| < τ , then keep Q and Ŝ unchanged. Continue in this fashion, at
each step obtaining a new measurement and performing a corresponding hypothesis
test to determine whether the amplitude of the coefficient measured in that step was
significant. When the overall procedure terminates it outputs its final support estimate
Ŝ, which essentially corresponds to the set of locations of x for which the corresponding
measurements exceeded τ in amplitude.
The main result of [109] quantifies the performance of this type of sensing strategy for
acquiring tree-sparse signals in settings where each measurement is corrupted by additive
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white Gaussian noise; the overall approach in this context is depicted as Algorithm 4.
We provide a restatement of the main result of [109]2 here as a Lemma, and provide
a proof in the appendix, for completeness. It is worth noting that the choice of data
structure Q in the procedure implicitly determines the order in which measurements
are obtained; our analysis, however, is applicable regardless of which particular data
structure Q is used.
Lemma 4.1.1. Specify a sparsity parameter k′ ∈ N, intended to be an upper-bound for
the true sparsity level of the signal being acquired, and choose any δ ∈ (0, 1). Set the
threshold τ in Algorithm 4 to be
τ =
√
2σ2 log
(
4k′
δ
)
. (4.3)
Now, if the signal x ∈ Rn being acquired by the procedure is k-tree sparse for some
k ≥ 2, the specified sparsity parameter k′ satisfies k′ ≤ βk for some β ≥ 1, and the
nonzero components of x satisfy
|xi| ≥
√
8
[
1 + log
(
4β
δ
)]
·
√
σ2 log k, (4.4)
for every i ∈ S(x), then with probability at least 1 − δ the following are true: the
algorithm terminates after collecting m ≤ 2k+1 measurements, and the support estimate
Ŝ produced by the procedure satisfies Ŝ = S(x).
In words, this result ensures that when the magnitudes of the nonzero signal compo-
nents are sufficiently large – satisfying the condition specified in (4.4) – the procedure
depicted in Algorithm 4 will correctly identify the support of the tree sparse vector
(with high probability), and will do so using no more than 2k + 1 measurements.
Now, as a simple extension, suppose that we seek to identify the support of a k-tree
sparse vector, and are equipped with a budget of m measurements, where m ≥ r(2k+1)
for some integer constant r ≥ 1. In this setting, the procedure described above may
be easily modified to obtain a total of r measurements (each with its own independent
2 We note that we have not attempted to optimize constants in our derivation of Lemma 4.1.1,
opting instead for simple expressions that better illustrate the scaling behavior with respect to the
problem parameters.
83
additive noise) at each step. If these replicated measurements are averaged prior to
performing the hypothesis test at each step, the results of Lemma 4.1.1 can be extended
directly to this setting. We formalize this extension here as a corollary.
Corollary 4.1.1. Let x be as in Lemma 4.1.1, and consider acquiring x using a variant
of the adaptive tree sensing procedure described in Algorithm 4, where r ≥ 1 measure-
ments are obtained in each step and averaged to reduce the effective measurement noise
prior to each hypothesis test. Choose δ ∈ (0, 1) and sparsity parameter k′ ∈ N, and set
the threshold τ as
τ =
√
2
(
σ2
r
)
log
(
4k′
δ
)
. (4.5)
If x is k-tree sparse for some k ≥ 2, the sparsity parameter k′ ≤ βk for some β ≥ 1,
and the amplitudes of the nonzero components of x satisfy
|xi| ≥
√
8
[
1 + log
(
4β
δ
)]
·
√(
σ2
r
)
log k, (4.6)
for every i ∈ S(x) then with probability at least 1−δ the following are true: the algorithm
terminates after collecting m ≤ r(2k + 1) measurements, and the support estimate Ŝ
produced by the procedure satisfies Ŝ = S(x).
Note that since m ≤ r(2k + 1) we have that 1/r ≤ 3k/m provided k ≥ 1. It follows
from the corollary that when the sparsity parameter k′ does not overestimate the true
sparsity level by more than a constant factor (i.e., β ≥ 1 is a constant), then a sufficient
condition to ensure that the support estimate produced by the repeated-measurements
variant of the tree sensing procedure is correct with probability at least 1 − δ, is that
the nonzero components of x satisfy
|xi| ≥
√
24
[
1 + log
(
4β
δ
)]
·
√
σ2
(
k
m
)
log k, (4.7)
for all i ∈ S(x). Identifying whether any other procedure can accurately recover the
support of tree-sparse signals having fundamentally weaker amplitudes is the motivation
for our present effort.
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4.1.2 Problem Statement
As stated above, the essential aim of this work is to establish whether the adaptive
sensing procedure for tree-sparse signals analyzed by the authors in the previous work
[109], and summarized above as Algorithm 4 is optimal. Our specific focus here is on
establishing fundamental performance limits for the support recovery task – that of
identifying the locations of the nonzeros of x – in settings where x is k tree-sparse, and
when observations may be designed either non-adaptively (e.g., measurement vectors
whose elements are random and iid, as in traditional CS) or adaptively based on previous
observations. We formalize this problem here.
4.1.2.1 Signal Model
Let Tn,k denote the set of all unique supports for n-dimensional vectors that are k-tree
sparse in the same underlying binary tree with n nodes. For technical reasons, we
further assume that the underlying trees are nearly complete, meaning that all levels
of the underlying tree are full with the possible exception of the last (i.e., the bottom)
level, and all nodes in any partially full level are as far to the left as possible.
Our specific focus will be on classes of k-tree sparse signals, 2 ≤ k ≤ (n + 1)/2,
where each k-sparse signal x has support S(x) ∈ Tn,k, and for which the amplitudes
of all nonzero signal components are greater or equal to some non-negative quantity µ.
Formally, for a given underlying tree, fixed sparsity level k, and Tn,k as described above,
we define the signal class
Xµ;Tn,k ,
{
x ∈ Rn : xi = αi1{i∈T}, |αi| ≥ µ > 0, T ∈ Tn,k
}
, (4.8)
where 1{B} denotes the indicator function of the event B. In the sequel, we choose to
simplify the exposition by denoting the signal class Xµ;Tn,k using the shorthand notation
Xµ,k, effectively leaving the problem dimension and specification of the underlying tree
(and corresponding set of allowable k-tree sparse supports) to be implicit. As we will
see, the conditions required for accurate support recovery of k-tree sparse signals as
defined above are directly related to the signal amplitude parameter µ.
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4.1.2.2 Sensing Strategies
We examine the support recovery task under both adaptive and non-adaptive sensing
strategies. The non-adaptive sensing strategies that we examine here are motivated
by initial efforts in CS, which prescribe collecting observations using ensembles of ran-
domly generated measurement vectors. Here, when considering performance limits of
non-adaptive sensing, we consider observations obtained according to the model (4.1),
where each aj , j = 1, 2, . . . ,m, is an independent random vector, whose elements are
iid N (0, 1/n) random variables. This normalization ensures that each measurement
vector has norm one in expectation; that is, E
[‖aj‖22] = 1 for all j = 1, 2, . . . ,m. Our
investigation of adaptive sensing strategies focuses on observations obtained according
to (4.1), using measurement vectors satisfying ‖aj‖22 = 1, for j = 1, 2, . . . ,m, and for
which aj is allowed to explicitly depend on {a`, y`}j−1`=1 for j = 2, 3, . . . ,m, as described
above.
Overall, as noted in [124], we can essentially view any (non-adaptive, or adaptive)
sensing strategy in terms of a collection M of conditional distributions of measurement
vectors aj given {a`, y`}j−1`=1 for j = 2, 3, . . . ,m. We adopt this interpretation here,
denoting by Mm,na the specific sensing strategy based on non-adaptive Gaussian random
measurements described above, and by Mm be the collection of all adaptive (or non-
adaptive) sensing strategies based on m measurements, where each measurement vector
is exactly norm one (with probability one).
4.1.2.3 Observation Noise
In each case, we model the noises associated with the linear measurements as a sequence
of independent N (0, σ2) random variables. We further assume that each noise wj is
independent of the present and all past measurement vectors {a`}j`=1. For the non-
adaptive sensing strategies we examine here noises will also be independent of future
measurement vectors, though by design, future measurement vectors generally will not
be independent of present noises when adaptive sensing strategies are employed.
86
4.1.2.4 The Support Estimation Task
We define a support estimator ψ to be a (measurable) function from the space of mea-
surement vectors and associated observations to the power set of {1, 2, . . . , n}. In other
words, an estimator ψ takes as its input a collection of measurement vectors and as-
sociated observations, {aj , yj}mj=1, denoted by {Am,ym} in the sequel (for shorthand),
and outputs a subset of the index set {1, 2, . . . , n}. We note that any estimator can,
in general, have knowledge of the sensing strategy that was employed during the mea-
surement process, and we make that dependence explicit here. Overall, we denote a
support estimate based on observations Am,ym obtained using sensing strategy M by
ψ(Am,ym;M).
Now, under the 0/1 loss function d(S1, S2) , 1{S1 6=S2} defined on elements S1, S2 ⊆
{1, 2, . . . , n}, the (maximum) risk of an estimator ψ based on sensing strategy M over
the set Xµ,k is given by
RXµ,k(ψ,M) , sup
x∈Xµ,k
Ex [d(ψ(Am,ym;M),S(x))]
= sup
x∈Xµ,k
Ex
[
1{ψ(Am,ym;M)6=S(x)}
]
= sup
x∈Xµ,k
Prx (ψ(Am,ym;M) 6= S(x)) , (4.9)
where Ex and Prx denote, respectively, expectation and probability with respect to
the joint distribution P(Am,ym; x) , Px(Am,ym) of the quantities {Am,ym} that is
induced when x is the true signal being observed. In words, the (maximum) risk essen-
tially quantifies the worst-case performance of a specified estimator ψ when estimating
the “most difficult” element x ∈ Xµ,k (here, the element whose support is most difficult
to accurately estimate) from observations obtained via sensing strategy M .
Now, we define the minimax risk R∗Xµ,k,M associated with the class of distributions
{Px : x ∈ Xµ,k} induced by elements x ∈ Xµ,k and the class M of allowable sensing
strategies as the infimum of the (maximum) risk over all estimators ψ and sensing
strategies M ∈M; that is,
R∗Xµ,k,M , infψ;M∈MRXµ,k(ψ,M)
= inf
ψ;M∈M
sup
x∈Xµ,k
Prx (ψ(Am,ym;M) 6= S(x)) . (4.10)
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In words, the minimax risk quantifies the error incurred by the best possible estimator
when estimating the support of the “most difficult” element x ∈ Xµ,k using observations
obtained via any sensing strategy M ∈M.
Note that when the minimax risk is bounded away from zero, so that R∗Xµ,k,M ≥ γ
for some γ > 0, it follows that regardless of the particular estimator ψ and sensing
strategy M ∈ M employed, there will always be at least one signal x ∈ Xµ,k for
which Prx (ψ(Am,ym;M) 6= S(x)) ≥ γ. Clearly, such settings may be undesirable in
practice, since in this case we can make no uniform guarantees regarding accurate
support recovery of signals x ∈ Xµ,k – there will always be some worst-case scenario for
which the support recovery error probability will exceed γ. Our aim here is to identify
these problematic scenarios; formally, we aim to identify signal classes Xµ,k of the form
(4.8), parameterized by their corresponding signal amplitude parameters µ, for which
the minimax risk will necessarily be bounded away from zero.
4.1.3 Summary of Our Contributions
Our first main result analyzes the support recovery task for tree-sparse signals in a
non-adaptive sensing scenario motivated by the randomized sensing strategies typically
employed in compressive sensing. We state the result here as a theorem, and provide a
proof in the next section.
Theorem 4.1.1. Let Xµ,k be the class of k-tree sparse n-dimensional signals defined
in (4.8) where 2 ≤ k ≤ (n+ 1)/2, and consider acquiring m measurements of x ∈ Xµ,k
using the non-adaptive (random, Gaussian) sensing strategy Mm,na. If
µ ≤
√
1− 2γ
25
·
√
σ2
( n
m
)
log(k), (4.11)
for some γ ∈ (0, 1/3) then the minimax risk R∗Xµ,k,Mm,na defined in (4.10) obeys the
bound
R∗Xµ,k,Mm,na ≥ γ. (4.12)
As alluded above, the direct implication of Theorem 4.1.1 is that no uniform recovery
guarantees can be made for any estimation procedure for recovering the support of tree-
sparse signals x ∈ Xµ,k when the signal amplitude parameter µ is “too small.”
88
Our second main result concerns support recovery in scenarios where adaptive sens-
ing strategies may be employed. We state this result as Theorem 4.1.2, and provide a
proof in the next section.
Theorem 4.1.2. Let Xµ,k be the class of k-tree sparse n-dimensional signals defined
in (4.8) where 2 ≤ k ≤ (n+ 1)/2, and consider acquiring m measurements of x ∈ Xµ,k
using any sensing strategy M ∈Mm. If
µ ≤ (1− 2γ)
√
σ2
(
k
m
)
, (4.13)
for some γ ∈ (0, 1/3) then the minimax risk R∗Xµ,k,Mm defined in (4.10) obeys the bound
R∗Xµ,k,Mm ≥ γ. (4.14)
Similar to the discussion following the statement of Theorem 4.1.1 above, here we
have that that no uniform guarantees can be made regarding accurate support recovery
of signals x ∈ Xµ,k for small µ.
Table 4.1 depicts a summary of our main results in a broader context. Overall,
we compare four distinct scenarios corresponding to a taxonomy of adaptive and non-
adaptive sensing strategies for recovering k-sparse signals under assumptions of unstruc-
tured sparsity and tree sparsity. For each, we identify (up to an unstated constant) a
critical value of the signal amplitude parameter, say µ∗, such that for the support re-
covery task the minimax risk over the class Xµ,k will necessarily be bounded away from
zero when µ ≤ µ∗. The conditions for support estimation of unstructured sparse vec-
tors listed in Table 4.1 are a restatement of some known results, and are provided here
(with references) for comparison3 . Our main contributions here are depicted in the
bottom row of the table, which correspond to the values identified in equations (4.11)
and (4.13), respectively (with the leading multiplicative factors suppressed).
3 Necessary conditions on the signal amplitude parameter required for exact support recovery from
non-adaptive compressive samples (and for unstructured sparse signals) were provided in [139]; related
efforts along these lines include [140–144]. Necessary conditions for exact support recovery using adap-
tive sensing strategies were provided in [145] for the case where the number of measurements exceeds
the signal dimension (m > n), while to the best of our knowledge results of this flavor have not yet been
established for the compressive regime (where m < n). Finally, we note that several related efforts have
established necessary conditions for weaker metrics of approximate support recovery using non-adaptive
sensing [146,147] and adaptive sensing strategies [119,124].
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Table 4.1: Summary of necessary conditions for exact support recovery using non-
adaptive or adaptive sensing strategies that obtain m measurements of k-sparse n-
dimensional signals that are either unstructured or tree sparse in an underlying nearly
complete binary tree. For each setting, we state the critical value of µ such that whenever
µ is smaller than a constant times the stated quantity, the minimax risk over the class
of signals Xµ,k of the form (4.8) will be strictly bounded away from zero.
Sparsity Model
Sampling Strategy
Non-adaptive Sensing Adaptive Sensing
√
σ2
(
n
m
)
log n
√
σ2
(
n
m
)
log k
Unstructured Sparsity
[139]; see also [140–144] [145] (when m > n)
√
σ2
(
n
m
)
log k
√
σ2
(
k
m
)
Tree Sparsity
Theorem 4.1.1 Theorem 4.1.2
Two salient points are worth noting when comparing the necessary conditions sum-
marized in Table 4.1 with the sufficient condition (4.7) for the repeated-measurement
variant of the adaptive tree sensing procedure of Algorithm 4. First, the results of
Theorem 4.1.2, summarized in the lower-right corner of Table 4.1, address our overall
question – the simple adaptive tree sensing procedure described above is indeed nearly
optimal for estimating the support of k-tree sparse vectors, in the following sense: Corol-
lary 4.1.1 describes a technique that accurately recovers (with probability at least 1− δ,
where δ can be made arbitrarily small) the support of any k-tree sparse signal from
m ≤ r(2k + 1) measurements, provided the amplitudes of the nonzero signal compo-
nents all exceed cδ ·
√
σ2 (k/m) log k for some constant cδ. On the other hand, for any
estimation strategy based on any adaptive or non-adaptive sensing method, support
recovery will fail (with probability at least γ) to accurately recover the support of some
signal or signals in a class comprised of k-tree sparse vectors whose nonzero components
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exceed cγ ·
√
σ2 (k/m) in amplitude, for a constant cγ .
The second noteworthy point here concerns the relative performances of the four
strategies summarized in Table 4.1. Overall, we see that techniques that either employ
adaptive sensing strategies or exploit tree structure in the signal being inferred (but
not both) may indeed outperform non-adaptive sensing techniques that do not exploit
structure, in the sense that either may succeed in recovering signals whose nonzero
components are weaker. That said, the potential improvement arises only in the log-
arithmic factor present in the amplitudes, implying that either of these improvements
by themselves can recover signals whose amplitudes are weaker by a factor that is (at
best) a constant multiple of
√
log k/ log n. On the other hand, techniques that lever-
age both adaptivity and structure, such as the adaptive tree sensing strategy analyzed
above, can provably recover signals whose nonzero component amplitudes are signifi-
cantly weaker than those that can be recovered via any of the other strategies depicted
in the table. Specifically, in this case the relative difference in amplitudes is on the order
of a constant times
√
k/(n log n), which could be much more significant, especially in
high-dimensional settings. The experimental evaluation in Section 4.3 provides some
additional empirical evidence along these lines.
4.1.4 Relations to Existing Works
As alluded above, several recent efforts have proposed (e.g., [136–138]) and analyzed
(e.g., [128, 129]) specialized techniques for estimating tree-sparse signals from non-
adaptive compressive samples, each of which are designed to exploit the fundamental
connectivity structure present in the underlying signal during the inference task. The
work [2] was among the first to propose and experimentally evaluate a direct wavelet
sensing approach for acquiring and estimating wavelet sparse signals (there, images)
in the context of compressive sensing tasks, and the sample complexity of a similar
procedure in noise free settings was analyzed in [3], [4]. These works served as the
motivation for our initial investigation [109] into the performance of such approaches in
noisy settings.
Since our work [109] appeared, several related efforts in the literature have inves-
tigated adaptive sensing strategies for structured sparse signals. The work [122], for
example, examined the problem of localizing block-structured activations in matrices
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from noisy measurements, and established fundamental limits for this task using proof
techniques based on [148]. We adopt a similar approach based on [148] below in the
proof of one of our main results. A follow-on work [123] examined a more general setting,
that of support recovery of signals whose supports correspond to (unions of) smaller
clusters in some underlying graph. That work assumed that the clusters comprising the
signal model were such that they could be organized into a (nearly balanced) hierarchi-
cal clustering having relatively few levels. While this model is quite general, we note
that the class of tree sparse signals we consider here comprise a particularly difficult
(in fact, nearly pathological!) scenario for the strategy of [123]; indeed, the tree-sparse
case comprises one example of a problematic scenario identified in [123] where that ap-
proach “does not significantly help when distinguishing clusters that differ only by a
few vertices.”
It is interesting to note that different structure models can give rise to different
thresholds for localization from non-adaptive measurements. We note, for example, that
the thresholds identified in [122] for localizing block-sparse signals using non-adaptive
compressive measurements are weaker than the corresponding threshold we identify in
Theorem 4.1.1 here for localizing tree-sparse signals4 . This difference arises as a direct
result of the different signal models, and in particular, how these differences manifest
themselves in the reduction strategy inherent in the proofs based on the ideas of [148].
For the analysis of block-sparse signals in [122] the reduction to hypotheses that are
difficult to distinguish leads to consideration of block-sparse signals that either differ on
about k1/2 locations or do not overlap at all, while in contrast, the performance limits
in our case are dictated by tree sparse signals that can differ on as few as two locations.
Stated another way, the tree-sparse signal model we consider here contains subsets of
signals that are necessarily more difficult to discern than does the block-sparse model
analyzed in [122], and this gives rise to the higher necessary signal amplitude thresholds
required for localization using non-adaptive compressive measurements for the tree-
sparse model we examine here, as compared with the block-sparse model examined
in [122].
4 Specifically, the results of [122] imply (adapted to the notation we employ here) that accurate
localization of block-sparse signals is impossible when the nonzero signal components have amplitudes
smaller than a constant times
√
σ2
(
n
m
)
max
{
1
k1/2
, logn
k
}
.
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We also note a recent related work which proposed a technique for sensing signals
that are “almost” tree-sparse in a wavelet representation, in the sense that their supports
may correspond to disconnected subtrees in some underlying tree [132]. While the
sensing strategy proposed in that work was demonstrated experimentally to be effective
for acquiring natural images, only a partial analysis of the procedure was provided.
Specifically, [132] analyzed their procedure only for the case where the signal supports
do correspond to connected subtrees in some underlying tree, which was effectively
the case analyzed in [109]. Further, the analysis in [132] did not explicitly quantify
the sufficient conditions on the signal component amplitudes for which the procedure
would successfully recovery the signal support, stating instead only that m = 2k + 1
measurements were sufficient to recover the support provided the SNR was “sufficiently
large.”
While our focus here is specifically on the support recovery task, we note that
the related prior work [122] also identified fundamental limits for the task of detecting
the presence of block-structured activations in matrices using adaptive or non-adaptive
measurements, and established that signals whose nonzero components are essentially
“too weak” cannot be reliably detected by any method. Analogous fundamental limits
for the detection of certain tree-sparse signals have also been established in the literature.
Specifically, in the context of our effort here, the problem examined in [149] may be
viewed in terms of identifying the support of (a subset of) tree sparse signals whose
nonzero elements have the same amplitude µ, from a total of m = n noisy measurements,
corresponding to one measurement per node of the underlying tree. Interestingly, that
work established that all detection approaches (for simple trees with no branching)
are unreliable when µ < c
√
σ2(n/m) = c
√
σ2 for a specified constant c > 0. This
threshold differs from the lower bound we establish for the support recovery task by only
a logarithmic factor. This slight difference may arise from the fact that our tree-sparse
model contains many more allowable supports (and therefore, more signal candidates)
than the path-based model examined in [149], or it may be that, (at least for the “full-
measurement” scenario where m = n) the support recovery task is slightly more difficult
than the detection task. A full characterization of this type of detection problem for
general tree-sparse signals, in settings where measurements may be compressive (m < n)
as well as adaptive or non-adaptive, is beyond of the scope of our effort here, and remains
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an (as yet) open problem.
Finally, while our focus here was specifically on the adaptive tree-sensing strategy
and fundamental recovery limits for tree-sparse signals, we note that previous results
have established that the necessary conditions for recovery of unstructured sparse sig-
nals in the top row of Table 4.1 are essentially tight, in the sense that there exist sensing
strategies and associated estimation procedures in each case that are capable of accurate
support recovery of sparse signals whose nonzero components exceed a constant times
the specified quantity – see, for example, [139,140,150,151], which consider the identifi-
cation of necessary conditions for support recovery of (unstructured) sparse signals from
non-adaptive measurements, and [145], which analyzes an adaptive sensing strategy for
recovering (unstructured) sparse vectors in noisy settings. Support recovery of (group)
structured sparse signals was also examined recently in [152–154].
4.1.5 Organization
The remainder of this paper is organized as follows. The proofs of our main results,
Theorems 4.1.1 and 4.1.2, are presented in Section 4.2. In Section 4.3 we provide an
experimental evaluation of the support recovery task for tree sparse signals. Specifically,
where we compare the performance of the tree sensing procedure described above with
an inference procedure based on non-adaptive (compressive) sensing that is designed to
exploit the tree structure, as well as with adaptive and non-adaptive CS techniques that
are agnostic to the underlying tree structure. We also provide experimental evidence
to validate the scaling behavior predicted in (4.7) for a fixed measurement budget. We
discuss some natural extensions of this effort, and provide a few concluding remarks, in
Section 4.4. Several auxiliary results, as well as a proof of Lemma 4.1.1, are relegated
to the Appendix.
4.2 Proofs of Main Results
Our first main result, Theorem 4.1.1, concerns the support recovery task for tree-sparse
signals in a non-adaptive sensing scenario motivated by the randomized sensing strate-
gies typically employed in compressive sensing. Our analysis here follows a similar
strategy as in a recent related effort [122], which is based on the general reduction
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strategy described by Tsybakov [148]. Our second main result, Theorem 4.1.2, concerns
support recovery for tree-sparse vectors in scenarios where adaptive sensing strategies
may be employed. Our proof approach in this scenario is again based on a reduction
strategy – we argue (formally) that the support recovery task in this case is at least as
difficult as the task of localizing a single nonzero signal component of a vector of re-
duced dimension, and leverage a result of the recent work [119] which examined support
recovery from non-adaptive measurements for general (unstructured) sparse signals.
Before we proceed, we first introduce some notation that will be used throughout the
proofs here. For any T ∈ Tn,` with 1 ≤ ` < n, corresponding to the support of a rooted
connected subtree with ` nodes (in some underlying nearly complete binary tree with
n nodes), we define N(T ) to be the set of locations in the underlying tree, such that
for any j ∈ N(T ) the augmented set T ∪ j corresponds to a tree with ` + 1 ≤ n nodes
that is itself another rooted connected subtree of the same underlying tree. Formally,
for T ∈ Tn,` we define
N(T ) , {j ∈ {1, 2, . . . , n} : {T ∪ j} ∈ Tn,`+1} . (4.15)
With this, we are in position to proceed with the proofs of Theorems 4.1.1 and 4.1.2.
4.2.1 Proof of Theorem 4.1.1
The result of Theorem 4.1.1 quantifies the limits of support recovery for tree sparse
signals using non-adaptive randomized sensing strategies. Our analysis is based on the
general reduction strategy proposed by Tsybakov [148], and follows a similar approach
as that in a recent, related effort that identified performance limits for estimating block-
structured matrices from noisy measurements [122].
Recall the problem formulation and notation introduced in the previous section,
and note that for any set X ′µ,k ⊆ Xµ,k, any estimator ψ, and any measurement strategy
M ∈M, we have that
sup
x∈Xµ,k
Prx (ψ(Am,ym;M) 6= S(x)) ≥ sup
x∈X ′µ,k
Prx (ψ(Am,ym;M) 6= S(x)) , (4.16)
where as described above the notation Prx(·) denotes probability with respect to the
joint distribution P(Am,ym; x) , Px(Am,ym) of the quantities Am and ym that is
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induced when x is the true signal being observed. This implies, in particular, that
R∗Xµ,k,M ≥ R∗X ′µ,k,M (4.17)
and it follows that we can obtain valid lower bounds on R∗Xµ,k,M by instead seeking
lower bounds on the minimax risk over any restricted signal class X ′µ,k ⊆ Xµ,k. This is
the strategy we employ here.
For technical reasons we address the cases k = 2 and 3 ≤ k ≤ (n+ 1)/2 separately,
but the essential approach is similar in both cases. Namely, for each k we construct a
set X ′µ,k of signals whose nonzero components have the same amplitude µ, and whose
supports are “close” in the sense that the symmetric difference between supports of any
pair of distinct signals in the class is a set of cardinality two. In each case these signal
classes are of the form
X ′µ,k(T ∗) ,
{
x ∈ Rn : xi = µ1{i∈T}, T = T ∗ ∪ j, j ∈ N(T ∗)
}
, (4.18)
for some (specific) T ∗ ∈ Tn,k−1 and N(T ) is as defined above. This allows us to reduce
our problem to the consideration of a hypothesis testing problem over a countable (and
finite) number of elements x ∈ X ′µ,k.
4.2.1.1 Case 1: k = 2
We begin by choosing T ∗ ∈ Tn,1 to be an element of Tn,1 for which |N(T ∗)| = 2,
and for this T ∗ we form the set Xµ,2 of the form (4.18) above5 . It follows from the
definition of N(T ∗) that X ′µ,2(T ∗) is a set of signals whose supports are each an element
of Tn,2, and since each nonzero element has amplitude exactly equal to µ, it follows
that every x ∈ X ′µ,2(T ∗) is also an element of the class of signals Xµ,2 defined in (4.8)
when k = 2. Thus, we have overall that X ′µ,2(T ∗) ⊂ Xµ,2. Now, our approach is to
obtain lower bounds on the minimax risk R∗Xµ,2,M when M = {Mm,na} by considering
the minimax risk over the set X ′µ,2(T ∗), which ultimately corresponds to assessing the
error performance of a hypothesis testing problem with two simple hypotheses.
5 Note that this is a somewhat degenerate scenario – here, T ∗ can be chosen to be the set that
contains only the index of the root node of the underlying tree. Further, that k ≤ (n + 1)/2 implies
n ≥ 3 here, and since the underlying tree is assumed nearly complete, it follows that the root node has
two descendants in the underlying tree.
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Our analysis relies on a result of Tsybakov [148, Theorem 2.2], which provides lower-
bounds on the minimax probability of error for a binary hypothesis testing problem.
We state that result here as a lemma.
Lemma 4.2.1 (Tsybakov). Let P0,P1 be probability distributions (on a common mea-
surable space) for which the Kullback-Leibler (KL) divergence of P0 from P1 satisfies
K(P1,P0) ≤ α <∞. Then, the minimax probability of error over all (measurable) tests
ψ that map observations to an element of the set {0, 1}, given by
pe,1 , inf
ψ
max
j=0,1
Prj (ψ 6= j) , (4.19)
where Prj (·) denotes probability with respect to the distribution Pj induced on the ob-
servations when hypothesis j is the correct hypothesis, obeys the bound
pe,1 ≥ max
{
1
4
exp (−α) , 1−
√
α/2
2
}
≥ 1−
√
α/2
2
. (4.20)
In order to apply this result in our setting, we first need to evaluate the KL divergence
K(P1,P0), where P1 and P0 are distributions that characterize our testing problem
of identifying which of the two unique elements x0,x1 ∈ X ′µ,2(T ∗), respectively, was
observed. Now, under the assumption here that the elements of each measurement
vector are (iid) Gaussian distributed, we have that the KL divergence of P0 from P1
can be expressed in terms of the corresponding probability densities f1 = f1({ai, yi}mi=1)
and f0 = f0({ai, yi}mi=1) as
K(P1,P0) = E1
[
log
(
f1(Am,ym)
f0(Am,ym)
)]
, (4.21)
which is just the expectation of the log-likelihood ratio with respect to the distribution
P1.
It follows from the assumptions of our measurement model, specifically that the
measurement vectors and noises are mutually independent, that each of the densities
fp, p ∈ {0, 1}, can be factored in the form
fp(Am,ym) =
m∏
i=1
f(ai) fp(yi|ai) (4.22)
where each f(ai) is multivariate Gaussian density and fp(yi|ai) is a (signal-dependent)
conditional density of the observation yi given the measurement vector ai. Note that the
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conditional densities of yi given ai are also Gaussian distributed because of the additive
noise modeling assumptions. Overall, the log-likelihood ratio in (4.21) can be simplified
as
log
(
f1(Am,ym)
f0(Am,ym)
)
=
m∑
i=1
log
(
f1(yi|ai)
f0(yi|ai)
)
=
m∑
i=1
(
yi − aTi x0
)2 − (yi − aTi x1)2
2σ2
=
m∑
i=1
(
aTi x0
)2 − 2yiaTi x0 − (aTi x1)2 + 2yiaTi x1
2σ2
. (4.23)
Now, using the fact that under the distribution P1 we have that yi = aTi x1 + wi for
i = 1, . . . ,m, and that the noise wi is zero mean and independent of ai, we can simplify
the expression (4.21) as
K(P1,P0) = E1
[
m∑
i=1
(
aTi (x1 − x0)
)2
2σ2
]
.
Note that by the construction of X ′µ,2(T ∗), the vector x1−x0 has exactly two nonzero
elements, each having amplitude µ (but with different signs). It follows that aTi (x1 −
x0) ∼ N (0, 2µ2/n) for each i = 1, . . . ,m, and thus the KL divergence can be expressed
simply as
K(P1,P0) =
mµ2
nσ2
. (4.24)
Letting α = mµ
2
nσ2
, it is easy to see from (4.20) that if α ≤ 2(1− 2γ)2, or equivalently, if
µ ≤
√
2(1− 2γ)2 ·
√
σ2
( n
m
)
=
√
2(1− 2γ)2
log 2
·
√
σ2
( n
m
)
log 2, (4.25)
for any γ ∈ (0, 1/2), then pe,1 ≥ γ.
4.2.1.2 Case 2: 3 ≤ k ≤ (n+ 1)/2
Analogously to the k = 2 case, we begin by choosing T ∗ ∈ Tn,k−1 to be an element
of Tn,k−1 for which |N(T ∗)| = k (the existence of such an element T ∗ is established
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by Lemma 4.5.2 in the appendix) and constructing the set X ′µ,k(T ∗) to be of the form
(4.18). As in the previous case, it follows here that X ′µ,k(T ∗) ⊂ Xµ,k, so our approach
here ultimately corresponds to assessing the error performance of a multiple hypothesis
testing problem with k simple hypotheses.
We again employ a result of Tsybakov [148, Proposition 2.3], which provides lower-
bounds on the minimax probability of error for a hypothesis testing problem deciding
among some L+ 1 hypotheses. We state that result here as a lemma.
Lemma 4.2.2 (Tsybakov). Let P0, . . . ,PL be probability distributions (on a common
measurable space) satisfying
1
L
L∑
j=1
K(Pj ,P0) ≤ α (4.26)
with 0 < α < ∞. Then, the minimax probability of error over all (measurable) tests ψ
that map observations to an element of the set {0, 1, . . . , L}, given by
pe,L , inf
ψ
max
0≤j≤L
Prj (ψ 6= j) , (4.27)
obeys the bound
pe,L ≥ sup
0<τ<1
[
τL
1 + τL
(
1 +
α+
√
α/2
log τ
)]
. (4.28)
As in the previous case we again need to evaluate KL divergences, this time for
pairs of distributions Pp and Pq induced by signals xp,xq ∈ X ′µ,k(T ∗). The computa-
tion of each KL divergence mirrors the derivation in the previous case; overall, it is
straightforward to show that
1
L
L∑
j=1
K(Pj ,P0) =
mµ2
nσ2
. (4.29)
Now, note that we can lower-bound the supremum term in the minimum probability of
error expression (4.28) by evaluating the right hand side for any τ ∈ (0, 1). Since our
test is over k hypotheses we let L = k − 1 here. Further, since we consider the case
k ≥ 3 here, we have that L ≥ 2, so we can choose τ = 1/√L ∈ (0, 1) to obtain that
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under the conditions of Lemma 4.2.2,
pe,L ≥
√
L
1 +
√
L
(
1 +
α+
√
α/2
log(1/
√
L)
)
≥ 1
2
(
1− (2α+
√
2α)
logL
)
=
1
2
(
1− (2α+
√
2α)
log(k − 1)
)
. (4.30)
Now, note that for any γ ∈ (0, 1/3), we have pe,L ≥ γ whenever 2α +
√
2α ≤ (1 −
2γ) log(k − 1), or equivalently, whenever α satisfies
0 ≤ √α ≤
√
2 + 8(1− 2γ) log(k − 1)−√2
4
, (4.31)
which follows from the monotonicity of the function 2α +
√
2α and a straightforward
application of the quadratic formula.
As in the previous case, we let α = mµ
2
nσ2
and simplify to obtain that pe,L ≥ γ
whenever
µ ≤
[ √
1 +
1
fγ,k
−
√
1
fγ,k
]√
1− 2γ
2
·
√
σ2
n
m
log(k − 1), (4.32)
where fγ,k = 4(1−2γ) log(k−1). Now, for the range of k and γ values we consider here
we have that fγ,k ≥ (4/3) log(2), implying (after a straightforward calculation) that the
term in square brackets in (4.32) is always greater than 0.4 = 2/5. Thus, we see that
pe,L ≥ γ whenever
µ ≤
√
2(1− 2γ)
25
·
√
σ2
( n
m
)
log(k − 1), (4.33)
We make one more simplification, using the fact that log(k)/2 < log(k−1) when k ≥ 3,
to claim that if
µ ≤
√
1− 2γ
25
·
√
σ2
( n
m
)
log k, (4.34)
then pe,L ≥ γ.
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4.2.1.3 Putting the Results Together
In order to combine the results from the previous two cases into one concise form, we
first note that for γ ∈ (0, 1/3),√
1− 2γ
25
<
√
2(1− 2γ)2
log 2
. (4.35)
With this, we can claim overall that for any 2 ≤ k < (n+ 1)/2, if for some γ ∈ (0, 1/3),
µ ≤
√
1− 2γ
25
·
√
σ2
( n
m
)
log k, (4.36)
then the minimax risk over the class Xµ,k of k-tree sparse signals defined in (4.8) satisfies
R∗Xµ,Mm,na ≥ γ, as claimed.
4.2.2 Proof of Theorem 4.1.2
Our proof approach in this scenario leverages an essential result from recent efforts
characterizing the fundamental limits of support recovery for one-sparse n-dimensional
vectors [119]. In order to put the results of that work into context here, let us define a
class of one-sparse n-dimensional vectors as
X (1)µ ,
{
x ∈ Rn : xi = αi1{i∈T}, |αi| ≥ µ > 0, T ∈ [n]
}
, (4.37)
where [n] = {1, 2, . . . , n}. Note that we use slightly different notation for the signal class
to distinguish it from the tree-sparse classes described above. In particular, signals in the
class (4.37) could have their support on any element of {1, 2, . . . , n}, while in contrast,
one-sparse signals that are also tree-sparse must be such that their single nonzero occurs
at the root of the underlying tree.
In terms of the definition (4.37) above, the results of [119] (see also the discussion
following [155, Theorem 2]) can be summarized as a lemma.
Lemma 4.2.3. The minimax risk
R∗X (1)µ ,Mm = infψ;M∈Mm sup
x∈X (1)µ
Prx (ψ(Am,ym;M) 6= S(x)) (4.38)
over all support estimators ψ and sensing strategies M ∈Mm satisfies the bound
R∗X (1)µ ,Mm ≥
1
2
(
1−
√
mµ2
nσ2
)
. (4.39)
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It follows directly from this result that if
µ ≤ (1− 2γ)
√
σ2
( n
m
)
(4.40)
for some γ ∈ (0, 1/3), then R∗X (1)µ ,Mm ≥ γ. We proceed here by showing (formally)
that our problem of interest – recovering the support of a k-tree sparse n-dimensional
vector using any estimator and any adaptive sensing strategy – is at least as difficult as
recovering the support of a one-sparse vector in some n˜ < n dimensional space using any
estimator and any sensing strategy M ∈Mm. Then, we adapt the result of Lemma 4.2.3
to establish Theorem 4.1.2.
We will find it useful in the derivation that follows to introduce an alternative, but
equivalent, notation to describe the support estimators and signal supports. Namely,
we associate with any support estimator ψ a corresponding n-dimensional vector-valued
function ϕ = [ϕ1 ϕ2 . . . ϕn]
T , such that each support estimate ψ(Am,ym;M) corre-
sponds to a vector whose elements are given by
ϕi(Am,ym;M) = 1{i∈ψ(Am,ym;M)}, (4.41)
for i = 1, 2, . . . , n. Similarly, we can interpret the signal support S(x) of any vector
x in terms of an n-dimensional binary vector S(x) = [S1(x) S2(x) . . . Sn(x)]
T with
elements
Si(x) = 1{i∈S(x)}, (4.42)
for i = 1, . . . , n.
As in the proof of Theorem 4.1.1, for any fixed 2 ≤ k ≤ (n + 1)/2 we choose
T ∗ ∈ Tn,k−1 to be an element of Tn,k−1 for which |N(T ∗)| = k, and let X ′µ,k(T ∗) be of
the form (4.18). Now, observe
sup
x∈Xµ,k
Prx (ψ(Am,ym;M) 6= S(x)) ≥ sup
x∈X ′µ,k(T ∗)
Prx (ψ(Am,ym;M) 6= S(x))
= sup
x∈X ′µ,k(T ∗)
Prx (∪ni=1 {ϕi(Am,ym;M) 6= Si(x)})
≥ sup
x∈X ′µ,k(T ∗)
Prx (∪i∈I {ϕi(Am,ym;M) 6= Si(x)}) ,
where in the last line I is any subset of {1, 2, . . . , n}. In particular, this implies that
R∗Xµ,k,Mm ≥ infϕ;M∈Mm supx∈X ′µ,k(T ∗)
Prx
(∪i∈N(T ∗) {Ei}) , (4.43)
102
where Ei is the event {ϕi(Am,ym) 6= Si(x)}. Now, since for any signal x ∈ X ′µ,k(T ∗)
the collection {Si(x)}i∈N(T ∗) contains exactly one ‘1’ and k − 1 zeros, it follows that
the right hand side of (4.43) is equivalent to the minimax risk associated with the
task of recovering the support of a one-sparse |N(T ∗)|-dimensional vector whose single
nonzero element has amplitude µ, in settings where measurements can be obtained via
any (possibly adaptive) sensing strategy M ∈ Mm. Thus, we can employ the result of
Lemma 4.2.3 to conclude that
R∗Xµ,k,Mm ≥
1
2
(
1−
√
mµ2
|N(T ∗)|σ2
)
. (4.44)
Finally, since |N(T ∗)| = k, it follows that if for any γ ∈ (0, 1/3) we have
µ ≤ (1− 2γ)
√
σ2
(
k
m
)
, (4.45)
then R∗Xµ,k,Mm ≥ γ, as claimed.
4.3 Experimental Evaluation
In this section we provide several experimental evaluations to validate our theoretical
results, and to illustrate the performance improvements that can be achieved in the
support recovery task using the adaptive tree sensing procedure.
In our first experiment we investigate the performance of the tree-sensing approach
analyzed here, as the underlying signal dimension increases, and compare the perfor-
mance of the tree sensing approach with three other strategies from the literature.
Overall, we evaluate four sensing and support estimation strategies, each of which cor-
responds to one of the four scenarios identified in Table 4.1 (adaptive vs. non-adaptive
sensing, and structured vs. unstructured sparsity). The support estimation strate-
gies based on non-adaptive sensing that we evaluate here each utilize measurements
obtained according to the model (4.1), where measurement vectors are independent
Gaussian random vectors with iid N (0, 1/n) elements. They are
• (non-adaptive sensing, unstructured sparsity) a Lasso-based strategy that, from
m non-adaptive Gaussian random measurements, first obtains an estimate x̂Lasso
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according to
x̂Lasso,λ = arg min
x∈Rn
1
2
‖ym −Amx‖22 + λ‖x‖1, (4.46)
for a constant λ > 0, then forms a corresponding support estimate according to
ŜLasso,λ = S(x̂Lasso,λ), and
• (non-adaptive sensing, tree sparsity) a Group Lasso-based approach that first
identifies an estimate x̂GLasso according to
x̂GLasso,λ = arg min
x∈Rn
1
2
‖ym −Amx‖22 + λ
∑
G∈G
‖xG‖2, (4.47)
for a constant λ > 0, where xG denotes the sub vector of x indexed by elements
in the set G ⊆ {1, 2, . . . , n} and G is the (pre-specified) set of hierarchically over-
lapping groups which enforce tree structure (see, e.g., [156, 157]), then forms a
support estimate according to ŜGLasso,λ = S(x̂GLasso,λ).
The adaptive sensing strategies we evaluate are
• (adaptive sensing, unstructured sparsity) the near-optimal adaptive compressive
sensing strategy proposed and analyzed in [158], and
• (adaptive sensing, structured sparsity) the repeated-measurement variant of the
adaptive tree sensing approach in Algorithm 4 above.
We consider overall three different scenarios, corresponding to three different values
of the problem dimension (n = 28 − 1, n = 210 − 1, and n = 212 − 1, chosen so
that the underlying trees in each case are complete), and in each case we evaluate the
performance of each approach over a range of signal amplitude parameters µ, as follows.
In each of 100 trials we first generate a random n-dimensional tree-sparse signal with
k = 16 nonzero components of amplitude µ. We construct the signals here so that all
nonzero components are non-negative, for simplicity, and to facilitate direct comparison
with the procedure analyzed in [158]. We fix m = 4(2k + 1) and apply each of the
procedures described above (with additive noise variance σ2 = 1), and assess whether
it correctly identifies the true support by comparing the support estimate obtained by
the procedure with the true support of the tree signal. The final empirical probabilities
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of support recovery error for each approach (and each fixed n and µ) were obtained by
averaging results over the 100 trials.
For completeness, we mention a few additional details regarding our implementations
here. First, for the Lasso-based approaches based on Gaussian measurements, a new
independent measurement ensemble was generated to obtain measurements in each trial,
but the same measurement vectors and corresponding measurements are used for both
of the approaches in a given trial. Further, since each of the Lasso-based approaches
relies on specification of a tuning (regularization) parameter λ, when evaluating the
performance of those approaches we swept over the range of allowable λ values, obtaining
for each a support estimate as above, and we declare the approach a success if the
correct support estimate is identified for any value of λ. We also note that due to
implementation and machine precision issues, the estimates x̂ obtained by the Lasso-
based estimation strategies may not be exactly sparse; in the experiments we obtained
support estimates for each of the Lasso-based estimators by identifying the sets of
locations where the corresponding reconstructed signal component amplitudes exceeded
µ/3. The Lasso-based procedures were implemented here using the Sparse Modeling
Software (SpaMS), available online at spams-devel.gforge.inria.fr.
Our choice of m corresponds to r = 4 in the repeated-measurement variant of the
tree-sensing procedure of Algorithm 4. The threshold for this approach was obtained
according to (4.5) using δ = 0.01 and β = 1. Note that this choice of β corresponds to
an instance where the true underlying sparsity level is known prior to implementing the
procedure; we afford the procedure of [158] the same prior knowledge of sparsity level.
Further, strictly speaking, the approach in [158] does not fit the unit-norm measurement
model of (4.1), but instead imposes a global constraint on the measurement ensemble
of the form
∑
j ‖aj‖22 ≤ m. In this more general interpretation, the parameter m may
be viewed not as the number of measurements per se, but instead as a “sensing energy”
budget. Nevertheless, we note that in implementation, each measurement prescribed
by the method in [158] could be synthesized either using a collection of measurements
obtained using measurement vectors that satisfy ‖aj‖22 =  for all j and some (small)
 > 0, or equivalently, by appropriately adjusting the effective noise variance per mea-
surement. We used the latter approach here when implementing the method in [158],
along with one additional modification. Namely, we note that the procedure in [158]
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Figure 4.2: Empirical probability of support recovery error as a function of signal am-
plitude parameter µ in three different problem dimensions n. In each case, four dif-
ferent sensing and support recovery approaches – the adaptive tree sensing procedure
described here (4 markers); the adaptive compressive sensing approach of [158] (
markers); a Group Lasso approach for recovering tree-sparse vectors ( markers), and
a Lasso approach for recovering unstructured sparse signals (× markers) – were em-
ployed to recover the support of a tree-sparse signal with 16 nonzeros of amplitude
µ. The proposed tree-sensing procedure outperforms each of the other methods, and
exhibits performance that is unchanged as the problem dimension increases.
may not satisfy the sensing energy constraint with equality, in effect leaving some sens-
ing energy unused, which may lead to sacrificed performance. Here, we account for this
by explicitly rescaling (increasing) the energy allocations at each step so that the overall
sensing energy constraint is satisfied with equality.
Figure 4.2 depicts the results of this experimental comparison, where for each value
of n and for each method we plot the empirical probability of support recovery error,
averaged over the 100 trials, as a function of the (logarithm of the) signal amplitude
parameter µ. Here, the tree-sensing procedure corresponds to the curve with triangle
(4) markers, the adaptive CS approach of [158] is shown with square () markers, the
Group Lasso approach is shown with diamond () markers, and the Lasso approach is
shown with the × markers.
A few interesting points are worth noting here. First, as expected, the adaptive
tree-sensing procedure outperforms each of the other approaches in each of the three
scenarios. Indeed, the performance of the four approaches follows a fairly intuitive
ordering – the tree-sensing procedure performs best, followed by the adaptive sensing
strategy of [158], then the Group-Lasso based approach that exploits tree-structure in
the inference task (but uses non-adaptive sensing), and finally, the Lasso-based approach
that uses non-adaptive sensing, and does not exploit tree structure. Overall, the results
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suggest that either utilizing adaptive sensing or exploiting tree structure (alone) can
indeed result in techniques that outperform traditional CS, but even more significant
improvements are possible when leveraging adaptivity and structure together, confirm-
ing our claim in the discussion in Section 4.1.
Further, it is interesting to note that the performance of the tree-sensing procedure is
unchanged as the problem dimension increases, in agreement with the result of the result
of Corollary 4.1.1, where the sufficient condition on µ that ensures accurate support
recovery does not depend on the ambient dimension n. By comparison, the performance
of each of the other approaches degrades as the problem dimension increases – a “curse
of dimensionality” suffered by each of these other techniques. While our experimental
results only compare problems across 4 orders of magnitudes, the relative performance
differences will become much more significant here as the problem dimension becomes
even larger6 .
For completeness, we note that the the result of Corollary 4.1.1, with the specific
parameter choices utilized in our experimental setup, ensures that accurate support
recovery (with probability at least 1 − δ = 0.99 here) occurs when µ ≥ 6.2. Here,
we observe that accurate support recovery occurs for the tree-sensing procedure for
slightly weaker signals whose component amplitudes µ satisfy µ ≥ 3.5. Of course, the
condition identified in Corollary 4.1.1 is only a sufficient condition, and as stated in
the discussion in Section 4.1, we made little effort to optimize the constants associated
with the sufficient conditions here, opting instead for results of a simple functional
form. Nevertheless, even with the bounding we employed in our proof, the conditions
we identified are fairly representative of the behavior of the procedure in practice.
Our second experimental evaluation is designed to investigate the scaling behavior
predicted by the theoretical guarantees we provide in Corollary 4.1.1 – namely, that
accurate support estimation is achievable provided the nonzero signal components sat-
isfy the condition given in (4.7). To that end, we provide a phase transition plot for
our approach that depicts, for a measurement budget mmax, whether the tree sensing
procedure results in accurate support recovery of k tree-sparse signals whose nonzero
6 We chose these representative problem sizes here, in part, because of computational limitations
associated with implementing the Lasso-based experiments on larger problem sizes. By comparison, our
tree-sensing procedure executes in under 1 second in MATLAB on our desktop system, even for problem
sizes where n ∼ 227.
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Figure 4.3: Empirical probability of successful support recovery for the tree-sensing pro-
cedure of Algorithm 4 as a function of signal sparsity k and squared signal component
amplitude µ2, for a fixed measurement budget. Here, the light and dark regions corre-
spond to settings where the empirical probability of correct support recovery (averaged
over 100 trials) is nearly one or nearly zero, respectively. The dashed line corresponds
to the threshold above which our theoretical results guarantee correct support recov-
ery with probability at least 0.99. The empirical results here appear to validate our
theoretical predictions for this scenario (see text for specific simulation details).
amplitudes each have amplitude µ (for varying parameters k and µ). More specifically,
for this experiment we fix the signal dimension to be n = 216− 1 and the noise variance
σ2 = 1, we choose mmax = 1000. Then, for each choice of the pair (k, µ) chosen from
a discretization of the space {1, 2, . . . , 400} × [0, 17] we implement 100 trials of the fol-
lowing experiment: generate a random k-tree sparse signal having nonzero components
with amplitude µ, and implement the tree-sensing strategy described in Corollary 4.1.1
with threshold τ as in (4.5), where r = bmmax/(2k+ 1)c, k′ = k, and δ = 0.01. We then
record, for each choice of sparsity and amplitude parameter, how many of the trials
resulted in successful support recovery.
The results in Figure 4.3 depict, for a range of sparsity and amplitude parame-
ters, the fraction of the trials in which the support was exactly identified. Here, the
black regions correspond to the value 0 and white regions to the value 1; in words, the
dark regions of the plot depict regimes where most or all of the trials failed to suc-
cessfully identify the true support, the white regions depict regions where the support
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was accurately identified in a large fraction of the trials, and the grey regions depict
the “transition” region, where the fraction of trials in which the support was accurately
identified is between 0 and 1.
We note that, given our choice of δ = 0.01, we expect that the probability of suc-
cessful support recovery for the tree-sensing procedure should be at least 0.99 provided
the condition (4.7) is satisfied. For comparison, we plot this critical value of signal
amplitude corresponding to when the condition (4.7) is satisfied with equality for our
parameter choices outlined above (which imply, in particular, that β = 1) in Figure 4.3
as a dashed line. From this, we surmise that the (k, µ2) pairs depicted by points above
the dashed line do indeed correspond to regions where nearly all of the trials resulted in
successful support recovery, though as alluded in the discussion of our first experimental
evaluation above, the sufficient condition of (4.7) may be a bit conservative.
The results of Figure 4.3 allow us to make one additional comparison with the be-
havior identified by the sufficient condition (4.7). Namely, note that for fixed m,β,
and σ2, we expect from (4.7) that the minimum signal amplitude µ above which ex-
act support recovery is achieved (with high probability) by the tree sensing procedure
should increase in proportion to
√
k log k. Now, the results of Figure 4.3 depict success
probability as a function of the square of the signal amplitude parameter µ2 and spar-
sity level k, so in this case, we expect that the line in the µ2 vs k plane above which
successful support recovery occurs with probability at least 0.99 should be functionally
proportional to k log k. This appears to be the case here – it looks (at least visually,
and for this experimental evaluation) like the line demarcating the transition from the
black region to the white region does indeed grow super linearly in k, providing some
additional (visual) validation of the results of Corollary 4.1.1.
4.4 Discussion and Conclusions
In this section we conclude with a few final thoughts including, in particular, some com-
ments on the philosophical difference between the tree-sensing strategy of Algorithm 4
and many existing adaptive sensing strategies, as well as a discussion of the implications
of our results here for the task of signal estimation.
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4.4.1 Adaptive Sensing Strategies for Structured Sparsity
It is interesting to note that, to date, binary-search-based sensing strategies have been
the essential idea behind most of the adaptive sensing procedures that have been pro-
posed and analyzed for sparse recovery tasks in prior efforts including, for example, the
aforementioned compressive binary search efforts [117, 122, 123, 155, 159]; the distilled
sensing strategy of [113] (whose analysis provided the first performance guarantees for
adaptive sensing strategies in sparse inference tasks) and its compressive sensing vari-
ants [114, 120]; and the sequential thresholding technique in [118, 145]. The essential
functionality of these strategies amounts to “sequential rejection,” in the sense that
measurements (either compressive, or “uncompressed”) are initially obtained over all
signal locations, and then focused in subsequent steps onto groups or sets of locations
of decreasing size, in an attempt to hone in on the true signal components.
On the other hand, we note that the tree-sensing strategy in Algorithm 4 is fun-
damentally different, in that it is a constructive approach. Indeed, the essential idea
behind the procedure of Algorithm 4 is to construct, in subsequent steps, an subspace
of increasing dimension that well-approximates the signal being acquired. This seem-
ingly subtle difference turns out to be extremely powerful: when using the constructive
approach in an adaptive sensing strategy, measurements can be focused locally onto the
subspace where the signal exists essentially from the start of the procedure; in other
words, no “global” measurements need be obtained. In contrast, the binary-search-
based strategies necessarily must allocate measurement resources more broadly at the
outset, and then only gradually focus onto the signal subspace as it becomes clear via
rejection of (enough of) the subspaces or dimensions where the signal is unlikely to
reside.
This fundamental difference has profound implications in the signal recovery task,
especially for very high dimensional problems. Namely, we saw here that the support
of k-tree sparse signals can be accurately identified provided their nonzero component
amplitudes exceed a constant times
√
σ2(k/m) log k. This suggests that the problem
becomes more “difficult” as the sparsity level k increases (as expected) but, notably,
the performance is independent of the ambient signal dimension n. This was verified in
the experimental evaluation in Section 4.3. On the other hand sensing and estimation
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strategies based on compressive binary search ideas and (for example) the general cluster
sparse structure investigated in [123] require component amplitudes that are at least as
large as a constant times
√
σ2(n/m) log log n, and further, no sensing and estimation
procedure for that type of cluster structure will provide uniform recovery guarantees
for signals whose component amplitudes are smaller than a constant times
√
σ2(n/m).
In other words, both the necessary and sufficient conditions for recovery of signals
exhibiting the form of cluster sparsity studied in [123] grow with the ambient dimension
n, implying that the support recovery task for those problems becomes inherently more
difficult as the signal dimension n increases, even if the signal sparsity remains fixed.
That said, it is worth noting a key difference between the tree-sparse signal models
we consider here, and the block- and graph-structured models analyzed in [122, 123],
that gives rise to this distinction. Namely, in the settings we examine here we enjoy
the benefit of a priori “partial localization” information, in the sense that we know at
the outset one index (corresponding to the root node of the underlying tree) at which
the unknown signal has a non-zero component. This knowledge, along with the strong
spatial regularity imposed by the tree structure, is what enables us to accurately localize
tree-sparse signals whose component strengths are independent of dimension. More
generally, it is quite likely that the approaches in [122,123], if equipped with analogous
partial localization information, could also enjoy the dimension-independent localization
thresholds we identify here for the tree-sparse signal models. Overall, we note that the
tree-sparse model we consider here comprises but one useful form of structured sparsity
for which the necessary and sufficient conditions for recovery do not suffer an inherent
“curse of dimensionality;” full characterization of other forms of structured sparsity that
exhibit this favorable characteristic is a fruitful path for future investigations.
4.4.2 Implications for Signal Estimation
Finally, we note that in some sparse inference tasks it may be more beneficial to assess
performance in terms of achievable mean-square error (MSE), rather than by probability
of accurate support identification, as here. While our focus here was specifically on the
support recovery task, we conclude with a brief discussion of our results in the context
of these estimation tasks.
Several recent efforts have quantified fundamental lower bounds on the achievable
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MSE when estimating unstructured k-sparse signals using (adaptive, or non-adaptive)
measurements obtained according to the model (4.1). Specifically, [160] established that
when estimating unstructured k-sparse signals x ∈ Rn using any estimator x̂ based on
any non-adaptive sensing strategies M ∈ Mna for which the ensemble of measurement
vectors satisfies the norm constraint
‖Am‖2F ≤ m, (4.48)
where ‖ · ‖2F denotes the squared Frobenius norm, the minimax MSE satisfies the bound
inf
x̂,M∈Mna
sup
x:|S(x)|=k
E
[‖x̂(Am,ym;M)− x‖22] ≥ c σ2 ( nm) k log n, (4.49)
for a specified constant c > 0. This result established that noisy CS estimation strate-
gies, such as the Dantzig selector [92] are essentially optimal, in the sense that there
exist measurement ensembles satisfying (4.48) such that for any k-sparse signal x ∈ Rn,
the Dantzig selector produces from m = O(k log n) measurements an estimate x̂DS sat-
isfying ‖x̂DS−x‖22 = O
(
σ2
(
n
m
)
k log n
)
with high probability. The works [119] and [124]
considered adaptive sensing strategies M ∈Mad satisfying norm constraints analogous
to (4.48) in the context of estimating unstructured sparse signals, and showed that in
this case the minimax MSE satisfies
inf
x̂,M∈Mad
sup
x:|S(x)|=k
E
[‖x̂(Am,ym;M)− x‖22] ≥ c′′ σ2 ( nm) k, (4.50)
where c′′ > 0 is another constant. Overall, the improvement that can be achieved using
adaptivity when estimating unstructured sparse signals amounts to at most a constant
times a logarithmic factor.
On the other hand, a simple consequence of our support recovery result implies
that adaptive sensing strategies for structured sparse signals can result in significant
improvements in estimation MSE, as well. Note that any accurate sparse support es-
timation procedure based on compressive measurements can easily be parlayed into an
estimation procedure by first identifying the locations of the nonzero elements, and then
in a second step, collecting direct measurements of the nonzero components (this point
was also noted in [119]). Applying this idea using the adaptive tree sensing strategy de-
scribed above for the support estimation task, we can establish a result of the following
form.
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Lemma 4.4.1. There exists a two-stage (support recovery, followed by direct measure-
ment) adaptive compressed sensing procedure for k-tree sparse signals that produces,
from m = O(k) measurements, an estimate x̂ satisfying
‖x̂− x‖22 = O
(
σ2
(
k
m
)
k
)
(4.51)
with high probability, provided the nonzero signal component amplitudes exceed a con-
stant times
√
σ2
(
k
m
)
log k in amplitude.
We omit the proof. Note that if this type of approach were used to acquire (and es-
timate) tree-sparse signals whose nonzero components have equal amplitudes, it follows
that the estimate x̂ produced would satisfy
E
[‖x̂− x‖22] = O(σ2( km
)
k log k
)
. (4.52)
Somewhat astonishingly, this bound is (up to constants) within a logarithmic factor of
the estimation error that would be produced were an oracle to provide the exact loca-
tions of the nonzero components before any measurements were obtained ! This argument
suggests that accurate estimation approaches (based on adaptive sensing strategies) can
be constructed for recovering a broad class of relatively weak tree-sparse signals (i.e.,
signals having very small individual component amplitudes), and that these strategies
could be capable of producing estimators whose errors are on the order of those in-
curred by oracle-aided sensing strategies. We defer a more thorough investigation of the
performance limits for this tree-sparse signal estimation task to a later effort.
4.5 Appendix
We first establish a few useful intermediate results that will be used in the proof of
Lemma 4.1.1 as well as in the proofs of our main theorems. Recall from the discussion
in Section 4.2 that for any T ∈ Tn,`, corresponding to a tree with 1 ≤ ` < n nodes
that is a rooted connected subtree of some underlying nearly complete binary tree of
n nodes, we defined the set N(T ) to be the set of locations at which one additional
node can be added to the tree described by T to yield a tree with ` + 1 nodes that is
itself another rooted connected subtree of the same binary tree. The following lemma
provides a bound on the sizes of the sets N(T ).
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Lemma 4.5.1. For any T ∈ Tn,k with k < n, we have that |N(T )| ≤ k + 1.
Proof. The proof proceeds by induction on k ≤ n. The case k = 1 is a trivial case where
Tn,1 contains only a single element corresponding to the index of the root node of the
underlying tree. Now, since the underlying tree is binary we have that the number of
locations at which one node can be added is less than or equal to 2.
Now, for some k < n we assume that |N(T )| ≤ k+1 for all T ∈ Tn,k; we aim to show
that N(T ′) ≤ (k+ 1) + 1 for all T ′ ∈ Tn,k+1. To that end, we note that any T ′ ∈ Tn,k+1
can be expressed as T ′ = T ∪ j for some T ∈ Tn,k and j ∈ N(T ). This implies that
N(T ′) contains all elements in the set N(T ) \ j, as well as the children of the index j,
of which there are at most two. Thus, it follows that for any T ′ ∈ Tn,k+1 we have that
|N(T ′)| ≤ (|N(T )| − 1) + 2 ≤ (k + 1)− 1 + 2 = (k + 1) + 1, which is what we intended
to show.
It is worth noting that results of this flavor are somewhat classical. For example, [161]
establishes a related result in a setting where the size of the underlying tree is essentially
unconstrained, implying that each node has exactly two children. This corresponds to
a special case of the above result, where the number of locations at which one node
may be added is exactly k + 1. We opt to provide the above proof for completeness,
but also to highlight the difference in the setting where the size of the underlying tree
is constrained, which is an essential characteristic of our signal model.
Our second intermediate result identifies settings where the bounds obtained above
on the cardinality of the set N(T ) hold with equality. For this, we make explicit use
of the assumption that the underlying tree be nearly complete; even in this case, the
result holds only for signals that are “sparse enough.”
Lemma 4.5.2. For every integer 2 ≤ k ≤ (n+1)/2, there exists at least one T ∗ ∈ Tn,k−1
for which |N(T ∗)| = k.
It follows directly from this lemma that there exists a subset T ∗ =
{T ∗ ∪ j : j ∈ N(T ∗)} ⊆ Tn,k of allowable supports for k-tree sparse vectors, for which
|T ∗| = k, and the symmetric difference Ti∆Tj , (Ti∪Tj)\(Ti∩Tj) satisfies |Ti∆Tj | = 2
for any pair Ti, Tj ∈ T ∗ with i 6= j.
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Proof. Recall that the underlying tree is assumed to be nearly complete, meaning that
all levels of the underlying tree are full with the possible exception of the last level, and
that nodes in the last level are as far to the left as possible. Our proof is constructive –
for each 2 ≤ k ≤ (n+ 1)/2 we let T ∗ be the set of indices that corresponds to the k− 1
nodes in the underlying tree selected in a top-down, left-to-right manner.
First, note that when k − 1 = 2q − 1 for some integer q ∈ N the set of indices in T ∗
will correspond to a complete subtree of the underlying nearly complete tree. Further,
the underlying tree must contain all 2q = k nodes in the level immediately below the last
level filled by the indices in T ∗; if not, then the total number of nodes in the tree would
satisfy n < (k − 1) + k = 2k − 1, which contradicts the condition that k ≤ (n + 1)/2.
Thus, in this case the N(T ∗) can be taken to be the 2q = k descendants of the nodes in
the last full level of the subtree described by the indices in T ∗.
For other values of k that cannot be written as integer powers of 2, the set T ∗ will
not correspond to a complete subtree, but instead, a nearly complete subtree of the
underlying tree. In this case, note that d∗ = d∗(k) = blog2(k − 1)c is the depth of the
last (partially-filled) level of the subtree corresponding to the k − 1 elements in T ∗. It
follows that the total number of indices in all of the filled layers of the subtree defined
by elements of T ∗ is 2d∗ − 1, and thus, the number of indices in the last partially-filled
level is given by v∗ = (k − 1) − (2d∗ − 1). Now, the set N(T ∗) can be constructed to
contain all of the 2d
∗ − v∗ indices in the last partially filled level, plus 2v∗ indices in
the level immediately below that are the descendants of the indices in the last partially
filled level. For this construction, note that
|N(T ∗)| = 2d∗ − v∗ + 2v∗
= 2d
∗
+ (k − 1)− (2d∗ − 1)
= k. (4.53)
Finally, for completeness, we note that the level immediately below the last partially
filled level of the subtree described by elements of T ∗ must indeed contain at least
2v∗ indices. If not, then the total number of indices in the underlying tree would be
n < (k−1)+k = 2k−1, which again contradicts the requirement that k ≤ (n+1)/2.
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4.5.1 Proof of Lemma 4.1.1
The proof of Lemma 4.1.1 relies on the fact that when acquiring a particular signal
x having support S(x) ∈ Tn,k, the support estimate Ŝ produced when the adaptive
sensing procedure of Algorithm 4 terminates will exactly equal the true support when
the event
Ex ,
 ⋂
i∈S(x)
|y(i)| ≥ τ
 ∩
 ⋂
j∈N(S(x))
|y(j)| < τ
 (4.54)
occurs7 . More specifically, the event Ex corresponds to a (valid) instance of the
procedure where measurements of x are obtained at all locations ` ∈ S(x) ∪ N(S(x))
and the hypothesis test associated with each measurement produces the correct result,
thus resulting in a correct final support estimate.
In other words, the above discussion establishes that Ex ⊆ {Ŝ = S(x)}. (Actually,
the events Ex and {Ŝ = S(x)} can be shown to be equal, though we don’t explicitly
need this fact for our proof.) This implies, in turn, that {Ŝ = S(x)}c ⊆ Ecx; thus,
Prx
(
Ŝ 6= S(x)
)
≤ Prx
 ⋃
i∈S(x)
|y(i)| < τ
 ∪
 ⋃
j∈N(S(x))
|y(j)| ≥ τ


≤
∑
i∈S(x)
Prx
(|y(i)| < τ)+ ∑
j∈N(S(x))
Prx
(|y(j)| ≥ τ) . (4.55)
The proof proceeds by identifying simple upper bounds for each term in the sum on
the right hand side of (4.55). To that end, note that for j ∈ N(S(x)) we have that
y(j) ∼ N (0, σ2). Thus,
Prx
(|y(j)| ≥ τ) = Prx ({y(j) ≥ τ} ∪ {y(j) ≤ −τ})
= 2 · Prx
(
y(j) ≥ τ
)
≤ exp
(
− τ
2
2σ2
)
, (4.56)
where the second line follows by symmetry and the fact that the events are disjoint,
and the third line utilizes a standard bound on the tail of the Gaussian distribution.
We now consider obtaining bounds on the probabilities of the events {|y(i)| < τ} for
i ∈ S(x). Note that for i ∈ S(x) we have y(i) = αi + w where w ∼ N (0, σ2) represents
7 Note that in our proof we adopt the alternative notation used in our description of the adaptive
sensing procedure, where measurements are indexed according to the location that was observed.
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the additive noise for that observation. Since we placed no condition on the signs of the
nonzero elements of x we ultimately have to consider two cases to establish our bound.
Consider, first, the case where the nonzero element at location i satisfies αi > 0. We
have
{|y(i)| < τ} = {−τ − αi < w < τ − αi} ⊂ {w < τ − αi}, (4.57)
implying that Prx
({|y(i)| < τ}) ≤ Prx (w < τ − αi). Now, for τ < µ ≤ αi we can again
employ a standard bound on the tail of the Gaussian distribution to claim
Prx
({|y(i)| < τ}) ≤ exp(−(αi − τ)22σ2
)
. (4.58)
Using a similar approach for the case αi < 0 and the same τ , we obtain (after some
straightforward computations) that the overall the bound
Prx
({|y(i)| < τ}) ≤ exp(−(|αi| − τ)22σ2
)
≤ exp
(
−(µ− τ)
2
2σ2
)
(4.59)
holds for any i ∈ S(x), where the last step follows from the fact that |αi| ≥ µ for all
i ∈ S(x). Thus
Prx
(
Ŝ 6= S(x)
)
≤ k exp
(
−(µ− τ)
2
2σ2
)
+ (k + 1) exp
(
− τ
2
2σ2
)
. (4.60)
Note that the leading factor of k + 1 in the second term of (4.60) is a consequence of
Lemma 4.5.1.
The last step of the proof is straightforward, and amounts to showing that for any
δ ∈ (0, 1), when
µ =
√
8 log (4/δ) ·
√
σ2 log k (4.61)
and
τ =
√
2σ2 log (4k/δ), (4.62)
each of the two terms in the sum in (4.60) can be upper bounded by δ/2. Further, it is
easy to verify that for these choices τ < µ (as required by our proof) whenever k > 1.
These steps are straightforward, so we omit the details.
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Chapter 5
Directions for Future Study
5.1 Matrix Completion
Lower Bounds for Matrix Completion with Sparse Factor Models:
The upper bounds for the per-element squared error for the matrix completion
problems with sparse factor model established in Chapters 2 and 3, depends on the
ratio of number of degrees of freedom and number of measurements – there we used
penalized maximum likelihood formulation. It would be interesting to see if our
problem formulation (and therefore error bounds) is optimal. To be precise, we would
like to know if there exists any other formulation whose corresponding error bounds
would be drastically better than our results.
In order to claim optimality of our procedure, it would be of interest to establish
fundamental lower bounds on the per-element squared error and show that it also
has the (almost) same dependence on number of degrees of freedom and number of
measurements. If so, no other formulation would be able to perform fundamentally
better than the proposed formulations.
Analysis of Matrix Completion Algorithms with Sparse Factor Models:
Our ADMM based optimization procedure for matrix completion with sparse
factor models as explained in Section 3.4 requires further theoretical foundation and
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convergence analysis. Each step of our procedure is separable in matrix elements and
is computationally efficient, and theoretical understanding of it would certainly vouch
for its wide acceptability. While there is no clear understanding of ADMM applied to
non-convex problem, our structural assumptions may still help in analysis.
Apart from ADMM based algorithms, alternating minimization has recently been
shown to converge (to global optimal if properly initialized) for dictionary learning [162]
and low-rank matrix completion problems [163]. These works provide guarantees for
squared loss model (under Gaussian noise assumptions). In order to extend these
results to Sparse Factor model under different likelihoods, the analyses needs to be
done for each of the considered likelihood models.
Bounds for `1-norm based Matrix Completion with Sparse Factor Models:
Our penalized maximum likelihood formulation and penalty construction entails
to a `0-norm regularized optimization problem. An interesting direction would be to
construct penalty which gives us `1-norm regularized problems. Specifically, it would
correspond to coding strategies which are signal amplitude dependent. It would be
of interest to know if by going from a non-convex `0-norm to its convex relaxation
`1-norm, we make the error bounds loose or not.
If no such penalty can be constructed, there is a need of alternative analyses tech-
niques which provides error bounds for `1 regularized maximum likelihood problems –
for e.g., packing set based arguments and PAC-Bayesian analyses.
5.2 Tree-sparse Signal Estimation
Lower Bounds for Tree-sparse Signal Estimation:
Several recent efforts have quantified fundamental lower bounds on the achievable
MSE when estimating unstructured k-sparse signals using (adaptive, or non-adaptive)
measurements obtained according to the model (4.1). Specifically, [160] established
the fundamental limits for estimating unstructured k-sparse signals x ∈ Rn using any
estimator x̂ based on any non-adaptive sensing strategies. This result established that
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noisy CS estimation strategies, such as the Dantzig selector [92] are essentially optimal.
The works [119] and [124] considered adaptive sensing strategies satisfying norm
constraints analogous to (4.48) in the context of estimating unstructured sparse signals,
and provided the minimax bounds. Overall, the improvement that can be achieved using
adaptivity when estimating unstructured sparse signals amounts to at most a constant
times a logarithmic factor.
On the other hand, a simple consequence of our support recovery result implies
that adaptive sensing strategies for structured sparse signals can result in significant
improvements in estimation MSE, as well, see Lemma 4.4.1. It would be of interest
to establish minimax bounds for tree-sparse signal estimation with both adaptive and
non-adaptive sensing schemes.
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