In the present study, a novel neuro-controller is suggested for hard disk drive (HDD) systems in addition to nonlinear dynamic systems using the MultifeedbackLayer Neural Network (MFLNN) proposed in recent years. In neuro-controller design problems, since the derivative based train methods such as the back-propagation and Levenberg-Marquart (LM) methods necessitate the reference values of the neural network's output or Jacobian of the dynamic system for the duration of the train, the connection weights of the MFLNN employed in the present work are updated using the Particle Swarm Optimization (PSO) algorithm that does not need such information. The PSO method is improved by some alterations to augment the performance of the standard PSO. First of all, this MFLNN-PSO controller is applied to different nonlinear dynamical systems. Afterwards, the proposed method is applied to a HDD as a real system. Simulation results demonstrate the effectiveness of the proposed controller on the control of dynamic and HDD systems.
INTRODUCTION
In recent years, special attention has been devoted to neural network methodologies for model and control of nonlinear dynamic systems in various areas [1] [2] [3] [4] . Recurrent fuzzy neural networks were successfully employed in control and model of dynamic systems in [5] [6] [7] [8] . Some kinds of Recurrent Neural Networks (RNNs) were implemented into nonlinear dynamic systems for the purposes of control or model in [9] [10] [11] .
Various computational optimization methods can be utilized to train artificial neural network controllers. The Genetic Algorithm (GA) in these optimization methods is an important approach preferred to train controllers. A Takagi-Sugeno-Kang based recurrent fuzzy neural network trained by the GA was suggested for control of nonlinear dynamical systems by Juang [12] . The Particle Swarm Optimization (PSO) method is faster, simpler, less complex in algorithm, and has superior performance than GA [13] . In [14] , the PSO based fuzzy neuro-control was utilized for the ball and plate system. In the paper, the PSO was employed to optimize the fuzzy neural network connection weights. Sheikhan, Hemmati, and Shahnazi [15] proposed a neural network based intelligent controller for adaptive queue in transmission control protocol communication. In that research, the particle swarm optimization was utilized for optimization of the connection weights of the neural network controller. Devising the radial basis function networks by using the PSO method was considered by Tsekouras [16] . The PSO was used as a training algorithm for the conventional feed forward neural networks which is one of the static artificial neural networks in [17, 18] . The results obtained in these research works were compared with those achieved by using gradient-based algorithm.
Performance of the RNNs on account of their intrinsic recurrence and dynamic mapping attributes is superior to feedforward neural networks and radial basis function networks to design nonlinear controllers. Savran [19] demonstrated that the Multifeedback Layer Neural Network (MFLNN) among recurrent neural networks has more learning capability than some others in dynamic system identification and control. The MFLNN in the present paper is chosen to design a neuro-controller due to the fact that it has nonlinear architecture, successful convergent property, and quick training capability. Aksu and Coban [20] demonstrated that the PSO is a powerful training algorithm for the MFLNN.
Hard disk drives (HDDs) are the information storage devices and are utilised in numerous fields such as in computer systems and mobile communication engineering. In past few years, the track density of HDDs has been intensified to grow the storage volume. Hence, Reader Head (RH) should be properly positioned on the desired track location and relocated on another. Due to this significant motivation, the position control of the RH has attracted much attention of many researchers for its important applications. Particularly in mobile platform, locating the Reader/Writer Head (R/WH) on a proper place is an essential problem due to peripheral shockwaves and vibrations. The above mentioned condition decreases the tracking performance of HDDs. Furthermore, greater track density in HDDs demands greater precision of tracking performance in numerous computer-based platforms. The reduction of tracking error of the R/WH is a major task for engineers and scientists in the design of HDDs [21] . To achieve the previously specified goals, more effective and efficient controllers are required to retrieve the information successfully and accurately. A few techniques were put forward to enhance the hard disk performance in [22] [23] [24] [25] .
DESIGN METHODS
The MFLNN [19] plays an essential role in the artificial RNNs. The MFLNN includes four hidden connection layers. These hidden connection layers are composed of three feedback connection layers and one feedforward connection layer. It comprises an input connection layer and an output connection layer, too. Architecture of the MFLNN is illustrated in Fig. 1 . Two locally connected and one globally connected feedback layers are located in the MFLNN architecture [19] 
where B 1 b , B 2 b and B 3 b are the bias values of the feedback connection layer units. The output signals of the feedback connection layer units are [19] 
where φ h c , φ y c , and φ z c denote the activations of the feedback layer units. net h (k) and h(k) are evaluated by [19] 
where B 1 is the bias for hidden layer unit, and φ h activations of the hidden layer, net y (k) is the local field of the output connection layer units. The output of the MFLNN y is calculated by [19] :
The input signal propagates through the network in a forward direction from Eq. (1) through Eq. (10) . The PSO method is suggested by Kennedy and Eberhart [26] . Consider the pbest and gbest which represent the best place of each particle and that of neighbourhood of each particle. The movement of particles in search space is as follows [26, 27] :
where d and i stand for the index of the search domain dimension and the particle in the swarm, respectively. The random numbers r 1 and r 2 are uniform distribution over the interval [0, 1]. The symbols c 1 and c 2 are positive coefficients. The notations w, v id , and x id are the inertia value, particle velocity, and position, respectively. p id and p gd denote the position of the pbest and gbest, respectively. The values of the c 1 and c 2 are calculated by [13] :
where c 1min and c 1max are the lower and upper values of the coefficient c 1 , respectively. The notations k and K are the epoch number and entire epochs, respectively. In the current study, the values of the parameters c 1 and c 2 are chosen as 1,5 and 2,5, respectively, according to trial and errors. Linearly decreasing inertia weight given by Eq. (15) is used [13] :
where w max is the maximum of the inertia weights, w min is the minimum of the inertia weights. The parameters w max and w min are selected 0,9 and 0,4, respectively. In many research works, the population size or the total number of particles is preferred to a number between 10 and 70. In this study, the population size is set 60 upon a few trials. The amount of neighbourhoods is selected 50%. In the present work, the standard PSO is enhanced. The enhancements are as follows: The particle which has the worst position is searched. Then it is altered with the swarm's best solution throughout the updating. The coefficient c 3 is inserted into Eq. (12) for updating the particle location given by
The value of the coefficient c 3 is arbitrarily selected between 0,1 and 0,15. Eq. (16) is an improved form of Eq. (12) . The mutation operator is included in the improved PSO method. One of the major disadvantages of heuristic methods is that the particles are trapped in local optima in the search space. To solve this problem, the mutation operator is applied to the particles during the search. The uniform mutation with a predefined ratio is preferred. According to the predefined ratio, it adds a uniform random value within the range of the parameter to the value of the chosen particle. The values of the position and velocity parameters in the mutation process are changed according to the mutation rate. Therefore, the mutation process affects both the position and velocity parameters of the particles. In the present research, the mutation rate is augmented by the increment of 0,0001 in each iteration to prevent the algorithm trapping into the local best solution. In addition, on the mutation phase both the position and velocity parameters are exposed to the mutation operation. When the mutation rate is supplied, the position and velocity parameters of the particles are enlarged by an arbitrary value with a uniform distribution over an interval of (KR×[x min , x max ]), where KR denotes a positive coefficient. The key steps of the improved PSO are given in Fig. 2 . In order to make evident the accomplishment of enhancements in the improved PSO, the well-known Easom function in literature given by Eq. (17) is employed:
where −100 ≤ φ i ≤ 100 for i = 1, 2 The desired result is achieved in the 7 th run for 5000 epochs by using the standard PSO method. However, the same result is achieved in the 49 th epoch at the first run via the improved PSO method. This optimization study exhibits an error of 1×10 −5 . In order to make a proper evaluation of the proposed improvements in the PSO, multiple runs on Easom function are needed. After 50 runs, the standard PSO and the improved PSO result in arithmetical mean errors of 1,3×10 −5 and 1,1×10 −7 for 5000 iterations, respectively.
The neural network architecture is important for the performance and adjustment of the dynamic system parameters. The MFLNN is preferred for the problem under consideration since the MFLNN that is a nonlinear model based on RNNs approximates not only linear but also nonlinear dynamic systems. For that reason, the controller architecture that is considered in this research is nonlinear. The block diagrams in Figs. 3a and 3b show the neuro-controller architecture in train and test stages, respectively. As seen from the figure the desired and past signals of the process in hand are the input signals to the neuro-controller. After the output signal of the neurocontroller is amplified, it comes into the process. Here, the architecture similar to one trained by the GA in [12] is used to control the nonlinear dynamic systems.
Update of the neural network connection weights plays an important role to find underlying mappings related to the system's behaviour. Numerous approaches have been proposed over the last few decades to optimize the neural networks weights. These approaches can be separated into two classes: gradient and non-gradient based approaches. A great number of results have been presented in the literature. The gradient-based approaches are back propagation, least squares, and Kalman filter. Some of the gradient-free methods are GA, PSO, and Evolutionary Programming (EP). The network connection weights are commonly trained by gradient-based approaches for dynamic system identification. In identification tasks there is not only actual output information but also desired one of the network. Therefore, the error signal between these outputs can be straightforwardly employed for error back-propagation. On the other hand, in control tasks, no knowledge about the reference value of the artificial neural network output exists. If so, it may be not economical to get such knowledge. The gradient-based techniques need such desired values of the artificial neural network's output or Jacobian of the dynamic system throughout the update. Thus, the gradient-based techniques cannot be utilized for neuro-controller design [25] . Because of this reason, the PSO method is preferred to adapt the MFLNN. The fitness value that is necessary for the PSO to train the MFLNN is acquired from the difference between the process output and desired signals. The error value has to be calculated for the fitness or cost function computations in the improved particle swarm optimization method. The Root Mean Square Error (RMSE) as a cost function is computed by
where N is number of the data set utilized in the train phase. y p and y r are the actual output of the control system and reference output, respectively. At the beginning of each epoch, the initial values of parameters which are weights and bias values of the MFLNN are assigned randomly in the range [−1, 1]. As epoch carries on, this range is extended by a suitable number (KR) because the network weights take on greater values over the interval of [−10, 10] and the error convergence of the MFLNN is not guaranteed throughout the train. Keeping the positions and velocities of the PSO method over the interval of (KR×[−1, 1]) empowers the proposed method to converge in a fixed number of epochs. The train procedure lasts until a predefined termination criterion is fulfilled while the network weights are updated to minimize the fitness function. If no convergence is satisfied, the iteration stops and initializes with new random network weights and bias values.
The stability of the closed-loop control system in design of a neuro-controller is related to the convergence of the controller parameters during learning phase. A learning rule such as the PSO method updates the parameters (connection weights) of a neuro-controller from starting any initial conditions if the tracking error given by Eq. (18) converges to zero. So as to guarantee the stability and good performance of the closed-loop control system, the tracking error between the process output signal and the reference signal should converge to zero. Therefore, the closed-loop control system stability can be guaranteed by convergence. Table 1 Characteristic parameters of the disk drive reader [30] Parameter Typical value
HARD DISK DRIVE
The head-positioning is a complex and significant closed-loop control system that is responsible for repositioning on each track in the least possible error and time. Both the track-seeking and the track-following are the two essential tasks for HDDs. Track seeking enables the R/WH to transport from the existing track to reference one in the short time as far as possible. Track-following makes sure that the R/WH is relocated precisely over a certain track with the smallest tracking error despite noise while data is read from or written to the disk [28] [29] [30] [31] [32] . The transfer function of the HDD servo control system is [30] 
where J is the inertia, b is the friction. R is the armature resistance, L is the armature inductance and K m is the motor coefficient value. The values of these parameters are presented in Tab 
SIMULATION RESULTS
In this section, the MFLNN-PSO is applied to control some linear and nonlinear dynamic systems. Control architecture of the MFLNN-PSO for train and test is illustrated in Fig. 3a and Fig. 3b, respectively . The input signals to the MFLNN-PSO controller consist of present desired and past output signals of the system. Update of the proposed MFLNN-PSO controller for different linear and nonlinear dynamic systems and its behaviour on the HDDservo system are tested by means of different examples. In these examples, three hidden layer units are employed for the MFLNN. Four hidden connection layer units are also used to show effect of the number of the hidden connection layer units. Two input and one output connection layer units constitute the MFLNN. All the figures shown in the paper are drawn using the architecture consisting of three hidden connection layer units. Linear activation function in the input connection layer and hyperbolic tangent activation function in the output and hidden connection layers are chosen for the MFLNN to delineate both linear and nonlinear behaviour of the dynamic system. The PSO parameters employed in the current work are presented in Tab. 2. First, two different nonlinear dynamic system control tasks are studied. The results obtained in the given examples are compared with those in the Takagi-SugenoKang-type Recurrent Fuzzy Network with Genetic learning (TRFN-G) [12] whose structure is the same as the MFLNN-PSO controller. In the example 1 and the example 2, the desired signals reported in [12] are employed. Moreover, the same desired signals are applied to HDD servo control system in example 3 and example 4. In the simulation examples, the controller gain K is fixed to 10.
Example 1: In the first numerical experiment a nonlinear dynamical system including three past outputs is employed in [12] :
where y p is the output signal of the process. To update the neuro-controller, 250 data are acquired from the following equation: 
where y r is the reference. The desired signal utilized for test performance of the nonlinear dynamic system is acquired in the following. .
(25) The RMSE values achieved in the results of the train and test phases are given in Tab. 3. The desired and process outputs are illustrated in Fig. 4 . The result obtained by the train data is demonstrated in Fig. 4a , while that by the test data is shown in Fig. 4b . It looks that the MFLNN-PSO has a performance superior to that of the TRFN-G that includes more hidden connection layers. This means that the MFLNN-PSO exhibits a higher precision for the control of this nonlinear dynamical system. Control signal for test stage is illustrated in Fig. 5 . According to these results, the MFLNN-PSO exhibits superior performance in comparison with the TRFN-G.
Example 2: In the second simulation example, a nonlinear process with longer input delays is intended to control. The difference equation of the time-delayed nonlinear dynamic system is [12] ( + 1) = 0,72 ( ) + 0,025 ( − 1) ( − 1) +0,01 2 ( − 2) + 0,2 ( − 3).
In this nonlinear dynamic system, the actual output is a function of two past output signals and four past input signals. The desired signal used in train stage is ( + 1) = � 10, ≤ 50 100 < ≤ 150 15, 50 < ≤ 100 150 < ≤ 200 � (27) In addition, the same signal is utilized for the test phase. The control architecture in Fig. 3 Once the train lasts 9000 time step, the MFLNN weights found by the PSO are saved. These weights values are utilized to assess the performance of the proposed MFLNN-PSO controller. In order to compare the MFLNN-PSO and the TRFN-G, simulation test results are presented in Tab. 4. Upon comparing the results, the proposed MFLNN-PSO controller in the present work has obviously better performance than the TRFN-G controller proposed by [12] . As can be seen in Tab. 4, the proposed MFLNN-PSO accomplishes higher precision. The dynamic system outputs achieved after the train and desired signal are displayed in Fig. 6 . Control signal for the test data is visualized in Fig. 7 . It is easily seen in Fig. 7 that the proposed MFLNN-PSO controller expends less control efforts to follow the desired signal. (24) which are the same as those in example 1 are utilized to control the HDD servo system given by Eq. (21) . Like the previous examples, the neuro-control structure in Fig.  3 is utilized. 250 data are utilized for both test and train phases. The desired signals and outputs of the closed-loop system are pictured in Fig. 8 . The output for the train signal is depicted in Fig. 8a , while that for the test is portrayed in Fig. 8b 
As seen in Fig. 8 , the reference and process outputs are more or less equal. Hence, the proposed MFLNN-PSO controller tracks the reference closely. Control signal for the test data is depicted in Fig. 9 . .
(30) Following the train process, the desired signal and process output are shown in Fig. 10 . Train process is kept on for 9000 time steps and the best weight values are employed in the test phase. Control signal for test data is illustrated in Fig. 11 . The figure validates that the controller has a need of less control labours to follow the desired signal. 
CONCLUSION
In this study, a novel neuro-controller by using the Multifeedback-Layer Neural Network (MFLNN) and the particle swarm optimization (PSO) method is suggested to control the HDDservo systems in addition to nonlinear dynamical systems. The particle swarm optimization method is employed to update the weights of the Multifeedback-Layer Neural Network. Upon comparison of the proposed MFLNN-PSO controller with another control architecture referred to as the Takagi-SugenoKang-type Recurrent Fuzzy Network with Genetic learning (TRFN-G) in the literature, the effectiveness and efficiency of the proposed MFLNN-PSO is proved. It is shown that the proposed MFLNN-PSO controller can be effectively implemented to the HDD servo systems besides the linear and nonlinear dynamic systems.
