Abstract. This article describes a set function that maps a set of Pareto optimal points to a scalar. A proof is presented that shows that the maximization of this scalar value constitutes the necessary and sufficient condition for the function's arguments to be maximally diverse Pareto optimal solutions of a discrete, multi-objective, optimization problem. This scalar quantity, a hypervolume based on a Lebesgue measure, is therefore the best metric to assess the quality of multiobjective optimization algorithms. Moreover, it can be used as the objective function in simulated annealing (SA) to induce convergence in probability to the Pareto optima. An efficient algorithm for calculating this scalar and analysis of its complexity is presented.
Introduction
T his article describes a measure theoretic approach for defining a set function that can be utilized for solving multi-objective optimization problems (MOPs). Zitzler et al. introduced the foundation for this set function in the following passage:
In the two dimensional case each Pareto optimal solution x covers an area, a rectangle, defined by the points (0, 0) and (f 1 (x), f 2 (x)). The union of all rectangles covered by the Pareto optimal solutions constitutes the space totally covered, its size is used as measure. This concept may be canonically extended to multiple dimensions [1] .
This article embellishes this notion of a set-cover measure by 1) extending it to an arbitrary number of dimensions, 2) rigorously proving that the maximization of the associated set function's scalar output is the necessary and sufficient condition for its arguments to be Pareto optimal solutions to a multi-objective optimization problem, and finally, 3) using insights from this proof to develop an efficient algorithm for computing the value of this set function. Analysis of the algorithm's complexity is also provided.
As the reader will no doubt discover, the intuition for this scalar is quite simple, yet its first appearance was surprisingly quite recent (much to the frustration of the author) [1] [2] [3] . Although in the two dimensional case (two objective functions) proving the validity of this measure seems almost trivial, for an arbitrary number of objective functions the proof seems less obvious. Presenting a formal proof therefore serves four purposes:
1. it establishes, with mathematical rigor, that the maximum value of the set function is a necessary and sufficient condition for the Pareto optimality of the function's arguments, hence, is the best 1 measure for evaluating heuristics that seek to find Pareto optima; 2. it therefore provides a sound mathematical basis for comparisons to other similar measures or approximations; 3. the proof points the way to a simple approach for calculating the measure; 4. it provides a mechanism for generalizing any optimization metaheuristic to handle multiple objectives.
With regard to Point 4, this scalar can be used, e.g., as the objective function in simulated annealing (SA). Because it is well-known that SA converges in probability to the global optima ( [6] ), using this set function as the objective function in SA induces SA to converge in probability to Pareto optima!
2
This article is organized as follows: Section 2 provides background on approaches for solving multi-objective optimization problems and recent results in the literature. This includes a philosophical discussion of the issues surrounding the relative merits of using genetic algorithms (GAs) versus SA. Although some of these issues will be further explored in future work, this discussion provides motivation for what is to follow. Formal definitions of Pareto optimality and other mathematical elements are described in Section 3. Section 4 describes the hypervolume in MOPs, its mathematical characteristics and presents the main results. Section 5 presents an efficient algorithm for computing this scalar and an analysis of its complexity. Finally, Section 6 discusses issues for future research and provides concluding remarks.
Background

Considerations of GAs vs. SA
Quite a few multi-objective algorithms have been described in recent years often motivated by design optimization problems. Most of these approaches have been 3 based on GAs (see e.g., [7, 8] ) although some have been based on SA [9] . While the level of research into multi-objective GAs seems to dominate similar research using an SA approach, SA may provide some untapped potential and have several advantages over GAs for solving MOPs.
One clear advantage of SA is its mathematical convergence properties described earlier. As will become clear later on, using the set function as the objective function in SA forces convergence to points in objective function space that are distinct.
3 This means that SA will converge to solutions with as good a 'spread' as possible. This diversity of solutions has been cited in a number of articles as an indicator of good performance of multi-objective optimization algorithms [2, 4, 8] .
Notwithstanding the mathematical convergence of SA, GAs offer advantages in problems where some structure exists in the underlying domain. Indeed, the very elements of the GAs, in particular the crossover operator, lend themselves toward propagating those features in a chromosome that tend to be associated with high fitness values [10] . These particular advantages of GAs may however be diminished when compared to an SA-based approach in the context of MOPs.
Quite often in MOPs features associated with the underlying structure are masked and confounded by the interplay of several competing objective functions. Pareto optima may correspond to solutions that are not local optima of any of the objective functions-they may lie on the sides of hills rather than at their tops or bottoms. In other words, the pre-image of Pareto optima may be scattered throughout the domain space in an apparently haphazard or random manner rendering any structure within it to be of little or no consequence. As such, the thermodynamic approach inherent in SA may be more suitable for solving MOPs than GAs.
Before an elegant SA approach for solving MOPs is a realistic possibility, however, an efficient method for calculating this set function value is needed. To date, this has not been done even in the context of GAs although some GA approaches have indirectly utilized this notion of a scalar. Wu et al. [4] quantify a hyperarea difference metric closely related to the hypervolume based on the Lebesgue measure of the set of dominated points. Fonseca, et al. [5] describe the concept of the "attainment surface" which attempts to quantify how different chromosomes contribute to a performance metric linked to this scalar. Other methods involve archiving or updating solutions that are nondominated [11] , hence indirectly maximize this scalar. All of these methods, in various ways, attempt to produce solutions that ultimately maximize the value of this scalar, but avoid dealing with or computing it directly ostensibly for various reasons: either it is not computationally feasible, it is too difficult given some formulations, it can be well approximated, or other indirect methods are simpler (in some sense).
To illustrate why, perhaps, this measure has not been used directly consider the application of the inclusion-exclusion formula described in [12] (see also 
successive partial sums alternating between over-and under-estimates. [12, p.21 ].
This rather ugly and unwieldy expression (in terms of computation) is due to the number of combinations of intersection sets the measures of which must be added and subtracted from the sum of the unions. Indeed, Wu et al. [13, p. 47] show a closed form solution for their hyperarea difference measure, something directly related to the hypervolume described here, that accounts for just three points that was quite "cumbersome" [4, see e.g., Eq.(16) on p. 21]. Accounting for more points with more objective functions further complicates this approach. See also [2] [3] [4] for related works on quality metrics. Figure 2 illustrates the potential difficulties in computing this hypervolume that can arise from the topological complications in higher dimensions. It also provides hints for the efficient computation of this scalar inspired by the proof in Section 4 and the area of computational geometry.
Computational Geometry
Computation of the hypervolume has a similar flavor to problems in computational geometry, a relatively new area of computer science (see e.g., [14] ). It turns out that Pareto optimal points constitute a maximal set of points (they have identical definitions). In the field of computer science, many algorithms pertaining to maximal sets have been studied. For example, articles have focused on dynamically maintaining a list of maximal points [15, 16] . Unfortunately, the field of computational geometry has focussed on problems that can be visualized or rendered on a computer screen [14, p.2] .
Notwithstanding the research on maximal sets, there does not seem to be any literature from the computer science community concerning the hypervolume of space covered by maximal sets even in the basic texts cited earlier. This could be due to that fact that the problem seems too easy or uninteresting, or there is no motivation, or possibly that researchers assume others have already dealt with these problems and issues. Despite looking for some time, no similar results in the computer science literature similar to the ones presented here have been found. This seems to be the state-of-affairs in the optimization community as well except for those references cited herein that refer to Zitzler, et al. [1] .
Let X ⊂ R d be a finite set of s feasible points in R d for some MOP with objective functions f i , i = {1, . . . , n} where for each i
Also, let X P ⊆ X be the set of Pareto optima (defined below) in set X with p ≤ s the number of Pareto optima. Thus for MOPs with n objectives, each vector x ∈ X produces n (real) objective function values f (x) = {f 1 (x), . . . , f n (x)} corresponding to a single point p x in objective function space. The image of set X is therefore a finite set of points p x ∈ R n and denoted by S with s ≤ s elements. Thus, the vector valued mapping f (X ) = S is onto and not necessarily one-to-one.
this latter case again refers to a single point that dominates all other feasible points).
Definition 2. A point p x ∈ S corresponding to solution x is non-dominated with respect to set S if and only if for all other points p y ∈ S there exists an i such that f i (x) < f i (y) (assume that if S has a single element it is nondominated with respect to set S).
A set S is a non-dominated set if all points p ∈ S are non-dominated with respect to set S.
The Hypervolume
The goal of this section is to define the set function that maps a subset (or the entire set) of Pareto optima to a scalar. Let m be the number of arguments x ∈ X of a set function F . These m points in X map to m points p ∈ S in objective function space which must then map to a single scalar, the hypervolume µ. Equation (2) makes this mapping clear:
Consequently, some function F : R n×m −→ R 1 must be defined. This is made possible by generalizing the concept of optimality using a measure theoretic approach and extending the associated measures of performance to the multidimensional case. Zitzler [1] in effect 6 uses the interval length M − f (x) between some upper bound on the objective function values, M , and the objective function value as a measure of performance for a given objective function.
7 This interval captures the important feature of a performance measure, the ability to rank solutions according to their desirability. For given M , the larger the interval length, the smaller the objective function value, hence, the better the solution.
Generalizing Zitzler's et al. [1] notion of interval as a set measure and establish the mappings in (2) requires the following formal definitions. For n objective functions, a solution x defines the following dominance set and measure. 
and constitutes a set of points p strictly inferior to p x . The Lebesgue
The following lemmas will be useful in proving the main result.
Lemma 1. Given a finite set of points S in objective function space, point p x ∈ S is dominated if and only if there exists a p
Proof. This follows directly from application of Definition 3.
Corollary to Lemma 1: Point p x ∈ S is non-dominated with respect to S if and only if for all
Proof. See Appendix A.1.
With several points x 1 . . . x m , the union of the corresponding deleted dominated sets constitutes the set of dominated points defined by a finite number of 6 The quote in Section 1 was obviously referring to a maximization problem. Here we extend this notion by defining upper bounds on minimizing objective functions. 7 Stated this way is subtly different than stating that this measure is the size of the set cover of dominated solutions (which it of course is-see [3] 
The following definitions and lemmas show important relationships among points in a set S and bounds on objective function values and will be used to prove the main result in Theorem 1. For notational simplicity and without loss of generality, we shall assume all objective functions are to be minimized. The following definitions are needed: Figure 1 illustrates set D px for the two-dimensional case and the relationships of the definitions above. These will help to clarify elements of the proof. Notice that the shaded area indicated by hash marks associated with p x shows a set of points exclusive to D px that add to the measure of set S m .
The following lemma is a key element in proving the main result and provides the basic idea behind the algorithm described in Section 5. Proof. See A.3.
Corollary to Lemma 3: For all sets
Proof. See A.3.
Lemma 4. Given points p x , p y ∈ S, p x dominates p y if and only if
Proof. See Appendix A.4. 
Corollary to Lemma 4:
If p x dominates p y then µ (D x ∪ D y ) = µ (D x ) > µ (D y ).
Case 1 (m < p): If F is at its maximum value then all m points in S m are Pareto optimal and for all
p k , p l ∈ S m , k = l ⇒ p k = p l .
Case 2 (m ≥ p): F is at its maximum value if and only if there is a subset S ⊆ S m of size p such that all p ∈ S are Pareto optimal and for all
Proof. See B.1. 
Calculating the Hypervolume
As noted earlier, calculating the hypervolume based on the inclusion-exclusion formula can be quite messy. The basic idea behind the approach describe here stems directly from Lemma 3, its corollaries, and Theorem 1: the algorithm successively lops off hybercubes containing points in sets D px and adds its volume to a partial sum. This 'lopping off' procedure continues until there is nothing left with positive measure.
The algorithm works by storing the original set of points S in a list L. The lopped off hypercube is 'removed' from L by the computation of new points created by its 'removal' using the SpawnData procedure. The 'spawned' points that are nondominated with respect to the remaining points in L are added to L. The size of L therefore grows and shrinks as this process continues inevitably halting when the last vector's volume is added to the partial sum.
This procedure avoids the necessity of dealing with intersection sets and works for an arbitrary number of objective functions and points. In the following pseudocode, two data structures, List and SpawnData, hold the original and spawned vectors respectively, and Size equals the number of vectors in List. 
The LebMeasure Algorithm
spawnVector(p 1 , i, b i ):
This routine creates the following n vectors (is executed n times) based on the removal of p 1 from List (based on maximizing objectives):
The notation p 1j refers to the j th spawned vector from p 1 in List. These n vectors comprise the SpawnData data structure. Note that all vectors in SpawnData are non-dominated with respect to SpawnData. ndFilter: This routine compares the vectors in List to those in SpawnData and deletes any vectors in SpawnData that are either dominated by a vector in List or has an m i or M i as one of its elements. The SpawnData is then inserted into List and replaces p 1 .
The following example illustrates this algorithm's operation on List which produces the following SpawnData data structure after the first while loop is completed:
The routine initializes Size = 4. The first for loop selects the vector {2, 2, 2}, computes bounds for each vector element (1 in this case), creates SpawnData, and calculates the incremental hypervolume based on the dimensions of the lopped off hypercube, 1, 1, 1. These are multiplied together to create the partial sum of lopOffVol = 1 which is added to LebMeasure. Vector {2, 2, 2} is then deleted from List.
The routine ndFilter deletes any vectors in SpawnData dominated by the remaining vectors in List or that have elements equal to m i or M i (in that case, the edge of a hypercube would be of zero length). The resulting SpawnData is then added to List and newSize = 6. List and its SpawnData are now
Now vector {1, 2, 2} will be deleted from List. Although List is larger, eventually vectors in SpawnData will all contain m i and/or be dominated by vectors in List.
For example, all of the SpawnData vectors above will be deleted since the first vector has an element at the lower bound (0), and the second and third vectors are dominated by the remaining vectors in List. List thus shrinks from 6 vectors to 5 and eventually to 1 breaking the while loop and ending the computation with the last vector's hypervolume being added to LebMeasure.
The following figures depict the operation of this algorithm. Initially, List corresponds to Figure 2a . After the first while loop, List contains 6 vectors corresponding to Figure 2b where a hypercube with dimensions 1 × 1 × 1 has been "lopped off". Its volume of 1 is added to the partial sum of LebMeasure. Continuing with this procedure until it ends yields LebMeasure = 11. The reader can verify the result by starting the procedure with any of the four points (i.e., the order of vectors in List makes no difference to the value of LebMeasure).
Complexity of Computing LebMeasure
Analyzing the long-run behavior of LebMeasure first requires an assessment of the size of a problem instance. Assuming all vectors in List are non-dominated, the size of the problem instance involves m × n values. Including the bounds for each objective, the (m+1)n numbers are sufficient to compute the hypervolume, hence constitutes the size of the problem instance. The time complexity of the algorithm can be determined by first observing, as in the example, that the size of List may grow and shrink at various stages of the algorithm. Thus, the key to analyzing the complexity of LebMeasure is in determining the manner and extent to which spawned vectors are added to and deleted from List. Understanding the spawning procedure and how it works is therefore critical towards understanding the complexity of LebMeasure. Again, perusal of the pseudocode and study of Figures 2a,b should help.
Before proceeding further, an important distinction is made among the vectors in List-those that are original members of List, and those that are spawned from these original members of List. Those vectors having only one subscript, e.g., p 1 are the original members of List while those with more than one subscript, e.g., p 11 are spawned descendants from the original members.
One important property of the spawning procedure is that the total number of spawned vectors in List can never exceed n, the number of objective functions. This property can help in analyzing the worst-case scenario and is shown in the following arguments. To gain insight into the developing patterns, the first few iterations of the while loop are closely examined.
Without loss of generality, assume each objective is to be maximized. In the first iteration of the while loop, and for the worst-case analysis, assume that all the spawned vectors of p 1 in SpawnData are non-dominated with respect to the vectors in List. In this case, all of these vectors are added to List and p 1 is removed. These spawned vectors are indicated in (4) . The length of List therefore increases from m to at most m + n − 1 and evolves thusly:
requiring the following computational effort: Table 1 . Complexity of first while loop.
Subroutine Complexity
Now the spawned vector p 11 (see (4)) will itself spawn the following n vectors:
Note that the vector p 111 , contains l 1 (p 11 ) the only new greatest lower bound which, by definition, is less than l 1 (p 1 ). The other vectors in (5) are the same as those in (4) except that the f 1 in (4) has been replaced by the value l 1 (p 1 ). This means that the vectors in (4) dominate those in (5) Now, p 111 is at the top of List and may spawn another set of vectors, but again, the same property as described above holds and may yield a maximum of only one non-dominated p 1111 and so on. Thus, for all these iterations, the size of List remains at m + n − 1.
Eventually, some descendant of p 11 , spawns vectors of the form p 1···1i which all become dominated by vectors in List or contain elements at the lower bound of m i at which point no vectors in SpawnData get added to List for the next iteration and the last of all the descendants of p 11 along with p 11 are removed from List.
The question arises as to how many successive generations of p 11 are possible in the worst-case. Obviously, it cannot be greater than |List| − 1. Consequently, an upper bound on the number of generations that the first spawned vector in List may spawn is m − 1. Thus, the complexity of while loop 3 to (m − 1) is the same as given in Table 2 .
At this point in the algorithm, the next while loop starts with only m + n − 2 vectors p 12 , . . . , p 1n , p 2 , . . . , p m . Now the spawned vector p 12 is at the top of List and spawns its descendants:
and p 12 is itself removed leaving m + n − 3 vectors in List to which are added the non-dominated vectors in SpawnData, some subset of (6 The decrease by 1 observed earlier happens at various points, but for purposes of a worst-case analysis can be ignored (it also simplifies the analysis). Thus, each of the first n spawned vectors, have the following number of basic computations where the length of List is m:
]n which is of order m 2 n 2 . After these calculations, the process begins with the original vector p 2 at the top of List with the size decremented. Accounting for this decrease in the length of List we have
from the Sum of Squares Formula [17, p.199]. Consequently, the time complexity of LebMeasure is T (m, n) ∈ O(m 3 n 2 ).
Future Research and Conclusion
This article described a set function
, a hypervolume on a point set S m , that maps the arguments to a scalar and achieves its maximum value only when these arguments are distinct Pareto optima. Mapping Pareto optima to a scalar unifies the concepts of single and multi-objective optimization. A polynomial algorithm for calculating this hypervolume was also described. Because this scalar provides necessary and sufficient conditions for the arguments to be Pareto optima, it is also the best measure for evaluating different multi-objective evolutionary algorithms. The many different GAs for example can all be evaluated according to the magnitude of this scalar quantity. By using a scalar quantity to evaluate performance, the average rate of convergence can also be assessed, hence, the performance of evolutionary algorithms quantified using appropriate statistics to estimate the average hypervolume over many independent trials.
Finally, this result shows how any multi-objective optimization problem can be put into standard math programming form with a single scalar objective function. As such, many global optimization metaheuristics can be recast to solve multi-objective problems. Simulated annealing, for example, and its parallel variants can be fashioned to converge in probability to Pareto optima. Future research will therefore describe the relative merits of using parallel versions of SA [18] , with the hypervolume as the objective function, and various GA implementations. 
A Proofs of Lemmas
This appendix contains restatements of the lemmas used in the text followed by their proofs.
A.1 Proof of Corollary to Lemma 1
Proof. From Definition 2, a point p y corresponding to solution y is dominated by solution x if and only if for all i, f i (x) ≤ f i (y) and there is an i such that f i (x) < f i (y). The solution y therefore satisfies all the criteria for inclusion in set D x . Consequently, the statement from Lemma 1 that p x ∈ S is dominated if and only if there exists a p y ∈ S such that p x ∈ D y is true and taking the inverse of this statement yields the required result.
A.2 Proof of Lemma 2
Proof. 
