Context. Accurately weigh the masses of super massive black holes (BHs) in active galactic nuclei (AGN) is currently possible for only a small group of local and bright broad-line AGN through reverberation mapping (RM). Statistical demographic studies can be carried out considering the empirical scaling relation between the size of the broad line region (BLR) and the AGN optical continuum luminosity. However, there are still biases against low-luminosity or reddened AGN, in which the rest-frame optical radiation can be severely absorbed or diluted by the host galaxy and the BLR emission lines could be hard to detect. Aims. Our purpose is to widen the applicability of virial-based single-epoch (SE) relations to reliably measure the BH masses also for low-luminosity or intermediate/type 2 AGN that are missed by current methodology. We achieve this goal by calibrating virial relations based on unbiased quantities: the hard X-ray luminosities, in the 2-10 keV and 14-195 keV bands, that are less sensitive to galaxy contamination, and the full-width at half-maximum (FWHM) of the most important rest-frame near-infrared (NIR) and optical BLR emission lines. Methods. We built a sample of RM AGN having both X-ray luminosity and broad optical/NIR FWHM measurements available in order to calibrate new virial BH mass estimators. Results. We found that the FWHM of the Hα, Hβ and NIR lines (i.e. Paα, Paβ and He i λ10830) all correlate each other having negligible or small offsets. This result allowed us to derive virial BH mass estimators based on either the 2-10 keV or 14-195 keV luminosity. We took also into account the recent determination of the different virial coefficients f for pseudo and classical bulges. By splitting the sample according to the bulge type and adopting separate f factors (Ho & Kim 2014) we found that our virial relations predict BH masses of AGN hosted in pseudobulges ∼0.5 dex smaller than in classical bulges. Assuming the same average f factor for both population, a difference of ∼0.2 dex is still found.
Introduction
Supermassive black holes (SMBHs; having black hole masses M BH = 10 5 − 10 9 M ⊙ ) are observed to be common, hosted in the central spheroid in the majority of local galaxies. This discovery, combined with the observation of striking empirical relations between BH mass and host galaxy properties, opened in the last two decades an exciting era in extragalactic astronomy. In particular the realization that BH mass correlates strongly with the stellar luminosity, mass and velocity dispersion of the bulge (Dressler 1989; Kormendy & Richstone 1995; Magorrian et al. 1998; Ferrarese & Merritt 2000; Gebhardt et al. 2000; Marconi & Hunt 2003; Sani et al. 2011; Graham 2016 , for a review) suggests that SMBHs may play a crucial role in regulating many aspects of galaxy formation and evolution (e.g. through AGN feedback, Silk & Rees 1998; Fabian 1999; Di Matteo et al. 2005; Croton et al. 2006; Sijacki et al. 2007; Ostriker et al. 2010; Fabian 2012; King 2014) .
One of the most reliable and direct ways to measure the mass of a SMBH residing in the nucleus of an active galaxy (i.e. an active galactic nucleus, AGN) is reverberation mapping (RM, Blandford & McKee 1982; Peterson 1993) . The RM technique takes advantage of AGN flux variability to constrain black hole masses through time-resolved observations. With this method, the distance R = cτ of the Broad Line Region (BLR) is estimated by measuring the time lag τ of the response of a permitted broad emission line to variation of the photoionizing primary continuum emission. Under the hypothesis of a virialized BLR, whose dynamics are gravitationally dominated by the central SMBH, M BH is simply related to the velocity of the emitting gas clouds, ∆v, and to the size R of the BLR, i.e. M BH = ∆v 2 RG −1 , where G is the gravitational constant. Usually the width ∆W of a dopplerbroadened emission line (i.e. the full-width at half-maximum, FWHM, or the line dispersion, σ line ) is used as a proxy of the real gas velocity ∆v, after introducing a virial factor f which takes into account our ignorance on the structure, geometry and kinematics of the BLR (Ho 1999; Wandel et al. 1999; Kaspi et al. 2000 )
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Operatively, the RM BH mass is equal to f × M vir , where the virial mass M vir is ∆W 2 RG −1 . In the last decade, the f factor has been studied by several authors, finding values in the range 2.8 -5.5 (if the line dispersion σ line is used, see e.g. Onken et al. 2004; Woo et al. 2010; Graham et al. 2011; Park et al. 2012; Grier et al. 2013 ). This quantity is statistically determined by normalizing the RM AGN to the relation between BH mass and bulge stellar velocity dispersion (M BH − σ ⋆ relation; see Ferrarese 2002; Tremaine et al. 2002; Hu 2008; Gültekin et al. 2009; Graham & Scott 2013; McConnell & Ma 2013; Kormendy & Ho 2013; Savorgnan & Graham 2015; Sabra et al. 2015) observed in local inactive galaxies with direct BH mass measurements. However, recently Shankar et al. (2016) claimed that the previously computed f factors could have been artificially increased by a factor of at least ∼3 because of a presence of a selection bias in the calibrating samples, in favour of the more massive BHs. Kormendy & Ho (2013) significantly updated the M BH − σ ⋆ relation for inactive galaxies, highlighting a large and systematic difference between the relations for pseudo and classical bulges/ellipticals. It should be noted that the classification of galaxies into classical and pseudo bulges is a difficult task 1 , which depends on a number of selection criteria, which should not be used individually (e.g. not only the Sersic index (Sersic 1968 ) n < 2 condition to classify a source as a pseudo bulge; see Kormendy & Ho 2013; Kormendy 2016) .
The results on the M BH − σ ⋆ found by Kormendy & Ho (2013) prompted Ho & Kim (2014) to calibrate the f factor separately for the two bulge populations (for a similar approach see also Graham et al. 2011 , that derived different M BH − σ ⋆ relations and f factors for barred and non-barred galaxies), getting f CB = 6.3 ± 1.5 for elliptical/classical and f PB = 3.2 ± 0.7 for pseudo bulges when the Hβ σ line (not the FWHM) 2 is used to compute the virial mass.
However, RM campaigns are time-consuming and are accessible only for a handful of nearby (i.e. z 0.1) AGN. The finding of a tight relation between the distance of the BLR clouds R and the AGN continuum luminosity L (R ∝ L 0.5 , Bentz et al. 2006 Bentz et al. , 2013 , has allowed to calibrate new single-epoch (SE) relations that can be used on larger samples of AGN, such as
where the term log(L 0.5 × FWHM 2 ) is generally known as virial product (VP). These SE relations have a typical spread of ∼ 0.5 dex (e.g. McLure & Jarvis 2002; and are calibrated using either the broad emission line or the continuum luminosity (e.g. in the ultraviolet and optical, mostly at 5100 Å, L 5100 ; see the review by Shen 2013, and references therein) and the FWHM (or the σ line ) of optical emission lines 3 , such as Hβ, Mg ii λ2798, C iv λ1549 (even though the latter is still debated; e.g. Baskin & Laor 2005; Shen & Liu 2012; Denney 2012; Runnoe et al. 2013 ). These empirical scaling relations have some problems though:
-Broad Fe ii emission in type 1 AGN (AGN1) can add ambiguity in the determination of the optical continuum luminosity at 5100 Å. -In low-luminosity AGN, host galaxy starlight dilution can severely affect the AGN ultraviolet and optical continuum emission. Therefore in such sources it becomes very challenging, if not impossible at all, to isolate the AGN contribution unambiguously. -The Hβ transition is at least a factor of three weaker than Hα and so from considerations of signal-to-noise ratio (S/N) alone, Hα, if available, is superior to Hβ. In practice, in some cases Hα may be the only line with a detectable broad component in the optical (such objects are known as Seyfert 1.9 galaxies; Osterbrock 1981). -The optical SE scaling relations are completely biased against type 2 AGN (AGN2) which lack broad emission lines in the rest-frame optical spectra. However, several studies have shown that most AGN2 exhibit faint components of broad lines if observed with high ( 20) S/N in the rest-frame near-infrared (NIR), where the dust absorption is less severe than in the optical (Veilleux et al. 1997; Riffel et al. 2006; Cai et al. 2010; Onori et al. 2016) . Moreover, some studies have shown that NIR lines (i.e. Paα and Paβ) can be reliably used to estimate the BH masses in AGN1 (Kim et al. 2010 Landt et al. 2013 ) and also for intermediate/type 2 AGN (La Franca et al. 2015 .
In an effort to widen the applicability of this kind of relations to classes of AGN that would otherwise be inaccessible using the conventional methodology (e.g. galaxy-dominated low-luminosity sources, type 1.9 Seyfert and type 2 AGN), La Franca et al. (2015) fitted new virial BH mass estimators based on intrinsic (i.e. absorption corrected) hard, 14-195 keV, X-ray luminosity, which is thought to be produced by the hot corona via Compton scattering of the ultraviolet and optical photons coming from the accretion disk (Haardt & Maraschi 1991; Haardt et al. 1994 Haardt et al. , 1997 . Actually the X-ray luminosity L X is known to be empirically related to the dimension of the BLR, as it is observed for the optical continuum luminosity of the AGN accretion disk (e.g. Maiolino et al. 2007; Greene et al. 2010) . Thanks to these R − L X empirical scaling relations, also Bongiorno et al. (2014) have derived virial relations based on the Hα width and on the hard, 2-10 keV, X-ray luminosity, that is less affected by galaxy obscuration (excluding severely absorbed, Compton Thick, AGN: N H > 10 24 cm −2 ). Indeed in the 14-195 keV band up to N H < 10 24 cm −2 the absorption is negligible while in the 2-10 keV band the intrinsic X-ray luminosity can be recovered after measuring the N H column density via Xray spectral fitting.
Recently Ho & Kim (2015) showed that the BH masses of RM AGN correlates tightly and linearly with the optical VP (i.e. FHWM (Hβ) 2 × L 0.5 5100 ) with different logarithmic zero points for elliptical/classical and pseudo bulges. They used the updated database of RM AGN with bulge classification from Ho & Kim (2014) and adopted the virial factors separately for classical ( f CB = 6.3) and pseudobulges ( f PB = 3.2).
Prompted by these results, in this paper we present an update of the calibrations of the virial relations based on the hard 14-195 keV X-ray luminosity published in La Franca et al. (2015) .
We extend these calibrations to the 2-10 keV X-ray luminosity and to the most intense optical and NIR emission lines, i.e. Hβ λ4862.7 Å, Hα λ6564.6 Å, He i λ10830.0 Å, Paβ λ12821.6 Å and Paα λ18756.1 Å. In order to minimize the statistical uncertainties in the estimate of the parameters a and b of the virial relation (Equation 2), we have verified that reliable statistical correlations do exist among the hard X-ray luminosities, L 2−10 keV and L 14−195 keV , and among the optical and NIR emission lines (as already found by other studies: Greene & Ho 2005; Landt et al. 2008; Mejía-Restrepo et al. 2016) . These correlations allowed us 1) to compute, using the total dataset, average FWHM and L X for each object and then derive more statistically robust virial relations and 2) to compute our BH mass estimator using any combination of L X and optical or NIR emission line width.
We will proceed as follows: Sect. 2 presents the RM AGN dataset; in Sect. 3 we will test whether the optical (i.e. Hα and Hβ) and NIR (i.e. Paα, Paβ and He i λ10830 Å, hereafter He i) emission lines probe similar region in the BLR; in Sect. 4 new calibrations of the virial relations based on the average hard X-ray luminosity and the average optical/NIR emission lines width, taking (or not) into account the bulge classification, are presented; finally Sect. 5 addresses the discussion of our findings and the conclusions. Throughout the paper we assume a flat ΛCDM cosmology with cosmological parameters: Ω Λ = 0.7, Ω M = 0.3 and H 0 = 70 km s −1 Mpc −1 . Unless otherwise stated, all the quoted uncertainties are at 68% (1σ) confidence level.
Data
As we are interested in expanding the applicability of SE relations, we decided to use emission lines that can be more easily measured also in low-luminosity or obscured sources, such as the Hα or the Paα, Paβ and He i. Moreover, we want also to demonstrate that such lines can give reliable estimates as the Hβ (see e.g. Greene & Ho 2005; Landt et al. 2008; Kim et al. 2010; Mejía-Restrepo et al. 2016) . For this reason, we built our sample starting from the database of Ho & Kim (2014) that lists 43 RM AGN (i.e. ∼90% of all the RM black hole masses available in the literature), all having bulge type classifications based on the criteria of Kormendy & Ho (2013, Supplemental Material) . In particular, Ho & Kim (2014) used the most common condition to classify as classical bulges those galaxies having Sersic index (Sersic 1968 ) n < 2. However when the nucleus is too bright this condition is not totally reliable due to the difficulty of carefully measure the bulge properties. In this case Ho & Kim (2014) adopted the condition that the bulge-to-total light fraction should be 0.2 (e.g. Fisher & Drory 2008; Gadotti 2009 , but see Graham & Worley 2008 for a discussion on the uncertainties of this selection criterion). In some cases, additional clues came from the detection of circumnuclear rings and other signatures of ongoing central star formation. It should be noted that an offset (∼0.3 dex) is observed in the M BH − σ ⋆ diagram both when the galaxies are divided into barred and unbarred (e.g. Graham 2008; Graham et al. 2011; Graham & Scott 2013) and into classical and pseudobulges (Hu 2008) . However, the issue on the bulge type classification and on which host properties better discriminate the M BH − σ ⋆ relation is beyond the scope of this work, and in the following we will adopt the bulge type classification as described in Ho & Kim (2014) .
Among this sample, we selected those AGN having hard X-ray luminosity and at least one emission line width available among Hβ, Hα, Paα, Paβ and He i. The data of 3C 390.3
were excluded since it clearly shows a double-peaked Hα profile (Burbidge & Burbidge 1971; Dietrich et al. 2012 ), a feature that could be a sign of non-virial motions (in particular of accretion disk emission, e.g. Eracleous & Halpern 1994 Gezari et al. 2007 ). Therefore our dataset is composed as follows:
1. Hβ sample. The largest sample considered in this work includes 39 RM AGN with Hβ FWHM coming either from a mean or a single spectrum. By requiring that these AGN have an X-ray luminosity measured either in the 2-10 keV or 14-195 keV band reduces the sample to 35 objects. 2. Hα sample. Thirty-two 4 AGN have Hα FWHM. Among this sample, Mrk 877 and SBS 1116+583A do not have an L X measurement available. Thus the final sample having both Hα FWHM and X-ray luminosity includes 30 galaxies. 3. NIR sample. The FWHM of the NIR emission lines were taken from Landt et al. (2008 , 2013 Paβ and 16 He i). We added the measurements of NGC 3783 that we observed simultaneously in the ultraviolet, optical and NIR with Xshooter . Therefore the total NIR sample, with available X-ray luminosity, counts: 19 Paα, 21 Paβ and 17 He i.
The details of each RM AGN are reported in Table 1 . The intrinsic hard X-ray luminosities have been taken either from the SWIFT/BAT 70 month catalogue (14-195 keV, L 14−195 keV ; Baumgartner et al. 2013) , or from the CAIXA catalogue (2-10 keV, L 2−10 keV ; Bianchi et al. 2009 ). PG 1411+442 has public 2-10 keV luminosity from Piconcelli et al. (2005) , while Mrk 1310 and NGC 4748 have public XMM observations, therefore we derived their 2-10 keV luminosity via X-ray spectral fitting. Both X-ray catalogues list the 90% confidence level uncertainties on the L X and/or on the hard X-ray fluxes, which were converted into the 1σ confidence level. For PG 1411+442, as the uncertainty on the L 2−10 keV has not been published (Piconcelli et al. 2005 ), a 6% error (equivalent to 10% at the 90% confidence level) has been assumed. All the FWHMs listed in Table 1 have been corrected for the instrumental resolution broadening. When possible, we always preferred to use coeval (i.e. within few months) FWHM measurements of the NIR and optical lines. This choice is dictated by the aim of verifying whether the optical and NIR emission lines are originated at similar distance in the BLR. The virial masses have been taken mainly from the compilations of Grier et al. (2013) and Ho & Kim (2014) , and were computed from the σ line (Hβ), measured from the rootmean-square (rms) spectra taken during RM campaigns, and the updated Hβ time lags (see Zu et al. 2011; Grier et al. 2013 ). For 3C 273 and Mrk 335 the logarithmic mean of the measurements available (Ho & Kim 2014) were used. To the data presented in Table 1 , we also added six AGN1 from Landt et al. (2008 Landt et al. ( , 2013 ) (see Table 2 ) without neither RM M BH nor bulge classification, that however have simultaneous measurements of optical and/or NIR lines. They are, namely: H 1821+643, H 1934-063, H 2106-099, HE 1228+013, IRAS 1750+508, PDS 456. Table 2 also lists the optical data of Mrk 877 and SBS 1116+583A. These additional eight sources that do not appear in Table 1 are used only in the next Section in which emission line relations are investigated. Table 1 . Properties of the RM AGN with both bulge classification and hard X-ray luminosity. 
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Notes. Columns are: (1) galaxy name; (2) and (3) logarithm of the 2-10 keV and 14-195 keV band luminosities; (4) to (8) 
Emission line relations
As suggested by several works (e.g. The top left panel of Fig. 1 shows the relation between the two Balmer emission lines. We find a good agreement between the FWHMs of Hα and Hβ. Using the sub-sample of 23 sources with simultaneous measurements, the Pearson correlation coefficient results to be r ≃ 0.92, with a probability of being drawn from an uncorrelated parent population as low as ∼ 6 × 10 −10 . The least-squares problem was solved using the symmetrical regression routine FITEXY (Press et al. 2007 ) that can incorporate errors on both variables and allows us to account for intrinsic scatter. We fitted a log-linear relation to the simultaneous sample and found log FWHM(Hα) = log FWHM(Hβ) − (0.075 ± 0.013) .
The above relation means that Hβ is on average 0.075 dex broader than Hα, with a scatter of ∼0.08 dex. This relation has a reduced χ 2 ν ≃ 1.68. We performed the F-test to verify the significance of this non-zero offset with respect to a 1:1 relation, getting a probability value of ∼2e-4 that the improvement of the fit was obtained by chance 5 . Therefore in this case the relation with a non-zero offset resulted to be highly significant. We also tested whether this offset changes according to the bulge classification, when available. No significant difference was found, as 5 Throughout this work in the F-test we use a threshold of 0.012, corresponding to a 2.5σ Gaussian deviation, in order to rule out the introduction of an additional fitting parameter. the offset of the pseudo bulges resulted to be 0.076 ± 0.020 and for the classical/elliptical 0.074 ± 0.020.
Equation 3 is shown as a red solid line in the top left panel of Fig. 1 . Our result is in fair agreement (i.e. within 2σ) with other independent estimates, that are shown as cyan (Greene & Ho 2005 ) and blue (Mejía-Restrepo et al. 2016 ) dashed lines. If instead we consider the total sample of 34 AGN having both Hα and Hβ measured (i.e. including also non-coeval FWHMs), we get an average offset of 0.091 ± 0.010 with a larger scatter (∼0.1 dex). Also in this case, the offset does not show a statistically significant dependence on the bulge classification, as the offset of elliptical/classical bulges resulted to be 0.102 ± 0.014 and for pseudo bulges it resulted to be 0.080±0.019. In all the aforementioned fits, three outliers 6 have been excluded even though the FWHMs were measured simultaneously. The excluded galaxies namely are Mrk 1310, Mrk 590 and NGC 5548. The first one has been excluded because the Hα measurement is highly uncertain (561 +960 −136 km s −1 , Bentz et al. 2010) , the latter two have extremely broader Hβ than either Hα, Paα, Paβ and He i. This fact is due to the presence of a prominent "red shelf" in the Hβ of these two sources (Landt et al. 2008) . This red shelf is also most likely responsible for the average trend observed between Hβ and Hα, i.e. of Hβ being on average broader than Hα (Equation 3). Indeed it is well known (e.g. De Robertis 1985; Marziani et al. 1996 Marziani et al. , 2013 ) that the Hβ broad component is in part blended with weak Fe ii multiplets, He ii λ4686 and He i λ4922, 5016 (Véron et al. 2002; Kollatschny et al. 2001 ). The simultaneous sample gives a relation with lower scatter than the total sample. Indeed, the non-simultaneous measurements introduce additional noise due to the well-known AGN variability phenomenon. Therefore in the following Sections we will use the average offset between the FWHM of Hα and Hβ computed using the coeval sample (i.e. Equation 3), which also better agrees with the relations already published by Greene & Ho (2005) and Mejía-Restrepo et al. (2016) .
The other three panels of Fig. 1 show the relations between the Hα and the NIR emission lines Paα (19 objects) , Paβ (22) and He i (19). When compared to Hα, the samples have Pearson correlation coefficient r of 0.92, 0.94 and 0.95, with probabilities of being drawn from an uncorrelated parent population as low as ∼ 2 × 10 −8 , 9 × 10 −11 and 5 × 10 −10 for the Paα, Paβ and He i, respectively. No significant difference is seen between the emission line widths of Hα and the NIR lines. This is not sur- prising as already Landt et al. (2008) noted that there was a good agreement between the FWHM of the Paβ and the two strongest Balmer lines, though an average trend of Hβ being larger than Paβ was suggested (a quantitative analysis was not carried out). We fitted log-linear relations to the data and always found that the 1:1 relation is the best representation of the sample. We found a reduced χ 2 ν of 1.54, 1.12 and 1.14 for Paα, Paβ and He i, respectively. The F-test was carried out in order to quantitatively verify whether the equality relation is preferred with respect to relations either with a non-zero offset or also including a free slope. The improvements with a relation having free slope resulted not to be highly significant, and therefore the more physically motivated 1:1 relation was preferred. These best-fitting relations are shown as black dotted lines in the remaining three panels of Figure 1 . The relation between Hα and the Paβ emission line has been fitted using the whole sample, while for the Paα and He i correlations we excluded the sources: NGC 7469 (for the Paα), Mrk 79 and NGC 4151 (for the He i; shown as grey open squares in the bottom right panel of Fig. 1 ). Although these three sources have simultaneous optical and NIR observations (Landt et al. 2008) , all show significantly narrower width of the Paα or He i than all the other available optical and NIR emission lines.
Virial mass calibrations
In the previous Section we showed that the Hα FWHM is equivalent to the widths of the NIR emission lines, Paα, Paβ and He i, while it is on average 0.075 dex narrower than Hβ. In order to minimize the uncertainties on the estimate of the zero point and slope that appear in Equation 2 we used the whole dataset listed in Table 1 . This is possible because, besides the linear correlations between the optical and NIR FWHMs, also the intrinsic hard X-ray luminosities L 2−10 keV and L 14−195 keV are correlated. Indeed, as expected in AGN, we found in our sample a relation between the two hard X-ray luminosities, log L 2−10 keV = log L 14−195 keV − (0.567 ± 0.004) , (4) which corresponds to an average X-ray photon index Γ ≃ 1.67 ( f ν ∝ ν −(Γ−1) ). We can therefore calculate, for each object of our sample, a sort of average VP, which has been computed by using the average FWHM of the emission lines (the Hβ has been converted into Hα by using Equation 3) and the average X-ray luminosity (converted into 2-10 keV band using Equation 4). When computing the average FWHM, the values that in the previous Section were considered outliers were again excluded. However we note that each RM AGN has at least one valid FWHM measurement, therefore none of the AGN has been excluded. This , and the average VP given by the mean FWHM (once the Hβ has been converted into Hα) and the mean L 2−10 keV (using Equation 4 to convert L 14−195 keV ). Columns are: (1) sample bulge type, (2) and (3) zero point and slope of the virial relation, (4) number of objects of each sample, (5) and (6) Pearson correlation coefficient with its t-student probability, (7) logarithmic spread of the data on the M BH axis, (8) final RM AGN sample is the largest with available bulge classification (Ho & Kim 2015) and hard L X and counts a total of 37 sources, 23 of which are elliptical/classical and 14 are pseudo bulges 7 . We want to calibrate the linear virial relation given in Equation 2, where M BH is the RM black hole mass, which is equal to f × M vir , a is the zero point and b is the slope of the average VP. We fitted Equation 2 for the whole sample of RM AGN assuming one of the most updated virial factor f = 4.31 ), which does not depend on the bulge morphology. The data have a correlation coefficient r = 0.838 which corresponds to a probability as low as ∼ 9 × 10 −11 that they are randomly extracted from an uncorrelated parent population. As previously done in Sect. 3, we performed a symmetrical regression fit using FITEXY (Press et al. 2007 ). We first fixed the slope b to unity finding the zero point a = 8.032 ± 0.014. The resulting observed spread ǫ obs is 0.40 dex, while the intrinsic spread ǫ intr (i.e. once the contribution from the data uncertainties has been subtracted in quadrature) results to be 0.38 dex. We also performed a linear regression, allowing the slope b to vary. The F-test was carried out to quantitatively verify whether our initial assumption of fixed slope had to be preferred to a relation having free slope. The F-test gave a probability of ∼ 0.07 which is not significantly small enough to demonstrate that the improvement using a free slope is not obtained by chance. Therefore, the use of the more physically motivated relation (having slope b = 1) that depends only linearly on the VP was preferred. The resulting best-fitting parameters are reported in Table 3 , while the virial relation is shown in the top-left panel of Fig. 2 (black solid line) .
We then splitted the sample into elliptical/classical (23) and pseudo (14) bulges, adopting the same virial factor f = 4.31. The two samples have correlation coefficient r > 0.7 with probabilities lower than ∼ 10 −3 that the data have been extracted randomly from an uncorrelated parent population (see Table 3 ). Again we first fixed the slope b to unity, obtaining the zero points a = 8.083 ±0.016 and a = 7.911 ±0.026 for classical and pseudo bulges, respectively. We also performed a linear regression allowing a free slope. The F-test was carried out and gave probabilities greater than 0.05 for both the classical and the pseudo bulges samples. Therefore the more physically motivated relations that depend linearly on the VP were preferred, as previously found for the whole sample. Top middle and top right panels of Fig. 2 show the resulting best-fit virial relations for classical (in blue) and pseudo bulges (in red). It should be noted that the average difference between the zero points a of the two bulge type populations is ∼0.2 dex. Obviously, the same fitting results, using these two sub-samples separately, are obtained if the recently determined different f factors of 6.3 and 3.2 for classical and pseudo bulges (Ho & Kim 2014 ) are adopted. However, as expected, the difference between the zero points of the two populations becomes larger (∼0.5 dex) as the zero points result to be a = 8.248 ± 0.016 and a = 7.782 ± 0.026 for the classical and pseudo bulges, respectively. Finally we performed a calibration of Equation 2 for the whole sample adopting the two virial factors f CB = 6.3 and f PB = 3.2, according to the bulge morphological classification. The data result to have a correlation coefficient r = 0.831 with a probability as low as ∼ 10 −10 to have been drawn randomly from an uncorrelated parent population. As previously described, we proceeded fixing the slope b to unity and then fitting a free slope. The F-test gave a probability lower than 0.01, therefore the solution with slope 8 b = 1.376 ± 0.033 was in this case considered statistically significant (see Table 3 ). The observed and intrinsic spreads resulted to be ∼0.5 dex (see Table 3 ). The bottom panels of Fig. 2 show the virial relations that we obtained for the whole sample (left panel, black dot-dashed line) and separately for classical (middle panel, red dashed line) and pseudo bulges (right panel, blue dotted line), once the two different virial factors f are adopted according to the bulge morphology.
We note that it is possible to convert our virial calibrations (which were estimated using the mean line widths, once converted into the Hα FWHM, and the mean X-ray luminosity, once converted into the L 2−10 keV ) into other equivalent relations based on either the Hβ, Paα, Paβ and He i FWHM and the L 14−195 keV , by using the correlations shown in Equations 3 and 4. To facilitate the use of our virial BH mass estimators, we list in Table 4 how the virial zero point a changes according to the couple of variables that one wish to use. Moreover, as shown in the virial relation in the top part of Table 4 , it is possible to convert the re-8 It should be noted that a slope different than unity implies that the L X − R relation (R∝L α ) has a power α 0.5, contrary to what found by Greene et al. (2010) .
A&A proofs: manuscript no. FRicci_ms , while in the bottom panels two different f -factors f CB = 6.3 for classical bulges and f PB = 3.2 for pseudobulges (Ho & Kim 2014) have been adopted to determine M BH . All the VPs are normalized as specified in Equation 2 (see Tables 3-4 for the resulting best-fit parameters). In the left panels the total calibrating sample is shown, while in the middle and right panels the sub-samples of classical (red filled squares) and pseudobulges (blue open squares) are shown separately. The lines show the best-fitting virial relations derived for each sample.
sulting BH masses for different assumed virial f factors adding the term log( f / f 0 ), where f 0 is the virial factor that was assumed when each sample was fitted. The values of f 0 are also reported in Table 4 for clarity. Note that, in the last case where a solution was found for the total sample using separate f -factors for classical and pseudobulges, the log( f / f 0 ) correction cannot be used. However, this last virial relation is useful in those cases where the bulge morphological type is unknown and one wish to use a solution which takes into account the two virial factors for classical and pseudobulges as measured by Ho & Kim (2014) . Otherwise, the virial BH mass estimator calculated fitting the whole dataset assuming a single f = 4.31 can be used (and if necessary converted adopting a different average f factor).
We compared the virial relation derived by La Franca et al. (2015) using the Paβ and the L 14−195 keV with our two new virial relations, which depends on the VP given by the Hα FWHM and the L 14−195 keV , obtained using the total sample, and assuming either 1) an average virial factor f = 4.31 (as used in La Franca et al. 2015) or 2) the two different f , separately for classical and pseudobulges. It results that our two new virial relations give BH masses similar to the relation of La Franca et al. (2015) at M BH ∼ 10 7.5 M ⊙ , while they predict 0.3 (0.8) dex
higher BH masses at M BH ∼ 10 8.5 M ⊙ and 0.2 (0.7) dex lower masses at M BH ∼ 10 6.5 M ⊙ , assuming the average f = 4.31 (the two f -factors f CB = 6.3, f PB = 3.2). These differences are due to the samples used: our dataset includes 15 AGN with M BH 10 8 M ⊙ , while in the La Franca et al. (2015) sample there are only three, and at M BH 10 7 M ⊙ our dataset is a factor two larger. The same comparison was carried out using the VP given by the Hα FWHM and the L 2−10 keV with the analogous relation in Bongiorno et al. (2014) . All the relations predict similar masses in the M BH ∼ 10 7.5 M ⊙ range, while our new calibrations give 0.1 (0.2) dex smaller (higher) masses at M BH ∼ 10 8.5 M ⊙ and 0.2 (0.1) dex bigger (lower) BH masses at M BH ∼ 10 6.5 M ⊙ , assuming the average f = 4.31 (the two f -factors f CB = 6.3, f PB = 3.2).
Finally our analysis shows some similarities with the results of Ho & Kim (2015) , who recently calibrated SE optical virial relation based on the Hβ FWHM and L 1500 , using the total calibrating sample of RM AGN and separated according to the bulge morphology into classical and pseudo bulges. They found that in all cases the M BH depends on the optical VP with slope b = 1 and with different zero points a for classical and pseudobulges. This difference implies that BH hosted in pseudo bulges are pre- Notes. Parameters to be used in the virial relation described in the top part of this table. The resulting BH mass values can be converted assuming other virial factor f using the additional term log( f / f 0 ). The assumed f 0 in each sample is also reported. All the above virial calibrations have an intrinsic spread of ∼0.5 dex that should be taken into account when evaluating the accuracy of the BH mass estimates (see Table 3 ). Columns are: (1) the hard X-ray luminosity, (2) the FWHM, both variables needed to compute the VP, (3) to (8) dicted to be 0.41 dex less massive than in classical bulges. When we adopt the same f -factors used by Ho & Kim (2015) , we do similarly find that the zero point a of classical bulges is ∼0.5 dex greater than for pseudo bulges. However we do not confirm their result obtained using the total sample, as we find that the bestfitting parameter b of our VP should be different than one. At variance when the same average f = 4.31 is adopted, both in the total and in the sub-samples of classical and pseudo bulges, we find slope b = 1 relations, while the zero points of classical and pseudo bulges still show an offset of ∼0.2 dex.
Discussion and Conclusions
This work was prompted by the results of Ho & Kim (2015) who have calibrated optical different virial relations according to the bulge morphological classification into classical/elliptical and pseudo bulges (Ho & Kim 2014) . In order to provide virial relations to be used also for moderately absorbed AGN, following La Franca et al. (2015), we extended the approach of Ho & Kim (2015) using the intrinsic hard X-ray luminosity and NIR emission lines. We thus obtained similar virial relations for the two bulge classes but with an offset between the two zero points of ∼0.2 dex if the same average f = 4.31 is used. If instead two different virial factors f CB = 6.3 and f PB = 3.2 are assumed, the offset becomes linearly larger by a factor of ∼2, confirming the results by Ho & Kim (2015) . Neglecting the morphological information leads to a systematic uncertainty of ∼0.2-0.5 dex, that is the difference we observe when we split the sample according to the host bulge type. This uncertainty will be difficult to eliminate because of the current challenges at play when attempting to accurately measure the properties of the host, especially at high redshift and/or for luminous AGN. As already stated by Ho & Kim (2015) , AGN with M BH 10 8 M ⊙ are most probably hosted by elliptical or classical bulges, as suggested also by the current BH mass measures in inactive galaxies (e.g. Ho & Kim 2014) . Similarly, M BH 10 6 M ⊙ are very likely hosted in pseudo bulges (e.g. Greene et al. 2008; Jiang et al. 2011) . However, the two populations significantly overlap in the range 10 6 M BH /M ⊙ 10 8 and therefore without bulge classification the BH mass estimate is accurate only within a factor of ∼0.2-0.5 dex. Probably accurate bulge/disk decomposition will be available also for currently challenging sources once extremely large telescopes such the EELT become operative for the community. Indeed the high spatial resolution that can be achieved with sophisticated multiple adaptive optics will enable to probe scales of few hundreds of parsecs in the centre of galaxies at z ∼ 2 (Gullieuszik et al. 2016) .
Obviously, the above results depend on the bulge morphological classification. As discussed in the introduction, this classification should be carried out carefully, and the reliability increases by enlarging the number of selection criteria used (Kormendy & Ho 2013; Kormendy 2016) . It should also be noted that according to some authors the main selection criterion should instead be based on the presence or not of a bar (Graham & Li 2009; Graham 2014; Savorgnan & Graham 2015) . This simpler selection criterion, which avoids the difficulty arising from the observation that some (at least 10%) galaxies host both a pseudobulge and a classical bulge (Erwin et al. 2003 (Erwin et al. , 2015 , is supported by dynamical modelling studies by Debattista et al. (2013) and Hartmann et al. (2014) . As a matter of fact it is interesting to remark that an offset of 0.3 dex is also observed in the M BH −σ ⋆ diagram when the galaxies are divided into barred and unbarred (e.g. Graham 2008; Graham et al. 2011; Graham & Scott 2013) . Moreover, Ho & Kim (2014) note that A&A proofs: manuscript no. FRicci_ms although the presence of a bar does not correlate perfectly with bulge type, the systematic difference in f between barred and unbarred galaxies qualitatively resembles the dependence on bulge type that they found.
Recently, Shankar et al. (2016) claimed that all the previously computed f factors could have been artificially increased by a factor of at least ∼3 because of a presence of a selection bias in the calibrating samples, in favour of the more massive BHs. This result would imply that all the previous estimate of the virial relations, including those presented in this work, suffer from an almost average artificial offset. If, as discussed by Shankar et al. (2016) , the offset is not significantly dependent on M BH , then it is sufficient to rescale our results by a correction factor log( f / f 0 ). The same correction term can also be used to convert our relations assuming virial factors different than those used in this work.
By testing whether the Hα probes a velocity field in the BLR consistent with the Hβ and the other NIR lines Paα, Paβ and He i, we widened the applicability of our proposed virial relations. Indeed assuming the virialization of the clouds emitting the Hβ implies the virialization also of the other lines considered in this work. Moreover, these lines can be valuable tools to estimate the velocity of the gas residing in the BLR also for intermediate (e.g. Seyfert 1.9) and reddened AGN classes, where the Hβ measurement is impossible by definition. The use of these lines coupled with a hard X-ray luminosity that is less affected by galaxy contamination and obscuration (which can be both correctly evaluated if L X > 10 42 erg s −1 and N H < 10 24 cm −2 , Ranalli et al. 2003; Mineo et al. 2014) , assures that these relations are able to reliably measure the BH mass also in AGN where the nuclear component is less prominent and/or contaminated by the hosting galaxy optical emission. We can conclude that our new derived optical/NIR FWHM and hard X-ray luminosity based virial relations can be of great help in measuring the BH mass in lowluminosity and absorbed AGN and therefore better measuring the complete (AGN1+AGN2) SMBH mass function. In this respect, in the future, a similar technique could also be applied at larger redshift. For example, at redshift ∼2-3 the Paβ line could be observed in the 1-5 µm wavelength range with NIRSPEC on the JamesWebb Space Telescope. While, after a straightforward recalibration, the rest-frame 14-195 keV X-ray luminosity could be substituted by the 10-40 keV hard X-ray band (which is as well not so much affected by obscuration for mildly absorbed, Compton Thin, AGN). At redshift ∼2-3, in the observed frame, the 10-40 keV hard band roughly corresponds to the 2-10 keV energy range which is typically observed with the Chandra and XMM-Newton telescopes.
