Abstract. Given an Archimedean order unit space (V, V + , e), we construct a minimal operator system OMIN(V ) and a maximal operator system OMAX(V ), which are the analogues of the minimal and maximal operator spaces of a normed space. We develop some of the key properties of these operator systems and make some progress on characterizing when an operator system S is completely boundedly isomorphic to either OMIN(S) or to OMAX(S). We then apply these concepts to the study of entanglement breaking maps. We prove that for matrix algebras a linear map is completely positive from OMIN(Mn) to OMAX(Mm) if and only if it is entanglement breaking.
Introduction
In the past twenty years, beginning with Ruan's abstract characterization of operator spaces [11] , there has been a great deal of research activity focused on operator spaces and completely bounded maps. In contrast, there has been relatively little development of the abstract theory of operator systems. However, many deep results about operator spaces are obtained by regarding them as corners of operator systems. So, potentially, parallel developments in the theory of operator systems could lead to new insights in the theory of operator spaces. In this paper we develop the analogues in the operator system setting of the MIN and MAX functors from the category of normed spaces into the category of operator spaces and study some of their properties. In particular, we prove that the entanglement breaking maps between matrix algebras, studied in [5] , [6] and [2] , coincide with the linear maps that are completely positive when the matrix algebra of the domain is equipped with our minimal operator system structure and the target matrix algebra is equipped with our maximal operator system structure. This can be interpreted as showing that the entanglement breaking maps are precisely the linear maps between matrix algebras that are "universally" completely positive; i.e., that remain completely positive independent of the operator system structures on the domain and the range.
Recall that an operator space is a normed space for which a norm · n , n ∈ N, is given on the space M n (V ) of n × n matrices with entries in V in such a way that the family ( · n ) ∞ n=1 satisfies certain axioms (see [9, p. 181] for details). Given a normed space X, there are many inequivalent operator spaces that all have X as their "ground level". Among all those, there are two distinguished operator spaces, MIN(X) and MAX(X), which represent, respectively, the smallest and largest operator space structures on X. Moreover, MIN and MAX can be regarded as functors from the category whose objects are normed spaces and whose morphisms are contractive linear maps into the category whose objects are operator spaces and whose morphisms are completely contractive maps. In this categorical sense, "taking the ground level", is really the forgetful functor from the category of operator spaces to the category of normed spaces, which ignores the structure on the levels above the first. Effros coined the term quantization functor for any functor from the category of normed spaces into the category of operator spaces for which the forgetful functor is an inverse. Much work has been done explaining the differences between the MIN and MAX functors, constructing other natural operator space structures on normed spaces, and exploring the behavior of these functors with respect to various natural tensor norms on each category. These results play a vital role in the theory of operator spaces and in the theory of C * -algebras.
In this paper we consider a parallel development for operator systems. Every operator system is at the ground level an ordered * -vector space with an Archimedean order unit and, conversely, given any Archimedean order unit space, there are possibly many different operator systems that all have the given Archimedean order unit space as their ground level. We begin by constructing the analogues of the MIN and MAX functors in this setting, which we denote by OMIN and OMAX. Thus, associated with an Archimedean order unit space V we have two operator systems, OMIN(V ) and OMAX(V ), whose properties we develop in Section 3. We describe the process of "Archimedeanization" of a matrix ordered space with a matrix order unit, and give a matricial version of the corresponding result from [10] concerning ordered * -vector spaces. In Section 4 we introduce the dual matrix ordered space to a given matrix ordered space and identify the dual spaces of the operator systems OMIN(V ) and OMAX(V ). In Section 5 we provide necessary and sufficient conditions for an operator system S to be completely boundedly isomorphic to OMIN(S) or OMAX(S). In Section 6 we apply our results to the study of entanglement breaking maps encountered in Quantum Information Theory (see [2] and [6] ). We characterize the entanglement breaking maps from M n to M k as the maps that are completely positive from OMIN(M n ) to OMAX(M k ). For maps between general operator systems we define the notion of a weak*-entanglement breaking map and extend some of our results for matrix algebras to the general setting. The next section is devoted to preliminary notions and results.
Preliminaries
In this section we recall basic definitions and results and establish terminology. If W is a real vector space, a cone in W is a nonempty subset C ⊆ W with the following two properties:
(a) λv ∈ C whenever λ ∈ R + := [0, ∞) and v ∈ C; (b) v + w ∈ C whenever v, w ∈ C.
A * -vector space is a complex vector space V together with a map * : V → V which is involutive (i.e., (v * ) * = v for all v ∈ V ) and conjugate linear (i.e., (λv + w) * = λv * + w * for all λ ∈ C and v, w ∈ V ). If V is a * -vector space, then we let V h = {x ∈ V : x * = x} and we call the elements of V h the hermitian elements of V . Note that V h is a real vector space.
An ordered * -vector space (V, V + ) is a pair consisting of a * -vector space V and a subset V + ⊆ V h satisfying the following two properties:
In any ordered * -vector space we may define a partial ordering ≥ on V h by defining v ≥ w (or, equivalently, w ≤ v) if and only if v − w ∈ V + . Note that v ∈ V + if and only if v ≥ 0. For this reason V + is called the cone of positive elements of V .
If (V, V + ) is an ordered * -vector space, an element e ∈ V h is called an order unit for V if for all v ∈ V h there exists a real number r > 0 such that re ≥ v. If (V, V + ) is an ordered * -vector space with an order unit e, then we say that e is an Archimedean order unit if whenever v ∈ V and re + v ≥ 0 for all real r > 0, we have that v ∈ V + . In this case, we call the triple (V, V + , e) an Archimedean ordered * -vector space or an AOU space, for short.
We now recall the notion of a state which will play a fundamental role in this paper. Definition 2.1. Let (V, V + , e) be an AOU space and s : V → C be a linear map. The map s is called unital if s(e) = 1, and positive if s(V + ) ⊆ R + . The map s is called a state on V if s is unital and positive. We let S(V ) denote the set of all states on V and call it the state space of V . Remark 2.2. Let (V, V + , e) be an AOU space. For v ∈ V h let v = inf{t ∈ R : −te ≤ v ≤ +te} be the order norm of v defined in [10, §2.2] . It was shown in [10, §4] that the order norm · on V h can be extended to a norm on the complex vector space V, but that, in general, this extension is not unique. Moreover, it was shown in [10, §4] that among all these extensions there is a minimal norm If V is a * -vector space, we let M m,n (V ) denote the set of all m × n matrices with entries in V . The natural addition and scalar multiplication turn M m,n (V ) into a complex vector space. We often write M m,n := M m,n (C), and let {E i,j } n i,j=1 denote its canonical matrix unit system. If X = (x i,j ) i,j ∈ M l,m is a scalar matrix, then for any A = (a i,j ) i,j ∈ M m,n (V ) we let XA be the element of M l,n (V ) whose i, j-entry (XA) i,j equals m k=1 x i,k a k,j . We define multiplication by scalar matrices on the right in a similar way. Furthermore, when m = n, we define a * -operation on M n (V ) by letting (a i,j ) * i,j := (a * j,i ) i,j . With respect to this operation, M n (V ) is a * -vector space. We let M n (V ) h be the set of all hermitian elements of M n (V ).
C n ∩ −C n = {0} for each n ∈ N, and (3) for each n, m ∈ N and each X ∈ M n,m (C) we have that X * C n X ⊆ C m . In this case we call (V, {C n } ∞ n=1 ) a matrix ordered * -vector space. We refer to condition (3) as the compatibility of the family {C n } ∞ n=1 . Note that properties (1) and (2) show that (M n (V ), C n ) is an ordered * -vector space for each n ∈ N. As usual, when A, B ∈ M n (V ) h , we write
) be a matrix ordered * -vector space. For e ∈ V h let e n := e . . . e be the corresponding diagonal matrix in M n (V ). We say that e is a matrix order unit for V if e n is an order unit for (M n (V ), C n ) for each n. We say that e is an Archimedean matrix order unit if e n is an Archimedean order unit for (M n (V ), C n ) for each n. An (abstract) operator system is a triple (V, {C n } ∞ n=1 , e) where V is a complex * -vector space, {C n } ∞ n=1 is matrix ordering on V , and e ∈ V h is an Archimedean matrix order unit.
We note that the above definition of an operator system was first introduced by Choi and Effros in [3] . If V and V ′ are vector spaces, and φ : V → V ′ is a linear map, then for each n ∈ N the map φ induces a linear map φ n :
) are matrix ordered * -vector spaces, a map
Similarly, we call a linear map φ : V → V ′ a complete order isomorphism if φ is invertible and both φ and φ −1 are completely positive. We denote by B(H) the space of all bounded linear operators acting on a Hilbert space H. A concrete operator system S is a subspace of B(H) such that S = S * and I ∈ S. (Here, and in the sequel, we denote by I the identity operator.) As is the case for many classes of subspaces (and subalgebras) of B(H), there is an abstract characterization of concrete operator systems. In this case the characterization is given by Definition 2.4. If S ⊆ B(H) is a concrete operator system, then we observe that S is a * -vector space, S inherits an order structure from B(H), and has I as an Archimedean order unit. Moreover, since S ⊆ B(H), we have that M n (S) ⊆ M n (B(H)) ∼ = B(H n ) and hence M n (S) inherits an order structure from B(H n ) and the n × n diagonal matrix   
is an Archimedean order unit for M n (S). In other words, S is an abstract operator system in the sense of Definition 2.4. The following result of Choi and Effros [3, Theorem 4.4] shows that the converse is also true. For an alternative proof of the result, we refer the reader to [9, Theorem 13.1].
Theorem 2.5 (Choi-Effros). Every concrete operator system S is an operator system. Conversely, if (V, {C n } ∞ n=1 , e) is an operator system, then there exists a Hilbert space H, a concrete operator system S ⊆ B(H), and a complete order isomorphism φ : V → S with φ(e) = I.
To avoid excessive notation, we will generally refer to an operator system as simply a set V with the understanding that e is the order unit and M n (V ) + := C n is the cone of positive elements in M n (V ).
Operator system structures on AOU spaces
Let (V, V + , e) be an AOU space. A matrix ordering on (V, V + , e) is a matrix ordering C = {C n } ∞ n=1 on V such that C 1 = V + . An operator system structure on (V, V + , e) is a matrix ordering {C n } ∞ n=1 such that (V, {C n } ∞ n=1 , e) is an operator system with C 1 = V + . Given an operator system (S, {P n } ∞ n=1 , e) and a unital positive map φ : V → S such that V + = φ −1 (P 1 ), one obtains an operator system structure on V by setting, C n = φ −1 n (P n ). We shall call this the operator system structure induced by φ. Conversely, given an operator system structure on V, if we let S = V and φ be the identity map, then we see that the given operator system structure is the one induced by φ.
If P = {P n } ∞ n=1 and Q = {Q n } ∞ n=1 are two matrix orderings on V , we say that P is stronger than Q (respectively, Q is weaker than P) if P n ⊆ Q n for all n ∈ N. Note that P is stronger than Q if and only if for every n, and every A, B ∈ M n (V ) h , the inequality A ≤ P B implies that A ≤ Q B, where the subscripts are used to denote the partial orders induced by P and Q, respectively. Equivalently, P is stronger than Q if and only if the identity map on V is completely positive from (V, {P n } ∞ n=1 ) to (V, {Q n } ∞ n=1 ). In this section we wish to describe the various operator system structures with which an AOU space can be equipped. We shall prove that every AOU space possesses a strongest and a weakest operator system structure, which we will call the maximal and minimal operator system structure, respectively, and we shall characterize the corresponding matrix orderings.
We begin with the weakest operator system structure. By Kadison's Representation Theorem (see [7] and [1, Theorem II.1.8], and also see [10, Theorem 5.2] for the precise statement which we shall use), given an AOU space (V, V + , e) there exists a compact Hausdorff topology on S(V ) such that the unital linear map Φ : V → C(S(V )) into the C * -algebra of continuous functions on S(V ) defined by Φ(v)(s) = s(v) is an order isomorphism onto its range. Equivalently, we have V + = Φ −1 (P 1 ), where P 1 denotes the set of non-negative valued continuous functions on S(V ). Since unital C * -algebras are operator systems, Kadison's Representation Theorem induces an operator system structure {C n } ∞ n=1 on V. We have that (v i,j ) ∈ C n if and only
n , for every s ∈ S(V ). We shall prove that this operator system structure is the desired weakest operator system structure, that is, the one for which the cones of positive elements are as large as possible.
The following result gives an alternative way to describe the elements of C min (V ), while simultaneously proving that it is an operator system structure on V . Theorem 3.2. Let (V, V + , e) be an AOU space and n ∈ N. Then (v i,j ) ∈ C min n (V ) if and only if (s(v i,j )) ∈ M + n for each s ∈ S(V ). Hence C min (V ) is the operator system structure on V induced by the inclusion of V into C(S(V )).
Definition 3.3. Let (V, V + , e) be an AOU space. We define OMIN(V ) to be the operator system (V, C min (V ), e).
Thus, up to complete order isomorphism, OMIN(V ) can be identified with a subspace of C(S(V )). We next examine its universal properties.
) is a matrix ordered * -vector space and φ : W → OMIN(V ) is a positive linear map, then φ is completely positive.
Moreover, ifṼ = (V, {C n } ∞ n=1 , e) is an operator system withC 1 = V + and such that for every operator system W , any positive map ψ : W → V is completely positive, then the identity map is a unital complete order isomorphism betweenṼ and OMIN(V ).
Proof. (i) Let
Thus (φ(a i,j )) ∈ C min n (V ), and φ is completely positive. (ii) Let ι :Ṽ → OMIN(V ) be the identity map. By (i), ι is completely positive, and by the assumption, ι −1 is completely positive. Since ι is also unital, we have thatṼ and OMIN(V ) are completely order isomorphic.
Corollary 3.5. Let (V, V + , e) be an AOU space. If (V, {C n } ∞ n=1 , e) is any operator system structure on V then C n ⊆ C min n (V ) for all n ∈ N. Proof. The identity map from (V, {C n } ∞ n=1 , e) to OMIN(V ) is positive and, hence, completely positive by Theorem 3.4. Thus, C n ⊆ C min n (V ) for each n ∈ N.
Corollary 3.5 shows that OMIN(V ) is the weakest operator system structure that an AOU space V can be equipped with.
We note that, by virtue of Theorem 2.5, every operator system is also an operator space. We next identify the operator space structure of OMIN(V ). Proposition 3.6. Let (V, V + , e) be an AOU space and V min denote the vector space V equipped with the minimal norm · m (see Remark 2.2). Then the identity map on V is a complete isometry between the operator spaces MIN(V min ) and OMIN(V ).
Proof. The canonical inclusion V → V ⊂ C(S(V )) is an isometry on V min and a complete order isomorphism between OMIN(V ) and the subspace V together with the operator system structure that it inherits. Hence, for (v i,j ) ∈ M n (V ), we have that
with the last inequality following from the fact that the map v →v is an isometry on V min and the fact that MIN(V min ) is the smallest of all possible operator space structures.
However, each state s ∈ S(V ) is a contractive linear functional on V min , and hence completely contractive on MIN(V min ); thus,
and the result follows.
We now turn our attention to the maximal operator system structure on an AOU space. Given a * -vector space V, we identify the vector space M n (V ) of all n × n matrices with entries in V with the (algebraic) tensor product M n ⊗ V in the natural way.
Lemma 3.7. We have that M n (V ) h = (M n ) h ⊗ V h (the right hand side being the algebraic tensor product of real vector spaces).
Proof. It is obvious that (M
k=1 λ k w k and so
. Lemma 3.9. Let (V, V + ) be an ordered * -vector space. Suppose that P n ⊆ M n (V ) h is a cone for each n ∈ N, the family {P n } ∞ n=1 is a compatible matrix ordering, and
is a compatible collection of cones with
It follows that a ⊗ v ∈ P n for each a ∈ M + n of rank one and each v ∈ V + . Since every element of M + n is the sum of rank one elements of M + n , we conclude that a⊗v ∈ P n for all a ∈ M + n and all
. . , v m on its diagonal (in this order) and zeros elsewhere. (i) D max (V ) is a matrix ordering on V and e is a matrix order unit for this ordering;
is a matrix ordering on V with
and e is a matrix order unit for {P n } ∞ n=1 . Proof. Let D n denote the right hand side of the equation in (ii). We first observe that D n is a cone in
It is obvious that D n is closed under taking multiples with non-negative real numbers. If
and (ii) is established. We claim that e n is an order unit for
Let r, s ∈ R + be such that
Then
The claim now follows from the previous paragraph.
Suppose that P = {P n } ∞ n=1 is a matrix ordering on (V, V + , e). If we let W = (V, P) then, by Theorem 3.4, the identity map from W to OMIN(V ) is completely positive and hence P is stronger than C min (V ); in other words, P n ⊆ C min n , for all n ∈ N. The inclusion D max n ⊆ P n follows from Lemma 3.9. In particular, D max n ⊆ C min n , and hence
Finally, if A ∈ M n (V ) h , then there exists r > 0, so that re n + A ∈ D max n and hence, re n + A ∈ P n , so that e n is an matrix order unit for P.
Remark 3.11. Inspection of the above proof shows that Proposition 3.10(ii), as well as the inclusion D max n (V ) ⊆ P n , hold for matrix ordered * -vector spaces not necessarily possessing an order unit. Furthermore, the above results show that among all matrix orderings on an AOU space (V, V + , e), the matrix ordering D max (V ) is the strongest while C min (V ) is the weakest. Also, C min (V ) is simultaneously the weakest among all operator system structures on (V, V + , e). If e was an Archimedean matrix order unit for the matrix ordering D max (V ), then we would also have that D max (V ) is the strongest operator system structure on V. Unfortunately, this is not generally the case and we sketch in the details of an example in the next remark. Thus, generally, (V, D max (V ), e) is not an operator system. For this reason we need to discuss the Archimedeanization process for matrix ordered spaces. This theory was developed in detail for ordered * -vector spaces in [10, §2.3 and §3.2].
Remark 3.12. Let V = C([0, 1]) denote the vector space of continuous complex-valued functions on the unit interval, with V + the usual cone of positive functions and e the constant function taking value 1, and let P (t) = 1 e 2πit e −2πit 1 ∈ M 2 (V ) h . It can be shown by a rather long calculation that for every r > 0, we have that re 2 + P (t) = 1 + r e 2πit e −2πit 1 + r ∈ D max 2 (V ), and
(V ). This shows that e = 1 is not an Archimedean matrix order unit for the matrix ordering D max (V ). We sketch the proof of these claims.
To see the second claim, one assumes that
One uses the fact that |b j | 2 ≤ a j c j , to show that this set of equalities is impossible.
To show that re 2 + P ∈ D max 2 (V ), for every r > 0, one first shows that for every ǫ > 0, there exists Q ∈ D max 2 (V ), with ||P (t) − Q(t)|| M 2 < ǫ for all t. Then one shows that H ∈ M 2 (V ) h and ||H(t)|| < ǫ for all t, implies that 4ǫe 2 
where Q is chosen as above for ǫ = r/4.
We describe the Archimedeanization process for matrix ordered spaces below in somewhat more detail than is needed for the special case of D max (V ) since the general results are likely to be useful for other situations as well.
3.1. The Archimedeanization of a matrix ordered * -vector space with a matrix order unit. It was shown in [10, §3.2] that for any ordered * -vector space (V, V + ) with order unit e, there is a functorial way to produce an AOU space, called the Archimedeanization of V , which is the largest quotient of V containing the class of e as an Archimedean order unit. Specifically, if (V, V + , e) is an ordered * -vector space with order unit e, we define D := {v ∈ V h : re + v ∈ V + for all r > 0} and
ker f . Then N is a complex subspace of V closed under the * -operation, so that the quotient V /N is a * -vector space in the natural way and
, and it is shown in [10, Theorem 3.16 ] that V Arch is an AOU space that is characterized by the following universal property: the quotient q : V → V Arch is a positive linear map and whenever (W, W + , e ′ ) is an AOU space and φ : V → W is a unital positive linear map, there exists a unique positive linear map φ :
Here we shall generalize this construction to matrix ordered * -vector spaces containing a matrix order unit. Definition 3.13. Let (V, {C n } ∞ n=1 ) be a matrix ordered * -vector space with matrix order unit e. For each n ∈ N define N n := f ∈S(Mn(V )) ker f . Note that using the notation of the previous paragraph, we have N = N 1 .
Lemma 3.14. If (V, {C n } ∞ n=1 ) is a matrix ordered * -vector space with matrix order unit e, then for each n ∈ N we have N n = M n (N ).
Proof. If A = (a k,l ) k,l ∈ N n , then every state on M n (V ) annihilates A, and consequently every positive linear functional on M n (V ) annihilates A. If s : V → C is any state on V and P = (p k,l ) k,l ∈ M + n is any positive matrix over C, then the maps P :
. Furthermore, we can argue thats P is positive as follows: Any rank one positive matrix P ∈ M n has the form P = α * α for α ∈ M 1,n , and for any X = (x k,l ) k,l ∈ C n , we have that α * Xα ∈ C 1 . Hencẽ
Since any positive matrix P ∈ M n is the sum of rank one positive matrices, the linearity of s shows thats P ((
It follows thats(A) = 0, and s( k,l p k,l a k,l ) = 0 for every state s : V → C and every positive matrix P = (p k,l ) k,l ∈ M + n . If we choose 1 ≤ k ≤ n, and let D be the diagonal matrix with a 1 in the (k, k) position and zeroes elsewhere, then
Furthermore, if we choose 1 ≤ k, l ≤ n and let α ∈ M 1,n be the row vector with a 1 in the k th position, a 1 in the l th position, and zeroes elsewhere, then
, and (l, l) positions, and zeroes elsewhere, we see thats
Similarly, if we let β ∈ M 1,n be the row vector with a 1 in the k th position, an i in the l th position, and zeroes elsewhere, then Q := β * β ∈ M + n . Since Q has 1 in (k, k) and (l, l) positions, i in the (k, l) position, −i in the (l, k) position, and zeroes elsewhere, we see thats
It follows from (3.2) and (3.3) that for any 1 ≤ k, l ≤ n it is the case that s(a k,l ) = 0 for all states s : V → C. Thus a k,l ∈ N and A ∈ M n (N ). Hence
, where E k,l is the matrix with a 1 in the (k, l) position and zeroes elsewhere. Then the s k,l 's are linear functionals and
In addition, if 1 ≤ k, l ≤ n and v ∈ V + = C 1 , then the matrix P ∈ M n (V ) with v in the (k, k), (k, l), (l, k), and (l, l) positions, and zeroes elsewhere, is an element of C n . It follows that
for all x ∈ N , and using (3.4) we have that
with v in the (k, k) and (l, l) position, iv in the (k, l) position, −iv in the (l, k) position, and zeroes elsewhere, is an element of C n . It follows that
It follows from (3.5) and (3.6) that s k,l (x) = 0 for all x ∈ N . Therefore,
Suppose that V is a matrix ordered * -vector space with matrix order unit e. As before, N is a * -subspace of V , the quotient V /N is a * -vector space in the natural way, and (V /N ) h = {v+N : v ∈ V h }. Furthermore, we may identify M n (V /N ) with M n (V )/M n (N ), and we see that (
We also see that (e + N ) n = e n + M n (N ).
, e) be a matrix ordered * -vector space with matrix order unit e. Set
Proposition 3.16. Let (V, {C n } ∞ n=1 ) be a matrix ordered * -vector space with matrix order unit e. Then V Arch = (V /N, {C Arch n } ∞ n=1 , e) is a matrix ordered * -vector space, and e+N is an Archimedean matrix order unit for this space.
Proof. By identifying, M n (V /N ) with M n (V )/M n (N ) we may use Lemma 3.14 to conclude that for any n ∈ N we have
Thus we see that (M n (V /N ), C Arch n , e n + M n (N )) is the Archimedeanization of the matrix ordered space (M n (V ), C n , e n ) (see [10, Definition 3.15] ). Since the Archimedeanization is an AOU space, this implies that C Arch n is a cone, C Arch n ∩ −C Arch n = {0}, and e n + M n (N ) is an Archimedean order unit. All that remains is to show that the family {C Arch n } ∞ n=1 is compatible. Suppose that A ∈ C Arch n and X ∈ M n,m (C). Since X * e n X ∈ M m (V ) and e is a matrix order unit, it follows that there exists r 0 > 0 such that r 0 e m − X * e n X ∈ C m . Since A ∈ C Arch n we have that (
and since X * C n X ⊆ C m and
By adding re m − (r/r 0 )X * e n X = (r/r 0 )(r 0 e m − X * e n X) ∈ C m to this element we obtain
Since this holds for all r > 0 we have that X * AX + M m (N ) ∈ C Arch m , and it follows that X * C Arch n X ⊆ C Arch m . We thus conclude that
, e) is a matrix ordered * -vector space with Archimedean order unit e + N . Remark 3.17. As described in the proof of Proposition 3.16, it is useful to realize that the Archimedeanization of a matrix ordered space (V, {C n } ∞ n=1 , e) is obtained by forming the Archimedeanization of (M n (V ), C n , e n ) at each matrix level.
In addition, we have the following matricial version of [10, Theorem 3.16].
Theorem 3.18. Let (V, {C n } ∞ n=1 , e) be a matrix ordered * -vector space with matrix order unit e, and let V Arch be the Archimedeanization of V with Archimedean matrix order unit e + N . Then there exists a unital surjective completely positive linear map q : V → V Arch with the property that whenever (W, {C ′ n } ∞ n=1 , e ′ ) is an operator system with Archimedean order unit e ′ , and φ : V → W is a unital completely positive linear map, then there exists a unique completely positive linear mapφ : 
for all r > 0. Applyingφ n gives that re ′ n + φ n (A) ∈ C ′ n for all r > 0 (recall that φ is completely positive so that φ n (C n ) ⊆ C ′ n ). Since e ′ is an Archimedean matrix order unit, this implies that φ n (A) ∈ C ′ n and thus φ n (A + M n (N )) ∈ C ′ n . Henceφ is completely positive. Finally, to see thatφ is unique, simply note that any ψ : V Arch → W that makes the above diagram commute would have
The fact that V Arch is characterized up to unital complete order isomorphism by the universal property follows from a standard diagram chase.
Remark 3.19. The special case that is of interest to us is the case when (V, {C n } ∞ n=1 , e) is a matrix ordered * -vector space with matrix order unit e, and (V, C 1 , e) is an AOU space. In this case, since e is an Archimedean order unit for the ground level n = 1, we have that N = {0}, V /N = V , and C Arch 1 = C 1 . Furthermore, for the higher levels n ≥ 2, the fact that N = {0} shows that C Arch n = {A ∈ M n (V ) : re n + A ∈ C n for all r > 0}. Thus we see that in this case each C Arch n is obtained by enlarging C n . We shall show in the next proposition that each C Arch n may be viewed as the closure of C n in the order topology on M n (V ).
Proposition 3.20. Let (V, {C n } ∞ n=1 ) be a matrix ordered * -vector space with matrix order unit e, and suppose that (V, C 1 , e) is an AOU space. Then V Arch is the operator system with underlying space V , matrix ordering {C Arch
given by C Arch 1 = C 1 and C Arch n := {A ∈ M n (V ) : re n + A ∈ C n for all r > 0} for n ≥ 2, together with the Archimedean matrix order unit e. In addition, each C Arch n is equal to the closure of C n in the order topology on M n (V ).
Proof. The fact that V Arch is equal to V with the matrix orderings given above follows from Remark 3.19. Thus we need only show that C Arch n is equal to the closure of C n in the order topology on M n (V ). Since M n (V ) h is closed in M n (V ) in the order topology, and C n ⊆ M n (V ) h , it suffices to show that C Arch n is equal to the closure of C n in the order topology on M n (V ) h . However, this follows from [10, Theorem 2.34].
We now return to the case of interest.
Definition 3.21. Let (V, V + , e) be an AOU space. We set
The following theorem summarizes the consequences of the above results. The last statement can be proved in the same manner as the last statement of Theorem 3.4. (i) OMAX(V ) is an operator system structure on (V, V + , e).
(ii) If (V, {P n } ∞ n=1 , e) is any operator system structure on (V, V + , e), then C max n (V ) ⊆ P n , for all n ≥ 1. (iii) If S is any operator system and φ : V → S is a unital positive map, then φ : OMAX(V ) → S is completely positive.
Moreover, ifṼ = (V, {C n } ∞ n=1 , e) is an operator system structure on V with C 1 = V + and such that for every operator system W any unital positive map Ψ :Ṽ → W is completely positive, then the identity map is a unital complete order isomorphism fromṼ onto OMAX(V ).
The Matricial State Space
A matricial order on a * -vector space induces a natural matrix order on its dual space. In this section we describe the correspondence between the various operator system structures that an AOU space can be endowed with and the corresponding matricial state spaces. Unfortunately, duals of AOU spaces are not in general AOU spaces, but they are normed * -vector spaces. As was shown in [10] , the order norm on the self-adjoint part V h of an AOU space V has many possible extensions to a norm on V, but all these norms are equivalent and hence the set of continuous linear functionals on V with respect to any of these norms coincides with the same space which we shall denote by V ′ . For a functional f ∈ V ′ we let f * ∈ V ′ be the functional given by f * (v) = f (v * ); the mapping f → f * turns V ′ into a * -vector space.
Definition 4.1. Given an operator system structure {P n } ∞ n=1 on an AOU space (V, V + , e), set
Given an operator system structure {P n } ∞ n=1 on an AOU space (V, V + , e) and f ∈ P d n then the functionals f i,j from Definition 4.1 belong to V ′ .
Hence |f (v)| ≤ t v m , and it follows that f is continuous on V h . Since every element v ∈ V can be written in the form v = 
Theorem 4.3. Let {P n } ∞ n=1 be an operator system structure on the AOU space (V, V + , e). Then {P d n } ∞ n=1 is a matrix ordering on the ordered * -vector
, is any matrix ordering on the * -vector space V ′ with
is an operator system structure on (V, V + , e). Proof. We leave it to the reader to check the first claim and we focus on the proof that { d Q n } defines an operator system structure on (V, V + , e). First,
Let us denote by Y the transpose of the adjoint Y * of a matrix Y ∈ M n,m . It is easy to see that each d Q n is a cone in M n (V ). We now show that d Q n ∩ (− d Q n ) = {0}. Let v = (v i,j ) be in the intersection and let s ∈ S(V ) ⊆ (V + ) d . Let X be the column vector with entries α 1 , . . . , α n ∈ C (in this order). Since XQ 1 X * ⊆ Q n , we have that f = (α i sα j ) ∈ Q n . Hence, 0 = f (v) = i,j α i s(v i,j )α j . But this latter quantity is equal to ((s(v i,j ) )X, X). Since X was an arbitrary vector, we have that (s(v i,j )) = 0, and since s was arbitrary and the states separate points in V [10, Proposition 3.12], we have that
0, since Xf X * ∈ Q n and the family {Q n } ∞ n=1 is a matrix ordering. Thus, we have shown that the family { d Q n } ∞ n=1 is a matrix ordering. It follows from Proposition 3.10 (iii) that e is a matrix order unit for { d Q n } ∞ n=1 . Finally, to see that e is an Archimedean matrix order unit, observe that if v ∈ M n (V ) and re n + v ∈ d Q n for all r > 0, then rf (e n ) + f (v) ≥ 0 for all r > 0 and all f ∈ Q n . Hence f (v) ≥ 0 for all f ∈ Q n , and it follows that v ∈ d Q n .
Note that the weak*-topology on V ′ endows M n (V ′ ) with a topology which coincides with the weak*-topology that comes from the identification of M n (V ′ ) with the dual of M n (V ). Thus, we shall refer to this topology, unambiguously, as the weak*-topology on M n (V ′ ).
Theorem 4.4. Let (V, V + , e) be an AOU space. The mappings P n → P d n and Q n → d Q n establish a one-to-one inclusion-reversing correspondence between operator system structures {P n } ∞ n=1 on (V, V + , e) and matrix orderings {Q n } ∞ n=1 on V ′ with Q 1 = (V + ) d for which each Q n is weak*-closed. Proof. It suffices to show that d (P d n ) = P n and ( d Q n ) d = Q n , which follows from a standard dual cone argument.
Remark 4.5. In Theorem 4.8 we identify the dual cones of the minimal and maximal matrix orderings. Although the cone Q min n defined below is not weak*-closed, we show in Theorem 4.8 that d Q min n = C min n , from which it follows that (C min n ) d is the weak*-closure of Q min n . Definition 4.6. Let (V, V + , e) be an AOU space. Set
Remark 4.7. Using the same technique as the one used in the proof of Proposition 3.10(ii), one easily shows that
Theorem 4.8. Let (V, V + , e) be an AOU space.
Proof. It is easily checked that both {Q min n } and {Q max n } are matrix orderings on V ′ with Q min
, where (w i,j ) = XvX * ∈ C min m . But this sum is non-negative since w i,i ∈ V + for each i. Thus C min n ⊆ d Q min n , and equality follows from the fact that they are both operator system structures on (V, V + , e) and C min n is the largest possible.
Since X was arbitrary, this shows that (f i,j (v)) ∈ M + n , and since v was arbitrary, (
On the other hand, Q max n is easily seen to be weak*-closed.
n , and equality follows.
Comparison of various structures
Given a unital C * -algebra or, more generally, an operator system S, at ground level it is an AOU space, so we may form new operator systems, OMIN(S) and OMAX(S). Also, since it is a normed space, we may form the operator spaces MIN(S) and MAX(S). In this section, we compare these structures, describing when they are identical and, more generally, when the identity map between these various structures is a completely bounded isomorphism. We have already seen one result of this type: Proposition 3.6 states that, for every AOU space (V, V + , e), the identity map from MIN(V min ) to OMIN(V ) is a complete isometry. We begin by identifying the norm structure on OMAX(V ).
In [10, §4] three norms on AOU spaces that extend the order norm · on the self-adjoint elements were studied: the minimal norm · m , the maximal norm · M , and the decomposition norm · dec . We have encountered the minimal and maximal norms earlier. The decomposition norm is given by the following formula: for v ∈ V, we set
The following result shows that the decomposition norm is the largest norm to come from an operator system structure on V.
Proposition 5.1. Let (V, V + , e) be an AOU space. Then for v ∈ V, we have that
where the supremum is taken over all Hilbert spaces and all unital positive maps φ. 
Taking the infimum over all representations of v of the form
, and supremum over all unital positive maps φ :
It remains to establish the inequality 
We will show that
Conjugating each a j by a diagonal unitary, it is easily seen that
If φ : V → C is any state, then φ is completely positive on OMAX(V ), and hence φ 2 (A) ∈ M + 2 from which it follows that |φ( Proposition 5.2. Let X be a compact Hausdorff space and let C(X) be the C * -algebra of continuous functions on X. Then the identity map is a complete order isomorphism between C(X), OMIN(C(X)) and OMAX(C(X)).
Proof. The identification of C(X) with OMIN(C(X)) follows from the fact that every unital positive map from an operator system into C(X) is completely positive [9, Theorem 3.9] and the characterization of OMIN(C(X)) given in Theorem 3.4. The identification of C(X) with OMAX(C(X)) follows from the fact that every unital positive map from C(X) into an operator system is completely positive [9, Theorem 3.11] and the characterization of OMAX(C(X)) given in Theorem 3.22.
Proposition 5.3. Let S be an operator system. Then the identity map from OMIN(S) to S is completely bounded with id cb = C if and only if for every operator system T , every unital positive map from T into S is completely bounded and the supremum of the completely bounded norms of all such maps is C.
Proof. Assume that the map id : OMIN(S) → S is completely bounded. Given a unital positive map φ : T → S, we may write φ = id •γ, where γ is the same map as φ but with OMIN(S) regarded as its range. Since γ is unital and positive, by Theorem 3.4, it is unital and completely positive, and hence it is completely contractive. Thus, φ is the composition of two completely bounded maps and hence is completely bounded with φ cb ≤ id cb = C.
The converse implication follows by taking T = OMIN(S) and φ = id.
Proposition 5.4. Let S be an operator system. Then the following are equivalent: (i) the identity map id from S to OMAX(S) is completely bounded with id cb = C; (ii) for every operator system T , every unital positive map from S into T is completely bounded and the supremum of the completely bounded norms of all such maps is C; (iii) for every Hilbert space H, every unital positive map φ from S into B(H) decomposes as a difference of two completely positive maps φ = φ 1 − φ 2 , and
where the supremum is taken over all unital positive maps φ : S → B(H) and the infimum over all decompositions of φ with φ 1 and φ 2 completely positive.
Proof. The equivalence of (i) and (ii) is similar to the last proof. The equivalence of (ii) and (iii) follows by first observing that the arbitrary operator system T in (ii) can be replaced by B(H) for some H, since every T embeds into some B(H). Then by Wittstock's decomposition theorem [9, Theorem 8.5], a unital positive map is completely bounded if and only if it decomposes as a difference of completely positive maps and the infimum of φ 1 (e) + φ 2 (e) over all such decompositions is equal to φ cb .
Proposition 5.5. Let X be a compact Hausdorff space and let S ⊆ C(X) be an operator system of codimension n < ∞. Then the identity map from S to OMAX(S) is completely bounded with completely bounded norm at most 2n + 1.
Proof. By [9, Lemma 11.9] (see also [4] ) for every ǫ > 0, there exists a completely positive map φ : C(X) → S with φ cb ≤ n + 1 + ǫ and a positive linear functional s : C(X) → C with s ≤ n + ǫ such that x = φ(x) − s(x)1, for every x ∈ S. Now if T is an operator system and ψ : S → T is a unital positive map, then ψ(
Thus we have that ψ has completely bounded norm at most 2n + 1 + 2ǫ. The proof is completed by letting T = OMAX(S) and letting ψ be the identity map.
If W is a normed space, the identity map from MIN(W ) to MAX(W ) is completely bounded if and only if W is finite dimensional [8] . However, by the above results we see that there are plenty of infinite dimensional operator systems for which MIN(S) = OMIN(S) and the identity map from OMIN(S) to OMAX(S) is completely bounded. Thus, in general, the identity map from OMAX(S) to MAX(S) will not be completely bounded. In fact, we have the following characterization of when this happens: 
Entanglement breaking maps
In Quantum Information Theory entangled states and separable states are important objects of study and there is interest in maps which are "entanglement breaking" (see [5] , [6] and [2] ). In the present section we review these concepts, relate them to our constructions of minimal and maximal operator system structures, and discuss some generalizations.
If n ∈ N, we will be interested in three operator system structures on M n : the minimal operator system structure OMIN(M n ), the maximal operator system structure OMAX(M n ), and the operator system structure, simply denoted M n , arising from the identification of M n with B(C n ). The cone of positive elements of M n for any of these operator system structures coincides with the set of all positive definite matrices in M n .
A state s : M n ⊗M m → C is called separable if it is a convex combination of tensor states; i.e., if there exist l ∈ N, states s i : M n → C, states t i : M m → C, and real numbers r i > 0 for i = 1, . . . , l with More generally, we shall call a positive linear functional (p.l.f.) f : M n ⊗ M m → C separable if it is a sum of tensors of positive linear functionals. The previous paragraph shows that these two definitions agree for states. We recall that, given a completely positive map φ :
If s is a state and φ is unital, then s • φ n is also a state. The linear map φ : M k → M m is called entanglement breaking if s • φ n is a separable state for every state s : M n ⊗ M m → C and every n ∈ N.
In this section we relate entanglement breaking to the minimal and maximal operator system structures studied in the previous sections. We also prove a duality result that explains some of the identifications that occur in this theory. We begin with a characterization of separable states.
We identify . By Remark 3.11, this happens precisely when f is the weak*-limit of separable positive linear functionals. By dividing each of those functionals by its norm, we may assume that each of them is a state, and hence that f is the weak*-limit of separable states. Since the separable states are the convex hull of a compact set, they are also a compact set by Caratheodory's theorem.
We now turn our attention to a duality result. Recall that the dual of a matrix ordered space is again a matrix ordered space. Let δ i,j : M n → C be the linear functional satisfying
and let γ n : M n → M ′ n be the linear isomorphism defined by γ n (E i,j ) = δ i,j . The next result is certainly in some sense known, but the formal statement will be useful for us in the sequel.
n is a complete order isomorphism of matrix ordered spaces. Consequently,
is an AOU space that is order isomorphic to (M n , M + n , I n ), where I n denotes the identity matrix.
Proof. Let A i,j ∈ M k , i, j = 1, . . . , n. We must prove that i,
, with each f r,s ∈ M ′ n , we have that F ∈ M k (M ′ n ) + if and only if the map F : M n → M k given by F (B) = (f r,s (B)) is completely positive. By a theorem of Choi (see [9, Theorem 3 .14]), F is completely positive if and only if (F (E i,j )) ∈ M n (M k ) + . However, (F (E i,j )) = i,j A i,j ⊗ E i,j which shows that γ n is a complete order isomorphism. Since γ n is an order isomorphism, we have that (M ′ n , (M ′ n ) + , γ(I n )) will be an AOU space order isomorphic to (M n , M + n , I n ). Finally, note that γ n (I n ) = i δ i,i = tr .
The AOU space (M n , M + n , I n ) gives rise to the minimal and the maximal operator systems OMIN(M n ) and OMAX(M n ) and their matrix ordered dual spaces, OMIN(M n ) ′ and OMAX(M n ) ′ . On the other hand, Theorem 6.2 allows one to form the operator systems OMIN(M ′ n ) and OMAX(M ′ n ) corresponding to the AOU space (M ′ n , (M ′ n ) + , tr). The following proposition explains the relationships between these objects. Proposition 6.3. The complete order isomorphism γ n : M n → M ′ n gives rise to the identifications
Proof. For clarity, let V = M ′ n and observe that, by Proposition 3.10 (ii), 
and so the identity map on M ′ n yields a complete order isometry between the matrix ordered space OMIN(M n ) ′ and the operator system OMAX(M ′ n ). Now the complete order isomorphism γ allows for the identification OMAX(M ′ n ) = OMAX(M n ).
The proof of the rest of the statement is similar.
We can now prove the following. 
) is any operator system structure on M k with the property that for every m, a map φ : M k → M m is completely positive if and only if it is entanglement breaking, then the identity map is a complete order isomorphism from M k to OMIN(M k ).
Conversely, suppose that φ is entanglement breaking. Then (φ(f i,j )) be-
Finally, the last statement is equivalent to the assertion that the set of completely positive maps from OMIN(M k ) into M m and from M k into M m coincides for every m. This is equivalent to equality of the dual cones, i.e., that
for all m. By Theorem 4.4, the equality of the dual cones implies equality of the cones, i.e., C min m (M k ) = P m , for all m, and hence the identity map is a complete order isomorphism.
We can use the maps γ n to identify the adjoint of a map between matrix algebras as a map between matrix algebras.
We note that the map φ ♭ differs from the map φ † encountered in Quantum Information Theory. The difference has to do with the fact that our identification of M k and M ′ k is linear instead of conjugate linear. If A ∈ M m,k , B ∈ M k,m and we define φ :
, and so φ ♭ (E i,j ) = A t E i,j B t , and the claim follows from the previous paragraph. The last statement is equivalent to the assertion that for every k, the completely positive maps from M k into M m and from M k into OMAX(M m ) coincide. Recall that a map φ : M k → S, where S is an operator system, is completely positive if and only if (φ(E i,j )) ∈ M k (S) + . Thus, the equality of these sets of completely positive maps, ensures that M k (OMAX(M m )) + = P k for every k, i.e., that the identity map is a complete order isomorphism.
We shall call a map φ : M k → M m such that φ ♭ is entanglement breaking a co-entanglement breaking map.
Remark 6.7. In Theorem 6.10 we will prove that a map is entanglement breaking if and only if it is co-entanglement breaking. Consequently, in the last statement of Corollary 6.6 the map φ ♭ can be replaced by φ. 
is closed. Thus, there exists an integer q, a scalar matrix A = (a l,j ) ∈ M q,k , and positive matrices, P 1 , . . . , P q ∈ M + m , such that φ(E i,j ) = q l=1 a l,i P l a l,j for 1 ≤ i, j ≤ k. If we define positive linear functionals s l : M k → C, by s l (X) = i,j a l,i x i,j a l,j , then we have that φ(E i,j ) = q l=1 s l (E i,j )P l , for all 1 ≤ i, j ≤ k,, and hence φ(X) = q l=1 s l (X)P l for every X ∈ M k .
Conversely, given any positive linear functional s : M k → C, we may write s as a sum of vector states; that is, functionals of the form X → i,j a i x i,j a j . Thus if φ(X) = q l=1 s l (X)P l with each s l a positive linear functional, then by increasing the number of terms in the sum we may assume that each state s l has the form s l (X) = i,j a l,i x i,j a l,j ,, and hence φ(E i,j ) = l a l,i P l a l,j . Thus (φ(E i,j )) ∈ D max k (M m ), and it follows that φ : M k → OMAX(M m ) is completely positive. Proof. The equivalence of (i) and (ii) is stated in Theorem 6.4, while the equivalence of (iii), (iv), and (v) follows from Corollary 6.6 and Proposition 6.8. By Corollary 6.9, (iv) implies (ii). Hence (iii) implies (ii). Thus, if φ = (φ ♭ ) ♭ is entanglement breaking, then φ ♭ is entanglement breaking, and so (ii) implies (iii). We now have the equivalence of (i)-(v).
To show that (v) implies (vi), we may assume as before that each s l is a vector state. Also, by introducing extra terms we may assume that each P l is a rank one positive matrix. Hence there exist V l ∈ M k,1 , so that s l (X) = V * l XV l , and there exist W l ∈ M 1,m , such that P l = W * l W l . Then (vi) follows by setting A l = V l W l .
To see that (vi) implies (v), factor each rank one A l = V l W l , with V l ∈ M k,1 and W l ∈ M 1,m and set s l (X) = V * l XV l , and P l = W * l W l . (f 1,1 (t) + f 1,2 (t)e 2πit + f 2,1 (t)e −2πit + f 2,2 (t))dt, then it is fairly easy to see that φ is a positive linear functional. A calculation shows that this positive linear functional is not separable. We sketch the ideas here: First, one shows that if φ = n j=1 s j ⊗ψ j , where the s j : M 2 → C and ψ j : C([0, 1]) → C are all positive linear functionals, then the measures associated with the maps ψ j are all absolutely continuous with respect to Lebesgue measure, so that ψ j (f ) = 1 0 f (t)g j (t)dt for some positive Borel functions, g j , j = 1, . . . , n. Next, letting P j ∈ M + 2 denote the positive density matrix associated with s j , j = 1, . . . , n, one shows that 1
e 2πit e −2πit 1 = n j=1 P j ⊗ g j (t) a.e.
and argues similarly to Remark 3.12 to show that this is impossible.
Lemma 6.14. Let (V, V + , e) be an AOU space and let φ : M n (OMIN(V )) → C be a positive linear functional. Then φ is weak*-separable.
Proof. We may regard OMIN(V ) as an operator subsystem of C(X) where X is the state space of V. We may then extend φ to a positive linear functional on M n (C(X)) and apply Lemma 6.12. Proof. If φ : OMIN(S) → T is completely positive and s : M n (T ) → C is a positive linear functional, then s • φ n : M n (OMIN(S)) → C is a positive linear functional, and hence s • φ n is weak*-separable by Lemma 6.14. Conversely, assume that φ : S → T is weak*-entanglement breaking and let s : M n (T ) → C be a positive linear functional. If s • φ n = g ⊗ h, where g : S → C and h : M n → C are both positive linear functionals, then let h = i,j p i,j δ i,j where P = (p i,j ) ∈ M + n . Writing P = X * X, we see that g ⊗ h = X * diag(g, . . . , g)X ∈ Q min n (S). Since Q min n is a cone, every sum of such elementary tensors is in Q min n . Finally, since s • φ n is weak*-separable it is in the weak*-closure of Q min n . By Remark 4.5, s • φ n is in (C min n ) d . Hence the functional s • φ n is positive on C min n (S) = M n (OMIN(S)) + . It follows that (φ ′ ) n : M n (T ′ ) → M n (OMIN(S) ′ ) is positive for each n ∈ N, and hence φ : OMIN(S) → T is completely positive.
Given two normed spaces X and Y , the maps in CB(MIN(X), MAX(Y )) have been characterized as maps from X to Y that had factorizations through a Hilbert space that were "bounded" and "co-bounded" in a certain sense. Consequently, given two AOU spaces, V and W , it is natural to ask for a characterization of the linear maps that are completely positive from OMIN(V ) to OMAX(W ). Problem 6.16. Given an operator system S and an AOU space W, characterize the completely positive maps from S to OMAX(W ). Is such a map a "limit" of sums of maps of the form φ(X) = s(X)P where s is a positive linear functional on S and P ∈ W + ? Problem 6.17. Given AOU spaces V and W , characterize the completely positive maps from OMIN(V ) to OMAX(W ).
