Objective. To describe a new Veterans Health Administration (VHA) program to foster the learning health system paradigm by rigorously evaluating health care initiatives and to report key lessons learned in designing those evaluations. Principal Findings. The VHA's Quality Enhancement Research Initiative and its Health Services Research and Development Service are cooperating on several large, randomized program evaluations aimed at improving the care veterans receive and the efficiency with which it is delivered. The evaluations we describe involve collaborative design, outcomes assessment, and implementation science through partnerships between VHA operations and researchers. We review key factors to assess before committing to an evaluation. In addition to traditional design issues (such as ensuring adequate power and availability of data), these include others that are easily overlooked: the stability of intervention financing, means of controlling and commitment to adhering to randomized roll-out, degree of buy-in from key implementation staff, and feasibility of managing multiple veto points for interventions that span several programs, among others. Conclusions. Successful program implementation and rigorous evaluation require resources, specialized expertise, and careful planning. If the learning health system model is to be sustained, organizations will need dedicated programs to prioritize resources and continuously adapt evaluation designs. Key Words. Evaluation design and research, randomized program evaluation, health care organizations and systems, VA health care system The United States spends over $3 trillion on health care, but less than 0.1 percent of that total on evaluating health care programs and policies (Bridgeland and Orszag 2013) . A smaller fraction is devoted to evaluations that include randomization (Finkelstein and Taubman 2015a). Because they confer strong
We have encountered and overcome several of these obstacles in our efforts to launch four large RPEs that focus on VHA national priorities: (1) home-and community-based care for veterans at risk of nursing home placement, (2) opioid prescription risk mitigation, (3) suicide risk assessment and prevention, and (4) a telehealth tool for improving access to dermatology services. As the largest U.S. integrated delivery system, serving a population of 8.9 million enrolled veterans per year, the VHA offers unique opportunities to employ rigorous evaluation designs for new policies. This paper describes lessons learned in the design phase of these randomized program evaluations within the VHA. Because program roll-out has not been completed, our assessment does not allow for examination of problems encountered during design implementation.
The VHA is an emerging leader in advancing evidence-based policy within a learning health care system, in which research helps drive practice and policy change (National Academy of Medicine [formerly Institute of Medicine] 2012; Atkins, Kilbourne, and Shulkin 2017; Etheredge 2007) . The Quality Enhancement Research Initiative (QUERI) has priority goals of rapidly disseminating best practices, increasing the impact of VHA research through rigorous evaluation design-with a preference for randomization-and promoting innovative implementation science . To help plan, prioritize, and coordinate randomized program evaluations, in 2015, QUERI established the Partnered Evidence-based Policy Resource Center (PEPReC), which has also received support from the VHA's Health Services Research and Development (HSR&D) Service. In 2017, QUERI also established the Center for Access Policy, Evaluation and Research (CAPER) . This article draws on our experience with RPEs facilitated by these two centers.
The VHA is just one of several government agencies and private organizations embracing learning health care system activities, marrying data, research, operations, and the interests of other stakeholders to facilitate a cycle of improvement and innovation. For example, a consortium of health systems, including Kaiser Permanente, with clinical data on about 15 million patients, created the HMO Research Network (now known as the Health Care Systems Research Network) to collaborate on comparative effectiveness research (Klein and Hostetter 2013) , with funding through the NIH Collaboratory for pragmatic health systems trials (Weinfurt et al. 2017) . UnitedHealth Group's Optum Labs has engaged health systems (including the Mayo Clinic), academic medical centers, and research organizations to facilitate the rapid translation of evidence from electronic health data on 150 million people into clinical practice (Wallace et al. 2014) . The FDA's Sentinel Program works with partnered health systems to conduct post-market drug safety surveillance (Findlay 2015) . Efforts like these have gained the support of policy makers, with grant funding specifically earmarked for learning health system initiatives from the Patient-Centered Outcomes Research Institute, the National Institutes of Health, and the Agency for Healthcare Research and Quality (Wallace et al. 2014) . To the extent participants in these efforts wish to implement randomized program evaluations, our study provides guidance about how researchers can navigate relationships with operations partners and balance scientific rigor with practical necessities.
METHODS
As part of its Learning Health Care System Initiative, in 2015, VHA QUERI and HSR&D leadership solicited input from operational leaders for highpriority programs amenable to randomized implementation and evaluation. After receiving 36 responses, six finalists were sent to PEPReC for review and prioritization (Atkins, Kilbourne, and Shulkin 2017) . These included proposals from the National Center for Health Promotion and Disease Prevention; Geriatrics and Extended Care (two proposals); Office of Mental Health and Suicide Prevention (two proposals); and Office of Connected Care.
PEPReC applied a pre-specified rubric in prioritizing proposed programs (see Appendix SA2). One criterion was that the supporting program office has adequate resources for program implementation because Learning Health Care System funds could be applied only to program evaluation, not to the intervention itself. This requirement also increased the chances of the sustainability of program intervention but did not guarantee it. Other criteria included the addressed problem's significance (e.g., number of veterans affected), the intervention's likely efficacy and impact, whether the program office and other stakeholders would support randomized roll-out, and the feasibility of matching the proposed intervention with researchers who had the subject matter expertise to evaluate it. PEPReC staff conducted interviews with program offices to receive input across these domains, and then independently scored each proposed program in each domain. Scores were tallied and averaged to guide prioritization.
After prioritization, QUERI and HSR&D leadership selected four programs. PEPReC worked with the corresponding program offices and teams of VHA researchers to finalize randomized intervention and evaluation designs. Below, we describe the four selected programs and lessons learned in developing their randomized roll-out. To inform the lessons, we conducted interviews with selected collaborators associated with the four ongoing programs and evaluations. Interview questions were prepared in advance and varied by program to address issues specific to each. As this work was to inform internal VHA programs and policies, VA leadership considered it to be non-research (Department of Veterans Affairs 2011).
RESULTS

Selected RPEs
The four programs selected for randomized roll-out and evaluation are indicated in Table 1 , along with design details and methods, and described more fully in the subsequent subsections. All programs have completed the design phase, but none have finished data collection or entered analysis.
Veteran-Directed Home and Community Based Services. In response to the longterm care rebalancing movement (Kaye 2012) , in 2009 the VHA began offering participant-directed services to veterans-Veteran-Directed Home and Community Based Services (VD-HCBS)-at several medical centers. The program targets veterans with functional and cognitive limitations who are at risk of nursing home placement. Participants receive a monthly allotment to pay for personal care workers they select, medical equipment or supplies, or home modifications. The services are coordinated by Aging and Disability Network Agencies (ADNAs), which are overseen by the US Department of Health & Human Services' Administration for Community Living. The VHA's early experience with VD-HCBS suggests that it may increase the number of days a veteran remains safely at home while reducing health care costs (Mahoney and Kayala 2012) . However, evaluation of this program has been limited by the lack of a control group. There was insufficient preliminary data to firmly establish an impact of VD-HCBS on nursing home placement, so there is equipoise on that question. Since insufficient funding existed to roll it out at all VHA medical centers simultaneously, a randomized approach was viewed by operations as equitable and ethical.
A new, randomized program evaluation will develop evidence of changes in health care use, days at home, and health care costs associated with VD-HCBS availability (see Garrido et al. 2017 and trial registries isrctn.com/ ISRCTN12228144 and clinicaltrials.gov/ct2/show/NCT03145818). In 2016, PEPReC worked with the VHA's Office of Geriatrics and Extended Care, the Evidence-Based Policy Development in the VHA (2) provide and track actionable information for risk-stratified intervention (such as reduced opioid dosage or naloxone kit provision) (Oliva et al. 2017) . The effect of STORM on SAE risk mitigation will be evaluated with a cluster-randomized, stepped wedge trial (see the trial registry at isrctn.com/ ISRCTN16012111). The VHA will release a policy memo that requires medical centers to review the cases of patients at high risk of opioid prescriptionrelated SAEs, responding to the demands of the Comprehensive Addiction and Recovery Act of 2016. All medical centers will be required to review patients in the top 1 percent of predicted risk. Over 15 months, medical centers will be randomly staggered to expand their focus to the top 5 percent of predicted risk. This design permits the evaluation of the impact on patient outcomes when medical centers are required to review patients who fall under an expanded risk threshold.
PEPReC is collaborating with investigators with the Center for Health Equity Research and Promotion at the VA Pittsburgh and Philadelphia health care systems to evaluate STORM and the related policy roll-out. Outcomes include serious opioid-related adverse events, use of risk mitigation strategies (e.g., naloxone kits), and an assessment of facility and patient characteristics' impact on effectiveness.
Targeting Care for Patients at High Risk for Suicide. Suicide prevention is one of the VA's top priorities (Shulkin 2017) . In an effort to identify veterans at increased risk of suicide, the VHA has instituted the Recovery Engagement and Coordination for Health Veterans Enhanced Treatment (REACH VET) program. REACH VET includes a dashboard that ranks the risk of suicide for each VHA patient. Risk rankings are predicted by an algorithm that accounts for patients' health status, contextual factors (e.g., service-connected disability, homelessness), and socio-demographic factors (McCarthy et al. 2015) . Beginning in February 2017, the use of REACH VET to identify veterans in the top 0.1 percent of risk at each VHA medical center is mandated. On-site coordinators assist providers with dashboard use, patient identification, and re-evaluation of treatment plans.
One way to address suicide risk is via a series of eight "caring letters" sent over 1 year. Outside of the VHA, similar brief contact interventions have reduced rates of suicide attempts (Milner et al. 2015) . However, less is known about the effect of brief contact interventions among veterans who are engaged in mental health care and among those who are identified as being at elevated risk for an initial or repeat suicide attempt. Additionally, clinicians within the VHA are developing a more intensive way to cover these topics-a telephone coaching intervention that includes three to four sessions over a 6-week period. In 2016, PEPReC worked with the VHA's OMHSP, VHA clinicians with expertise in treating patients at risk of suicide, and researchers from the Center for Mental Healthcare and Outcomes Research (CeMHOR) at the VA Little Rock Medical Center to design an evaluation of the effectiveness of caring letters among patients in the top 5 percent of risk and of telecoaching among patients in the top 0.1 percent of risk. Outcomes of interest include suicide attempts, hospitalization, outpatient mental health care use, mortality (suicide and all cause), and costs. The original evaluation design called for a cluster-randomized stepped wedge trial of caring letters in 84 medical centers over 3 years. Within participating sites, a random sample of patients in the top 0.1 percent of risk would receive telecoaching.
Due to increased focus on suicide prevention and to budgetary concerns, VHA leadership imposed a change in the evaluation design (Office of the Inspector General, Department of Veterans Affairs 2017). All sites are required to perform reviews of all patients in the top 0.1 percent of predicted suicide risk. Then, if warranted, providers contact patients with efforts to mitigate that risk. This change also reflected a concern about having sufficient capacity to do something for all patients identified as high risk. Operations partners implementing the initiative believed it was essential that high acute risk would be contacted by suicide prevention coordinators (standard practice), but that there was equipoise regarding the best way to manage that risk. Using an adaptive design, sites not meeting targets for outreach to high-risk patients have been assigned to staggered times at which they will receive additional facilitated support to enhance program uptake by addressing provider and site-level barriers.
Mobile Teledermatology. The VHA Office of Connected Care oversees a store-and-forward teledermatology program intended to improve access to dermatological services by forwarding images from outlying clinics for review by a dermatologist at a VHA medical center. However, it is perceived as burdensome and inefficient. Consequently, the VHA Office of Connected Care has developed two mobile teledermatology applications (apps)-one for providers, another for patients-with the aim of improving VHA patients' access to dermatological care, particularly for veterans in rural areas.
One app, VA Telederm, is designed to simplify and expedite the process of primary care providers' requests for teledermatology consultation. The app will facilitate the image acquisition process and will be integrated with VHA's clinical workflow, allowing the images to be uploaded into the patients' electronic health record for review by the dermatology consultant. A second app, My Telederm, offers eligible patients an alternative to in-person follow-up care. Selected dermatology patients can use My Telederm to follow-up remotely, using their own mobile device to submit interval history and skin images.
Both apps will be made available across a subset of VHA medical centers over a 2-year period in a randomized, stepped wedge design. In all, 36 medical centers were randomized to receive the VA Telederm app and 24 medical centers were randomized to receive the My Telederm app. Medical centers were selected for randomization to only receive one app or the other but not both (see Done et al. 2018 and the trial registry at clinicaltrials.gov/ ct2/show/NCT03241589?term=NCT03241589&rank=1). Outcomes of interest include time to completed consultations and number of in-person dermatology visits.
Lessons Learned
In this section, we discuss challenges we encountered in designing and initiating the randomized evaluations described above and how we addressed them. To preserve anonymity, in many cases, we have concealed the specific project(s) to which each lesson pertains.
Complex Research Design Challenges. In our work, two challenges with stepped wedge designs arose. First, in the VD-HCBS evaluation, we could not establish the roll-out schedule for all sites up front. Randomization could only occur for sites with buy-in from local leadership, that had available funding to hire a local coordinator to oversee the program, and that had gone through a VHA-ACL interagency preparatory process that lasted several months. The initiation and completion of this process were outside our control. For these reasons, randomization was to occur every 6-10 months and limited to sites that were ready for the intervention. With a small number of sites available for randomization in each wave, we were concerned that simple randomization (assigning treatment/control by coin flip) might lead to imbalance across study arms. To address this, we used covariate constrained randomization (Ivers et al. 2012) , in which we ranked every possible allocation of sites within each wave to start times according to their ability to balance observed site-level confounders across earlier and later start times. We randomly selected one allocation from the top quartile of potential combinations.
In addition, wave-specific randomization may give rise to heterogeneity across sites in different waves. Sites that are ready to roll-out the program in year 1 may differ in meaningful ways from sites that are not ready to roll-out the program until year 3, diminishing the benefits of randomization. If we find this to be the case, we will need to treat our study as if it had an observational design.
The Mobile Teledermatology trial also implemented a constrained randomization procedure to avoid imbalance across the stepped wedge trial steps. By adapting an optimization-randomization approach proposed by Bertsimas, Johnson, and Kallus (2015) , we first allocated study units (facilities) to groups such that the difference between the groups was minimized. Random assignment of the order in which the groups will receive the intervention was then followed.
A second issue that can arise with stepped wedge is keeping on schedule. Each phase of the roll-out is another opportunity for delay. A consequence is that steps may be of unequal length. If earlier steps are delayed, but the overall trial still needs to occur within a fixed time period, as is the case with VD-HCBS and STORM, later steps will become compressed. Compression of later steps may make it more difficult to detect the treatment effect of interest; there may not be sufficient time for sites to fully implement a program (VD-HCBS) or respond to a policy intervention (STORM) before measurement needs to occur. Delays in the roll-out can also cause delays in planned implementation evaluations. In the Mobile Teledermatology trial, delays in app development were handled by preserving the length of each step planned initially (to allow the sites enough time for implementation) but increasing the number of sites randomized to each step.
Fragile Financing. A necessary condition for a randomized program evaluation is sufficient funding for both the program and effort to evaluate it. Although HSR&D supported the cost of designing and planning the randomized roll-outs, implementing programs over multiple years can add costs and uncertainty. In a large organization with shifting priorities, sustained operational funding for new initiatives is not always guaranteed.
One solution is to inquire early about funding commitments for operations and research before deeply engaging in design work. Of course, even when there is strong early interest in providing it, that commitment can weaken if other priorities become salient. Another approach is to develop contingency plans-smaller or shorter studies-when funding is not adequate for the optimal design, but this will sacrifice statistical power.
Conversely, the design can sometimes influence the scope of the planned program in cases where the budget and scale of the program are not yet fixed. We encountered this chicken-and-egg problem on one of our projects for which a programmatic budget request was driven by the evaluation design. A more ambitious design (e.g., with higher recruitment numbers) would require more resources and a greater budget request. However, exactly what request would be approved was uncertain in advance. Therefore, so was the design.
There are limits to what one may be able to do with smaller and cheaper evaluations. "Planning a randomized program evaluation requires a level of flexibility that can be difficult to achieve while maintaining scientific rigor," one of our collaborators said. "When funding is decreased and the number of sites is impacted, there may be less ability to randomize." Ultimately, research planners should expect some randomized initiatives to fail due to shifting priorities that threaten budgetary support.
Premature or Overly Expansive Roll-out. Intervention roll-out can get ahead of the randomized design, threatening the study. In a stepped wedge design, for example, some sites may want to initiate an intervention before their assigned start date, and it can be difficult to hold them back. This is akin to cross-over in a standard RCT and can weaken power. Another variant is when national (or cross-site) leadership favors a broader and more rapid implementation. If the intervention is offered to all sites and Evidence-Based Policy Development in the VHApatients at once as a matter of national policy, that can completely disrupt randomized evaluation.
Communication is the key to head off problems like this, as one of our research partners told us. If staff are sure that the intervention will be beneficial, "then we would not want to stop [a full, immediate] roll-out," he added. "But if there is some uncertainty, then an RCT is a rigorous way to figure out what works and what doesn't." Though accommodating an RCT takes time, it can ultimately help defend a program that works or support withdrawing resources from one that does not. Communicating that should include advocacy up the chain in slowing roll-out to accommodate rigorous evaluation.
Insufficient Buy-in at All Levels. Few programs are implemented solely by organizational leaders. Therefore, even with strong support from the top, a program can fail to be implemented as designed without buy-in and cooperation from subordinates. Unfortunately, it is not easy to tell in advance when boots-on-the-ground staff are not invested in a randomized design.
However, even if commitment cannot be assessed before implementation, it may be revealed early enough in the process to allow for corrections. Regular communication with key implementation staff and leadership, with requests for feedback on preliminary steps, can help identify problems. Pay close attention to what is not going according to plan and where in the chain things are going wrong, and try to identify who the problematic actors are. Including them on calls together with leadership can help deliver a unified message of the importance of the design.
"Many programmatic decisions are made at the local level-not the national level," said one of our research collaborators. "As a result, building a network of engaged local leaders is a critical step to ensuring the development and initiation of the program and the measurement of the implementation as well." Discomfort with Randomizing. A good design can be threatened if staff or leadership is not comfortable with randomization. One source of discomfort is that not all units will get the intervention, or at least not right away. However, when there is uncertainty about the effectiveness of an intervention, "randomization is often viewed as a fair way of allotting the initial spots," one of our collaborators said.
Stepped wedge designs can help because they plan for full, if staggered, roll-out. However, they require orchestration of a gradual roll-out-which necessitates engagement with program implementers over a long period of time. Gradual roll-out also opens up the possibility that some organizations hire staff too early, who are then potentially idle while waiting to enter the treatment group. This can arise if funding and hiring cannot be timed to coincide with the design. This tension between when an organization is ready for implementation and when it is scheduled to receive it in a randomized roll-out can also raise discomfort with the design.
"Implementation [in the VHA] has traditionally been all at once in response to a directive. Facilities are not accustomed to being told to wait before implementing," said one of our research collaborators. "There is a lead time for local programs to build a case for a program at a medical center. Then, the local program wants to act once approval is gained."
The upshot is that designs that require significant local investments in staff or systems may be harder to randomize. A potential solution, where possible, is to seek centralized staffing. Another is to focus on interventions in which randomization can be controlled centrally. In one of our projects, resources to implement the required technology are delivered only to sites randomized to treatment.
Multiple Veto Points. In a large organization like the VHA, system change is implemented with new policy or technology. These often require concurrence across multiple leaders and offices, each of whom can take significant time for deliberations and also has a veto. The initiation of two of our randomized programs was delayed for several months precisely for this reason.
A collaborator on one effort told us, "A policy intervention requires the development of the policy itself. When that pertains to a large organization, it can require a lengthy, deliberative process of obtaining approval from multiple organizational leaders."
It is important to note that, though it can make planning difficult and threaten the evaluation, delay is not all bad. The concurrence process can help achieve buy-in from stakeholders, which can mitigate potential future threats to the program. Still, intervention sponsors need a strategy for obtaining all required concurrences. This will often take support from top leadership, coupled with a working coalition of program offices to push policy or technology through the process.
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DISCUSSION AND CONCLUSION
By fostering multidisciplinary operations and research partnerships in large, randomized programs, the VHA has emerged as a leader, along with several other organizations (Greene, Reid, and Larson 2012) , in implementing learning health care system concepts. We are directly involved in four such efforts in high-priority areas-home-and community-based care, opioid prescribing risk mitigation, suicide prevention, and telehealth. In developing these randomized program evaluations, we encountered and attempted to overcome a host of issues likely common to similar efforts. We found that successful development of these collaborations required more than attention to traditional design issues, such as ensuring adequate power and availability of data. It also required the stability of intervention financing, means of controlling and commitment to adhering to randomized roll-out, degree of buy-in from key implementation staff, and feasibility of managing multiple veto points for interventions that span several programs. Our study has several limitations. Chief among them is that we could only assess (and attempt to overcome) challenges that arose during the design phase of the randomized programs discussed. It is possible that other challenges will arise in subsequent phases of implementation and evaluation that we cannot anticipate at this stage. A second limitation is that we only considered the randomized program evaluations with which we are intimately familiar-the several that are being conducted by PEPReC and CAPER in the VHA. Other evaluations in other settings may encounter different sets of issues.
Indeed, others have successfully melded randomization with health system operational requirements and serve as models for future evaluations. Classic examples of evaluations facilitated by person-level randomization include the RAND Health Insurance Experiment (Manning et al. 1987 ) and the Oregon Health Insurance Experiment (Baicker et al. 2013) . Within the VHA, the Serious Mental Illness (SMI) Re-Engage study combined site-level randomization with an adaptive design, in which the implementation intervention provided to sites was adjusted in response to site outcomes (Kilbourne et al. 2013) . Other interventions across a diverse range of subject areas have been evaluated with cluster-randomized, stepped wedge designs (Medge et al. 2011) . Finally, the National Institutes of Health (NIH) Health Care Systems Collaboratory has helped integrate rigorous evaluation with real-world clinical settings by fostering pragmatic trials ( Johnson et al. 2016; Simon et al. 2016; Mor et al. 2017) . Other approaches help facilitate randomization. Where possible and permitted by institutional review boards, site randomization, waiver of informed consent, an intent-to-treat design, and use of routinely collected clinical or administrative data can obviate some of the costly elements of RCTs. Administrative data offer a variety of other advantages: they are less likely to suffer non-response bias (though can suffer ascertainment and selection biases) and are often available over long time spans (Finkelstein and Taubman 2015b) . As more health information becomes electronically available, opportunities for more rapid, low-cost, randomized trials of system interventions will expand (Saleem et al. 2016; Choudhry 2017) .
Evidence-based policy is a worthy goal, but, as we have learned, it takes more than rhetoric. Sustainability of the learning health system model requires institutional commitment and funding for implementation, as well as dissemination of the lessons learned from each effort. Recognizing the complex challenges involved in developing evidence-based policy, the VHA has institutionalized its commitment to a learning health care system in the form of the Partnered Evidence-based Policy Resource Center. This is where lessons learned can be maintained, along with more obvious needs like data access and evaluation design expertise.
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