A Z2Z4Q8-code C is a non-empty subgroup of Z
Introduction
The discovery of the existence of a quaternary structure in some relevant families with better parameters than any linear code has raised the interest in the study of these codes [6] and more generally on codes with a group structure. From the Coding Theory perspective it is desired that the group operation preserves the Hamming distance. This is the case, for example, of the Z 2 Z 4 -linear codes which has been intensively studied during last years. More generally, the propelinear codes and, specially those which are translation invariant, are particularly interesting because both left and right product preserves the Hamming distance. Translation invariant propelinear codes has been characterized as the image of a subgroup by a suitable Gray map of a direct product of Z 2 , Z 4 and Q 8 , the quaternion group of order 8 [12] . Hence it makes sense to call this codes as Z 2 Z 4 Q 8 -codes. The aim of this paper is to study the structure and main properties of Z 2 Z 4 Q 8 -codes with special focus on those that are Hadamard codes as well. Section 2 has been reserved for notation and preliminaries.
As far a we know there is not any example in the literature of a proper Z 2 Z 4 Q 8 -code, i.e., one which is not equivalent to a Z 2 Z 4 -linear code. The first result of this paper consists in providing such an example. This result appears in Section 3, where we also study the group-theoretical properties of the Z 2 Z 4 Q 8 -codes and the relation of this structure with its rank and the dimension of its kernel. This structure suggests to associate to the group three numerical parameters. We will show that these parameters provide bounds for the rank and dimension of the kernel. Moreover, our example of proper Z 2 Z 4 Q 8 -code shows that these bounds are tight.
Section 4 is dedicated to Hadamard Z 2 Z 4 -linear codes. The Hadamard Z 2 Z 4 -linear codes as well as the (extended) perfect Z 2 Z 4 -linear codes are well known [4, 7, 10] . The Hadamard linear codes are dual of extended perfect codes. However we will show that the extended perfect codes, involving at least one quaternionic component do not exists for length n ≥ 8. For every n = 2 m there is a unique Hadamard linear code, up to equivalence. If m ≤ 3 this is the unique Hadamard code. However, there are five inequivalent Hadamard codes of length 16. One of them is cyclic, another is a Z 2 Z 4 -linear code and the other three cannot be realized as Z 2 Z 4 -linear codes. We will show that exactly one of these three can be realized as a Z 2 Z 4 Q 8 -code, more specifically, as a pure Q 8 -code. This provides another example of such codes. In Theorem 4.8 we provide a precise description of the possible group structures of a Hadamard Z 2 Z 4 Q 8 -codes and in Corollary 4.9 we obtain bounds for the rank of a Hadamard Z 2 Z 4 Q 8 -code which are better than those for general Z 2 Z 4 Q 8 -codes.
In the last section of the paper we introduce two constructions of Z 2 Z 4 Q 8 -codes which allow to construct many Hadamard Z 2 Z 4 Q 8 -code
Preliminaries
Let Z 2 and Z 4 denote the binary field and the ring of integers modulo 4, respectively. Let Z n 2 denote the set of all binary vectors of length n and let Z n 4 be the set of all n-tuples over the ring Z 4 . The all-zero vector in Z 2 . If C is a quaternary linear code of length n, then the binary code C = ϕ(C) is said to be a Z 4 -linear code of binary length 2n [6] .
Let Q 8 be the quaternion group on eight elements. The following equalities provides a presentation and the list of elements of Q 8 : Q 8 = a, b|a 4 = a 2 b 2 = 1, bab −1 = a −1 = {1, a, a 2 , a 3 , b, ab, a 2 b, a 3 b}.
A quaternionic code C is a non-empty subgroup of Q n 8 . Quaternionic codes can also be seen as binary codes under the following Gray map: φ : Q 8 −→ Z We will also denote by φ the componentwise extended map from Q n 8 to Z 4n 2 . If C is a quaternionic code, then we will say that C = φ(C) is a Q 8 -code of binary length 4n.
Binary linear codes, quaternary linear codes and Q 8 -codes can be seen as particular cases of a more general family of codes. More specifically, given nonnegative integers k 1 , k 2 and k 3 we can define the generalized Gray map [3] (hence, including the cases Z 2 -linear and Z 4 -linear). We also remark that C is abelian if and only if C is a Z 2 Z 4 -linear code.
We use additive notation for Z 2 and Z 4 and multiplicative notation for Q 8 and
. . ., 1). We denote this element as e. We also denote it e k1,k2,k3 or e l , with l = k 1 + k 2 + k 3 , when we want to emphasize the ambient space of e. Note that each of the groups Z 2 , Z 4 and Q 8 have exactly one element of order 2. So there is a unique element u of G which has the element of order 2 in each coordinate. This element is also determined by the fact that Φ(u) is the all one vector. As for e, we also denote u by u k1,k2,k3 or u l , with l = k 1 + k 2 + k 3 if we want to emphasize its ambient space.
If h ∈ Z and w = (
The order of w is the smallest positive integer h such that w h = e. Let S n denote the symmetric group of permutations on the set {1, . . . , n}. For any π ∈ S n and any vector v = (v 1 , . . . , v n ) ∈ Z n 2 , we write π(v) to denote the vector (v π −1 (1) , . . . , v π −1 (n) ).
Two binary codes C 1 and C 2 of length n are said to be isomorphic if there is a coordinate permutation π ∈ S n such that C 2 = {π(x) : x ∈ C 1 }. They are said to be equivalent if there is a vector y ∈ Z n 2 and a coordinate permutation π ∈ S n such that C 2 = {y + π(x) : x ∈ C 1 }. Although the two definitions above stand for two different concepts, it follows that two binary linear codes are equivalent if and only if they are isomorphic.
A binary code C of length n is said to be propelinear [11] if for any codeword x ∈ C there exists π x ∈ S n satisfying the following properties for all v ∈ Z n 2 and x, y ∈ C:
Let C be a propelinear code and for every x ∈ C let π x ∈ S n satisfy the above conditions. For all x ∈ C and y ∈ Z n 2 let xy = x + π x (y). This endows C with a group structure, which is not abelian in general. Therefore, the vector 0 is always a codeword and π 0 is the identity permutation I. Hence, 0 is the identity element in C and
Notice that a binary code may have several structures of propelinear code with different group structures.
The following lemma is straightforward [11, 12, 4] .
Lemma 2.1. Let C be a propelinear code of length n. Then,
This means that left multiplication in a propelinear code is Hamming compatible [2] in the sense that d(xz, x) = wt(z) for all x ∈ C and z ∈ Z n 2 .
Definition 2.2.
A propelinear code C of length n is said to be translation invariant if
In [12] , it is proven that a binary code is translation invariant propelinear if and only if it is a Z 2 Z 4 Q 8 -code. Then, a translation invariant propelinear binary code is isomorphic to C = Φ(C) for a subgroup of
The permutation π x associated to each element of G is obtained by concatenation of permutations in each Z 4 or Q 8 block, such that the permutation in a component of order 2 is the identity; the permutation of a Z 4 -coordinate of order 4 is the transposition of the binary components and of a Q 8 -coordinate of order 4 is a product of two disjoint transpositions of the four binary components. More precisely, if w = (x 1 , . . . , x k1 , y 1 , . . . , y k2 , z 1 , . . . , z k3 ) and w ′ = Φ(w) then π w ′ = σ 1 . . . σ k2 δ 1 . . . δ k3 where
The rank of a binary code C is the dimension of the binary vector space generated by its codewords. We denote the rank of C with r(C) or simply r. The kernel of a binary code C of length n is
If C contains the all-zero vector, then K(C) is linear. In that case the dimension of K(C) is denoted with k(C) or simply k. These two parameters, the rank and dimension of the kernel, can be used to classify binary codes, since if two binary codes have different ranks or dimensions of the kernel, they are non-equivalent. Note that if C is a propelinear code and x ∈ C is such that π x = I then x ∈ K(C).
The binary code C can be partitioned by K(C)-cosets and therefore |C| is a multiple of |K(C)|. Since the union of K(C) and anyone of its cosets is again linear, it is clear that either C is linear or |C| > 2|K(C)|.
If C is not linear and C is the linear span of C then |K(C)| divides |C| and |C| > |C|. Therefore, |C| ≥ 4|K(C)| and r = log 2 (|C|) ≥ log 2 (4|K(C)|) = k +2. If moreover C is a Z 2 Z 4 Q 8 -code then |C| is a power of 2 and therefore, if C is not linear then |C| ≥ 4|K(C)|. Hence, |C| ≥ 8|K(C)| and r ≥ k + 3. We summarize this in the following lemma.
A Hadamard matrix of order n is a matrix of size n × n with entries ±1, such that HH T = nI. We can easily see that any two rows (columns) of a Hadamard matrix agree in precisely n/2 coordinates. If n > 2 then any three rows (columns) agree in precisely n/4 coordinates. Thus, if n > 2 and there is a Hadamard matrix of orden n then n is multiple of 4. It is conjectured that the converse holds, i.e., if n es multiple of 4 then there are Hadamard matrices of order n [1] .
Two Hadamard matrices are equivalent if one can be obtained from the other by permuting rows and/or columns and multiplying rows and/or columns by −1. With the last operations we can change the first row and column of H into +1's and we obtain an equivalent Hadamard matrix which is called normalized. If +1's are replaced by 0's and −1's by 1's, the initial Hadamard matrix is changed into a (binary) Hadamard matrix and, from now on, we will refer to it when we deal with Hadamard matrices. The binary code consisting of the rows of a (binary) Hadamard matrix and their complements is called a (binary) Hadamard code, which is of length n, with 2n codewords, and minimum distance n/2.
3 Properties of Z 2 Z 4 Q 8 -codes. Rank and dimension of the kernel.
In this section we study some of the group theoretical properties of Z 2 Z 4 Q 8 -codes. We also present an example of a pure Q 8 -code, i.e., a Q 8 -code which is not equivalent to a Z 2 Z 4 -linear code.
Throughout this section
8 , we fix a non-trivial subgroup C of G and let C = Φ(C). Then, the length of C is n = k 1 + 2k 2 + 4k 3 and we
We use the notation bellow for x, y ∈ G:
Z(C) = {z ∈ C : zx = xz, for every x ∈ C}, the center of C,
Note that
and hence, both C ′ and T (C) are central subgroups of C. This implies that (x, y) = (y, x) and (xy, z) = (x, z)(y, z)
for every x, y, z ∈ C.
Definition 3.1. We say that C is of type
For instance, if δ = ρ = 0 then C is a linear code and if C is a
for some non-negative integers γ and δ. In the latter case σ = γ + δ and ρ = 0. Note that the type depends on the group C rather than on the binary code C. For example, if C = Z 4 then the type of C is (1, 1, 0). However the corresponding binary code is Z 2 2 and henceforth, it is also the binary code of a subgroup of Z 2 2 of type (2, 0, 0). Similarly, if C = Q 8 then C has type (1, 0, 2) but C is linear and hence it is also the binary code of a group of type (3, 0, 0) .
Assume that C is of type (σ, δ, ρ).
Moreover, as every element of G has order 1, 2 or 4, x 2 ∈ T (C) for every x ∈ C and therefore
Furthermore, σ ≥ δ, C is generated by σ + δ + ρ elements and x 1 , . . . , x σ ; y 1 , . . . , y δ ; z 1 , . . . , z ρ with
Any element in C can be written in a unique way as i x In the remainder of the paper when we write
we are implicitly assuming that x 1 , . . . , x σ ; y 1 , . . . , y δ ; z 1 , . . . , z ρ is a generating set of C satisfying the above conditions.
We will define the swapper of C as the set,
Therefore, to compute the swapper it is enough to compute the swapper in Z 2 , Z 4 and Q 8 . Clearly [x, y] = e for x, y ∈ Z 2 . The following tables describe the swapper in Z 4 and Q 8 : In particular [x, y] ∈ T (G) and this implies that
i.e., the swapper of x and y is the element needed to pass from Φ(xy) to Φ(x) + Φ(y). Using (3) and the swapper tables of Z 4 and Q 8 one can easily prove the following properties about swappers.
By Lemma 3.4, for every x ∈ G the maps
are group homomorphisms and their kernels contain T (G). For a subgroup C of G let
The equality of the above two sets is a consequence of item c) in Lemma 3.4.
Moreover by item e) in Lemma 3.4, K(C) is a subgroup of C.
The following lemma is a consequence of the definition of swapper and the fact that T (C) ⊆ ker[x, −] for every x.
Whenever we have a quotient group G/N , with G a group and N a normal subgroup of G, and the meaning be clear from the context we use the standard bar notation, i.e., if g ∈ G then g = gN , the N -coset containing g.
, the group generated by C and the swappers of the elements of C. Then
Φ(D)
is the binary linear span of C;
Proof. By (4), it is clear that Φ(D) is included in the linear span of C. To prove the inverse it is enough to show that Φ(D) is closed under addition. To see this let
As all the swappers have order at most 2 we have x 1 = b 1 c 1 and
Then, by (4) and item a) of Lemma 3.4 we have
Now, from Lemma 3.5 and having in mind that
l we have that D is of type (σ + h, δ, ρ) and so r(C)
and h ≤ l − σ.
Proof. Assume that C is of type (σ, δ, ρ).
. Hence, by Lemma 3.5, we have δ ≤ σ ≤ k(C) ≤ 1 and so σ + δ ≤ 2. Thus, k(C) + 1 < δ + σ ≤ 2 and so k(C) = δ = σ = 0, a contradiction. Hence, C is Z 2 -linear.
We now present a "pure" Q 8 -code.
Proof. C has eight elements, namely
The swapper [(a, a), (ab, b)] = (a 2 , 1) ∈ C and hence, by Lemma 3.6, C is not linear. Finally, by Lemma 3.7, C is not Z 2 Z 4 -linear .
Remark 3.9. The type of the group C of Proposition 3.8 is (σ, δ, ρ) = (1, 0, 2). Let C = Φ(C) and let k = k(C) and r = r(C). By Lemma 2.3 we have r ≥ k + 3, by Lemma 3.5, we have k ≥ σ = 1; by Lemma 3.6, we have r ≤ σ+δ+ρ+ δ+ρ 2 = 1 + 2 + 1 = 4 and by statement 3 of Lemma 3.2, σ ≥ δ + min{1, ρ} = 1. In this example the previous bounds on σ, the rank and the dimension of the kernel are absolutely tight, we have σ = 1, k = 1 and r = 4.
In this section we will focus on Hadamard Z 2 Z 4 Q 8 -codes. But, first of all, we shall begin seeing that the usual companions of the Hadamard codes, that is the (extended) perfect codes which are Z 2 Z 4 Q 8 -codes, do not exist for binary length n > 8, except for those which are Z 2 Z 4 -linear codes. However we will present a number of Hadamard Z 2 Z 4 Q 8 -codes. The main result of this section is Theorem 4.8 which provides a classification of Hadamard Z 2 Z 4 Q 8 -codes in terms of its structure. For Hadamard Z 2 Z 4 Q 8 -codes we also refine the upper bound for the rank given in Lemma 4.7 for arbitrary Z 2 Z 4 Q 8 -codes. As an application we classify the Hadamard codes of length 16 which are Z 2 Z 4 Q 8 -codes. More precisely, for any n = 2 m , there is an unique (up to isomorphism) extended Hamming code of length n and, since the dual of an extended Hamming code is a Hadamard code [8] , for the same length n it always exist Hadamard codes. But, there are much more non isomorphic Hadamard codes. As an example, there are exactly five non isomorphic Hadamard codes of length 16 [1] . One of them is the linear Hadamard code. The other four have the following parameters for the rank r and the dimension of the kernel k: (r, k) ∈ {(6, 3), (7, 2), (8, 2), (8, 1)} [9] . The Hadamard code with parameters (r, k) = (6, 3) is a Z 2 Z 4 -linear code, and the other three nonlinear Hadamard codes are not Z 2 Z 4 -linear [10] . In Proposition 4.2, we show that the one with parameters (r, k) = (7, 2) is a Q 8 -code. Moreover, we will see that the remaining two codes, the ones with parameters (8, 2) and (8, 1), are not Z 2 Z 4 Q 8 -codes (see Example 4.11) . This is a consequence of an analysis of the structure and relations of the type and parameters of Hadamard Z 2 Z 4 Q 8 -codes.
It is well known that there exist Z 2 Z 4 -linear perfect codes and extended perfect Hadamard codes [4, 7] , but we are interested in (extended) perfect Z 2 Z 4 Q 8 -codes where the quaternion group is involved. Proof. The statement about perfect codes was already proved in [4] .
We begin with the exceptional extended perfect codes. The extended Hamming code of length 8 can be constructed as the binary code of a Z 2 Z 4 Q 8 -code C in the following three ways: taking C as the subgroup of Z 2 ). Puncturing the first one in the first coordinate we obtain the Hamming code of length 7 which is the binary code associated to the subgroup of Z 3 2 × Q 8 generated by (1, 0, 0, a 3 ), (0, 1, 0, a 2 b) and (1, 1, 1, a 2 ). The extended Hamming code of length 4 can be constructed as the binary code of the subgroup of Q 8 generated by a 2 . We now prove the main assertion of the statement. Let C be a subgroup of
m for some m. All the argument is based on the fact that every vector of weight 3 has to be at Hamming distance 1 of an element of Φ(C) of weight 4.
Assume that k 3 ≥ 2 and (k 1 , k 2 , k 3 ) = (0, 0, 2) and take a vector of the form (x|1, 0, 0, 0|1, 0, 0, 0) where the last two blocks of length 4 correspond to two Q 8 -coordinates and x has weight 1. Then this element is not at distance 1 of any codeword. This proves that either k 3 = 1 or (k 1 , k 2 , k 3 ) = (0, 0, 2). In the latter case C is the exceptional subgroup of Q 2 8 . So in the remainder of the proof we assume that k 3 = 1: If k 1 = k 2 = 0 then n = 4 and necessarily C = a 2 , the unique subgroup of Q 8 of order 2. If k 1 = 0 then we can puncture the code at a Z 2 -coordinate obtaining a perfect code which should be the binary code of the subgroup of Z and therefore k 2 ≡ 2 mod 4. We claim that k 2 = 2. Otherwise, k 2 ≥ 6. For j = 2, . . . , k 2 , let y j (respectively, y ′ j ) denote the element of Z k2 4 having 1 at the first and j-th entries (respectively, 1 at the first entry and −1 at the j-th entry) and zero at the other entries. Then both (φ(y j )|1, 0, 0, 0) and (φ(y ′ j )|1, 0, 0, 0) are vectors of weight 3 and hence they are at distance one of some In the following, we use the notation N ⋊ H for a semidirect product, i.e., a group such that as a set N ⋊ H = N × H with multiplication given by
where h → α h is a group homomorphism α : H → Aut(N ). The direct product N × H is the semidirect product with α h = I for every h ∈ H. Proposition 4.2. Consider the quaternionic code C = (a, a, a, a), (b, ab, b, ab) , (a 2 , 1, a, a
and let C = Φ(C). Then C is of type (2, 0, 3) and C is a Hadamard code of length 16, rank 7 and dimension of the kernel 2.
Proof. Let a = (a, a, a, a), b = (b, ab, b, ab) and c = (a 2
. Thus, C has type (2, 0, 3) and G/T (C) = a × b × c . Furthermore, a straightforward calculation shows that K(C) = T (C) and every element of C has weight 0, 8 or 16. Therefore, C is a Hadamard code. The dimension of its kernel is 2. By Lemma 3.6 the linear span of
). Thus, the rank of C is 7.
Proof. We know that the binary all ones vector belongs to any Hadamard code and hence, if C is a subgroup of G such that Φ(C) is a Hadamard code then u ∈ C. Suppose that a 2 = u. Then a i , b i ∼ = Q 8 for every i, so that G = Q Table 1 
, . . . , x σ ; y 1 , . . . , y δ ; z 1 , . . . , z ρ be a set of generators of C.
1. For every t ∈ T (C), t = u, the cardinality of {i = 1, . . . , ρ : Proof. Let x 1 , . . . , x σ ; y 1 . . . , y τ ; z 1 , . . . , z ρ be a generating set of C. We may assume without loss of generality that z 2 i = u if and only if i ≤ k and either (z 1 , z i ) = u for every 2 ≤ i ≤ k or (z 1 , z 2 ) = u. If k ≤ 1 there is nothing to prove. Otherwise, for every i = 1, . . . , ρ we define
Then x 1 , . . . , x σ ; y 1 . . . , y τ ; z ′ 1 , . . . , z ′ ρ is a generating set of C and we claim that it is normalized. Indeed, if i > k then z
In the remainder of the section x 1 , . . . , x σ ; y 1 , . . . , y δ ; z 1 , . . . , z ρ is a normalized generating set of C. Moreover, let ǫ be the number of pairs of different z i 's with the same squares, We reorder the z i 's in such a way that two z i 's with the same square are consecutive and placed at the beginning of the list, i.e., z 
Proof. Item 3. Assume z 2 i = u for some i ≤ 2ǫ. Then we may assume without loss of generality that z
(Recall that our generating set is normalized.) Then the projection of z 1 , z 2 onto each coordinate is Q 8 , so that k 1 = k 2 = 0, and no element of C of order 4 is central, i.e., δ = 0.
For every i = 1, . . . , ρ let X i = {j : the j-th coordinate of z i has order 4}. We claim that if z 2 i , z 2 j and u are pairwise different for some i, j ≤ 2ǫ then k 1 = k 2 = δ = 0, X i and X j form a partition of {1, . . . , l}, z = u. Moreover, by the same argument as in the previous paragraph, we could take z . Finally, assume that ǫ = 2. Then δ = 0, ρ = 4 and h ≤ s = 4. We claim that in this case we may assume that z 2 1 = u. Otherwise, by item 2 in this Lemma, (z i , z j ) = e and (z i z j ) 2 = u for every i = 1, 2 and j = 3, 4, and therefore (z 1 z 3 ) 2 = (z 2 z 4 ) 2 = u and (z 1 z 3 , z 2 z 4 ) = (z 1 , z 2 )(z 3 , z 4 ) = z 
is of order 16. By (z 1 , z 2 ) = u we have k 1 = k 2 = 0. After a suitable reordering we may assume that z If (a 1 , c 1 ) = 1 then replacing z 1  by z 1 z 2 we may assume that (a 1 , c 1 ) = (b 1 , c 1 ) = a 2 . We argue similarly if (b 1 , c 1 ) = e to deduce that we may always assume that (a 1 , c 1 )
For every x ∈ Q 8 of order 4 let l(x) ∈ {1, 2, 3} with x ∈ A l(x) , where
Next theorem describes the group structure of Hadamard Z 2 Z 4 Q 8 -codes and specify the bounds for the rank and dimension of the kernel in each case. m . Let r = r(C) be the rank of C and k = k(C) be the dimension of its kernel. Then C has a normalized generating set x 1 , . . . , x σ ; y 1 , . . . , y δ ; z 1 , . . . , z ρ , where m = σ + δ + ρ − 1, satisfying one of the following conditions.
and C is a Z 2 Z 4 -linear code (which could be Z 4 -linear code or not), with length n = 2 m and m = σ + δ − 1.
Proof. If C is abelian then condition 1 holds and the values for the rank and dimension of the kernel are already known [10] . So, in the remainder of the proof we assume that C is non-abelian and therefore ρ ≥ 2. In each case the description of the structure of C is a consequence of the relations and the bounds for r and k follow from Lemma 3.5 and Lemma 4.7.
We fix a normalized generating set x 1 , . . . , x σ ; y 1 , . . . , y δ ; z 1 , . . . , z ρ of C which will be modified throughout the proof to be adapted to one of the cases. Let ǫ be as in Lemma 4.7 and reorder the z i 's such that those with equal square are consecutive and placed at the beginning of the list. Then z Assume ρ ≥ 3. Then U = {z 3 , . . . , z ρ }. By Corollary 4.4, for every 3 ≤ i, j ≤ ρ we have (z i , z j ) = e and therefore (z 1 , z i ), (z 2 , z i ) = z 2 i . By changing the generators z 1 and z 2 if necessary, we may assume that (z 1 , z ρ ) = (z 2 , z ρ ) = z 2 ρ . The new generating set is still normalized. We have two options: u ∈ U or u ∈ U . In the first case, (
2 in contradiction with Lemma 4.3. Similarly (z 2 , z i ) = z 2 i . Then condition 2 holds. We claim that in the second case, so when u ∈ U , we have (z 1 , z i ) = e, (z 2 , z i ) = z 2 i for some i ≥ 3. Otherwise (z 1 , z i ) = (z 2 , z i ) = z 2 i for every i = 3, . . . , ρ. Then (z 1 z 2 , z i ) = e for every j ≥ 3. After reordering the z i 's we may assume that (
= e contradicting the fact that z 1 . . . z k ∈ T (C). This proves the claim. So assume that u ∈ U and (after reordering the z i ) (z 1 , z 3 ) = e and (z 2 , z 3 ) = z 
2 which is not possible. This proves that ρ = 4. Now we can construct a new generating set {z
, for every i = 1, 2 and j = 3, 4. Thus, ǫ = 2 which has been treated before.
3. Assume ǫ = 1 and z 2 1 = u. We can have ρ ≥ 3 or ρ = 2.
In the first case, so if ρ ≥ 3 then (z i , z j ) = (z j , z k ) = e for every i = 2 and every j, k ≥ 3 such that z 2 j = e, by Corollary 4.4. As each z j is not central, z 2 j = u for some j ≥ 3 and we may assume that z 2 3 = u. After reordering coordinates one also may assume that z 1 , z 2 projects to Q 8 in the first n 8 coordinates. Then either (z 1 , z 3 ) = e or (z 2 , z 3 ) = e so, for instance, (z 1 , z 3 ) = e. If (z 2 , z 3 ) = e then replacing z 2 by z 1 z 2 , we can always assume that (z 2 , z 3 ) = e. Then (z i , z 3 ) = z 
In the second case, so when ρ = 2, assume δ > 1. We can reorder the coordinates in such a way that z 1 , z 2 projects to Q 8 in the first n 8 coordinates and then take two elements y 1 , y 2 of order four which commutes with z 1 and z 2 . The first n 8 coordinates of both y i must be of order at most two and so, y 1 y 2 is of order two, contradicting the fact that y 1 , y 2 are elements of a generating set. Hence, δ ≤ 1. In this case, note that if we take A = x 1 , . . . , x σ ; y 1 ; z 1 then A = Φ(A) is a linear code. Indeed, the value of all swappers is e except for [y 1 , y 1 ] = y . We have two options: u ∈ U or u ∈ U . In the first case, reordering z 2 , . . . , z ρ , we may assume that z if m is even.
More precisely:
if m is odd and C is of shape 1;
, if m is odd and C is of shape 2 ; . Moreover σ ≥ δ + ρ − 1, except for the case ǫ = 2, which is shape 5. In this last case we also have δ = 0 and ρ = 4, so σ still fulfils the inequality σ ≥ δ + ρ − 1, with the exception of (m = 5, σ = 2, δ = 0, ρ = 4). Hence m + 1 = σ + δ + ρ ≤ 2σ + 1 (with the above exception) and therefore , except perhaps for a code of parameters (m = 5, σ = 2, δ = 0, ρ = 4). We present one example of such a code.
Consider the subgroup C of Q 8 8 generated by a, a, a, a, a, a, a) ,
. If x has order 2 then, after reordering the coordinates we may assume that x = (e l1 , u l2 ). Then C (x) = Φ(C q ) ∪ {(c 1 , c 2 ) : (c 1 , c 2 ) ∈ C}, where both c 1 and c 2 have length n. Observe that wt(c 1 , c 2 ) = wt(c 1 ) + n − wt(c 2 ). Thus for C (x) to be a Hadamard code it is necessary that wt(c 1 ) = wt(c 2 ) for every (c 1 , c 2 ) ∈ C.
Example 5.1. Take C = (1, 1, 1, 1), (2, 0, 1, 3 ) , which is a Z 4 -linear code, but with the same codewords as the linear Hadamard code of length 8. Then  C q = (a, a, a, a) , (a 2 , 1, a, a 3 ) and taking x = (1, 1, a 2 , a 2 ) we obtain C (x) , which is a Hadamard code of length 16 (with the same codewords as the binary linear Hadamard code of length 16).
One way to ensure that C (x) is a Hadamard code is taking x = (x 1 , . . . , x n 2 ) with each x i ∈ Q 8 \ a . Condition (7) above is satisfied because for every c ∈ C, all the coordinates of xc have order 4 and therefore wt(Φ(xc)) = n, as desired. The rank and dimension of the kernel of C(x) depends on the election of x. The following theorem shows that most Hadamard Z 2 Z 4 Q 8 -codes can be obtained with this construction. Theorem 5.3. Let C ′ be a Hadamard Z 2 Z 4 Q 8 -code. Assume that C ′ is either of shape 2 or 3. Then C ′ is equivalent to C (z) for C a Z 2 Z 4 -linear code and some z.
and let x 1 , . . . , x σ ; y 1 , . . . , y δ ; z 1 , . . . , z ρ a normalized generating set of C ′ satisfying either condition 2 or 3 of Theorem 4.8. As z 2 1 = u, we have k 1 = 0. Moreover, for shape 2, (z 1 , z 2 ) = u and therefore α = 0. Let
. . , z ρ , for shape 2; x 1 , . . . , x σ ; z 2 , z 3 , . . . , z ρ , for shape 3.
Then C ′′ is an abelian subgroup of C of index 2. Moreover, the projection on the Z 4 part is contained in {0, 2}. This is clear for shape 2. For shape 3, it is a consequence of (z 1 , z i ) = z Then C ′ = C, z 1 and so C ′ = C (z1) . Note that if C ′ is of shape 2, then α = 0 and so it is equivalent to C (z1) for C a Z 4 -linear code.
Notice that if C is of shape 5 then C has not any abelian subgroup of index 2 and therefore C can not be obtained with this type of construction.
The Z 2 Z 4 -linear codes C used in the last Theorem have length n = 2 m , where m + 1 = σ + δ and σ > δ in the case we are dealing with Z 2 Z 4 -linear (non Z 4 -linear) codes (see [10] only can be obtained with Hadamard Z 2 Z 4 Q 8 -codes of shape 2. For instance, for m = 4 this maximum is 7 and it is reached by the code of Proposition 4.2 which is of shape 2. For m = 5, the upper bound for the rank of a Z 2 Z 4 Q 8 -code is 9. In the next example we will show that we can construct a Z 2 Z 4 Q 8 -code with m = 5 and rank 9, by using the latest construction. 
The generalized Kronecker construction
We give a generalization of the Kronecker construction of Hadamard matrices in the context of Hadamard Z 2 Z 4 Q 8 -codes.
If H is a Hadamard matrix then the Kronecker matrix of H is K(H) = H H H −H , which is another Hadamard matrix. If C is the Hadamard code associates to H and K(C) is the Hadamard code associated to K(H) then K(C) is formed by the vectors of the form (c, c) and (c, c), with c ∈ C. Let ∆ : G → G × G be the diagonal map, i.e., ∆(x) = (x, x) for each x ∈ G. Assume that C = Φ(C), for C a subgroup of G. Then K(C) = Φ(K(C)) where K(C) = ∆(C), (1, u) . Moreover k(K(C)) = k(C) + 1, r(K(C)) = r(C) + 1 and if C is of type (σ, δ, ρ) then K(C) is of type (σ + 1, δ, ρ).
More generally, let g be an element of G of order 2 modulo C which normalizes C, i.e., C g = C and g 2 ∈ C.
Consider the subgroup K g (C) = ∆(C), (g, gu) of G × G. For example, K g (C) = K(C) if and only if g ∈ C. We claim that Φ(K g (C)) is a Hadamard code. First we have that ∆(C) is a subgroup of G × G of cardinality 2n. Moreover, (g, gu) 2 = (g 2 , g 2 ) ∈ ∆(C); C g = C and c ∈ C then (g, gu) −1 (c, c)(g, gu) = (gcg −1 , gcg −1 ). Therefore K g (C) = ∆(C) ∪ {(gc, guc) : c ∈ C} is a subgroup of and C ′ is a subgroup of Z Note that the examples we wrote into the paper achieve almost all the shapes according Theorem 4.8. For instance, shape 1 is satisfied for all well known Z 2 Z 4 -linear and Z 4 -linear Hadamard codes; code in Proposition 4.2 is of shape 2; code in Example 5.4 is of shape 3 and code in Example 4.10 is of shape 5. However, there is no any example of shape 4. We supply such an example below.
Example 5.8. Let C be the Z ) . Code C is of shape 4 and, after the Gray map, code C is a linear Hadamard code.
We can use a slightly variation of the Kronecker construction to obtain a shape 4 non linear code with the maximum rank allowed for this shape.
First of all, we use the Kronecker construction to obtain the code D = K(C), which is generated by x 1 = (1, 1, 1, 1, 1, 1, 1, 1|a 2 , a 2 ) 
