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We study the phenomenon of many-body localization (MBL) in an interacting system subjected
to a combined dc as well as square wave ac electric field. First, the condition for the dynamic
localization and coherent destruction of Wannier-Stark localization in the non-interacting limit, are
obtained semi-classically. In the presence of interactions (and a confining/disordered potential),
a static field alone leads to “Stark-MBL”, for sufficiently large field strengths. We find that in
the presence of an additional high-frequency ac field, there are two ways of maintaining the MBL
intact: either by resonant drive where the ratio of amplitude to the frequency of the drive (A/ω)
is tuned at the dynamic localization point of the non-interacting limit, or by off-resonant drive.
Remarkably, resonant drive with A/ω tuned away from the dynamic localization point leads to a
coherent destruction of Stark-MBL. Moreover, a pure (high-frequency) ac field can also give rise to
the MBL phase if A/ω is tuned at the dynamic localization point of the zero dc field problem.
I. INTRODUCTION
The phenomenon of many-body localization has
grabbed much attention in the last decade or so1–6.
While disorder-induced localization (Anderson localiza-
tion7) is well known, a thorough understanding of the
survival of localization in the presence of interactions
(termed as “many-body localization (MBL)”4–7) is a
work in progress. Very recently, MBL-like signatures
(Stark-MBL) have been observed in a clean interacting
system subjected to a static electric field8–11. In this arti-
cle, we investigate the fate of Stark-MBL in the presence
of an additional drive.
In general, driving a many-body system heats it up as
a consequence of the energy absorption from the external
drive, albeit slowly at high-frequencies 12–17. Thus, the
system approaches a prethermal phase at intermediate
times followed by a featureless infinite-temperature-like
state in the long-time limit18,19. Avoiding such a heat
death scenario has been an important goal as driven sys-
tems can lead to many exotic features such as Floquet
topological insulators20–22 and Floquet time-crystals23.
One way to avoid this is by the inclusion of a strong disor-
der leading to a stable MBL phase in the presence of high
frequency driving24–28, as has been observed experimen-
tally29 or to resort to the prethermal time-window19,30,31.
Subjecting the system to a time-periodic electric field
drive is special as it effectively suppresses the hopping
strength32–35, and may be used to convert an ergodic
phase into a stable MBL phase36. The noninteracting
limit already yields a vast variety of phenomena associ-
ated with electric field drive32–35,37–42.
An important open question has to do with the effect
of a drive on a clean MBL system, which we address here.
Specifically, we study the model resulting from the ap-
plication of an ac field comprising of square wave pulses
onto the clean MBL system of Schulz et al8. Remarkably,
the drive is found to take the undriven system from an
ergodic phase to an MBL phase and vice-versa when the
parameters are set appropriately. In the non-interacting
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Figure 1. A schematic diagram of the different phases based
on the average level spacing ratio. Top bar pertains to the un-
driven model (F(t) = F ). For the driven model, the different
possibilities of the ergodic and MBL phases are also marked
depending on the tuning of the parameters K = A/ω and
F . In the high frequency, an MBL phase is obtained either
by tuning the tuning the parameter at DL point or by off-
resonant drive at strong field strengths. In the low frequency
regime, the possibility of the ergodic and the MBL phase de-
pends on the parameters F and A. The actual transition from
low-to-high frequency also depends on the different parame-
ters of the system and hence shown by a wiggly line (only
schematic in nature). The whole schematic is drawn while
considering K = A/ω to lie below the second DL point.
limit, for the case of a combined dc and square-wave driv-
ing, we obtain analytically the conditions for dynamic lo-
calization (DL), coherent destruction of WS localization
and super-Bloch oscillations.
Our main findings are captured schematically in Fig. 1.
Keeping the dc field alone is equivalent to the undriven
model, which exhibits a phase transition from an ergodic
to a Stark MBL phase8. In the presence of a high-
frequency drive, we obtain an intricate set of possibilities
dependent on how the static electric field and the ra-
tio of the amplitude to the frequency (A/ω) of the drive
are tuned. The addition of a drive in the zero dc field
ar
X
iv
:1
91
2.
09
48
7v
3 
 [c
on
d-
ma
t.d
is-
nn
]  
1 S
ep
 20
20
2limit, induces an MBL phase if the ratio A/ω is tuned
close to the dynamic localization point, analogous to the
drive-induced MBL phase reported36 in a conventional
disordered MBL model. For a large dc field, where the
undriven model yields the Stark MBL phase, the addi-
tion of resonantly tuned drive leads to a destruction of
Stark MBL for all values of the ratio A/ω tuned away
from the dynamic localization point. We refer to this as
coherent destruction of Stark-MBL. However, Stark MBL
is found to be robust against off-resonant drive. Impor-
tantly, the coherent destruction of Stark-MBL is accom-
panied by the appearance of a large prethermal window
before the final infinite-temperature-like state is reached,
as captured by the dynamics of entanglement entropy. In
the low-frequency limit, the nature of the phase obtained
depends heavily on the choice of F and A.
II. MODEL HAMILTONIAN
The Hamiltonian of the system can be written as
H = −J
L−2∑
j=0
(c†jcj+1 + c
†
j+1cj)−F(t)
L−1∑
j=0
j(nj − 1
2
)
+α
L−1∑
j=0
j2
(L− 1)2 (nj −
1
2
) + V
L−2∑
j=0
(nj − 1
2
)(nj+1 − 1
2
),
(1)
where V is the nearest neighbor interaction and F(t) =
F +A sgn(sin(ωt)) is a combined dc and ac electric field,
with A and ω respectively being the amplitude and fre-
quency of the ac field (Fac), while F is the dc field. The
curvature term (with strength α) provides a non-linearity
to the dc field and thus makes Stark-MBL possible8.
The lattice constant is kept at unity and natural units
(~ = e = 1) are adopted for all the calculations.
III. NON-INTERACTING CASE:
SEMI-CLASSICAL DESCRIPTION
Let us consider the non-interacting case (V = 0), and
with zero curvature (α = 0). The quasi-momentum can
be expressed as
qk(t) = k + Ft+
t∫
0
dτFac(τ). (2)
Due to the dc part, the quasi-momentum is no longer a
periodic function. However, for the resonance condition
F = nω, the quasi-momentum becomes a periodic func-
tion. Solving (as described in appendix A) for the one
cycle average of quasi-energy, we get
(k) = −2Jeff cos(k + npi
2
), (3)
where
Jeff = J
{
sin(Kpi2 +
npi
2 )
(Kpi + npi)
+ (−1)n sin(
Kpi
2 − npi2 )
(Kpi − npi)
}
, (4)
andK = A/ω. In the limit F = 0, this reduces to the well
known quasi-energy dispersion for square wave driving:
(k) = −2Jsinc (piK2 ) cos k, where sinc(z) = sin(z)/z.
The quasi-energy band collapses at the zeros of the func-
tion sinc(piK/2), which occurs at K = Kc = 2ν, ν ∈ Z,
which is the condition for dynamic localization 35.
For a finite F = nω, the quasi-energy spectrum can be
further simplified. For even and odd n respectively, we
get (k) = −2Jeven cos k and (k) = −2Jodd sin k, where
Jeven =
2JK sin(Kpi2 )
(K2 − n2)pi ; Jodd =
2JK cos(Kpi2 )
(K2 − n2)pi . (5)
In the even and odd cases respectively, the band collapse
occurs at K = Kc = 2ν and K = Kc = 2ν + 1, ν ∈ Z
and Kc 6= n. At these points an initially localized wave
packet returns to its starting position. This gives the
condition of dynamic localization. For other values of K,
and provided that the resonance condition holds, band
formation takes place and the WS localization due to the
static dc field is destroyed. A slight detuning from reso-
nance (F = (n+ δ)ω), results in super-Bloch oscillations
with the time period given by TSBO =
2pi
ωδ
40–42.
The band collapses for zero static field and both even
and odd n are shown in Fig. 2(a-c). The band collapse in
Fig. 2(b) comes about because the quasi-energy is con-
served modulo ω, and therefore the zero level is the same
as 0.5.
IV. INTERACTING MODEL
In this section, we discuss how the presence of many-
body interactions affect the dynamic localization and
how the MBL phase can be obtained by including the
curvature term.
A. Absence of dynamic localization
For any general time-periodic Hamiltonian, the Flo-
quet operator over one cycle can be expressed in terms of
Floquet Hamiltonian HF as: U(T ) = T
∫ T
0
e−iH(t)dt =
e−iHFT , where T represents the time ordering and T
is the time period of the drive. For the square wave
drive, defining H+ and H− as the Hamiltonians for
the first and second half of the driving period respec-
tively, the Floquet operator can be simplified to U(T ) =
(e−iH−T/2e−iH+T/2). The required quasi-energies and
the Floquet eigenstates are then calculated by numeri-
cally diagonalizing the Floquet operator (upto L = 16 at
half-filling).
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Figure 2. Top panel: Quasi-energy spectrum in the non-interacting case for different strengths of the static field. (a) for
F = 0.0, DL occurs for an even integer value of A/ω. (b,c) DL for a finite value of the static field F = nω. The corresponding
condition for DL also changes depending whether n is odd (b) or even (c). Bottom panel: Quasi-energy spectrum for the
interacting case with different strengths of the static field. A finite interaction avoids the band collapse thus destabilizing DL
in the presence of interactions. The other parameters are: L = 6, ω = 1.0, t = 0.25 and filling factor =0.5 in all the figures.
The obtained quasi-energy spectrum for the interact-
ing case with α = 0, is plotted in Fig. 2(d-f). We ob-
serve that the quasi-energy spectrum for all the cases of
F = 0, n-odd, and n-even, has a tendency to avoid the
band collapse in contrast to the non-interacting prob-
lem (Fig. 2(a-c)) where the band does collapse at certain
special points. This signifies the destruction of dynamic
localization in the presence of many-body interactions.
B. MBL in the presence of a curvature term
Although interactions are inimical to dynamic local-
ization, the presence of a non-zero curvature term can
lead to the MBL phase. As evident from the non-
interacting case with α = 0, the drive re-normalizes
the hopping strength (Eq. 5) and in the high-frequency
limit, the Hamiltonian can be effectively written as a
nearest-neighbor hopping model with re-normalized hop-
ping strength for resonant driving. In the presence of in-
teractions this picture fails as the quasi-momentum is no
longer conserved. Nevertheless, there will be some resid-
ual suppression of the hopping strength 36,43. With only
interactions, and tuning the parameters at the dynamic
localization point (Jeff = 0), this leads to the destruction
of dynamic localization43 and this eventually leads to a
de-localization effect, however we point out that an ad-
ditional non-zero onsite potential (curvature term) yields
MBL around the dynamic localization point.
1. High-frequency driving
To characterize the MBL phase, we study the proba-
bility distribution of the level spacing. Fig. 3 shows the
probability distribution of the quasi-energy gap-ratio pa-
rameter: rn = min(δn/δn+1, δn+1/δn), where δn is the
difference between the nth and (n − 1)th quasi-energy
levels, for a system of size L = 16 and various values of
the curvature term for a large driving frequency ω = 5.
For all the cases (F = 0, nω), the probability distribution
agrees with the Poisson distribution: P (r) = 2/(1 + r)2
and suggests an MBL phase at these special points. The
inset in Fig. 3(a) shows the level-spacing ratio as a func-
tion of A/ω for zero dc field. Although the un-driven
model F = 0, is in the ergodic phase8, the application of
drive leads to the MBL phase with a proper tuning of the
ratio A/ω to the dynamic localization point (A/ω = 2ν
with ν ∈ Z) of the non-interacting problem.
For the case where an additional static field is also
present and satisfies the resonance condition: F =
nω, the condition for dynamic localization in the non-
interacting limit depends on whether the integer n is odd
or even (Eq. 5). We therefore explore both the cases set-
ting F = 5, 10 (corresponding to n = 1, 2 respectively)
as shown in the insets of the Fig. 3(b,c). The un-driven
model corresponding to these field strengths shows the
Stark-MBL phase. By turning on the drive in this case,
we find that the Stark-MBL phase can be destroyed with
resonant driving. We therefore term this phenomenon as
“coherent destruction of Stark-MBL”. However, close to
the points of dynamic localization, Stark-MBL is found
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Figure 3. (a-c) Probability distribution of the quasi-energy gap ratio parameter for a high frequency drive (ω = 5.0) at the DL
point. The cases (a) without any dc field, (b) resonantly tuned drive (F = nω) with n-odd and (c) with n-even, are shown. The
insets in (a-c) shows the average level-spacing ratio as a function of the ratio A/ω for different system sizes. (d-f) Frequency
dependence of the average level-spacing ratio for various interaction strengths. In all the cases, the ratio A/ω is tuned at the
DL point. (d) For zero dc field case, (e,f) For resonant drive with (e) n odd and (f) n even. The insets in (d-f) show the
finite-size scaling of the frequency dependence transition for α = 1.0. The other parameters are: J = 1.0, V = 1.0.
to remain intact. Thus we see that by a proper tuning
of F , A, and ω it is possible to convert the ergodic phase
into the MBL phase and vice versa.
We have seen that tuning the ratio A/ω at the dynamic
localization point, seems to favour MBL. However, this
turns out to be true only for sufficiently high frequen-
cies, and in fact, there is a frequency-dependent tran-
sition from the ergodic to the MBL phase. To demon-
strate this, we tune the ratio A/ω at the dynamic lo-
calization point and vary the driving frequency ω, while
keeping the ratio A/ω fixed. For the zero static field
case, Fig 3 (d) shows the average level spacing for var-
ious interaction strengths. Fig 3 (e) and Fig 3 (f) con-
sider the scenario when an additional dc field is present.
Here, in addition to keeping the ratio A/ω fixed at the
dynamic localization point, we also keep the ratio F/ω
fixed (at 1,2 respectively) as ω is varied. It can be seen
that only at sufficiently high frequency an MBL phase is
observed. Moreover, the frequency required to observe
the MBL phase also increases on increasing the interac-
tion strength. This can be understood from the phase
diagram of the undriven system (see appendix B), where
the ergodic-to-MBL phase transition occurs at a higher
value of the field strength on increasing the interaction
strength. In the presence of the drive, an MBL phase
is obtained only when the effective field in the two half-
cycles (F±A) lies in the deep-MBL region of the undriven
system where the drive only mixes the localized states of
the undriven system. The insets of Fig 3 (d-f) show the
finite-size scaling for V = 1.0 and supports the argument
presented above.
Finally, we consider the case of an off-resonant drive.
Fig. 4(a) shows the level-spacing ratio as a function of
the ratio F/ω. Only when the ratio F/ω approaches an
integer, the level spacing ratio satisfies the Wigner-Dyson
statistics signifying an ergodic phase for these special ra-
tios. Thus, we see that in the high-frequency regime,
Stark-MBL remains robust against off-resonant drive.
2. Low-frequency driving
In the low-frequency regime, the nature of the phase
crucially depends on the choice of the driving amplitude
and the static field strength. Fig. 4(b) shows the vari-
ation of the average level spacing ratio as a function of
the static dc field for different driving amplitudes. It
can be seen that the ergodic-to-MBL phase transition
depends on the choice of driving amplitude. The driven
model yields an MBL phase when both F +A and F −A
lie in the MBL phase of the undriven model, where the
drive only mixes the localized eigenstates of the undriven
system. On the other hand, when one or both of the pa-
rameters: F + A or F − A falls into the ergodic region
of the undriven model, an ergodic phase is observed. We
infer that if the drive mixes both localized and extended
states, it is extended states that dominate.
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Figure 4. (a) High Frequency drive: Average level-spacing ratio as a function of F/ω and away from the DL point (ω = 6.0, A =
8.0). For the condition F = nω, Stark-MBL is destroyed while for off-resonant driving, the Stark-MBL phase is robust. (b)
Low frequency drive: The average level spacing ratio as a function of F/ω for A = 1.0, 2.0 for (ω = 1.0). The transition from
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Figure 5. (a) Absence of DL in the presence of many-body interactions (with α = 0). A departure from perfect periodicity
is observed. (b) Dynamics of the difference in EE (∆S) between the interacting and the corresponding non-interacting limit,
at the DL point. The plots are smoothed out by convolution with a Gaussian: w(n) = e−(n/σ)
2/2, with σ = 5. (c) Coherent
destruction of Stark-MBL phase at resonant driving and the robustness of Stark-MBL phase at off-resonant driving from the EE
dynamics. The fitting is done with the curve: f(x) = a log(x)+ b. The other parameters are: L = 18, J = 1.0, V = 1.0, α = 1.0.
V. DYNAMICS OF ENTANGLEMENT
ENTROPY
For a system in a pure state, the entanglement entropy
(EE) of a subsystem A is defined as: SA = −Tr(ρAlnρA),
where ρA is the reduced density matrix of the subsystem
A obtained by tracing out the degrees of freedom of the
other subsystem B. To study the dynamics of the entan-
glement entropy, we start with an initial product state
(where all the particles occupy the even sites) and use an
exact numerical approach based on the re-orthogonalized
Lanczos algorithm9,44 for the time evolution. Due to the
interactions in the MBL phase, a logarithmic growth of
the entanglement entropy is expected45–47.
We first consider the limit α = 0, and study the stabil-
ity of dynamic localization in the presence of interactions.
The dynamics of entanglement entropy for various inter-
action strengths is plotted in Fig. 5(a), where the ratio
A/ω is tuned at the dynamic localization point. The
entanglement entropy here starts to grow in time as op-
posed to the non-interacting case where as a consequence
of the band collapse, it shows an oscillatory behavior and
recurs to its initial value state) at times t = mT with m
being a positive integer.
We now turn to the case with a finite curvature
strength (α = 1.0), where an MBL phase is found at suf-
ficiently high frequencies.We first consider the case where
the MBL phase is obtained by tuning the ratio A/ω at
the dynamic localization point. We define the quantity:
∆S = S(t, V ) − S(t, V = 0) as the difference between
the entanglement entropy of the interacting and the cor-
responding non-interacting limit. Fig. 5(b) shows the
dynamics of ∆S as a function of time for different sets of
the frequency and the static field. In all the cases, a loga-
rithmic behavior is observed which signifies an MBL-like
phase at these points.
The dynamics of the entanglement entropy for the pa-
rameters tuned away from the dynamic localization point
6is shown in Fig. 5(c). It can be seen that for resonant
drive (F = nω), the Stark-MBL phase is destroyed. The
entanglement entropy increases rapidly for smaller times
followed by a slow growth for the intermediate times
and finally saturates to its thermal value. This slow
growth of entanglement entropy in the intermediate times
is a signature of Floquet prethermalization18,48–50, where
the system prethermalizes before reaching an infinite-
temperature-like state at high frequencies. For the off-
resonant drive at high frequency, the entanglement en-
tropy shows the usual logarithmic growth signifying the
robustness of the Stark-MBL phase.
VI. SUMMARY AND CONCLUSIONS
. To summarize, we study a clean interacting system
driven by a combined ac and dc electric field. The un-
derlying non-interacting problem is itself of interest, and
we semi-classically obtain the condition for dynamic lo-
calization, coherent destruction of WS localization and
super Bloch oscillations. In the presence of interactions,
generic clean many-body systems under a drive, reach
a featureless infinite-temperature-like state. In contrast,
we find that our system can avoid such ‘heat death’, un-
der high-frequency drive. This is achieved either by tun-
ing the system at the dynamic localization point of the
corresponding noninteracting model, or by subjecting the
system to off-resonant drive.
We further study the fate of the Stark-MBL phase in
the presence of an additional drive. Observing that the
effects of low-frequency driving are heavily dependent on
the field strength and the amplitude of the drive, we focus
on high-frequency driving, uncovering an intricate set of
possible phases. One striking possibility is that of gener-
ating an MBL phase from the undriven ergodic phase by
the application of a pure ac field. A second remarkable
possibility appears for sufficiently large dc field, where
it is possible to destroy Stark-MBL, by the application
of a resonantly tuned drive provided that the ratio A/ω
is tuned away from the dynamic localization point. We
term this as ‘coherent destruction of Stark-MBL’. On the
other hand, the Stark-MBL phase is found to be robust
against off-resonant drive.
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Appendix A: Non- interacting Case: Semi-classical Description
The form of the combined dc and ac field can be written as
F(t) =
{
F +A for 0 ≤ t < T/2
F −A for T/2 ≤ t < T, (A1)
where A and T are the amplitude and the time-period of the drive respectively and F is the static field strength.
Firstly, we will consider the case where the static field is absent (F = 0). The quasi-momentum in the presence of
this time dependent field changes as:qk(t) = k +
1
~
∫ t
0
dτF(τ). For square wave driving (Eq. A1), the expression for
the quasi-momentum can be solved as35:
qk(t) =
{
k +A(t− T/4)/~ for 0 ≤ t < T/2
k +A(3T/4− t)/~ for T/2 ≤ t < T. (A2)
The change in the quasi-momentum leads to a change in the dispersion, which is now time-dependent (E(k) =
−2J cos(qk(t))). Due to the absence of energy conservation, we focus on the one-cycle average of the quasi-energy,
which is given by: (k) = −2JT
∫ T
0
cos[qk(t)] dt. Substituting the expression for qk(t) and solving the integral, we get
(k) = −2Jsinc
(
piK
2
)
cos(k), (A3)
where, sinc(z) = sin(z)/z and K = A/ω. The quasi-energy band collapses at the zeros of the function sinc(piK/2),
which occurs when K = Kc = 2ν, ν being any integer (Fig. 2(a)). This is the condition for dynamic localization.
For a combined ac and dc field the quasi-momentum can be expressed as: qk(t) = k + Ft+
∫ t
0
dτFac(τ)
Due to the dc part, the quasi-momentum is no longer a periodic function. However, for the resonance condition
F = nω, the quasi-momentum becomes a periodic function. Solving for the one cycle average of quasi-energy, we get
(k) =
−2J
T
T∫
0
cos[qk(t)] dt =
−2J
T
T/2∫
0
cos (k + nωt+A(t− T/4)) dt+
T∫
T/2
cos (k + nωt+A(3T/4− t)) dt. (A4)
The integral can be solved to yield:
(k) = −2Jeff cos(k + npi
2
), and Jeff = J
{
sin(npi2 +
Kpi
2 )
(Kpi + npi)
+ (−1)n sin(−
npi
2 +
Kpi
2 )
(Kpi − npi)
}
(A5)
81. Case 1: Odd n
For odd n, Eqn. A5 can be simplified to
(k) = −2J
(
2K cos(Kpi2 )
(K2 − n2)pi
)
cos(k − pi
2
). (A6)
Here, the band collapses for K = Kc = 2ν + 1, ν ∈ Z and Kc 6= n (Fig. 2(b)). This gives the condition of dynamic
localization whereas for other K with the resonance condition destruction of Wannier-Stark localization occurs.
2. Case 2: Even n
For even n, Eqn. A5 can be simplified to
(k) = −2J
(
2K sin(Kpi2 )
(K2 − n2)pi
)
cos(k) = −2J
(
sinc(Kpi2 )
1− n2K2
)
cos(k). (A7)
Again, the band collapse occurs at K = Kc = 2ν, ν ∈ Z and Kc 6= n (Fig. 2(c)). At these points an initially localized
wave packet returns to its starting position. This gives the condition of dynamical localization. For other values of
K, and provided that the resonance condition holds, band formation takes place and the WS localization due to the
static dc field is destroyed.
3. Super-Bloch Oscillations
Considering the case of a slight detuning from the resonant condition: F = (n + δ)ω, the corresponding quasi-
momentum can be written as: qk(t) = k+nωt+ δωt+
∫ t
0
dτFac(τ). The quasi-momentum is no longer periodic due to
the extra term. However for δ << 1, we can approximately take qk(t) as periodic and can proceed further to calculate
the quasi-energy by assuming δωt as a constant. It can be easily verified that for both even and odd n, the cosine
term cos(k), acquires an additional phase δωt, which is equivalent to a static dc field of magnitude δω. The dynamics
shows oscillatory behaviour similar to Bloch oscillations. These oscillations are termed as super-Bloch oscillations.
The time period is given by: TSBO =
2pi
δω .
Appendix B: Undriven system: F(t) = F
In the absence of driving, the Hamiltonian can be written as
H = −J
L−2∑
j=0
(c†jcj+1 + c
†
j+1cj)− F
L−1∑
j=0
j(nj − 1
2
) + α
L−1∑
j=0
j2
(L− 1)2 (nj −
1
2
) + V
L−2∑
j=0
(nj − 1
2
)(nj+1 − 1
2
). (B1)
The model shows an ergodic phase for small field strengths, while for sufficiently strong field strength it shows an
MBL phase.
To study the different phases, we plot the average level-spacing ratio as a function of field strength (Fig. 6(a)). For
small field strength the level-spacing follows Wigner-Dyson statistics while for large field strength it follows Poisson
statistics signifying an MBL phase for these values of the field strength. Finally, we also look at the interplay of the
interactions and the field strength. Fig. 6(b) shows the surface plot of the average level-spacing ratio as a function
of both field strength and the interaction strength. On increasing the interaction strength, the field required to show
MBL also increases.
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Figure 6. Left: Average level-spacing ratio as a function of the field strength for a fixed V = 1.0. Right: Surface plot of the level
statistics as a function of both field strength (F ) and the interaction strength (V ). The other parameters are: L = 16, α = 1.0.
