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1
1 Introduction
It is a well known fact that on a real ellipse, a billiard trajectory remains tangent
to the same confocal conic (ellipse or hyperbola) after successive bounces. This
is true in particular for periodic orbits. See for exemple [28], Chapter 4.
In this present paper, we study the caustics of a complex reflection law, which
will be defined later (in Section 2). For now, one should just know that it is a
natural generalization of the real law and that it was used to prove important
results. More precisely, let q be the non-degenerate complex quadratic form
q(x, y) = x2 + y2 on C2. Then to each complex line L passing through a point
A, one can associate its orthogonal line (for q) L′ passing through A. Then in
the case when L 6= L′ (non-isotropic case) we can define the reflection of lines
passing through A as the usual way. In the case when L = L′, the reflection of
lines is defined as a limit of lines reflected in non-isotropic cases. We give more
details in Section 2.
It was introduced by Glutsyuk in order to study Ivrii’s conjecture on periodic
orbits together with its analogues for pseudo-billiards and complex billiards (cf
[11, 12, 13]). Another use of it was made by Romaskevich in [25], to prove that
the set of incenters of triangular orbits in an ellipse is also an ellipse.
The idea to approach a real problem by studying its extension to complex
domain is not new. For example a proof of Poncelet theorem was given in [14]
by generalizing it to complex caustics in CP2. Note that Poncelet’s theorem
was also studied on other fields, see for example [5] and [17]. Since it is a key
point in this article, let us recall it.
Theorem 1.1 (Poncelet, [14]). Let C and D be two conics of CP2 intersecting
transversally. If there is a n-sided polygon inscribed in C and circumscribed
about D, then for each point p of C there is such a polygon having p as a vertex.
Billards with other reflection laws were already studied, see [18] for an in-
troduction to this topic, and [1] for a precise study in the Minkovski settings.
Furthermore, new discoveries about the elliptic billard are made even recently,
see for example Reznik’s github page [24], and [2, 3] for mathematical proofs of
some of its experimental results.
We denote by Cλ the (complex) conic given in the affine chart (x, y) by
equation
Cλ : x
2
a2 + λ
+
y2
b2 + λ
= 1
where x, y ∈ C2 and λ ∈ C \ {−a2,−b2} ; let us also define E = C0 that is
E : x
2
a2
+
y2
b2
= 1.
We first prove the following theorem (see Fig. 1):
Theorem 1.2 (Complex caustics). Let T = (M0, . . . ,Mn) be a (n + 1)−uplet
of points of E such that any two consecutive points are dictinct. The following
statements are equivalent:
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• there is a λ, such that a2 + λ, b2 + λ 6= 0 and for each j ∈ {1, . . . , n− 1}
the lines Mj−1Mj and MjMj+1 realize the two tangent lines to Cλ going
through Mj;
• T is a non-degenerate non-isotropic piece of complex billiard trajectory
whose sides do not contain the real nor the complex foci.
If this λ exists, then it is unique.
F1 F2
M1
M2
M3
M0
M4
Cλ
E
Figure 1: The confocal caustic Cλ inscribed in a piece of billiard trajectory.
The definition of non-degenerate and non-isotropic complex billiard orbits
will be defined later, in Subsection 2.2. For now, the reader can think about
them as "good" orbits. Thus Theorem 1.2 generalizes the theorem of the exis-
tence of caustics in the elliptic billiard to its complexification.
For periodic orbits, we improve Theorem 1.2 as follows:
Theorem 1.3. Fix n ≥ 3. There exist N confocal conics γn1 , . . . , γnN satisfying
the following properties:
1. any n−sided polygon inscribed in E, circumscribed about a γnj and having
its consecutive vertices distinct, is a periodic billiard orbit (which is non-
degenerate non-isotropic and non-flat);
2. any non-degenerate non-isotropic periodic billiard orbit which doesn’t pass
through a (complex or real) focus of E is circumscribed about one of the
γnj ;
3. for each point p of E and each j, one can find an n−sided polygon inscribed
in E and circumscribed about a γnj , having p as a vertex.
Furthermore, N ≤ n2/4 if n is even, and N ≤ (n2− 1)/4 if n is odd. For n = 3
one has N = 2. For n = 4, N = 3 in the case when a 6= √2b and N = 2
otherwise.
Remark 1.4. Theorem 1.3 gives a meaning to another result which can be found
in [8]. In this paper, at pages 17-18, the authors use a similar method to ours
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coming from elliptic functions theory to give a classification of the real caustics
of the elliptic billard. Similarly to us, the caustics are related to the roots of
a specific polynomial, and in their case some on these roots do not correspond
to any real caustics. For example in the case of triangular orbits, one can find
two roots: one of them corresponds to the usual smaller confocal ellipse, the
other one defines a confocal ellipse which is bigger than the billard table and
cannot be a caustic for real triangular orbits by convexity. Our result allows
to understand this other root also as another caustic, but for the reflection law
extended to the complex domain.
A rather interesting application of Theorem 1.3 is the classification of 3-
periodic degenerate orbits (defined as the limits of non-degenerate orbits) -
which is related to a result in [25]:
Corollary 1.5. There are exacty 8 degenerate triangular orbits, given by an
isotropic tangency point α of E and the point β of E such that the line αβ is
tangent to a conic γ3j and non-isotropic.
1.1 Structure of the document and main arguments
We exclude the case when E is a circle. The document has the following struc-
ture:
1. Section 2 gives more details about the complex reflection law and what
complex billiard trajectories are.
2. We present a natural and short proof of Theorem 1.2 in Section 3: it
uses Zariski topology and classical results on real billards.
3. In Section 4, we present another proof of Theorem 1.2 that simultane-
ously yields new results on Joachimstal invariant. The latter is a quantity
P (M, v) depending on a vertex M ∈ E of a polygon T inscribed in E and
a vector v directing a side of this polygon starting at M . We show that
this quantity: a) doesn’t depend on the vertex M chosen or v if and only
if T is a billiard trajectory ; b) is directly related with the existence of a
conic inscribed in T .
4. In Section 5 we prove Theorem 1.3. We use a theorem of Cayley to
establish the existence of confocal conics inscribed in an n−sided poly-
gon which is itself inscribed in E , and also to bound their number. This
theorem reduces the proof to the computation of a certain polynomial’s
degree.
5. The cases of 3− and 4−periodic orbits are studied in Sections 6 and 7,
where we compute the exact value of the N appearing in Theorem 1.3,
getting similar results as in [8].
4
1.2 Notations and usual properties of conics
In the whole article, we are dealing with the complexification of the real ellipse
E and with the complex ellipses Cλ. Thus we recall some results about these
objects.
The ellipse E has four isotropic tangent lines (which are tangent lines directed
by the vectors (1,±i), cf [4], Volume 2, Section 17.4.3). The name isotropic is
due to the fact that (1,±i) are isotropic vectors of the complex quadratic form
q(x, y) = x2 + y2, i.e., q vanishes on them.
A simple computation shows that their corresponding tangency points have
coordinates (
± a
2
√
a2 − b2 ,±
ib2√
a2 − b2
)
. (1)
where the signs ± are independent. This allows us to extend the definition of a
focus of an ellipse as an intersection point of its non-parallel isotropic tangent
lines, cf [4], Volume 2, Section 17.4.3. In our case, the ellipse E has four foci:
• two real foci of coordinates (±c, 0), where c = √a2 − b2 ;
• two complex foci of coordinates (0,±ic).
The foci lines of E are defined as two distinct lines : the line joining the
complex foci and the line joining the real foci.
Remark 1.6. We see here that E and Cλ have the same foci. Hence they have
the same isotropic tangent lines !
The following result will be needed, which generalizes a well known result in
the real case (concerning the intersection of an ellipse with a confocal hyperbola).
To state it, we recall that q(x, y) = x2 + y2 is a complex quadratic form, whose
associated bilinear form is b defined by
b (u, v) = uxvx + uyvy
for all u = (ux, uy), v = (vx, vy) ∈ C2. Two vector spaces F , G of C2 are said to
be orthogonal if
b(u, v) = 0
for all u ∈ F and v ∈ G, and this definition extends naturally to lines in C2:
two lines are orthogonal if their directions are orthogonal.
Lemma 1.7. Let λ 6= 0. Then E and Cλ have four common points, whose
coordinates (x, y) are such that
x2 =
a2(a2 + λ)
a2 − b2 and y
2 =
b2(b2 + λ)
b2 − a2 .
The tangent lines to Cλ and E at these points are orthogonal (for q).
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Proof. The coordinates of the common points are obtained by solving the system
composed by the equations of Cλ and E .
Then, since the equations of the tangent lines of E and Cλ in one of these
common points can be computed, it is not difficult to check that both tangent
lines are orthogonal.
Finally, we will name by S the point of coordinates (−a, 0) of E .
2 Complex reflection law
Here we introduce the notion of complex billiards, which is somewhat similar to
pseudo-euclidean billiards studied by V. Dragovic and M. Radnovic in [7].
Considering an affine chart whose coordinates will be denoted by (x, y),
we have the inclusion R2 ⊂ C2 ⊂ CP2, and CP2 = C2 ⊔ C∞, where C∞ is
the infinity line. As introduced and explained in [11], and studied in [25], the
reflection law on an algebraic (analytic) curve in R2 can be extended to CP2
by considering the complexified version of the canonical euclidean quadratic
form, that is the complex-bilinear non-degenerate quadratic form q. It leads to
construct a notion of symmetry with respect to lines of C2. Just note that q
has two isotropic subspaces of dimension 1 (namely C(1, i) and C(1,−i)).
2.1 Definition
Definition 2.1. Define the cyclic points of CP2 as the points I = (1 : i : 0) or
J = (1 : −i : 0).
Definition 2.2 ([11], definition 1.2). A line in CP2 is said to be isotropic if
it contains either I or J and non-isotropic if not. (Thus, the infinity line is
automatically isotropic.)
Definition 2.3 ([11], definition 2.1). The symmetry with respect to a line L is
defined by the two following points:
• the symmetry acting on C2 (on points and on lines): it is the unique non-
trivial complex-isometric involution (isometric for the form q) fixing the
points of the line L, if L is non-isotropic ;
• the symmetry acting on lines: if L is an isotropic line passing through a
point x /∈ C∞, two lines ℓ and ℓ′ going through x are called symmetric with
respect to L if there exist sequences of lines (Ln)n, (ℓn)n, (ℓ′n)n through
points xn such that Ln is non-isotropic, ℓn and ℓ′n are symmetric with
respect to Ln, ℓn → ℓ, ℓ′n → ℓ′, Ln → L and xn → x, when n→∞.
We recall now Lemma 2.3 [11] which gives an idea of this notion of symmetry
in the case of an isotropic line through a finite point.
Lemma 2.4 ([11], Lemma 2.3). If L is an isotropic line through a finite point
x and ℓ, ℓ′ are two lines passing through x, then ℓ and ℓ′ are symmetric with
respect to L if and only if either ℓ = L, or ℓ′ = L.
6
2.2 General billiard orbits
Definition 2.5. A piece of non-degenerate complex billiard trajectory is an
ordered set of points (M0,M1, . . . ,Mn) on E such that
1. Mj 6=Mj+1 for all j ∈ {0, . . . , n− 1};
2. for all j ∈ {1, . . . , n− 1} the line TMjE is non-isotropic;
3. for all j ∈ {1, . . . , n− 1}, the lines Mj−1Mj and MjMj+1 are symmetric
with respect to the tangent line TMjE .
We say that a piece of non-degenerate trajectory is a non-degenerate periodic
orbit or just an orbit when Mn = M0 and when the above statements are also
true for M0.
The Mj’s are called vertices of the trajectory, and the lines MjMj+1 sides
of the trajectory.
Computations will be easier with the following definitions.
Definition 2.6. A piece of non-degenerate trajectory is said to be :
1. finite if none of its vertices belong to the infinity line, and infinite if one
of them belong to C∞;
2. isotropic if all of its sides are isotropic, and non-isotropic if none of its
sides is isotropic.
3. flat if all of its sides coincide with one of both foci lines of E .
Remark 2.7. It is not difficult to see that a piece of trajectory has a side on a
foci line if and only if it has all its sides on this foci line.
Then we will use the following proposition, which follows from the fact that
the reflection law with respect to a non-isotropic line permutes two isotropic
lines, [12], corollary 2 (there exist exactly two distinct isotropic lines passing
through any point x /∈ C∞).
Proposition 2.8. A non-degenerate periodic orbit with an odd number of sides
is non-isotropic and none of its sides lie on a foci line.
When n = 3, periodical orbits are called triangular. The proposition 2.8
implies that there are no non-degenerate isotropic triangular orbits.
Definition 2.9 ([11]). A degenerate triangular complex orbit on a complex
conic E is an ordered triple of points in E which is the limit of non-degenerate
periodic triangular orbits and which is not a non-degenerate triangular orbit.
We define the sides of a degenerate orbit as the limits of the sides of the non-
degenerate orbits which converge to it. Note that the sides of a degenerate orbit
are uniquely defined, see the following more precise proposition.
Proposition 2.10 ([25], lemma 3.4). A degenerate triangular orbit of an ellipse
E has an isotropic side A which is tangent to E, and two coinciding non-isotropic
sides B.
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3 An algebraic proof of Theorem 1.2
In this section we give a short algebraic proof of Theorem 1.2, noticing that the
theorem is true for real orbits and using Zariski topology to conclude.
Proposition 3.1. For every projective line L passing through neither real, nor
complex foci there exists a unique λ /∈ {−a2,−b2} such that the conic Cλ is
tangent to L.
Proof. We prove this result by taking projective duality given by polar duality
with respect to the Euclidean metric.
Denote by F1 and F2 the real foci of all Cλ, and by G1 and G2 their complex
foci: F1, F2 are on the x-axis, G1, G2 on the y-axis (see Subsection 1.2, or [4],
Volume 2, Section 17.4). Hence the dual line F ∗i of Fi is vertical and the dual
line G∗i of Gi is horizontal.
Then note that any line FiGj is tangent to any Cλ (again, see Subsection
1.2, or [4], Volume 2, Section 17.4.3). It induces a point xij defined as the dual
of the line FiGj , which belongs to all dual conics C∗λ of Cλ. Hence, the family
C∗λ is a pencil of conics through 4 distinct points xij . The conics C∗λ of the dual
pencil are given by the equation (a2 + λ)x˜2 + (b2 + λ)y˜2 = 1. They are smooth
for every λ /∈ {−a2,−b2}.
Now, to any line L passing through neither real, nor complex foci corresponds
a dual point yL different from the xij . By polar duality, Proposition 3.1 is
equivalent to say that there is a unique conic passing through yL in the pencil
of conics defined by the dual conics of the Cλ. And this is a classical result on
pencils of conics which is not difficult to prove, see for example [9].
To see that λ /∈ {−a2,−b2}, suppose the contrary, for example λ = −b2.
The conic C∗λ is a pair of vertical lines passing through the xij , hence both lines
are the dual lines F ∗1 and F
∗
2 of the real foci. But L do not contain any foci,
thus its dual point L∗ do not belong to F ∗1 ∪ F ∗2 = C∗λ.
The same statement holds for complex foci and −b2 replaced by −a2.
Remark 3.2. By proof of Proposition 3.1, we see in fact that if L goes through
a real focus, its dual point L∗ belongs to a C∗λ only when λ = −b2. Hence L is
never tangent to a Cλ for λ 6= −b2.
Corollary 3.3. The collections of (A,L, λ) such that A lies in the given ellipse
E and L is a line through A that is tangent to Cλ form an irreducible two-
dimensional algebraic surface, in which the real part (real lines tangent to real
confocal ellipses) is Zariski dense. The image of L under reflection from the
tangent line TAE is again tangent to Cλ.
Proof. The first statement of Corollary 3.3 follows immediately from Proposition
3.1. The second statement follows from the fact that it obviously holds on the
Zariski dense real part and from algebraicity of the tangency condition for the
reflected line.
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Proof of Theorem 1.2. If the first statement of Theorem 1.2 is realized, then for
each j, by Corollary 3.3 the line Mj−1Mj is reflected into the Mj+1Mj under
reflection from the tangent line TMjE . Hence T is a billard orbit.
If the second statement of Theorem 1.2 is true, by Proposition 3.1 there is a
unique λ /∈ {−a2,−b2} such that the conic Cλ is tangent to the line M0M1. By
Corollary 3.3, each MjMj+1 is again tangent to Cλ.
Note that if you fix j, Mj−1Mj and Mj+1Mj are the two tangent lines to
Cλ passing through Mj: indeed, suppose Mj−1Mj = Mj+1Mj and take any
tangent line T to Cλ passing through Mj . By Corollary 3.3, it is reflected in
a tangent line T ′ to Cλ. In the case when T = T ′ the line T is orthogonal to
TMjE , and so is the line MjMj+1 for the same reasons. If T 6= T ′, we have
T or T ′ = MjMj+1 or we would have three distinct tangent lines to E passing
through Mj which is impossible. Hence T = T ′ =MjMj−1 =MjMj+1.
4 Theorem 1.2 and Joachimsthal invariant
Remark 4.1. This section was inspired by the study of billiards in conics con-
ducted in Chapter 4 - Billards inside Conics and Quadrics of [28]. In this book,
Theorem 4.4 shows that for a set of points and directions defined as successive
billiard reflections on a real conic E , there is an invariant quantity. Known as
Joachimsthal invariant, it is defined by
xvx
a2
+
yvy
b2
where (x, y) are the coordinates of a vertex of an orbit, and v a unitary vector
having this vertex as starting point and pointing toward the next vertex. The
author, Tabachnikov, further explains, without proving it, that one can find
such an invariant if and only if one can find a conic tangent to the orbit.
In our case, Joachimsthal invariant doesn’t work anymore and we need to
change it a little bit: a square power appears, and we have to handle the case of
isotropic directions, for which unitary vectors cannot be found (that are vectors
v such that q(v) = 1).
4.1 A billiard invariant
Proposition 4.2. Let T = (M0,M1,M2) be a piece of non-degenerate and
non-isotropic trajectory on E with M0 finite. Then the quantity
P (Mj , v) =
(xjvx
a2
+ yjvy
b2
)2
q(v)
where (xj , yj) are the coordinates of a finite vertex Mj and v = (vx, vy) is a
directing vector ofMj−1Mj orMjMj+1, is independent on the index j ∈ {0, 1, 2}
of the finite vertex chosen and on v (see Fig. 2).
Remark 4.3. For periodic orbits with an odd number of sides, one can remove
the non-isotropic assumption, see Proposition 2.8.
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EM0
M1
M2
v0
v′1
v1
v′2
Figure 2: In Proposition 4.2, we consider all quantities P (M0, v0), P (M1, v′1),
P (M1, v1) and P (M2, v′2).
Proof. Since a non-isotropic piece of trajectory has non-isotropic sides by defi-
nition, q(v) 6= 0 for all v taken like in the proposition we want to prove.
First case: If M0 and M1 are finite, write M0 = (x0, y0), M1 = (x1, y1).
Take v0 a vector such that q(v0) = 1 and directing M0M1 and v1 vector such
that q(v1) = 1 and directing M1M2. Define the matrix
A =
(
1/a2 0
0 1/b2
)
.
Then since tMjAMj = 1 and since A is symmetric, we get
t(M1 −M0)A(M1 +M0) = tM1AM0 − tM0AM1 = 0.
Since v0 is collinear to M1 −M0 we have further tv0A(M1 +M0) = 0, thus
tv0AM1 = −tv0AM0. (2)
But since M0M1 and M1M2 are symmetric with respect to the tangent line of
E in M1 which is also orthogonal to AM1 (the gradient in M1 of the bilinear
form defining E), we only have two possibilities : either v0 + v1 or v0 − v1 is
orthogonal to AM1. Hence
t(v0 + v1)AM1 = 0
or
t(v0 − v1)AM1 = 0.
In both cases (
tv0AM1
)2
=
(
tv1AM1
)2
and using equality (2), we get
(
tv0AM0
)2
=
(
tv1AM1
)2
(3)
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which proves Proposition 4.2 for unitary vectors. For general vectors, it is
enough to divide them by a square root of q(v), which explains why there is a
1/q(v) in the invariant formula.
Second case: If M0 is finite and M1 infinite (see Fig. 3), then M2 is
finite. Indeed, M0M1 is a finite line and TM1E is not isotropic. Hence the line
symmetric to M0M1 with respect to TM1E is finite and parallel to M0M1 and
to TM1E . Thus M2 is finite. And therefore, we need to prove that
P (M0, v) = P (M2, v)
with v a vector directing TM1E (because v directs the lines M0M1, M1M2 and
TM1E). But M2 = −M0 since TM1E goes through the origin O = (0 : 0 : 1) (by
property of a tangent line at an point of E on C∞) and the ellipse E is symmetric
across O (see Fig. 3). This implies that P (M0, v) = P (M2, v).
M0
M1
M2
O
E
v
v
v
M0M1 M1M2TM1E
Figure 3: A piece of billiard trajectory (M0,M1,M2) on E with M1 infinite as
in the proof of Proposition 4.2. The points M0 and M2 are symmetric across
O, hence M2 = −M0 and P (M0, v) = P (M2, v). Here E is represented as an
hyperbola which allows us to view the tangent line at the infinity point M1 as
the vertical asymptote.
Corollary 4.4. Let T = (M0, . . . ,Mn) be a piece of non-degenerate and non-
isotropic trajectory on E. Then the quantity P (Mj, v) defined as before doesn’t
depend on the choice of a finite vertex Mj or on v, a directing vector of Mj−1Mj
or MjMj+1. Thus we will write P (Mj , v) = P (T ).
Now we see that the invariant property implies a billiard reflection property.
Lemma 4.5. Let M be a finite point on E such that the line TME is non-
isotropic. Let ℓ1, ℓ2 two non-isotropic lines passing through M and directed by
the vectors v1, v2. If
P (M, v1) = P (M, v2) (4)
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then one of the following cases holds:
1. ℓ1 = ℓ2;
2. ℓ1 and ℓ2 are symmetric with respect to TME.
Proof. Suppose that case 1 is not true. Let us prove case 2.
We can suppose q(v1) = q(v2) = 1. By the equality (4), we have
tv1AM = ±tv2AM
hence
t(v2 ± v1)AM = 0.
Thus we get that v1 + v2 or v2 − v1 is orthogonal to AM which is orthogonal
to the tangent line of E in M . Hence v1 + v2 or v1 − v2 is tangent to E in M .
This implies that one of these vectors is fixed by the reflection with respect to
TME . Therefore this means that the components of the vj ’s along the direction
of TME⊥ are the same or have opposite signs. Since the vj ’s are unit vectors,
their components along the direction of TME are also the same or have opposite
signs.
Hence we have only three possibilities: a) v1 and v2 are symmetric with
respect to TME , b) v1 and v2 are symmetric with respect to TME⊥, c) v2 = ±v1.
Possibility c) cannot happen, otherwise ℓ1 = ℓ2. Hence case 2 is proven.
Lemma 4.6. Let M0,M1,M2 be points on E such that M0,M2 are finite and
M1 infinite. Let vj be a vector directing the line M1Mj. If
P (M0, v0) = P (M2, v2) (5)
then one of the following cases holds:
1. M0 =M2;
2. M0M1 and M1M2 are symmetric with respect to TM1E.
Proof. Suppose that case 1 is not true. Let us prove case 2.
Since M1 ∈ E is infinite, M1 = (a : ±ib : 0). Thus M0M1 and M1M2 are
directed by v = (a : ±ib). To simplify, suppose v = (a, ib) = v1 = v2. Thus
since P (M0, v) = P (M2, v) by equality (5), we have
x0
a
+ i
y0
b
= ε
(x2
a
+ i
y2
b
)
with ε ∈ {1,−1}, Mj = (xj , yj). Hence
x2 − εx0
a
+ i
y2 − εy0
b
= 0.
We show that ε = −1. Indeed, if ε = 1, the latter equality means that −−−−→M0M2
is orthogonal to v′ = (1/a, i/b), which is orthogonal to v. Therefore
−−−−→
M0M2
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is colinear to v : but this is impossible, otherwise M0,M1,M2 would be three
distinct points of E on the same line.
Thus ε = −1. Then, applying the same arguments, we have M0 = −M2.
Hence M0M1 reflects into M1M2.
4.2 Particular values of the invariant
The question we consider here is : for which non-isotropic v do we have P (M, v) =
b−2 or P (M, v) = a−2 ?
Proposition 4.7. If M is not a point of isotropic tangency of E, we have :
• P (M, v) = a−2 if and only if v has the same direction as the line going
through M and one of the real foci of E.
• P (M, v) = b−2 if and only if v has the same direction as the line going
through M and one of the complex foci of E.
F1 F2
M
v
Figure 4: The non-isotropic line passing through M and directed by v goes
through a real focus if and only if P (M, v) = a−2, see Proposition 4.7.
Proof. We just prove the first point, the second one is analogous.
First, for a fixed M ∈ E , and a k ∈ C, there are at most two directions v
such that
P (M, v) = k.
(two collinear vectors have the same direction). Indeed, the equation xvx
a2
+
yvy
b2
= k′ of unknowns vx, vy defines a complex line which intersects the affine
set v2x + v
2
y = 1 in at most two points (weak form of Bezout theorem). And
considering the same equation but with −k′ instead of k′, we get at most four
unitary vectors such that P (M, v) = k, two of them being the opposite of the
others. Hence there are at most two directions such that P (M, v) = a−2.
We give here the different possibilities for those directions. The real foci
of E have coordinates (±c, 0) where c = √a2 − b2. Hence v± = (x ± c, y) are
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directing the lines going through M and the real foci. Then we have
xv+,x
a2
+
yv+,y
b2
=
x(x+ c)
a2
+
y2
b2
= 1 +
xc
a2
=
a2 + xc
a2
and using the fact that M ∈ E , we have
a2q(v+) = a2(x+ c)2 + a2y2
= a2(x+ c)2 + (ab)2 − b2x2
= c2x2 + 2a2xc+ a4
= (a2 + cx)2
Hence, since M is not an isotropic tangency point of E and by (1), we get that
q(v+) 6= 0.
Thus,
P (M, v+) = a−2
and the same is true with v−. There is one case when v− and v+ are colinear :
when M is one vertex of the ellipse. But this case can be solved easily.
Corollary 4.8 (Forbidden values of P (T )). Let T = (M0, . . . ,Mn), with n ≥ 3,
be a non-degenerate and non-isotropic piece of trajectory. If T has none of its
sides passing through a real or a complex focus of E, then P (T ) 6= a−2 and
P (T ) 6= b−2.
P (T ) = a−2
F1 F2
P (T ) 6= a−2, b−2
F1 F2
Figure 5: Trajectories with their respectives P (T )
4.3 Proof of Theorem 1.2
Here we prove that the invariant P (T ) charaterizes pieces of trajectories which
are tangent to the same conic. We first recall the following elementary fact:
Lemma 4.9. let C be a conic in CP2 given by the equation tXAX = 0 where
A is a 3 × 3 invertible matrix, and v = (a′, b′, c′) ∈ C3 defining the line ℓv of
equation a′x+ b′y + c′z = 0. Then ℓv is tangent to C if and only if
tvA−1v = 0.
We are now ready to prove the first part of Theorem 1.2:
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F1 F2
M1
M2
M3
M0
M4
Cλ
E
Figure 6: The confocal caustic Cλ inscribed in a piece of billiard trajectory.
Proposition 4.10. Let T = (M0, . . . ,Mn) be a non-degenerate non-isotropic
piece of billiard trajectory. We suppose that none of its sides pass through a
(real or complex) focus. Then there is a unique λ ∈ C such that a2 + λ 6= 0,
b2 + λ 6= 0 and T is circumscribed about the conic Cλ.
We have in this case λ = −(ab)2P (T ).
Proof. For s ∈ C, let us define the matrix
Bs =

a2 + s 0 00 b2 + s 0
0 0 −1

 .
Since the orbit is non-isotropic, two consecutive sides cannot be infinite at the
same time. Hence we suppose without loss of generality that M0 is finite. Then
the lineM0M1 is defined by the equation in CP2 vyx−vxy+(vxy0−vyx0)z = 0.
Here M0 = (x0, y0) and v = (vx, vy) is a directing vector of M0M1 in C2. Hence
we have M0M1 = ℓw (in the notations of Lemma 4.9) where
w = (vy,−vx, vxy0 − vyx0).
It allows us to compute
twBsw = (a2 + s)v2y + (b
2 + s)v2x − (vxy0 − vyx0)2 .
Using the fact that M0 lies on the ellipse, that is, substituting
a2 = x20 +
a2y20
b2
, b2 = y20 +
b2x20
a2
to the above formula, we get
twBsw = sq(v) + (ab)2
(x0vx
a2
+
y0vy
b2
)2
.
Hence the previous quantity P (M0, v) defined in Proposition 4.2 appears here
again, since
twBsw = q(v)
(
s+ (ab)2P (M0, v)
)
.
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Hence if λ = −(ab)2P (M0, v), it is the only λ for which twBλw = 0. And since
P (M0, v) = P (T ) doesn’t depend on the choice of the index j of aMj , the same
computations are true for all lines MjMj+1. Thus, since P (T ) 6= a−2, b−2 by
corollary 4.8, we have a2 + λ 6= 0 and b2 + λ 6= 0, Bλ is invertible and B−1λ
defines the conic Cλ. The above equality twBλw = 0 implies that all MjMj+1
are tangent to Cλ.
Now let us prove the second part of Theorem 1.2. It is a consequence of
Proposition 4.12 which comes later. But first we will need the following
Lemma 4.11. Let λ ∈ C be such that a2 + λ 6= 0 and b2 + λ 6= 0. Then each
line M0M1 which is tangent to Cλ, where M0 6=M1 ∈ E, is such that
1. M0 or M1 is finite;
2. the line M0M1 is non-isotropic;
3. λ = −(ab)2P (Mj , v)
where v is directing M0M1 and Mj is a finite point among M0,M1.
Proof. First notice that this line is non-isotropic because otherwise it would be
tangent to Cλ, hence to E , and we could not have M0 6=M1.
Furthermore, it is not the infinity line (which is not tangent to Cλ), henceM0
or M1 is finite. Therefore, the lemma results from the computation analogous
to that of the proof of Proposition 4.10 for the computation of twBsw.
Proposition 4.12. Let λ ∈ C be such that a2+λ 6= 0 and b2+λ 6= 0. Then each
n−uplet of points T = (M0, . . . ,Mn) ∈ En, two consecutive points being distinct,
such that for all j ∈ {1, . . . , n− 1} the sides Mj−1Mj and MjMj+1 realize the
two tangent lines to Cλ going through Mj, is a non-degenerate and non-isotropic
piece of billiard trajectory, with λ = −(ab)2P (T ), whose sides avoid the foci of
E.
Proof. Lemma 4.11 implies that the sides MjMj+1 of T are non-isotropic and
for each j, at least one point among Mj or Mj+1 is finite.
Furthermore, the quantity P (Mj, v) doesn’t depend on the finite point Mj
of T or on the vector v directing Mj−1Mj or MjMj+1.
Therefore for each j, we have two possibilities by Lemmas 4.5 and 4.6: either
Mj−1Mj =MjMj+1 or both lines are symmetric with respect to TMjE .
Let us show that the former case is a subcase of the latter case. Indeed,
if there is a j such that Mj−1Mj = MjMj+1, then by properties of conics
Mj−1 =Mj+1. This implies that there exists only one tangent line to Cλ going
through Mj . Hence Mj ∈ Cλ ∩E and Mj−1Mj is the tangent line TMjCλ, which
is orthogonal to the tangent line TMjE by Lemma 1.7. Thus Mj−1Mj and
MjMj+1 are symmetric with respect to TMjE .
Hence for each j we have a billiard reflection. Finally the sides avoid the
foci, since λ 6= −a2,−b2 and by Corollary 4.8. This concludes the proof.
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5 Proof of theorem 1.3
The finiteness of the number of conics γnj , which we will call caustics, is not
difficult to prove. For a fixed integer n ≥ 3, the set Tn of non-degenerate
n−periodic orbits is an open set of an algebraic curve of En ≃ (CP1)n (other-
wise we could find an open set of inital conditions (M0,M1) ∈ E2 corresponding
to n−periodic orbits, contradicting the real case). This curve has then a fi-
nite number of irreducible components. Now, for a fixed caustic, the set of
n−periodic orbits circumscribed about it is an irreducible algebraic curve in-
cluded in Tn (this follows from the fact that each n−periodic orbit is uniquely
defined by its initial condition (ℓ,M0), where ℓ = M0M1 is a line through M0
that is tangent to the given caustic, and the space of initial conditions is an
elliptic curve, see [14]). But two different caustics cannot have the same set
of circumscribed orbits: otherwise their corresponding constant P (T ) would be
the same (Proposition 4.10), which is impossible. Hence there is a finite number
of caustics: γn1 = Cλ1 , . . . , γnN = CλN , with pairwise distinct λj all different from
−a2 and −b2.
Our goal now is to estimate the number N of caustics. To do so, we will
use Cayley’s theorem, proven for example in [14]. We will just give an upper
bound on N (Propositions 5.4 and 5.8) and explain how we can compute its
exact value (Corollary 5.6 and Propositions 5.8 and 5.11).
The following theorem of Cayley is needed. We will say that two conics C
and D are in general position if they intersect (transversally) at four points.
Note that if λ 6= 0, Cλ and E are in general position (see Lemma 1.7).
Theorem 5.1 (Cayley). Fix n ≥ 3. Let C and D be quadratic forms defining
two regular conics in CP2 in general position. Write√
det(tC +D) = A0 +A1t+A2t2 . . .
the analytic expansion in 0 of the holomorphic function t 7→
√
det(tC +D).
Then there is an n−sided polygon inscribed in C and circumscribed about D if
and only if ∣∣∣∣∣∣∣
A2 . . . Am+1
...
. . .
...
Am+1 . . . A2m
∣∣∣∣∣∣∣ = 0, with m =
n− 1
2
(n odd),
or ∣∣∣∣∣∣∣
A3 . . . Am+1
...
. . .
...
Am+1 . . . A2m−1
∣∣∣∣∣∣∣ = 0 with m =
n
2
(n even).
This condition is reduced to A2 = 0 when n = 3 and to A3 = 0 when n = 4.
Remark 5.2. Note that the determinants we are considering in Theorem 5.1 can
be rewritten for n odd and n even respectively as
det(Ai+j)1≤i,j≤m and det(Ai+j+1)1≤i,j≤m−1.
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Remark 5.3. We recall that an element of CP2 can be represented by a triple
of the form (x : y : z) where x, y, z ∈ C are not all equal to 0. Be careful that
this representation is not unique since (x : y : z) = (tx : ty : tz) for any t ∈ C∗.
Then any polynomial P (x, y) of degree d can be associated to a homogeneous
polynomial
P ♯(x, y, z) = zdP (
x
z
,
y
z
).
Hence the zeros of P in C2 can be extended in CP2 to the set of zeros of
P ♯(x, y, z). In our case, the conic Cλ can be viewed in CP2 as the set of (x : y : z)
such that
x2
a2 + λ
+
y2
b2 + λ
− z2 = 0.
Proposition 5.4. Let n ≥ 3. There is a polynomial Bn(λ) such that any of
its roots λ /∈ {−a2,−b2} has the following property: there exists an n−sided
polygon inscribed in E and circumscribed about Cλ.
The degree of Bn is such that
degBn ≤
{
n2−1
4 if n is odd
n2
4 if n is even.
Proof. Suppose first that n = 2m+1 is odd and fix a λ with λ+ a2, λ+ b2 6= 0.
To understand if there is an n−sided polygon inscribed in E and circumscribed
about Cλ, we apply Cayley’s theorem: there is such a polygon if and only if the
determinant
An(λ) =
∣∣∣∣∣∣∣
A2(λ) . . . Am+1(λ)
...
. . .
...
Am+1(λ) . . . A2m(λ)
∣∣∣∣∣∣∣
vanishes, where the Ai(λ) are the coefficients in the analytic expansion of
f : t→
√
det(tC +Dλ)
with C and Dλ being quadratic forms respectively associated to E and to Cλ.
Thus, to prove the result we want, we have to show that the determinant An(λ)
vanishes for a finite number of λ. Let us give a more precise fomula of An(λ).
We have by Remark 5.3,
tC +Dλ =
(
t
a2
+
1
a2 + λ
)
x2 +
(
t
b2
+
1
b2 + λ
)
y2 − (t+ 1)z2
hence
det(tC +Dλ) = −
(
t
a2
+
1
a2 + λ
)(
t
b2
+
1
b2 + λ
)
(t+ 1)
which we factorize in
det(tC +Dλ) = − 1(a2 + λ)(b2 + λ)
(
a2 + λ
a2
t+ 1
)(
b2 + λ
b2
t+ 1
)
(t+ 1).
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Define the map g : t 7→
√(
a2+λ
a2
t+ 1
) (
b2+λ
b2
t+ 1
)
(t+ 1) and write its Taylor
expansion as
g(t) =
∞∑
k=0
Bk(λ)tk
Since
f(t) =
ig(t)√
(a2 + λ)(b2 + λ)
we have
Ak(λ) =
iBk(λ)√
(a2 + λ)(b2 + λ)
.
This shows that An(λ) is a function of λ which vanishes if and only if the
determinant
Bn(λ) =
∣∣∣∣∣∣∣
B2(λ) . . . Bm+1(λ)
...
. . .
...
Bm+1(λ) . . . B2m(λ)
∣∣∣∣∣∣∣
also vanishes. We thus need to compute the Bk’s. Write
√
t+ 1 = c0 + c1t+ c2t2 + . . .
where
ck =
1
k!
(
1
2
)(
1
2
− 1
)
. . .
(
1
2
− k + 1
)
=
(−1)k+1
4k(2k − 1)
(
2k
k
)
. (6)
Therefore for any β, √
βt+ 1 = c0 + c1βt+ c2β2t2 + . . .
where
Bk(λ) =
∑
u+v+w=k
cucvcw
a2ub2v
(a2 + λ)u(b2 + λ)v. (7)
Therefore each Bk is a polynomial in λ of degree at least k. Hence Bn(λ) is
a polynomial in λ verifying: for any λ /∈ {−a2,−b2}, Bn(λ) = 0 if and only if
An(λ) = 0, which is true if and only if there exists an n−sided polygon inscribed
in E and circumscribed about Cλ.
Now for any permutation σ of {1, . . . ,m} we have
deg
m∏
j=1
Bσ(j)+j =
m∑
j=1
degBσ(j)+j ≤
m∑
j=1
(σ(j) + j) = m(m+ 1)
and since Bn(λ) is a sum of ±∏mj=1 Bσ(j)+j over all σ, we have that degBn(λ) ≤
m(m+ 1) = n
2−1
4 .
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Now if n = 2m is even, the existence of Bn is treated exactly as in the case
when n is odd, but instead, Bn(λ) = det(Bi+j+1)1≤i,j≤m−1. Hence for any
permutation σ of {1, . . . ,m} we have
deg
m−1∏
j=1
Bσ(j)+j+1 = m
2
and degBn ≤ m2 = n24 .
Now we are ready for the proof of Theorem 1.3:
Proof of Theorem 1.3 (without its last statement for n = 3, 4). Let Bn be the poly-
nomial of Proposition 5.4. By construction, any root λ of Bn different from −a2
and −b2 corresponds to a Cλ inscribed in an n-sided polygon P of E . By Theo-
rem 1.2, P is a n-periodic billard orbit and Cλ is its caustic, therefore λ = λj for
a certain 1 ≤ j ≤ N . Conversely, all λj are roots of Bn since a periodic billard
orbit is a polygon.
The first statement of Theorem 1.3 is obvious by theorem 1.2. The second
statement is a consequence of the argument given at the beginning of Section 5.
The third statement comes from Poncelet’s theorem: by definition of the γj ,
there is at least one n−sided polygon inscribed in E and circumscribed about Cλ.
Now Poncelet’s theorem states that for any p ∈ E there exists such a polygon
with p as a vertex.
We can try to know if there are periodic orbits passing through the foci.
We recall that in the real case, a billard trajectory going through the real foci
accumulates on the (real) foci line.
Proposition 5.5. If an n-periodic orbit goes through the real (resp. complex)
foci, then n is even and its edges are on the real (resp. complex) foci line.
Proof. Since a line through a focus is reflected into a line through another focus,
n has to be even. Now consider the map f from E to E defined as follows: for
A in E , let B be the other intersection point of AF1 with E and C the other
intersection point of BF2 with E , where F1, F2 are the real foci of E . A n-
periodic orbit through the real foci has a vertexM such that fn(M) =M . Now
f is a non trivial automorphism of E ≃ CP1 hence is a Möbius transform, and
so is fn. But such tranform has at least two fixed points. Since we already
know two of them to be the vertices of E , the latter correspond to the only
possible initial points of periodic orbits through the real foci. The same holds
with complex foci.
From the proof of Theorem 1.3, we get the
Corollary 5.6. If the roots of Bn are simple and different from −a2 and −b2,
then N = degBn.
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Remark 5.7. In order to compute the exact value of N , we can first try to
compute the exact value of degBn (see Proposition 5.8). Then we can under-
stand when the assumptions of Corollary 5.6 are satisfied (see Proposition 5.11).
Unfortunately we still do not know in which cases Bn has simple roots.
Proposition 5.8. There exist r1, . . . , rp ∈ R+ such that for all (a, b) with
a /∈ {r1b, . . . , rpb}, we have
degBn =
{
n2−1
4 if n is odd
n2
4 if n is even.
Remark 5.9. We show in Proposition 5.10 that p ≥ 1, more precisely that 1
belongs to the collection of {r1, . . . , rp}.
Proof. Suppose n = 2m + 1 is odd. By Equation (7), Bk is of degree ≤ k and
the coefficient in front of λk is
d(Bk) =
∑
u+v=k
cucv
a2ub2v
=
(−1)k
4k
∑
u+v=k
1
a2ub2v(2u− 1)(2v − 1)
(
2u
u
)(
2v
v
)
. (8)
Fix a permutation σ of {1, . . . ,m}. We have
deg
m∏
j=1
Bσ(j)+j =
m∑
j=1
degBσ(j)+j ≤
m∑
j=1
(σ(j) + j) = m(m+ 1)
and the coefficient in front of λm(m+1) is
∏m
j=1 d(Bσ(j)+j). Since Bn(λ) is a
sum of ±∏mj=1 Bσ(j)+j over all σ, we have that degBn(λ) ≤ m(m+1), and the
coefficient in front of λm(m+1) is
dn(a, b) =
∣∣∣∣∣∣∣
d(B2) . . . d(Bm+1)
...
. . .
...
d(Bm+1) . . . d(B2m)
∣∣∣∣∣∣∣ .
Let us show that dn(a, b) 6= 0 except for specific (a, b) as described in Proposition
5.8. Note first that each d(Bk) is a homogeneous polynomial in (a−1, b−1) of
degree 2k, and by Equation (9) the coefficient in front of a−2k is
(−1)k+1
4k(2k − 1)
(
2k
k
)
= 2
(−1)k+1
4k
Catk−1
where Catk = 1k+1
(
2k
k
)
is the k-th Catalan number.
Now by linearity of the determinant, dn(a, b) is also a homogeneous polyno-
mial in (a−1, b−1), and we apply the same procedure as before: for any permu-
tation σ of {1, . . . ,m}, we have
deg
m∏
j=1
d(Bσ(j)+j) =
m∑
j=1
deg d(Bσ(j)+j) =
m∑
j=1
2 (σ(j) + j) = 2m(m+ 1)
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and the coefficient in front of a−2k is
m∏
j=1
2
(−1)j+σ(j)+1
4j+σ(j)
Catj+σ(j)−1 =
(−1)m(m+2)2m
4m(m+1)
m∏
j=1
Catj+σ(j)−1 .
Since dn(a, b) is a sum of±
∏m
j=1 d(Bσ(j)+j) over all σ, we have that deg dn(a, b) ≤
2m(m+ 1), and the coefficient in front of a−2m(m+1) is
(−1)m
2m(2m+1)
detHm
where Hm is a Hankel matrix of the sequence (Catk+1)k defined as
Hm =


Cat1 Cat2 · · · Catm
Cat2 Cat3
...
. . .
...
Catm · · · Cat2m

 .
There are not so easy methods to show that detHm = 1, see for example [20],
Theorem 33. Hence dn(a, b) is a nonzero homogeneous polynomial in (a−1, b−1)
and therefore there exists a at most finite collection of numbers r1, . . . , rp ∈ R+
such that for all a, b > 0, we have dn(a, b) = 0 if and only if a ∈ {r1b, . . . , rpb}.
We can ask the question if degBn has always the maximal value (described
in Proposition 5.8), or if we can find a, b > 0 such that degBn is less than the
value in Proposition 5.8. Proposition 5.10 asserts that we can find indeed such
a, b by looking at the case of the circle (a = b).
Proposition 5.10. When a = b (in the case of the circle),
degBn =
{
n−1
2 if n is odd
n
2 − 1 if n is even.
Proof. Suppose n = 2m+ 1 is odd. By Equation 7, when a = b = R, for k ≥ 2
Bk =
k∑
w=0
ck−w
(
1 +
λ
a2
)w ∑
u+v=w
cucv.
Let us compute
∑
u+v=w cucv: it is the Taylor coefficient at t
w of the function√
1 + t
2
= 1 + t, therefore we get that
∑
u+v=w
cucv =
{
1 if 0 ≤ w ≤ 1
0 if w ≥ 2.
Hence Bk = ck + ck−1x where x = 1 + λ/a2. Using the multilinearity of det, it
is not hard to see that Bn is of degree m if n is odd and m− 1 if n is even.
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Proposition 5.11. There exist a at most finite collection of numbers r′1, . . . , r
′
q ∈
R+ such that for all (a, b) with a /∈ {r′1b, . . . , r′qb}, −a2 and −b2 are not roots of
Bn.
Proof. Suppose n = 2m+ 1 is odd. By Equation (7), for k ≥ 2,
Bk
(−a2) = ∑
v+w=k
cvcw
b2v
(b2− a2)v = 1
b2k
∑
v+w=k
cvcwb
2w(b2− a2)v = 1
b2k
Pk(a, b)
(9)
where Pk(a, b) is a homogeneous polynomial in (a, b) of degree 2k. The coefficient
in front of a2k is
(−1)kck = − 14k(2k − 1)
(
2k
k
)
= −Catk−1
22k−1
.
As in the proof of Proposition 5.8, for any permutation σ of {1, . . . ,m},
m∏
j=1
Bσ(j)+j(−a2) =
m∏
j=1
1
b2(σ(j)+j)
Pσ(j)+j(a, b) =
Qσ(a, b)
b2m(m+1)
where Qσ(a, b) is a homogeneous polynomial of degree
m∑
j=1
degPj+σ(j) =
m∑
j=1
2(σ(j) + j) = 2m(m+ 1)
whose coefficient in front of a2m(m+1) is
m∏
j=1
(
−Catj+σ(j)−1
22(j+σ(j))−1
)
=
(−1)m
2m(2m+1)
m∏
j=1
Catj+σ(j)−1.
As in proof of Proposition 5.8, Bn(−a2) is a sum of products of the form
±∏mj=1 Bσ(j)+j(−a2) hence can be written as
Rn(a, b)
b2m(m+1)
where Rn(a, b) is the sum of ε(σ)
∏m
j=1 Qσ(j)+j(a, b) and ε(σ) is the parity of
σ. Thus Rn(a, b) is a homogeneous polynomial of degree 2m(m + 1) whose
coefficient in front of a2m(m+1) is
(−1)m
2m(2m+1)
detHm =
(−1)m
2m(2m+1)
as in the proof of Proposition 5.8. Thus Rn(a, b) is a nonzero homogeneous
polynomial such that
Bn(−a2) = Rn(a, b)
b2m(m+1)
.
We can do the same with Bn(−b2) to obtain the same conclusion, which finishes
the proof.
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6 Triangular orbits
As in the proof of Theorem 1.3, any root λ /∈ {−a2,−b2} of B3(λ) corresponds to
a caustic defined by Cλ for triangular orbits in the complex domain. Therefore
we are going to compute B3(λ) and its roots. This section is very similar to [8]
p. 17, since we get the same results with a similar method (just notice that the
conventions adopted in this paper is different from ours: in [8], a stand for a2,
b for b2 and their Cλ is the same as our C−λ). Yet, our conclusion is a little bit
more general thanks to our previous study on complex caustics (Theorem 1.2).
We have
B3(λ) = − 1
8a4b4
(
(a2 − b2)2λ2 − 2(a4b2 + a2b4)λ− 3a4b4)
which is a polynomial of second degree. Its roots are
λ± =
a2b2(a2 + b2)± 2a2b2√a4 − a2b2 + b4
(a2 − b2)2
which correspond to the opposite of the solutions found in [8] as predicted.
Lemma 6.1. We have λ+ > 0 and −b2 < λ− < 0.
Proof. The inequality λ− > −b2 is equivalent to
2a2b2
√
a4 − 2a2b2 + b4 − a2b2(a2 + b2) < b2(a2 − b2)2
which can be simplified in
2a2b2
√
a4 − 2a2b2 + b4 < 2a4 + b4 − a2b2.
This last inequality is true as we can see by taking the square of both its right
and left sides. The same methode can be applied to show that λ− < 0.
By Lemma 6.1, the caustics corresponding to λ±, Cλ+ and Cλ− , are confocal
ellipses which are respectively bigger and smaller than E = C0. As noticed in
[8], Cλ− corresponds to the real motion. And we can add that Cλ+ corresponds
to no real orbits by convexity. Hence we deduce the following corollary, which
is a version of Theorem 1.3 in the case when n = 3:
Corollary 6.2. There exist two distinct real ellipses γ31 := Cλ− and γ32 := Cλ+
which are confocal to E by construction, and such that
• all complex triangles inscribed in E and circumscribed about a γ3j are bil-
liard orbits;
• any complex triangular billiard orbit of E is circumscribed about either γ31 ,
or γ32 ;
• any complex orbit inscribed in E and circumscribed about a γ3j is a trian-
gular orbit.
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ECλ+
Cλ
−
Figure 7: The initial ellipse with its two caustics Cλ− and Cλ+ when n = 3,
a = 2 and b = 1.
Example 6.3. We consider the case when a = 2 and b = 1, see Figure 7. We
compute that
λ− =
20− 8√13
9
≈ −0.9827 and λ+ = 20 + 8
√
13
9
≈ 5.4272.
We can apply Corollary 6.2 to classify the degenerate triangular orbits:
Proposition 6.4. There are exacty 8 degenerate triangular orbits, given by an
isotropic tangency point α of E and a point β of E such that αβ is tangent to
γ3j for some j = 1, 2 and non-isotropic.
Proof. Degenerate triangular orbits are limits of non-degenerate (non-isotropic)
triangular orbits, hence are circumscribed about a γ3j . We apply Proposition
2.10: one side A is isotropic and tangent to a γ3j . This gives only 4 possible
positions. The other side is non-isotropic, which gives two other possibilities (B
should be tangent to the same γ3j ), once A is fixed.
7 4−periodic orbits
We apply in this section the same ideas as in Section 6 for n = 4. We compute
B4 and its roots
B4(λ) = 1
16a6b6
(
(a2 − b2)2(a2 + b2)λ3 + (a3b − ab3)2λ2 − (a6b4 + a4b6)λ− a6b6) .
We can check that its roots are
λ1 = − a
2b2
a2 − b2 , λ2 = −
a2b2
a2 + b2
, λ3 =
a2b2
a2 − b2 .
25
EC2
C3
C1
Figure 8: The initial ellipse with its three caustics in the case when n = 4, a = 2
and b = 1.
They satisfy
λ1 < −b2 < λ2 < 0 < λ3. (10)
Note also that
λ1


< −a2 when a < √2b
= −a2 when a = √2b
> −a2 when a > √2b
(11)
Denote by Ci the caustic Cλi where i = 1, 2, 3, with Ci not defined when a =
√
2b.
By Inequations (10), C2 and C3 are confocal ellipses, respectively smaller and
bigger than E = C0. By Inequation (11), the conic C1 is a hyperbola if and only
if a >
√
2b.
Corollary 7.1. When a 6= √2b (resp. when a = √2b), there exist three (resp.
two) distincts conics C1, C2, C3 (resp. C2, C3) which have the previous described
properties, and such that
• all complex quadrilaterals inscribed in E and circumscribed about a Cj are
billiard orbits;
• any complex quadrilateral billiard orbit of E, which do not have its edges
on a foci line, is circumscribed about a Cj;
• any complex orbit inscribed in E and circumscribed about a Cj is a quadri-
lateral orbit.
Example 7.2. We consider the case when a = 2 and b = 1, see Figure 8. We
compute that
λ3 = −λ1 = 43 ≈ 1, 333 and λ2 =
4
5
= 0, 8.
Let us investigate to which type of orbits corresponds each of the Ci. To do
so, we fix a point S to be the vertex (−a, 0) of the initial ellipse E , and we want
to determine the 4-periodic orbits having S as a vertex. One is already known:
it is the flat orbit whose vertices are on the foci-line and denoted by T 40 , see
Figure 9.
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S S′
T 40
Figure 9: The flat 4-periodic orbit T 40
By Theorem 1.3, each one of the other orbits is tangent to a Ci: denote by
T 4i the 4-periodic orbit tangent to Ci, where i = 1, 2, 3. Let vi = (vx,i, vy,i) be
a vector directing a side of T 4i starting from S, and such that q(vi) = 1. By
Proposition 4.12, one has
λi = −(ab)2P (T 4i ) = −b2v2x,i. (12)
Thus we can determine vi for each i.
Case i = 1: We compute that
v1 =
1√
a2 − b2 (±a,±ib).
A line passing through S and directed by one of the solution for v2 intersects
the ellipse in S and a point at infinity M± = (a : ±ib : 0). We get the orbit
(S,M+, S′,M−) where S′ = −S, see Figure 10.
E
S S′
Figure 10: The infinite 4-periodic orbit T 41 . A change of coordinates y → iy
to represent the the orbit properly ; this operation changes E into a hyperbola.
The infinite points of the orbit, M+ and M−, lie "at the end" of each branch of
the hyperbola.
Case i = 2: By Equation (12) and q(v2) = 1 we get
v2 =
1√
a2 + b2
(±a,±b).
27
It corresponds to the well-known real orbit (S, P, S′, P ′) where P = (0, b), P ′ =
−P and S′ = −S, see Figure 11.
P
S S′
P ′
T 41
Figure 11: The 4-periodic orbit T 42 .
Case i = 3: Here we have
v3 =
1√
a2 − b2 (±a,±i
√
2a2 − b2).
A line passing through S and directed by one of the solutions for v3 intersects
the ellipse in S and in one of the points
N± =
1
a2 − b2 (−a
3,±ib
√
2a2 − b2)
depending on the signs we choose for v3’s coordinates.
The question is: why are the points N± not on the x- or y-axis by symmetry
of the 4-periodic orbit ? The reason is that the line passing through S and
directed by v3 is reflected in the same line at one of the points N±. Indeed, the
system of equations in v
P (N+, v) = P (T 43 ) and q(v) = 1
(see Lemma 4.6) has a unique solution (up to multiplication by −1), which is
in fact v = v3. Thus the corresponding orbit is (S,N+, S,N−), see Figure 12.
Remark 7.3. Observe that the points N± belong to E and to C3. Indeed, SN+
and N+S realize the two tangent lines to C3 (by Theorem 1.2), thus there is
only one such tangent line and therefore N+ ∈ C3. The same argument is true
with N−.
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SN+
N−
Figure 12: The 4-periodic orbit T 43 . Its edges SN+ and SN− are reflected into
themselves in N+ and N− respectively. Here the drawing is biased, because we
cannot represent T 43 which has complex vertices.
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