Abstract--The roots of the complex transcendental equations that result from the application of the modal method to the scattering problem for a metallic groove are obtained iteratively as fixed points of entire functions of the form Fc(z), where c, z E E. Iterations are performed with Fc(z) or an appropriate branch of its multiple-valued inverse function, that is, zj+x = Fc(zj) or Zj+l = F~-l(zj), respectively. Since convergence fails near double roots, an insightful study of the problem is made and high-precision solutions near double roots are obtained by interpolation. Examples are given to illustrate the behaviour of the methods in different situations, with a connection to fractai theory.
INTRODUCTION
Modal methods are widely used to solve electromagnetic scattering problems for rough surfaces. These methods consist in expanding the electric and magnetic fields inside each groove in eigenfunctions that satisfy the boundary conditions. They are useful in providing explicit analytical representations of the fields inside the asperities of the surface. They also give a simple way of understanding the physical interpretation of the results. For infinite gratings of simple geometries (rectangular, semicircular, etc.), the eigenfunctions are known simple functions. But, in the general case of a groove with arbitrary profile on a surface made of an isotropic material
THE SCATTERING PROBLEM
The geometry of the scattering problem is shown in Figure 1 . For this problem, we have a rectangular groove of width a and depth h in a plane surface of an isotropic material characterized by its complex permittivity e --u 2, where u is the refraction index. The structure is illuminated by a plane wave of wavelength A and frequency w. The number ~ is complex for metallic surfaces. The modal method consists in expanding the field in the corrugated zone (-h < y < 0) in modal functions that satisfy the Helmholtz differential equation [11] (v + k f(x, y) = 0, 
separates into the pair of equations -iv~ + z 2 -i z tanz--and tanz=~ (7) z vvrb--~-~"
The two equations in (7) reduce to cosz=cz and sinz=cz,
upon setting i i c--v/~ and c--~,
respectively.
As u is a complex constant with positive real and imaginary parts, e can take only complex values with positive imaginary parts. Consequently, we can assume that e and v lie in the first or second quadrants. Therefore, since v~ takes two values in opposite quadrants, c can take any value in the complex plane.
Computer Solution of the Scattering Problem 
for an arbitrary value of c, it is known that the set of solutions is countably infinite [12] . A program has been written for computing the first N roots of (10), ordered according to their increasing absolute values. We first determine regions in the complex plane each containing only one root of (10) for a given value of c. This is done by drawing the images of each of the four quadrants of the extended complex c-plane into the complex z-plane under the multiple-valued mapping C --* C : c ~ {z cos z = cz}.
Given a root z, c can be explicitly calculated from (10) by the formula
We write c = a + bi and separate the real and imaginary parts of equation (11) . By setting, in turn, a = 0 and b = 0, we have the images of the axes of the c-plane into the z-plane. The implicit curves obtained are plotted in Figure 2 Any solution z* of (10) is a fixed point, z* = Fc(z*), of the mapping Fc : C --* C, given by
According to the modulus of the derivative of Fc at z*, fixed points are:
The numerical methods employed to compute the roots of (10) 
with a properly chosen initial value z0.
For every fixed value of c, two open sets are defined: ,4, the region of attractivity of Fc, and B, the image of ,4 by Fe,
It is seen that B is the region bounded by the oval of Cassini, o = {z; Iz -Yl Iz +/I = k2}, (14) with f = 1/c and k = 1 (see Figure 3) Figure 3 . Ov,~ls of Cassini. open set Ft such that iterations (12) will converge to z* for any starting value z0 E Ft.
Ira(Z)
(ii) The critical points of Fc are the points where Fc fails to be a local bijection; they can be either algebraic critical points, that is, the zeros of Fc(z), or transcendental critical points, that is, asymptotic values.
It is known [13] that the immediate basin of attraction of an attractive fixed point z* contains at least one critical point of Fc, so that it is always possible to compute z* by starting iterations from the critical points. Since these points are kTr (the zeros of F'(z)) and Fc(k~r) = +1/c, then the sequence {zj} converges to z* for one of the starting values z0 = =E1/c. It follows from the above, that Fc has at most two attractive fixed points, so that by iterating with Fc, we can find at most two roots of (10) .
~--~
The four plots shown in Figure 4 Iterations started from black points tend to infinity.
The white zone in Figure 5 is the set of all starting points from which convergence to z (1) is achieved by iterating Ft. This set is, by definition, the basin of attraction of z (1) . The boundary of this region is a fractal curve which is the Julia set of Fc, that is, the closure of all the repelling periodic points of Ft. 
Recalculate Zn+l, zn+2, zn+3 starting from 5n, and evaluate 5n+1.
CASE B. THE ROOT IS A REPELLING FIXED POINT OF Fc.
If z* is a root of (10), then it is a fixed point both of function Fc(z) and of properly chosen branches of the multiple-valued inverse function Gc(z),
If z* is repelling for Fc(z), then it is attractive for Go(z) because
By definition, z* ~ A. We also note that z* ~ B (in fact, z* E B is impossible since ~4 = Gc(B) implies that z* = Go(z*) E ,4). Therefore, z* does not belong to either set J( or B, whether ,4 and B intersect or not.
Iterations are now performed with
It is necessary to choose a branch of Gc(z) which leads to a sequence zj that converges to z*; to do so, we have to bear in mind the location of z*. It is sufficient to restrict the search to those roots that have positive real parts, that is, ~(z) >_ 0. Otherwise, the roots can be found by using the equality
cos(-z) = (-c)(-z).
The following two upper haifbands are defined in the z-plane: B; ~={z=x+iy; y>0,2k~<x<(2k+2)~}, ~k + = {z = x + iy; y > 0, (2k + 1)~ < x < (2k + 3)~}, and, equivalently, the two lower halfbands B~-and/~-, for which y < 0. It can be observed in Figure To find a root z (p) belonging to a region contained in a certain haifband, we choose a determination for the inverse function such that Go(z) belongs to the same haifband.
Let we = cz :k ~.
For an upper halfband, in order to have 9;(G(z)) _> 0, we choose the sign of the square root that gives ]w[ _< 1 (]w I _> 1 for a lower halfband).
For c EII U III, we take 0 < arg w _< 2~r. Conversely, for c E I U IV, we take -Tr< arg w < 7r. With these definitions for the argument, k can be fixed. We now have a branch of Gc(z) that maps the halfband into itself.
It remains to find a starting point in each region, and we choose it outside A. Note that it is enough to take zo = uo +ivo, with Iv01 > ln(1 + ~/1 + 4[c [2) . It can be proved that iterations (19) will converge to z (v) if the halfband does not cut the ovals of Cassini (see [10] ).
Algorithm (b), listed in the Appendix, computes the roots z (p) for p = 2, 3,..., N by iterating G¢. The first root is found by Newton's method (see Section 3.3).
For every p, a sequence is calculated. For every converging sequence, we have found a root that is a repelling fixed point of Fc. When the absolute value of c is large, iterations may fail to converge to roots z with 9(z) >_ 0. Since we choose the value of we = cz + ~/(cz) 2 -1 that is smaller in absolute value, and (cz) 2 -1 m (cz) 2 for large c, cancellation errors occur. This can be remedied by taking ~ and using cos(~) = ez~.
Again, if ]Gte(z*)l ~ 1, slow convergence can be accelerated by means of Steffensen's formula (16).
CASE C. THE ROOT IS AN INDIFFERENT FIXED POINT OF Fc.
Since, in this case, IF~(z*)[ = 1 and
it follows that sin z* = ei2~a. The solutions of (22) are plotted in Figure 6 ; these solutions lie on different ovals. Remember that each indifferent fixed point corresponds to a specific value of c and only for some values of c, there corresponds at most one indifferent fixed point. These points lie in the Julia set of Fc for the corresponding c. To calculate an indifferent fixed point z*, which is also an indifferent fixed point of Gc, we iterate either Fc (Algorithm (a)) or G~ (Algorithm (b)). Both algorithms converge with appropriate initial points, but convergence is slow. Once the iterates zn get close to the root, convergence can be improved with Steffensen's formula (16). Two examples for different values of c, in (21) are presented in Tables 3-8 in Section 4 below. For a = 0 in (22), z* is a double root of (10) , that is, 
so that the double roots of (10) are solutions of the equation
which has been studied in [9, 14] . The first seven double roots, ~1,... ,~T, of (25) and the corresponding values of c are listed in Table 1 . The roots ~n are bifurcation points, and they are plotted in Figures 2 and 6 . Notice that for every double root ~n, there is an oval of indifferent fixed points that passes through ~n. In Figure 7 , we have the basin of attraction (white region) of ~1-Note that {1 lies on its boundary, and that ,4 and B are tangent to each other at ~1.
Interpolation Near a Double Root
When looking for a solution of (10) that lies near a double root, high precision is difficult to achieve. The double root bifurcates into two roots that are close to each other. There can be endless iterations which hardly move closer to the root. Even Steffensen's method may either fail to improve the estimate, may converge to another root, or may be divergent (see Table 8 in Section 5).
Here, we show why there is instability as we move closer to a double root. Let us suppose that f is an indifferent fixed point of Fe(z) , that is,
implying that cos5=55 and sinf=-Se i¢.
For any angle ¢ E [-Tr, ~r), f is on one of the ovals of Figure 6 . Notice that 5 tends to the double root ~ in the oval as ¢ ~ 0. Let c ~ ~. We want to find a root z of Ec(z) = 0 and write e = c -5, u = z -5. Thus,
Expanding cos(£ % u) to second order around f and using (27), we obtain 1.. 2 Ec (f -t-u) = 5 (e i¢ -1) u -5czu + (9 0ul 3) -e (5 + u) = 0.
Solving for e, (e '~ -
and replacing 1/(5 + u) by its Taylor expansion in powers of u,
we get 5 (ei¢-l) u (1 (ei¢-l))u2 = + +o(l 13).
As 5 approaches the double root, the first term tends to zero, and for f = {i, 5 = ci, we have e ~ -~'u2/2, that is, c -ci ~ -5(z -{i)2/2. This means that in the neighbourhood of a double root, very small differences in c result in large differences in z, causing instability.
If greater precision than the one obtained by iterating Fc or Gc and improved by Steffensen's formula is desired, we can use interpolation for solving (10) near a double root.
The double root ~i and its corresponding ci are known. Suppose we have c ~ ci and want to find the root z* of cosz = cz. We start with a very good estimate, z0, of z*, and choose four points around z0, namely, zl = z0 + ~, z2 = z0 -~i, z3 = z0 + i~f, and z4 = z0 -i~f, for a small value of ~f. We use (11) to calculate cl,... ,c4 and construct an interpolating polynomial (with complex coefficients) that verifies
and interpolate for c,
= P(c).
(34)
We take 5o as the new z0 and repeat the procedure until ] cos 50 -CSo [ is sufficiently small or two consecutive values of 40 are close enough. It is crucial to start the process with a very good estimate of z*. To calculate the initial value z0, we consider 
and write ci ua _ ~_ ~i u 2 -eu -e~i.
To find an estimate of z*, we calculate the three roots ul, u2, and u3 of the polynomial Qc(u). Suppose that the two roots that give the smaller values for [Ec(~i + uj)[ are ux and u2. Then we have the two starting values z0 --~i + ul and z0 = ~i + u2 to begin successive interpolations. These interpolations will converge separately to each one of the roots z* that are close to the double root ~i.
Newton's Method for the First Root
The root with smallest modulus is found by means of Newton's method
where
This method has quadratic convergence to simple roots. Since the regions containing the first root are convex, adequate initial values [10] Newton's method had been used to solve this and other transcendental equations [9, 15] . When the region is not convex, iterations may converge to an attractive cycle, Zl, z2,..., zr. Each z~ is a fixed point of Nr(z) = N(N(... (N(z) ...))) (r times), but if r > 1, it is not a fixed point of N, nor a solution of (10) .
If a sequence converges to an attractive cycle Zl,..., zr, then in every r iterations, we have values that converge to one point of the cycle. This is hard to detect and will give no solution of the equation. Hence, attractive cycles should be avoided.
NUMERICAL SOLUTION OF sin z = cz
Numerical methods for solving the equation
are similar to those employed in Section 3. As before, the images of quadrants I, II, III, and IV in the c-plane are determined by the multiple-valued mapping c {z; sin z = cz},
denoted in Figure 8 as regions In, IIn, IIIn, and IV n. Notice that there are no convex regions containing the first roots; consequently, Newton's method is not used in this case. 
B= Fc(A)= z;
Notice that ,4 is now concentrated at the points (k + 1/2)~r, k E Z, while B is as in (15) . This algorithm calculates at most two roots of equation (41). The remaining roots are calculated with one of the branches of Gc, the multiple-valued inverse function of -Pc,
As in Section 3.1, slow convergence can be accelerated with Steffensen's formula. The double roots r/j of equation (41) are roots of tanz = z, which was solved in [9, 14] .
The first seven double roots r/j of (41) and the corresponding values cj are listed in Table 2 . If high precision is required near double roots, interpolation can be applied.
EXAMPLES
We present several examples corresponding to different values of c. The first seven roots of cos z --cz were calculated by different methods and are shown in Tables 3-8 . The number of iterations and the error, I cosz -czl, are also given as a measure of the achieved precision. Iterations were stopped when IZn+l -z~ I < 10 -15 or when a maximum of 300 iterations was reached (it was found that more iterations did not improve the solutions). Iterations with Fc started from each of the loci of the ovals of Cassini always converged to the same root, or both diverged. The best estimate is given in the table. Newton's method always gives a precise estimate of the first root. The abbreviations for the methods are given in Table 9 . In Case 1 (Table 3) , the roots z (2), z(3),.., were well calculated with G~. On the other hand, iterations with Fc were divergent since .4 N B = 0 (see Figure 4d) . This means that all the roots of (10) are repelling fixed points of Ft. In Case 2 (Table 4) , iterations with Ge gave good estimates of roots z (j), j > 1, except for the fifth root, that was efficiently calculated with -Pc. In Case 3 (Table 5 ), Newton's method worked well for the first root.
High precision was also obtained when calculating the other roots by iterating Go, except for the third one. But 300 iterations with Gc (as well as with Fc) failed to produce a good estimate of the third root: actually, z (3) is an indifferent fixed point of Fc, and it is a solution of (22) for w = p/q = 4/3 (since a is rational z (3) is called a parabolic or rational fixed point). The root z (3) belongs to the Julia set of Fc, that is, the boundary of the basin of attraction of Fc (see Figure 9a) . By the Flower Theorem (see [13] ), we know that there are analytic curves that bound petals which are pairwise tangent at z (3). There are three petals at z (3) (the number of petals is a multiple of q). Notice that set A surrounds the larger petal, while the set B (limited by the oval of Cassini) surrounds the smaller one. The third petal is inside Fc(B). The value z (3) was accurately calculated with Steffensen's formula.
In Case 4 (Table 6 ), the third root could not be calculated by iterating Gc or Fc; it was, however, accurately estimated by Steffensen's formula. In fact, z (3) is an indifferent fixed point of Fc and a solution of (22) for c~ = 7r. In Figure 9b, we have drawn the basin of attraction of z (3) for Ft. As in Figure 9a , initial points in the white Both of Newton's iterations started in the first region and iteration with Gc started in the second region converged to z (2). Steffensen's algorithm with Fe succeeded in calculating z (1), but was not overprecise: the error was 9 x 10 -14. Greater errors were produced by the three iterative methods: Fc, Gc with Steffensen's formula, and Newton. On the other hand, interpolation produced a precise estimate of both z (1) and z (2) with errors 6 x 10 -22 and 0, respectively. In Case 6 (Table 8) , since the roots z (2) and z (3) lie near the double root ~2, iterations with Fc and Ge gave poor estimates. The latter could not be improved by Steffensen's algorithm; in fact, in one case, it converged to z (1) instead of z (2), in another case, the estimate was worse, and when applied with Fc, it was divergent. Starting from the two nearest cube roots of Qc(u) added to ~2, we obtained accurate estimates of z (2) and z (3) by interpolation. With the last estimates of z (2) and z (3) obtained by Fc and Gc used as starting values for Newton's method, this method always converged to the second root and missed the third one.
The number of floating point operations (flops) for one iteration of each method is given in Table 4 . The sum of two complex numbers was counted as two flops, and their product as six flops. One iteration with Steffensen's algorithm applied to Fc takes roughly the same number of operations as four iterations with Fc. For the interpolation method, one has to add around 2000 flops for the cube roots, which are calculated by an iterative method (QR) as the eigenvalues of a 3 × 3 matrix. In a particular computer search, a DX4-S processor running at 100 MHz found, in fewer than five seconds, the first 200 roots of cos z = cz by iterating Fc and/or Gc (the first root having been found by Newton's method). The desired precision of only two of these roots was met by means of Steffensen's algorithm and interpolation. Hence, the higher number of operations needed by the interpolation method was not a great drawback.
EIGENVALUES OF THE SCATTERING PROBLEM
We now return to the original problem of finding the eigenvalues of a rectangular metallic cavity, and compare the results obtained with the known values for a perfectly conducting surface.
Once the complex roots of (10) and (41) have been computed, we have to recover the eigenvalues corresponding to the scattering problem, that is, the roots of equation (7). As we took squares and square roots to obtain the simpler equations (10) and (41) from equation (7), the new equations have more solutions than the original ones. Therefore, we select from the set of roots those that satisfy equation (7) .
We know that in the case of a groove in a perfectly conducting plane, the equations of the eigenvalues are simpler, namely, sinz=0 and cosz=0,
whose solutions are real and are given by mTr and (m + 1/2)7r, with m E Z, respectively. To compare our results with this limit case, we calculate the eigenvalues that correspond to a groove in a highly conducting plane. In Table 10 , the results obtained with the present method for a metallic surface of refractive index v = 1.75 + 8.5i corresponding to aluminum at wavelength A = 0.95# are compared with the eigenvalues of a perfectly conducting surface.
As expected, for this surface we get eigenvalues with real parts near (m + 1/2)7r or m~r, and with small imaginary parts.
CONCLUSION
The eigenvalues of the modes in a metallic cavity have been found by solving numerically, two complex transcendental equations. Different methods have been proposed and tested. The roots of these equations are fixed points of an entire function Fc(z). The iterates Zj+l = Fc(zj) converge at most to two roots, while iterations with the multiple-valued inverse function Zj+l = Fc--l(zj) converge to most of the roots. A partition of the complex plane into regions that contain only one root was made in order to find an adequate determination of Fc --1 and suitable starting values.
Near indifferent fixed points, convergence was found to be slow and was accelerated by means of Steffensen's formula. In cases where the region is convex, Newton's method was used.
As the above-mentioned methods fail to converge if the solution is close to a double root, an efficient interpolation method has been used to overcome this difficulty. This method involves a larger number of operations, but gives precise estimates of the required solution.
A complete high-accuracy tool has thus been presented for solving the equations of the scattering problem.
APPENDIX ALGORITHM (b). Iterations with Go.
Evaluate [vo[ =ln(1 + ~) +5 Ifp = 1, apply Newton's method (see Table 4 
