The power domination problem is to find a minimum placement of phase measurement units (PMUs) for observing the whole electric power system, which is closely related to the classical domination problem in graphs. For a graph G = (V , E), the power domination number of G is the minimum cardinality of a set S ⊆ V such that PMUs placed showed that it is easy to determine the power domination number of an n × m grid. Their proof provides an algorithm for giving a minimum placement of PMUs. In this paper, we consider the situation in which PMUs may only be placed within a restricted subset of V . Then, we present algorithms to solve this restricted type of power domination on grids under the conditions that consecutive rows or columns form a forbidden zone. Moreover, we also deal with the fault-tolerant measurement placement in the designed scheme and provide approximation algorithms when the number of faulty PMUs does not exceed 3.
overall cost. Therefore, designing a satisfactory measurement placement scheme has become an important issue and is widely studied in [3, 5, [13] [14] [15] [16] .
As usual, an electric power system is represented by an undirected graph G = (V , E), where V is a set of vertices containing all electric nodes of the system, and E is a set of edges containing all transmission lines joining electric nodes. A PMU measures the state variable of the vertex at which it is placed and observes its incident edges and their endvertices. More precisely, we have the following rules defined in [8] :
1. Any vertex that is incident to an observed edge is observed. 2. Any edge joining two observed vertices is observed.
3. If a vertex is incident to a total of k > 1 edges and if k − 1 of these edges are observed, then all k of these edges are observed.
The problem considered here is the placement of a minimum set of PMUs, so that the system is topologically observable.
Haynes et al. [8] first considered the graph theoretical representation of the power system monitoring problem as a variation of the well-known graph domination problem (see [9, 10] ). For a graph G = (V , E), a set S ⊆ V is said to be a power dominating set (abbreviated as PDS) of G if every vertex and every edge in G is observed by S. The power domination number of G, denoted by γ P (G), is the minimum cardinality of a PDS of G. A PDS of G with the minimum cardinality is called a γ P (G)-set, and the power domination problem is the problem of finding such a γ P (G)-set. Haynes et al. [8] showed that the power domination problem is NP-complete even when restricted to some special classes of graphs such as bipartite graphs or chordal graphs. For recent results related to power domination on graphs, the reader can also refer to [1, 2, [5] [6] [7] [8] 11, 12, 17, 18] . In this paper, we consider the situation in which PMUs may only be placed within a restricted subset of V and the case that the fault-tolerant measurement placement is involved in the designed scheme. The former situation is due to considerations of cost saving, security policy, convenience of installation, and other factors, while the latter case is to maintain the ability of measurement when an emergency is caused by faulty PMUs. Formally, we define the following two variations of the power domination problem.
Let G = (V , E) be a graph and suppose that a given set of vertices Z ⊆ V is called the forbidden zone of G. A set S ⊆ V is called a restricted power dominating set of G with respect to Z (abbreviated as RPDS-Z ) if S is a PDS of G such that S ∩ Z = ∅. The restricted power domination number of G with respect to Z , denoted by γP (G, Z ), is the minimum cardinality of an RPDS-Z of G. It is possible that Z is so restrictive that no such set S exists. In this case, we define γP (G, Z ) = ∞. An RPDS-Z of G with the minimum cardinality is called a γP (G, Z )-set, and the restricted power domination problem is to find a γP (G, Z )-set. Since every RPDS-Z is a PDS, γ P (G) γP (G, Z ). Also, it is clear that γP (G, ∅) = γ P (G).
The following is another variation of the power domination problem. For a given graph G = (V , E) and an integer k with
, is the minimum cardinality of a k-FPDS of G. Similarly, a k-FPDS of G with the minimum cardinality is called a γ k P (G)-set, and the k-fault-tolerant power domination problem is to find a γ
Because each of the above problems can be viewed as a generalization of the power domination problem, it remains NP-complete on the aforementioned graphs. Inspired by the fact that the domination number of the grid P n × P m had not yet been determined for n 7 and m n arbitrary, Dorfling and Henning [6] studied the power domination problem on grids and completely determined γ P (P n × P m ). In this paper, we continue this work to investigate two variations of the power domination problem on grids.
The remainder of this paper is organized as follows. Section 2 gives some auxiliary lemmas and a brief description of the work in [6] . Section 3 presents linear time algorithms to solve the restricted power domination problem on grids under the condition that consecutive rows or columns form a forbidden zone. Section 4 deals with the k-fault-tolerant power domination problem. We provide linear time algorithms to approximate a minimum placement of PMUs. In particular, we obtain performance ratios of each algorithm within a factor of 1.60, 2.34 and 3.34 for k = 1, 2, 3, respectively. The last section contains our concluding remarks.
Preliminaries
For power domination, it has been pointed out in [4, 11, 18] that all vertices and edges of a graph G are observed if and only if all vertices of G are observed. Thus, there is a way to simplify the problem description by using two rules instead of the original rules mentioned in Section 1. Brueni [4] first provided a simplified definition of the observation rules that requires only 2 rules. In this paper, we shall use the following equivalent definition on power domination [7, 11, 12] :
Observation Rule 1 (abbreviated as OR1):
A PMU on a vertex v observes v and all its neighbors.
Observation Rule 2 (abbreviated as OR2):
If an observed vertex u with degree d > 1 has only one unobserved neighbor v, then v becomes observed as well.
Thus, a subset S ⊆ V is a PDS of G if and only if all vertices of V can be observed either by OR1 initially or by OR2 recursively. Accordingly, a PMU on a vertex may observe other vertices at an arbitrary distance when certain conditions are fulfilled by OR2 (e.g., if a PMU is placed at an endvertex of a path, then it can observe all other vertices in the path).
In this paper, we shall use the following notations. For m n 
. Also, for convenience, we respectively write γ P for γ P (G n,m ), γP (Z) for γP (G n,m , Z ), and γ
The following properties are essential and will be used later. Consequently, all vertices in the entire grid G n,m are observed by induction.
Lemma 2. For m n 3, G n,m is observed if and only if every vertex in G(
Proof. It is again easy to see that the necessity is true. For proving the sufficiency, we suppose that every vertex in 
and n/2 + j + 1 n. This shows that every vertex in the first row of the grid is observed. Therefore, the result follows directly from Lemma 1.
We are now in a position to present the main result in [6] . For determining γ P (G n,m ) as stated in Theorem 3, Dorfling and
Henning gave a constructive proof and provided an algorithm for finding a PDS with the minimum PMUs on such a grid (see Algorithm A). Fig. 1 shows the placement of PMUs produced by Algorithm A in G 16,m . It is easy to check by OR1 and OR2 that the first row of G 16,m is observed, and thus that the set of PMUs is a γ P (G 16,m )-set.
Theorem 3 (Dorfling and Henning [6] ). For m n 1,
Algorithm A (Dorfling and Henning's placement)
Input: An n × m grid with m n 1.
Restricted power domination on grids
In this section, we study the restricted power domination problem on G n,m with m n 1.
be the forbidden zone of the grid. According to Algorithm A, it is easy to verify that all PMUs are placed in the first three rows of the grid.
, we can find a γP (Z)-set by using Algorithm A such that γP (
we can also find a γP (Z)-set using the last three rows to locate all PMUs and such that γP (Z) = γ P . We call the designed scheme of such a placement Algorithm A 180 , which is just a vertically symmetric arrangement for those PMUs determined by Algorithm A and acts on the rule: a PMU is placed at location (x, y) in Algorithm A if and only if its corresponding PMU is placed at location (x,
, we can find a γP (Z)-set using the first three columns to locate all PMUs and such that γP (Z) = γ P .
The designed scheme is denoted by Algorithm A 90 and its output is a placement obtained by swapping the coordinates of x and y in each PMU determined by Algorithm A. That is, a PMU is placed at location (x, y) in Algorithm A if and only if its corresponding PMU is placed at location (y, x) in Algorithm A 90 . The correctness of Algorithm A 90 directly follows from the following facts: (i) By the symmetry to the diagonal in G n,m , the first row is observed in Algorithm A if and only if
Therefore, the first row of G n,m is observed in Algorithm A 90 . Finally, we can design an algorithm named A −90 whose output is a horizontally symmetric arrangement for those PMUs determined by Algorithm A 90 . Thus, the algorithm can be used to
Now, we are interested in the case in which the first three rows and the last three rows of the grid are covered in the forbidden zone. Formally, we consider the following question:
Q1. Suppose that the forbidden zone Z of G n,m is separated into two parts Z L and Z U , where Z L covers the first row and Z U covers the last row, and such that the rows in each part occur consecutively. Let r(Z L ) and r(Z U ) denote the number of rows in Z L and Z U , respectively. What is the placement strategy to observe the whole grid using γ P PMUs and such that min{r(Z L ), r(Z U )} is as large as possible?
To answer the question, we consider a grid G n,m with n 1 and m
), and such that its cardinality is the same as a γ P -set. For example, we again consider the grid G 16,m . Fig. 2 shows the placement of PMUs determined by Algorithm R1.
Input: An n × m grid with n 1 and m 4γ P + 1.
We now verify the correctness of Algorithm R1.
Lemma 4. Every vertex in the first row is observed by Algorithm R1.
Proof. For 1 n 3, we have γ P = 1 and the location to put a PMU is at (1, 2) . Thus, the vertex (1, 2) is observed. We now check that every vertex in the first row is observed. For n = 1, 2, 3, the vertex (1, 1) is adjacent to (1, 2), so it is observed by OR1. For n = 2, 3, since vertex (1, 1) has degree 2 and its neighbor (1, 2) is observed, the remaining unobserved neighbor (2, 1) becomes observed by OR2. For n = 3, the vertex (2, 2) is adjacent to (1, 2), so it is observed by OR1. Moreover, since vertex (2, 1) has degree 3 and its neighbors (1, 1) and (2, 2) are observed, the remaining unobserved neighbor (3, 1) becomes observed by OR2. For n 4, PMUs are placed at vertices (4i + 2, 2γ P + 2) and (4i + 3, 2γ P ) where 0 i γ P /2 − 1. Moreover, if γ P is odd, an additional PMU is placed at the vertex (2γ P − 1, 2γ P ). By OR1, all these vertices and their neighbors are observed.
We now consider the following four steps.
Step 1: For each i = 0, 1, . . . , γ P /2 − 1, we first consider the observed vertex (4i + 3, 2γ P + 1). Since it has degree 4 and there are three observed neighbors (i.e., one is (4i + 3, 2γ P ) for placing a PMU and the other two are neighbors of (4i + 2, 2γ P + 2)), the remaining unobserved neighbor (4i + 4, 2γ P + 1) becomes observed by OR2. Next, we consider the observed vertex (4i + 2, 2γ P + 1). Since it has degree 4 and there are three observed neighbors (i.e., (4i + 2, 2γ P + 2), (4i + 2, 2γ P ), and (4i + 3, 2γ P + 1)), the remaining unobserved neighbor (4i + 1, 2γ P + 1) becomes observed by OR2. We further consider the vertex (4i + 1, 2γ P + 1). It is easy to see that (4i + 1, 2γ P ) is observed by OR2 because it is the only unobserved neighbor of (4i + 1, 2γ P + 1). Thus, if γ P is even, then all vertices in the subgrid
Step 2: Next, we consider the vertex (i, 2γ P ) for each i = 1, 2, . . . , 2γ P − 1. From Step 1, we know that it is observed. Moreover, since (i, 2γ P − 1) is the only unobserved neighbor of (i, 2γ P ), it becomes observed by OR2. Thus, every vertex in R 2γ P −1 (1 · · · 2γ P − 1) is observed. Furthermore, we can prove that every vertex in R i (1 · · · i) is observed for each i = 2γ P − 1, 2γ P − 2, . . . , 1 in an analogous way.
Step 3: In succession, we consider the vertex (1, 1). From Step 2, we know that it is observed. Moreover, since it has degree 2 and its neighbor (1, 2) is observed, the unobserved neighbor (2, 1) becomes observed by OR2. In general, for i = 1, 2, . . . , 2γ P − 1, if we consider the vertices in C i (1 · · · i), then we can show that all vertices in C i+1 (1 · · · i) become observed.
Step 4: In this case, we start to consider the vertices in C 2γ P (1 · · · 2γ P ) when γ P is even, or the vertices in C 2γ P (1 · · · 2γ P − 1) when γ P is odd. Then, a proof similar to Step 3 can show that, for each i = 2γ P + 1, 2γ P + 2, . . . , n, every vertex in C i (1 · · · 4γ P − i + 1) becomes observed in the former case, and every vertex in C i (1 · · · 4γ P − i) becomes observed in the latter case.
Consequently, every vertex in the first row is observed.
Theorem 5.
For n 1 and m
The number of PMUs is determined by the algorithm and can easily be checked by Theorem 3. Also, by Lemmas 1 and 4, G n,m is observed and therefore the output of Algorithm R1 is a γP (Z)-set.
For example, we consider the grid G 16,m under Z L = V (G(1 · · · 16, 1 · · · 7)) and the grid G 11,m under Z L = V (G(1 · · · 11, 1 · · · 5)), respectively. As shown in Fig. 3(a) and (b), every vertex in the γP (Z)-set is represented by a dark vertex and all its neighbors are represented by gray vertices. According to the proof of Lemma 4, the observed vertices described in each case are labeled by their case number as an indicator. As a result, every vertex in the first row is observed.
Conversely, we are also concerned with the case that consecutive columns are not allowed to contain PMUs. By symmetry, we may consider the following question:
Q2. Suppose that the forbidden zone is separated into two parts such that the columns in each part occur consecutively and one begins from the first column and the other ends with the last column. What is the placement strategy to observe the whole grid and use the same number of PMUs as the power domination number? a b Similar to the solution of Q1, we attempt to extend the forbidden zone Z such that it can cover as many as possible consecutive columns in the grid. In the following, we design an algorithm, namely Algorithm R2, for producing a γP (Z)-set
Here, we only give statements of the algorithm and omit the proof since its correctness can be proved in a manner similar to Lemma 4 for Algorithm R1.
For example, Fig. 4 shows the placements of PMUs produced by Algorithm R2 for the grids
In these placements, every observed vertex is labeled by a number 1 or 2 to indicate the case in a proof similar to that in Lemma 4. As a consequence, every vertex in the first row is observed.
In fact, we can obtain more solutions for Q1 and Q2 due to the symmetry of grids. We close this section by the following summary. 
Fault-tolerant power domination on grids
In this section, we discuss the k-fault-tolerant power domination problem on an n × m grid. Let S be any k-FPDS of a graph G for k 
1-fault-tolerant approximation algorithm
We begin to study the 1-fault-tolerant power domination problem on G n,m . Lemma 7 provides a 1-FPDS S of G n,m when n 5 and m n. Here, we omit the proof because the verification is straightforward. Also, since the size of S matches the trivial lower bound γ P + 1, the result is indeed a γ 1 P -set of G n,m .
Lemma 7.
The set S is a γ 1
P -set of G n,m :
(a) S = {( n/2 , 1), ( n/2 , m)} for n ∈ {1, 2, 3} and m n; (b) S = {(2, 1), (3, 3) , (4, 1)} for n ∈ {4, 5} and m n.
For the general case m n 6, Algorithm F1 produces a 1-FPDS of G n,m . Fig. 5 shows two examples to illustrate the placement and Lemma 8 proves its validity.
Algorithm F1 (1-fault-tolerant power domination)
Input: An n × m grid with m n 6. F1 produces a 1-FPDS S on G n,m , where
Proof. The cardinality of S can easily be checked by looking at the algorithm. In the following proof, we will show that every vertex in the subgrid G( n/2 − 1 · · · n/2 + 1, 1 · · · n/2 ) is observed and thus, by Lemma 2, all vertices in the entire grid G n,m are observed. Let c = n/2 , k = n/6 , and j = n − 6k. According to the congruence classes of n, we consider the following two cases.
Case 1: j ∈ {0, 1, 2, 3}. Let f ∈ S be the vertex where the faulty PMU is located. The case is divided into three parts as follows: , 2) or f = (c, 3k + 1) . We only consider the case f = (c, 2) because f = (c, 3k + 1) can be verified by symmetry in the range G(c − 2 · · · c + 2, 1 · · · 3k + 2). By OR1, all vertices in the set S \ {f } and their neighbors are observed. We start to look at the observed vertex (c − 1, 3k). Since it has degree 4 and there are three observed neighbors (c − 2, 3k), (c, 3k), and (c − 1, 3k + 1), the remaining unobserved neighbor (c − 1, 3k − 1) becomes observed by OR2. By symmetry, (c + 1, 3k − 1) is observed. Next, we look at the observed vertex (c, 3k). Since it has degree 4 and there are three observed neighbors (c − 1, 3k), (c + 1, 3k) , and (c, 3k + 1), again by OR2, the remaining unobserved neighbor (c, 3k − 1) becomes observed. In general, for i = 3k, 3k
As a consequence, all vertices in the subgrid
n/2 in this case, we achieve the desired goal.
By symmetry, we may consider f = (c − 2, 3). Then, a reasoning similar to the proof of Case 1.1 can show that every vertex in G(c − 1 · · · c + 1, 4 · · · 3k + 1) is observed. We first look at the vertex (c + 1, 2). Since it is adjacent to (c, 2), which is a location to put a PMU, this vertex is observed by OR1. Moreover, since it has degree 4 and there are three observed neighbors, the remaining unobserved neighbor (c + 1, 1) becomes observed by OR2. Next, we look at the vertex (c, 1). Since it is adjacent to (c, 2), it is observed by OR1. Moreover, since it has degree 3 and there are two observed neighbors, the remaining unobserved neighbor (c −1, 1) becomes observed by OR2. Finally, we look at the vertex (c, 3). Since it is adjacent to (c, 2), this vertex is observed by OR1. Moreover, since it has degree 4 and there are three observed neighbors, the remaining unobserved neighbor (c − 1, 3) becomes observed by OR2. Thus, all vertices in G(c − 1 · · · c + 1, 1 · · · 3k + 1) are observed, as desired.
Without loss of generality we consider f = (c − 2, 3i) for some i ∈ {2, 3, . . . , k − 1}. Then, a proof similar to Case 1.2 can show that every vertex in , 3i) , (c + 1, 3i)} is observed. Now, we look at the vertex (c, 3i). Since it has degree 4 and there are three observed neighbors, by OR2, the remaining unobserved neighbor (c − 1, 3i) becomes observed. Therefore, every vertex in
Case 2: j ∈ {4, 5}. From Algorithm F1, we know that an additional PMU is placed at the vertex (c, 3k + 2). In this case, regardless of the location where the faulty PMU appears, a proof similar to Case 1 can show that every vertex in
To complete the proof, we need to show that R 3k+2 (c − 1 · · · c + 1) is observed because 3k + 1 < 3k + j/2 = (6k + j)/2 = n/2 for j ∈ {4, 5}. Again, let f ∈ S be the vertex where the faulty PMU is located. Clearly, if f = (c, 3k + 2), then the vertex (c, 3k + 2) together with its neighbors (c − 1, 3k + 2) and (c + 1, 3k + 2) are observed, otherwise, for each i ∈ {c − 1, c, c + 1}, the vertex (i, 3k + 2) is observed since it is the only unobserved neighbor of (i, 3k + 1). Thus, R 3k+2 (c − 1 · · · c + 1) is observed, as desired. 
Thus, |S|/γ 
k-fault-tolerant approximation algorithm with k = 2, 3
In what follows, we continue to study the k-fault-tolerant power domination problem on G n,m with k 2. Since it is very hard for us to find a new algorithm for producing a k-FPDS of G n,m even if k 2 is a small integer, a technique based on the combination of the existing algorithms will be used to design approximation algorithms for solving this problem. As aforementioned, the union of k + 1 mutually disjoint γ P -sets is sufficient to serve for a k-FPDS. In fact, if we employ this approach, the performance ratio is within a factor of k + 1 because
However, to have a better upper bound, one possible improvement is to use a set of pairwise disjoint k -FPDS with k < k instead of k + 1 pairwise disjoint γ P -sets, or to alternately use pairwise disjoint γ P -sets and k -FPDS with k < k in a combinatorial scheme. For instance, to solve the 2-fault-tolerant power domination on G n,m , we consider a combinatorial scheme called Algorithm F2 consisting of two existing algorithms: Algorithm F1 and Algorithm A 180 . Recall that all PMUs are placed at the last three rows in the grid by Algorithm A 180 (i.e., it has forbidden zone Z = V (G(1 · · · n, 1 · · · m − 3))), while all PMUs are placed at the subgrid G( n/2 − 2 · · · n/2 + 2, 1 · · · 3 n/6 + j) by Algorithm F1, where j is either 1 or 2 which depends on the congruence classes of n. Therefore, if m n 7, the two sets of PMUs are disjoint. 
Proof. The correctness directly follows from Theorem 3 and Lemma 8. Proof. The correctness directly follows from Theorem 3 and Lemma 8. Thus, |S|/γ 2 P ≤ 3.34 for all n 11.
Concluding remarks
In this paper, we initiate the study of the restricted power domination problem and the fault-tolerant power domination problem on graphs. We first give some solutions for restricted power domination on grids under the condition that consecutive rows or columns form a forbidden zone. Then, we provide approximation algorithms for solving the k-faulttolerant power domination problem on grids where k = 1, 2, 3. The direction of future research for power domination on grids may focus on restricting to a scattering forbidden zone, designing a much better exact polynomial-time algorithm, or approximation schemes extending the ability of fault-tolerance for larger k.
In order to reduce the gap between the size of k-FPDS obtained by our algorithms and γ k P , we need to know the difference between them. With the help of computer programs, we have computed γ 1 P and γ 2 P by using brute-force algorithms. Intuitively, under the assumption m n for G n,m , it seems that m is irrelevant to γ k P , and so the brute-force algorithms test all feasible solutions in the subgrid G(1 · · · n, 1 · · · 2γ P + 1) to find a minimum k-FPDS for k = 1, 2. Here, the choice 2γ P + 1 instead of m is due to Lemma 2 and the fact 2γ P + 1 > n/2. Accordingly, a likely k-fault-tolerant power domination number, denoted as γ k P Ď , can be achieved. For the sake of comparison, the following table shows the results of brute-force algorithms and approximation algorithms for some smaller n. From this |S X | denotes the size of a fault-tolerant PDS produced by the approximation algorithm X.
