Abstract. Domain decomposition methods based on the Schwarz framework were originally proposed for the h-version nite element method for elliptic problems. In this paper, we consider instead the p-version, in which increased accuracy is achieved by increasing the degree of the elements while the mesh is xed. We consider linear, scalar, self adjoint, second order elliptic problems and quadrilateral elements in the nite element discretization. For a class of overlapping additive Schwarz methods, we prove a constant bound, independent of the degree p and the number of elements N, for the condition number of the iteration operator. This optimal result holds in two and three dimensions for additive and multiplicative schemes, as well as variants on the interface. We then study local re nement for the same class of overlapping methods in two dimensions. A constant bound holds under certain hypotheses on the re nement region, while in general an almost optimal bound with logarithmic growth in p is obtained.
1. Introduction. In this paper, we study some domain decomposition methods using p-version nite elements in the Schwarz framework developed by Drjya and Widlund, see 7] , 8] , 18]. We consider linear, self-adjoint, second order elliptic problems and brick-shaped elements in the nite element discretization. In the p-version of the nite element method, the degree of the piecewise polynomial elements is increased in order to achieve the desired accuracy, while the mesh is xed. This is in contrast to the standard h-version where xed low order polynomial elements are used and the mesh is re ned in order to obtain accuracy. A brief description of the model problem and its discretization with the p-version nite element method is given in Section 2. In Section 3, an 1991 Mathematics Subject Classi cation. 65N55, 65N30, 41A10.
This work was supported in part by the U.S. Department of Energy under contract DE-FG02-88ER25053 and, in part, by the National Science Foundation under Grant NSF-CCR-8903003. This paper has been prepared for the proceedings of the Sixth International Conference on Domain Decomposition in Science and Engineering, held in Como, Italy, June 15{19,1992. The nal detailed version of this paper will be submitted for publication elsewhere. 1 additive Schwarz method (ASM) with overlap is considered. It has been proved in Pavarino 14] that the condition number of the iteration operator of this method is bounded by a constant independent of p and the number N of subregions in which the domain is decomposed. In section 4, this result is extended to the same method on the interface. In this case, the variables associated to the interior basis functions of each element are eliminated rst, and the reduced linear system for the interface variables, known as the Schur complement, is solved by an overlapping ASM. In Section 5, local re nement for an overlapping ASM is considered. In this case, the degree p of the polynomial basis functions is increased only in selected subregions. Optimal and almost optimal bounds are obtained, depending on the choice of re nement subdomains. Numerical experiments con rming these results, as well as proofs and details, can be found in Pavarino 14] , 13]. is introduced in terms of non-overlapping brick-like elements i ; i = 1; ; N e : Using a ne mappings onto the reference square or cube, our analysis also works for general quadrilateral elements. We suppose that the original region is a union of such elements and we denote the mesh size by H.
We de ne Q p to be the set of polynomials of degree less then or equal to p in each variable, i.e. in three dimensions Q p = spanfx i y j z k : 0 i; j; k pg 2 and we discretize the problem with continuous, piecewise, degree p polynomial nite elements: 3. An additive Schwarz method with overlap. For simplicity,
we explain the method in dimension two using square elements i and we consider homogeneous Dirichlet boundary conditions only; see Pavarino 14] for generalizations to three dimensions using general quadrilateral elements and other types of boundary conditions. Let N be the number of interior nodes. Our nite element space is represented as the sum of N+1 subspaces h-version, the algorithm consists in solving, by an iterative method, the equation P v p = (P 0 + P 1 + + P N )v p = g p ; (2) The proof of this lemma is technical: choosing an appropriate basis for Q p+1 , we bound the eigenvalues of a generalized eigenvalue problem. In the three dimensional version of the method, the main technical result is again the uniform boundness of the interpolation operator 4. Overlapping ASM on the interface. As we mentioned in Section 2, the basis functions spanning V p can be hierarchically ordered in groups of interior, face, edge and nodal functions. If the unknowns associated to the interior functions are eliminated, then the reduced Schur complement can be solved with the overlapping ASM introduced previously. More precisely, the discrete problem is now: (6) We can then prove a result analogous to Theorem 3.1:
Theorem 4.1. The operator P of the additive algorithm de ned by the spacesṼ p i satis es the estimate (P) const: independent of p and N .
Proof. The proof of the upper bound is the same as in Theorem 3.1. To obtain a lower bound via Lions' lemma, we use the previous decomposition of a function ofṼ p V p obtained in the proof of 3.1: 5. Local re nement in two dimensions. For standard h-version nite elements, local re nement can be introduced by selecting and rening some elements of a coarse triangulation. This process can be applied recursively and multilevel methods have been considered. For the p-version nite element method considered here, local re nement consists in increasing the order p of the polynomial basis functions only in selected elements of the xed triangulation. This can be of interest in many applications where the accuracy of the numerical solution needs to be increased only in certain parts of the domain. In this section, we consider local re nement for the method introduced in Section 3.
With the same notations as before, we select N r < N interior nodes. Let I r be the set of re nement indexes. With each selected interior node 
The main result of this Section is the following: Theorem 5.1. The operator P of the additive algorithm de ned by the spaces V p i satis es the estimate (P) const:
if there are no isolated points on @ r , and (P) C(1 + log p) 2 otherwise. A point on @ r is isolated if it is not a limit (accumulation) point of @ r . This result speci es which choices of re nement points lead to a bounded condition number. It is interesting to note that if a whole edge is isolated on @ r , then we will still have a constant bound. The proof of this theorem can be found in Pavarino 13] and is based on a series of technical results concerning the decomposition of discrete harmonic polynomials and on Theorem 3.1. The main tools used in the proof are Markov's theorem (see Rivlin 15] ) and a p-version analog of the decomposition lemma 3.2 in Widlund 17] . A two dimensional extension theorem for polynomial nite elements (see Babu ska, Craig, Mandel and Pitk aranta 1]) is needed to prove the logarithmic bound, while the constant bound can be obtained without it.
