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Аннотация. В работе решается задача оптимизации потенциальных переменных, возникающая при 
решении задачи синтеза сети методом динамической декомпозиции. Суть метода динамической декомпози­
ции состоит в сведении процесса оптимизации сети к решению ряда задач малой размерности минимизации 
выпуклой функции при линейных сетевых ограничениях.
Resume. We solve the problem for the potential variables that arise when solving network synthesis problem with 
dynamic mode decomposition method. The dynamic mode decomposition method reduce the process of the network 
optimization to the solution of number of convex minimization problems network with linear restrictions.
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В в е д е н и е
Хорошо известна эффективность метода динамического программирования оптимизации 
марковских процессов и примыкающих к нему идейно методов локальных вариаций, последова­
тельного анализа и отбраковки вариантов. Однако эти методы, суть которых состоит в том, что ва­
рьируется малая часть переменных при фиксации остальных при продвижении к оптимуму, удает­
ся реализовать не для задач оптимизации -  вариация переменных немедленно сказывается на 
всех или большинстве остальных переменных [1]. Законами теории сетей являются уравнения не­
прерывности и потенциальности [6]. Поэтому их структура допускает использование такого подхо­
да. При этом те элементы, которые следует варьировать, размещены на сети компактно. Если име­
ется некоторое допустимое решение задачи, то при изменении значений переменных внутри лю ­
бой выделенной связной части в широких пределах, на ее границе (а значит, и на всей остальной 
сети) сохранится прежнее значение переменных. Это свойство и использует метод динамической 
декомпозиции для последовательного продвижения к оптимуму задачи. Для оптимизации берется 
связная часть вследствии того, что оптимизацию нескольких несвязных частей можно свести к по­
следовательной оптимизации каждой из этих частей [3, 4].
Основой метода динамической декомпозиции служат сформулированные особым образом 
условия экстремума в задачах синтеза сети. В этих условиях для каждой конкретной сетевой зада­
чи изложенная идея сведения оптимизации всей сети к оптимизации ее малых фрагментов. При
этом условия экстремума формируется в удобном для решения сетевых задач виде -  на языке тео­
рии графов [2, 5].
Основная задача синтеза сети состоит в следующем
z = “ Z c ij(vij,Uij)l ij +PP(Si,Ui) + УQ U i  ^ m in , (1)
ijeD
Z  v ij -  Z  v jk = gj, j  e B; Z v ij = Z  gi = Q1, (2)
i e r +  t e r -  j e r f  i e B
Uj  = uvlv + U t, V ij e D, (3)
Uj  > U * Vj  e B , (4)
v ,.>  0, V ij e D, (5)
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где: Г  (В, D) -  заданный конечный, связный, вообще говоря, двузвенный орграф, моделирующий 
возможные соединения узлов (вершин) сети друг с другом; В и D  -  множества его вершин и дуг; 
v , u.j , с.  , I. , -  соответственно искомые значения кинетической (например, ток) и потенциальной
(например, напряжение) переменных по ij -  ой дуге (ветви) сети, ее удельная (на единицу длины) 
стоимость и заданная длина; Q1, U1, P  (Q1, U1) -  заданный поток в сеть, искомые потенциал источ­
ника и его стоимость; “ ,р, у -  заданные постоянные коэффициенты; gj , U. , Uj -  заданный расход 
потока, нормативный (заданный) потенциал и потенциал в j -  ом узле (вершине) сети соответ­
ственно [2].
Первый член целевой функции (l) отражает стоимость ветвей сети, второй -  стоимость ис­
точника сети, третий -  энергетические затраты на транспорт вещества и (или) энергии от источ­
ника к потребителям (узлам, вершинам). Ограничения (2), (3) учитывают законы теории сетей, (2) 
и (4) -  требования по обеспечению потребителей сети потоками и нормативными значениями по­
тенциалов.
Удельная стоимость ветви сети имеет вид
(и./, vij X пР и vij > 10 uije [u - ,  u +],
да, при vtJ >0, Uy £ [u- ,u + ], (6)
0, при vtj = 0,
c ij (vij, uij ) =
где диапазон [u- , u+] отражает физическую либо техническую невозможность обеспечения иных
значений uij при v. > 0 .
Для основной задачи синтеза сети (l) - (5) имеет следующий [3, 4]
П р и н ц и п  о п т и м а л ь н о с т и .
а) Найдется остов Т графа Г(В, D) и соответствующее ему базисное решение задачи (по 
потоковым переменным) |v*, u* j , U* , что
“ Z cij (v u\ У, + Pp(Q i ,U i*)+yQiUi* ^ “ Z ci j (vj , u, У, + Pp(Q i ,U i ) + y QiUi 
где v* = 0, если ij £ Т, v  , u j , U -  любое допустимое решение задачи.
‘j  '  j  j  e D  1
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б) Пусть T' -  л ю бая  связн ая  часть гр аф а  Т; {v , v  } ^ , U  =U* -  лю бое такое допустимое
реш ен ие, что v = v * , U = и*, V j g  Г  (Т ) , где Г  (Т ) -  граф  , порож ден н ы й  на граф е Г  (B , D) граф ом  
Т ' . Тогда:
Z  c v  (vij,и* ) l v  ^Zs- ( v ‘j , и и ) ■
ijeD ijeD
У словие а) сводит процесс оп ти м и зац и и  сети к  перебору реш ен и й , соответствую щ их остов- 
ны м  деревьям  граф а Г  (B , D ) . О днако, даж е н ап р авл ен н ы й  перебор таких  р еш ен и й  неосущ ествим  в 
силу их больш ого количества, растущ его ф актори альн о  от числа верш и н  и  дуг граф а Г (B , D ) , сво­
дящ и е процесс о п ти м и зац и и  сети к  о п ти м и зац и и  ее м алы х  частей  [5].
Д о тех пор, пока рассм атриваю тся части  гр аф а  Г (B , D ) и  н а  ни х  проверяется  п р и н ц и п  о п ­
тим альности , его условия -  необходим ы . П о м ере р азр астан и я  рассм атриваем ы х частей  его усло­
ви я все более при бли ж аю тся  к  достаточны м .
М етод д и н ам и ческой  д еко м п о зи ц и и  сводит зад ач у  си н теза сети к  н ап равлен н ом у  перебору 
структур, н а  каж дой  и з которы х реш ается  зад ач а  о п ти м и зац и и  потен ц и альн ы х м ал о й  р азм ер н о ­
сти. К роме того, д л я  о п ределен и я  оп ти м альн ого  реш ен и я  зад ач и  си н теза сети во всем  д и ап азон е 
возм ож н ы х п отен ц и алов  источн ика [u ™ , Ujmax], необходим о р еш ать  задачу  о п ти м и зац и и  п отен ц и ­
альны х п ерем енн ы х не на ф рагм ентах , а на всей сети.
П оэтом у рассм отри м  более подробно зад ач у  о п ти м и зац и и  потен ц и альн ы х  перем енны х. 
И так, пусть сгенерирован  н екоторы й остов Т0 граф а Г (B, D ) . Зам ети м , что теперь н ет  необходи­
м ости нум еровать ветви сети двой н ы м  индексом , т.к. с каж дой  верш и н ой  ассоциирована ед и н ­
ствен ная дуга дерева  T 0 входящ ая в эту верш ину. В ы числим  потоки  по дугам  остова T 0 . О ни 
определяю тся однозначно: g'  = Z g j , где g'  -  потоком  по i -  ой  ветви  остова T 0 , gj  -  потреб-
j eт<0l
н ы й  расход в j  -  ой  верш ине, T 0i -  куст остова T 0 , растущ ий и з i -ой  верш и ны . П оскольку п ото ­
ки  определен ы , то  обозн ачи м  С (g  , и ) ч ерез С (и ) (верхний  ин декс у  нас будет обозначать дугу, 
а н и ж н и й  верш ину). И сходя и з  полученны х потоков оп редели м  п редельн о  возм ож н ы е зн ач ен и я  
. Этот д и ап азо н  связан  всегда с кон кретн ой  задачей . Н апри м ер , д л я  гидравли ческихи — и , и
сетей он  связан  с п редельн о  допусти м ы м и скоростям и  д ви ж ен и я  воды  по трубам .
О пределим  теперь м и н и м ал ьн о  возм ож н ы й  потен ц и ал  и сточн ика U . П оскольку U д о л ­
ж ен  обеспечить в лю бом  i - ом  узле  сети потен ц и ал  U  >UH , то
U  > U f  + Z  uj—Ij , V ie T 0,
jeT°
где Ti0 -  траектори я  ( последовательность дуг) ведущ ая и з и сточн ика в i - ы й  узел  сети.
Т аки м  образом , зад ач а  о п ти м и зац и и  потен ц и альн ы х п ерем енн ы х (обы чно говорят  задача 
оп ти м и зац и и  п арам етров  в отли чи и  от зад ач и  о п ти м и зац и и  структуры  - v -задачи), состоит в сле­
дую щ ем:
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zu  =  “  Z  С  ( u .  ) Г  +  p P ( Q i ,  U i )  +  yQ U i ^  m i n ,c ' / - - ' 4 ' '
i e T  0
TH  _l_ s r u j i j
0
U  > U H  +  Z u j 1 j ,  V '  e T ° ,
j e T °
u J  e  [ u j - , u j + ]  V j  e  T 0 .
В силу того что С ' (u') есть строго выпуклая, положительная, монотонно убывающая функ­
ция, P(Q  ,U  ) -  строго выпуклая, положительная, возрастающая по U функция, Q -  заданный 
поток в сеть, то имеем задачу минимизации строго выпуклой функции при линейных ограничени­
ях.
Данную задачу можно решить, например, сведением ее к задаче сепарабельного кусочно - 
линейного программирования. Но более эффективным для наших нужд является метод динами­
ческого программирования, т.к. подобную задачу придется нам решать и на малых фрагментах 
сети, когда метод динамического программирования несравненно эффективнее иных методов.
При использовании метода динамического программирования следовало бы ее решать с 
наименьшего возможного потенциала U1min источника двигаясь
U min = max | u h + Z  uJ-lJ, Vi e T o j
с некоторым шагом А по U  . Но поскольку мы хотим решать задачу оптимального синтеза сети, не 
следует сразу полностью решать эту задачу двигаясь по U  , так как мы можем «проскочить» тот 
потенциал U* , который соответствует оптимуму задачи синтеза сети. Будем поэтому двигаться по 
U  уже запустив процедуру динамической декомпозиции, то есть параллельно меняя и структуру 
сети и значения потенциальных переменных. Итак, будем решать задачу
z u  = “ Z c ' ( u ' ) l '  ^ m i n ,
i e T  0
_ U m i n  >  u H  + Z u j l j ,  V '  e  T 0 ,
j e T “
u J  e  [ u j - , u j  + ]  V j  e  T 0
методом динамического программирования. Положим uJ = uJ- и определим при этом потенциал 
каждой вершины Ut = U™ in -  Z u j-l j , Vi e T c . Определим величину ресурса потенциала по каждой
jeT°
вершине U. -  UH . Теперь этим ресурсом следует распорядиться так, увеличивая значения потенци­
альных переменных u ' , а значит, уменьшая C ' , чтобы значения целевой функции принимало 
наименьшее возможное значение.
Проиллюстрируем процедуру динамического программирования решения этой задачи, 
получив при этом основное соотношение для продвижения к оптимуму.
Пусть T 0 имеет вид.
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Рядом  с верш и н ам и  указан ы  ресурсы  по потенциалу. Х отя бы  д л я  одной  верш и н ы  ресурс 
н еп рем ен но  равен  нулю , так  как  потен ц и ал  источн и ка м и н и м ален .
Будем  р азверты вать  процесс ди н ам и ческого  п р ограм м и рован и я  с кон цевы х дуг остова T 0 
п ерем ещ аясь к  корню  остова. Б локируем  вн ач але  те дуги и  верш и н ы  T 0 на  которы х н евозм ож н а 
о п ти м и зац и я . Это все те дуги и  верш и ны , которы е ведут к  верш и н ам  с нулевы м  ресурсом . В д а н ­
ном  случае это дуги и  верш и ны : 5, 6, 3.
Ф орм ируем  оставш иеся д л я  о п ти м и зац и и  ф рагм ен ты  остова T 0
О пределяем  кон цевы е (висячие) дуги ассоции рованны е с одной  и  той  ж е верш и ной: 8, 9 (с
6); 10, 11 (с 7); 2, 4 (с 3). С равниваем  величины :
d c s ( u s )  d c  9 ( u 9 )  d c 6 ( u 6 )
и
d  ( u 8 )  d  ( u 9 )  d ( u 6 )
= 0. (ветвь 6 блокирована)
П оскольку альтерн ати ва здесь отсутствует, то п олагаем  u 8 = u8 + 3 , u 9 = u 9 + 4 . П роцесс о п ­
ти м и зац и и  ф рагм ен та заверш ен . В ерш ины  и  дуги 8 и  9 блокирую тся д л я  д альн ей ш ей  о п ти м и за­
ции. П ереходим  к  о п ти м и зац и и  следую щ его ф рагм ен та T 0 . С равниваем
dcl0(u10) dcn (un) dc1 (u7)
-+------- — и 7--
d(u10) d (u11) d(u ')
Пусть п ервая  и з  этих вели ч и н  оказалась  больш ей. В клю чаем  в перспекти вное м нож ество 
ветвей на оп ти м и зац и ю  ветви  10 и  11 и  зап ом и н аем  по н и м  сумму п рои зводн ы х (u 10, u11) . П ерехо­
ди м  и з  верш и н ы  7 в смеж ную  к  н ей  верш и н у  -  это  корн евая  верш и н а ф рагм ента. Т аки м  образом ,
“ „.Ю „,11альтерн ати ва увеличен ию  зн ач ен и й  u и  u  на  дан н о м  ш аге отсутствует -  у вели чи ваем  зн ач ен и я
этих перем енн ы х
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10 10- . л 11 11-, Аu = u + А, u = u + А  .
При этом ресурсы всех ветвей, растущих из дуги 10 и 11 следует уменьшить на величину А , а само 
А выбирается достаточно малым и таким, чтобы ни один ресурс не стал отрицательным. Если р е­
сурс какого либо узла сети станет равен нулю, то вершины и дуги, ведущие к нему блокируются -  
их ресурсы нельзя уменьшить не нарушив условий задачи.
Переходим к оптимизации следующего фрагмента 2, 4 (с 3). Эти вершины ассоциированы с 
корневой вершиной 3. Альтернатива оптимизации дуг 2 и 4 отсутствует. Полагаем
Блокируем эти дуги и вершины для дальнейшей оптимизации. Одна итерация метода дина­
мического программирования завершена.
Далее вновь определяем ресурсы вершин среди незаблокированных вершин 10, 11, 7.
Продолжаем оптимизацию соответствующих фрагментов.
Итак, процесс динамического программирования для решения задачи достаточно прост и 
включает в себя три процедуры. На каждой итерации продвижения к оптимуму осуществляется:
1) Блокирование вершин и дуг остова графа T 0 .
2) Оптимизация оставшихся фрагментов остова.
3) Корректировка ресурсов узлов сети.
Обозначим перспективное множество куста остова растущего из i -ой дуги (то есть набор тех 
дуг куста на котором эффект от увеличения по ним значения потенциальных переменных 
наибольший) через R . Тогда на очередном шаге оптимизации при продвижении к корню фраг­
мента остова решается альтернатива
Процесс оптимизации завершается когда все дуги и вершины будут заблокированы. Анало­
гичным образом решается задача оптимизации и МК. Тем самым «плохая» задача минимизации 
вогнуто-выпуклой функции при линейных ограничениях сводится к решению ряда «хороших» 
задач минимизации выпуклой функции при линейных ограничениях малой размерности.
З а к л ю ч е н и е
Данный метод был применен для решения задач оптимального проектирования ороситель­
ных сетей и магистральных водопроводов и показал свою практическую эффективность.
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