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1 Introduction
In this survey, we exhibit some results concerning particular examples
of Hrushovski constructions as Abstract Elementary Classes (for short,
AECs).
In the second section, we present part of the history of the devel-
opment of ideas related to Hrushovski constructions, since when Zilber
established in the 80’s his conjecture about the tricotomy of strongly min-
imal ℵ1–categorial structures, until recent works of Baudisch, Martin–
Pizarro, Ziegler, Hasson, Hils et al.
In the third section, we present a general background about AECs,
clarifying why tame AECs are important in this setting (assuming tame-
ness, it is possible to prove a categoricity transfer theorem, see [14]; and
a stability transfer theorem, see [6]).
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In the fourth section, for the sake of completeness, we present some
basic definitions about Hrushovski fusions, following the terminology
given by Holland in [21].
In the fifth section, we mention some results of the class of Hrushovski
fusions as an AEC (see [34]).
In the sixth section, we mention a couple of open problems towards
using the techniques suggested in [34] for proving general results without
using algebraic arguments.
2 Some history of Hrushovski constructions
In the 80’s, Zilber conjectured that strongly minimal ℵ1–categorical struc-
tures are bi–interpretable with either a set without structure, or with a
linear space, or with an algebraic closed field of a fixed characteristic.
However, Hrushovski gave a counterexample to this conjecture. He con-
structed a new strongly minimal structure which is not bi–interpretable
with any of the kind of structures given above (see [24]), using a tech-
nique generalizing Fra¨ısse´ limits (the structure obtained in this way is
called generic structure), which allows to construct a countable model
which is strongly minimal, saturated and homogeneous which has infi-
nite Morley rank. After that, this structure is collapsed for obtaining a
structure with finite Morley rank.
These examples carry a pre–dimension which is defined on finite sub-
sets of structures in the same language, and include only the models such
that this pre–dimension is a non–negative function. This is the Schanuel
condition, because it is similar to the statement of the Schanuel conjec-
ture in complex numbers:
Conjecture. (Schanuel) For every x1, · · · , xn ∈ C, if {x1, · · · , xn}
are linearly independent over Q then we have that
trdegQ{x1, · · · , xn; exp(x1), · · · , exp(xn)} ≥ n .
The notion of self–sufficiency (a key notion in this setting) is strongly
based on this pre–dimension.
In [23], Hrushovski made a variation to his construction given in
[24] and proved that there exists a strongly minimal set which is bi–
interpretable with two algebraic closed fields of distinct characteristics
respectively, refuting in this way Zilber’s conjecture.
Later, Poizat studied in [28] another example of this type of construc-
tion, which was called bicolored fields, where he constructed a generic
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ω–stable structure of Morley rank ω×2. This kind of structures consists
of a field F with a distinguished subset N (whose elements are called
black points). The pre–dimension involves the trascendence degree and
the cardinality of certain subset of black points. When the set N cor-
responds to a divisible torsion–free subgroup of the multiplicative group
(FX , ·), this construction is called a green field and the points inside N
are called green points (see [29]). The collapse of this construction is
called a bad field.
Baldwin and Holland generalized this type of constructions in [22, 4,
5]. Holland proved in [22] that under suitable conditions, the theory of
the generic model is model–complete. Baldwin and Holland constructed
in [BaHo00] a generic model in the setting of bi–colored fields which is
ω–stable of Morley rank ω × k (k < ω) and another one of Morley rank
2. Also, they studied in [5] a generic model in the setting of bi–colored
fields, which is ω–stable and has Morley rank k.
Baudisch, Marte´n–Pizarro and Ziegler gave in [7] a simplified version
of the construction of a bicolored field of Morley rank p with a predicate
of rank p−1, giving also an explicit axiomatization of this class of models.
Hasson and Hils gave in [18] another generalization of the work of
Hrushovski, similar to [23] but considering non–disjoint languages. In
particular, they proved that if the intersection of the fusioned theories
corresponds to the theory of infinite linear spaces over a finite field then
the theory of the generic model is ω–stable of Morley rank ω.
Baudisch, Marte´n–Pizarro and Ziegler studied in [8] the case where
the intersection of the involved theories corresponds to the theory of
infinite linear spaces over a finite field, following the ideas of Hasson and
Hils.
Because of Hrushovski’s result in [24], Zilber reformulated his conjec-
ture, saying that the other possibility for this kind of structures is an al-
gebraic closed field of characteristic 0 which carries a pseudo–exponential
which satisfies a suitable version of the Schanuel conjecture. In this set-
ting, Zilber proved —under some Diophantine hypotheses— that the
theory of the generic model is model–complete and that its completion
is superstable ([Zi03]). Some members of the Oxford Logic Group are
studying some variants of the Zilber’s examples (see [10, 9, 25, 26, 40,
36, 37, 38, 39]).
Recent results by Hasson [17] and Hils [19] explore further connec-
tions of Hrushovski constructions to geometric stability theory (standard
systems of geometries and an analysis of ranks in the supersimple case).
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3 Abstract Elementary Classes
The notion of abstract elementary class (for short, AEC) corresponds
to a generalization of the notion of first order elementary class (class
of models of a certain first order theory), given by Je´nsson and Shelah
([Jo56, Jo60, Sh88, Sh300]).
Definition 3.1. Let K be a class of L–structures, where L is a first
order language, and ≺K a binary relation on K. We say that (K,≺K) is
an abstract elementary class if and only if
1. ≺K partially orders K.
2. If M ≺K N then M ⊆ N .
3. (Tarski–Vaught–like axiom2) If M0,M1,M2 ∈ K are such that
M0 ⊆M1 ≺K M2 and M0 ≺K M2, then M0 ≺K M1.
4. (Isomorphism (1)) Whenever M ∈ K and M ∼= N then N ∈ K.
5. (Isomorphism (2)) If Mi and Ni are structures in K with M1 ⊆M2
and N1 ≺K N2, and fi : Mi
∼=
→ Ni (i = 1, 2) are isomorphisms such
that f1 ⊆ f2, then M1 ≺K M2.
6. ( Los´–Tarski unions of chains (1)) If {Mi | i < λ} ⊂ K is a ≺K–
increasing and continuous chain, then
⋃
i<λMi ∈ K and Mk ≺K⋃
i<λMi for every k < λ.
7. ( Los´–Tarski unions of chains (2)) If {Mi | i < λ} ⊂ K is a ≺K–
increasing and continuous chain and N ∈ K is such that Mk ≺K N
for every k < λ, then
⋃
i<λMi ≺K N .
8. (Downward Le´wenheim–Skolem) There exists a cardinal LS(K)
such that for every M ∈ K and X ⊆ |M |, there exists N ∈ K
such that X ⊆ N ≺K M , where ‖N‖ ≤ |X| + LS(K) + ℵ0
Examples 3.2.
1. (Mod(T ),≺), where T is a first order theory and ≺ corresponds to
the elementary substructure relation.
2. Mod(ψ), where ψ ∈ Lω1,ω (see [30, 31]).
2Also called ‘Coherence Axiom’ or ‘Triangle Axiom’.
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For basic facts about AECs, see [3, 11].
Through this section, let K be an AEC.
Definition 3.3. We say that K is λ–categorical iff for every M,N ∈ K
of size λ are isomorphic.
Example 3.4. Let T := {∀x(x = x)}, where L = {=}. Notice that
M ∼= N iff ‖M‖ = ‖N‖. So, T is λ–categorical for every cardinality λ.
Two key points in the study of AECs are the stability (see definition
3.10) and categoricity spectrum, i.e.: we want to know the cardinalities
where K is stable and categorical. In general, these are very difficult
questions, but we know some partial results in this setting (see [6, 14]).
Shelah conjectured that there exists a cardinality µ(κ) such that for
every AEC K with LS(K) ≤ κ, if K is λ–categorical for some λ > µ(κ)
then K is µ–categorical for every µ > µ(κ). This conjecture is still open.
However, there exist some partial answers to this conjecture. One of
them corresponds to the result given by Grossberg and VanDieren in the
setting of tame AECs (see [13, 14]).
Definition 3.5. (Amalgamation property) We say that K satisfies the
amalgamation property iff for every Mi,M ∈ K (j = 0, 1) such that
M ≺K Mj , there are N ∈ K and ≺K–embeddings fj : Mj → N (j = 0, 1)
such that f0 M = f1 M
M0 N
M M1
p p p p p p p-f0
-
id
6
id
p
p
p
p
p
p
p
p6
f1
Definition 3.6. Let Mi, M be L–structures in K (j = 0, 1) such that
M ≺K Mj and aj ∈ Mj (j = 0, 1) are tuples of the same length. Define
the relation E by (a0,M,M0)E(a1,M,M1) iff there are N ∈ K and ≺K–
embeddings fj : Mj → N (j = 0, 1) such that f0(a0) = f1(a1) and
f0 M = f1 M = idM
Remark 3.7. If K has the amalgamation property, then E is an equiv-
alence relation.
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f0
f1
a1
a0
M0
M1
M
N
Definition 3.8. Let M,N ∈ K (where K has the amalgamation property)
and a ∈ N , we define the Galois–type of a over M in N (which we denote
by ga-tp(a/M,N)) as the equivalence class (a,M,N)/E. Additionally,
if α > 0 is an ordinal, we define ga-Sα(M) := {ga-tp(a/M,N) | M ≺K
N and a ∈ Nα}. We can drop the index α if it is clear,
Definition 3.9. Let N,M0,M1 ∈ K be such that M0 ≺K M1 ≺K N . If
p := ga-tp(a/M1, N), define p M0 := ga-tp(a/M0, N).
Definition 3.10. Let κ ≥ LS(K). We say that K is κ–stable iff for every
M ∈ K of size κ we have that ga-S(M) ≤ κ.
In first order logic, we have that if two syntactic types (over the same
set of parameters) are different, so that difference can be codified by a
countable countable subset (in fact, finite) of parameters. The following
definition intends to generalize that behavior.
Definition 3.11. Let κ ≥ LS(K). We say that K is κ–tame iff for
every M ∈ K of size > κ and p, q ∈ ga-S(M), if p 6= q then there exists
N ≺K M of size κ such that p  N 6= q  N .
Example 3.12.
1. Let K := Mod(T ), where T is a first order theory, where L(T ) is a
countable language. Then K is ℵ0–tame.
2. Excellent classes are tame (see [12]).
We have then the following results for the stability and categoricity
spectrum in tame AECs.
Definition 3.13. We say that K is ω–local iff for every ≺K–increasing
and continuous chain 〈Mi : i < ω〉 and a sequence of Galois–types 〈pi :
i < ω〉 such that pi ∈ ga-S(Mi) and pi = pi+1 Mi for every i < ω, there
exists a unique p ∈ ga-S(
⋃
i<ωMi) such that pi = p Mi for every i < ω.
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Theorem 3.14. (Baldwin–Kueker–VanDieren [6]) Let K be an AEC
with LS(K) = ℵ0 that is ω–local and ℵ0–tame. If K is ℵ0–stable then K
is stable in all cardinalities.
In the setting of metric abstract elementary classes (MAECs, for
short; see [20]) we have a similar result, but just for cardinalities κ which
satisfy κ = κℵ0 (see [35]).
Definition 3.15. We say that K satisfies the joint embedding property
(for short, JEP) iff for every M0,M1 ∈ K there exist N ∈ K and ≺K–
embeddings fj : Mj → N (j = 0, 1).
M0 N
M1
p p p p p p p-f0
p
p
p
p
p
p
p
p
6
f1
Theorem 3.16. (Grossberg–VanDieren, see [15]) Suppose K is a χ–
tame AEC satisfying the amalgamation and joint embedding properties.
Let µ0 := Hanf(K). If χ ≤ i(2µ0 )+ and K is categorical in some λ
+ >
i(2µ0 )+ , then K is µ–categorical for all µ > i(2µ0 )+.
In this setting, uniqueness of limit models plays a very important
role —similar to the role of saturated models in the classical Morley’s
theorem— in the proof given by Grossberg and VanDieren of their ver-
sion of the categoricity transfer theorem in tame AECs. Under some
assumptions of superstability in AECs —which are implied by the as-
sumptions of the Grossberg–VanDieren result—, Grossberg, VanDieren
and Villaveces proved in [16] that limit models are unique (up to isomor-
phisms).
Definition 3.17. Let M,N ∈ K be such that M ≺K N . We say that
N is µ–universal over M iff for every M ′ K M of size µ we have that
there exists a K–embedding f : M ′ → N which fixes pointwise M . We
say that N is universal over M iff N is |M |–universal over M .
M N
M ′
-id
?
id
p
p
p
p
p
p
p
p

f
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Definition 3.18. Let M,N ∈ K be such that M ≺K N , where ‖M‖ = µ.
We say that N is (µ, θ)–limit over M iff there exists an increasing and
continuous ≺K–chain (Mi : i < θ) such that M0 = M ,
⋃
i<θMi = N ,
‖Mi‖ = µ for every i < θ and also Mi+1 is µ–universal over Mi.
Mi+1
Mi
...
M1
M0 = M
N
...
Definition 3.19. (µ–Disjoint amalgamation property) We say that K
satisfies the µ–disjoint amalgamation property (for short, µ–DAP) iff for
every Mj ,M ∈ K (j = 0, 1) of size µ such that M ≺K Mj , there are
N K M1 of size µ and a ≺K–embedding f : M0 → N which fixes
pointwise M such that f(M0) ∩M1 = M
M0 N
M M1
p p p p p p p-f
-
id
6
id
p
p
p
p
p
p
p
p6
id
Example 3.20. If T is a complete first–order theory then (Mod(T ),≺)
has the λ–DAP for all λ = |L(T )| + ℵ0.
In this setting, we do not work with syntactic types. However, we
have a notion of independence which under stability assumptions satisfies
nice properties such as locality, or existence and uniqueness of extensions
over universal models.
Definition 3.21. A type p ∈ ga − S(M) µ–splits over N ∈ K (of size
≤ µ) if and only if N ≺K M and there there exist N1, N2 ∈ K of size
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µ and a ≺K–embedding h such that N ≺K Nl ≺K M for l = 1, 2 and
h : N1 ∼= N2 with h  N = idN and p  N2 6= h(p  N1).
N1 N2
h
N
M
Definition 3.22. Let K be an AEC with the µ–DAP and JE. We say
that non–µ–splitting satisfies the locality (also called continuity) and
existence property (respectively) iff for all infinite α for every sequence
(Mi : i < α) of limit models of cardinality µ and for every p ∈ ga−S(Mα)
we have that
1. (locality) If for every i < α the type p  Mi does not µ–split over
M0, then p does not µ–split over M0.
2. (existence) There exists i < α such that p does not µ–split over
Mi.
Fact 3.23. [Grossberg–VanDieren–Villaveces, see [16]] Let K be an AEC
without maximal models, and µ > LS(K). Suppose K satisfies the µ–
DAP. If K is µ–stable, and satisfies locality and existence of non–µ–
splitting, then any two (µ, σl)–limits over M (for l ∈ {1, 2} ) are isomor-
phic over M .
4 Hrushovski fusions over disjoint languages.
We follow the setting given by Holland in [21]. In this section, for the
sake of completeness, we give some of the most important results.
We are not considering here the more general fusions over non–
disjoint languages, studied by Hasson and Hils in [18].
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4.1 Pregeometries
Notation 4.1. Let A, B be sets. As usual, we denote the union A ∪B
by AB. If a is some element, we denote the union A ∪ {a} by Aa.
Notation 4.2. Given a set X, we denote [X]<ω := {B ∈ P(X) | |B| <
ℵ0}. Aditionally, A ⊆finite X means A ∈ [X]
<ω
Definition 4.3. Let L be a first order language, M an L–structure and
A ⊆ |M |. Then a ∈ acl(A) if and only if there exist an L–formula ϕ(x, y¯),
b¯ ∈ A and n < ω such that M |= ϕ(a; b¯) ∧ ∃≤nxϕ(x; b¯). acl(A) is called
the algebraic closure of A.
Definition 4.4. For T a theory in a first order language L, we say that T
is strongly minimal if and only if for every model M |= T every definable
set inside M is finite or cofinite.
The following basic remark is crucial for the treatment of fusions:
Remark 4.5. For T a strongly minimal theory, and A |= T , if B ⊆ |A|
and a ∈ |A|, the fact
a /∈ acl(B)
is type–definable.
Definition 4.6. Let X be a non–empty set and cl : P(X) → P(X). We
say that (X, cl) is a pregeometry iff for every A,B ∈ P(X):
1. A ⊆ cl(A) and cl(cl(A)) = cl(A).
2. (Finite character) If a ∈ cl(A) then there exists B ⊆finite A such
that a ∈ cl(B).
3. (Monotonicity) A ⊆ B implies cl(A) ⊆ cl(B)
4. (Exchange) If a ∈ cl(Ab) \ cl(A) then b ∈ cl(Aa)
Examples 4.7.
1. (X, id) is a pregeometry. It is called the trivial pregeometry.
2. Let T be a strongly minimal theory, M |= T . Then, (M,acl) (where
acl is the algebraic closure) is a pregeometry.
3. Let V a linear space. (V, spam(·)) is a pregeometry.
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Definition 4.8. Given a pregeometry (G, cl) and X ⊆ G, we say that
X is closed if X = cl(X).
Example 4.9. Let (X, cl) be a pregeometry. Notice that cl(A) is a
closed set (by definition of pregeometry).
Definition 4.10. Let (G, cl) be a pregeometry and X ⊆ G be closed.
Y ⊆ X is a base for X if it is minimal such that cl(Y ) = X. We say that
Y ⊆ G is independent if it is a base for cl(Y ).
Example 4.11. Let V a linear space and (V, spam(·)) the pregeometry
associated to V . X ⊆ V is independent in the sense of pregeometry iff
it is independent in the sense of linear spaces.
Proposition 4.12. For every pregeometry (G, cl) and closed X ⊆ G,
Y ⊆ X is a base for X if and only if it is independent and cl(Y ) = X.
Fact 4.13. Let (G, cl) be a pregeometry and X ⊆ G a closed set. Y ⊆ X
is a base for X if and only if it is maximal among independent subsets
of X.
Fact 4.14. Let (G, cl) be a pregeometry, X ⊆ G a closed set and Y ⊆ G
such that cl(Y ) = X. Then there exists W ⊆ Y , a base for X.
Notation 4.15. By exchange property, if A and B are bases for cl(X)
then |A| = |B|. We call that cardinal number the cl–dimension of X
and denote it by d(X). The prefix cl may be omitted when obvious from
context.
The following fact is well known.
Fact 4.16. Let (G, cl) be a pregeometry, X,Y ⊆ G and d the correspond-
ing cl–dimension. Then d satisfies:
1. d(X) ≤ |X|
2. (submodularity) d(XY ) + d(X ∩ Y ) ≤ d(X) + d(Y ).
3. (monotonicity) If X ⊆ Y then d(X) ≤ d(Y ).
Definition 4.17. If (G, cl) is a pre–geometry and Y,W ⊆ G, we say
that Y is cl–independent over W if and only if d(Y ′W ′) = |Y ′| + d(W ′)
for every Y ′ ∈ [Y ]<ω and every W ′ ∈ [W ]<ω. A base for X over W is a
set Y ⊆ X, which is maximal independent over W .
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Notation 4.18. If Y1, Y2 ⊆ X are bases for X over W , then |Y1| = |Y2|.
Therefore, it makes sense to define the cl–dimension of X over W as the
cardinality of a base of X over W ; we denote this cardinal by d(X/W ).
When clear from context, we omit the prefix cl from the previous
definition.
Lemma 4.19. Let (G, cl) be a pregeometry, W ⊆ G and a ∈ G \ cl(W ).
Then d(Wa) = d(W ) + 1
Proposition 4.20. Let (G, cl) be a pregeometry and Y,W ⊆ G. Then
Y is independent over W if and only if for every a ∈ Y we have that
a /∈ cl(W (Y \ {a})).
Proof. Let a ∈ Y and B ⊆finite W (Y \ {a}). If a ∈ cl(B), then cl(B) =
cl(Ba), so d(B) = d(Ba). Let B1 := B∩(Y \{a}) and B2 := B∩W . Since
B1, B1a ∈ [Y ]
<ω, B2 ∈ [W ]
<ω, then |B1| + d(B2) = d(B1B2) = d(B) =
d(Ba) = d((B1a)B2) = |B1a| + d(B2), hence |B1| = |B1a| (impossible,
since a /∈ B1 and B1 is finite). Therefore a /∈ cl(B) and by the finite
character of cl we have a /∈ cl(W (Y \ {a}))
Conversely, assume that for every a ∈ Y we have that a /∈ cl(W (Y \
{a})). Let Y ′ := {a1, · · · , an} ∈ [Y ]
<ω and W ′ ∈ [W ]<ω. As a1 /∈ cl(W
′)
(since otherwise a1 ∈ cl(W (Y \ {a1}))) then d(W
′a1) = d(W ) + 1, by
lemma 4.19. Following a similar reasoning, we get that ai /∈ cl(W
′ ∪
{a1, · · · , ai−1}) and therefore d(W
′ ∪ {a1, · · · , ai}) = d(W
′) + i (i =
2, · · · , n). So, d(W ′Y ′) = d(W ′) + |Y ′|.
Proposition 4.21. If X ⊆ cl(W ) then d(X/W ) = 0.
Proof. Let X ⊆ cl(W ) and Y ⊆ X be independent over W . If Y 6= ∅,
there exists a ∈ Y , and since Y ⊆ X ⊆ cl(W ) ⊆ cl(W (Y \ {a})) then
a ∈ cl(W (Y \ {a})). (contradicts proposition 4.20). Then Y = ∅, so
d(X/W ) = 0.
4.2 Fusions over disjoint languages
Through this subsection, let T1, T2 be complete first order, strongly min-
imal and model–complete theories, in languages L1 and L2 respectively,
where L1 ∩ L2 = {=}. Also consider the corresponding dimension func-
tion di based on algebraic closures in the language Li (i = 1, 2).
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Definition 4.22. Let X ⊆finite |M |, where M |= T1 ∪ T2. Then we
define d0 : [|M |]
<ω → Z by
d0(X) := d1(X) + d2(X) − |X|.
If M |= T1 ∪ T2 and d0(X) ≥ 0 for every X ∈ [|M |]
<ω then we say that
M is a fusion over L1 and L2.
Fact 4.23. If T is a strongly minimal theory, M |= T and {a1, · · · , an}
⊆ |M | is such that d({a1, · · · , an}) = k, then there exists an L(T )–
formula ϕ(x1, · · · , xn) such that
1. M |= ϕ[a1, · · · , an] and
2. M |= ϕ[b1, · · · , bn] iff d({b1, · · · , bn}) ≤ k.
The class of fusions over T1 and T2 is axiomatizable:
Fact 4.24 (Holland). The class of fusions over T1 and T2 is elementary,
with the axiomatization T1 ∪ T2 plus axioms of the form
∀x

(ϕ1(x) ∧ ϕ2(x)) →
∨
i6=j
xi = xj


where for k1, k2 ∈ N such that k1 + k2 < |x| we have that ϕi is a Li–
formula such that if ϕi occurs in a model of Ti then di(x) ≤ ki (i = 1, 2).
Notation 4.25. Tfus denotes the previous axiomatization.
Here are some properties of the function d0 we defined above.
Fact 4.26. For M |= T1 ∪ T2, d0 the previously defined function and
X,Y ∈ [|M |]<ω, we define d0(X/Y ) := d0(XY )− d0(Y ). Then for every
X,Y ∈ [|M |]<ω we have:
1. −|X| ≤ d0(X/Y )
2. d0(X) ≤ |X|.
3. (submodularity) d0(XY ) + d0(X ∩ Y ) ≤ d0(X) + d0(Y )
Definition 4.27. A function δ : K → Z (where K is a class of finite
subsets of structures in the same language) is said to be a predimension
if it satisfies properties (2) and (3) of fact 4.26
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Remark 4.28. Notice that d0(X/Y ) = d0(XY )−d0(Y ) = d0(X \Y/Y )
if X,Y are finite.
Definition 4.29. For X,Y ⊆ M , where M |= T1 ∪ T2 and X is finite,
we define d0(X/Y ) := min{d0(X/Y
′) | X ∩ Y ⊆ Y ′ ⊆finite Y }.
Remark 4.30. Definition 4.29 extends the case Y finite: if we write
d′0(X/Y ) := min{d0(X/Y
′) | X ∩ Y ⊆ Y ′ ⊆finite Y } then d
′
0(X/Y ) ≤
d0(X/Y ) (as X ∩ Y ⊆ Y ⊆finite Y ); and as X ∩ Y ⊆ W ⊆finite Y is
such that d′0(X/Y ) = d0(X/W ), since X ∩ Y = X ∩W and W ⊆ Y by
Remark 4.28 we have d0(X/Y ) ≤ d0(X/W ) = d
′
0(X/Y ).
Fact 4.31. Let X,Y ⊆M , where M |= T1∪T2 and X is finite (and Y is
possibly infinite). We have that d0(X/Y ) = d1(X/Y )+d2(X/Y )−|X\Y |.
Definition 4.32. Let M |= T1 ∪T2 be a fusion over T1 and T2, U ⊆ |M |
and X ∈ [U ]<ω. We define d(X;U) := min{d0(X
′) | X ⊆ X ′ ⊆finite U}.
It is crucial to ask here that M be a fusion so that d(X;U) exists
—in that case it is the minimum of a nonempty set of natural numbers.
Remark 4.33. It is relatively easy to show that d(·) := d(·;U) (where
U ⊆ |M | is fixed and M is a fusion) satisfies:
1. d(X) ≤ |X|
2. (submodularity) d(XY ) + d(X ∩ Y ) ≤ d(X) + d(Y )
3. (monotonicity) If X ⊆ Y then d(X) ≤ d(Y )
Because of that, there exists a natural pregeometry on U defined in
the following way: a ∈ cl(X) if and only if there exists Y ∈ [X]<ω such
that d(Y a) = d(Y ) (intuitively, closure in Y a works just as in Y ).
For the remainder of this section, we assume that A and B are subsets
of a fusion. The following fact is very important, as the notion of being
a self–sufficient subset depends on it.
Fact 4.34 (Holland). For every A ⊆ B, the following statements are
equivalent:
1. For every X ∈ [A]<ω, d(X;A) = d(X;B).
2. For X ∈ [A]<ω there exists X ⊆ Y ⊆finite A such that d0(Y ) =
d(X;B).
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3. For every Y ∈ [B]<ω d0(Y/Y ∩A) ≥ 0 .
Moreover, if A is finite, then 1, 2 and 3 are equivalent to
4. d0(A) = d(A;B).
Proof.
1. (1) ⇔ (2). It is straightforward.
2. (1) ⇒ (3). Suppose that for some Y ∈ [B]<ω we have that d0(Y/Y ∩
A) < 0. Let Y ∩ A ⊂ Z ⊂finite A such that d0(Z) = d(Y ∩ A/A).
Notice that d0(Z) = d(Z;A). Therefore
d0(Y/Z) = d0(Y Z) − d0(Z)
≤ d0(Y ) − d0(Y ∩ Z) (by submodularity)
= d0(Y (Y ∩A)) − d0(Y ∩A) (since Y ∩A = Y ∩ Z)
= d0(Y/Y ∩A)
< 0
Therefore, d(Z;B) ≤ d0(Y Z) < d0(Z) = d(Z;A), so (1) fails (con-
tradiction).
3. (3) ⇒ (2). Let X ⊂ A. Let Z ⊆ B be such that X ⊆ Z and d0(Z) =
d(X;B). By (3), we have that d(X;B) = d0(Z) ≥ d0(Z ∩ A).
Since X ⊆ Z ∩ A ⊆ B, then d(X;B) ≤ d0(Z ∩ A). Therefore
d0(Z ∩A) = d(X;B). Take Y := Z ∩A.
4. (1) → (4). If A is finite, notice that d0(A) = d(A;A). Therefore
by (1) we have that d0(A) = d(A;A) = d(A;B).
5. (4) ⇒ (3). Suppose that d0(A) := d(A;B), and let Y ⊆finite B.
Since d(A;B) ≤ d0(Y A), then 0 ≤ d0(Y A) − d0(A) ≤ d0(Y ) −
d0(Y ∩ A) = d0(Y/Y ∩ A) (by submodularity and definitionof d0,
see 4.29).
Definition 4.35. Assume that A ⊆ B. We say that A is self–sufficient
in B (denoted A ≤ B) if and only if any of the conditions of 4.34 holds3.
If M , N are fusions such that M ⊆ N , we say that M is self–sufficient
in N (denoted M ≤ N) if and only if |M | ≤ |N |
3Other authors use ‘strong’ instead of ‘self–sufficient’.
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Proposition 4.36. If A ⊆ B, d0(X/A) ≥ 0 for each X ∈ [B]
<ω iff
A ≤ B.
Proof. Since d0(X/A) := min{d0(X/Y ) | X ∩ A ⊆ Y ⊆finite A} and
X ∩A ⊆ X ∩A ⊆finite A then d0(X/A) ≤ d0(X/X ∩A). By hipothesis,
0 ≤ d0(X/A), so 0 ≤ d0(X/X ∩ A). Therefore, from Fact 4.34 (3) we
may conclude A ≤ B.
Conversely, let X ∩ A ⊆ Y ⊆finite A be such that d0(X/Y ) =
d0(X/A). Take X
′ := XY ∈ [B]<ω. Since A ≤ B,
0 ≤ d0(X
′/X ′ ∩A)
= d0(XY/(XY ) ∩A)
= d0(XY/(X ∩A)(Y ∩A))
= d0(XY/Y )
= d0(XY ) − d0(Y )
= d0(X/Y )
= d0(X/A)
Corollary 4.37. If A ⊆ B and d0(X/A) ≥ 0 for every X ∈ [B \ A]
<ω,
then A ≤ B.
Proof. Use proposition 4.36 and remark 4.28.
Proposition 4.38 (Holland). Let i ∈ {1, 2} and j = 3−i; if acli(W )\W
is j–independent over W then W ≤ acli(W ).
Proof. Let X ⊆finite acli(W ) \W . X is j–independent over W (other-
wise, there would be some X ′ ⊆finite X and some W
′ ⊆finite W such
that dj(X
′W ′) 6= |X ′| + dj(W
′), and since X ⊆ acli(W ) \ W they
would contradict the j–independence of acli(W ) \ W over W ). Since
X ⊆ acli(W ), we have di(X/W ) = 0, by Proposition 4.21. There-
fore, d0(X/W ) = dj(X/W ) − |X|. Since dj(X/W ) = |X|, we have
d0(X/W ) ≥ 0. So, W ≤ acli(W ), using Fact 4.37.
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5 Hrushovski fusions as an AEC
Villaveces and the author studied in [34] the class of Hrushovski fusions
together with the self–sufficient relation ≤. In this work, we do not
consider the theory of the generic model.
Definition 5.1. Let L be a first order language and L′ ⊃ L. Let δ be a
predimension function (see definition 4.27) defined on every finite subset
of every structure in a fixed class K of L′–structures. We say that a
complete L–type p is δ–locally Schanuel for K if for every realization of p
which is inside of a model in K, say e |= p(x), every finite subtuple e′ / e
satisfies δ(e′) ≥ 0
Proposition 5.2. Let p1(x) and p2(x) be two complete d0–locally Scha-
nuel for Kfus types over ∅ in L1, L2 respectively, where these types have
different realizations in T1 and T2 respectively. Then there exists a fusion
N and a realization b of p1(x) ∪ p2(x) in N such that b ≤ N .
Proof. Let x0 := x, p0i := pi (i = 1, 2) and m
0 be a realization of p1(x)
in a model of T1. Extend m
0 to some enumeration m1 of acl1(m
0) in
that model, taking p11(x
1) := tpL1(m
1/∅). Extend p02(x) to a complete
L2–type p
1
2(x
1) making sure the new variables in x1 are 2–independent
over x0. Alternanting the roles of L1 and T1 along this process with
those of L2 and T2, we obtain two chains p
0
i (x
0) ⊆ p1i (x
1) ⊆ p2i (x
2) ⊆ · · ·
of complete Li–types (i = 1, 2), taking qi :=
⋃
n<ω p
n
i (i = 1, 2). Since
L1 ∩ L2 = {=}, by Robinson’s Consistency Theorem we conclude that
q1 ∪ q2 is consistent. If a realizes q1 ∪ q2, then we have acli(a) = a
(i = 1, 2) (if we take a′ ⊆finite a this subtuple has been considered
in a step of the construction of q1 and q2; call this step n < ω and
b
n
the subtuple of a which realizes the types pnj (x
n) (j = 1, 2), and
since b
n+1
= aclk(b
n
) for some k ∈ {1, 2} (by the construction of the
types pj(x
n+1) j = 1, 2) then acli(a
′) ⊆ acli(aclk(b
n
)) = acli(b
n+1
) ⊆ a
(if k = i acli(b
n+1
) = b
n+1
and k 6= i acli(b
n+1
) = b
n+2
), so by the
finite character of acli we have acli(a) ⊆ a). Additionally, by a similar
argument, a is a L1 ∪ L2–structure, which we denote by N
′. We may
consider a sufficiently saturated model C |= Tfus, so there is a realization
N |= Tfus of the type q1∪q2. We use the fact that p1 and p2 are d0–locally
Schanuel for Kfus in this part, in order to guarantee that any realization
of p1∪p2 satisfies the Schanuel condition. On the other hand, we have the
subtuple b
n
of N realizing the types pnj (x
n) (j = 1, 2) then b := b
0
≤ b
n
for every n < ω. For n = 0, this is obvious. If we assume that for some
n < ω we have b ≤ b
n
, then by construction b
n+1
= aclk(b
n
) for some
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k ∈ {1, 2} and since b
n+1
\ b
n
is j–independent over bn (j ∈ {1, 2} \ {k})
then b
n
≤ aclk(b
n
) = b
n+1
(proposition 4.38), and by the transitivity of
≤ we have b ≤ b
n+1
. As N =
⋃
n<ω b
n
then by Fact 4.34 (3) we have
b ≤ N .
Definition 5.3. Let T be a first order ω–stable theory, M |= T and
A,B,C ⊂ |M | such that (without loose of generality) C ⊆ A ∩ B. We
say that A does not fork from B over C (which we denote by A |^
C
B) if
for every a ∈ A we have that MR(a/B) = MR(a/C), where MR denotes
the Morley Rank.
Fact 5.4. Let T be a first order strongly minimal theory, M be a model
of T , B ⊆ |M | and a ∈M . Then MR(a/B) = d(a/B), where d denotes
the acl–dimension mapping.
Reference. [27], theorem 6.2.19
Notation 5.5. A |^ i
C
B (i ∈ {1, 2}) means that A does not fork from B
over C, in the sense of the language Li.
For the sake of completeness, we mention the following well known
model–theoretic facts:
Fact 5.6. If T is a strongly minimal theory, then T is ω–stable
Fact 5.7. If T is ω–stable, and A,B ⊂ C (where C is a monster model
of T ) then there exists B0 ⊂finite B such that A does not fork from B
over B0.
Holland proved in [21] the following version of the amalgamation prop-
erty:
Proposition 5.8 (Amalgams of Fusions). Let M ≤ Ni (i = 1, 2) be fu-
sions. Then there are N ′i
∼=M Ni and K fusions such that N
′
i ≤ N
′
1N
′
2 ≤
K.
Proof. Let M ≤ Ni (i = 1, 2) be fusions. Without loose of generality, we
may assume that N1 ∩N2 = M and
N1 |^
j
M
N2 (j = 1, 2) . (*)
Consider an enumeration m of M and an enumeration ni of Ni \
M (i ∈ {1, 2}). Consider pj := pj(xy1y2) (j = 1, 2) a complete non–
forking (over M) Lj–type extending tpj(mn1)∪tpj(mn2) (by non–forking
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extension property). Notice that pj encodes the independence condition
given in (∗). By Proposition 5.2 (as p1 and p2 are types inside a fusion),
there exists a realization b = N ′1N
′
2 (isomorphic to N1N2 over M) of
p1 ∪ p2 and a fusion K such that N
′
1N
′
2 ≤ K. On the other hand, taking
X ∈ [N ′1N
′
2\N
′
2]
<ω = [N ′1\N
′
2]
<ω we have X ∩N ′2 = ∅.
Since N ′1 |^
j
M
N ′2 , we have di(X/N
′
2) = di(X/M) (by definition 5.3
and fact 5.4).
So, by fact 4.31 we have that d0(X/M) = d0(X/N
′
2). As M ≤ N1, by
corollary 4.36 we have d0(X/N
′
2) = d0(X/M) ≥ 0. By corollary 4.37 we
have N ′2 ≤ N
′
1N
′
2. By transitivity of ≤, we have N
′
2 ≤ K. We may show
in a similar way that N ′1 ≤ K.
Definition 5.9. Consider the following commutative diagram:
M0 N
M M1
-f0
-
id
6
id
6
f1
We say that the commutative diagram above is smooth if and only if
we have that f0(M0) ∩ f1(M1) ≤ fi(Mi) for i ∈ {0, 1}.
In [34], using the techniques which Holland used in 5.8, we proved
the following fact:
Fact 5.10. Consider the following commutative diagram, where its base
is smooth (see definition 5.9):
M5
M4 M6
M1 M3
M0 M2
id
id
@@I
-
id
id
id
6
-f13
id
f23
6
@@I
-
id
6
@@I
where all the embeddings are inclusions, except f13 and f23, the nodes
correspond to fusions in disjoint languages L1∪L2 and additionally sup-
pose that
Mj |^
i
M1∩M2
MkMl
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({j, k, l} = {3, 5, 6} where j, k and l are parwise disjoint and i ∈
{1, 2}). Then there exist a fusion M7 and embeddings f37 : M3 → M7,
f57 : M5 → M7 and f67 : M6 → M7 such that the following diagram
commutes:
M5 M7
M4 M6
M1 M3
M0 M2
p p p p p p p p p p-f57
id
id
@@I
-
id
id
p
p
pI
f67
id
6
-f13
id
p
p
p
p
p
p
p
p
p
p
p
p
6
f37
f23
6
@@I
-
id
6
@@I
In this way, assuming that every square is smooth, using ideas of
[12], Villaveces and the author proved in [34] that the class of Hrushovski
fusions over disjoint and countable languages are ℵ0–tame.
We focus on the technique used in the proof of the tameness of
Hrushovski fusions, because it does not depend of this particular class.
Further works in this way should take us to prove the tameness of general
Hrushovski constructions which satisfy at least 3–amalgamation property
of smooth fusions (5.9).
6 Some open problems
Most of studies in Hrushovski constructions had just included the theory
of the generic model. However, Villaveces and the author studied the
class of all Hrushovski fusions (over disjoint languages) as an AEC.
Zilber studied in [42] the class of covers of the multiplicative group
of a field of characteristic 0 and studied in [39] the class of fields with a
pseudo–exponentiation. Actually, these classes are quasi–minimal excel-
lent. Zilber also proved in [41] that any quasi–minimal excellent class is
categorical in every uncountable cardinality. Quasi–minimal excellence
of the class of covers strongly depends of algebraic arguments (the key
result in that setting is the Thumbtack lemma, see [42]). Since quasi–
minimal excellence is a specific example of excellence, the class of covers
is tame (by [12]). We conjecture that we can use the techniques used in
[34] for proving the tameness of more general Hrushovski constructions
which include the Zilber’s covers class, avoiding the algebraic arguments.
The author thanks Andre´s Villaveces for his suggestions for this work.
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