The gonadotropin releasing hormone (GnRH) is secreted by hypothalamic neurons into the pituitary portal blood in a pulsatile manner. The alternation between a frequency-modulated pulsatile regime and the ovulatory surge is the hallmark of the GnRH secretion pattern in ovarian cycles of female mammals. In this work, we aim at modeling additional features of the GnRH secretion pattern: the possible occurrence of a two-bump surge ("camel surge") and an episode of partial desynchronization before the surge. We propose a six-dimensional extension of a former four-dimensional model with three timescale and introduce two mutually-coupled, slightly heterogenous GnRH subpopulations (secretors) regulated by the same slow oscillator (regulator). We consider two types of coupling functions between the secretors, including dynamic state-dependent coupling, and we use numerical and analytic tools to characterize the coupling parameter values leading to the generation of a two-bump surge in both coupling cases. We reveal the impact of the slowly varying control exerted by the regulator onto the pulsatile dynamics of the secretors, which leads to dynamic bifurcations and gives rise to desynchronization. To assess the occurrence time of desynchronization during the pulsatile phase, we introduce asymptotic tools based on quasi-static and geometric approaches, as well as analytic tools based on the H-function derived from phase equation and numerical tracking of period-doubling bifurcations. We discuss the role of coupling parameters in the two-bump surge generation and the speed of desynchronization.
Introduction
Endocrine neurons have the uncommon ability of secreting hormones into the blood stream. Neuroendocrine networks are characterized by the emergence of very slow secretion rhythms with remarkable dynamics. The hypothalamic neurohormone GnRH (gonadotropin-releasing hormone) is the master hormone in the hypothalamopituitary gonadal axis controlling the reproductive function. GnRH is secreted in a pulsatile manner and the pulsatility has a fundamental role in the differential control of the secretion of both gonadotropins by the pituitary gland: LH (luteinizing hormone) and FSH (follicle stimulating hormone). In females, the pulsatile pattern is tremendously altered once per ovarian cycle into a massive and prolonged release, the GnRH surge, which triggers in turn the LH surge leading to ovulation.
In previous works, we have introduced and studied both qualitatively and quantitatively a compact (fourdimensional (4D)) model with three timescales accounting for the alternating pulse and surge regime as well as for the varying frequency of GnRH pulses [14, 15, 60, 35] . The outputs of this phantom-burster model reproduce the proper sequence of secretory events and meet species-dependent quantitative specifications dealing with the frequency, duration and amplitude of these events.
The modeling motivation underlying the current work comes from additional features observed experimentally in the secretion pattern of GnRH. When looking finely at GnRH time series sampled from the pituitary portal blood (the most, not to say unique, reliable marker of the neurosecretory activity of the GnRH network), one can see that, on the one hand, the surge may in some cases be composed of two main bumps (instead of a single) [43, 44, 32, 47, 9] , and on the other hand, the increase in GnRH pulse frequency at the end of the follicular phase, that is inseparable from the ability of the network to mount a GnRH surge, is accompanied at the very end of the follicular phase by a degradation in pulsatility and appearance of noise that blurs the GnRH pulses [23] .
Another witness of desynchronization within the GnRH network as the surge approaches is the silencing observed in recordings of MUA (Multi-Unit Activity), a macroscopic marker of electric activity at the level of the median eminence that is otherwise well correlated with GnRH-induced LH pulses [45] . Interestingly, in case of a 2-bump surge (which we will refer as "camel surge" from now on), the first bump coincides with the LH ovulatory surge, while the second bump corresponds to the part of the surge that extends much beyond the duration of the LH surge [22, 10] and whose biological signification is unclear, even if it seems to be involved in estrous behavior in some species [8, 2] .
In [33] , we have proposed a 6-dimensional (6D) extension of the original 4D system, by adding a second secretory system interacting with the first one, and subject to the same forcing from the regulating system. We have thus introduced a first level of heterogeneity within the GnRH population, by considering two distinct subpopulations. We tackled the question of synchronization between the secretory systems from the dynamical viewpoint, to study the impact of coupling on the slow-fast transitions arising in the fast subsystems. Yet, we considered a simple coupling function and departed from the quantitative properties of the model, even if its qualitative sequential behavior was preserved. In contrast, in the current study, we intend to adapt such an extended 6D model to manage to reproduce the additional GnRH secretion features without altering any of the quantitative features of the model output. As a consequence, we focus our attention on the proper formulation of the coupling function with respect to the desired outputs, which results in a complicated model with both asymmetric and dynamic coupling terms. We also investigate how to control quantitatively the newly added features: timing, ordering and amplitude of the surge bumps, as well as time occurrence of desynchronization.
The collective dynamics of slow-fast oscillators coupled on different timescales have a great importance in the context of physiology when microscopic and macroscopic levels can be represented with similar dynamics, especially in excitable systems for neuronal activity [21, 52] . Such dynamics result naturally from the mass modeling approach, that consists in focusing on the average behavior of neuron assemblies considered to behave jointly. Using this paradigm, the specific features of the individual cells' activities, and the microscopic dynamic interactions are no longer taken into account. Yet, a large panel of dynamic behaviors can be generated by such models, even if they are designed to reproduce activities at the mesoscopic scale. Therefore, the identification of the main mechanisms involved in the synchronization of complex oscillations (for instance bursting oscillations [30, 17, 54, 16, 1] ) and the robustness of the synchronization features are key points for the analysis of neural population activities.
Extensive efforts have been dedicated to the understanding of synchronization in slow-fast systems in the context of neuroscience and have led to the development of theoretical and numerical tools, such as the fast threshold modulation theory [55] , singular perturbation methods [57, 56, 58, 37] , theory of weakly coupled oscillators and phase response curves (PRC) [59, 26, 19, 39, 6, 21, 28, 52] . The weakly coupled oscillator theory has been extended to relaxation cycles in [29] . The questions mainly tackled in the framework of synchronization in neural systems are the effects of intrinsic properties, slowly varying terms, heterogeneity [50, 42, 46, 20, 41, 5, 40] and the derivation of analytic expressions for PRCs [31, 36, 48] . This paper is organized as follows. In Section 2, we briefly review the dynamics of the 4D GnRH secretion model, reformulate the 6D extended model [33] and introduce more elaborate coupling functions. In Section 3, we perform quantitative studies based on numerical simulations and analytic expressions to derive information on the parameter set compatible with a camel surge. In Section 4, we introduce asymptotic approaches to investigate the occurrence of a desynchronization episode in the pulsatile regime and assess the chronology of desynchronization. In Section 5, we apply our results to mimic specific experimental instances of a camel surge. In Section 6, using numerical continuation, we discuss the possible mechanisms underlying desynchronization in the framework of weakly coupled oscillators theory. A final conclusion and discussion are provided in Section 7.
2 GnRH secretion model and subpopulation
Review of the 4D GnRH secretion model
We briefly review the 4D model first introduced in [14] to reproduce the complex secretion pattern of the hypothalamic neurohormone GnRH and further studied in [15, 60, 35] . The model reads:
(1a) εẏ = a 0 x + a 1 y + a 2 + cX,
where f (x) = λ 3 x 3 + λ 1 x, G(X) = µ 3 X 3 + µ 1 X, λ 3 , µ 3 < 0, λ 1 , µ 1 > 0, a i , c > 0, 0 < ε 1, 0 < δ 1.
The cubic function f admits 2 folds ; we denote the coordinates of the right (upper) fold by (x + , f (x + )) and those of the left (lower) fold by (x − , f (x − )). The fold points split f (x) into three branches, a left and a right branch where f < 0, and a middle branch where f > 0. Similarly, G is a cubic function with upper fold (γ, G(γ)) and lower fold (−γ, G(−γ)). The associated model output is
χ A being the indicator function (χ = 1 on A, 0 elsewhere). System (1) consists of two FitzHugh-Nagumo oscillators interacting via a slow-fast unidirectional coupling. The slow system (1c)-(1d) represents the population of regulating neurons (regulator), whereas the fast system (1a)-(1b) represents the secreting population (secretor), and the thresholded solution component y out (t) corresponds to the amount of secreted GnRH. The coupling between the systems leads to a three-timescale model, which is able to capture the periodic back and forth transition from the pulsatile regime (corresponding to a relaxation limit cycle in the secretor) to the surge, as well as the increase in the pulse frequency all along the pulsatile regime. The parameters of the regulator are set so that (X, Y ) follows a relaxation cycle whose extremal values are (X min , G(X min )) and (X max , G(X max )), with G(X min ) ≈ G(γ) and G(X max ) ≈ G(−γ). The X-driven y-nullcline, a 0 x + a 1 y + a 2 + cX = 0, moves in the (x, y) plane as X(t) spans the [X min , X max ] interval, and, consequently, the number of singular points and their positions with respect to the folds of f (x) change with time. The resulting periodic sequence can be divided into 4 phases ( Figure 1 ): pulsatile regime, transition from pulsatility to surge, surge, and resumption of pulsatility. During the pulsatile regime, an unstable node on the middle branch of f (x) is surrounded by an attracting relaxation cycle. This relaxation cycle disappears through a Hopf bifurcation near the lower fold of f (x) in the transition from the pulsatile regime to surge. In the surge regime, the y-nullcline may either intersect the left branch or lie on the left of f (x) depending on the parameters. The opposite transition from surge to pulsatility occurs when the y-nullcline is brought back towards the right branch of f (x). If the rightward motion does not overcome the right fold, the pulsatile regime resumes at once. Otherwise a "pause" with small amplitude oscillations precedes pulsatility resumption. In [15] , constraints on the parameters were obtained from dynamical principles to guarantee not only the proper qualitative sequence of secretory events, but also quantitative features subject to biological specifications and dealing with the duration, amplitude and frequency of the GnRH signal. In [35, 33] , an in-depth analysis of the pause event was performed. This event is due to the slow passage through a Hopf bifurcation near the right fold.
One of the salient features of system (1), which plays a critical role in the current framework, is the frequency increase occurring during the pulsatile regime. This increase ensues from the changing location of the unstable stationary point lying on the middle branch of f (x). At the beginning of the pulsatile regime, this point is close to the upper fold of f (x). As a consequence, the current point (x, y) running on the limit cycle is slowed down in the vicinity of the stationary point, hence the period of the cycle is rather long (this low frequency pattern corresponds to the so-called luteal phase of the ovarian cycle). As X increases, the y-nullcline moves leftwards, so that the stationary point moves away from the right fold; the current point escapes from the influence of the stationary point and the period gets smaller and smaller, up to the surge triggering (this high frequency pattern corresponds to the so-called follicular phase of the ovarian cycle). 
Introduction of a generic 6D model
We consider the following general form of a 6D model designed from the 4D model (1):
and
We will refer to subsystems (3a)-(3b) and (3c)-(3d) as Secretor 1 and 2 (S 1 and S 2 ), respectively. The global output of the model is z(t) given by (4c) as the sum of thresholded y 1 (t) and y 2 (t) signals in (4a) and (4b), respectively. The coupling in (3b) and (3d) can be considered as a modulation of the secretor sensitivity to the control exerted by the regulator. The nonidentical V (i) functions read:
where the mutual interaction between the secretors is provided via the coupling functions I (1) and I (2) . Table 1 : Nominal parameter values of the 6D GnRH secretion model (3) used for the numerical simulations. In this study, we consider a
1 = a 1 and y T H = 1.4. Figure 2 shows signals y 1 (t) and y 2 (t) with the set of parameter values in Table 1 , in the absence of mutual interaction between the secretors, i.e. I
(1) ≡ I (2) ≡ 0. Since both secretors are controlled by the same regulatory signal, X(t), they share the same duration for the pulsatile and surge regimes, yet, due to the heterogeneity in the parameter values, there exist differences in (i) the pulse frequency, (ii) the surge amplitude and (iii) the way to resume pulses after the surge (S 1 undergoes a pause while S 2 does not). The pause of S 1 contributes to the global surge pattern visible in the right panel of Figure 2 , yet it does not interfere with neither the global features of the coupled system behavior nor our analysis. In contrast, the difference in frequency is essential for the blurring of pulses while the difference in surge amplitude is needed to obtain a camel surge.
Differences in the pulsatile regime The shift in the location of the unstable nodes on the middle branches of the x i -nullclines (i ∈ {1, 2}) results in different pulse frequencies hence, IPI i patterns. Such a difference, together with the formulation of z(t) in (4c), leads to a variation in the pulse amplitudes.
In the uncoupled situation, the times of pulse onset, t
(where n stands for the n-th pulse occurring since the latest surge in z(t)), are given by y i (t
The pulse width is obtained from the delay between the onset and ending times, t n pulse,i = t
i . The series of IPI i is the sequence of consecutive times of pulse onset IP I
In the coupled case, the widths of the closest pulses generated by S 1 and S 2 can be more or less overlapping, and the level of overlapping can be assessed by the difference between the closest onset times in each secretor t
A shift in the onset times is compatible with a long enough overlapping episode and a z(t)-generated pulse as long as z(t) > 2y T H . More precisely, let us assume that the n-th pulse of S 1 starts before the n-th pulse of S 2 so that t
], there is a time window during which both signals exceed the y T H threshold, so that an overlapped pulse appears in z(t) (Figure 3-a) . In contrast, when t (n) 2 occurs after y 1 is back below the threshold, then a separated pulse appears (Figure 3-b) .
Since the IPI i and width of pulses change during the pulsatile regime in each secretor, the occurrence of overlapped pulses results from an interplay between the mutual coupling and intrinsic properties of the secretors. We will refer to the overlapped pulses as "synchronized" pulses associated with episodes of synchronization
Similarly, separated pulses will be referred as "desynchronized" pulses associated with desynchronization in the global output
Differences in the surge regime: With the nominal parameter values, the location of the y 2 -nullcline with respect to f (x 2 ) is leftmost compared to the relative positions of the y 1 -nullcline and f (x 1 ). As a consequence, the surge amplitude in S 1 is lower than in S 2 . In the presence of a suitable coupling, this initial difference affects the surge shaping.
In the next section we describe different appropriate forms of V (i) to reproduce a camel surge.
Choice of the coupling for reproducing a camel surge
To reproduce a camel surge, we implement functions V (i) and I (i) in (5) as:
where ψ(X sync , X) is an activation function and X sync a threshold parameter, such that the coupling is active if X ≤ X sync and inactive otherwise. On a practical ground, we will use a sigmoid function with a stiff enough slope (typically ρ = 30), rather than a Heaviside function: Figure 3 : Output signals generated by the 6D model : y 1 (t) (blue curve), y 2 (t) (red curve), global output z(t) (yellow curve), compared to y T H (black dashed line). Panel (a): overlapping pulses in y 1 (t) and y 2 (t) leading to a synchronized pulse z(t), with z(t) > 2y T H (t
: separated pulses in y 1 (t) and y 2 (t) leading to desynchronized pulses in z(t), with z(t) < 2y T H (t
Functions V (i) combine coupling and heterogeneity terms. The heterogeneity in V (i) comes from the differences in the intrinsic parameters a (i) 2 and c (i) , as well as the asymmetric nonnegative coupling strengths g (i) (x, y) in which the fast variables (x 1 , x 2 ) act on the slow variables (y 1 , y 2 ). In the sequel, we will consider two cases for g (i) (x, y): constant functions (constant coupling case) and y out i -dependent functions (dynamic coupling case). Our motivation to consider different coupling functions, and especially to introduce a dynamic coupling, is to avoid the use of strong coupling strengths while managing to reproduce both the camel surge and the desynchronization at the end of the pulsatile regime.
Constant coupling
With
Choosing a value of X sync such that the point (X sync , G(X sync )) lies close to (2, 0) on the right branch of G(X) (see Figure 4 (a1, a2)) leads to a deactivation of the coupling function during the first part of the surge, as long as X(t) > X sync . If the difference between the parameters of the secretors is sufficient, the 4-phased behavior of secretors interacting via (8) can be summarized in the following way:
1. Pulsatile regime X(t) < 0 < X sync : The coupling is active, S 1 and S 2 stay synchronized for either the whole pulsatile regime, or a part of it, depending on the parameter values of S 1 and S 2 and the coupling strengths in (8).
2. Surge triggering: X(t) increases rapidly and overcomes X sync , which deactivates the coupling. S 1 and S 2 follow their motion along the left branches of f (x 1 ) and f (x 2 ) independently.
Surge regime:
In the first part of the surge, as long as X max > X(t) > X sync , X(t) decreases slowly, S 1 and S 2 move along the left branch of f (x 1 ) and f (x 2 ), respectively. In the second part of the surge, the Global output and X(t) (7) and shaping of a camel surge using constant coupling function (8) with g 1 = 2 and g 2 = 10. Panel (a1): location of the activation value X sync = 2 on the (X, Y ) plane. Panel (a2): activation signal as a function of time (X sync = 2), with initial time chosen at the very beginning of the surge, and change in X(t) starting from its maximal value X = X max and decreasing progressively to reach X sync during the surge (Phase-3 in Figure 1 ). Panel (b): global output z(t) during the surge according to different values of X sync . Panels (c1-c3): signals y i (t) generated with three different values of X sync (1.5, 1.9, 2.1).
coupling is activated as long as X sync > X(t) > γ, the secretors get closer to each other as variable y i decreases in the secretor with greater amplitude while it increases in the other. If this two-part regime generates a non-monotonic pattern in z(t), with an initial increase followed by a decrease, a camel surge is obtained (see for instance, the curves corresponding to X sync ∈ {1.8, 1.9, 2} in Figure 4 (b), and further explanations in Section 3). 4 . Resumption of pulsatility: X(t) decreases rapidly and triggers the descending parts of the surges followed by the resumption of pulses.
Dynamic coupling
An alternative coupling function reads:
where the coupling strengthĝ i is multiplied by the output signal y out i (t). In this case, the coupling depends on the state of the system not only during the surge, but also during the pulsatile regime ; it is active when both X(t) < X sync and y i (t) > y T H .
With such a coupling, synchronization in the pulsatile regime (which is not guaranteed) occurs in the following way. Assume that (x 1 , y 1 ) and (x 2 , y 2 ) are lying respectively on the right branch of f (x 1 ) and f (x 2 ), with and S 1 ahead of S 2 . The dynamics of S 1 start to be influenced by S 2 when y 1 (t) ≥ y T H . At that time, S 1 is slowed down by the coupling sinceĝ 1 y out 1 (x 1 − x 2 ) < 0. Meanwhile, y 2 continues to climb up along f (x 2 ) without being affected by S 1 , until it reaches y T H . If y 1 is still high enough and y out 1 (t) > 0 when y 2 (t) ≥ y T H , then the pulses of S 1 and S 2 overlap, and the systems are synchronized.
During the surge phase, a similar principle as for the constant coupling operates, where the activation of the coupling with X(t) < X sync tends to reduce the differences between the secreting systems. As in the example in Figure 5 , a camel surge can be obtained with the dynamic coupling function. The main difference between the constant and dynamic coupling lies in the values of the coupling strengths needed to obtain a camel surge. The constant coupling requires really strong coupling strengths, such that |g i | > |y i (t)|, which may be questionable both from the biological and mathematical viewpoints. In the next section we investigate the efficiency of both coupling formulations in the surge regime, where |g i | < |y i (t)|, to obtain a camel surge. In Sections 4 and 6, we will focus on the desynchronization time within the pulsatile regime, in either the constant or dynamic coupling case. In Section 5, we will consider jointly the issues of camel surge and desynchronization, and give instances of application of our results within an experimental context.
Quantitative analysis of the camel surge: constraints on the coupling terms
In the previous section, we have shown that the camel surge can be reproduced by means of two different Xdependent coupling functions. Here, we derive quantitative information on the sets of parameter values compatible with the appearance of a camel surge, as well as on the parameter-dependent surge shaping.
3.1 Conditions to get a camel surge: appropriate choice of X sync and coupling strengths A camel surge may arise only if the value of X sync lies in a proper interval, hence, if the coupling is switched on at the right time. X sync should be both small enough so that a significant difference between S 1 and S 2 can occur to create the first bump, and large enough so that S 1 and S 2 can have the time to resynchronize thanks to the coupling and climb up along the left branch of f (x 1 ) and f (x 2 ) respectively, as the second bump is built (see Figure 4 -5 where (g 1 , g 2 ) and (ĝ 1 ,ĝ 2 ) are kept constant while X sync takes different values).
In the case of constant coupling, the effect of the coupling strengths is illustrated in Figure 6 (left panel), from which we can see that g 1 and g 2 should be nonidentical and the condition g 1 < g 2 should be satisfied for any appropriate X sync value. The latter condition is required to force y 2 (t) to decrease steeply (by moving down along the left branch of f (x 2 )) and catch up S 1 within a sufficiently narrow time interval. On the contrary, if g 1 ≥ g 2 , S 1 increases and catches up S 2 quite rapidly; consequently both secretors go on climbing up simultaneously along f (x 1 ) and f (x 2 ), which results in a single-bump surge.
In the case of dynamic coupling, in addition to the effect of X sync (see Figure 5 ), the generation of a camel surge is facilitated by the dependency on the outputs y out 1 (t) and y out 2 (t), which makes variables y i come closer to each other more easily, since the relation g i <ĝ i y out i is preserved during the surge (in our parameter range). The range ofĝ 1 ,ĝ 2 and X sync values suitable for a camel surge is thus larger. As can be seen in Figure 6 (right panels), theĝ 1 <ĝ 2 condition holds for X sync = 1.9, 2.0, or 2.1, yet a camel surge can occur forĝ 1 ≥ĝ 2 if for instance X sync = 1.8. Indeed, the asymmetry in the coupling, which is essential to generate a camel surge, persists even ifĝ 1 =ĝ 2 , due to the multiplication with y out i as long as y out 1 = y out 2 . Note that the ranges of both (g 1 , g 2 ) and (ĝ 1 ,ĝ 2 ) values compatible with a camel surge get narrower as X sync increases.
Influence of X sync and coupling strengths on the surge shaping
The shape of the surge, and especially the ordering of the highest bump, can be determined according to the values of X sync and coupling strengths.
In the case of constant coupling (8) , the second bump is the highest if the activation occurs early in the surge, with X sync values such that X sync > 1.95. When the coupling gets activated before the difference between y 1 and y 2 has become too high, the secretors move up simultaneously along the left branch of f (x 1 ) and f (x 2 ) for a long enough time. If the activation occurs late in the surge, with X sync values such that X sync < 1.8, the motions of the secretors are first independent, which generates the first bump, and then the duration of the simultaneous motions along f (x 1 ) and f (x 2 ) is too short for the second bump to overcome the first one. For intermediate X sync values, the relation between g 1 and g 2 tunes the rank of the greater bump rather finely. For instance, we have observed numerically that an approximate ratio such as g1 g2 ≈ 0.25 for X sync = 1.9 acts as a threshold to determine the order of the bumps: g1 g2 < 0.25 leads to a higher first bump due to a quick and sharp decrease in y 2 , whereas the ratio g1 g2 > 0.25 allows S 1 to catch up S 2 and build a higher second bump. The rank of the bump with the greater amplitude can also be reversed depending on the values X sync , for a same combination of coupling strengths g 1 and g 2 . In the center panels of Figure 7 , we can see that secretors coupled with g 1 = 2 and g 2 = 8.5 lead to two distinct bumps with similar amplitudes for X sync = 1.9, whereas the first bump is lower than the second for X sync = 2. Alternatively, changing one of the coupling strengths, as in the case of the leftmost and center left panels of Figure 7 , alters the order of the highest bump.
In the case of dynamic coupling, the rank of the highest bump is also determined by the values of X sync and the coupling strengths ratio, k =ĝ Figure 8 illustrates what happens for 3 values ofĝ 2 when we keep X sync = 1.8 andĝ 1 = 0.1. Increasing the value ofĝ 2 fromĝ 2 = 0, a camel surge is obtained withĝ 2 = 0.1, the second bump is the highest untilĝ 2 = 0.18, for which the amplitudes of both bumps are similar, and finally the first bump becomes the highest forĝ 2 > 0.18. The surge shape is also affected by the activation threshold X sync and the slope ρ of the activation function (7) (a first bump occurs more easily as the slope gets steeper). For instance, withĝ 1 = 0.1 andĝ 2 = 0.18, the highest bump is the first when X sync = 1.7, while when X sync = 1.8 both bumps have a comparable amplitude.
Due to the dimension and highly nonlinear character of the 6D model, it is very difficult to go beyond a numerical study of the surge features. In the next section, we nevertheless derive more analytical expressions to describe the time of occurrence of each surge bump with respect to the dynamics of X(t).
Timing of the first and second bumps
Besides determining the ordering of the bumps, we are also interested in assessing a priori the times of occurrence of each bump. There is a very simple way to assess the time of the first bump, t 1st bump , since it almost coincides with the time of activation of the coupling, t sync , as can be checked on Figures 4 and 5 . Indeed, the camel surge is shaped by a local minimum in z(t) that clearly separates the bumps. This minimum is caused by the drop in z(t) following the activation, which itself is due to the decrease in the output variable y i in the oscillator which is ahead of the other (y i > y j ).
As a result, the value of t 1st bump can be controlled by tuning the value of the activation threshold, X sync , hence of t sync . To do so, we look for a tractable expression of X(t) during the surge regime, from (3e)-(3f). as a reduced systemẎ =Ẋh ε (X), where h ε (X) = G (X) + O(ε):
In the limit ε = 0, X(t) is the solution of
This integral cannot be computed explicitly because of the nonlinearity. In order to obtain a more tractable formula for X sync , we linearize the nonlinear expression G(X) = µ 3 X 3 + µ 1 X on the right branch, between the points (X max , G(X max )) and (X sync , G(X sync )), to get a linear approximation: (11), we finally obtain:
The occurrence of the second bump t 2nd bump can also be simply assessed as the time when variable X jumps leftwards (phase-4 in panel (a) of Figure 1 ), which occurs approximately for X(t = t γ ) = γ. A similar approximate expression as (12) for t sync cannot be derived for t γ , since extending the upper bound of integral (11) leads to too inaccurate estimations. Yet we can note that the value of t γ only depends on the parameters entering system (3e)-(3f), and is not affected by the coupling terms.
Link between the camel surge and desynchronization during the pulsatile phase
It is well known that systems of coupled nonidentical oscillators can have out-of-phase synchronized solutions, but no in-phase nor anti-phase synchronized solutions. The properties of the out-of-phase solutions depend on the differences between the intrinsic frequencies, coupling functions and coupling strengths. The greater the difference in the frequencies, the stronger the coupling should be to obtain phase-locked solutions [51] . The difference in intrinsic frequencies as well as the changes in individual frequencies is crucial in the dynamics of the 6D system. The series of IPI i differ from oscillator S 1 to oscillator S 2 , even in the uncoupled case, and in addition the shift in the IPI i values changes with X(t). At the beginning of the pulsatile regime, the frequency difference is small enough to preserve synchronized pulses for a while, even with very weak coupling strengths. As X(t) increases, it eventually reaches a given value from which the effect of coupling is overcome by the increasing frequency difference, and the secretors desynchronize. We note this critical value of X as the desynchronization value, X 6D desync = X(t 6D desync ), where t 6D desync is the desynchronization time (computed from the beginning of the current pulsatile regime). Figure 9 illustrates the effect of the frequency difference on desynchronization during the pulsatile regime in the case of constant coupling (g 1 = g 2 = 0.1). After a transient regime where the order of spiking is reversed several times, one oscillator gets ahead of the other. For a while, the series of both pulse widths PW i in the coupled oscillators remain enveloped by their counterparts in uncoupled oscillators, and they are almost superimposed, meaning that the frequency difference is attenuated in the coupled oscillators. Close to the desynchronization time (t 6D desync = 14.7) the IPI i s of coupled systems get out of the envelope. The pattern followed by PW 1 during the pulsatile regime can be explained as follows: after the transient response, S 2 is ahead of S 1 . With the effect of the (x 2 − x 1 ) difference, S 2 slows down, so that PW 2 widens compared to the uncoupled case. On the other hand, S 1 is accelerated by the (x 1 − x 2 ) difference, which narrows PW 1 . Especially when S 2 undergoes a leftward jump, the steep increase in the (x 1 − x 2 ) difference results in a sharp peak in the pulse of S 1 .
For small coupling strengths, the effect of the frequency difference is similar with constant or dynamic coupling, yet the associated surge patterns are quite different, as illustrated on Figure 10 . In the constant coupling case, systems coupled with small g i values do not generate a camel surge, yet, they can undergo desynchronization. On the contrary, systems coupled with strong g i values can generate a camel surge, yet they do not undergo desynchronization. In contrast, in the dynamic coupling case, the systems both generate a camel surge and undergo desynchronization.
In Section 4, we will focus on assessing the values of X 6D desync and t
6D
desync in the case of dynamic coupling. Since this coupling involves both asymmetric and nonlinear coupling terms, we cannot use standard tools and we introduce asymptotic tools in the next section.
Asymptotic tools for assessing the desynchronization time in the case of dynamic coupling
The time during which pulses remain synchronized depends on the strength of the coupling and increases as both the coupling strengths and their ratio, k =ĝ 1 g2 , increase ( Figure 11 ). In this section, we introduce two different asymptotic approaches, one based on a 4D quasi-static approximation, and the other based on geometric considerations, to assess X 6D desync and t 6D desync . For the 4D quasi-static approach, we take advantage of the timescale separation of the 6D slow-fast system (3). During the pulsatile regime, X(t) ∈ [X min , −γ] (see phase 1 in Figure 1 ) and (X, Y ) follows the left branch of G(X) with the slowest timescale, O(1), while x i (t) and y i (t) change at speeds O(εδ) and O(ε), respectively. Since the change in X(t) is very slow compared to the motion of (x i , y i ), we can freeze X(t) as a constant and consider it as a parameter in the following system:
For fixed values ofĝ 1 andĝ 2 , we first simulate system (13) with X in the range [X min , −γ] with a |0.00125| resolution in X to find for which value, denoted by X 4D desync , the synchronized pulses disappear. We then deduce the desynchronization time t
, from the simulation of (3e)-(3f). The geometric approach is based on our definition of synchronization. The secretors interact via variables y i , so that the coupling terms directly affect the locations of the y i -nullclines. Assume that both S 1 and S 2 are on the right branch of the x i -nullclines and S 2 is ahead (x 2 < x 1 , y 2 > y 1 ). The coupling may lead to a recurrent bifurcation in S 2 according to the following scenario: when the coupling is switched on, the unstable equilibrium point (x * 2 , y * 2 ) lying on the middle branch of f (x 2 ) moves rightwards and crosses the upper fold. Then, a quasistationary equilibrium point appears on the right branch of f (x 2 ) and slows down the motion of (x 2 (t), y 2 (t)), since
Once the (x 2 − x 1 ) difference starts to decrease, the quasi-equilibrium (x * 2 , y * 2 ) moves leftwards, crosses the upper fold again and goes back to the middle branch, so that a relaxation limit cycle appears again. This sequence occurs under the condition that a quasi-equilibrium point, (x * 2 , y * 2 ), appears on the right branch when the coupling is switched on, which slows down the motion of S 2 and delays the time when it reaches the upper fold and undergoes the leftward jump. A synchronized pulse can thus occur if y 1 reaches y T H before the leftwards jump of S 2 . Such a condition can be guaranteed if the quasi-stationary point (x * 2 , y *
)
has not yet crossed the upper fold of the x 2 -nullcline, (x f + , f (x f + )), at the time when (x 1 , y 1 ) = (x T H , y T H ) with y T H = f (x T H ), x T H > 0. This assumption can be expressed from identifying (x * 2 , y * 2 ) with (x f + , f (x f + )), from which we get the maximal X value compatible with synchronized pulses:
c (2) .
Note that X sing desync only depends onĝ 2 . As in the 4D approach, the corresponding desynchronization time t sing desync , such that X values diminishes asĝ 2 increases, whereas the error in X sing desync increases. This difference is due to the fact that the change in X(t) becomes faster as X(t) approaches −γ, so that a small time step results in a greater change in X(t) than when X(t) is far from the left fold.
Even if there is some discrepancy with the simulation of the 6D model, the values assessed by these approaches, especially with the 4D quasi-static approach, can be used as an initial guess to select the parameter values given a priori specifications on the time of desynchronization, as we will comment further on in the next session.
Gathering information on camel surge and desynchronization
From the previous sections, we know that we need to make use of a nonlinear and asymmetric coupling to guarantee the proper qualitative sequence in the 6D secretion model (3). We also have means of finding appropriate parameter values subject to quantitative specifications, such as the rank of the highest bump, the bump occurrence times, and the desynchronization time. In this section, we combine these information with the results exposed in [15] dealing with the quantitative study of the 4D model (1) and allowing one to set other features such as the relative duration and amplitude of the surge with respect to the pulsatile regime, and the pulse frequency increase. More specifically, we describe how to select proper parameter values so as to mimic specific experimental data sets.
The shape of the GnRH surge can be examined from time series of GnRH levels assessed through direct sampling into the pituitary portal blood, thanks to a surgical technique which has been settled in the ovine species. Several instances of camel surges are documented in the literature, either on individual time series [43, 44, 9] or on average time series pooling data sets obtained from several ewes [32, 47] . In most cases, the first bump (which coincides with the LH surge on the pituitary level) is higher or almost equal to the second one. We have picked up two specific instances of individual camel surges.
The first instance corresponds to the bottommost left panel of Figure 4 in [43] (see the schematic drawing in panel (a) of Figure 13 ). After normalizing the surge duration (≈ 12 h) to one time unit, we can read from the data the bump occurrence times: t 1st bump ≈ 0.3 and t 2nd bump ≈ 0.66, and the ratio of amplitude in the second bump with respect to the first bump: 0.4. Since the experimental time series is focused on the surge period and does not encompass a large enough part of the pulsatile regime to assess the desynchronization time accurately, we just intend to reproduce the camel surge, and we can do so using either the constant or dynamic coupling function.
We first choose S 2 as the secretor that will generate the highest bump, whose amplitude is set by the nominal parameter values in Table 1 . Since there is a great contrast in the magnitude of the bumps, we select c
2 = 0.4 to get a significantly lower intrinsic surge amplitude in S 1 . From the constraints imposed on the bump ranking and amplitude, we getĝ 1 <ĝ 2 and g 1 < g 2 . To match the sharp increase in the first bump, we set ρ (the slope of the activation function in (7)) to a high value (ρ = 40). Finally, we compute the activation value from (12) , which results in X sync = 2.07. Figure 14 ). In addition to the surge period, from which we can see a reverse pattern with a higher second bump, the time series encompasses an almost 30h long pre-surge period, from which we can infer a desynchronization duration of 16h (the complete time window amounting to as long as 48h). After normalizing again the surge duration (≈ 18h) to one time unit, we can read from the data the bump occurrence times: t 1st bump ≈ 0.44 and t 2nd bump ≈ 0.66, and the amplitude ratio : ≈ 1.15 (greater than 1 since the second bump is higher), and, following [15] and [60] to set the ratio of the duration of the pulsatile regime with respect to the surge (15.5), we can also get the normalized desynchronization time (0.94).
We derive the corresponding set of parameter values in the framework of dynamic coupling, since we cope here with both the camel surge and desynchronization issues. The long synchronized duration added to the amplitude ratio requires slightly different -yet quite strong -coupling strengths (as shown in Figure 12 ). We thus set as initial guessĝ 1 = 0.5,ĝ 2 = 0.7, compute X sync = 1.92 from (12), keep a steep slope ρ = 40, and combine these values with the nominal values of the other parameters ( Table 1 ). The resulting z(t) output is displayed on Panel (c) of Figure 14 . The bump occurrence times are met properly (t 1st bump = 0.44, t 2nd bump = 0.67), but there remains some discrepancy between the simulated and raw data as far as the desynchronization time (t desync = 0.67) and amplitude of the surge are concerned. The maximal amplitude overcomes 100, which is twice greater than the experimental maximum. In addition, the contrast between the amplitudes of the bumps is not pronounced enough. To improve the fit, we cannot just tune separately the surge amplitude since this would alter too much the duration of the pulsatile regime with respect to the surge duration. As a consequence, in addition to decreasing the surge amplitudes by taking c (1) = 0.35, a
2 = 0.6805, we have to alter the nominal parameter values of the regulator in order to preserve the balance between the durations of the pulsatile regime and surge. This amounts to controlling the time during which X(t) < 0 along the relaxation cycle, as described in [15] , and to lengthening it with a slightly decreased b 2 value (b 2 = 1.503).
The effect of the duty cycle (the proportion of one period in which y i > y T H ), as well as of frequency and synaptic decay, has been studied extensively in the literature dealing with coupled relaxation oscillators (see for instance [4, 38, 55, 61] ). We can make an analogy between our dynamic coupling function and the synaptic coupling functions since in both cases the oscillators interact during their active phases. We have already discussed the effects of the intrinsic frequencies of the secretors on synchronization. It is worth noting that the threshold parameter y T H tunes the duty cycle (the highest y T H , the shorter the duty cycle) and affects the synchronized duration (the longer the oscillators interact, the later they desynchronize). Hence, to get closer to the experimental desynchronization time, we also modify slightly the value of y T H and set y T H = 1.392.
Endowed with these modified values of b 2 and y T H , we can further take advantage of the asymptotic approaches exposed in the former section to select the corresponding coupling strengths, by going through the following steps:
1. Determine X From these steps we getĝ 1 = 1.0,ĝ 2 = 0.5. The resulting z(t) output is displayed on Panel (d) of Figure 14 , from which we can see that not only the bump occurrence times, but also their relative amplitudes and the desynchronization time meet the experimental specifications. Moreover, the combination of the desynchronized pulses and increasing pulse frequency at the end of the pulsatile regime contributes to the high frequency episode before the surge. The pulse frequency increases during the pulsatile phase with a 4-fold ratio (from 7 pulses/day to 24 pulses/day), which appears to be consistent with the physiological specifications [15] , but requires to include very narrow pulses in the inventory of all pulses. One can notice that the absolute simulated amplitudes of the bumps are still different from the experimental ones. We do not intend to improve this feature, since further decreasing the intrinsic surge amplitudes of the individual secretors would attenuate too much the amplitude differences between the secretors (hence the local minimum in z(t) during the surge). Moreover the surge amplitude is subject to a great experimental variability (it depends on the anatomical level of the surgical section on the hypothalamic-pituitary stalk), and, compared to other available data sets, the maximal surge amplitude appears to be particularly low in this specific instance.
Analytic tools for assessing desynchronization time in constant coupling
As we have discussed in the previous sections, both types of coupling function promote synchronization in the pulsatile regime, as the secretors follow a relaxation cycle. The ability of the coupling to synchronize the oscillator activities depends on the coupling strength, intrinsic properties and pulse frequency. In this section, we consider the constant coupling function and make use of results from the weakly coupled oscillators theory to investigate systematically the basic mechanisms leading to desynchronization. We apply the constant coupling in a parameter configuration which is compatible with desynchronization but not a camel surge (as in Panel (a) of Figure 10 , see also the secretion pattern along a whole ovarian cycle in Figure 15 ). Then, we establish a link between period doubling bifurcations occurring in the presence of both weak (constant) coupling and weak heterogeneity, and the desynchronization time in the original 6D model. It appears that both weakly coupled oscillator theory and bifurcation analysis using numerical continuation provide reasonable estimations of X 6D desync values of constantly coupled systems yielding outputs with a single surge (Figure 15 ). Note that the use of the weakly coupled oscillator theory and bifurcation analysis are quite restricted in the dynamic coupling framework due to the asymmetric and nonlinear characteristic of this setting (see Section 7 for a detailed discussion).
Application of weakly coupled oscillator theory to symmetric constant coupling
Phase equations and the interaction function have been studied extensively in the framework of weakly coupled oscillator theory [52, 28] . The change in the phase difference φ along one period, under the assumption of weak coupling and weak heterogeneity, can be expressed as:
where ∆ω is the weak heterogeneity in the intrinsic frequencies, g is the weak coupling strength and H(φ) is the "cell pair coupling function" or more generally H-function. Briefly, a stationary phase difference φ * defined by −∆ω = gH(φ * ) is stable if H (φ * ) < 0 (See Appendix A for more details on the H-function). In order to derive the phase equations in the pulsatile regime, we use the 4D reduction of the 6D model (similarly as in Section 4 to derive system (13)) with constant coupling:
2 + c (2) X + g 2 (x 2 − x 1 ). If t pulse,i = t * i − t i is the constant pulse width (since X is a parameter) generated by the i-th oscillator in system (16) and T i is the period, then φ pulse,i = t pulse,i Ti refers to the phase window in which the pulse appears (duty cycle). φ pulse,i can be approximated with an O(δ) error by φ # pulse,i computed in the limit δ = 0. Let us assume that (15) has a synchronous solution with phase difference φ = φ * > 0. To obtain synchronized (i.e. overlapped) pulses we need
meaning that the steady phase difference φ * is less than the maximum duty cycle
Since φ # pulse is the upper limit of the phase differences compatible with a synchronized pulse, ∆ω # pulse = −gH(φ # pulse ) is the limit frequency difference leading to φ # pulse phase-locked solutions. We can link condition (17) with the intrinsic frequency difference as follows:
given that gH(φ * ) = −∆ω * . Since the intrinsic frequency and pulse width of the solutions of system (16) depend on parameter X, conditions (17) and (18) can be re-expressed as:
To compute the heterogeneity term ∆ω explicitly by following [41] and [52] (see Appendix A ), equation (16) is rewritten as:
.
we get :
Noting that the adjoint solution is given by Z(t), the phase difference dynamics finally read: Figure 16 illustrates how the level of heterogeneity, which increases with X, alters the phase-locking properties of the subsystems. For instance, for X = −2.15, the phase difference between S 1 and S 2 is around 0.044, and clear synchronized pulses occur in the global output variable z(t) (left panels of Figure 17 ). With X = −2.05, the phase difference is increased to 0.074 and there are no more synchronized pulses (right panels of Figure 17 ).
The weakly coupled oscillator theory applied to the quasi-static 4D approximation in the case of constant coupling provides us with a reasonable approximation of the desynchronization value for symmetrically coupled secretors, in a parameter configuration generating a single bump surge (Figure 15-a) .
In our original framework, we need nonidentical oscillators and asymmetric coupling strengths to reproduce a camel surge. In such a framework the H-function is not expected to be valid any more. Yet, in [42] and [46] , the authors have shown that heterogeneity combined with non weak coupling can lead to period doubling (PD) bifurcations. Similar bifurcations have also been studied in e. g. [24, 53] in relaxation cycles subject to periodic perturbation. Hence, we find it worth investigating the possible bifurcations affecting the phase difference as a function of X, which may affect in turn the global output of the 4D and 6D systems.
Effect of heterogeneity in asymmetric constant coupling
According to standard results, the analysis of the H-function reveals that out-of-phase synchronization (i.e. φ = {0, π}) arises in weakly heterogeneous networks. To give an insight on a possible scenario of bifurcations affecting φ, we re-parameterize some parameters in system (16) , for the sake of numerical continuation with AUTO:
We take h ≤ 1 to ensure the existence of a relaxation cycle in each uncoupled oscillators, and k < 1 to keep a parameter set satisfying some of the conditions needed to obtain a camel surge, even if we restrict ourselves to the pulsatile regime and cannot obtain a camel surge with so weak coupling strengths. The left panel of Figure  18 displays h-induced PD bifurcations in this system of asymmetrically coupled nonidentical oscillators, while Table 2 summarizes the bifurcation values obtained with k = 0.1 and g 2 = 0.1. We can see that increasing the heterogeneity level (hence decreasing h) generates a cascade of PD bifurcations in the coupled system. We can take the value of X instead of h as the bifurcation parameter ; we fix different values to h, g 2 and k and perform the numerical continuation with respect to X. The bifurcation values corresponding to the first two or three period doublings are gathered in Table 3 . The corresponding bifurcation cascade is illustrated on the right panel of Figure 18 . The PD bifurcations occur when the X-induced increase in the phase difference gets high enough, for instance at φ 2T = 0.235 in Figure 18 . It appears that X P D , the value X for which the first PD bifurcation occurs in system (16) , is fairly close to X 6D desync (Table 3) , the desynchronization time assessed from numerical simulations.
We can further increase the heterogeneity level by coming back to the nominal parameter set of Table 1 , in which a Table 4 and a specific instance is illustrated in Figure  19 , with g 1 = 0.01 and g 2 = 0.1. The PD cascade starts when the phase difference of the stable solution has become high enough ; in particular, the transition from stable T-periodic solutions to 2T-periodic solutions occurs at φ 2T (X P D ) = 0.183.
In both Figure 19 and the right panel of Figure 18 , the change in φ # pulse (X) is superimposed on the bifurcation diagram. We can observe that φ # pulse (X P D ) < φ 2T (X P D ), so that the condition to get synchronized pulses is violated at the first PD bifurcation. 
Conclusion and discussion
In this work, we have reproduced additional features observed experimentally in the complex secretion pattern of the neurohormone GnRH, namely a two-bump surge and a desynchronization period occurring before the surge triggering. To do so, we have based ourselves on former studies dealing with (i) the quantitative analysis of a 4D, multiple timescale model capturing the main neurosecretory events in GnRH secretion (alternation between a surge and pulsatile regime, together with a time varying pulse frequency), on both the qualitative and quantitative grounds [15] , and (ii) a recent work proposing an extended 6D version of this model that was intended to study canard-induced recurrent (de)synchronization in a framework where biological constraints were relaxed [33] . We have introduced specific choices of coupling functions and performed a numerical study combined with more analytically-based approaches to assess and tune the quantitative properties of the additional features. Depending on the coupling strengths, a combination of events can be observed, as long as the coupled systems are nonidentical and the coupling terms asymmetric. With constant coupling, either the camel surge (in case of rather strong coupling strengths, see section 2) alone, or desynchronization (in case of weaker coupling strengths, see section 6) alone may occur. We have rather focused on the dynamic coupling, since both events can occur jointly Figure 19 : Phase difference as a function of X in (16) with the parameter set of Table 1 and k = 0.1, g 2 = 0.1. Yellow line: φ # pulse (X). See the corresponding secretion pattern along a whole ovarian cycle in Figure 15 .
for rather moderate coupling strengths.
In both cases, compared to the initial 4D or 6D models, the direct forcing exerted by the regulatory system (which represents in a compact way the multi-type regulatory neurons conveying the gonadal steroid signal to the GnRH neurons) is completed with an indirect term modulating the interaction term between the secreting systems. This X-dependent modulation can be further subject to a time varying (state-dependent) sensitivity of the target systems in the case of dynamic coupling. Interestingly enough, such a varying sensitivity has already been used in the context of the modeling of episodic synchronization in individual GnRH neuron activities within a network [34] . Although the model timescale (on the order of the GnRH interpulse interval) in this latter study differs from that of the model considered here (on the order of an ovarian cycle), both dynamics share common features such as the excitability of the elementary systems, the multiple timescale coupling the systems with one another, and the switch induced by a global control exerted onto the secretory systems. We therefore note that the alternation between synchronized and desynchronized regimes resulting from time varying coupling is a key question in both studies.
Inspired from the approach followed in [15] , we have intended to delimit proper parameter sets subject to specific quantitative specifications regarding (i) the timing and shape of the camel surge, and (ii) the relative duration of the desynchronized state along the whole ovarian cycle. We have first specified, from the notion of overlapping of individual pulses generated by each secreting system, how we can assess the level of synchronization in our neuroendocrine context, and then deployed a strategy to assess a priori the desynchronization time. This strategy is based on either a 4D quasi-static approach taking advantage of timescale separations in the 6D model or a geometric nullcline-based approach. The former is the more accurate, yet it requires numerical simulations. We have also proposed a simple estimation for the surge timing (and more specifically for the timing of the first bump) and exhibited numerical relations between the activation threshold parameter X sync and the coupling strengths, which participate in shaping the surge (ranking of the highest bump). Putting all these pieces together, we have managed to mimic two specific experimental instances of a camel surge, one strictly limited to the surge period, the other encompassing a long pre-surge period including a desynchronization period.
In this study, the systems under study are generally beyond the scope of the weakly coupled oscillator theory. Nevertheless, the situation of constant coupling with symmetric weak coupling strengths, in which we can observe the desynchronization process (in the absence of a camel surge) does not depart much from this framework. Recent works have attempted to extend this theory to systems with slowly varying parameters [36, 48] and they might be adapted to our own system in future work. We have also explored, through numerical continuation with AUTO, the bifurcations induced by the intrinsic, or X-induced heterogeneity in the phase difference dynamics. We have observed the interesting result that the bifurcation point corresponding to the first period doubling provides us with a good approximation of the desynchronization time.
The use of the weakly coupled oscillator theory and numerical continuation are quite restricted in our dynamic coupling framework. The main requirement of this theory is the persistence of the limit cycles under coupling, which is not guaranteed for dynamically coupled secretors which can undergo recurrent bifurcations for large sets of X and coupling strengths. Yet, if the situation is favorable, the H-function analysis can predict the loss of X-dependent phase-locked solutions.
The nonlinear characteristics of the dynamic coupling function, combined with the thresholding of the outputs, restricts the applicability of the numerical continuation. If the steepness of the output signals is decreased, the loss of stability of the synchronized solutions can be detected via PD bifurcations in appropriate settings corresponding to the 4D quasi-static model. However, it remains difficult to link these bifurcation points to values of desynchronization times. Detailed investigation of these bifurcation structures can also be an interesting research track.
Finally, in this work, we have modeled camel surges and pulse desynchronization by extending both the dimension of the system (and considering subpopulations of secreting neurons, hence some level of heterogeneity in the GnRH network) and the impact of the regulatory signal, while keeping the compact modeling approach of the 4D system initially designed on the macroscopic level. Our choices of specification-oriented coupling functions have not only the advantage of enabling the model to reproduce additional features of the GnRH secretion, but they also raise interesting mathematical questions, such as the issue of dynamic bifurcations in coupled bursters, and give some insight on them.
A Weakly coupled oscillators
Consider the following system dX i dt = F (X i ) + ∆f i (X i ) 2 + gI(X j , X i ) involving two coupled oscillators,i = 1, 2 and j = 3 − i, with weak heterogeneity
and weak coupling gI(X j , X i ). In the absence of coupling, homogeneous systems each follow a limit cycle X LC with T-period. The phase shift from X LC induced by weak heterogeneity and coupling over a T period is given by
Z(t) g I(X LC (t), X LC (t + θ j − θ i )) + (−1)
where Z(t) corresponds to the infinitesimal phase response curve (iPRC), solution of adjoint equation:
which satisfies a normalization condition Z(t) dX LC (t) dt = 1, where A(t) = D X F (X)| X LC (t) is the linearization of F (X i ) around the limit cycle X LC .
Given the phase difference between oscillators φ = 1 T (θ j − θ i ), the interaction function for the i-th oscillator, H i (φ) can be extracted from (22) as
Finally, the phase difference dynamics reads dφ dt = g(H j (−φ) − H i (φ)) + T 0 ∆f i (X i (t))Z(t)dt = gH(φ) + ∆ω (24) where ∆ω is the intrinsic frequency difference.
