We develop an easily computed smooth backfitting algorithm for additive model fitting in repeated measures problems. Our methodology easily copes with various settings, such as when some covariates are the same over repeated response measurements. We allow for a working covariance matrix for the regression errors, showing that our method is most efficient when the correct covariance matrix is used. The component functions achieve the known asymptotic variance lower bound for the scalar argument case. Smooth backfitting also leads directly to design-independent biases in the local linear case. Simulations show our estimator has smaller variance than the usual kernel estimator. This is also illustrated by an example from nutritional epidemiology.
INTRODUCTION
We consider efficient estimation of an additive nonparametric regression model from repeated measures data when the covariates are multivariate. To date, while there is a considerable literature in the scalar covariate case, see below, the problem has not been addressed in the multivariate additive model case. Ours represents a first contribution in this direction.
There has been much interest in the simplest version of this problem. Suppose that there are i = 1, . . . , n individuals, and j = 1, . . . , J observations per individual. The responses are Y i j and the scalar predictors are X i j . A simple model says that given (X i1 , . . . , X i J ),
where has mean zero.
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Much of the literature for estimating m true (·) in model (1) has used the kernel regression framework for theoretical convenience. The majority of this literature has been based upon the idea of ignoring the covariance matrix true and fitting that model as if there were no correlation, fixing up the standard errors later. This is the so-called working independence or pooled data method, which has been described in different variants by Hoover et al. (1998) , Lin & Carroll (2000 , Lin & Ying (2001) and Chen & Jin (2005) , among many others. Early on it was recognized that naive methods of accounting for the correlation could have problems (Lin & Carroll, 2000) and lead to losses of efficiency in comparison to working independence. Ruckstuhl et al. (2000) and Linton et al. (2004) developed two-step methods that they showed improved upon working independence.
Efficient estimation of the regression function m true (·) in model (1) was first solved in the kernel context by Wang (2003) ; see also who showed that Wang's iterative method had an exact solution, and Huggins (2006) for an alternative and simpler exact solution. The method has been extended to general likelihood models, these generalizations providing efficient inference in semiparametric problems (Lin & Carroll, 2006) . A disadvantage of the method is that unlike for ordinary local linear kernel regression, the asymptotic bias is not design-independent (Fan & Gijbels, 1996) , i.e. it depends on the density function of the predictors.
In this paper, we consider repeated measures models such as (1) in the case that the argument of m true (·) is multivariate, rather than as a scalar. As is usual, to avoid the curse of dimensionality we take an additive modelling approach. For i = 1, . . . , n, we observe a random sample (Y i , X i ), where
where true has the elements σ k,true and is positive definite. We have J repeated measurements and D regressors from n individuals. Assume X has the density p(·). We denote the density of (X 11 , . . . , X 1D ) T as p (·), the density of (X 1sk , X 1b ) T as p sb k and the density of X 1dk as p d k . To fit model (2), we generalize the idea of smooth backfitting for independent data and time series developed by Nielsen & Linton (1998) and Mammen et al. (1999) ; see also Mammen & Park (2005 , 2006 , Mammen & Nielsen (2003) , Nielsen & Sperlich (2005) and Yu et al. (2008) . Linton & Mammen (2008) apply smooth backfitting for dependent data but with dependence coming from autoregressive errors. We will show that our repeated measures smooth backfitting algorithm achieves the same efficiency component-wise as achieved by Wang (2003) in the single function problem, and is in addition automatically design independent.
ESTIMATOR 2·1. Notation and Definitions
The basic idea of our approach is to linearly transform the data such that the errors are uncorrelated and to use localization and smoothing on the transformed data.
Write the symmetric matrix −1/2 to have ( j, k) element a jk, . Then consider the transformed data
For = true , it follows that U i = (U i1 , . . . , U i J ) T has mean zero and identity covariance matrix.
Repeated measures additive modelling

385
As seen in (3), the transformed data preserve or produce additivity in the regression model when D > 1 or D = 1, respectively. Based on this observation, we apply the smooth backfitting framework to fit the additive models. We will use two approaches: local constant and local linear smoothing; see § 2·2 and Appendix A·2. We use boundary-corrected kernels. Let K 0 be a base kernel function and 
2·2. Local constant estimator Here we discuss the construction of local constant estimators, while local linear estimators are derived in Appendix A·2. Let e be a vector of ones and definem
e. For a local constant fit, the smoothed sum of squares is defined by
Here, x = (x 11 , . . . ,
The goal of smooth backfitting is to minimize (4) in the functions (m 1 , . . . , m D ).
For
In Appendix A·1, we show that the minimizer (m 1 , . . . ,m D ) of (4) exists and is the solution to the integral equations It is easy to see that the solution of equation (5) satisfies the identification condition (6). An algorithm for the implementation of (5) is discussed below in § 2·3.
2·3. Implementation
There is no need to compute possibly high-dimensional integrals such as (4). Here we derive a straightforward iterative algorithm that includes only one-dimensional direct inversions. Define the operators
Equation (5) can be rewritten as
, where I is the identity mapping. Based upon this observation, we build up a backfitting-type algorithm, as follows.
Step 1. Set initial values m
Step 2. Let m [k] d be the estimates of the dth function in the kth iteration. The updating equation is defined as
Step 3. Iterate until convergence; see Appendix A·4 for a proof of convergence.
A similar algorithm is used in the local linear case; see Appendices A.2 and A.3.
ASYMPTOTIC PROPERTIES
3·1. Main results One advantage of the additive model is that it makes it possible to achieve the one-dimensional convergence rate. Here, we choose the bandwidths h d so that n 1/5 h d converges to constants c d > 0 for d = 1, . . . , D as n goes to infinity. This choice of bandwidth is known to be optimal when the regression function is twice continuously differentiable. We give the formal assumptions in Appendix A·5 and sketched proofs in Appendix A·6.
Let be any positive definite matrix. Let
We say thatˆ converges to in probability if sup x:
. . .
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) and is given in (A15). The operator G is defined in Appendix A·3. . . .
THEOREM 1 (Asymptotic distributions of the local constant estimator). Under conditions (A1)-(A5) in Appendix
If the covariance estimatorˆ converges to true in probability,
defined with true instead of and
As seen above, for local constant estimation the asymptotic bias of the estimator of m d,true depends on the choice of and also on the other functions m s,true , s d. For local linear estimation, however, the asymptotic biases depend neither on the choice of nor on the other additive functions. This is the result of the next theorem.
THEOREM 2 (Asymptotic distributions of local linear estimator). Under the same conditions as in Theorem 1, the local linear estimator has the same asymptotic distribution as the local constant estimator but with design-independent bias terms β
The local linear estimator achieves the same asymptotic biases and variances as the infeasible single-dimensional estimators applied to the models with known functions m s , s d.
The next theorem shows that one achieves the minimum asymptotic variance if one uses the correct covariance matrix.
THEOREM 3 (Optimal asymptotic variance). Under the same conditions as in Theorem
1, we have, for d = 1, . . . , D, v d (x d ) v d,true (x d ) for
any positive definite . Equality holds when
= c true for some c > 0.
Remark 1. The results in Theorems 1 and 2 do not require that the covariance estimator converge to the true covariance.
Remark 2. Our method is new even with the choice ofˆ = I , also known as working independence with common variances. In that case, the standard analysis ignores the repeated measures entirely. Our method, in contrast, differs because we account for the possibly different densities across time within the subject.
Remark 3. In the one-dimensional case, the asymptotic distributions coincide with those of Wang (2003) , if we choose an undersmoothed starting bandwidth in Wang's method. Remark 4. An expansion similar to that of Lin & Carroll (2006) to order o p (n −1/2 ) is also possible; see Mammen & Park (2005) for the nonrepeated measures case. This expansion can be used in the discussion of data-adaptive bandwidth choice; see Mammen & Park (2005) .
Remark 5. In some problems, it might be the case that the covariate terms X id j are repeated across replicates, the extreme case being baseline covariates such that X id j ≡ X id for d = 1, . . . , D does not vary across replications. Efficient methods for these cases can also be constructed: we do not do so here for the reason of brevity, but some details are available in a long version of the paper at http://mammen.vwl.uni-mannheim.de.
3·2. Bandwidth selection
In this section, we describe simple bandwidth selection strategies. The methods are facilitated by noting that the bias and the variance of the dth estimated function depend only upon the dth bandwidth, and not on any other bandwidth.
To emphasize the dependence upon bandwidths, we denote the asymptotic biases in Theorems 1 and 2 as
The weighted asymptotic mean integrated squared errors are given by
wherem LC andm L L are the local constant and local linear estimator of the additive function, respectively, and w is a weight function. The optimal choices of bandwidths for the local constant and local linear estimators minimize (7) and (8) 
Then, we have the explicit formula for h d,MSE given as
Thus, in this case we can obtain the data-driven bandwidths by plugging the estimates of 
SIMULATIONS
In this section, we discuss finite sample properties of the proposed estimators via simulation studies. We will compare our method with the ordinary kernel estimator using pooled data, i.e. working independence ignoring the correlation structure.
The sample size was 200, the bandwidth was 0·1, there were three repeated measures and the grid size for integration was 0·01. For each scenario we generated 500 datasets. Estimation of the covariance matrix used the residuals from the pooled data estimator. We generated i from Normal(0, E ) where E has elements σ i j . We investigated seven cases. For Cases 1, 2 and 3, we used the exchangeable covariance matrix E = (1 − ρ a )I + ρ a ee T with ρ 1 = 0·9, ρ 2 = 0·5 and ρ 3 = 0·1, respectively. For Case 4, we used common variances σ 11 = σ 22 = σ 33 = 1 with σ 12 = 0·9, σ 13 = 0·5 and σ 23 = 0·4. For Case 5, we used common variances σ 11 = σ 22 = σ 33 = 1 with AR(1) structure having coefficient −0·9. Finally, for Cases 6 and 7 we allowed heteroscedasticity with σ 11 = 9, σ 22 = 4 and σ 33 = 1, and with common correlation 0·9 and 0·1, respectively.
We also allowed for one function and an additive model with two functions. In the single function case, m 1 (x) = sin{2π(x − 0·5)}, where the three repeated measures X i were generated from Normal{0·5e, b X } but truncated to the unit cube, with X = {(1 − ρ)I + ρee T }/4 with ρ = 0·8 and ρ = 0·1. In the two-dimensional case, m 1 (x) = sin{2π(x − 0·5)} and m 2 (x) = x − 0·5 + sin{2π(x − 0·5)}. The six-dimensional vector X i was again generated as a truncated normal on the six-dimensional cube with common correlation 0·125.
In Table 1 , we report the finite sample performance of the estimators, working with the true covariance matrix and an estimated covariance matrix. The results show that working with the true covariance matrix is slightly better than working with an estimated one but the differences are quite small. Table 2 summarizes the results of the one-dimensional models. As the theory suggests, the proposed estimator outperforms the conventional kernel method with pooled data in finite samples, sometimes dramatically. Table 3 shows similar efficiency gains for the two-dimensional models. Finally, our theory says that for estimating the function m 1 (x) that is common to the one function and two function cases, there should be little penalty from the increased dimension, which is seen to hold by comparing the results in Table 2 with those in Table 3 .
EMPIRICAL EXAMPLE
To illustrate the repeated measures smooth backfitting algorithm, we use data from the OPEN study (Kipnis et al., 2003) . The study is the first large biomarker study in nutritional epidemiology that attempts to understand how well people can report their actual dietary intakes. Background on nutritional epidemiology may be found in Willett (1990) .
We use a dataset of 294 men and women measured at two visits who reported their shortterm intake of protein Y i j as measured by the biomarker urinary nitrogen. Here the protein biomarker data were log-transformed. To predict protein intake we used two variables, body mass index X i1 j and log-protein intake X i2 j as measured by a 24-hour recall instrument. Preliminary analysis using generalized least squares and a quadratic parametric fit suggested statistically significant nonlinearity in these two predictors. The residuals from an additive regression fit with the pooled data suggested an estimated covariance matrix with variances 0·065 and 0·074 and with a correlation of 0·506. The bandwidths were selected by the plug-in method with constant weight and are given as 3·02 for body mass index X i1 j and 0·374 for log-protein via the 24-hour recall X i2 j . Figure 1 gives the results of the function fits, indicating the curvature that is found in the quadratic fits. We also computed the fits and associated 95% confidence intervals for the fit with pooled data, i.e. working independence. The theory suggests that our method, which accounts for correlation, should have smaller variance than the working independence estimator, which is seen in the fact that our method has confidence intervals that were approximately 20% shorter throughout the range of the predictors. 
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APPENDIX A·1. Derivation of the local constant estimator
Showing (5) is facilitated by the following device. We can rewrite (4) as a quadratic form,
Suppose that (m 1 , . . . , m D ) is the minimizer of (A1). Then we have the inequality
for any tuple of functions (η 1 , . . . , η D ) for which 
A·2. The local linear estimator
For a local linear fit, consider the smoothed sum of squares given by Here, we present only a sketch proof of Theorem 1. Details and other proofs are available in a long version of the paper given at http://mammen.vwl.uni-mannheim.de. A·6. Sketch of proof for Theorem 1 For a sequence δ n → 0 let S( ) = {V : positive definite and | V − | δ n }. Hereˆ ∈ S( ) with probability tending to one if δ n converges to zero slowly enough. We will now show an expansion ofm V that holds uniformly for V ∈ S( ). We decomposem V into a mean partm V,M , and an error partm V,E , where for s = M, E we definem 
sup V ∈S( ) 
where
. These claims immediately imply the statement of the theorem.
We now outline the proofs of (A10)-(A12). First, the convergence in (A12) follows directly from standard kernel smoothing theory. For the proof of (A10) and (A11), we will use the convergence of the operator sup V ∈S( ),|m| 2 1
for ξ > 0. For a proof of claim (A13), see Appendix B in Linton & Mammen (2005) for a detailed treatment of a similar expansion. The basic argument is the continuity of the map V → (I − G V ) −1 . For a proof of (A11), one uses the decomposition ( 
