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Abstract In this paper, a new framework to discover places-of-interest from multimodal
mobile phone data is presented. Mobile phones have been used as sensors to obtain location
information from users’ real lives. A place-of-interest is defined as a location where the user
usually goes and stays for a while. Two levels of clustering are used to obtain places of in-
terest. First, user location points are grouped using a time-based clustering technique which
discovers stay points while dealing with missing location data. The second level performs
clustering on the stay points to obtain stay regions. A grid-based clustering algorithm has
been used for this purpose.
To obtain more user location points, a client-server system has been installed on the mo-
bile phones, which is able to obtain location information by integrating GPS, Wifi, GSM and
accelerometer sensors, among others. An extensive set of experiments has been performed
to show the benefits of using the proposed framework, using data from the real life of a
significant number of users over almost a year of natural phone usage.
Keywords Mobile Phones · Multimodal data · Place discovering · real-life long-term
experiments
1 Introduction
Mobile phones are emerging as an attractive option for large-scale sensing of human be-
haviors [5,8,9,3,10,13,20,11]. Modern smartphones are equipped with a variety of sen-
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sors, including GPS, accelerometers, Wifi and Bluetooth among others. Furthermore, mo-
bile phones have a ubiquitous presence in the lives of most people. For instance, in many
European countries, there are more mobile phone accounts than inhabitants and this situa-
tion is similar in many other countries [24]. Therefore, the use of data provided from mobile
phone sensors, instead of using custommade sensor architectures, is an interesting option to
study human behaviors.
The automatic learning of places of interest is one of the key tasks when studying hu-
man behavior and for designing new applications for wearable computers including mobile
phones. Potential applications could be both single-user (or non-collaborative) and multi-
user (or collaborative) [2]. In [18], Marmasse and Schmandt explored the idea of an agent
that learns frequented locations. The user may associate a to-do list with each learned lo-
cation. Then, when the user reaches a learned location, the to-do list could be displayed.
Actually, a location-based application to manage a to-do list has recently been implemented
as an application called Reminders into the iOS5 operating system[1]. In [2], Ahsbrook and
Starner used the learned locations to predict user movements. Then, it could be possible to
display in advance a to-do list when the system predicts that the user is about to reach some
location.
As discussed in [14], another possible application is to help mobile devices to make
decisions on how to behave based on their locations. For example, a cell phone could auto-
matically switch to a silent mode when the user enters a place where the ring is inappropriate
and switch to a normal mode when the user leaves this place. Other interesting examples in-
clude inferring people’s transportation modes [27,28,21] and mining individual life patterns
[25]. When interest locations have been extracted for multiple people, these locations could
be used in some applications, for instance, to recommend locations and activities [26] when
the user visits an unknown city, based on data obtained from previous interactions.
In order to clarify some terms used in this paper, the concepts of Location Point, Stay
Point, Stay Region and Place of Interest are defined as follows:
– Location Point: A location point is a measurement provided by the sensor about the
location of a user (e.g. the GPS coordinates) together with the time where the sensor
capture the location information.
A location point is represented using the location coordinates together with the date and
time where the sensor captured the location information, e.g. an hypothetical location
point pi could have been collected as follows:
pi = ([46.6N, 6.5E], [2010/07/01], [16 : 34 : 57])
– Stay Point: A stay point is a cluster of location points (from the same day) which rep-
resent a geographic region in which the user stayed for a while.
A stay point is represented using the coordinates of the centroid of the cluster, the date,
and the time moments where the user arrived and left the stay point, e.g., an hypothetical
location point spj could have been estimated as follows:
spj = ([46.6N, 6.5E], [2010/07/01], [16 : 30 : 00], [17 : 54 : 34])
– Stay Region: A stay region is a cluster of stay points (from several days) with the same
semantic meaning.
A stay region is represented using the coordinates of the centroid of the cluster and the
minimum and maximum coordinates of the stay points belonging to the cluster, e.g. an
hypothetical stay region srk could have been estimated as follows:
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Fig. 1 Left: Location points obtained for a hypothetic user during two days (red and blue). Middle: stay
points discovered for the two days. Right: stay regions estimated using the previous stay points as input data.
srk = ([46.6N, 6.5E], [46.595N, 46.610N ], [6.492E, 6.505E])
Therefore, a stay region can be represented by using a rectangle centered at the centroid
of the cluster whose size depends on the minimum and maximum coordinate.
– Place of Interest: A place of interest is defined as a place where a user usually goes
and stays for a while. From this definition, a stay region and a place of interest can
be considered as synonymous. These places are ”of interest” for the user himself since
they are the locations where the user spend the most of the time, which, in general, are
the most important places for the user. Depending on the application, discovered places
could be of interest, not only for the user himself, but for a community, as, for instance,
in the case of an application designed to recommend places to visit/go. In this case, a
selection of the places discovered for a set of users, could be ”of interest” for another
set of users looking for places to go according to some features (as for instance the
participants in a social network).
As it has been previously exposed in some previous works [2,14], for most location sys-
tems, including GPS, multiple measurements in the same location do not necessarily yield
the exact same coordinates due to errors and variations in the measured phenomena. This is
true even if the user stops for a while at precisely the same point every day. Therefore, two
estimated stay points could have the same semantic meaning (e.g. ”work”, ”home”, ”mu-
seum”, etc.) but not necessarily the same exact coordinates. To deal with this problem, the
concept of stay region is used. Once stay regions have been estimated, it is possible (de-
pending of the application) to replace the coordinates of each stay point for the coordinates
of the centroid of the stay region where the stay point belongs. Therefore, two stay points
having the same semantic meaning (i.e., both are into the limits of the stay region) could
now share the same location information.
Figure 1 shows an illustrative example of the three concepts. In the left map, the location
points extracted for a hypothetical user visiting an European city are shown. Each color
corresponds to a different day. Note that the paths followed by the user are different across
the two days. The user stayed in the two days in the areas of the Parc Olympique and the
Lausanne train station. One of the days (blue), the user also stayed in the area of Parc
de Milan. The middle map shows the stay points estimated for each day using as input
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data the location points shown in the left map. Note that the location of the stay points do
not fall in the same coordinates, but they represent the same semantic meaning, i.e. Parc
Olympique and Lausanne train station. The right map shows the stay regions estimated
using the previous stay points. Each stay region is represented using a rectangle. Now, using
the stay regions estimated, it is possible, for instance, to describe the user activity in a day
in terms of the visited stay regions. In the example, for the red day the user activity could
be described as: Parc Olympique → Lausanne train station, and for the blue day as: Parc
Olympique→ Parc de Milan→ Lausanne train station.
In this paper, an algorithm to accurately estimate stay points and stay regions from the
real life of users from mobile phone sensor data is presented. The maximum size of the
region and the minimum time that a user must be in this region are controlled using two
parameters. In the proposed algorithm, an important constraint has been introduced, which
consists in that between two consecutive location points their time difference must also be
bounded. The use of this new constraint arises from the use in this work of data obtained
from users’ real lives. Thanks to this constraint all the consecutive location points included
in a stay point are close in time. To estimate stay regions from stay points, a clustering
algorithm must be used. In this paper, two clustering algorithms have been studied. The
first one is a density-based method [7], previously used in [25], and the second one is a
grid-based one presented in [26]. A preliminary version of this work appeared in [19].
One of the most important aspects of this work is that mobile phones are used to obtain
user location data, instead of custom-made architectures or professional GPS sensors. The
use of mobiles phones for large-scale sensing of human activity is an interesting alternative
since people wear mobile phones almost all the time and therefore data can be obtained
in a natural manner and without the necessity to wear another device, which could be un-
comfortable to the user or unrealistic [6]. In addition, the data obtained by mobiles phones
reflects better the real life of users, since the phones used in the experiments reported in this
paper were their real (and unique) phones. However, one import drawback of using mobile
phones is that location data might not be obtained everytime, since the GPS sensors included
in mobile phones do not provide the same quality as professional dedicated GPS sensors.
Then, when using mobile phones, there are more missing location data due to sensor failure
to obtain GPS coordinate.
To collect data, a novel client-server system has been used, which records GSM, GPS,
Bluetooth, Wifi and motion, in conditions that are feasible for large-scale sensing and com-
fortable for users. The client component of the system is installed in the mobile phone of
the user to collect data. To save battery and also to provide more location information where
GPS might not be available, the system scans Wifi access points (APs) to build a private li-
brary of geocoded base stations, allowing future location observations when the user’s phone
observes a previously learned Wifi AP. In addition, it is also possible to recognize periods
of time when the phone is static using the accelerometer and other sensors. Thanks to the
use of this system and also to the way in which the information provided by the system has
been used in this work, more location points can be obtained with respect to the case of only
using the GPS sensor, thus allowing for large-scale sensing along normal user days.
In order to test the proposed approach, two kinds of experiments have been performed
using data obtained from the mobiles phones of a set of volunteers. The first one has been
designed to demonstrate the good performance of our approach on the task of discovering
places of interest. Our approach has been compared with other important techniques found in
the literature. In the second one, an study of the kind of places discovered for a large number
of users have been performed, obtaining cues of interest to understand where people go in
their real lives.
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Summarizing, the main contributions of this paper are as follows:
– We propose a new framework to accurately estimate places of interest from users’ real
lives location data. The proposed framework deals with missing location data, an in-
evitable problem when working with data from users’ real lives.
– We manage the information obtained by the use of a robust sensing system which pro-
vides location data in conditions that are feasible for large-scale sensing and comfortable
for users. Our approach is multimodal since location information is obtained from mul-
tiple sensors such as GPS, Wif APs, GSM, accelerometer, among other.
– We conduct extensive experiments using location mobile phone data collected by a set of
volunteers over a large time period to verify the effectiveness of the proposed approach
discovering places of interest.
– We perform a study on where users stay in their real lives according to the places of
interest discovered for a large set of volunteers using mobile phone data collected along
almost a year.
This rest of the paper is organized as follows: Section 2 provides a discussion of the
previous works in the area of interest location learning and recognition. In Section 3, a
preview of the proposed approach is presented. Section 4 describes how location data can be
obtained by using mobile phones and the proposed system for sensing data. In Section 5, the
algorithms to estimate stay points and stay regions are explained in detail. The experiments
performed to validate our work are discussed in Sections 6 and 7. Section 8 presents a
discussion about how the performance of real-life applications can be benefited by using
the algorithms presented in this paper. Finally, the most important conclusions are drawn in
Section 9.
2 Related Work
In this section, we review two families of methods to estimate places of interest, geometry-
based [18,2,14] and fingerprint-based [12,15].
2.1 Geometry-based methods
Geometry-based techniques use location data (such as GPS) to produce coordinates, circles,
or polygons to describe the significant places where the user goes. These algorithms take a
history of location points and find places where the person stays for significant periods of
time using a clustering-based technique.
The main drawbacks of GPS include its inability to function well indoors, its occasional
lack of accuracy due to the geometry of visible satellites, and the loss of signal in urban
canyons and other ”shadowed” areas. Early work on place learning from GPS used the loss
of signal to infer the location of important indoor places as buildings [18,2]. Marmase and
Schmandt ComMotion algorithm [18], initially identified a place as a region, bounded by
a certain fixed radius around a point, within which GPS disappears and then reappears.
However they found that the GPS receiver often took several minutes to acquire its location
when exiting a building and, therefore, when the signal was regained, the user was no longer
at the place he had left. They modified their algorithm to identify a place as a position where
the GPS signal is lost three or more times within a given radius. This approach is sufficient
to identify indoor places that are smaller than a certain size (e.g. a home), but do not account
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for outdoor places and larger indoor places (an office complex or a convention center), and
is prone to generating false positives (caused by the many possible outdoor GPS shadows).
A similar but improved approach to extracting significant places is proposed by Ash-
brook and Starner [2]. Their algorithm defines a place as any logged GPS coordinate with
an interval of time t between it and the previous point. Similar to Marmase and Schmandt,
they realized that better results can be obtained changing the methodology to register a place
when the signal is lost, and so is not dependent upon signal acquisition time. These candi-
date places are then merged using a variant of k-means clustering. Ashbrook and Starner’s
technique is able to overcome the place-size limitations and most of the false positives that
handicap Marmasse and Schmandt’s approach. However, the use of GPS signal loss to infer
place still leaves us unable to infer important outdoor places and multiple places within a
single building.
The previous algorithms depend on properties of the GPS satellite signals to work prop-
erly. To avoid this dependence, Kang et al. designed a new algorithm using temporal point
clustering [14]. It takes as input a stream of timestamped coordinates derived from a location
estimation system, and performs the segmentation and merging steps simultaneously using
time-based clustering. One of the main differences from previous works is that location in-
formation is obtained using the PlaceLab system [17], which allows the devices to locate
themselves by finding radio beacons such as Wifi APs, GSM cell phone towers, and fixed
bluetooth devices that already exist in the environment. The main advantage of using this
system instead of real GPS data is that it can obtain location information in many places
where GPS cannot, and so, more location points can be obtained. Therefore, algorithms can
estimate more accurately the places of interest. The main drawback is that PlaceLab has a
critical dependence on the availability of beacon locations, otherwise it is impossible to es-
timate the location of the user. Although there are some public and user-created databases,
there are still a lot of beacons without location information in practice, for instance, most of
the ones corresponding to the geographical region where our experiments were conducted.
Ye et. al. [25] recently presented a similar algorithm that also uses temporal-based cluster-
ing, but in this case, location data is obtained using GPS sensors. The main difference (in
the strategy to obtain places of interest) is that this algorithm works offline where the one
presented in [14] works online.
2.2 Fingerprint-based methods
Fingerprint algorithms, in contrast, obtain a list of places where the user goes, but provide
no direct information about where the place is geographically located. Fingerprint-based
techniques detect stable radio environments that indicate a stay. They define the fingerprint
of a place as a vector of currently visible cell towers or Wifi access points, and use it to
recognize when the device returns to a place.
Two of the most important fingerprint-based algorithms are BeaconPrint [12] and Place-
Sense [15]. Both have been designed to discover places by continuously monitoring the radio
beacons in the environment around a mobile device. They discover places detecting a sta-
ble radio environment that indicate an entrance to a place and recognizing when it changes
signaling a departure. One of the biggest challenges is dealing with intermittent beacons.
According to [15], PlaceSense works better in this case than BeaconPrint by using multiple
successive scans and also thanks to a more robust technique since it uses separate mecha-
nisms for detecting entrances and departures.
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Both papers performed a comparative study of the accuracy of their algorithms against
geometry-based techniques. In both cases, fingerprint-based algorithms obtained better ac-
curacy results on learning and recognizing places, mainly because geometry-based methods
use data from GPS sensors while fingerprint-based use data from GSM and Wifi sensors,
which have more coverage in cities. However, the main drawback of fingerprinting is that
the exact location information cannot be obtained using these kinds of techniques. Then, for
many applications where the location of the place must be known, geometry-based ones are
the only choice.
3 An Overview of Our Approach
The algorithm to learn interest locations strongly depends on the data that can be obtained
from the sensor. Most systems in the literature for human activity sensing have used custom-
made sensor architectures rather than the integrated frameworks existing on phones [18,2,
14,12]. However, the need to carry additional devices and their social acceptability limits
the use of some of these architectures at large-scale.
In this work, Nokia N95 8GB smartphones have been used to collect location data.
Figure 2 shows the framework of the proposed approach. Data has been collected using a
client-server system which records GSM, GPS, Bluetooth, Wifi, motion, as well as most of
the smartphone applications, in conditions that are practically feasible, with respect to phone
usage and battery consumption, for large-scale data collection. One of the main advantages
of this system is the design of a set of operation modes (in the client side) that imposes
a tradeoff between sensing sampling rate and battery consumption, resulting in efficient
sampling at reasonable computational cost. The system consists of a client program that
runs on the phone to collect and transmit data over Internet, and a secure back-end database
server to store data. The client stores data until a Wifi connection is available to upload the
logged data to the server, which usually happens at home or at work.
From the database data, location data is extracted (see Section 4). Then the algorithm to
estimate stay points is performed using the data obtained for each day of a user. Using the
stay points discovered for the user for all the days, the algorithm to discover stay regions
is executed. Both algorithms are explained in Section 5. Once places of interest have been
extracted, they can be used in many applications as the ones discussed in Section 1.
4 Obtaining location points from multimodal mobile phone data
While the extraction of location data directly from GPS is conceptually attractive, it has two
practical limitations when using mobile phones. First, GPS is expensive in terms of battery
consumption (if GPS is active continuously on an N95, the battery would drain completely
in three hours). Second, the GPS sensor on phones fail in practice more often than not,
even when using assisted GPS. At the same time, dealing with real-life human location
has two inherent advantages. On one hand, most people are habitual and tend to spend a
significant proportion of time in exactly the same places [6,8,9]. On the other, smartphones
are endowed with multiple sensors from which location can be inferred.
Our work relies on a location estimation system, recently described in [16], that ad-
dresses the above four points. This system tackles the critical problem of battery consump-
tion by defining an adaptive sensing strategy for location estimation, which integrates the
























Fig. 2 Framework of the approach presented in this paper. It is divided in two parts, The first (left) is the
system to capture multimodal data by using mobile phones. The second part extracts user location data to
first discover stay points and after to discover stay regions. The resulting stay regions can be used by many
applications.
basic knowledge about human habits with the use of multiple phone sensors. More con-
cretely, the phone sensing strategy is defined by a set of operating modes, each of which
decides what sensors ought to be activated, at what sampling rate, and how to make transi-
tions between each other.
The knowledge about habitual behavior is represented as follows [16]. For each user,
the phone periodically scans for Wifi APs to build a map of georeferenced Wifi APs that
are observed for a reasonable time period. Urban areas in the developed world often have
a high density of Wifi APs in most neighborhoods, so the phone client can build a map
of the user’s habitual locations, and use this knowledge to avoid activating the GPS sensor
unnecessarily. Each phone learns its own Wifi AP location map using the GPS data extracted
in the time periods when the phone observes a Wifi, if available. After that, the Wifi AP
location is estimated as the centroid of all GPS observations obtained for each AP. From then
on, each time the phone observes a Wifi in its map, it switches off the GPS sensor and assigns
the corresponding learned location, thus saving battery. This operating mode is called Wifi
map. This method has similarities to PlaceLab [17], as both try to obtain additional location
points to those that the sole GPS sensor can provide by using Wifi APs. The system we
use, however, has the important advantage of not needing an external database of beacon
locations, but rather learns it by itself. This is important since there are still a lot of beacons
without available location information at the geographical region where our experiments
were conducted. The system we use also bears similarities with the sensing system reported
in [23], which is aimed at recognizing user activities.
The phone also detects when it is static by combining the accelerometer, GSM, and
Wifi sensors [16]. In this mode, GPS is also switched off to save battery. The phone enters
this mode when no significant motion is detected using the accelerometer and the phone
remains connected to the same GSM tower or Wifi AP for some time. Similarly to the Wifi
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location map creation, static location can be estimated using the previous GPS data obtained
(if available) just before entering into this mode.
Summarizing, with the multimodal system, there are four possible situations regarding
location estimation:
1. In Wifi Map mode, location is obtained from the learned Wifi location map.
2. In Static mode, location can be obtained from the location obtained just previous to enter
such mode (if available).
3. If the phone is in neither of the previous modes, location is directly obtained from GPS
when the latter is active and working.
4. If the phone is in neither of the previous modes, and GPS fails (due to no coverage,
phone switched off, etc), it is not possible to obtain location.
In real life, the last situation is still common. Therefore, algorithms to learn places of
interest should handle this issue.
Regarding energy consumption, the client running on a N95 results in significant savings
of battery life, and allows for the use of the phone on a daily basis in regular conditions.
Based on an empirical evaluation, three conditions can be observed [16]:
– In the case where the set of operating modes is not used, and all sensors are on, the
phone is operational for less than three hours before the battery drains.
– In contrast, if the phone stays constantly in the Wifi Map operating mode, which is one
of the most common ones in practice (occurring in average on 40% of the time), the
phone battery lasts for over 20 hours.
– Finally, if the phone stays without interruptions in outdoors (i.e. with Wifi and GPS
sensors active), the battery drains in about 8 hours.
In practice, the phone operates between the battery duration bounds described in the last
two cases, and can in principle last for a ”normal day” for most people, only requiring to be
plugged in for recharging once a day, typically when people return home in the evening.
4.1 About protecting users’ privacy
Protecting users’ privacy is important when working with real mobile phone data. In our
case, user data collected by the system has been anonymized using an appropriate protocol
[16]. Figure 3 shows this process. In particular, location data has been anonymized by re-
moving the last decimals of the coordinates. Therefore, the anonymized version of location
data has lower accuracy than the raw one. Users can gain access to the raw version of their
data to visualize, remove or modify any datum that they want. In addition, a user can give
read permission to any other user to access its data.
5 Algorithms to Discover Places of Interest
For each day and for each user, the user’s mobile phone provides a list of consecutive lo-
cation points lp = (p1, p2, . . . , pN ) where N is the number of location points. Each pi is
defined using a 3-tuple: pi = (lat, long, T ) containing the location (latitude and longitude)
and the time when the sensor obtained this location. Note that ∀i ∈ [2, N ]: Ti > Ti−1. Also
note that all pi ∈ lp have been collected in the same day, then T refers only to the hour,
minutes and seconds when the location information was captured.











Fig. 3 Raw data collected by the system is anonymized. A user can access to read, modify or delete his own
data. The user can also give read permissions to other users to access his data.
As explained previously (see Section 4), location points could be obtained from GPS
sensor, from Wifi map modes or from static modes.
5.1 Estimating stay points from location points
Using the list of consecutive location points lp for a user and for a day, the objective of the
algorithm is to obtain a list of stay points lsp = (sp1, sp2, . . . , spM ), whereM is the number
of resulting stay points. Each spj is defined using a 4-tuple: spj = (lat, long, T start, T end)
containing the location, and time when the stay point started and ended. Note that ∀j ∈
[2,M − 1]: spj .T start > spj−1.T end and spj .T end < spj+1.T start.
The proposed algorithm to estimate stay points from location points is an improved
extension to the one proposed at [25]. In this algorithm, a stay point represents a geographic
region in which a user stays for a while. More formally, there exists a stay point from location
point ps to location point pe if the two following constraints are fulfilled:
SpaceDistance(ps, pe) < Dmax (1)
T imeDifference(ps, pe) > Tmin (2)
whereDmax and Tmin are two tuning parameters.Dmax is the maximum distance that user
can cover in a place to be considered as stay point. Tmin is the minimum time that the user
must to be in the same place to be considered as stay point.
In the proposed algorithm, a new constraint is added:
T imeDifference(pk, pk+1) < Tmax, ∀k ∈ [s, e− 1] (3)
This new constraint establishes that between two consecutive location points the time
difference must be bounded by Tmax. Then, all the consecutive location points belonging
to a stay point must to be close in time. The proposed steps to estimate stay points from
location points are resumed in Algorithm 1.
Figure 4 illustrates the behavior of the algorithm showing a sequence of location points
in a latitude-longitude coordinate space. Two consecutive location points are connected with
lines. The line is green when the time difference between the two connected location points
is less than Tmax and it is red otherwise. A stay point is detected (grouping p1, p2, p3 and
p4) since we are assuming that the time difference between p1 and p4 is bigger than Tmin
and the physical distance between p1 and p4 is less than Dmax. But, even assuming that the












Fig. 4 An example of the behavior of the proposed technique to estimate stay points from location points.
Two consecutive location points are connected with a green line when the time difference between the two
connected location points is less than Tmax and it is red otherwise. A stay point is detected in the set
(p1, p2, p3, p4), but there is not a stay point in the set (p7, p8, p9, p10) since time distance between p8












Fig. 5 An example of which can be the real situation between location points p8 and P9 (see text for details).
time difference between p7 and p10 is bigger than Tmin and the physical distance is less
than Dmax, there is not a stay point in the set p7, p8, p9 and p10, since the time difference
between p8 and p9 is bigger than Tmax , exceeding the maximum time allowed between two
consecutive location points.
When working with real-life data, it is possible to often have situations with substantial
time difference between two consecutive location points, which is mainly due to the limita-
tion of accurately sensing location in many real places. One possibility is the one shown in
Figure 5 that illustrates the real behavior of the user. Between location points p8 and p9, the
user visited many other locations (from p8,1 to p8,4), but they could not be captured by the
sensor. Note that without using the third constraint (see Eq. 3) an incorrect stay point could
have been obtained between location points p7 and p10.
5.2 Estimating stay regions from stay point
For each user and for each day, the algorithm for estimating stay points is executed. The
process of estimating stay regions consists of performing a clustering technique using all
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Algorithm 1 Algorithm to estimate stay points from location points
Require: lp = (p1, . . . , pN ): List of location points.
Tmin, Tmax: Time thresholds.
Dmax: Distance threshold.
Ensure: lsp: List of resulting stay points.
i← 1;
lsp ← ∅;
while i < N do
j ← i+ 1;
while j < N do
t← T imeDifference(pj , pj−1);





if d > Dmax then
t← T imeDifference(pi, pj−1);
if t > Tmin then
[lat, long]← EstimateCentroid(pk|k ∈ [i, j − 1]);
T start ← pi.T ;
T end ← pj−1.T ;
sp← [lat, long, T start, T end];





j ← j + 1;
end while
end while
Algorithm 2 Algorithm for estimating stay regions from stay points
Require: l1sp, . . . , l
Q
sp: set of stay point lists.
Require: Dmax: Distance threshold.
Ensure: lsr : List of resulting stay regions.
SP ← ∅;
for d← 1 : Q do
SP ← SP ∪ ldsp;
end for
lsr ← Clustering(SP,Dmax);
the stay points extracted for a user. The general steps to estimate stay regions from stay
points for a user are summarized in Algorithm 2. Note that we are assuming that we are
working with data from Q days, and therefore there are Q different list of stay points lsp,
one for each day.
Some of the clustering techniques that have been used for similar problems in the past
include k-means or variants as in [2], density-based as in [25] and grid-based as in [26].
Density-based clustering produces better results than k-means but has the problem of not
constraining the clusters size. To deal with this problem, Zheng et. al designed in [26] a new
grid-based clustering algorithm which constrains the cluster size. From the results obtained
in the experiments shown in Section 6, the grid-based is a better option to perform this task.
————————————————————————
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6 Evaluation
This Section presents the first group of experiments to evaluate the performance of our
approach on discovering places of interest.
6.1 Data acquisition
Our data has been collected from 8 volunteers using the N95 smartphone during 5 contin-
uous months of real life. Users live in three different European communities ranging from
small villages to a mid-size city. Participants used the mobile phones in a normal manner,
since it was their real (and unique) phone. No instructions were given to the participants
about which places to visit or about how long they should have stayed in such places. The
only recommendation was to carry the phone as frequently as they could, something they
would naturally do as it was their real phone.
Instead of having to recharge the phone several times a day (as in [15]) users only needed
to recharge once a day (typically during the night). In total, more than 550.000 location
points were obtained served from 24/7 phone data.
Data were obtained from raw database, since volunteers shared their data with the au-
thors. The reason for using raw data instead of the anonymized version is because raw data
provides richer information and more accurate location data, and it is very important to
evaluate the performance of the algorithms by using as accurate location data as possible.
6.2 Evaluation methodology and collecting the ground truth
To evaluate the effectiveness of the proposed framework, we must first decide on a criterion
for evaluation. Intuitively, a place extraction scheme should be judged on how well it iden-
tifies the places that a user regards as important. Therefore, it is necessary to have a ground
truth of the places reflecting the real-life patterns of users.
Three are the possibilities for collecting ground truth from users:
– Users can follow a scripted tour of places to stay [15].
– Users can keep a diary of the name and time they entered and left every place during the
collecting time [15,12].
– Users can fill, at the end of the collecting time, a survey of the places where they stayed.
The first two options are uncomfortable for users when collecting data during a long
period of time. Furthermore, the scripting option might not be looking at truly interesting
places from the users viewpoint, or be unrealistic (e.g., requesting people to visit as many
places as they can). In addition, the results highly depend on the involvement of each user
with the scripted task. The third option above has the main drawback that some places might
not be remembered after some time. In our work, to collect ground truth, users filled a survey
with the places where they remembered to have stayed for more than 30 minutes.
To evaluate our real-life location-of-interest discovery method, we used an evaluation
system partially based on the one recently proposed in [15]. Stay regions (i.e., places of
interest) extracted using the proposed framework are called Discovered, and places remem-
bered by users are called Remembered places. Remembered places that have not been dis-
covered are called Missed, while places that are both remembered and discovered are call
Correct, Merged or Divided. On one hand, if two different places reported by the user have
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been discovered as a single place, then the places are called Merged. On the other hand, if a
singe place reported by the user has been discovered as multiple places, it is called Divided.
Others that have been discovered but not remembered are called Ghost candidates.
If we rely on participants memory, all the places discovered but not remembered (i.e.,
Ghost candidates places) are places where the user did not stay. But, unfortunately, in prac-
tice there are a lot of places where participants stayed but that they can not actually re-
member them. This is a natural limitation of human recall. To deal with this issue, Ghost
candidates places are divided in False and Forgotten. A Ghost candidates place is labelled
as Forgotten if the user claims that the place has been correctly discovered after reviewing
the results, and it labelled as False in the opposite case.
Finally, it is possible that users remember places where they stayed, but they can not
remember if they carried the mobile phone, if it was switched on, etc. Therefore, in principle,
some places labelled as Missed could (strictly speaking) not be algorithmic errors, since
participants can remember places that are impossible to estimate since there is not location
information available for this moment of the day. Unfortunately, it is impossible to deal with
this issue.
With the above definitions, the objective of an automatic method is to obtain more Cor-
rect and Forgotten places, while reducing False and Missed places. To evaluate the perfor-
mance, a set of measures (Pα, Pβ , R, Fα and Fβ), where # stands for ”number of”, and P ,













Fα = 2 ∗ Pα ∗R
Pα +R
(7)
Fα = 2 ∗ Pβ ∗R
Pβ +R
(8)
Note that, while Pα and Fα are strict measures, Pβ and Fβ introduce a correction factor
for use forgetfulness.
6.3 Experiments
Several experiments have been performed to show the performance of the proposed ap-
proach:
– Experiment 1 shows that with the combined use of the system explained in section 3
and our data management strategy (see Section 4), more location points can be obtained
with respect to using only the GPS sensor.
– Experiment 2 provides a comparison between two clustering techniques to obtain stay
regions from stay points. We demonstrate that the grid-based technique obtains better
results than the density-based one.
– Experiment 3 provides a comparison of our method with the ones presented by Kang et.
al. [14] and by Ye et. al. [25]. We demonstrate that on our real-life dataset, our proposed
approach outperforms [14] and [25] on discovering the users’ most important places.
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Table 1 Percentage of time when user location data have been obtained directly from GPS, Wifi map mode,
static mode, and not obtained.
GPS Wifi map static No location
4% 35% 24% 37%
6.3.1 Experiment 1: Extracting location points
To assess the effectiveness of the system for sensing location, we first divided each day of
the 5-months period in slots of 5 minutes. Then, for each slot, we counted the number of
location points of each source, i.e., if the location point has been obtained directly by the
GPS sensor, by the Wifi map mode or by the static mode. The source with the maximum
number of entries is the one that is assigned to this time slot. If there are no location points
in a time slot, it is labelled as ”No location”. This process is repeated for all days and for all
users.
Table 1 shows the average values for all users and for all days. Note how by using
the state-based sensing system, approximately for 63% of the day it is possible to estimate
the location of a user. This is an interesting result, as some studies [17,15] and our own
experiments, show that GPS coverage is available only 5 − 30% of the time on average for
a device carried by users during a typical day.
6.3.2 Experiment 2: Density-based vs Grid-based for stay region clustering
In this experiment a density-based clustering technique is compared against a grid-based
one for clustering stay points into stay regions. First, stay points for all participants and
for all days have been estimated using the proposed approach (see Algorithm 1), setting
Tmin = 30 min., Dmax = 250 m. and Tmax = 10 min. Then, both clustering techniques
have been applied to estimate stay regions.
DBSCAN [7] has been selected as representative density-based clustering technique.
This algorithm has two main parameters, the minimum number of points in a cluster and
the maximum distance between two points belonging to the same cluster. The minimum
number of points has been set to 2 and the maximum distance to Dmax. DBSCAN also
detects outliers, that in our case are isolated stay points. Each outlier detected, a cluster
(stay region) with only the isolate stay point has been created.
The grid-based technique is the one presented in [26]. The only parameter of this al-
gorithm is the maximum size allowed for a cluster. We used Dmax for this purpose. Note
that in the grid-based method the maximum size of a cluster is bounded by Dmax (the same
value used for discovering places), while in the density-based one, the clusters size is not
bounded for any quantity (even if smaller values than Dmax are used as maximum distance
between two points).
Figure 6 shows the typical results of both clustering techniques for a particular user. It is
clear that the grid-based technique obtains better results since DBSCAN tends to merge stay
points with different semantic meaning in the same clusters. In particular, using our real-life
dataset, DBSCAN has obtained 67 Correct and 26 Merged places, while the grid-based has
obtained 89 Correct and only 4 Merged.
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(a) (b)
(c)
Fig. 6 a) Stay points. b) Stay regions obtained using a density-based clustering algorithm. c) Stay regions
obtained using a grid-based clustering algorithm.
6.3.3 Experiment 3: Comparative results on stay point learning
We compare the proposed approach against Kang et. al. [14] and Ye et. al. [25] ones, for
estimating stay points from location points. An important point of this experiment is that
the three algorithm have been tested in the same conditions regarding the input location
data, since our objective (in this experiment) is to test which strategy is the best for learning
stay points from location points. Therefore, the input of the three algorithms are the same
location points obtained with the proposed framework instead of just GPS data. In addition,
the same parameters have been used in the three algorithms, i.e., Tmin = 30 min., Dmax =
250 meters and Tmax = 10 min. The three algorithms use Tmin and Dmax, but only the
proposed technique uses Tmax.
After the stay points have been extracted using the three algorithms, the grid-based clus-
tering technique has been applied, using each set of extracted stay points to obtain the places
of interest. Tables 2 and 3 show the results obtained for the three algorithms.
The proposed technique discovered fewer stay regions than [25] due to the use of the
new constraint (see Equation 3). However, the number of places considered as Correct and
Missed is very similar. Therefore, if we rely only in user remembered places (i.e., con-
sidering all Ghost candidate places as False) the proposed technique obtains better results
according to the Fα measure. Note that, while human recall is imperfect, users tend to re-
member the most important places in their real lives and therefore our method seems to be
more effective at extracting the most relevant places for a person.
On the other hand, as discussed previously, users forget a lot of places that they visit
but cannot remember when they fill a survey. To know how many Ghost candidate places
could be considered as Forgotten, we showed the results to the participants and asked them
about the number of Forgotten places. In this cases the performance of the three algorithms
is quite similar, being [25] slightly better than the proposed one.
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Table 2 Discovered, Remembered, Correct, Missed, False, Forgotten, Merged and Divided obtained for all
users and all days.
Disc. Remem. Correct Missed False Forg. Merg. Div.
[14] 290 125 88 33 42 161 4 0
[25] 314 125 96 25 46 172 4 0
Proposed 212 125 89 31 30 92 4 0
Table 3 Results obtained using as input the location points obtained for all users and all days.
R Pα Fα Pβ Fβ
[14] 0.70 0.30 0.42 0.86 0.77
[25] 0.76 0.31 0.44 0.85 0.81
Proposed 0.71 0.42 0.53 0.85 0.78
6.4 Differences across participants
Our data has been collected from 8 volunteers. Figure 7 shows the users’ data distribution
(box plot) for measures R, Pα, Pβ , Fα and Fβ obtained using the proposed approach. Re-
garding the R value, similar values have been obtained (see Figure 7e) for the majority of
the users, with the exception of two users, one with a very low value, (i.e., the method did
not discover the most of the remembered places), and the other showing an opposite pattern,
(i.e., the discovery was highly accurate). The data distribution for Pα and Pβ measures, and
also for Fα and Fβ , are more spread than in the case of R. In general, the inclusion of the
Forgotten place category makes the β measures less spread than the α measures.
6.5 Parameters setting
The algorithms proposed in this work, have only three parameters: Dmax, Tmin and Tmax.
Dmax is the maximum distance that a user can cover in a place to be considered as a
stay point (see section 5.1) and also is the maximum size of a stay region (see Section 5.2).
On the one hand, big values of Dmax could merge several places in only one. On the other
side, small values could divide a place. The correct value depends on the application. From
our experience, values from 200 to 300 meters produce the best results.
Tmin is the minimum time that the user must be in the same place to be considered
as a stay point. High values allow the discovery of places where the user stayed for long
time (Home, Work, etc.). On the other hand, small values allow the discovery of places
where the user stayed for a few minutes (Bus stop, Train station, etc.). Similar to Dmax, the
correct value depends on the application. From our experience, values from 20 to 40 minutes
produce the best results.
Finally, between two consecutive location points the time difference must be bounded
by Tmax (see section 5.1). High values of Tmax allow to discover more places, but more
False places could be discovered too. This could be useful in some applications where we
are interested in discovering a lot of places of interest. On the other hand, by setting Tmax to
a low value, only the most significant places for users are going to be discovered, which can
be also useful to another application where we are only interested in the most meaningful
places for users. The optimum value for Tmax thus, also depends on the application.
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Fig. 7 Users’ data box plots: a) Pα, b) Fα, c) Pβ , d) Fβ and e) R.
7 Analyzing discovered places of interest
This Section presents the second group of experiments, where we have used data provided
by a large group of participants from the Laussane data collection campaign [16]. In this
case, the objective is twofold: one one hand, the experiments contribute to the evaluation of
the performance of our approach on discovering places of interest. On the other hand, the
experiments investigate which kind of places can be obtained using the proposed approach
and also study where people stay in their daily lives.
7.1 Data acquisition
In this case, data has been collected from 124 volunteers using the N95 smartphone during
almost a year of real life (in particular, 335 days) [16]. As in the previous case, users live in
different communities ranging from small villages to a mid-size city. The participants were
instructed to use the phones as their primary phone and no instructions were given to users
about which places to visit or about how long they should stay in specific places. In contrast
to the experiments showed in Section 6, the used data come from the anonymized version to
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Table 4 List of labels.
Label Meaning
0 My home
1 My freetime home
2 Holiday resort or vacation spot
3 Home of a friend, relative or colleague
4 Restaurant or bar
5 My main workplace
6 My other work place
7 The work place of my friend, colleague or relative
8 My main school or college place
9 My other school or college place
10 School/College place of my friend, colleague or relative
11 The school or daycare of my child
12 Other location my child visits
13 Location related to transportation
14 Shop or shopping center
15 Cultural or entertainment location
16 Night club
17 Place for indoor sports
18 Place for outdoor sports
19 Place for my non sports related hobby
20 Place to hang out or relax (e.g., park)
21 Other
22 I don’t know
respect users’ data privacy. Therefore, location data have less accuracy than in the previous
set of experiments.
7.2 Evaluation methodology and collecting the ground truth
Our approach to discover places of interest was used to discover the most important places of
interest of each user. The algorithm parameters were set to: Tmin = 30 min., Dmax = 250
meters and Tmax = 10 min (i.e., the same configuration than in the experiments showed in
Section 6).
Eight discovered places were selected for each participant. Five of the eight places were
the most frequently visited places of the user. Places as Home and Work almost always fall
in the top five list. The other three were randomly chosen from the remaining list of less
frequently visited places. In total, 979 places of interest were selected. Note that the number
of selected places of interest is not 992 (i.e., 124×8), since for some users less than 8 places
were discovered.
The small list of selected places was showed to each user using a web application that
places each location on a map. Participants labeled each place to acquire labels for the
locations, using a set of 22 mutually exclusive, predefined labels showed in Table 4. In
addition, the number of times (visits) that the user stayed at each place and the duration of
the stays (in minutes) were also calculated automatically.
Using the labels provided by the participants, a new set of measures of the accuracy of
the method on discovering real places of interest was defined as follows (where # stands
for ”number of”):





V uknow = 1−




duration of visits to unknown places
total duration
(11)
A place is considered as unknown when a user labeled this place using the label ”I don’t
know”. V uknow can be interpreted as the amount of visits to known places with respect to
the total number of visits to the selected places for the user u, and Duknow as the duration
(in minutes) of the stays at known places with respect to the total duration of the stays in all
selected places for user u. Values of Accuknow close to 1 indicate that the user u knows most
of the discovered places and values of V uknow and D
u
know close to 1.0 indicates that the user
u stays most of the time in known places, i.e., that the proposed method is able to detect
places with semantic sense for the individuals.
Another measure to analyze the behavior of our method is the ability to detect what
are perhaps the two most important places for people: Work and Home. Since some of the
participants are students, school/college have also been included in the Work category. Then,
according to the labels showed in Table 4, Home places are the ones with labels 0 and 1, and
Work places are the ones with labels 5, 6, 8, and 9. With these definitions, two new measures
Acchome (number of users where Home has been detected with respect to the total number
of users) and Accwork (number of users where Work has been detected with respect to the
total number of users) can be estimated as follows (where # stands for ”number of”):
Acchome = 1− #users with discovered Home places#total users (12)
Accwork = 1− #users with discovered Workl places#total users (13)
7.3 Experiments
Several experiments have been performed to assess our approach:
– Experiment 4 studies the activity level of each user, i.e., on how much users used their
mobile phones and contributed data.
– In experiment 5, we study the accuracy of the method on discovering the most important
places for users.
– Experiment 6 studies popular place categories, i.e., places where people go in their daily
lives using the labeling process explained previously in this Section.
7.3.1 Experiment 4: Estimating users activity level
In the sample, not all the participants signed up for the campaign at the beginning. In ad-
dition, not all volunteers used the phone in the same manner. Therefore, it is important to
estimate the activity level of each participant to have a measure of the reliability of each
user’s data. For this purpose, we estimated for each user, fuday as the percentage of days
where the mobile phone of the individual u was active and fuduration as the percentage of
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Table 5 Mean of the percentage of active days and the percentage of minutes of a day where the user stayed
in the selected places. Standard deviation is showed in parenthesis. The first column shows data for all users,
the second one for the users with fuday > 50% and the third one for the users with f
u
day > 75%.
All > 50% > 75%
f
u
day 65.23 (26.47) 78.15 (15.10) 88.55 (7.23)
f
u
duration 37.41 (15.86) 38.94 (14.88) 44.14 (13.14)
0,00 0,20 0,40 0,60 0,80 1,00
(a)
0,00 0,20 0,40 0,60 0,80 1,00
(b)
Fig. 8 Box plot of fuday (a) and f
u
duration (b) for all users.
minutes of a day (with respect to the complete day) where the user u stayed in any of the
small set of the eight or less selected places. A day is considered as active when at least a
location point could be collected, and inactive in the opposite case. The measures fuday and










Ωu × 24× 60 (15)
where Ω is total number of days of the campaign (335) , Ωu is the number of active days of
user u, Πu is the number of selected places for user u (usually 8) and δui is the duration of
all the stays (in minutes) at the ith place for user u.
Table 5 shows the mean and standard deviation of fuday and f
u
duration for all users, for
the 92 users (74%) with fuday > 50% (users’ mobile phone were active more than half of
the days) and for the 57 users (46%) with fuday > 75% (they were active more than the 75%
of the days). There are strong differences across users on the number of active days, since
some users participated in the campaign since the beginning and others much less time. In
addition, there are users who used the mobile phone almost everyday while others used it
less frequently. Figure 8a shows the box plot of the active days for all users. Taking into
account only the most active users (i.e., users with fuday > 75%), the value is less spread
than when using all users, but there are important differences.
Regarding the mean of fuduration for all users, the stay times on the selected places
represents the 37.86% of the day with strong differences across users (see second row of
Table 5 and Figure 8b). When this value is estimated using only the most active users (i.e.,
users with fuday > 75%), the value represents 44.14% of the day, i.e., almost half day.
Note that fuduration should not be confused with the value estimated in the Experiment
1. The 63% obtained in that experiment can be interpreted as the percentage of the day
where location points can be estimated using the sensing approach presented in Section 3,
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Table 6 Mean of the accuracy measures on discovering places of interest. Standard deviation is showed in
parenthesis. The first column shows data for all users, the second one for the users with fuday > 50% and the
third one for the users with fuday > 75%.
All > 50% ¿ 75%
Acc
u
know 0.92 (0.11) 0.92 (0.11) 0.91 (0.11)
V
u
know 0.99 (0.05) 0.99 (0.04) 0.99 (0.04)
D
u
know 0.99 (0.04) 0.99 (0.04) 0.99 (0.05)
Table 7 Estimated values for Acchome and Accwork . The first column shows data for all users, the second
one for the users with fuday > 50% and the third one for the users with f
u
day > 75%.
All > 50% > 75%
Acchome 0.97 0.97 0.97
Accwork 0.79 0.82 0.83
while the mean of Uuduration can be interpreted as the percentage of the day where a user
stayed in the small set of selected places, which gives by construction less stay time.
7.3.2 Experiment 5: Accuracy evaluation





The places detected by the proposed method are almost always known by the users and there
is not significant differences when the activity level of the users is taken into account. The
number of visits and the duration of the stays in the known places also represent almost the
total duration of the selected places, i.e., the unknown places represent a very small portion,
almost insignificant, of the users’ time. The unknown places may be algorithmic errors or
places with very low significance for users, since users can not remember what kind of
place they are. It is also important to emphasize that for 57.26% of the users, all places were
known, and for 83.87% of the users the number of unknown places was 1 or less.
Table 7 shows the estimated values for Acchome and Accwork. Home places have been
detected for almost all the users, without differences with respect to the users’ activity level.
This result can be considered as expected since Home places are the most important for
a user and they are usually the places where users stay for the most of the time in a day.
Furthermore, the method is able to detect most of the users’ Work places, but the accuracy
level is smaller than in the case of Home places. This may be due to some users became
unemployed or changed the location of their employment during the campaign.
7.3.3 Experiment 6: Popular place categories
Thanks to the labeling process, we can study where individuals tend to stay in their real
lives. We have divided the selected places in five categories: Home, Work (School places are
included in this category), Free Time, Other and Unknown. For each category and for each
user, we have estimated the percentage of the time (according to the overall duration of the
stays) to each kind of place. Figure 9 shows the average for all users of the percentage of
time of the day for each category. There are not significant differences in the percentages
when using data of the most active users.
As commented before, users tend to stay at home most of the time (67%). The second
kind of place is related to work or/and school (20%). Free time places represent 7% of











Fig. 9 Percentage of time where users tend to stay in their real lives.
the time in a day. Other kinds of places represent 5% of the total. Finally, unknown places
represent only 1% of the day.
On the one hand, official work time in the local area where participants live is 42
hours/week. It represents, approximately 25% of the time in a day, quite close to the per-
centage estimated (20%). Clearly, there are sources of error in these estimates, including the
fact that 21% of the Work places were not recovered by the method for the whole population
(see Table 7), which likely leads to underestimate the time spent at work. In addition, many
participants might have holidays during the campaign (data was collected from November,
2010 to August, 2011). On the other hand, according to [4], people stay at home 15.7 hours
in a day. It represents, approximately, 65% of the time in a day. The small difference with our
estimation (67%) could be explained by the fact that holidays and winter weather conditions
might increase time at home.
Note that these percentages are estimated using the total duration in the small set of
selected places and therefore, although they do not represent the total amount of duration of
a day, it could be interpreted as a preliminary estimation.
8 On applications
In this Section, we present a discussion about how some real-life application can be ben-
efited by using the algorithms proposed in this paper to automatically discover places of
interest. These algorithms could be included in the mobile device as a part of a more com-
plex application or even as a service of the device operating system. In general, in current
applications working with places, the places are generated by the own users. With the pro-
posed methodology, these places can be automatically discovered, simplifying the places
of interest generation process and therefore, allowing a more satisfying user experience for
application users. Some example of applications are as follows:
– Reminders: The last release of the Apple’s operating system for mobile phones and
tablets iOS5 [1] includes a location-based application to associate to-do lists with places.
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It is called Reminders. In this application, the places of interest are manually defined by
the users themselves. When a user arrives to a location of interest, the user can manually
include this place in the set of places with a to-do list. It could be more convenient for
the user that these places were automatically discovered, as for instance, by using the
approach presented in this paper.
– To automatically change the operation mode of a mobile device: A mobile device
user could subscribe to a service for the automatic configuration of the device operation
mode, e.g. to switch to a silent mode when the user enters into a hospital. The appli-
cation behavior could be as follows: when the device detects that the user is in a place
included in the list of places provided by the service, the device applies the configuration
recommended by the service for that place. In addition, the list of places provided by
the service could be automatically generated by how the user sets the operation mode,
e.g. when the user stays in a place and changes the operation mode of the device to a
silent mode, the application could add this new place along with the operation mode,
to the list of places provided by the service. Obviously, as in many other collaborative
applications where users provide their location to a service, a strict protocol regarding
data privacy should be followed, always requiring permission from the users.
– Personal multimedia applications on a mobile device: One application in this group
could be, for instance, the ability to organize photos and videos according to the place
in which the content was generated. As in the previous cases, the places could be auto-
matically generated by the algorithms proposed in this work.
– Places and activities recommendation: Places and activities recommendation is a key
application for mobile devices users and many social networks have been developed us-
ing this idea as a key concept. For instance, two popular services, from an ever growing
list of available applications [22], are FourSquare1 and Gowalla2. In both cases, by us-
ing the proposed methodology, the places of interest could be automatically discovered
as opposed to a model where the places are user generated.
– Favorite places in friends-based social networks: According to the amount of time
that a user stays in a place, it could be considered as a favorite place. This can be es-
timated using the proposed algorithms. In addition, in a privacy friendly way, the user
could share this information with his friends using a social network as, for instance,
Facebook3.
In general, the collaborative applications examples above point out that privacy is an
important issue on location based applications, that has to be incorporated in order to yield
user acceptance.
9 Conclusions
In this paper, a new framework to discover places-of-interest from multimodal mobile phone
data has been presented. Mobile phones have been used as sensors to obtain location infor-
mation from users’ real lives. To obtain richer user location points a client system has been
installed in the mobile phones, which is able to obtain location information by using GPS,




Discovering Places of Interest in Everyday Life from Smartphone Data 25
obtain location data for 63% (approximately) of the day in real life (i.e. not in scripted ex-
periments or artificially encourage mobility). Location data are first clustered in stay points
by using a time-based method which allows to discover the most significant places remem-
bered by users thanks to the use of a constraint that avoids large time periods between two
consecutive location points. Then, stay points are clustered into stay regions (places of in-
terest) using a grid-based clustering technique.
The experiments performed in this work have demonstrated that the proposed frame-
work can obtain more location points corresponding to actual life of people than using only
the GPS sensor and without the necessity of having a beacon location database. Our evalu-
ation used 24/7 continuous data over 5 months for 8 people. In addition, we compared our
proposed method and two state-of art techniques (using the same input location points) ob-
taining better results for discovering the most significant places of interest (according to the
users themselves) and similar results discovering other places less important for user.
We also conducted a second group of experiments where we used data provided for a
large set of participants (124) along almost a year. In these experiments, we demonstrate
the good performance of our approach discovering the most important places of interest and
also study where people go in their daily days.
Future work will focus on implementing the place-of-interest learning technique in the
client part of the sensing system of our framework. In this way, when the system discovers
a new place, the system could ask to the user about labeling the place to add semantic
meaning to the places discovered. In addition, when the user reaches a learned place, the
device can prompt whether the user is the given location, improving and simplifying the
places of-interest evaluation procedure.
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