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Abst ract - - In  this work, the solution of a large sparse linear system of equations with an arbi- 
trary sparsity pattern is obtained by using LU-decomposition method as well as numerical structure 
approach. The LU-decomposition method is based on Doolittle's method while the numerical struc- 
ture approach is based on Cramer's rule. The numerical structure approach produces direct solution 
without facing fill-in problems as encountered in LU-decomposition. In order to reduce the 'fill-ins' 
in the decomposition, the powers of a Boolean matrix, obtained from the coefficient matrix A are 
taken so that the 'fill-ins' in the structure of A can be known in advance. The position of fill-ins in A 
are thus determined in the best choice manner, that is, it is very effective and memory-wise cheap. 
We also outline a method by using numerical structure with reduced computation efforts. 
Finally, experiments are performed on eight examples to compare the efficiency of the proposed 
methods. The results obtained are reported in a table. It is found that the LU-decomposition 
method is much better than numerical structure. The usefulness of numerical structure approach is 
also discussed. (~) 2001 Elsevier Science Ltd. All rights reserved. 
Keywords - -Nonsymmetr i c  sparse linear system, Cramer's rule, Determinant, Numerical struc- 
ture, Permanent, Storage scheme, Fill-ins, Boolean matrix, Incomplete LU-decompositiou, Doolittle's 
Method. 
1. INTRODUCTION 
Consider the following system of linear equations: 
Ax = b, (1) 
where A is a large, random sparse, and nonsingular matrix of order n × n and b and x are 
given column vectors of order n. Such systems of linear equations are frequently encountered in
almost all the scientific and engineering applications. Direct methods are generally used to solve 
system (1) because they are systematic and robust. We discuss two techniques of direct methods 
to solve system (1). The first one is by constructing an LU-decomposition of A, where L is a 
lower triangular matrix and U is an upper triangular matrix. System (1) then can be solved in 
two steps, by forward substitution in Ly  = b and by back substitution in Ux -- y.  
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Since LU-decomposition of A is based on Gaussian elimination, it produces o called 'fill-ins', 
initially zero elements in A which subsequently become nonzero during the solution process, that 
is, the matrices L and U are no longer sparse. Therefore, one has to keep check on 'fill-ins' 
to exploit the sparsity of A. However, when A is symmetric, the 'fill-ins' can be minimized by 
using an elimination or ordered tree [1-3]. The goal in this work is to solve (1) saving both 
the CPU time and memory space both. In this work, we reduce fill-ins by using powers of 
the Boolean matrix which corresponds to the structure of A and develop an economic storage 
scheme for the new system so that there are no more fill-ins on factoring. Finally, matrix A 
is factored within this storage structure. The incomplete LU-decomposition, with the help of 
power matrix for reducing fill-ins, is selected because it allows repeated solutions of x for various 
values of b without refactoring and i t  provides an environment in which it is easier to visualize 
the step-by-step operation of the method. 
The second technique, called numerical structure, is based on Cramer's rule which does not cre- 
ate 'fill-ins'. Cramer's rule [4] is seldom used in finding solution of linear systems because it re- 
quires n+ 1 determinants each of n x n order. Each determinant contains n! terms so it is not suit- 
able for a general matrix. However, in case of a random sparse matrix, a relatively large number 
of its elements are zeros; the number of operations in computation of its determinant is consider- 
ably reduced. Moreover, the numerical structure approach is of particular interest in the analysis 
of engineering problems, especially linear problems, since the associated numerical structure in 
many cases can be set up by inspection of the physical system without the necessity of first 
formulating the associated equations. When values in a linear system are given in symbolic form 
rather than in numerical form, the numerical structure approach is useful to obtain the solution. 
The contents of this paper are as follows. In Section 2, a storage scheme to save nonzero 
elements of A including the right-hand side is given. The scheme can be also used for position 
of fill-ins in the LU-decomposition method. In Section 3, we describe two methods for solving a 
large sparse linear system. The estimation procedure of fill-ins before constructing the incomplete 
LU-decomposition with the help of Warshall's algorithm [5] is also given. Thus, after obtaining 
the positions of 'fill-ins', A is decomposed in LU form by Doolittle's method [6,7]. In Section 4, 
a comparison of the numerical structure approach and the use of the LU-decomposition method 
is presented. 
All the computations of the proposed methods are done on an IBM compatible PC with Pen- 
tium II processor and speed 266 MHz. Some concluding remarks on usefulness of the numerical 
structure approach and LU-decomposition method are given in Section 5. The Turbo C++ (Ver- 
sion 3.0) implementations of the LU-decomposition method and numerical structure approach 
are run successfully on eight examples. The obtained results with the condition number of the 
considered examples are given in a table. 
2. STORAGE SCHEME 
A short representation f the storage technique described here is based on the idea proposed 
in literature [8,9]. This scheme is called an uncompressed storage scheme. The version given 
here is a row-oriented scheme in which nonzero elements are stored row-by-row, with each row; 
nonzero elements are stored in the order of increasing column index. To identify the elements of 
any row, it is necessary to know where the row starts, how many nonzero elements it contains, 
and in what columns the nonzero elements lie. 
Storing given matrix A with the uncompressed storage scheme requires three one-dimensional 
arrays VA, JA ,  and IA  of length ha, ha, and n + 1, where n is the number of rows and na is the 
total number of nonzero elements in matrix A. 
Array VA contains the nonzero elements of A stored row-by-row, JA  contains the column 
indices which corresponds to the nonzero elements in array VA, and IA  contains n ÷ 1 pointers 
which delimit the rows of nonzero elements in array VA, as illustrated below. 
LU-Decomposition 133 
For example, let A be a square matrix of order 5 
A = 
all  0 a13 0 0 
a~l a22 a23 0 0 
0 a33 0 0 
[O10 0 a44 a45 
a52 0 0 as~ 
(2) 
Arrays VA, JA, and IA are 
Row 1 
VA = al l  a13 a21 
JA= 1 3 1 
IA= 1 3 6 
Row 2 Row 3 Row 4 Row 5 
a22 a23 a33 a41 a44 a45 a52 a55 
2 3 3 1 4 5 2 5 
7 10 12 
(3) 
Matrix (2) cannot be factored, by using the above storage scheme, "in place" unless fill-ins are 
accounted for when storage is created. For example, when (2) is factored, nonzero numbers are 
assigned to a42 and a53, but neither of these elements appears in (3) as illustrated, i.e., there is 
need to reallocate storage to make room for the fill-ins. In this work, we present a good choice 
for predicting fill-ins, using the powers of a Boolean matrix. 
3. THE PROPOSED TECHNIQUES 
We explain two techniques to solve a sparse linear system of equations. The first is the LU- 
decomposition method and the second is the numerical structure approach. 
3.1. The  LU-Deeompos i t ion  Method 
In this section, we outline how to solve a large sparse linear system using the LU-decomposition 
method. 
3.1.1.  Es t imat ion  o f  f i l l - ins 
In this section, we introduce a method for reducing fill-ins using the powers of a Boolean 
matrix. Before we outline the method, we briefly review the graph-theoretic representation f a 
sparse matrix. More detailed background material on the sparse matrix and graph theory can be 
obtained in literature [10,11]. 
DEFINITION 1. Let A be a square matrix of order n. The associated graph GA of A is an n-node, 
weighted and labeled graph such that there exists an edge (i,j) with weight a~j if aij ~ 0 for 
i , j  = 1,2, . . .  ,n and vice versa. 
1. A path {u -v}  in a digraph G is a sequence of distinct nodes and contiguous edges leading 
from u to v such that there are no repeating edges. 
2. A cycle is path, which begins and ends at the same node. 
3. A graph G is connected if there is at least one path between every pair of distinct nodes 
in G; otherwise, G is disconnected. 
The problem is to find the set P of edges for which the factors L and U are sparse but also such 
that matrix LU resembles A as much as possible. In case the sparsity pattern of A is irregular, 
there are several possibilities to construct a good choice for the set P. Gustafsson [12] proposed 
the following. 
First consider the standard incomplete LU-decomposition, i.e., P = {(i, j)  : aij ~ 0}. Then 
extend P with positions (i, j )  where the product LU has nonzero elements and eventually continue 
in this manner a few steps more. 
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This technique is tested extensively by Langtangen [13]. It is very costly, and hence, is not 
recommended. Another approach determines the elements in P during elimination. P is described 
implicitly by allowing only entries which are in absolute value greater than a certain value [14-16]. 
This approach is very sensitive if matrix A is ill-conditioned, and thereby, it does not suit such 
cases. In this paper, we introduce the best approach to construct P which avoids the above- 
mentioned rawbacks. 
The longest path in GA can be obtained by Warshall's algorithm where if B is the Boolean 
matrix representing the graph GA,  then for some positive integer m, B m = B m+l.  Initially, 
the structure of matrix A and B are the same, that is, A and B are exactly having the nonzero 
elements at the same positions. However, while finding transitive closure of B by Warshall's 
algorithm, some zero elements in B become 1. These are precisely the positions of 'fill-ins' in A. 
Therefore, in order to determine the nonzero structure of L and U, we define the set 
P = {(i,j) : in position ( i , j )  fill-in is allowed, 1 < i, j _< n}. (4) 
Then, clearly P {(i,j) : bl• ) 1}, where S m (m) = = = [b~j ], 1 <_m<n- l ,  andmis the longest  
path of GA. The technique outlined in this section does not use the entries of A. Let B -- [bo] 
be given by 
1, i fai j  # 0, 
b~j = 
0, otherwise. 
Then, the method proposed here for reducing fill-ins using powers of B is very efficient and 
cheap. First, if we use powers of A, then there will be small entries in absolute during the 
computation. We can neglect such entries when determining the set P using the method proposed, 
but neglecting such entries can be dangerous when matrix A is ill-conditioned. Second, partial 
pivoting and complete pivoting affect the sensitivity of LU-decomposition [17]. So our idea lies 
in determining positions of fill-ins without suffering from these drawbacks. 
We summarize the proposed method for determining the set P as in the following algorithm. 
ALGORITHM 1. 
Step 1. 
Form matr ix  B - [b~j] as 
1, if aij ~ O, 
bij = 
0, otherwise. 
Step 2. 
Compute  B m, (m > 2). 
I f  B m = B re+l, then  
h!, = 1}. Form the set P = {(i,j) :-~3 
Else 
m=m+l ,  and go to Step 2. 
NOTE 1. We can speed up the computation, and thereby, reduce the execution time by computing 
the powers  B 2m , (1 < 2 m < n --  1). The algorithm terminates when B 2'' = B 2"+1 , that is, Step 2 
of Algorithm 1 becomes as follows: 
Compute  B 2''', (m > 1). 
I f  B 2''' = B 2"+1, then  
Form the set P -- {( i , j ) :  b~ '') = 1}. 
Else 
m=m+l ,  and go to Step 2. 
We show the efficiency of this method in the Section 4 by taking numerical examples. 
Once the set P is chosen using the proposed method, the incomplete LU-decomposition can 
be calculated using Algorithm 2 given in the next section. 
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3.1.2. LU-decompos i t ion  
Once the nonzero structure of L and U matrices is obtained, nonzero entries are then obtained 
by Doolittle's method [6,7], where all the diagonal entries of L are 1. 
A = LU gives 
min(i,j) 
aij = Z likukj. (5) 
k=l 
This gives the following explicit formulas for lij and uij: 
k-1 
a i j -  ~ lijujk 
l ik= j=l 
Ukk 
i-1 
Uij ---- aik -= ~ lijUjk, 
j=l 
i > k, (6) 
i < k (7) 
The solution x can be obtained by first solving Ly = b by forward substitution and then solving 
Ux = y by back substitution. 
The algorithm given in the next section calculates LU-decomposition, and thereby, solves the 
system. When solving the system using A = LU - R, with R as the error term, we consider the 
system (LU) - IAx  = (LU)- lb.  The preconditioned matrix (LU) -1 has to resemble the identity 
matrix I as closely as possible. 
Because (LU) - IA  = (LU)- I [ (LU) - R] = I - ( LU) - IR ,  then matrix (LU) - IR  should be as 
small as possible in some sense. We give two theorems which state that (LU) -1 is a proper 
approximation to A -1 if and only if [[(LU)-~R[[ is sufficiently small for some matrix norm [[. [[. 
THEOREM 1. Suppose LU-  R is a splitting of the nonsingular n x n matrix A and the product LU 
is nonsingulax. Then 
II(Lu)-IRI] < II(LU)- - A-1][ < IILu-'RII (8) 
cond(A)  - I IA-1II - 
where cond(A) = [[AI[. HA-1[[ is the condition number of A. 
PROOF.  
(LU) - IR  = (LU) - I (LU-  A) = I -  ( LU) - IA  = [A -1 - (LU) -1] A 
II(LU)-'RII < I IA - I  - ( LU) - I I I  IIAII = " - A - ' ] I  IIAH I IA -~I I  . 
(9) 
- I IA -111  
By dividing the left- and the right-hand sides by IIAH. HA-1N, one obtains the first inequality 
of (8). The second inequality follows from equation (9): 
(LU) - IR - -  [A -1 - (LU)-I[ A, 
(LU) - IRA  -1 _- [A -1 _ (LU)-l l  , 
IIA -1 _ (LU) - IH _< II(LU)-IRII IIA-~[[. 
After division by HA-l[[, the desired inequality is obtained. 
THEOREM 2. Suppose LU - R is a splitting of the nonsingular n x n matrix A, and []A-1R][ < 1. 
Then, 
1 + IIA-1RII cond [(LU)-IA] < 
1 -I[A-1R[[ " 
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PROOF. Suppose LUx equals the null vector 0 
LUx = 0 ~ (A + R)x  = 0 ~ ( I  + A -1R)  x = 0 ~ ]IA-1Rx]I = ]]x]] ~ IIx]] <_ IIA-1R]t IIxH. 
Because I]A -1R]I < 1, this implies that ]Ix H equals 0 so x = 0. This proves that LU is nonsingular. 
cond [ (LU) - IA]  = cond [(A + R)- IA] = cond [(I + A-1R) -1] 
= ( I+A-1R)  -1 ] ] I+A-1RI]<_ ( I+A-1R)  - '  ( I+HA-1R] ] ) .  
By the theorem of Atkinson [18], 
( I+A_ IR) - ,  <_ 1 
1 - I ]A-1RI I "  
This completes the proof. 
Theorem 2 states that we can make R as small as possible and this will have a positive effect 
on the condition of (LU) - IA .  
3.1.3. Solution of the system by LU-decomposition 
Now, we present how to construct an incomplete LU-decomposition for the coefficient matrix 
in equation (1). Once the nonzero structure of L and U is obtained, i.e., when the set 
is determined, the construction of the incomplete decomposition is straightforward. We will, 
therefore, consider some method for determining P which has no restriction at all with respect 
to the sparsity pattern of A. 
The code for matrix-vector multiplication b = Ax  using the storage scheme described in Sec- 
tion 2 is the following. 
ALGORITHM 2. THE MATRIX-VECTOR MULTIPLICATION b = Ax.  
For  i=  1 To nDo 
{ 
b[ i ]  =0;  
For  v = IA [ i ]  To IA [i+l]-I Do 
b [ i ]  = b [ i ]  + VA [v] * x [ JA  [v ] ] ;  
} / /EndFor  i. 
While making an incomplete LU-factorization, we need to store only nonzero entries of L and U. 
We define extra help array Diag [1 ... n] which points to the diagonal elements of U in array VA.  
The nonzero structure P of L and U is stored in JA ,  IA ,  and VA containing a,j # 0 as well as 
fill-ins. 
The following algorithm calculates the incomplete decomposition. The Boolean variable revise 
is false for the standard incomplete decomposition and true for the modified version such that 
row sums of the rest matrix R = A - LU equal zero. The array Po int  [1 .. .  n] is an array of 
integers which points to the entries in L and U of row i. 
ALGORITHM 3. THE INCOMPLETE LU-DECOMPOSITION. 
For i= 1 To nDo 
Point [ i ]  = 0; 
For i=  2 TonDo 
{ 
For v = IA [ i ]+1 To IA [ i+ l  ]-1 Do 
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Point 
For v = IA 
{ 
j=  
VA 
For 
{ 
[ JA [v ] ]=v;  
[ i ]  To Diag [ i  ]-1 Do 
JA [v ] ;  
[v ]  =VA Iv ]  /VA  [Diag [ j l ] ;  
w = Diag [ j  ]+1 To IA [ j+ l  ] -1 Do 
k---- Point [ JA  [w]  ] ; 
I f  ( k>0 ) then 
VA [k] =VA [k ] -VA  [v ]*VA [w]; 
Else 
If ( revised ) then 
VA [Diag [ i l l  =VA [Diag [ i ] ] -VA  [v ]*  VA [w]  ; 
} / /End  For w. 
) / /End  For v. 
For v = IA [ i ]+ l  To IA [ i+ l  ]-1 Do 
Point [ JA  [v ] ]  =0;  
} / /End  For i. 
Once the set P is chosen, the incomplete factorization can be calculated using Algorithm 3. 
The choice of P is extremely important. In practice, the nonzero pattern of L and U is often 
taken the same as that of the original matrix. This has the advantage that no additional storage 
space is needed for the nonzero structure of the incomplete decomposition. 
ALGORITHM 4. SOLUTION OF Ax = b. 
It is performed in the following steps: 
1. reducing fill-ins using Algorithm 1, 
2. call Algorithm 3 to construct the incomplete LU-decomposition, 
3. getting the solution x using: 
(i) forward substitution Ly  = b 
(ii) back substitution Ux = y,  
where Step 3 is given in the following algorithms. 
ALGORITHM 5. FORWARD SUBSTITUTION. 
Y[1]  =b [11 ; 
For i=  2TonDo 
Y[ i ]  =0;  
For j  = IA [ i ]  ToDiag  [ i ] - lDo  
Y[ i ]=  Y [ i ]  +VA [ j ]  * Y [ JA  [ j  l l ;  
Y[ i ]  =b [ i ] -Y [ i ] ;  
) / /End  For i. 
ALGORITHM 6. BACK SUBSTITUTION. 
X [n ]  ----Y [n ]  /VA  [Diag [n ] ]  ; 
For i ---- n-1 Down To 1 Do 
{ 
X[ i ]=0;  
For j ---- Diag [ i ] To IA [ iq-1] -1 Do 
X [ i ]  =X [ i ]  +VA [ j ]  * X [ JA  [ j ] ] ;  
X[ i ]  = ( Y [ i ] -  X [ i ]  ) / VA [Diag [ i ] ] ;  
}/ /End  For i. 
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3.2. Numerical  Structure Approach 
In this section, we outline two algorithms to find the determinant of a matrix and show that 
the computation by Algorithm 8 is very efficient and faster than that one by Algorithm 7. 
Suchkov [19] has given the following definition of associated numerical structure of a square 
matrix. 
DEFINIT ION 2. Let A be a square matrix of order n. The associated numerical structure, denoted 
by symbol S(A[n, n]) or simply S, is defined as 
1 
2 
S= 
n 
H1 
(10) 
where 1, 2 , . . . ,  n in the first column of S, represents the row number and Hi, (i = 1, 2 , . . . ,  n) in 
the second column consists of all column indices of nonzero elements in the i th row of A. 
For example, let A be a 6 x 6 matrix 
"all 0 
a21 a22 
a31 0 
0 0 
0 0 
0 0 
The associated numerical structure is given 
S = 
0 0 a15 0 
a23 0 0 0 
a33 a34 0 0 
a43 a44 0 0 
0 0 a55 0 
0 0 a65 a66 
by 
1 {1 5} 
2 {1 2 3} 
3 {1 3 4} 
4 {3 4} 
6 {5 
(11) 
(12) 
3.2.1. Comput ing  the determinant of a matrix 
We outline two algorithms to find the determinant of A. Before we explain the algorithms, we 
give some fundamentals of tree theory. 
Let T be a tree with root 0 and let vo, vl, • • •, vn be a simple path of T, then 
1. vn-1 is parent of Vn, i.e., vn-1 = parent (vn); 
2. vn is child of vn-1, i.e., v~ = child (v,~-l); 
3. x E T is a leaf if it has no children; and 
4. a path from the root 0 = v0 to a leaf v,~ is the sequence (v0,vl), (Vl,V2),..., (Vn-l,Vn) 
such that vi-1 = parent (vi). 
It may be noted that, if there are m leaves, then there will be m distinct paths from 0 to the 
leaves. 
ALGORITHM 7. The rooted tree T(S)  associated with numerical structure S in (1) is constructed 
as follows. 
STEP l. /31 = child (0), ~1 E H1, where H1 is a set of column indices of nonzero elements in the 
first row. 
STEP 2. For each child fll in Step 1, we have 
fo r /=2,3  . . . .  ,ndo  
~i = child (~i-1); ~i C Hi, so that ~ # bi-1 for all i. 
For example, for (2), the tree T(S)  is shown as in Figure 1. 
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Figure 1. Tree associated with 
6 
matrix (2). 
However, the basic idea of Algorithm 7 is that we write (12) in such a way that each column 
in S has different column indices, that is, no repetition of column indices in a column is allowed. 
For example, for (12) we have 
1 {15} 
2 {123} 
S= 
3 {134} = 
4 {a 4} 4 
5 {5} 5 
6 {56} 6 
1 115555555 
2 221122223 
3 343411341 
4 434334434 
5 {5} 
6 {5 6} 
11555 
23123 
{134} 
{34} 
{5} 
{56} 
1 
2 
3 
4 
5 
6 
11 
22 
34 
43 
55 
{5 6} 
1 
2 
3 
4 
5 
6 
1 
2 
3 
4 
5 
6 
1115555555 
2231122233 
3443413414 
{34} 
{5} 
{5 6} 
11 
22 
34 
43 " 
55 
66 
(13) 
DEFINITION 3. The determinant of a square matrix A of order n is defined by 
det(A) E sign(a)al~o)a2~(2) ' ' '  " ' a~o(~), (14) 
a 
where summation is taken over all the n! permutations and sign(a) is 1 if a is even permutation 
and is -1  if  it is odd. 
This means that there are two nonvanishing terms in determinant expansion of (2) as shown 
in Figure 1 or (13). That is, 
det(A) = alla22a33a44a55a66 - alla22a34a43a55a66. (15) 
However, from (13), it is c/ear that considerable computer effort is to be done to get the det(A). 
This can be made emciently by arranging the rows in (12) in increasing order of number of 
elements in them. This is given in Algorithm 8. 
ALGORITHM 8. Let A be a matrix of order n, S be numerical structure of A, and let Hi, 
(i = 1 ,2 , . . . ,n )  be a set of columns indices of nonzero elements in row i. Then the rooted 
tree T(S)  of S is given by 
1. arranging Hi, (i = 1 ,2 , . . . ,n )  according to its cardinals, i.e., [HI[ _< [H2[ <_ .-. _< [H~[, 
and 
2. calling Algorithm 7 to construct T(S).  
For illustrative purposes, for (12), we have 
5 {5} 5 55 1 11 
1 {15} 1 11 2 22 
4 {34} 4 43 3 34 (16) 
S= 6 {56} -- 6 66 --- 4 43  
2 {123} 2 22 5 55 
3 {134} 3 34 6 66  
From (13) and (16), we find that the computation efficiency has been improved in (16). We show 
this point by experimenting on eight examples in Section 4. 
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3.2.2. Ana lys is  o f  A lgor i thms 7 and 8 
We now show that Algorithm 8 is better than Algorithm 7. 
(i) ALGORITHM 7. Let IHil = mr, (i = 1 ,2 , . . . ,n )  and let m = maxml<~<n, then 
(a) Step 1 requires O(m) time to be constructed the children of the I st level, and 
(b) from Algorithm 7, it follows that the number of children of each vertex in the n - I st level 
is less or equal to m, then Algorithm 1 requires O(m n) time. 
NOTE 2. Supposing the worst case, i.e., that is, mr -- m, (i = 1, 2 , . . . ,n )  the distribution of 
nonzero entries is regular, then t(n) = O(m n) time. 
(ii) ALGORITHM 8. Let IHal = minl<i<n IHi[, ~ E ((i = 1,2, . . .  ,n)}; IH~I ~ 1, then 
(a) Step 1 requires O(IH~I) time, and 
(b) since I Hal _< I H~I, (i = 1, 2 , . . . ,  n); I Hal ~ 1, the number of children of each vertex in the 
n - 1 st level is less or equal to IHal, that is, t(n) = O(IH~I '~) time. 
NOTE 3. It is clear that computing determinant of a matrix by Algorithm 8 is faster than one 
by Algorithm 7. 
3.2.3. So lu t ion  by numer ica l  s t ructure 
Consider the following system of a linear algebraic equations of order n: 
A~ = b. (17)  
According to Cramer's rule, the solution of (17) is given by 
det (Ak) k = 1,2,. . . ,  n, (18) 
Xk-  det(A) ' 
where Ak is a matrix obtained from A by replacing its k th column by b. 
DEFINITION 4. Suppose Aug(A) denotes matrix [A : -b] and S is the associated numerical 
structure of Aug(A). The numerical substructure Sk, k = 1, 2 , . . . ,  n + 1 is obtained from S by 
removing ali resulting columns in expansion of S containing k. 
For example, let Aug(A) be a 3 x 4 matrix 
I a l l  a12 0 a14] 
Lo 1 : J  (19) 
Therefore, 
and 
S1 = 
4 
3 , 
2 
S = 
$2 ---- 
1 {1,2,4} 
2 {1,3,4} 
3 {2} 
1 
2 0 , 
3 
1 
= 2 
3 
= 
1144 
3413 
2222 
1 14 
2 41 
3 22 
, $4 ---- 
1 1 
2 3 
3 2 
(20) 
Clearly, 
det (Ak) = det (Sk), k -- 1 ,2 , . . . ,n ,  and det(A) -- det (Sn+l), 
and hence, 
det (Sk) 
xk -- det (S,~+1)' k- -1 ,2 , . . . ,n .  
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THEOREM 3. 
detA = ( -1)  ~ ~( -1 )~" f (h ) ,  (21) 
h 
where h is a path ofT(S);  the summation is taken over all paths h ofT(S); and ~h is the number 
of permutation of vertices of h to be ordered, f(h) = 1-~(i,j)6h f(i, j), f(i, j) = aij; i denotes the 
level of vertex j. 
PROOF. We know 
det A ~ ej~,j2 ..... j,~alj,, a2j2,. . . ,  anj,,  (22) 
(J) 
where j l ,  j2 , . . . ,  j,~ is a permutation of 1, 2 , . . . ,  n; the sum )-~(j) is taken over all such permuta- 
tions; and ej~,j 2 ..... j,L is 1 i f j l , j 2 , . . .  ,j,~ is an even permutation and -1  if it is an odd permutation. 
Let 
au~, a2j2,..., anj,, 7 ~ 0 (23) 
for some permutation. It is clear that the path h of T(S) corresponding to this nonvanishing term 
consists of branches (jl,J2), ( j2 , j3) , . . . ,  ( jn- l , jn) by Algorithm 7. Thus, h is a path of T(S). 
Conversely, it is evident hat for each path of T(S), there is a corresponding unique nonvanishing 
term in (22). Thus, there exists one-to-one correspondence b tween the nonvanishing term in (22) 
and paths of T(S). It remains to be shown that the sign of ejlj2...j, can be determined by C~h. 
Let j l ,  j2,. • •, jn be a permutation of 1, 2 , . . . ,  n, where Jl, j2 , . . - ,  jn represent vertices of paths h 
of T(S) and 1, 2 , . . . ,  n is a correspondent level of vertices j l , j2 , . . .  ,jn, respectively. We set up 
a (2 × n) array as follows: 
j l  J2 .. .  J~ " 
We suppose, for some permutation, (~-  1) interchanges are needed to make the second row of (24) 
in the order of the first. On the other hand, from algebra, we know that (24) can be written in 
product of directed circuits. If ah is number of these circuits consisting of ~1, ~2 . . . .  , ~,~ edges, 
then the total of interchanges to bring the levels number into the order of vertices of h in the 
corresponding nonvanishing term f(h) of h are (¢~1 - 1), (~2 - 1) , . . . ,  (¢~h - 1). Consequently, 
the sign of the permutation is (-1)~1+~2+'"+~,~ -c'' = ( -1)  '~-~'~ which completes the proof of 
the theorem. 
COROLLARY. 
Ai = (--1) n-1 ~-~(--1)ah' f (h'), (25) 
h' 
where Ai is a cofactor obtained from det A by removing the i th column; h' is a path of T(S'),  where 
S' is numerical structure corresponding to Ai, Ai = IAiI; and ah, is the number of permutations 
required to make vertices of h' are ordered. 
THEOREM 4. 
E(- -1)~h"f(h ")
_ h"  
xm -- ~(_ l )ah ,  f (h ,  ) , m = 1 ,2 , . . . ,n ,  (26) 
h' 
where S', S" are numerical structures obtained from S by removing the columns n+ 1, m, respec- 
tively; h', h" are paths of T(S') ,  T(S") ,  respectively; ah,, ah,, are the number of permutations 
required to make vertices of h', h" ordered, respectively. 
PROOF. We have 
det (S,~) 
Xm = det (Sn+l)'  m = 1,2, . . .  ,n. (27) 
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From Theorem 1, we have 
And from (25), we also have 
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det (Sn+l) = ( -1) n E ( -1 )ah l f  (h'). (28) 
h' 
det (Sin) = (-1)  n Z( -1 )a , , , , f  (h"). (29) 
h I, 
Substituting (28) and (29) into (27), we obtain the desired result. This completes the proof of 
the theorem. 
4. NUMERICAL  EXPERIMENTS 
Based on the uncompressed storage scheme given in Section 2, the Turbo C++ (Version 3.0) 
implementations of the proposed methods described above are performed. Only the nonzero el- 
ements of Aug(A) are stored using uncompressed storage scheme within numerical structure. The 
nonzero elements and fill-ins are stored using uncompressed storage scheme within LU-decomposi- 
tion. The C++ implementations are successfully run on an IBM Compatible PC with a Pen- 
tium II processor of speed 266 MHz. They are tested on the following eight examples elected 
randomly. The systems of linear equations are of size 10, 20, 40, 100, 200, 300, 400, and 1000 are 
considered. The results along with the condition numbers obtained are reported in Table 1. 
EXAMPLE 1. 
VA = {5,-2,  2, 7, 1 , -1 ,5 , -1 ,  6,3, 1 , -2 ,4,  1, 1,2,2, 1 , -9 , -1 ,3 , -1 ,4 , -1 ,4} ,  
JA  = {1,3,1,2,4, 1,3,3,4,5,9,10,5,10, 1 6,4,5,7,2,8,3,9,4,  10}, 
IA  = {1, 3, 6, 8, 13, 15, 17, 20, 22, 24, 26}. 
EXAMPLE 2. 
VA --- (5, 
3, 
JA  -- {1, 
4, 
2, 
IA  = {1, 
2, 2, 1, 2, 7, 1, 1,2, 1,5, 1, 1, 6, 1,2, 3, 1, 2, 1, 2, 1,2, 1,9, 2, 1, 1, 3, 2, 1,4, 1, 1, 5, 2, 2, 1, 1, 1, 5, 
1, 1, 3, 1, 4, 1, 2, 3, 6, 1, 1, 2, 1,4, 1, 1, 1, 5, 1, 1, 1, 3, 1, 2, 5}, 
3, 12, 20, 1, 2, 4, 13, 19, 1, 3, 18, 3, 4, 11, 16, 5, 9, 10, 1, 6, 11, 4, 5, 7, 14, 19, 2, 8, 14, 3, 9, 11, 
10, 16, 11, 14, 1, 2, 12, 14, 7, 8, 13, 2, 14, 16, 7, 10, 15, 18, 4, 16, 3, 17, 20, 3, 7, 18, 19, 4, 9, 19, 
4,20}, 
5, 10, 13, 17, 20, 23, 28, 31, 34, 37, 39, 43, 46, 49, 53, 55, 58, 62, 65, 68}. 
EXAMPLE 3. 
VA- -  {6•••2•7•2•3•3•1•6•2•9•1•4•2•7•4•8•2•1•1•5•••8•••3•3•2•4•1•1•5•2•2•4•1•5'1•8•2•1•3' 
1, 1,2, 1,3,2, 1,3, 1, 1, 1, 3,4, 1, 1, 1, 1,2, 2,3, 1, 1,3, 2,4, 1,5, 1,7, 1,8, 1, 1, 1,2, 1, 1, 3, 1, 1,2, 
2,1}, 
JA  = {1, 13, 24, 2,17, 29, 3, 21,4, 25, 5, 19, 6, 18, 7, 20, 8, 22, 9, 30, 10, 28, 11, 23, 12, 26, 13, 24, 14, 
27, 1, 15, 2, 16, 5, 17, 3, 18, 19, 4, 6, 20, 7, 21, 8, 22, 10, 23, 10, 23, 9, 24, 11, 25, 12, 26, 14, 27, 
15, 28, 16, 29, 15, 30, 2, 31, 5, 32, 9, 33, 13, 34, 17, 35, 11,36, 20, 7, 19, 38, 16, 39, 21, 40}, 
IA = {1, 4, 7, 9, 11, 13, 15, 17, 19, 21, 23, 25, 27, 29, 31, 33, 35, 37, 40, 43, 45, 47, 49, 51, 53, 55, 57, 59, 
61, 63, 65, 67, 69, 71, 73, 75, 77, 78, 81,83, 85}. 
EXAMPLE 4. 
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VA -- (5, i, I, 2, I, i, 
2, 1, i, 6, 1, 5, 
2, I, 5, I, 2, 1, 
I, 1, i, i, 2, l, 
1,3,1,2,1,1, 
4, 1,3, 1, 1,6, 1, 5, 1, 7, 1, 2, 1, 1, 1, 1, 2, 1, 3, 1, 5, 1, 4, 1, 1, 5, 1, 1, 2, 3, 1, 1, 5, 1, 4, 
4, 1, 1,2, 1, 1, 2, 1, 1, 3, 1, 5, 1, 5, 6, 1, 1, 8, 1, 9, 1, 2, 3, 1, 1,4, 1, 5, 2, 1, 1, 1, 1, 1, 1, 
1, 1, 4,1, 3, 1, 1, 1,2, 1, 1, 2, 1, 1, 4, 1, 4, 1, 3, 1, 2, 1, 2, 1, 3, 1, 4, 5, 1, 1, 1, 1, 7, 1, 6, 
3, 1, 4, 1, 5, 1, 8, 1,5, 1, 1, 3, 1, 4, 1, 1, 1, 1, 1, 1, 2, 1, 3, 1, 1, 4, 1, 1, 5, 1, 1, 1, 3, 1, 5, 
 1, 5, 1, 1, 6, 1, 1, 8, 1, 1, 7, 1, 1, 1, 2, 1, 1, 1, 1, 3, 1, 1, 1, 1, 1, 2, 1, 5, 1, 8, 1, 1,6, 1, 
4, 1, 2, 1, 5, 1, 3, 1, 1, 5, 1, 1, 1, 2}, 
JA  ~- {1, 13, 24, 2, 17, 29, 3, 21,4, 25, 58, 5, 19, 6, 18, 7, 20, 8, 22, 9, 30, 68, 10, 28, 11, 23, 12, 26, 13, 
24, 80, 14, 27, 1, 15, 16, 78, 5, 17, 3, 18, 19, 90, 6, 20, 7, 21, 22,100, 10, 23, 9, 24, 25, 67, 12, 26, 
14, 27, 15, 28, 29, 82, 15, 30, 7, 31, 13, 32, 33, 90, 17, 34, 12, 35, 36, 78, 20, 37, 24, 38, 28, 39, 21, 
40, 25, 41, 30, 42, 33, 43, 29, 44, 37, 45, 32, 46, 14, 47, 48, 70, 36, 49, 22, 50, 13, 51, 37, 52, 33, 
53, 24, 54, 35, 55, 56,100, 27, 57, 38, 58, 29, 59, 40, 60, 78, 31, 61,42, 62, 43, 63, 54, 64, 21, 65, 
32, 66, 24, 53, 67, 37, 68, 42, 69, 28, 60, 70, 37, 71, 28, 72, 7, 40, 73, 38, 59, 74, 11, 75, 12, 76, 34, 
77, 35, 78, 26, 79, 45, 80, 29, 57, 81, 40, 63, 82, 38, 70, 83, 40, 68, 84, 72, 85, 58, 86, 60, 87, 41, 
54, 88, 28, 50, 89, 21, 53, 90, 25, 91, 30, 92, 33, 65, 93, 29, 94, 37, 95, 32, 96, 37, 97, 26, 65, 98, 
36, 99, 22,100}, 
IA -- {1, 4, 7, 9, 12, 14, 16, 18, 20, 23, 25, 27, 29, 32, 34, 36, 38, 40, 42, 44, 46, 48, 50, 52, 54, 56, 58, 60, 
62, 64, 66, 68, 70, 72, 74, 76, 78, 80, 82, 84, 86, 88, 90, 92, 94, 96, 98, 100,102,104, 106, 108, 
110, 112,114,116,118, 120, 122,124, 127, 129, 131,133, 135,137, 139,142,144, 146,149, 
151,153,156, 159, 161,163, 165,167, 169,171,174,177, 180,183,185,187, 189,192,195, 
198,200,202,205,207, 209,211,213,216,218,220}. 
EXAMPLE 5. 
VA -- {5,1,1,2,1,1,4,1,3, 
2 1,1,6,1,5,4,1,1, 
2 1, 5, 
1 1, 1, 
1 3, 1, 
4 1, 2, 
1 4, 1, 
2 3, 1, 
1 2, 1, 
1 3, 1, 
1, 2, 1, 1, 1,4, 
1, 2, 1, 3, 1, 4, 
2, 1, 1, 1, 1, 5, 
1,5,1,3,1,1, 
1, 5, 1, 1, 2, 3, 
1,4,1,5,2,1, 
3, 1, 4, 5, 1, 1, 
1,4, 1, 1, 5, 1, 
1  1, 6, 1, 5, 1, 7, 1, 2, 1, 1, 1, 1, 2, 
2,1, 1,2, 1, 1, 3, 1, 5, 1, 5, 6, 1, 1, 
1, 3, 1, 1, 1, 2, 1, 1, 2, 1, 1, 4, 1,4, 
1, 5, 1, 8, 1, 5, 1, 1, 3, 1, 4, 1, 1, 1, 
1, 1, 6, 1, 1,8, 1, 1, 7, 1, 1, 1, 2, 1, 
5, 1, 1, 1, 2, 5, 1, 1,2, 1, 1, 4, 1, 3, 
1, 1, 5, 1,4, 2, 1, 1,6, 1, 5, 4, 1, 1, 
1, 1, 1, 1, 1,2, 1, 5, 1, 2, 1, 1, 1,4, 
1, 1, 7, 1, 6, 1, 1, 1, 1, 2, 1, 3, 1, 4, 
1, 1, 3, 1, 5, 1, 3, 1, 2, 1, 1, 1, 1, 5, 
1, 3, 1,5, 1,4, 1, 1, 5, 1, 1, 2, 3, 1, 1, 5, 1, 4, 
8, 1,9, 1,2, 3, 1, 1,4, 1, 5, 2, 1, 1, 1, 1, 1, 1, 
1, 3, 1, 2, 1, 2, 1, 3, 1,4, 5, 1, 1, 1, 1, 7, 1, 6, 
1, 1, 1, 2, 1, 3, 1, 1,4, 1, 1,5, 1, 1, 1, 3, 1, 5, 
1, 1, 1, 3, 1, 1, 1, 1, 1, 2, 1,5, 1,8, 1, 1, 6, 1, 
1, 1, 6, 1, 5, 1, 7, 1, 2, 1, 1, 1, 1,2, 1, 3, 1, 5, 
2, 1, 1, 2, 1, 1, 3, 1, 5, 1, 5, 6, 1, 1, 8, 1, 9, 1, 
1, 3, 1, 1, 1, 2, 1, 1, 2, 1, 1, 4, 1,4, 1, 3, 1, 2, 
1, 5, 1,8, 1, 5, 1, 1,3, 1, 4, 1, 1, 1, 1, 1, 1, 2, 
1, 1, 6, 1, 1, 8, 1, 1, 7, 1, 1, 1, 2, 1, 1, 1, 1, 3, 
1 1, 1, 1, 1, 2, 1, 5, 1, 8, 1, 1, 6, 1,4, 1, 2, 1, 5, 1, 3, 1, 1, 5, 1, 1, 1, 2}, 
JA  --- {1, 13, 24, 2, 17, 29, 3, 21,4, 25, 58, 5, 19, 6, 18, 7, 20, 8, 22, 9, 30, 68, 10, 28, 11,23, 12, 26, 13, 
24, 80, 14, 27, 1, 15, 16, 78, 5, 17, 3, 18, 19, 90, 6, 20, 7, 21, 22,100, 10, 23, 9, 24, 25, 67, 12, 26, 
14, 27, 15, 28, 29, 82, 15, 30, 7, 31, 13, 32, 33, 90, 17, 34, 12, 35, 36, 78, 20, 37, 24, 38, 28, 39, 21, 
40, 25, 41, 30, 42, 33, 43, 29, 44, 37, 45, 32, 46, 14, 47, 48, 70, 36, 49, 22, 50, 13, 51, 37, 52, 33, 
53, 24, 54, 35, 55, 56,100, 27, 57, 38, 58, 29, 59, 40, 60, 78, 31,61,42, 62, 43, 63, 54, 64, 21, 65, 
32, 66, 24, 53, 67, 37, 68, 42, 69, 28, 60, 70, 37, 71, 28, 72, 7, 40, 73, 38, 59, 74, 11,75, 12, 76, 34, 
77, 35, 78, 26, 79, 45, 80, 29, 57, 81,40, 63, 82, 38, 70, 83, 40, 68, 84, 72, 85, 58, 86, 60, 87, 41, 
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54, 88, 28, 50, 89, 21, 53, 90, 25, 91, 30, 92, 33, 65, 93, 29, 94, 37, 95, 32, 96, 37, 97, 26, 65, 98, 
36, 99, 22,100, 1, 13,101, 2, 17,102, 3,103, 4, 25,104, 5,105, 6, 106, 7, 107, 8, 108, 9, 30,109, 
i0, ii0, II, 111, 12,112, 13, 24,113, 14, 114, I, 115, 16, I16, 5, 117, 3, 118, 19, 119, 6, 120, 7, 
121,22,122, I0, 123, 9,124, 25,125, 12,126, 14, 127, 15,128, 29,129, 15,130, 7, 131, 13,132, 
33, 133, 17, 134, 12, 135, 36,136, 20, 137, 24,138, 28,139, 21,140, 25,141, 30,142, 33, 143, 29, 
144, 37, 145, 32,146, 14,147, 48, 148, 36,149, 22,150, 13, 151, 37,152, 33, 153, 24, 154, 35, 
155, 56, 156, 27, 157, 38,158, 29, 159, 40, 60,160, 31,161, 42,162, 43,163, 54,164, 21,165, 32, 
166, 24, 53, 167, 37, 168, 42,169, 28, 60,170, 37, 171,28, 172, 7, 40,173, 38, 59,174, 11,175, 
12,176, 34,177, 35,178, 26,179, 45,180, 29, 57, 181, 40, 63,182, 38, 70,183, 40, 68, 184, 72, 
185, 58, 186, 60,187, 41,54, 188, 28, 50, 189, 21, 53, 190, 25,191, 30,192, 33, 65,193, 29,194, 
37,195, 32,196, 37, 197, 26, 65,198, 36, 199, 22,200}, 
IA = {I, 4, 7, 9, 12, 14, 16, 18, 20, 23, 25, 27, 29, 32, 34, 36, 38, 40, 42, 44, 46, 48, 50, 52, 54, 56, 58, 60, 
62, 64, 66, 68, 70, 72, 74, 76, 78, 80, 82, 84, 86, 88, 90, 92, 94, 96, 98,100,102,104, 106, 108, 
110,112,114,116,118,120, 12 ,124, 127, 129, 131,133,135,137, 139,142,144, 146, 149, 
151,153, 156, 159,161,163, 165,167, 169,171,174, 
198,200,202,205,207,209, 211,213,216,218,220, 
242, 244,246,248,251,253,255,257, 259,261,263, 
281,283,285,287,289,291,293,295,297,299,301, 
319,321,323,325,327,329,331,333,335,337, 9, 
177, 180, 183, 185,187, 189,192,195, 
3,226,228,231,233,235,237,239, 
265,267,269,271,273,275,277,279, 
303,305,307,309,311,313,315,317, 
341,343,346,348,350,352,354,356, 
358,361,363,365,368,370,372,375,378,380,382,384,386,388,390,393,396,399,402, 
404,406,408,411,414,417,419,421,424,426,428,430,432,435,437,439}. 
EXAMPLE 6. 
VA = {5,1,1,2,1,1,4,1,3,1, 
2, 1, 1, 6, 1, 5, 4, I, I, 2, 
2, 1, 5, I, 2, I, I, i, 4, i, 
1, I, i, 1, 2, 1, 3, I, 4, 1, 
i, 3, I, 2, 1, i, i, I, 5, I, 
4, 1, 2, 1, 5, 1, 3, I, I, 5, 
1,4, 1, 1, 5, I, I, 2, 3, I, 
2, 3, i, i, 4, I, 5, 2, I, 1, 
I, 2, 1, 3, I, 4, 5, 1, I, i, 
1, 3, 1, 1, 4, 1, 1,5, I, 1, 
i, I, I, I, I, 2, I, 5, I, 8, 
I, 5, i, 7, I, 2, I, i, i, I, 
2, i, 3, I, 5, I, 5, I, 6, I, 
1, 2, I, 1, 1, 2, 1,4, 1,4, 
I, 5, I, I, 3, i, 4, I, I, I, 
I, 8, I, i, 7, I, I, i, 2, i, 
1,2}, 
1, 6  1, 5, 1, 7, 1, 2, 1, 1, 1, 1, 2, 1, 3, 
1, 1, 2, l, 1, 3, 1, 5, 1, 5, 6, 1, 1, 8, 1, 
3, 1, 1, 1, 2, 1, 1, 2, 1, 1,4, 1,4, 1, 3, 
5, 1, 8, 1, 5, 1, 1, 3, 1,4, 1, 1, 1, 1, 1, 
1, 6, 1, 1,8, 1, 1, 7, 1, 1, 1, 2, 1, 1, 1, 
1, 1, 1, 2, 5, 1, 1, 2, 1, 1, 4, 1, 3, 1, 1, 
1, 5, 1, 4, 2, 1, 1, 6, 1, 5, 4, 1, 1, 2, 1, 
1, 1, 1, 1,2, 1,5, 1, 2, 1, 1, 1,4, 1, 3, 
1, 7, 1,6, 1, 1, 1, 1, 2, 1, 3, 1, 4, 1, 5, 
1, 3, 1, 5,1, 3, 1, 2, 1, 1, 1, 1, 5, 1, 1, 
1, 1,6, 1,4, 1, 2, 1, 5, 1, 3, 1, 1, 5, 1, 
2, 1, 3, 1, 5, 1, 1,4, 1, 5, 1,2, 1,3, 1, 
8, 1, 9, 1, 2, 1, 3, 1,4, 1, 5,1,2, 1, 1, 
I, 3, I, 2, I, 2, I, 3, I, 4, I, 5, 1, 1, I, 
1, 1, 1, 2, 1,3, 1, 1,4, 1, 1, 5, 1, 1, 1, 
1, 1, 1, 3, 1, 1, 1, 1, 1, 2, 1, 5, 1, 8, 1, 
1, 5, I, 4, 1, 1, 5, I, I, 2, 3, I, 1,5, i, 4, 
9, 1, 2, 3, 1, 1,4, 1, 5, 2, 1, 1, 1, 1, I, 1, 
I, 2, 1, 2, i, 3, i, 4, 5, I, 1, 1, 1, 7, I, 6, 
1, 2, I, 3, 1, 1, 4, 1, 1, 5, 1, 1, I, 3, 1, 5, 
1, 3, i, I, 1, 1, I, 2, 1, 5, 1,8, I, 1,6, 1, 
6, i, 5, I, 7, I, 2, I, I, I, I, 2, I, 3, I, 5, 
1, 2, 1, 1, 3, I, 5, 1, 5, 6, 1, 1, 8, i, 9, 1, 
I, l, I, 2, 1, 1,2, I, 1, 4, 1,4, 1, 3, l, 2, 
I, 8, I, 5, 1, i, 3, 1, 4, 1, 1, 1, I, I, l, 2, 
6, I, 1, 8, 1, i, 7, I, 1, I, 2, I, i, 1, I, 3, 
I, I, 2, I, I, 5, I, i, 2, I, 4, i, I, 3, I, 6, 
5, i, 4, i, 2, I, 6, I, 5, 1, 4, I, 2, I, I, i, 
i, I, i, 2, i, 5, I, 2, 1, I, I, 4, i, 3, I, I, 
7, 1, 6, 1, 1, I, I, 2, 1, 3, 1,4, 1, 5, 1, 8, 
3, 1, 5, 1,3, 1,2, 1, 1,1, 1,5, l, 1,6, I, 
I, 6, I, 4, I, 2, i, 5, I, 3, I, I, 5, i, I, 
JA  -- {1, 13, 24, 2,17, 29, 3, 21, 4, 25, 58, 5, 19, 6, 18, 7, 20, 8, 22, 9, 30, 68, I0, 28, 11, 23, 12, 26, 13, 
24, 80, 14, 27, I, 15, 16, 78, 5, 17, 3, 18, 19, 90, 6, 20, 7, 21, 22, i00, 10, 23, 9, 24, 25, 67, 12, 26, 
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14, 27, 15, 28, 29, 82, 15, 30, 7, 31, 13, 32, 33, 90, 17, 34, 12, 35, 36, 78, 20, 37, 24, 38, 28, 39, 21, 
40, 25, 41, 30, 42, 33, 43, 29, 44, 37, 45, 32, 46, 14, 47, 48, 70, 36, 49, 22, 50, 13, 51, 37, 52, 33, 
53, 24, 54, 35, 55, 56, 100, 27, 57, 38, 58, 29, 59, 40, 60, 78, 31, 61,42, 62, 43, 63, 54, 64, 21, 65, 
32, 66, 24, 53, 67, 37, 68, 42, 69, 28, 60, 70, 37, 71, 28, 72, 7, 40, 73, 38, 59, 74, 11, 75, 12, 76, 34, 
77, 35, 78, 26, 79, 45, 80, 29, 57, 81, 40, 63, 82, 38, 70, 83, 40, 68, 84, 72, 85, 58, 86, 60, 87, 41, 
54, 88, 28, 50, 89, 21, 53, 90, 25, 91, 30, 92, 33, 65, 93, 29, 94, 37, 95, 32, 96, 37, 97, 26, 65, 98, 
36, 99, 22,100, 1, 13,101, 2, 17, 102, 3, 103, 4, 25,104, 5,105, 6, 106, 7, 107, 8,108, 9, 30, 109, 
10,110, 
121, 22, 
33, 133, 
144, 37, 
155,56, 
166, 24, 
12,176, 
185, 58, 
11,111, 12,112, 13, 24,113, 14, 114, 1,115, 16, 116, 5,117, 3,118, 19, 119, 6, 120, 7, 
122, 10,123, 9,124, 25,125, 12,126, 14, 127, 15,128, 29, 129, 15,130, 7, 131, 13,132, 
17, 134, 12,135, 36,136, 20, 137, 24, 138, 28,139, 21,140, 25,141, 30,142, 33, 143, 29, 
145, 32,146, 14, 
156, 27, 157, 38, 
53, 167, 37, 168, 
34, 177, 35,178, 
186, 60,187, 41, 
147, 48, 148, 36, 149, 22,150, 13, 151, 37, 152, 33, 153, 24,154, 35, 
158, 29, 159, 40, 60,160, 31,161, 42, 162, 43,163, 54, 164, 21,165, 32, 
42,169, 28, 60,170, 37, 171, 28,172, 7, 40, 173, 38, 59,174, 11,175, 
26, 179, 45,180, 29, 57, 181,40, 63,182, 38, 70,183, 40, 68, 184, 72, 
54, 188, 28, 50, 189, 21, 53, 190, 25,191, 30, 192, 33, 65,193, 29,194, 
37, 195, 32,196, 37, 197, 26, 65,198, 36, 199, 22,200, 1, 13,201, 2, 17,202, 3,203, 4, 25,204, 5, 
205, 6,206, 7,207, 8,208, 9, 30,209, 10,210, 11,211, 12,212, 13, 24,213, 14,214, 1,215, 16, 
216, 5,217, 3,218, 19,219, 6,220, 7,221, 22,222, 10,223, 9,224, 25,225, 12,226, 14,227, 15, 
228, 29,229, 15,230, 7, 231, 13,232, 33,233, 17,234, 12,235, 36, 236, 20,237, 24,238, 28,239, 
21,240, 25,241,30,242, 33,243, 29,244, 37,245, 32,246, 14,247, 48,248, 36,249, 22,250, 13, 
251, 37,252, 33,253, 24,254, 35,255, 56,256, 27,257, 38,258, 29,259, 40, 60,260, 31,261, 42, 
262, 43,263, 54,264, 21,265, 32,266, 24, 53,267, 37,268, 42,269, 28, 60,270, 37,271, 28,272, 
7, 40,273, 38, 59,274, 11,275, 12,276, 34,277, 35,278, 26,279, 45,280, 29, 57,281,40, 63, 
282, 38, 70,283, 40, 68,284, 72,285, 58,286, 60,287, 41, 54,288, 28, 50,289, 21, 53,290, 25, 
291, 30,292, 33, 65,293, 29,294, 37, 295, 32,296, 37, 297, 26, 65,298, 36,299, 22,300}, 
IA = {1, 4, 7, 9, 12, 14, 16, 18, 20, 23, 25, 27, 29, 32, 34, 36, 38, 40, 42, 44, 46, 48, 50, 52, 54, 56, 58, 60, 
62, 64, 66, 68, 70, 72, 74, 76, 78, 80, 82, 84, 86, 88, 90, 92, 94, 96, 98, 100, 102,104, 106, 108, 
110, 112,114, 116,118,120, 122,124, 127, 129, 131,133, 135,137, 139, 142,144, 146,149, 
151,153,156, 159, 161,163, 165,167, 169, 171,174, 177, 180, 183, 
198,200,202,205,207,209,211,213,216,218,220,223,226,228, 
242 244,246,248,251,253,255,257, 259,261,263,265,267,269, 
281 
319 
358 
404 
450 
490 
528 
567 
609 
656 
283,285,287,289,291,293,295,297,299,301,303,305,307, 
321,323,325,327,329,331,333,335,337, 339,341,343,346, 
361,363,365,368,370,372,375,378,380,382,384,386,388, 
406,408,411,414,417, 419,421,424,426,428,430,432,435, 
452,454,456,458,461,463,465,467,470,472,474,476, 78, 
492,494,496,498,500, 502,504,506,508,510,512,514,516, 
530,532,534,536,538,540,542,544,546,548,550,552,554, 
569,571,573,575,577, 580,582,584,587, 589,591,594,597, 
612,615,618,621,623,625,627,630,633,636,638,640,643, 
658}. 
185,187, 189,192,195, 
231,233,235,237,239, 
71 273,275,277,279, 
309,311,313,315,317, 
348, 350,352,354,356, 
390,393,396,399,402, 
437, 439,442,445,447, 
480,482,484,486,488, 
518,520,522,524,526, 
5 6,5 8,560, 562,565, 
599,601,603,605,607, 
645,647, 649,651,654, 
146 R.C. MITTAL AND A. AL-KURDI 
EXAMPLE 7. 
VA -- {5,1,1,2,1,1,4,1,3,1,1,6,  
2,1,1,6,1,5,4,1,1,2,1,1,  
2, 1,5, 1, 2, 1, 1, 1, 4,1, 3, 1, 
1, 1, 1, 1, 2, 1, 3, 1, 4, 1, 5, 1, 
1, 3, 1, 2, 1, 1, 1, 1, 5, 1, 1, 6, 
4, 1, 2, 1, 5, 1, 3, 1, 1, 5, 1, 1, 
1,4, 1, 1, 5, 1, 1, 2, 3, 1, 1, 5, 
2, 3, 1, 1, 4, 1, 5, 2, 1, 1, 1, 1, 
1, 2, 1, 3, 1,4, 5, 1, 1, 1, 1, 7, 
1, 3, 1, 1, 4, 1, 1, 5, 1, 1, 1, 3, 
1, 1, 1, 1, 1, 2, 1, 5, 1,8, 1, 1, 
1, 5, 1, 7, 1, 2, 1, 1, 1, 1,2, 1, 
2, 1, 3, 1, 5, 1, 5, 1,6, 1, 8, 1, 
1, 2, 1, 1, 1, 2, 1, 4, 1,4, 1, 3, 
1, 5, 1, 1, 3, 1, 4, 1, 1, 1, 1, 1, 
1,8, 1, 1, 7, 1, 1, 1, 2, 1, 1, 1, 
2, 1, 1, 5, 1, 1, 2, 1,4, 1, 1, 3, 
4, 1, 2, 1, 6, 1, 5, 1, 4, 1, 2, 1, 
1, 2, 1, 5, 1, 2, 1, 1, 1, 4, 1, 3, 
6, 1, 1, 1, 1, 2, 1, 3, 1, 4, 1, 5, 
5, 1, 3, 1, 2, 1, 1, 1, 1,5, 1, 1, 
1,4, 1,2,1,5, 1,3,1,1,5,1, 
1,5, 1, 7, 1, 2, 1, 1, 
2  1, 1, 3, 1, 5, 1, 5, 
1, 1, 2, 1, 1, 2, 1, 1, 
8, 1,5, 1, 1, 3, 1,4, 
1, 1,8, 1, 1, 7, 1, 1, 
1, 2, 5, 1, 1, 2, 1, 1, 
1,4,2,1,1,6,1,5, 
1, 1, 2, 1, 5, 1, 2, 1, 
1, 6, 1, 1, 1, 1, 2, 1, 
I, 5, I, 3, I, 2, I, i, 
6, 1,4, 1, 2, 1, 5, 1, 
3, 1,5, 1, 1,4, 1,5, 
9, 1,2, 1, 3, 1,4, 1, 
1, 2, 1, 2, 1, 3, 1,4, 
1,2,1,3,1,1,4,1, 
1, 3, 1, 1, 1, 1, 1, 2, 
1, 6, 1, 5, 1, 7, 1, 2, 
1, 1, 2, 1, 3, 1, 5, 1, 
1, 1, 1, 2, 1, 1, 1, 2, 
1, 8, 1, 5, 1, 1, 3, 1, 
6, 1, 1, 8, 1, 1, 7, 1, 
1, 1,2}, 
I, 1,2, I, 3, 1, 5, 1,4, 1, 1, 5, 1, 1, 2, 3, 1, 1, 5, 1,4, 
6, 1, I, 8, I, 9, i, 2, 3, I, i, 4, I, 5, 2, I, I, i, i, I, 1, 
4, I, 4, I, 3, I, 2, 1, 2, 1, 3, 1, 4, 5, I, I, I, I, 7, 1, 6, 
I, i, I, i, 1, i, 2, I, 3, 1, 1, 4, I, I, 5, 1, 1, 1, 3, 1, 5, 
I, 2, 1, I, I, I, 3, i, 1, I, I, I, 2, i, 5, I, 8, i, I, 6, i, 
4, 1, 3, I, I, 6, 1, 5, i, 7, I, 2, i, i, I, 1, 2, I, 3, I, 5, 
4, I, i, 2, i, 1, 2, I, I, 3, I, 5, i, 5, 6, i, i, 8, i, 9, I, 
1, 1, 4, 1, 3, i, 1, 1, 2, I, I, 2, I, I, 4, 1,4, i, 3, I, 2, 
3, I, 4, i, 5, i, 8, I, 5, I, I, 3, i, 4, i, i, i, i, I, i, 2, 
I, I, 5, I, I, 6, I, I, 8, I, i, 7, I, I, i, 2, i, I, I, i, 3, 
3, I, I, 5, I, I, I, 2, I, i, 5, I, I, 2, i, 4, I, I, 3, i, 6, 
1, 2, 1, 3, 1, 5, 1,4, 1,2, 1,6, 1, 5, 1,4, 1, 2, 1, 1, 1, 
5, 1,2, 1, 1, 1, 1, 1, 2, 1, 5, 1, 2, 1, 1, 1,4, 1, 3, 1, 1, 
1,5, 1, 1, 1, 7, 1,6, 1, 1, 1, 1, 2, 1, 3, 1,4, 1, 5, 1, 8, 
1,5, 1, 1, 1, 3, 1, 5, 1, 3, 1,2, 1, 1, 1, 1, 5, 1, 1, 6, 1, 
1, 5, 1, 8, 1, 1, 6, 1, 4, 1, 2, 1, 5, 1, 3, 1, 1,5, 1, 1, 1, 
1, 1, 1, 1, 2, 1, 3, 1, 5, 1, 1,4, 1, 5, 1, 2, 1, 3, 1, 5, 1, 
5, 1, 6, 1, 8, 1, 9, 1, 2, 1, 3, 1, 4, 1, 5, 1,2, 1, 1, 1, 1, 
1,4, 1, 4, 1, 3, 1, 2, 1, 2, 1,3, 1,4, 1, 5, 1, 1, 1, 7, 1, 
4, 1, 1, 1, 1, 1, 1, 2, 1, 3, 1, 1,4, 1, 1, 5, 1, 1, 1, 3, 1, 
I, I, 2, I, i, I, I, 3, I, i, I, I, I, 2, i, 5, I, 8, I, i, 6, 
JA = {1, 13, 24, 2, 17, 29, 3, 21, 4, 25, 58, 5, 19, 6, 18, 7, 20, 8, 22, 9, 30, 68, 10, 28, 11, 23, 12, 26, 13, 
24, 80, 14, 27, I, 15, 16, 78, 5, 17, 3, 18, 19, 90, 6, 20, 7, 21, 22,100, i0, 23, 9, 24, 25, 67, 12, 26, 
14, 27, 15, 28, 29, 82, 15, 30, 7, 31, 13, 32, 33, 90, 17, 34, 12, 35, 36, 78, 20, 37, 24, 38, 28, 39, 21, 
40, 25, 41, 30, 42, 33, 43, 29, 44, 37, 45, 32, 46, 14, 47, 48, 70, 36, 49, 22, 50, 13, 51, 37, 52, 33, 
53, 24, 54, 35, 55, 56, I00, 27, 57, 38, 58, 29, 59, 40, 60, 78, 31, 61,42, 62, 43, 63, 54, 64, 21, 65, 
32, 66, 24, 53, 67, 37, 68, 42, 69, 28, 60, 70, 37, 71,28, 72, 7, 40, 73, 38, 59, 74, 11, 75, 12, 76, 34, 
77, 35, 78, 26, 79, 45, 80, 29, 57, 81, 40, 63, 82, 38, 70, 83, 40, 68, 84, 72, 85, 58, 86, 60, 87, 41, 
54, 88, 28, 50, 89, 21, 53, 90, 25, 91, 30, 92, 33, 65, 93, 29, 94, 37, 95, 32, 96, 37, 97, 26, 65, 98, 
36, 99, 22, I00, I, 13, 101, 2, 17, 102, 3,103, 4, 25,104, 5,105, 6,106, 7, 107, 8,108, 9, 30,109, 
I0,110, II, 111, 12, 112, 13, 24, 113, 14, 114, 1,115, 16,116, 5, 117, 3,118, 19, 119, 6, 120, 7, 
121, 22,122, 10,123, 9,124, 25,125, 12,126, 
33,133, 17, 134, 12,135, 36,136, 20, 137, 24, 
29,144, 37, 145, 32,146, 14,147, 48, 148, 36, 
155, 56, 156, 27, 157, 38,158, 29, 159, 40, 60, 
166, 24, 53,167, 37, 168, 42,169, 28, 60,170, 
12,176, 34, 177, 35,178, 26,179, 45,180, 29, 
185, 58,186, 60,187, 41,54,188, 28, 50, 189, 
37,195, 32,196, 37,197, 26, 65,198, 36, 199, 
14, 127, 15,128, 29, 129, 15,130, 7, 131, 13, 132, 
138, 28,139, 21,140, 25,141, 30, 142, 33,143, 
149, 22,150, 13, 151, 37, 152, 33,153, 24, 154, 35, 
160, 31, 161, 42,162, 43,163, 54,164, 21,165, 32, 
37, 171, 28,172, 7, 40,173, 38, 59,174, Ii, 175, 
57, 181, 40, 63,182, 38, 70,183, 40, 68, 184, 72, 
21, 53, 190, 25,191, 30, 192, 33, 65,193, 29,194, 
22,200, 1, 13,201,2, 17,202, 3,203, 4, 25,204, 5, 
LU-Decomposition 147 
205, 6,206, 7,207, 8,208, 9, 30,209, 10,210, 11,211, 12,212, 13, 24, 213, 14,214, 1,215, 16, 
216, 5,217, 3,218, 19,219, 6,220, 7, 221, 22,222, 10,223, 9,224, 25,225, 12,226, 14,227, 15, 
228, 29,229, 15,230, 7, 231, 13,232, 33,233, 17,234, 12,235, 36,236, 20,237, 24,238, 28,239, 
21,240, 25,241, 30,242, 33,243, 29,244, 37,245, 32,246, 14, 247, 48,248, 36,249, 22,250, 13, 
251, 37, 252, 33,253, 24,254, 35,255, 56,256, 27,257, 38,258, 29,259, 40, 60,260, 31,261,42, 
262, 43,263, 54,264, 21,265, 32,266, 24, 53,267, 37,268, 42,269, 28, 60,270, 37,271, 28,272, 
7, 40,273, 38, 59,274, 11,275, 12,276, 34,277, 35,278, 26,279, 45,280, 29, 57,281,40, 63, 
282, 38, 70,283, 40, 68,284, 72,285, 58,286, 60,287, 41, 54,288, 28, 50,289, 21, 53,290, 25, 
291, 30,292, 33, 65,293, 29,294, 37, 295, 32,296, 37,297, 26, 65,298, 36,299, 22,300, 1, 13, 
301, 2, 17,302, 3, 303, 4, 25,304, 5,305, 6,306, 7,307, 8,308, 9, 30,309, 10,310, 11,311, 12, 
312, 13, 24,313, 14,314, 1,315, 16,316, 5,317, 3,318, 19,319, 6,320, 7,321,22,322, 10,323, 
9,324, 25,325, 12,326, 14, 327, 15,328, 29,329, 15,330, 7,331, 13,332, 33,333, 17,334, 12, 
335, 36,336, 20,337, 24,338, 28,339, 21,340, 25,341, 30,342, 33,343, 29, 344, 37, 345, 32, 
346, 14,347, 48,348, 36,349, 22,350, 13,351, 37,352, 33, 353, 24,354, 35,355, 56, 356, 27, 
357, 38,358, 29,359, 40, 60, 360, 31,361, 42,362, 43,363, 54,364, 21,365, 32,366, 24, 53,367, 
37,368, 42,369, 28, 60,370, 37,371,28,372, 7, 40,373, 38, 59, 374, 11,375, 12,376, 34,377, 
35,378, 26,379, 45,380, 29, 57,381,40, 63,382, 38, 70,383, 40, 68,384, 72,385, 58,386, 60, 
387, 41, 54,388, 28, 50,389, 21, 53,390, 25,391, 30, 392, 33, 65,393, 29,394, 37, 395, 32,396, 
37,397, 26, 65,398, 36,399, 22,400}, 
IA = ~1,4, 7, 9, 12, 14, 16, 18, 20, 23, 25, 27, 29, 32, 34, 36, 38, 40, 42, 44, 46, 48, 50, 52, 54, 56, 58, 60, 
62, 64, 66, 68, 70, 72, 74, 76, 78, 80, 82, 84, 86, 88, 90, 92, 94, 96, 98, 100,102,104, 106, 108, 
110,112,114, 
151 153,156, 
198 200,202, 
242 244,246, 
281 283,285, 
319 321,323, 
358 361,363, 
404 406,408, 
450,452,454, 
490,492,494, 
528 530,532, 
567 569,571, 
609 612,615, 
656 658,661, 
699 701,703, 
737 739,741, 
775 777,779, 
818 820,822, 
864 866,868, 
116,118,120,122,124, 127, 129, 
159,161,163,165,167, 169,171, 
205,207,209,211,213,216,218, 
248,251,253,255,257, 259,261, 
287,289,291,293,295,297,299, 
325,327, 329,331,333,335,337, 
365,368,370,372,375,378,380, 
411,414,417,419,421,424,426, 
56,458,461,463,465,467,470, 
96,498,500,502,504,506,508, 
534,536,538,540,542,544,546, 
573,575,577,580,582,584,587, 
618,621,623,625,627, 630,633, 
664,666,669,671,673,675,677, 
705,707, 709,711,713, 715,717, 
743,745,747, 
131,133,135, 137, 139, 142,144,146,149, 
74,177, 180, 183,185,187, 189,192,195, 
220,223,226,228,231,233,235,237,239, 
263,265,267, 269, 271,273,275,277,279, 
301,303,305,307,309,311,313,315,317, 
339,341,343,346,348,350,352,354,356, 
382,384,386,388,390,393,396,399,402, 
428,430,432,435,437,439,442,445,447, 
472,474,476,478,480,482,484,486,488, 
510,512,514,516,518,520,522,524, 526, 
548,550,552,554,556,558,560,562,565, 
589,591,594,597,599,601,603,605,607, 
636,638,640,643,645,647, 9 651,654, 
680,682,684, 686,689,691,693,695,697, 
19,721,723, 725,727,729,731,733,735, 
49,751,753,755,757,759, 61 763,765,767, 769,771,773, 
781,784, 786,788,790,792,794,796,799,801,803,806,808,810,813,816, 
824,826,828,831,834,837,840,842,844, 846,849,852,855,857, 859,862, 
870,873,875,877}. 
148 R .C .  MITTAL AND A. AL-KURDI 
EXAMPLE 8. 
VA = {5.1, 1, 1, 2, 1, 1,4, 1.1, 3.2, 1, 1, 6, 1, 5.2, 1, 7, 1, 2, 1, 1, 1, 1.21, 2, 1, 3, 1,5, 1,4, 1, 1, 5, 1.2, 1, 2, 
3, 1, 1, 5, 1,4, 2, 1, 1,6, 1, 5.1, 4, 1, 1,2, 1, 1,2, 1, 1,3, 1,4.01, 1, 5, 6, 1, 1, 8, 1, 9.01, 1, 2, 3, 1, 1, 
4, 1, 5.01, 2, 1, 1, 1, 1, 1, 1, 2, 1,4.1, 1, 2, 1, 1, 1, 4, 1, 3, 1, 1.1, 1, 2, 1, 1, 2, 1, 1,4, 1, 3.4, 1, 3, 1, 
2.3, 1, 2, 1, 3, 1,4.3, 5.3, 1, 1, 1, 1, 7, 1, 6, 1, 1, 1, 1, 2.3, 1,3, 1,4, 1, 5, 1, 8.1, 1,5, 1, 1, 3, 1, 4, 1, 
1, 1, 1, 1, 1,2.3, 1, 3, 1, 1,4.1, 1, 1, 5, 1, 1, 1.2, 3, 1, 5, 1, 3, 1, 2.1, 1, 1, 1, 1, 5, 1, 1, 6, 1, 1, 8, 1, 1, 
7.43, 1, 1, 1, 2, 1, 1, 1, 1, 3.1, 1, 1, 1, 1, 1, 2.3, 1, 5, 1,8, 1, 1, 6, 1,4, 1, 2.3, 1, 5, 1, 3.83, 1, 1,5.3, 
1, 1, 1.2, 2, 5, 1, 1,2, 1, 1,4, 1, 3, 1, 1.1, 6, 1, 5, 1, 7, 1,2, 3.3, 1, 1, 1, 2, 1, 3, 1, 5, 1, 4, 1, 1, 5, 1.2, 
1, 2, 3, 1, 1, 5, 1,4, 2, 1, 1, 6.2, 
1, 1,4, 1,5.3,2, 1, 1, 1, 1, 1, 1, 
3, 1, 2, 1, 2.2, 1, 3, 1,4, 5, 1, 1, 
1, 5, 4, 1.3, 1, 2, 1, 1, 2, 1, 1, 3, 1, 5.4, 1, 5, 6, 1, 1, 8, 1, 9.1, 1, 2, 3, 
2, 1, 5.2, 1, 2, 1, 1, 1,4.3, 1, 3, 1, 1, 1, 2, 1, 1, 2, 1, 1, 4, 1,4.01, 1, 
1.2, 1, 7, 1, 6, 1, 1, 1.01, 1,2, 1, 3, 1,4, 1, 5, 1, 8.12, 1,5, 1, 1, 3, 1, 
4.1, 1, 1, 1, 1, 1, 1, 2, 1, 3, 1, 1, 4.01, 1, 1, 5, 1, 1, 1, 3.2, 1,5, 1, 3, 1, 2, 1, 1.21, 1, 1, 5, 1, 1, 6, 1, 1, 
8, 1, 1, 7.01, 1, 1, 1, 2, 1, 1, 1, 1, 3, 1, 1, 1, 1, 1, 2.1, 1, 5, 1, 8, 1, 1, 6, 1, 4, 1, 2.01, 1, 5, 1, 3, 1, 1, 
5.6, 1, 1, 1, 2, 1, 1, 5, 1, 1,2, 1, 4.1, 1, 1, 3, 1, 6, 1, 5, 1, 7, 1, 2.2, 1, 1, 1, 1, 2, 1, 3, 1, 5, 1, 1, 4, 1, 
5.4, 1, 2, 1, 3, 1, 5, 1,4, 1, 2, 1, 6.1, 1, 5, 1,4, 1, 2, 1, 1, 1, 2, 1, 3.2, 1, 5.6, 1, 5, 1, 6, 1, 8, 1, 9.4, 1, 
2, 1, 3, 1, 4, 1, 5.01, 1, 2, 1, 1, 1, 1, 1, 2, 1, 5.4, 1, 2, 1, 1, 1,4, 1, 3, 1, 1.2, 1,2, 1, 1.2, 1,2, 1,4, 1, 
4.2, 1, 3, 1, 2, 1, 2, 1, 3, 1, 4, 1, 5.1, 1, 1, 1, 7, 1, 6, 1, 1, 1.214, 1, 2, 1, 3, 1, 4, 1, 5, 1, 8.5, 1,5, 1, 1, 
3, 1,4, 1, 1.1, 1, 1, 1, 1, 2, 1, 3, 1, 1, 4.1, 1, 1, 5, 1, 1, 1,3.1, 1, 5, 1, 3, 1,2.21, 1, 1, 1, 1, 5, 1, 1, 6, 
1, 1, 8, 1, 1, 7.01, 1, 1, 1, 2, 1, 1, 1, 1, 3, 1, 1, 1, 1, 1, 2.1, 1,5, 1, 8, 1, 1,6, 1,4, 1, 2.01, 1, 5, 1, 3, 1, 
1, 5, 1, 1, 1, 2.01, 1, 1, 5, 1, 1, 2, 1,4, 1, 1, 3, 1, 6, 1, 5.1, 1,7, 1,2, 1, 1, 1, 1, 2.11, 1,3, 1, 5, 1, 1, 4, 
1, 5.8, 1, 2, 1, 3, 1, 5, 1, 4.21, 1, 2, 1, 6, 1, 5, 1, 4.01, 1, 2, 1, 1, 1, 2, 1, 3, 1, 5.11, 1,5, 1, 6, 1, 8, 1, 
9.2, 1, 2, 1, 3, 1,4, 1, 5.2, 1, 2, 1, 1, 1, 1, 1, 2, 1, 5.2, 1, 2, 1, 1, 1, 4.21, 1, 3, 1, 1.2, 1, 2, 1, 1.111, 1, 
2, 1, 4, 1,4.1, 1, 3, 1, 2, 1, 2.2, 1, 3, 1,4, 1,5.2, 1, 1, 1, 7.2, 1, 6, 1, 1, 1, 1, 2, 1, 3.01, 1, 4, 1, 5, 1, 
8.4, 1,5, 1, 1, 3, 1, 4.01, 1, 1, 1, 1, 1, 1, 2.1, 1, 3, 1, 1, 4, 1, 1, 5.011, 1, 1, 1, 3.3, 1, 5, 1, 3.01, 1, 2, 
1, 1, 1, 1, 5.4, 1, 1, 6.01, 1, 1,8, 1, 1, 7.5, 1, 1, 1, 2, 1, 1.1, 1, 1, 3.1, 1, 1, 1, 1, 1, 2.1, 1, 5, 1, 8.2, 1, 
1 6, 1,4.6, 1, 2, 1, 5, 1, 3.7, 1, 1, 5.01, 1, 1, 1, 2, 5.1, 1, 1, 2, 1, 1, 4, 1.1, 3.2, 1, 1, 6, 1, 5.2, 1, 7, 1, 
2 1 ,1 ,1 ,1 .21,2,1 ,3 ,1 ,5 ,1 ,4 ,1 ,1 ,5 ,1 .2 ,1 ,2 ,3 ,1 ,1 ,5 ,1 ,4 ,2 ,1 ,1 ,6 ,1 ,5 .1 ,4 ,1 ,1 ,2 ,1 ,1 ,2 ,  
1 1, 3, 1,4.01, 1, 5, 6, 1, 1, 8, 1, 9.01, 1,2, 3, 1, 1, 4, 1, 5.01, 2, 1, 1, 1, 1, 1, 1,2, 1, 4.1, 1, 2, 1, 1, 1, 
4 1, 3, 1, 1.1, 1, 2, 1, 1, 2, 1, 1,4, 1, 3.4, 1,3, 1,2.3, 1, 2, 1, 3, 1, 4.3, 5.3, 1, 1, 1, 1, 7, 1, 6, 1, 1, 1, 
1 2.3, 1, 3, 1, 4, 1, 5, 1, 8.1, 1, 5, 1, 1, 3, 1,4, 1, 1, 1, 1, 1, 1, 2.3, 1, 3, 1, 1, 4.1, 1, 1,5, 1, 1, 1.2, 3, 
1 5 ,1,3,1,2.1,1,1,1,1,5,1,1,6,1,1,8,1,1,7.43,1,1,1,2,1,1,1,1,3.1,1,1,1,1,1,2.3,1,  
5 1, 8, 1, 1, 6, 1, 4, 1,2.3, 1, 5, 1, 3.83, 1, 1, 5.3, 1, 1, 1.2, 2, 5, 1, 1, 2, 1, 1, 4, 1,3, 1, 1.1, 6, 1, 5, 1, 
7 1, 2, 3.3, 1, 1, 1, 2, 1, 3, 1, 5, 1, 4, 1, 1, 5, 1.2, 1, 2, 3, 1, 1, 5, 1,4, 2, 1, 1, 6.2, 1, 5, 4, 1.3, 1, 2, 1, 
1 2, 1, 1, 3, 1, 5.4, 1, 5, 6, 1, 1, 8, 1, 9.1, 1,2, 3, 1, 1,4, 1, 5.3, 2, 1, 1, 1, 1, 1, 1, 2, 1, 5.2, 1, 2, 1, 1, 
1 4 .3,1,3,1,1,1,2,1,1,2,1,1,4,1,4.01,1,3,1,2,1,2.2,1,3,1,4,5,1,1,1.2,1,7,1,6,1,1,  
1.01, 1, 2, 1,3, 1,4, 1, 5, 1, 8.12, 1, 5, 1, 1, 3, 1,4.1, 1, 1, 1, 1, 1, 1, 2, 1, 3, 1, 1,4.01, 1, 1, 5, 1, 1, 1, 
3.2, 1, 5, 1, 3, 1, 2, 1, 1.21, 1, 1, 5, 1, 1, 6, 1, 1, 8, 1, 1, 7.01, 1, 1, 1, 2, 1, 1, 1, 1, 3, 1, 1, 1, 1, 1, 2.1, 
1, 5, 1, 8, 1, 1, 6, 1,4, 1, 2.01, 1, 5, 1, 3, 1, 1, 5.6, 1, 1, 1,2, 1, 1, 5, 1, 1, 2, 1, 4.1, 1, 1, 3, 1,6, 1, 5, 1, 
7, 1, 2.2, 1, 1, 1, 1, 2, 1,3, 1,5, 1, 1, 4, 1,5.4, 1, 2, 1, 3, 1, 5, 1,4, 1,2, 1,6.1, 1, 5, 1,4, 1, 2, 1, 1, 1, 
2, 1, 3.2, 1, 5.6, 1, 5, 1, 6, 1, 8, 1, 9.4, 1, 2, 1, 3, 1, 4, 1, 5.01, 1, 2, 1, 1, 1, 1, 1, 2, 1, 5.4, 1, 2, 1, 1, 1, 
4, 1, 3, 1, 1.2, 1, 2, 1, 1.2, 1, 2, 1,4, 1,4.2, 1, 3, 1, 2, 1, 2, 1, 3, 1, 4, 1, 5.1, 1, 1, 1, 7, 1, 6, 1, 1, 
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1.214, 1, 2, 1, 3, 1, 4, 1, 5, 1,8.5, 1, 5, 1, 1, 3, 1, 4, 1, 1.1, 1, 1, 1, 1, 2, 1, 3, 1, 1, 4.1, 1, 1, 5, 1, 1, 1, 
3.1, 1,5, 1, 3, 1, 2.21, 1, 1, 1, 1, 5, 1, 1, 6, 1, 1,8, 1, 1, 7.01, 1, 1, 1, 2, 1, 1, 1, 1, 3, 1, 1, 1, 1, 1, 2.1, 
1, 5, 1, 8, 1, 1, 6, 1,4, 1, 2.01, 1, 5, 1, 3, 1, 1,5, 1, 1, 1,2.01, 1, 1, 5, 1, 1, 2, 1, 4, 1, 1, 3, 1, 6, 1, 5.1, 
1, 7, 1, 2, 1, 1, 1, 1,2.11, 1, 3, 1,5, 1, 1, 4, 1, 5.8, 1, 2, 1, 3, 1, 5, 1, 4.21, 1,2, 1, 6, 1, 5, 1, 4.01, 1, 2, 
1, 1, 1, 2, 1, 3, 1, 5.11, 1, 5, 1, 6, 1, 8, 1, 9.2, 1,2, 1, 3, 1, 4, 1, 5.2, 1, 2, 1, 1, 1, 1, 1, 2, 1,5.2, 1, 2, 1, 
1, 1,4.21, 1,3, 1, 1.2, 1, 2, 1, 1.111, 1, 2, 1, 4, 1,4.1, 1, 3, 1, 2, 1, 2.2, 1, 3, 1, 4, 1, 5.2, 1, 1, 1, 7.2, 
1, 6, 1, 1, 1, 1, 2, 3.01, 1,4, 1,5, 1, 8.4, 1, 5, 1, 1, 3, 1,4.01, 1, 1, 1, 1, 1, 1, 2.1, 1, 3, 1, 1, 4, 1, 1, 
5.011, 1, 1, 1, 3.3, 1, 5, 1,3.01, 1, 2, 1, 1, 1, 1, 5.4, 1, 1, 6.01, 1, 1, 8, 1, 1, 7.5, 1, 1, 1, 2, 1, 1.1, 1, 1, 
3.1, 1, 1, 1, 1, 1, 2.1, 1, 5, 1, 8.2, 1, 1, 6, 1,4.6, 1, 2, 1, 5, 1, 3.7, 1, 1, 5.01, 1, 1, 1, 2, 5.1, 1, 1, 2, 1, 
1, 4, 1.1, 3.2, 1, 1, 6, 1, 5.2, 1, 7, 1, 2, 1, 1, 1, 1.21, 2, 1, 3, 1, 5, 1, 4, 1, 1, 5, 1.2, 1, 2, 3, 1, 1, 5, 1,4, 
2, 1, 1, 6, 1, 5.1, 4, 1, 1, 2, 1, 1, 2, 1, 1, 3, 1, 4.01, 1, 5, 6, 1, 1, 8, 1, 9.01, 1, 2, 3, 1, 1, 4, 1, 5.01, 2, 1, 
1, 1, 1, 1, 1, 2, 1, 4.1, 1, 2, 1, 1, 1,4, 1,3, 1, 1.1, 1, 2, 1, 1, 2, 1, 1, 4, 1, 3.4, 1, 3, 1, 2.3, 1, 2, 1, 3, 1, 
4.3, 5.3, 1, 1, 1, 1, 7, 1, 6, 1, 1, 1, 1, 2.3, 1, 3, 1,4, 1, 5, 1, 8.1, 1, 5, 1, 1, 3, 1,4, 1, 1, 1, 1, 1, 1, 2.3, 
1 3, 1, 1, 4.1, 1, 1, 5, 1, 1, 1.2, 3, 1, 5, 1, 3, 1, 2.1, 1, 1, 1, 1, 5, 1, 1, 6, 1, 1, 8, 1, 1, 7.43, 1, 1, 1, 2, 1, 
1 1, 1, 3.1, 1, 1, 1, 1, 1, 2.3, 1, 5, 1, 8, 1, 1, 6, 1, 4, 1, 2.3, 1,5, 1, 3.83, 1, 1, 5.3, 1, 1, 1.2, 2, 5, 1, 1, 
2 1, 1, 4, 1, 3, 1, 1.1, 6, 1, 5, 1, 7, 1, 2, 3.3, 1, 1, 1, 2, 1,3, 1, 5, 1, 4, 1, 1, 5, 1.2, 1, 2, 3, 1, 1, 5, 1, 4, 
2 1, 1, 6.2, 1,5, 4, 1.3, 1, 2, 1, 1, 2, 1, 1, 3, 1, 5.4, 1, 5, 6, 1, 1, 8, 1,9.1, 1, 2, 3, 1, 1,4, 1, 5.3, 2, 1, 
1 1, 1, 1, 1,2, 1, 5.2, 1, 2, 1, 1, 1,4.3, 1, 3, 1, 1, 1, 2, 1, 1,2, 1, 1,4, 1, 4.01, 1, 3, 1, 2, 1,2.2, 1,3, 1, 
4 5, 1, 1, 1.2, 1, 7, 1, 6, 1, 1, 1.01, 1,2, 1,3, 1, 4, 1, 5, 1, 8.12, 1,5, 1, 1,3, 1, 4.1, 1, 1, 1, 1, 1, 1, 2, 
1, 3, 1, 1, 4.01, 1, 1, 5, 1, 1, 1, 3.2, 1, 5, 1, 3, 1, 2, 1, 1.21, 1, 1,5, 1, 1, 6, 1, 1, 8, 1, 1, 7.01, 1, 1, 1, 2, 
1, 1, 1, 1, 3, 1, 1, 1, 1, 1, 2.1, 1, 5, 1, 8, 1, 1, 6, 1, 4, 1, 2.01, 1, 5, 1, 3, 1, 1,5.6, 1, 1, 1, 2}, 
JA  = {1, 13, 24, 2, 17, 29, 3, 21, 4, 25, 58, 5, 19, 6, 18, 7, 20, 8, 22, 9, 30, 68, 10, 28, 11, 23, 12, 26, 13, 
24, 80, 14, 27, 1, 15, 16, 78, 5, 17, 3, 18, 19, 90, 6, 20, 7, 21, 22,100, 10, 23, 9, 24, 25, 67,12, 26, 
14, 27, 15, 28, 29, 82, 15, 30, 7, 31, 13, 32, 33, 90, 17, 34, 12, 35, 36, 78, 20, 37, 24, 38, 28, 39, 21, 
40, 25, 41,30, 42, 33, 43, 29, 44, 37, 45, 32, 46, 14, 47, 48, 70, 36, 49, 22, 50, 13, 51, 37, 52, 33, 
53, 24, 54, 35, 55, 56, 100, 27, 57, 38, 58, 29, 59, 40, 60, 78, 31, 61, 42, 62, 43, 63, 54, 64, 21, 65, 
32, 66, 24, 53, 67, 37, 68, 42, 69, 28, 60, 70, 37, 71, 28, 72, 7, 40, 73, 38, 59, 74, 11, 75, 12, 76, 34, 
77, 35, 78, 26, 79, 45, 80, 29, 57, 81, 40, 63, 82, 38, 70, 83, 40, 68, 84, 72, 85, 58, 86, 60, 87, 41, 
54, 88, 28, 50, 89, 21, 53, 90, 25, 91, 30, 92, 33, 65, 93, 29, 94, 37, 95, 32, 96, 37, 97, 26, 65, 98, 
36, 99, 22,100, 1, 13,101, 2, 17, 102, 3,103, 4, 25,104, 5,105, 6, 106, 7, 107, 8,108, 9, 30, 109, 
10,110, 11,111, 12, 112, 13, 24, 113, 14, 114, 1,115, 16, 116, 5, 117, 3, 118, 19, 119, 6, 120, 7, 
121, 22, 122, 10,123, 9, 124, 25,125, 12, 126, 14, 127, 15,128, 29, 129, 15,130, 7, 131, 13, 132, 
33,133, 17, 134, 12, 135, 36, 136, 20, 137, 24, 138, 28,139, 21,140, 25,141, 30, 142, 33, 143, 29, 
144, 37, 145, 32, 146, 14, 147, 48, 148, 36, 149, 22,150, 13, 151, 37, 152, 33,153, 24, 154, 35, 
155, 56, 156, 27, 157, 38,158, 29, 159, 40, 60,160, 31,161, 42,162, 43, 163, 54, 164, 21,165, 32, 
166, 24, 53, 167, 37, 168, 42, 169, 28, 60, 170, 37, 171, 28, 172, 7, 40,173, 38, 59, 174, 11,175, 
12,176, 34, 177, 35, 178, 26,179, 45, 180, 29, 57, 181,40, 63,182, 38, 70, 183, 40, 68, 184, 72, 
185, 58, 186, 60, 187, 41, 54, 188, 28, 50, 189, 21, 53, 190, 25,191, 30, 192, 33, 65,193, 29, 194, 
37, 195, 32, 196, 37, 197, 26, 65, 198, 36, 199, 22,200, 1, 13,201,2, 17,202, 3,203, 4, 25,204, 5, 
205, 6,206, 7, 207, 8,208, 9, 30,209, 10,210, 11,211, 12,212, 13, 24,213, 14,214, 1,215, 16, 
216, 5,217, 3,218, 19,219, 6,220, 7, 221, 22,222, 10,223, 9,224, 25,225, 12,226, 14, 227, 15, 
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228, 29,229, 15,230, 7,231, 13,232, 33,233, 17,234, 12,235, 36,236, 20,237, 24,238, 28,239, 
21,240, 25,241,30,242, 33,243, 29,244, 37,245, 32,246, 14,247, 48,248, 36,249, 22,250, 13, 
251, 37,252, 33,253, 24,254, 35,255, 56,256, 27,257, 38,258, 29,259, 40, 60,260, 31,261, 42, 
262, 43,263, 54,264, 21,265, 32,266, 24, 53,267, 37,268, 42,269, 28, 60,270, 37, 271,28,272, 
7, 40,273, 38, 59,274, 11,275, 12,276, 34,277, 35,278, 26,279, 45,280, 29, 57, 281, 40, 63, 
282, 38, 70,283, 40, 68,284, 72,285, 58,286, 60,287, 41, 54,288, 28, 50,289, 21, 53,290, 25, 
291,30,292, 33, 65,293, 29,294, 37,295, 32,296, 37,297, 26, 65,298, 36,299, 22,300, 1, 13, 
301, 2, 17,302, 3,303, 4, 25,304, 5,305, 6,306, 7, 307, 8,308, 9, 30,309, 10,310, 11,311, 12, 
312, 13, 24,313, 14,314, 1,315, 16,316, 5,317, 3,318, 19,319, 6,320, 7,321, 22, 322, 10,323, 
9,324, 25,325, 12,326, 14,327, 15,328, 29,329, 15,330, 7,331, 13,332, 33,333, 17,334, 12, 
335, 36,336, 20,337, 24,338, 28,339, 21,340, 25,341, 30,342, 33,343, 29,344, 37,345, 32, 
346, 14,347, 48,348, 36,349, 22,350, 13,351, 37,352, 33,353, 24,354, 35,355, 56,356, 27, 
357, 38,358, 29,359, 40, 60,360, 31,361,42,362, 43,363, 54,364, 21,365, 32,366, 24, 53,367, 
37,368, 42,369, 28, 60,370, 37, 371, 28,372, 7, 40,373, 38, 59,374, 11,375, 12,376, 34,377, 
35,378, 26, 379, 45,380, 29, 57, 381, 40, 63,382, 38, 70,383, 40, 68,384, 72,385, 58,386, 60, 
387, 41, 54,388, 28, 50, 389, 21, 53,390, 25,391,30,392, 33, 65,393, 29,394, 37,395, 32,396, 
37,397, 26, 65,398, 36,399, 22,400, 1, 13,401, 2, 17,402, 3,403, 4, 25,404, 5,405, 6,406, 7, 
407, 8,408, 9, 30,409, 10,410, 11,411, 12,412, 13, 24,413, 14,414, 1,415, 16,416, 5,417, 3, 
418, 19,419, 6,420, 7,421,22,422, 10,423, 9,424, 25,425, 12,426, 14,427, 15,428, 29,429, 
15,430, 7,431, 13,432, 33,433, 17,434, 12,435, 36,436, 20,437, 24,438, 28,439, 21,440, 25, 
441,30,442, 33,443, 29,444, 37,445, 32,446, 14, 447, 48,448, 36,449, 22,450, 13,451, 37, 
452, 33,453, 24,454, 35,455, 56,456, 27,457, 38,458, 29,459, 40, 60,460, 31,461,42,462, 
43,463, 54,464, 21,465, 32,466, 24, 53,467, 37,468, 42,469, 28, 60,470, 37,471,28,472, 7, 
40,473, 38, 59,474, 11,475, 12,476, 34,477, 35,478, 26,479, 45,480, 29, 57,481, 40, 63,482, 
38, 70,483, 40, 68,484, 72,485, 58,486, 60,487, 41, 54,488, 28, 50,489, 21, 53,490, 25,491, 
30,492, 33, 65,493, 29,494, 37,495, 32,496, 37,497, 26, 65,498, 36,499, 22,500, 1, 13,501, 2, 
17,502, 3,503, 4, 25,504, 5,505, 6,506, 7,507, 8,508, 9, 30,509, 10,510, 11,511, 12,512, 13, 
24,513, 14,514, 1,515, 16,516, 5,517, 3,518, 19,519, 6,520, 7,521,22,522, 10,523, 9,524, 
25,525, 12,526, 14,527, 15,528, 29,529, 15,530, 7,531, 13,532, 33,533, 17,534, 12,535, 36, 
536, 20,537, 24,538, 28,539, 21,540, 25,541, 30,542, 33,543, 29,544, 37, 545, 32,546, 14, 
547, 48,548, 36,549, 22,550, 13,551,37,552, 33,553, 24,554, 35,555, 56,556, 27,557, 38, 
558, 29,559, 40, 60,560, 31,561, 42,562, 43,563, 54,564, 21,565, 32,566, 24, 53,567, 37, 
568, 42,569, 28, 60,570, 37, 571,28,572, 7 40,573, 38, 59,574, 11,575, 12,576, 34,577, 35, 
578, 26,579, 45,580, 29, 57,581,40, 63,582, 38, 70,583, 40, 68,584, 72,585, 58,586, 60,587, 
41, 54,588, 28, 50,589, 21, 53,590, 25,591, 30,592, 33, 65,593, 29,594, 37, 595, 32,596, 37, 
597, 26, 65,598, 36,599, 22,600, 1, 13,601, 2, 17,602, 3,603, 4, 25,604, 5,605, 6,606, 7,607, 
8,608, 9, 30,609, 10,610, 11,611, 12,612, 13, 24,613, 14,614, 1,615, 16,616, 5,617, 3,618, 
19,619, 6,620, 7,621, 22,622,10,623, 9,624, 25,625, 12,626, 14,627, 15,628, 29,629, 15, 
630, 7,631, 13,632, 33,633, 17,634, 12,635, 36,636, 20,637, 24,638, 28,639, 21,640, 25,641, 
30,642, 33, 43, 29,644, 37,645, 32,646, 14,647, 48,648, 36,649, 22,650, 13,651, 37,652, 33, 
653, 24,654, 35,655, 56,656, 27,657, 38,658, 29,659, 40, 60,660, 31,661, 42,662, 43,663, 54, 
IA= 
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664, 21,665, 32,666, 24, 53,667, 37, 668, 42,669, 28, 60,670, 37, 671, 28,672, 7, 40,673, 38, 
59, 674, 11,675, 12,676, 34,677, 35,678, 26,679, 45,680, 29, 57, 681, 40, 63,682, 38, 70,683, 
40, 68,684, 72,685, 58,686, 60,687, 41, 54, 688, 28, 50,689, 21, 53,690, 25,691, 30,692, 33, 
65,693, 29,694, 37,695, 32,696, 37, 697, 26, 65,698, 36,699, 22, 700, 1, 13, 701, 2, 17, 702, 3, 
703, 4, 25,704, 5,705, 6,706, 7, 707, 8, 708, 9, 30, 709, 10, 710, 11,711, 12, 712, 13, 24, 713, 14, 
714,1,715, 16, 716, 5, 717, 3,718, 19, 719, 6, 720, 7, 721, 22, 722, 10,723, 9,724, 25,725, 12, 
726, 14,727, 15, 728, 29, 729, 15,730, 7, 731, 13,732, 33,733, 17, 734, 12,735, 36, 736, 20,737, 
24, 738, 28, 739, 21,740, 25,741,30,742, 33,743, 29,744, 37,745, 32, 746, 14,747, 48, 748, 36, 
749, 22,750, 13,751, 37,752, 33,753, 24,754, 35,755, 56,756, 27, 757, 38, 758, 29,759, 40, 60, 
760, 31,761, 42,762, 43, 763, 54,764, 21,765, 32, 766, 24, 53,767, 37, 768, 42,769, 28, 60,770, 
37, 771, 28, 772, 7, 40,773, 38, 59, 774, 11,775, 12, 776, 34,777, 35,778, 26, 779, 45,780, 29, 
57, 781,40, 63,782, 38, 70, 783, 40, 68, 784, 72, 785, 58,786, 60,787, 41, 54, 788, 28, 50,789, 
21, 53,790, 25,791, 30, 792, 33, 65,793, 29, 794, 37, 795, 32, 796, 37, 797, 26, 65,798, 36, 799, 
22,800, 1, 13,801, 2, 17,802, 3,803, 4, 25,804, 5,805, 6,806, 7,807, 8,808, 9, 30,809, 10,810, 
11,811,12,812,13, 24 813, 14, 814, 1,815, 16,816, 5,817, 3,818, 19,819, 6,820, 7,821, 22, 
822, 10,823, 9,824, 25,825, 12,826, 14,827, 15,828, 29,829, 15,830, 7, 831, 13,832, 33,833, 
17, 834, 12,835, 36,836, 20,837, 24,838, 28,839, 21,840, 25,841, 30,842, 33,843, 29,844, 37, 
845, 32,846, 14,847, 48,848, 36,849, 22,850, 13,851, 37,852, 33,853, 24,854, 35,855, 56, 
856, 27,857, 38,858, 29, 859, 40, 60, 860, 31,861, 42,862, 43,863, 54,864, 21,865, 32,866, 24, 
53,867, 37, 868, 42,869, 28, 60,870, 37, 871,28,872, 7, 40,873, 38, 59,874, 11,875, 12,876, 
34,877, 35,878, 26,879, 45,880, 29, 57, 881,40, 63,882, 38, 70,883, 40, 68,884, 72,885, 58, 
886, 60,887, 41, 54,888, 28, 50,889, 21, 53, 890, 25,891,30,892, 33, 65,893, 29,894, 37, 895, 
32,896, 37, 897, 26, 65,898, 36, 899, 22,900, 1, 13,901, 2, 17,902, 3,903, 4, 25,904, 5,905, 6, 
906, 7,907, 8,908, 9, 30,909, 10,910, 11,911, 12,912, 13, 24,913, 14,914, 1,915, 16, 916, 5, 
917, 3,918, 19,919, 6,920, 7, 921, 22,922, 10,923, 9,924, 25,925, 12,926, 14,927, 15,928, 29, 
929, 15,930, 7, 931, 13,932, 33,933, 17, 934, 12,935, 36,936, 20,937, 24, 938, 28,939, 21,940, 
25, 941, 30,942, 33,943, 29,944, 37, 945, 32,946, 14,947, 48,948, 36,949, 22,950, 13,951, 37, 
952, 33,953, 24,954, 35,955, 56,956, 27, 957, 38,958, 29,959, 40, 60,960, 31,961,42,962, 43, 
963, 54,964, 21,965, 32,966, 24, 53,967, 37, 968, 42,969, 28, 60,970, 37,971, 28,972, 7, 40, 
973, 38, 59,974, 11,975, 12,976, 34, 977, 35,978, 26,979, 45,980, 29, 57, 981, 40, 63,982, 38, 
70,983, 40, 68, 984, 72,985, 58,986, 60,987, 41, 54,988, 28, 50,989, 21, 53,990, 25,991, 30, 
992, 33, 65,993, 29,994, 37,995, 32,996, 37,997, 26, 65,998, 36,999, 22, 1000}, 
(1, 4, 7, 9, 12, 14, 16, 18, 20, 23, 25, 27, 29, 32, 34, 36, 38, 40, 42, 44, 46, 48, 50, 52, 54, 56, 58, 60, 
62, 64, 66, 68, 70, 72, 74, 76, 78, 80, 82, 84, 86, 88, 90, 92, 94, 96, 98, 100, 102,104, 106, 108, 
110,112, 114, 116,118, 120, 122, 124, 127, 129, 131,133,135,137, 139, 142,144,146, 149, 
151,153, 156, 159, 161,163, 165, 167, 169,171,174,177, 180, 183, 185,187, 189,192,195, 
198,200,202,205,207, 209,211,213,216,218,220,223,226,228,231,233,235,237,239, 
242,244,246,248,251,253,255,257,259,261,263,265,267,269, 271,273,275,277,279, 
281,283,285,287,289,291,293,295,297, 299,301,303,305,307, 309,311,313,315,317, 
319,321,323,325,327, 329,331,333,335,337,339,341,343,346,348,350,352,354,356, 
358,361,363,365,368,370,372,375,378,380,382,384,386,388,390,393,396,399,402, 
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404, 
450, 
490, 
528, 
569, 
612 
658 
701 
739 
777 
820 
866 
406,408,411,414,417, 419,421,424,426,428,430,432,435,437,439,442,445,447, 
452,454,456,458,461,463,465,467,470, 472,474,476,478,480,482,484,486,488, 
492,494,496,498,500,502,504,506,508,510,512,514,516,518,520,522,524,526, 
530,532,534,536,538,540,542,544, 46,548,550,552,554, 56,558,560,562,565,567, 
571,573,575,577,580,582,584,587,589,591,594,597,599,601,603,605,607,609, 
615,618,621,623,625,627,630,633,636,638,640,643,645,647, 649,651,654,656, 
661,664, 666,669,671,673,675,677,680,682,684,686,689,691,693,695,697,699, 
703,705,707, 09,711,713, 715, 717, 719,721,723,725,727,729,731,733,735,737, 
741,743,745,747, 749,751,753,755,757,759,761,763,765,767,769,771,773,775, 
779,781,784,786, 788,790,792,794,796,799,801,803,806,808,810,813,816,818, 
822,824, 826,828,831,834,837,840,842,844,846,849, 852,855,857,859,862,864, 
868,870,873,875,877, 880,883,885,888,890,892,894,896,899,901,903, 905,908, 
910 912,914,916,918,920,922,924,926,928,930,932,934,936,938,940,942,944,946, 
948,950,952,954,956,958, 60 962,964,966,968,970,972,974,976,978,980,982,984, 
986,988,990,992,994,996,998, 1000, 1003, 1005, 1007, 1009, 1011, 1013, 1015, 1018, 1020, 
1022, 1025, 1027, 1029, 1032, 1035, 1037, 1039, 1041, 1043, 1045, 1047, 1050, 1053, 1056, 
1059,1061,1063,1065,1068,1071,1074, 
1094,1096,1099,1102,1104,1107,1109, 
1129,1131,1133,1135,1137,1139,1141, 
1159,1161,1163,1165,1167,1169,1171, 
1189,1191,1193,1195,1197,1199,1201, 
1219 
1254 
1290 
1326 
1358 
1388 
1418 
1449 
1483 
1521 
1556 
1587 
1617 
1647 
1679 
1716 
1751 
1786 
1816, 
1222, 1224, 1226, 
1256, 1258, 1260, 
1293, 1295, 1297, 
1328, 1330, 1332, 
1360, 1362, 1364, 
1390, 1392, 1394, 
1420, 1422, 1424, 
1451, 1453, 1456, 
1485, 1488, 1491, 
1523, 1525, 1527, 
1558, 1560, 1562, 
1589, 1591, 1593, 
1619, 1621, 1623, 
1649, 1651, 1653, 
1682, 1684, 1686, 
1718, 1720, 1722, 
1753, 1756, 1759, 
1788, 1790, 1792, 
1818, 1820, 1822, 
1228, 1230, 1232, 
1262, 1264, 1266, 
1300, 1302, 1304, 
1334, 1337, 1339, 
1366, 1368, 1370, 
1396, 1398, 1400, 
1426, 1428, 1430, 
1458, 1460, 1463, 
1494, 1497, 1499, 
1530,1532, 1534, 
1565, 1567, 1569, 
1595, 1597, 1599, 
1625, 1627, 1629, 
1655, 1657, 1660, 
1689, 1692, 1694, 
1725, 1728, 1731, 
1761, 1764, 1766, 
1794, 1796, 1798, 
1824, 1826, 1828, 
076, 1078, 1081, 
1 1, 1113, 1115, 
1 43, 1145, 1147, 
1 73, 1175, 1177, 
1203, 1205, 1207, 
1234, 1237, 1239, 
1269, 1272, 1275, 
1306, 1308, 1311, 
1341, 1343, 1346, 
1372, 1374, 1376, 
1402, 1404, 1406, 
1432, 1434, 1436, 
1465, 1467, 1470, 
1501, 1503, 1506, 
1537, 1540, 1542, 
1571, 1573, 1575, 
1601, 1603, 1605, 
1631, 1633, 1635, 
1662, 1664, 1666, 
1696, 1698, 1700, 
1733, 1735, 1738, 
1768, 1770, 1772, 
1800, 1802, 1804, 
1830, 1832, 1834, 
1083, 1085, 1087, 1089, 1092, 
1118, 1120, 1122, 1124, 1127, 
1149, 1151, 1153, 1155, 1157, 
1179, 1181, 1183, 1185, 1187, 
1209, 1211, 1213, 1215, 1217, 
1241, 1244, 1246, 1248, 1251, 
1278, 1280, 1282, 1284, 1287, 
1313, 1315, 1318, 1321, 1323, 
1348, 1350, 1352, 1354, 1356, 
1378, 1380, 1382, 1384, 1386, 
1408, 1410, 1412, 1414, 1416, 
1438, 1441, 1443, 1445, 1447, 
1473, 1475, 1477, 1479, 1481, 
1509, 1512, 1514, 1516, 1519, 
1545, 1547, 1549, 1551, 1553, 
1577, 1579, 1581, 1583, 1585, 
1607, 1609, 1611, 1613, 1615, 
1637, 1639, 1641, 1643, 1645, 
1668, 1670, 1672, 1675, 1677, 
1702, 1704, 1707, 1710, 1713, 
1740, 1742, 1744, 1746, 1749, 
1775, 1777, 1779, 1781, 1784, 
1806, 1808, 1810, 1812, 1814, 
1836, 1838, 1840, 1842, 1844, 
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1846 
1876 
1911 
1947 
1983 
2015 
2045 
2075 
2106 
2140 
2178 
1848, 1850, 1852, 
1879, 1881, 1883, 
1913, 1915, 1917, 
1950, 1952, 1954, 
1985, 1987, 1989, 
2017, 2019, 2021, 
2047, 2049, 2051, 
2077, 2079, 2081, 
2108,2110,2113, 
2142, 2145, 2148, 
2180, 2182, 2184, 
1854, 1856, 1858, 1860, 1862, 
1885, 1887, 1889, 1891, 1894, 
1919, 1921, 1923, 1926, 1929, 
1957, 1959, 1961, 1963, 1965, 
1991, 1994, 1996, 1998, 2000, 
2023, 2025, 2027, 2029, 2031, 
2053, 2055, 2057, 2059, 2061, 
2083, 2085, 2087, 2089, 2091, 
2115, 2117, 2120, 2122, 2124, 
2151,2154, 2156, 2158, 2160, 
2187, 2189, 2191}. 
1864, 1866, 1868, 1870, 1872, 1874, 
1896, 1898, 1901, 1903, 1905, 1908, 
1932, 1935, 1937, 1939, 1941, 1944, 
1968, 1970, 1972, 1975, 1978, 1980, 
2003, 2005, 2007, 2009, 2011, 2013, 
2033, 2035, 2037, 2039, 2041,2043, 
2063, 2065, 2067, 2069, 2071,2073, 
2093, 2095, 2098, 2100, 2102, 2104, 
2127, 2130, 2132, 2134, 2136, 2138, 
2163, 2166, 2169, 2171, 2173, 2176, 
The LU-decomposition method produces very accurate results in much less CPU time. The 
numerical structure approach described in Section 3.2 also produces very accurate results but 
takes more CPU time. The Cramer rule produces the solution directly without creating fill-in 
problems encountered in other direct methods. Moreover, the solution can be expressed exactly 
if all entries, including the right-hand side, are integers and if all products do not exceed the size 
of the largest integer that can be represented in the arithmetic of the computer used. The details 
of C, PU time taken in seconds of considered methods implementations are reported in Table 1. 
Table 1. The CPU time required to get the solution using numerical structure and 
LU-decomposition. 
Example 
Size of A 
n 
No. of Nonzero No. of 
in Aug(A)(na) Fill-ins 
in LU 
33 76 
85 273 
82 273 
319 1005 
638 2045 
957 3085 
1276 4215 
2190 9215 
10 
20 
40 
100 
200 
300 
400 
1000 
CPU Time Taken in Seconds 
k(A) 
Numerical Structure LU-Decomposition 
negligible 
0.164835 
42.802198 
3225.109890 
15627.989050 
37325.102461 
75831.109890 
negligible 
negligible 
negligible 
0.054945 
0.164835 
0.219780 
0.329670 
0.432642 
16.69342 
-1.71721 
2.779832 
13.65975 
15.71631 
18.04538 
16.10840 
15.04919 
Table 1 shows the results obtained with numerical structure and LU-decomposition, which 
has the sparsity of Bm. The third column shows the number of nonzero entries in A as well as 
the right-hand side. The fourth column shows the number of fill-ins required to be stored for 
LU-decomposition. The fifth column shows the CPU time taken to get the solution of (1) using 
numerical structure. The sixth column points to the CPU time taken to reduce the fill-ins as well 
as the solution using LU-decomposition. The last column provides the condition umber. 
From Table 1, it is clear that numerical structure is not efficient o solve a large sparse linear 
system of equations, while LU-decomposition method given in Section 3.1 works well for arbitrary 
and large sparse matrices. Therefore, the LU-decomposition, with an estimation of fill-ins given 
in Section 3.1, is recommended to be used when the matrix has arbitrary sparse structure. 
From the results, one can see that the use of Algorithm 1 leads to the best choice. This 
can be explained by the fact that Algorithm 1 does not take into account he nature of the 
entries of A. On the other hand, we may conclude that numerical structure is very useful in 
comparison with LU-decomposition, from the practical viewpoint of computer analysis of large 
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networks, when the matrix coefficients are given in symbolic form rather than in numerical form 
and there is no necessity of formulating the system of equations. We can use numerical structure 
approach to compute graph admittance which it can not be computed by LU-decomposition. In 
this case, LU-decomposition is not working. We also can use numerical structure to compute 
digraph admittance, which is impossible to be computed by LU-decomposition. Some of the 
main features of numerical structure and LU-decomposition are given in Section 5. 
NOTE 4. When constructing an incomplete factorization of a symmetric sparse matrix, it is 
possible to exploit the symmetry. The storage requirements for both A and the incomplete 
decomposition can roughly be halved. Following the technique described in Section 3, we can 
make a splitting A = LDL  r - R .  The computing time required for this symmetric factorization 
is roughly half of the "time needed for incomplete decomposition i Section 3.1. 
5. REMARKS AND CONCLUSIONS 
From the numerical experiments, the following conclusions may be drawn. 
5.1. Numer ica l  S t ruc ture  Approach  
1. It is not efficient, and thereby, it is not recommended, in general, to be used. 
2. It is very useful in: 
2.1. generating circuits and paths, and thereby, computing 1-factors and 1-factors connec- 
tions 
2.2. computing Hamilton's circuits and Euler's lines 
2.3. computing the determinant and permanent of sparse matrices 
2.4. computing exact solution of a sparse linear system in case all the entries in Aug(A) 
are integers 
2.5. computing digraph admittance from node to another, which is impossible to be com- 
puted by Gaussian's elimination 
2.6. networks theory and structural mechanics analysis, the matrices are often given in 
symbolic form rather than in numerical form. This approach suits very well in such 
cases. 
5.2. LU-Decompos i t ion  Method  
1. It is very efficient for solving large sparse nonsymmetric linear system with arbitrary 
pattern. 
2. The proposed method for reducing fill-ins based on powers of a Boolean matrix is the best 
choice because computation of power of matrix does not depend upon the entries values 
of matrix especially when the matrix is ill-conditioned. 
3. The proposed method for reducing fill-ins is very cheap and effective for matrices with 
arbitrary pattern. So we recommend it to be used. 
4. If the coefficient matrix is symmetric, it is possible to exploit this symmetry and the 
calculation time can be roughly halved. 
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