Abstract-The piecewise linear approximation (PLA) reduces the dimensionality of time series data by first partitioning the time series into segments and representing each segment by a straight line. The reconstruction accuracy of piecewise linear approximation depends on the number of segments used, and the location of breakpoints. This paper presents a segmentation approach that identifies breakpoints in two stages. First, the time series is partitioned into subsequences by identifying perceptually important local maxima and minima as breakpoints. In the second stage, each subsequence is recursively partitioned into two segments at the optimal breakpoint to the desired degree of accuracy. The proposed segmentation method leads to a PLA representation which, in addition to high reconstruction accuracy, has the ability to support piecewise time series matching not adequately supported by most representations. The construction of sub-optimal PLA representation takes linear time, and can be extended to build sub-optimal piecewise polynomial representations.
I. INTRODUCTION
ANY areas of science, engineering and business are generating, archiving and processing vast amounts of time series data. Mathematically, a time series T = {x 1 , x 2 , … , x n } is a sequence of n real numbers in the increasing order of time, where each value has a time stamp. The time spacing between adjacent samples x i and x i+1 may remain constant or vary over the duration of the time series. The main data mining applications associated with time series data are query by content, clustering, classification, prediction, anomaly detection, motif discovery, and rule discovery [1] . The ability to match two time series T 1 and T 2 to determine their similarity is a fundamental and critical step in most time series data mining applications. There are several distance measures for computing the dissimilarity between two time series [2] . As time series are high dimension data, the computation of dissimilarity between two time series in their raw form is expensive, especially if the two time series differ in length and their elements do not align. Also, the notion of similarity in the context of time series is very different from the one used in pattern recognition. Unlike in pattern recognition, where all elements of pattern vectors are used to determine similarity between two patterns, only subsets of elements (subsequences) of the two time series are often used to determine similarity. Two time series may be considered similar if they contain similar subsequences of sufficient length, or similar patterns in the same time order.
An obvious solution is to develop representation techniques that reduce the dimensionality of time series while preserving salient attributes. The time series representations are broadly classified into four categories -piecewise polynomial approximations (PPA), transform based representations, symbolic representations and model based representations. The piecewise polynomial approximation (PPA) techniques partition the time series into segments, and approximate each segment by a polynomial function of degree r. The piecewise linear approximation (PLA) being compact, intuitive, and more accurate than many other representation is the most widely used representation [3] .
The process of identifying the break points to partition the time series into segments is known as segmentation. The representation accuracy and the effectiveness of a PLA representation for matching time series is determined by the number of break points and how well the break points are selected during segmentation. Therefore, it is reasonable to seek answers to the following questions. 1) What criteria should be used for the selection of break points to provide good support effective time series matching? 2) Do the segmentation methods presently in use provide adequate support to effective time series matching? 3) Is it possible to develop a segmentation approach that results in a PLA representation highly suitable for matching time series?
This paper presents our answers to the above questions, and describes a segmentation method in which break points are determined in two stages. It is also shown that it is possible to develop efficient and effective algorithms for time series matching based on the PLA representations obtained using the proposed segmentation method.
The break point selection criteria with justification are given in Section II. An evaluation of existing segmentation methods from time series matching perspective is given in Section III. Section IV describes the two stage segmentation approach. Before, identifying the criteria for break point selection, it is helpful to have a good understanding of the needs of classification, clustering and content based search in the context of time series. Bayesian classifiers are not practical for use with raw time series as the computation of probability density functions for such high dimensionality time series is not feasible. The linear classifiers (perceptron, least mean square methods, support vector machines, etc.), and non-linear artificial neural networks require large number of samples, at least two times the dimensionality of time series. Even if the required training samples are available, training classifiers with large number of high dimensional vectors is not practical. For similar reasons, raw data based clustering algorithms are rarely used. Instead, a small number of features or model parameters are computed to represent each time series, and then clustering algorithms such as k-means algorithms are used to cluster feature or parameter vectors. A syntactic clustering approach using broad similarity as perceived by humans appears more suitable than mathematical methods in many applications. Therefore, segmentation should lead to a representation that preserve to a great extent salient attributes of the time series to support the development of mathematical and syntactic classification and clustering algorithms. In content based search, the objective is to retrieve time series from the database that are similar in information content to the given query time series Q [1] . The query by content, the representation should be compact, and have higher retrieval and pruning accuracy.
Based on the above discussion, we propose the following criteria for the selection of break points. 1) The perceptually important points (PIP) in the time series should be selected as break points. 2) A minimum number of additional break points should be placed between adjacent perceptually important break points to achieve the desired level of reconstruction accuracy.
When one looks at a time series PIPs grab attention and provide a broad perception of the shape. Also, the time series trend changes occur at the PIPs. Therefore, it is important to retain them explicitly as primary break points during segmentation. However, the shape of the subsequence between adjacent PIPs may be simple or complex. Therefore, additional break points are needed between adjacent perceptually important break points to capture the shape of the section. The number and location of secondary break points should depend on the type of approximation and the level of accuracy desired to adequately support feature based clustering, classification and other operations.
III. EVALUATION OF EXISTING SEGMENTATION METHODS
In this section, several time series segmentation techniques are compared based on the extent to which they are able to support time series matching.
A. Uniform Segmentation
Let T = {x 1 ,x 2 ,…,x n } be a time series of length n. The uniform segmentation partitions T into N segments of equal length n/N, where N << n. Smaller the value of N higher is the compression and lower is the representation accuracy. Each segment is represented by an approximation function. The piecewise aggregation approximation (PAA) [4] represents each segment by the segment mean, the PLA represents each segment by a linear function (straight line) obtained using linear regression or interpolation. Higher degree polynomial or exponential approximation functions may be used. In fact, the degree of the approximating polynomial function need not be the same for all segments.
In Fig. 1 , the time series T 1 is similar in shape to the time series T 2 based on subsequence-to-subsequence similarity. In fact, T 2 [1:460] is identical to T 1 [71: 530] . However, the PAA representations of T 1 and T 2 are very dissimilar illustrating that the PAA representation is not suitable for the identification of the similarity between the two similar time series based on their subsequences. The PAA representation does not retain any information regarding the shape of the time series within segments. The mean values of segments 5 and 9 of T 1 ( Fig. 1) are almost same even though the segments are very different in shape. The PLA representations of T 1 and T 2 are shown in Fig. 2 . Each time series is partitioned into 6 equal length segments. The two representations are quite different from each other making them not suitable for identifying the similarity between T 1 and T 2 . The slope of each straight line segment provides information about local trend (average rate of increase or decrease) of data within the segment. Though this is certainly an improvement over PAA representation, depending on the location of break points, the slope may or may not represent the segment accurately enough for the computation of features needed for feature based time series matching and data mining applications. In Fig. 2 , the linear approximations of segments 1 and 5 of T 1 accurately represent the segments. However, the trends represented by the slopes of the approximating lines fail to represent segments 4 and 6 accurately, thereby adversely affecting the reconstruction accuracy.
In general, uniform segmentation does not include perceptually important local maxima and minima as break points. It is not always possible to know even the approximate location or values of local maxima and minima. Therefore, usually, it is not possible to reconstruct a reasonable approximation of the original time series from the PLA representation unless N is very large. The risk of splitting matching subsequence in T 1 and T 2 into several segments differently is high. This has an adverse impact on subsequence based time series matching. 
B. Non-Uniform Segmentation
The non-uniform segmentation partitions the time series into N segments of unequal length to suit the shape of the time series. The Adaptive Piecewise Constant Approximation (APCA) places more breakpoints in regions of high activity and fewer breakpoints in regions of low activity, and represents each segment by the segment mean [5] . An APCA representation of T 1 in which T 1 is divided into 12 segments is shown in Fig. 3 . The distance measure which satisfies the lower bound criterion is obtained by first projecting the segments of T 1 onto T 2 to obtain the APCA representation of T 2 , and then computing the Euclidean distance between the two representations. It is clear that the APCA representations of the two time series are quite dissimilar illustrating that the APCA representation also suffers from all the disadvantages of the PAA representation. Though there are many names in use, most segmentation algorithms can be grouped into three categories -Sliding Window, Top-Down, and Bottom-Up algorithms [6] . The sliding window approach, starting from the first element that is not part of a segment, grows the next segment until the segment error exceeds a pre-specified threshold. A top-down algorithm recursively partitions the time series at the best possible point until the specified stopping condition is met. A bottom-up algorithm starts with the finest possible resolution and merges segments until the stopping condition is met. The bottom-up algorithms are rarely used.
The PLA representations of T 1 and T 2 obtained by segmenting them using the sliding window approach with error threshold ε = 0.05 are given in Fig. 4 . Fig. 4 The PLA representation of time series T 1 and T 2 using sliding window
Because of its wide spread utility, segmentation continues to receive attention and researchers have proposed several variations to suit specific applications. Yan et al use a two-step process to identify and segment the time series at important maxima and minima [7] . In the first step, the time series T is divided into K subsequences and the maximum and minimum of each subsequence are identified. These maxima and minima are arranged as a sequence in the order of their appearance in T to obtain S. In the second step, local maxima and minima of S are taken as the important maxima and minima of T. Park et al partition the time series into monotonically increasing or decreasing segments and record all local maxima and minima [8] . Then they find the local maximum or minimum that is farthest from the line joining the end points of the time series. If the deviation from the line is greater than a pre-specified threshold then the identified maximum or minimum is taken as a breakpoint and the time series is partitioned into two segments. This process continues recursively until the stop condition is reached. The approach guarantees to include perceptually important maxima and minima as break points. Both approaches do not place additional break points between adjacent PIPs. This limits the level of representation accuracy for segments between PIPs.
Zhou et al suggest using points at which slope changes significantly as breakpoints [9] . Yuelong et al segment a time series at points at which the signal value differs from its immediate neighbor by more than a pre-specified threshold [10] . These two methods do not guarantee the identification of perceptually important maxima and minima as break points. Also, the risk of fragmentation or over-segmentation which has serious adverse impact on time series matching is high.
Lemire has proposed an adaptive segmentation approach where the degree of the approximating polynomial function (constant, linear, quadratic, etc.) varies from segment to segment based on the shape of the segment [11] . The method assigns a complexity of (r+1) for a polynomial function of degree r. Then, given a model complexity k, an algorithm partitions the time series into an appropriate number of constant, linear and quadratic segments such that the representation error is minimized while keeping the sum of complexities of all segments less than or equal to k. Though expected to achieve higher representation accuracy for a given compression ratio, the approach ignores perceptually important points. Therefore, the identification of similarity between two time series when they contain large subsequence that are similar becomes challenging.
In summary, some algorithms minimize representation error for a given compression ratio. Others maximize compression ratio for a given representation error. Only a few algorithms select perceptually important maxima and minima as break points. Even when perceptually important points are used as break points, the trend of the segment between adjacent break points is not adequately captured by placing additional break points between perceptually important break points.
A two stage segmentation approach that results in a PLA representation capable of supporting all cases of time series matching identified in Section II is given in the next section.
IV. TWO STAGE TIME SERIES SEGMENTATION APPROACH

A. The Segmentation Algorithm
The given time series is partitioned into segments in two stages. First, all perceptually important local maxima and minima are identified, and used as primary break points. This step is independent of the type of piecewise approximation (constant, linear, etc.) desired. Then the subsequence between each pair of adjacent primary break points is recursively partitioned into two segments at the optimal point until the error between the desired approximation (linear, quadratic, exponential, mixed, etc.) and the original time series data points becomes less than a pre-specified threshold for all segments. The additional break points are referred to as secondary break points. The number and location of secondary break points depend on the function used for approximating the segments. The resulting representation achieves dimensionality reduction while preserving prominent local features and general shape of the time series. A step-by-step description of the segmentation approach is given below assuming that a piecewise linear approximation is used to represent each segment.
Step 1: Normalize the time series. The time series is normalized by replacing x i by (x i -m)/ σ, where m and σ are the mean and standard deviation of the amplitude values of the time series.
Step 2: Determine perceptually important maxima and minima of the time series as primary break points.
The time series is divided into monotonically nondecreasing (Type 1) and non-increasing (Type 2) sections. A point at which Type 1 and Type 2 sections meet, and Type 2 follows Type 1 is a local maximum. Similarly, a point at which Type 1 and Type 2 sections meet, and Type 1 follows Type 2 is a local minimum. Instead of selecting all, only the prominent local maxima and minima are selected as perceptually important breakpoints. A prominent local maximum is defined as the maximum with raise (amplitude at the maximum -amplitude at the preceding minimum) greater than and the average of raises of all local maxima. The prominent minimum has a similar definition. We have developed an algorithm to find all primary break points in linear time. A brief description of the algorithm is given below.
1) The time series T is scanned to finds all local maxima and minima. For each maximum (minimum), the time index and the increase (decrease) in amplitude value are recorded. Step 3: Recursively partition each segment at the optimal point.
Each segment between adjacent primary break points is partitioned into two sub-segments at the optimal point, and each sub-segment is represented by the line joining its endpoints. The optimal point is defined as the point that minimizes the sum of the representation errors (average of the square of the vertical distances between the approximating line and time series points) of the two sub-segments. If the representation error of a sub-segment is greater than the prespecified tolerance e then the sub-segment is partitioned again into two parts. Otherwise, it is not partitioned further. This recursive process continues until representation error becomes less than e for all sub-segments.
We have developed an algorithm to find all secondary break points and complete segmentation in linear time. (i+1) , the optimal break point can be determined by computing E(k) for all values of k between i and j in linear time. Ideally, a minimum number of secondary break points should be placed between i and j while keeping error of each segment below ε. The proposed algorithm gives a suboptimal solution.
The PLA representations of T 1 and T 2 obtained by the two stage segmentation approach are given in Fig. 5 (a) and Fig. 5  (b) respectively. The proposed segmentation approach, in the first stage, partitions both time series into 6 subsequences by identifying 5 primary break points (excluding end points) which are labeled B through F in Fig. 5 (a) and Fig. 5 (b) . The end points (A and G) are always taken as primary break points. It is interesting to note that the primary break points are identified such that subsequences BC, CD, DE, and EF of T 1 are identical to subsequences BC, CD, DE, and EF of T 2 . In the second stage, these sequences of T 1 and T 2 are further subdivided to obtain secondary break points. 
B. Time Series Matching
The determination of similarity between two time series using the segmentation results obtained from the new twostage approach is described in this section. By remembering the hierarchy or order in which various break points are found, a coarse-fine matching algorithm has been developed. A binary tree is used for recording the segmentation hierarchy of each subsequence between two adjacent primary break points. The structure of the binary tree is simple. Each non-leaf node represents a subsequence T[i:j], its left child represents T[i:k], and right child represents T [k,j] , where k is the optimal break point that splits T[i:j] into two segments. Let, length-l and slope-l denote the length and slope of the line approximating the left partition, and error-l denote the root mean square error of the left partition. Similarly, length, slope and error of right partition are length-r, slope-r, and error-r. In this paper, length-l/length-r, slope-l/slope-r and error-l/error-r are used as features for matching time series. Note, as each non-leaf node has a feature vector, the time series has a hierarchical PLA representation. The non-leaf nodes at any level may be used for matching depending on the desired level of accuracy. The feature vector of a leaf-node specifies the segment's endpoints. Fig. 6 Binary tree representation of subsequence between break points E and F For example, the binary tree representation of subsequence between break points E and F in Fig. 5 (a) is given in Fig. 6 . The root node represents EF. Nodes in level-1 represent Eq and qF. The leaf nodes in level-2 represent Ep and pq. The feature vectors associated with each non-leaf node is also shown in Fig. 6 . From the representations in Fig. 5 , the similarity between T 1 and T 2 can be determined easily by matching binary trees of corresponding subsequences as the feature vectors of corresponding non-leaf nodes are similar (identical in our case).
In general, the task of determining the similarity between two time series T and Q based on subsequence-to-subsequence matching is described below. The PLA representation obtained using the two stage segmentation preserves prominent local maxima and minima as break-points, and represents the subsequence between adjacent break-points by a binary tree. The feature vectors of the non-leaf nodes of the binary tree are invariant to time/amplitude translation and scale. Therefore, it is possible to determine correspondence between segments of T and Q by using primary break points as anchor points. Then a binary tree matching algorithm may be used for the identification of the longest sequence of binary trees in the representation of T that matches a sequence of binary trees in the representation of Q. The representation permits the user to choose coarse or fine approximation depending on the level of accuracy needed, and is natural for coarse-fine processing of time series data. The ability to determine similarity by matching individual sections allows flexibility in defining similarity and supports the development of section based clustering, classification and indexing methods.
V. EXPERIMENTAL RESULTS
In this section, through simulation, we illustrate that the proposed two-stage segmentation approach supports the development of algorithms for piecewise matching of time series capable of handling differences in length, translation, time and amplitude scale. For this purpose, three time series (Mallat and OliveOil from UCR archive [12] , and Pseudo Periodic Synthetic Time Series from UC Irvine archive, http://kdd.ics.uci.edu) are used as basis time series to create a set of 100 time series, and a set of 12 query time series. The set includes 35 time series which are created from the Mallat time series as described below. 1) Several scaled versions of the base time series are created and corrupted with Gaussian noise. The noise mean is kept at zero and standard deviation is varied from time series to time series. 2) Several overlapping subsequences varying in length from 400 to 2000 are selected from different starting positions within the base time series. Some of these subsequences are completely contained in one or more other subsequences. These subsequences are also corrupted with Gaussian noise. Similarly, 36 and 29 time series were created from OliveOil and Pseudo Periodic Synthetic time series, respectively. A set of 12 query time series (4 from Mallat, 4 from OliveOil, and 4 from Pseudo Periodic Synthetic Time Series) is also created using the above procedure.
Each query time series Q is compared with each of the 100 time series T in the data set by matching their PLA representations segment by segment. Two segments are considered similar if their feature vectors are similar. The time series T is considered similar to the query time series Q if 75% of the segments of Q match the segments of T in the same time order. The results are tabulated in Table I . It is interesting to note that there are no false positives. The average recall is over 0.93 with a precision of 1.0. The results are truly encouraging. 
VI. CONCLUSION
The ability to align corresponding segments of the two time series being matched by using perceptually important maxima and minima (primary break points) as anchor points is very beneficial to time series matching. The identification of primary break points is independent of the function used to approximate segments. This paper has given a suboptimal algorithm to obtain secondary break points assuming linear approximation of segments. It is recommended that similar algorithms be developed for quadratic and higher degree polynomial approximations.
