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Abstract A comparative meta-heuristic and mathematical optimization approach is addressed in this
paper to illustrate the weakness and strength of these optimization techniques in solving a large-scale
optimization problem. Harmony Search Algorithm (HSA) is selected as a meta-heuristic and combined
CIPLEX with MINOS under Generalized Algebraic Modeling System (GAMS) as mathematical ones.
CombinedHeat and Power EconomicDispatch (CHP-EDC) is considered in this paper as an aforementioned
large-scale optimization task which has a convex nonlinear optimization model. Three types of thermal
units are considered co-generation units, electrical only and heat-only units. Two adopted case studies
are addressed to compare the meta-heuristic and mathematically optimization algorithm results and a
well-defined large-scale case study also presented to illustrate the feasibility and tractability of proposed
HSA.
© 2012 Sharif University of Technology. Production and hosting by Elsevier B.V.
Open access under CC BY-NC-ND license.1. Introduction
The planning of electric systems covers three time horizons:
short-term,medium-termand long-term. In the short-term, the
usual is to find planning periods of 1 day with hourly periods.
The concern is focused on the operation, i.e. the dispatch and
the unit commitment. For the medium-term, the time horizon
can range from month up to a year. This planning is aimed to
determine the facilities capacity. On the other hand, for the
long-term the time horizons go beyond a year and its objective
is investment planning. Nowadays, in some researches there is
no distinct difference on the degree of detail with which some
interest variables, typical of the short-term, are modeled in the
medium-term planning, since the available calculation abilities
are major [1].
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doi:10.1016/j.scient.2012.10.033Combined Heat and Power, CHP (also co-generation) is the
use of a heat engine or a power station to simultaneously
generate both electricity and useful heat. All power plants emit
a certain amount of heat during electricity generation. This
can be released into the natural environment through cooling
towers, flue gas, or by other means. By contrast, CHP captures
some or all of the by-product heat for heating purposes,
either very close to the plant, or – especially in Scandinavia
and Eastern Europe – as hot water for district heating with
temperatures ranging from approximately 80–130 °C. This
is also called Combined Heat and Power District Heating or
CHPDH. Small CHP plants are an example of decentralized
energy. For most co-generation units, there is a mutual
dependency between heat and power, e.g. the heat production
capacity depends on power generation and vice versa [2].
To accomplish economic and feasible operation of the gen-
erating units, an Economic Dispatch (EDC) tool is implemented
by utility operator. In the EDC, available Combined Cycle Gen-
erating Turbines, CCGT, Gas-fired Turbines, GT, and in this
study only Steam Boilers, SB, has been dispatched to main-
taining heat and power entire of system. In the other words,
the aim of the Combined Heat and Power Economic Dispatch
(CHP-EDC) is to find the optimal allocation of heat and power
among the online units (both energy and steam) of the sys-
tem to cover the heat and power demand, after a unit com-
evier B.V. Open access under CC BY-NC-ND license.
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i Index for only power generation units
j Index for combined heat and power generation
units
k Index for only heat generation units
t Index for time
NP Total number of only power generation units
NCHP Total number of combined heat and power
generation units
NS Total number of only heat generation units
NT Number of periods under study (24 h)
PD,t Hourly electrical demand
SD,t Hourly thermal demand
P∼t Electrical power generated at time t
S∼t Steam generated at time t
Pmin∼ , Pmax∼ Minimum and maximum power generation
level
Smin∼ , Smax∼ Minimum andmaximum heat generation level
a, b, c, α, β, γ , e, f , g, h Constant confidents of thermal
units
mitment is performed [1,3]. Many methods have been applied
to solve the CHP-EDC problems. The CHP-EDC problem is de-
composed into two sub-problems in [4], the heat and power
dispatch, connected through the heat–power feasible region
constraints of co-generation units. They used the Lagrangian re-
laxation technique to solve the power dispatch problem. An ef-
ficient Envelope-based Branch and Bound algorithm (EBB) has
been addressed for solving hourly non-convex CHP models un-
der the deregulated powermarket by Rong and Lahdelma [5]. In
the proposed EBB algorithm, for solving the non-convex single-
period CHP models of a long-term planning problem under the
deregulated power market. In the EBB, which is based on the
Branch and Bound (B&B) algorithm, tight lower bounds has
been computed analytically for pruning the search tree and
the LP sub-problems have been solved through an efficient
envelope-based dual algorithm.
To overcome the non-convexity and incorporating the dif-
ferentials in mathematically methods, evolutionary algorithms
and meta-heuristic methods are proposed. Particle Swarm Op-
timization (PSO) – inspired by the choreography of a bird flock
– has been shown to be successful in handling the above diffi-
culties in optimization, in a simplified and more efficient way
compared to Genetic Algorithms (GA) [6]. Significant work is
done on adjusting PSO to handle multiple objectives, as multi-
objective formulation of problems respond closer to real ap-
plications [3,7]. Both deterministic and stochastic models have
been formulated, and an Improved Particle Swarm Optimiza-
tion (IPSO) method has been developed to deal with the EDC
while simultaneously considering the environmental impact
in [3]. A stochastic method for economic dispatch in a sys-
tem that includes co-generation units is extended to a multi-
objective formulation to include wind power and pollutant
emissions constraints in [7]. Song and Xuan [8], Su and Chi-
ang [9], and Subbaraj et al. [10] applied an improved penalty
function formulation for theGA, a genetic algorithmwithmulti-
plier updating, and a self adaptive real-coded genetic algorithm
to solve the CHP-EDC problem, respectively. Also, Evolutionary
Programming (EP) [11], Fuzzy Decision Making (FDM) [12] and
Improved Ant Colony Search Algorithm (IACSA) [13] were ap-
plied to solve this problem.Another strong meta-heuristic optimization algorithm
which is applied in recent years to solve the EDCproblem isHar-
mony Search Algorithm (HSA), which conceptualizes a behav-
ioral phenomenon of musicians in the improvisation process,
where each musician continues to experiment and improve his
or her contribution in order to search for a better state of har-
mony. The HSA draws its inspiration not from a biological or
physical process like most other meta-heuristic optimization
techniques, but from an artistic one—the improvisation pro-
cess of musicians seeking a wonderful harmony [14,15]. An Im-
proved Harmony Search Algorithm (IHSA) is also presented to
solve multi area economic dispatch problem in [16].
In this paper, comparative studies are carried out to examine
the effectiveness of the HSA versus BARONmethod by applying
two adopted comparable case studies and well defined large-
scale ones with 90 thermal units.
The remainder of this paper is organized as follows.
Theoretical consideration of HSA corresponding mathematical
formulation is addressed in the next section. Representation
of classical EDC is addressed in Section 3. CHP operational
condition and operational region extraction is introduced
in Section 4. Three illustrating examples are addressed to
compare the meta-heuristic and classical optimization results
in Section 5. Conclusion of this paper is conducted in the last
section.
2. Harmony search algorithm
The harmony search algorithm proposed by [17] is a nature-
inspired algorithm,mimicking the improvisation ofmusic play-
ers. The harmony in music is analogous to the optimization
solution vector, and the musician’s improvisations are analo-
gous to the local and global search schemes in optimization
techniques. The HSA uses a stochastic random search, instead
of a gradient search. This algorithmuses harmonymemory con-
sidering rate and pitch adjustment rate for finding the solution
vector in the search space. The HSA is simple in concept, few
in parameters and easy in implementation. It has been success-
fully applied to various optimization problems [14,18–20]. The
optimization procedure of the HSA is as follows:
1. Initialize the optimization problem and algorithm
parameters;
2. Initialize the Harmony Memory (HM);
3. Improvise a new HM;
4. Update the HM;
5. Check for stopping criteria. Otherwise, repeat step 3–4.
The detailed description of the above steps are given in
[19,20] and the brief explanation is given in the following
sections.
2.1. Initialization of problem and HSA parameters
In this step, the optimization problem is specified as follows:
Min f (x)
S.t. g(x) = 0
xk,min ≤ x ≤ xk,max k = 1, 2, . . . ,N
(1)
where f (x) is the objective function, g(x) is the equality
constraint, x is the set of decision variables, xmin and xmax are
minimum and maximum limits of decision variables and N
is the number of decision variables. The HSA parameters are
also specified in this step. These are the Harmony Memory
Size (HMS) or the number of solution vectors in the harmony
memory, Harmony Memory Considering Rate (HMCR), Pitch
Adjustment Rate (PAR), Bandwidth (BW) rate and the Number
of Improvisations (NI) or the stopping condition.
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The harmony memory is a memory location where all
the solution vectors (sets of decision variables) are stored.
The HMS is similar to the number of population in other
evolutionary algorithms. The HM matrix (Eq. (2)) is filled with
as many randomly generated values between its minimum and
maximum limits.
HM =

x11 x
1
2 · · · x1N−1 x1N
x21 x
2
2 · · · x2N−1 x2N
...
...
...
...
...
xHMS−11 x
HMS−1
2 · · · xHMS−1N−1 xHMS−1N
xHMS1 x
HMS
2 · · · xHMSN−1 xHMSN
 . (2)
2.3. Improvisation of a new harmony from the HM
A new harmony vector, X ′ = (x′1, x′2, . . . , x′N), is generated
based on three rules:
(1) Memory consideration;
(2) Pitch adjustment;
(3) Random selection.
Generating a new harmony is called as improvisation.
In thememory consideration, the value of decision variables
X ′ for the new vector are selected from (x1 − xHMS). The MCR,
which varies between 0 and 1, is the rate of choosing one value
from the historical values stored in HM, while (1-HMCR) is the
rate of randomly selecting one value from the possible range of
values as:
x′i =

x′i ∈

x1i , x
2
i , . . . , x
HMS
i

if rand ≤ HMCR
x′i ∈ Xi otherwise
(3)
where rand is the uniform random number in the range
between 0 and 1 and Xi the set of possible range of values for
each decision variable, that is xi,min ≤ Xi ≤ xi,max.
For example, a HMCR of 0.7 indicates that the HSA will
choose the decision variable from historically stored values in
the HM with a 70% probability or from the possible range of
values with a 30% probability. After the memory consideration,
every component is examined to determine whether it should
be pitch-adjusted. This operation uses the PAR parameter,
which is the rate of pitch adjustment as follows:
x′i =

x′i ± rand× BW if rand ≤ PAR
x′i otherwise
(4)
where BW is the arbitrary distance bandwidth. To improve the
performance of the HSA, PAR and BW are changed during each
generation as follows:
PAR(g) = PARmin + PARmax − PARminNI × g, (5)
where PAR(g) is the pitch adjusting rate of current generation,
PARmin is the minimum pitch adjusting rate, PARmax is the
maximum pitch adjusting rate, g is the current generation
number and NI is the number of improvisations.
BW (g) = BWmax exp
 Ln

BWmin
BWmax

NI
× g
 , (6)
where BW (g) is the bandwidth rate of current generation,
BWmin is the minimum bandwidth rate and BWmax is the
maximum bandwidth rate [18].2.4. Updating the harmony memory
Updating the harmony memory in HSA for multi-objective
optimization problem differs from that of basic HSA. In this
work, non-dominated sorting and ranking scheme, proposed
by [21], is used to find the Pareto optimal solutions. The new
HM, generated by improvisation process, is combined with
the existing HM to form 2 ∗ HMS solution vectors. Then non-
dominated sorting and ranking procedure is performed on
the Combined Harmony Memory (CHM). Once the ranking is
assigned to all the solution vectors in the CHM, a diversity
rank is assigned to the solution vectors, which are in the same
non-dominated front, using the crowding distance metric. The
crowding distance is an indication of the density of the solution
vectors surrounding a particular solution vector. The measure
of crowding distance is generally based on the average distance
of the two solution vectors on either side of a solution vector,
along each of the objectives. Finally, the best HM, which is
of size HMS, is selected from the CHM in the order of their
ranking for the next improvisation. To choose exactly HMS
solution vectors from the last non-dominated front, crowded
comparison operator is used to select the best solutions needed
to fill the HMS.
2.5. Stopping criterion
The HSA is stopped when the number of iterations has been
met. Otherwise, Sections 2.3 and 2.4 are repeated [18].
3. Classical economic dispatch
The EDC problem consists in allocating the total de-
mand among generating units so that the production cost is
minimized. Generating units have different production costs
depending on the prime energy source used to produce elec-
tricity (mainly coal, oil, natural gas, uranium, and water stored
in reservoirs). The operational costs vary significantly; for ex-
ample, the marginal costs for nuclear, coal, and gas units may
vary considerably, taking on values ranging between $0.03 and
$0.20 per kWh. In addition to the continuous decisions on how
to allocate the demand among generating units, another deci-
sions involve calculating the MW outputs of all units (a set of
continuous variables). Each generating unit is assigned a func-
tion, Ci(PGi), characterizing its generating cost in $/h in terms
of the power produced in MW, PGi, during 1 h. This function
is obtained by multiplying the heat rate curve, expressing the
fuel consumed to produce 1 MW during 1 h, by the cost of the
fuel consumed during that hour. Note that the heat rate is the
measure for energy efficiency of the generating unit. The cost
function is generally approximated by a convex quadratic or
piecewise linear function, as illustrated in Figure 1 [22] or
maybe has a non-convex nature as non-convex production
function which is described in the next section.
Considering n generating units, the total production cost is:
C (PG) =
n
i=1
Ci (PGi), (7)
where PG is the column vector of the unit generation levels PGi.
If the system total demand is PD and all generating
units contribute to supply this demand, total production or
generation must equal the total demand.
n
i=1
PGi = PD. (8)
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(Eq. (7)) with respect to the unit generation outputs, PGi, subject
to the power balance (Eq. (8)), and to the generating unit
operational limits,
PminGi ≤ PGi ≤ PmaxGi , (9)
where superscripts ‘‘min’’ and ‘‘max’’ indicate minimum and
maximum, respectively [22].
4. CHP operating area representation
The characteristic operating area of a simple back-pressure
CHP plant is often convex. However, for more advanced co-
generation technologies, such as back-pressure plants with
condensing and auxiliary cooling options, gas turbines, and
combined gas and steam cycles, the characteristic may be non-
convex. A CHP plant can also have a number of alternative op-
erating modes that shift some or all of the characteristic points.
This makes the characteristic non-continuous (and thus non-
convex). The shut-down state typically also makes the char-
acteristic non-continuous. However, a non-convex CHP plant
model can be divided into multiple convex sub-models, which
can be encoded as alternative model components. Figure 2 il-
lustrates the non-convex characteristic of a back-pressure plant
with different operating modes. The characteristic is projected
onto the p–q (power–heat) plane and the c-coordinate at each
extreme point is shown numerically. The characteristic area
is divided into three convex sub-areas: A1, A2 and A3. A1 is
formed by extreme points 1, 8, 9, 2 and 3. This area includes the
normal back-pressure operation mode (line between points 1
and 2), gradual shift into condensing mode (area within points
1, 2 and 3) and the reduction mode (area within points 1, 8, 9
and 2). The auxiliary cooling operating mode must be split into
two convex sub-areas; A2 is formed by extreme points 1, 3, 6,
5, and 4 and A3 by points 2, 7, 6, and 3. The plant can only oper-
ate in one convex sub-area each time, but some extreme points
may belong simultaneously to several areas. To enable (or ac-
tivate) a convex sub-area means enabling the extreme points
that define the sub-area and disabling the remaining extreme
points [5].
For the sake of simplicity, a convex region of the operating
area of units is considered here. As it mentioned previously,
the paper considers three types of units including pure power,
combined power and heat, and pure heat units. For co-
generation units, the heat–power feasible operation region of
a combined power and heat unit is shown in Figure 3 where the
boundary curve ABCDEF determines the feasible region. Along
the boundary there is a trade-off between power generation
and heat production from the unit. It can be seen that along theFigure 2: Non-convex characteristic of a back-pressure plant with different
operating modes (p = power, q = heat).
Figure 3: Typical heat–power feasible region for co-generation units.
curve AB the unit reaches maximum output power. In contrast,
the unit reaches maximum heat production along the curve CD.
Therefore, power generation limits of co-generation units are
the combined functions of the unit heat production and vice
versa [2].
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The CHP-EDC problem of a system is to determine the unit
heat and power production so that the system production
cost is minimized while the heat–power demands and other
constraints are met.
The CHP-EDC problem can be mathematically stated as
follows:
Min
n p
i=1
Ci (Pi)+
nc
j=1
Cj (Pj, Sj)+
ns
k=1
Ck (Sk). (10)
Subject to :
n p
i=1
Pi +
nc
j=1
Pj = PD, (11)
nc
j=1
Sj +
ns
k=1
Sk = SD, (12)
Pmini ≤ Pi ≤ Pmaxi i = 1, . . . , np, (13)
Pminj (Sj) ≤ Pj ≤ Pmaxj (Sj) j = 1, . . . , nc, (14)
Sminj (Pj) ≤ Sj ≤ Smaxj (Pj) j = 1, . . . , nc, (15)
Smink ≤ Sk ≤ Smaxk k = 1, . . . , ns, (16)
where C is the unit production cost; P is the unit power
generation; S is the unit heat production; SD, PD are the
system heat and power demands; i, j and k are the indices of
conventional power units, co-generation units, and heat-only
units, respectively; np, nc and ns are the numbers of the types
of unitsmentioned above; Pmin, Pmax, Smin and Smax are the unit
power capacity limits and heat capacity limits, respectively. In
the heat–power feasible operation region of a combined cycle
co-generation unit, the power outputs and heat outputs are
restricted by their own upper and lower limits, and in some
cases changing one would affect the other. It is obvious that
the complication arising in the CHP-EDC problem is due to
the mutual dependencies of extra constraints than in the pure
economic dispatch problem [23].
4.2. CHP-EDC mathematical optimization representation
In this sub-section, we present the optimization problem in
Lagrangian and Karush–Kuhen–Tucker (KKT) standard format.
In mathematics, the Karush–Kuhn–Tucker conditions (also
known as the Kuhn–Tucker conditions) are necessary for a
solution in nonlinear programming to be optimal, provided that
some regularity conditions are satisfied. Allowing inequality
constraints, the KKT approach to nonlinear programming
generalizes the method of Lagrange multipliers, which allows
only equality constraints [24].
ℑ(Pi, Pj, Sj) =
np
i=1
Ci(Pi)+
nc
j=1
Cj(Pj, Sj)+
ns
k=1
Ck(Sk)
+ λp

PD−
np
i=1
Pi +
nc
j=1
Pj

+ λs

SD−
nc
j=1
Sj +
ns
k=1
Sk
+
nc
i=1
ηmaxj,Pj

Pj − Pmaxj (Sj)

+
nc
j=1
ηmaxj,Pj

Pminj (Sj)− Pj

+
nc
j=1
ωmaxj,Sj

Sj − Smaxj (Pj)

+
nc
j=1
ωminj,Sj

Sminj (Pj)− Sj

+
ns
k=1
ψmaxk,Sk

Sk − Smaxk

+
ns
k=1
ψmink,Sk

Smink − Sk

, (17)
where µmaxi,Pi , µ
min
i,Pi
, ηmaxj,Pi , η
min
j,Pi
, ωmaxj,Sj , ω
min
j,Sj
, ψmaxk,Sk and ψ
min
k,Sk
are
the Lagrange multipliers.
In the next section, two adopted case studies are presented
to illustrate both HSA and a classic algebraic one and a large-
scale case study is also addressed to clarify the feasibility
and tractability of HSA in solving such large-scale, non-
convex, nonlinear problems with large number of equality and
inequality constraints in real word case studies.
5. Simulation example and case studies
In this section we address three case studies to compare
the meta-heuristic and mathematically optimization algorithm
results. These aforementioned case studies have also been
considered in recent literature, too. The last case study is a
large-scale example which contains 90 thermal units with the
scheduling time of 24 h.
5.1. Example 1
The first example which was originally proposed by [4]
consists of a conventional power unit, two co-generation units
and a heat-only unit. The objective is to find the minimum
overall cost of units subject to constraints on heat and power
production and maintaining demands. The system power and
heat demands are 200 MW and 115 MMBTU, respectively.
This problem has been solved by Lagrange relaxation [4],
Envelope-Branch-and-Bound (EBB) algorithm [5], Evolutionary
Programming (EP) [11], Harmony Search Algorithm (HSA-I)
[25], GA [8], Improved Ant Colony Search Algorithm (IACSA)
[13], and recently, the Improved Harmony Search Algorithm
(HSA-II) ones [23]. Table 1 lists the results of the above problem
obtained by the HSA-II and BARON solver, and compares them
with the results reported by other methods.
The first example cost function and constraints are as below:
Min
C1(P1)+
3
j=2
Cj(Pj, Sj)+ C4(S4)
Subject to
P1 + P2 + P3 = 200 MW,
S2 + S3 + S4 = 115 MMBTU,
0 ≤ P1 ≤ 150 MW,
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Method P1 P2 P3 S2 S3 S4 Cost
Lagrangian relaxation [4] 0.00 160.00 40.00 40.00 75.00 0.00 9257.10
Branch and Bound [5] 0.00 160.00 40.00 40.00 75.00 0.00 9257.10
Genetic algorithm [8] 0.00 159.23 40.77 39.94 75.06 0.00 9267.28
Evolutionary Programming [11] 0.00 160.00 40.00 40.00 75.00 0.00 9257.10
Improved Ant Colony [13] 0.08 150.93 49.00 48.84 65.79 0.37 9452.20
Harmony search algorithm I [25] 0.00 160.00 40.00 40.00 75.00 0.00 9257.10
Harmony search algorithm II [23] 0.00 200.00 00.00 0.00 115.00 0.00 8606.07
GAMS 0.00 200.00 00.00 0.00 115.00 0.00 8606.07Table 2: Optimal solutions for Example 2.
Pd Sd Method P1 P2 P3 P4 S2 S3 S4 S5 Cost
Case I 300 150
GA [25] 135.00 70.81 80.54 10.84 39.81 83.28 00.00 29.64 13779.50
HSA-I [25] 134.74 48.20 81.09 16.23 23.92 100.85 6.29 38.7 13723.20
HSA-II [23] 135.00 18.15 13.075 133.77 84.06 37.76 00.00 28.11 13613.00
GAMS 135.00 23.32 10.91 130.764 72.837 40.60 00.00 36.56 13605.37
Case II 250 175
GA [25] 119.22 45.12 78.94 15.82 22.63 69.89 18.4 54.99 12327.37
HSA-I [25] 134.67 52.99 85.69 10.11 39.73 52.23 4.18 45.4 12284.45
HSA-II [23] 135.00 0.111 00.00 114.88 85.81 56.31 00.00 32.81 11836.00
GAMS 135.00 00.00 00.00 115.00 80.85 55.26 00.00 38.88 11834.59
Case III 160 220
GA [25] 37.98 76.39 106.00 10.41 38.37 35.03 15.84 59.97 11837.40
HSA-I [25] 41.41 66.61 97.73 10.59 40.23 41.39 22.83 59.21 11810.88
HSA-II [23] 135.00 00.00 00.00 25.00 87.256 58.15 40.18 34.37 9318.10
GAMS 135.00 00.00 00.00 25.00 81.662 56.13 42.74 39.45 9316.240 ≤ S4 ≤ 2695.2 MMBTU,
C1 = 50P1,
C2 = 2650+ 14.5P2 + 0.0345P22 + 4.2S2
+ 0.030S22 + 0.031P2S2,
C3 = 1250+ 36.0P3 + 0.0435P23 + 0.6S3
+ 0.027S23 + 0.011P3S3,
C4 = 23.4S4.
5.2. Example 2
This second example consists of a conventional power unit,
three co-generation units and a heat-only unit [25] solved this
problem using the HSA and GA method for three different heat
and power demand cases. Table 2 lists the results of the above
problem obtained by the GAMS-BARON solver, and compares
them with those reported by [23,25].
Min
C1(P1)+
4
j=2
Cj(Pj, Sj)+ C5(S5).
Subject to
P1 + P2 + P3 + P4 = PD
S2 + S3 + S4 + S5 = SD,
35 ≤ P1 ≤ 135 MW,
0 ≤ S5 ≤ 60 MMBTU,
C1 = 254.8863+ 7.6997P1 + 0.0017P21 + 0.00011P31 ,
C2 = 1250+ 36.0P2 + 0.0435P22 + 0.6S2
+ 0.027S22 + 0.011P2S2,C3 = 2650+ 34.5P3 + 0.1035P23 + 2.203S3
+ 0.025S23 + 0.051P3S3,
C4 = 1565+ 20.0P4 + 0.0720P24 + 2.300S4
+ 0.020S24 + 0.04P4S4,
C2 = 950+ 2.0109S5 + 0.038S25 .
5.3. Example 3
The previous case studies are presented in order to compare
the feasibility and tractability of the HSA versus other meta-
heuristic and algebraic optimization algorithms. Nonlinear
programming methods have a problem of convergence and al-
gorithmic complexity. Newton based algorithm have a problem
in handling large number of inequality constraints [26]. In order
to make numerical methods more convenient for solving the
CHP-EDC problem, HSA has been successfully employed here
to solve this non-smooth, non-convex, large-scaled and non-
linear optimization problem.
This example also consists of conventional power unit, co-
generation units and heat-only ones. Total number of units
is 90 and the system data is presented in Table 3. In this
case, the hourly electrical and steam load demand expected
to be determined are shown in Tables 4 and 5, respectively.
It assumes that the statuses of these units are determined
in unit commitment problem, i.e. all presented units are
available in hourly generation scheduling. In this example,
valve-point effect of all generation, co-generation and heat-
only units are also considered. The sequential valve-opening
process for multi-valve steam turbines produces ripple like
effect in the heat rate curve of the generator. This effect is
included in CHP-EDC by superimposing the basic quadratic fuel
cost characteristics with a rectified sinusoidal component. The
objective function and corresponding constraint is as follows:
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A B c α B γ Pmin Pmax Smin Smax Type* e f g h NU**
1.1–1.11 1200 10 0.01 4.5 0.03 0.025 20 200 45 2450 1 300 0.001 150 0.01 11
1.12–1.15 1350 8 0.01 0.0 0.00 0.000 10 100 0 0 2 250 0.002 0 0 4
2.1–2.10 1250 9 0.015 10 0.025 0.030 10 150 25 2000 1 125 0.001 85 0.02 10
2.11–2.20 1150 11 0.012 0.0 0.00 0.000 15 250 0 0 2 150 0.003 0 0 10
2.21–2.25 1000 0 0 15 0.03 0.015 0 0 15 1500 3 0 0 100 0.05 5
4.1–4.10 1840 12 0.012 0.4 0.02 0.027 35 450 40 2500 1 200 0.003 175 0.03 10
5.1–5.5 1780 35 0.03 2.5 0.035 0.031 20 200 30 1500 1 125 0.006 100 0.01 5
6.1–6.8 1900 24 0.02 12 0.027 0.031 25 400 40 1800 1 215 0.005 115 0.05 8
6.9–6.10 1300 0 0 10 0.02 0.010 0 0 10 1000 3 0 0 400 0.08 2
8.1–8.10 1550 17 0.045 0.0 0 0.000 15 250 0 0 2 235 0.004 0 0 10
8.11–8.15 1450 16 0.035 0.0 0 0.000 15 250 0 0 2 200 0.003 0 0 5
8.16–8.20 1300 18 0.04 0.0 0 0.000 15 250 0 0 2 175 0.005 0 0 5
8.21–8.24 2000 0 0 15 0.03 0.015 0 0 15 1500 3 0 0 350 0.06 5
* Type of thermal units, 1: CHP units, 2: Only power generation units, 3: Only heat generation units.
** Total number of units (same units).Table 4: Hourly electrical demand.
Hours PD, MW
D1,6,7 D3 D4 D5 D8
1 562.5 1125 4500 2250 1687.5
2 585 1170 4680 2340 1755
3 525 1050 4200 2100 1575
4 487.5 975 3900 1950 1462.5
5 502.5 1005 4020 2010 1507.5
6 600 1200 4800 2400 1800
7 712.5 1425 5700 2850 2137.5
8 757.5 1515 6060 3030 2272.5
9 817.5 1635 6540 3270 2452.5
10 810 1620 6480 3240 2430
11 825 1650 6600 3300 2475
12 862.5 1725 6900 3450 2587.5
13 832.5 1665 6660 3330 2497.5
14 772.5 1545 6180 3090 2317.5
15 764.5 1528.5 6115 3057 2293
16 795 1590 6360 3180 2385
17 787.5 1575 6300 3150 2362.5
18 840 1680 6720 3360 2520
19 802.5 1605 6420 3210 2407.5
20 787.5 1575 6300 3150 2362.5
21 682.5 1365 5460 2730 2047.5
22 645 1290 5160 2580 1935
23 637.5 1275 5100 2550 1912.5
24 600 1200 4800 2400 1800
Min
NP
i=1
NT
t=1
[Fci(Pit)] +
NCHP
j=1
NT
t=1
[Fcj(Pjt , Sjt)]
+
NS
k=1
NT
t=1
[Fck(Skt)],
where:
Fci(Pit) = a+ bPit + cP2it + |e ∗ sin(f (Pmini − Pit))|
Fcj(Pjt , Sjt) = a+ bPjt + cP2jt + |e ∗ sin(f (Pminj − Pjt))|
+αSjt + βS2jt + γ PjtSjt
+ |g ∗ sin(h(Sminj − Sjt))|
Fck(Skt) = a+ αSkt + βS2kt + |g ∗ sin(h(Smink − Skt))|,
where e, f , g , and h are valve-point loading coefficients of
thermal units. Hence, the total operational cost that must be
minimized according to the objective function, hourly electricalTable 5: Hourly thermal demand.
Hours SD,MMBTU
S1 S2 S4 S5 S6 S8
1 7500 20000 1500 7500 12500 6250
2 7500 20000 1500 7500 12500 6250
3 7500 20000 1750 7500 12500 6250
4 7500 21000 1750 7500 12500 6250
5 7500 21000 2000 7500 12500 6250
6 7500 22000 2000 7500 12500 6250
7 5000 20000 3000 6250 12500 6250
8 5000 20000 3000 6250 12500 6250
9 4000 18750 4000 6250 10000 6250
10 3750 17500 4000 6250 10000 6250
11 3500 17500 5000 6250 10000 6250
12 2500 16250 5000 6250 10000 6250
13 2500 16250 5000 5000 10000 6250
14 2000 15000 5000 5000 10000 6250
15 2000 15000 5000 5000 10000 6250
16 2000 12500 4000 5000 10000 6250
17 2250 12500 4000 5000 10000 6250
18 2250 12500 3000 5000 10000 6250
19 3500 13750 3000 6250 8750 6250
20 3500 13750 2500 6250 8750 6250
21 4500 15000 2500 6250 8750 6250
22 5000 16500 2500 7500 8750 6250
23 6000 18750 2500 7500 8750 6250
24 7000 18750 2500 7500 8750 6250
and heat–power generated by the available thermal units are
subjected to:
– Satisfying hourly electrical demand:
NP
i=1
Pit +
NCHP
j=1
Pjt = PD,t (t = 1, . . . ,NT ).
– Satisfying hourly thermal load:
NCHP
j=1
Sjt +
NS
k=1
Skt = SD,t (t = 1, . . . ,NT ).
– Power generation limits:
Pmini ≤ Pit ≤ Pmini i = 1, 2, . . . ,NP t = 1, 2, . . . , T .
– Power and heat generation limits:
Pminj ≤ Pjt ≤ Pmaxj j = 1, 2, . . . ,NCHP t = 1, 2, . . . , T
Sminj ≤ Sjt ≤ Smaxj j = 1, 2, . . . ,NCHP t = 1, 2, . . . , T .
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– Heat generation limits:
Smink ≤ Skt ≤ Smaxk k = 1, 2, . . . ,NS t = 1, 2, . . . , T .
In the case study presented here, the transmission network
effects are disregarded (transmission losses, network flow and
congestion), i.e. in this work the electrical power could be
satisfied in electrical network, while the heat–power served
locally. Figure 4 illustrate the single line diagram of the 8-bus
test system.
As mentioned above, in such a case that the number of
decision variables, equality and inequality constraints are very
large, the classical branch and bound optimization technique
(which developed in BARON solver in GAMS platform) would
not overcome these challenges. Hence, to obtain a solution the
nearest to the optimal solution in smaller time in problems
of such these large-scale problems, meta-heuristic methods
would be implemented. The HSA is one of the best tractable
and strong meta-heuristic methods which has been recently
presented and also applied in recent years to solve the EDC
problem [27]. In this work, non-dominated sorting and ranking
scheme is used to find the Pareto optimal solutions. The new
HM generated by improvisation process is combined with the
existing HM to form 2 ∗ HMS solution vectors. Then non-
dominated sorting and ranking procedure is performed on the
CHM. Once the ranking is assigned to all the solution vectors
in the CHM, a diversity rank is assigned to the solution vectors,
which are in the samenon-dominated front, using the crowding
distance metric in [21]. The measure of crowding distance is
generally based on the average distance of the two solution
vectors on either side of a solution vector, along each of the
objectives. The main advantage of the proposed approach is
the tractability and assigning all possible solutions, especially
in multi-objective optimization tasks. To choose exactly HMS
solution vectors from the last non-dominated front, crowded
comparison operator is used to select the best solutions needed
to fill the HMS. In such an example, the main objective function
of which is based on cross-coupling constraints (power and
heat generation), the proposed HSA would result an optimalor near optimal solutions. In comparison with the GA, the total
cost of HSA is $5.7236E + 7, while total cost obtained in GA is
$6.2945E + 7. The obtained solution result in GA is one of the
nearest optimal or local optima, which has been dominated in
proposed HSA.
6. Conclusion
This paper presents two comparative approaches in Com-
bined Heat and Power Economic Dispatch (CHP-EDC). Based
on the features of the non-convex features of the operational
region of the cogeneration units, in recent years, a number of
approaches have been developed for solving the EDC using clas-
sical mathematical programming methods and meta-heuristic
ones. In this paper, we compare HSA as a meta-heuristic and
mathematically nonlinear optimization solver (BARON) based
on KKT optimally condition. Despite numerical methods more
convenient for solving the EDCs, themathematically technique,
which is implemented in this paper, has been successfully em-
ployed to solve the EDC as a non-smooth optimization prob-
lem and the results of the BARON solver is better than other
techniques presented up to this time for simple case studies.
However, the BARON has a problem of convergence and algo-
rithmic complexity in handling the large number of inequality
constraints and large number of decision variables.
The HSA is one of the most recent developed optimization
techniques which results in optimal or near optimal solutions.
In the large-scaled, non-smooth, non-linear and non-convex
CHP-EDC problem, which is presented in Section 5.3, the total
numbers of decision variables and the inequality constraints are
large.
The HSA ability has been demonstrated using an illustrative
example consisting of 90 thermal units whose incremental
fuel cost function takes into account the valve-point loading
effects. Moreover, in order to handle constraints effectively, a
constraint treatment mechanism inspired in [27,28] is devised
in the calculus of cost function used in HSA approaches.
Numerical results reveal that the HSA converged to good
solutions in comparisonwith results using othermeta-heuristic
and classical algebraic results of recent literature. The results
obtained from the HSA in the last example, which is a large-
scale one, reveal that the classical algebraic optimization
algorithms could not overcome the large number of decision
variables and inequality constraints. It should also be noted
that the valve-point effects which were considered in the last
example lead the problem to be more complex. The feasibility
and tractability of the HSA is confirmed in this paper through
examining by a large-scale, non-convex, non-linear problem
with large number of equality and inequality constraints.
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