












































のアクセラレータ搭載の並列計算機向けの拡張言語 XcalableMP acceleration device extension による
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そこで，近年，NVIDIA社の GPU（Graphics Processing Unit） [1]や Intel社の Xeon Phi [2]など
のアクセラレータ（演算加速器）が持つ，高い演算性能やメモリバンド幅，電力あたりの性能に注目し，




徴として挙げられる．TOP500と同様に HPL（High Performance Linpack）ベンチマークを用いて，電













発を進めている，PGAS（Partitioned Global Address Space）並列プログラミング言語 XcalableMPに
着目し，アプリケーションの生産性とシステムリソースの効率的利用を両立するためのプログラミングフ
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レームワークを提供することを目的とする．
本論文では，特に，アクセラレータとして代表的な GPU を搭載した GPU クラスタのヘテロジニア

















直接通信機構 TCA/PEACH2とコモディティネットワークである InniBandによる TCA/InniBand
ハイブリッド通信を提案する．クラスタシステム内のすべてのノードが，InniBand によってフラッ
トに接続されていることは自然であり，このネットワーク中のローカルな通信を加速するネットワーク





















Adaptive Communication Hub version 2）に基づく TCA（Tightly Coupled Accelerators）アーキテ
クチャの概要とその基礎通信性能を示す．
第 6章では，GPUクラスタにおける，コモディティネットワークである InniBandと GPU間直接通











GPGPU（General-Purpose computing on GPU）が注目されるようになった．GPGPUが広く利用さ
れるようになった要因として次の 2つが挙げられる．
一つは，高い浮動小数点演算性能である．GPUは，数百から数千コアが同時に演算を行うことが可能













































































演算性能の向上はめざましいものがある．例えば， Haswellアーキテクチャの Intel Xeon E5 v3は最大
で 18 コアを搭載しており，以前の数倍ものコアを 1 つのソケット内に実装している．さらに，Intel の
AVX2命令を代表とする，SIMD（Single Instruction Multiple Data）命令が強化されたことによって，
単一コアの性能も向上している．このことからも，CPUの演算性能を無視することはできない．
そこで，GPUと CPUによるワークシェアリングを考える．大島らの研究 [7]では，GPUを用いる演
算において，CPU の負荷が低いことに注目し，GPU と CPU を並行利用することで GPU のみを計算
に利用した時と比較して HPL において 1.45 倍の性能向上を達成している．遠藤らの研究 [8, 9] では，
CPUとアクセラレータである GPUおよび ClearSpeedを並行利用することで，HPLにおいて CPUの
みの演算に対して 2.28倍の性能向上を達成している．一方で，GPUと CPUによるワークシェアリング
において，計算リソースの性能を最大限利用するためには，リソースに応じた最適なデータサイズを割り







最新の GPUでは，GPUDirect Support for RDMA（以降「GDR」と略す） [10]を用いた，GPU間で
ホストメモリを経由しない，直接データ通信が可能な技術が提供されている．コモディティネットワーク







波大学の密結合並列演算加速機構 TCA（Tightly Coupled Accelerators）アーキテクチャ [14, 15, 16, 17]
や NVIDIA社の NVLink [18]などが開発されている．NVLinkは，ノード内の複数の GPUを高速なバ
スで直接接続する．現在開発されている，NVLink 1.0は PCIe Gen3に基づいているが，将来の NVLink
2.0 では，専用の通信バスを提供することでさらに効率的な GPU 間直接通信が可能になると考えら
れる．TCA はそのプロトタイプ実装として PCIe Gen2 に基づく PEACH2（PCI Express Adaptive
Communication Hub version 2）システムを用いて，ノードを跨ぐ複数の GPU 間での直接通信を実現
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2.1.4 GPUクラスタにおける生産性
すでに，GPUクラスタにおけるプログラミングは，MPIや OpenMPに加えて GPUを制御するため



















本研究で用いている StarPUのように，ノード内の CPUと GPUにデータを割り当て，ワークシェア
リングを行うランタイムシステムに Qilin[19] がある．Qilin は，C++ ベースの API を用いて CPU 用
のマルチスレッドコードと GPU用の CUDAコードを出力する．また，Qilinには単にデータを CPUと
GPUに割り当てる機能だけでなく，GPUと CPUに割り当てるデータの割合を変更することができる．
Qilinによるアプリケーションの実行は，事前にいくつかのデータセットを用いてデータをデータベース




シェアリングだけにしか対応していないことや，ノード内の 1 CPUと 1 GPUでしか実行ができないと
いう制約がある．これでは，HA-PACSのような複数の CPUソケットや GPUを搭載した GPUクラス
タ環境では，計算リソースを有効に活用できない．一方，本実装に用いた StarPUは，マルチノード環境
に対応していることやノード内に複数の CPUソケットや GPUが存在する環境でも，計算リソースを全
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て活用できる．さらに，2015年現在も開発が続けられているため，最新のアーキテクチャへの対応もよ
り迅速に行うことが可能である．









大島らの研究 [7] や遠藤らの研究 [8, 9] では，多くのアプリケーションで用いられている行列積に対
して，CPU とアクセラレータによるワークシェアリングを行っている．使用している CPU やアクセ
ラレータの組み合わせは異なるが，両研究ともワークシェアリングによる行列積を HPL 内の GEMM











ある．演算性能に関して，大島らの研究 [7]では，CPUと GPUに 50%ずつデータを割り当てた時に，
GPUのみの HPLに対して 1.45倍の演算性能を達成している．遠藤らの研究 [8, 9]では，CPUに 35%，
ClearSpeedに 32%，GPUに 33%のデータを割り当てた時に，CPUのみの HPLに対して 2.28倍の演
算性能を達成している．これらのデータの割合からわかるように，CPUの演算性能とアクセラレータの
演算性能は非常に拮抗している．しかしながら，現在の環境，例えば，筑波大学の GPU クラスタであ






アクセラレータ向けのコンパイラとして PGI Accelerator Compilers[21] や HMPP Workbench[22]
が挙げられる．これらは GPU を含めた様々なアクセラレータを対象とした指示文を提供する．PGI
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Accelerator compilers は NVIDIA 社の CUDA が動作する GPU 向けのソースコードを生成できる．
HMPP Workbench はバックエンドコンパイラとして CUDA や OpenCL を用いているため，逐次の
ソースコードに指示文を挿入することで，マルチコア CPU や GPU 向けのプログラムを生成する．し
かし，これらの環境では CPU または GPU での実行を対象としているため，GPU クラスタにおける
GPU/CPUハイブリッドワークシェアリングをすることができない．XMP-dev/StarPUは元になって




られる．また，XMP-dev のベースとなっている XMP で記述されたコードも，一部を変更することで
XMP-dev 対応することが原理的に可能である．中尾らの研究 [24] では XMP による共役勾配法の並列
化が行われているように，XMP-dev/StarPUは様々なアプリケーションへの対応が可能であると考えら
れる．
一方，MAGMA[25] における NVIDIA の GPU 向けの BLAS（Basic Liner Algebra Subprograms）
に StarPU を適用した研究 [26] がある．これはライブラリレベルで GPU と CPU のワークシェアリン
グを行っており，言語レベルで GPUと CPUによるワークシェアリングを行う XMP-dev/StarPUのフ
レームワークにも適用が可能だと考えられる．性能に関しても，StarPUを用いることでコレスキー分解
を GPU1台のみ使う実行時間に対して，Intel Nehalem X5550 6cores，NVIDIA FX5800 3台という環







APEnet+[27, 28]は，現在の Keplerアーキテクチャの前の世代である Fermiアーキテクチャの GPU間
通信を実現した研究である．PEACH2のように，FPGA（Field-Programmable Gate Array）を用いた
ネットワークインタフェースであり，3-Dトーラスネットワークを構築する．しかしながら，APEnet+
は，独自のプロトコルを用いて GPU 間通信を実現し，GDR ではない GPUDirect P2P プロトコルを






載した GPUを用いることで，GPU間直接通信を実現している [29]. これをMPIのインタフェースに適
用したものとして，オハイオ州立大学のMVAPICH2-GDR（MV2GDR）がある [10]. TCA/PEACH2
も同様に GDR を用いた通信であるが，InniBand による通信では，HCA 間の通信で PCIe とは異な
第 2章 研究の背景と目的 10
るプロトコルを用いる．一方，PEACH2は PCIeのパケットをそのまま利用できるのでプロトコル変換
のオーバヘッドがなく，InniBandによる GDR と比べて低いレイテンシで通信が可能である．ハイブ
リッド通信でも InniBand を用いるが，すべての通信が必ずしも InniBand を経由することはないの
で，オーバヘッドは低減される．
NVIDIA 社が提供する NVLink[18] は，ノード内の GPU 間を直接結合する技術である．現在の実
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int array[NY][NX];;
#pragma  xmp nodes  p(4)
#pragma  xmp template  t(0:NY-­1)
#pragma  xmp distribute  t(block)  onto  p
#pragma  xmp align  array[i][*]  with  t(i)
int main(void)  {
int i,  j,  sum  =  0;;
#pragma  xmp loop  on  t(i)
for(i  =  0;;  i  <  NY;;  i++)  {




#pragma  xmp reduction  (+:sum)
}
(a) XMPのサンプルコード
#pragma  xmp nodes  p(4)
#pragma  xmp template  t(0:NY-­1)
#pragma  xmp distribute  t(block)  onto  p
#pragma  xmp align  array[i]  [*]    with  t(i)
#pragma  xmp loop  on  t(i)
for(i  =  0;;  i  <  NY;;  i++)  { …  }
template  t
template  tnode  1 node  2 node  3 node  4
arrary
template  tnode  1 node  2 node  3 node  4
template  tnode  1 node  2 node  3 node  4
(b) templateによるデータの分散

















図 3.1 に XMP のプログラムの例と template によるデータの分散を示す．図 3.1(a) は，二次元配列
arrayの各要素の総和を計算するプログラムを XMPで記述した例であり，図 3.1(b)は図 3.1(a)におけ
るデータの分散を示している．「#pragma xmp」から始まる行が XMPの指示文である．nodes指示文
はプログラムを実行するノードの集合を宣言する．図 3.1では，4つのノードを用い，これはMPIにお
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array[12]






























full shadowの reectは，MPI Allgatherと同等の通信が行われる．

















図 3.3に XMPコンパイラの構造を示す．図 3.3より，XMPの指示文が挿入されたコードを XMPの
フロントエンドコンパイラがコードの解析を行い，XMLで記述された中間コード XcodeMLに変換され
る．この中間ファイルを XMP のバックエンドコンパイラが MPI などの並列化した C 言語のプログラ
ムとして出力する．この XcodeMLに変換するフロントエンドコンパイラ，XcodeMLから C言語のプ















ンドコンパイラに CUDAを用いた XMP-dev/CUDA[23]と OpenCLを用いた XMP-dev/OpenCL[34]
がある．本研究では，XMP-dev/CUDAを用いて GPU/CPUワークシェアリングの拡張を行う．



























#pragma xmp nodes p(4)
#pragma xmp template t(0:N-1)
#pragma xmp distribute t(BLOCK) onto p
#pragma xmp align [i] with t(i) :: x, y
int main() {
int i;
#pragma xmp loop on t(i)
for (i = 0; i < N; i++) {
x[i] = func(i); y[i] = func(i);
}
#pragma xmp device replicate (x, y)
{
#pragma xmp device replicate_sync in (x, y)
#pragma xmp device loop on t(i)
for (i = 0; i < N; i++) 
y[i] += x[i];













H : Host, D : Device
図 3.4 XMP-devのサンプルコード
3.3.1 XMP-devのプログラミングモデル
図 3.4に XMP-devのプログラム例を示す．XMP-devは XMPの拡張仕様であるため，従来の指示文
をそのまま利用することが出来る．図 3.1 の 3～6 行目は図 3.1 と同様である．10～13 行目は XMP の
loop指示文であり，ホストの CPU上で実行される．15～24行目までが XMP-devの指示文であり，指
示文は「#pragma xmp device」から始まる．以下に XMP-devの拡張指示文を示す．





sync_clause := in (list) | out (list)
#pragma xmp device replicate_sync sync_clause
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device replicate sync指示文は replicate指示文のスコープ内で利用することができる．これは，ホス
トメモリとデバイスメモリ間のデータ通信を行う．通信の方向は sync clauseで制御する．「in」はホスト
からデバイスへ，「out」はデバイスからホストへの通信であることを示す．replicateスコープを抜けた
後，ホストでデータを参照する必要がある時には，必ず replicate sync outを使わなければならない．
#pragma xmp device loop
loop-statement










先行研究である XMP-dev では，XMP-dev 独自の指示文を用いて CUDA や OpenCL などコードを
source-to-sourceで変換していたが，XACCではより一般的なプログラミングモデルであるOpenACCを
用いることでより高い可搬性のあるプログラムを記述することができる．本研究では，OpenACCコンパ











される．9～13行目は XMPの loop指示文で各ノードにデータを分散し，OpenACCの parallel指示
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1 double a[N];
2 #pragma xmp nodes p(4)
3 #pragma xmp template t(0:N 1)
4 #pragma xmp distribute t(block) onto p
5 #pragma xmp align a[i] with t(i)
6 ...
7 #pragma acc data copy (a)
8 f
9 #pragma xmp loop on t(i)
10 #pragma acc parallel loop
11 for (int i = 0; i < N; i++) f


























Broadband Engineだけではなく，2015年 3月にリリースされた StarPU v1.2.0からは Intel Xeon Phi










リスト 4.1 StarPU codeletの例
1 starpu codelet cl = f
2 .where = STARPU CPUjSTARPU CUDA,
3 .cpu func = cpu fnction,
4 .cuda func = cuda function,
5 .nbuers = 10
6 g;
whereメンバは，タスクを実行するデバイスを指定する．この例では，CPUと GPUによる並列実行
















でデータを変更した後に，starpu data release()関数で管理を StarPUに戻すことで実現できる．
4.1.3 タスクの実行
図 4.1 にシングルノードにおける StarPU の動作を示す．StarPU では配列の確保や初期化を行った
後，starpu data register() 関数を使って StarPU のデータプールにデータを登録する．このプール

















クすることで，starpu task submit() 関数を用いて複数の CPU や GPU に計算を割り当てることが
可能になる．これによって，ヘテロジニアスな環境でのワークシェアリングが可能になる．計算が終わっ
た後に，各デバイスメモリ上に存在するデータをメインメモリに戻すのが starpu data unpartition()
関数である．そして，starpu data unregister()関数を用いて StarPUのデータ管理を終了する．
4.1.4 サンプルコード
本節では，StarPUを用いて記述されたプログラムのサンプルをリスト 4.2に示す．リスト 4.2の 1～
9 行目までが CPU で実行される関数である．11～17 行目は StarPU の codelet であり，先ほど設定し
た CPUの実行関数をセットする．この例では，CPUで実行する関数の他にも GPU用の関数を作成し，
CPU と同様に codelet に紐付けする．これによって，StarPU のスケジューラが GPU または CPU の
どちらかにタスクを振り分けたとしても実行が可能になる．19行目からはプログラムの main文である．
22～23 行目で，StarPU のデータプールに計算に利用する配列を登録する．StarPU では，StarPU が
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1 void calc force cpu(void buers[], void cl arg) f
2 double px = (double )STARPU VECTOR GET PTR(buers[0]);
3 double py = (double )STARPU VECTOR GET PTR(buers[1]);
4 ...
5





11 struct starpu codelet cl calc = f
12 .where = STARPU CPUjSTARPU CUDA,
13 .cpu funcs = fcalc force cpu, NULLg,
14 .cuda funcs = fcalc force gpu, NULLg,
15 .nbuers = 7,




19 int main(int argc, char argv) f
20 ...
21 starpu data handle t px h, py h, pz h, m h, vx h, vy h, vz h;
22 starpu vector data register(&px h, 0, (uintptr t)px, N, sizeof(double));
23 starpu vector data register(&py h, 0, (uintptr t)py, N, sizeof(double));
24
25 struct starpu data lter f = f
26 .lter func = starpu block lter func vector,
27 .nchildren = PART,
28 g;
29
30 for (t = 0; t < TIME STEP; t++) f
31 starpu data partition(vx h, &f);
32 ...
33
34 for (i = 0; i < PART; i++) f
35 truct starpu task task = starpu task create();
36 task >cl = &cl calc;
37 task >cl arg = &head index;
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38 task >cl arg size = sizeof(int);
39 task >handles[0] = px h;
40 task >handles[1] = py h;
41 ...
42 ret = starpu task submit(task);
43 STARPU CHECK RETURN VALUE(ret, "starpu_task_submit");
44 g
45
46 starpu data unpartition(vx h, 0);
47 ...
48
49 g // end of timestep
50
































































図 4.2より，XMP-devと同様にGlobal arrayは templateによってノード間に分散される．XMP-dev
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では，各 GPU に 1 ノードを割り当てる，いわゆるフラット MPI による実行であったが，XMP-
dev/StarPU では CPU と GPU を含めたシステム 1 つをノードとする．Global array は XMP-dev
によって各ノードに分散され，各ノードは Local array として Global array の部分配列を保持する．
XMP-devは，この Local arrayを GPUに転送し，計算を行い，データを戻した後ノード間でメッセー
ジパッシングなどによってデータを交換していた．XMP-dev/StarPUでは，この Local arrayはノード
間通信に利用するのは変わらないが，Local arrayをそのまま GPUにオフロードするのではなく，ノー
ド間通信用のバッファとして利用する．そして，Local arrayと同サイズの配列 Replicated arrayをホス
トメモリ上に確保し，適宜この Local arrayと Replicated arrayの間でデータの同期を行う．Replicated








Local arrayと同様の配列 Replicate arrayを作成し，データプールに登録をする．この配列をノード間










を明示的に指定する必要がない．そこで，XMP-dev/StarPU では，replicate 指示文は list に列挙され
た配列を StarPUのデータプール登録するための指示文として再定義する．これによって，replicate指
示文のスコープ内にある変数は，StarPU が管理することを保証する．replicate 指示文の変換後のコー
ドをリスト 4.3に示す．リスト 4.3より，配列の様々な情報を持つディスクリプタの初期化は XMP-dev
と同様である．しかし，StarPU を扱う際には，タスクという単位で計算を割り当てる必要がある．こ
のタスクの数，イテレーション（for 文の計算範囲），次元数などの情報を保持するための構造体として
XMP-dev/StarPUコンパイラでは XMP STARPU TASK DESCを導入する．これはタスクと同数が
確保され，replicate指示文のスコープの終了とともに解放される．
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リスト 4.3 replicate指示文の変換例
1 XMP starpu init task desc(&( XMP STARPU TASK DESC));
2 XMP starpu init data ALIGNED(&( XMP STARPU HOST DESC px), &(
XMP STARPU DEVICE DESC px), &( XMP STARPU HANDLE px), (void  )(
XMP ADDR px), XMP DESC px, XMP STARPU TASK DESC);
3 ...
4 XMP starpu nalize task desc( XMP STARPU TASK DESC);
5 XMP starpu nalize data( XMP STARPU HOST DESC px);
6 ...
次に replicate sync 指示文について拡張した仕様について述べる．4.2.2 節で述べたように，Local
array と Replicated array 間のデータの同期はユーザが明示的に行う必要がある．そこで，ホストとデ
バイス間のデータ転送を担っていた replicate sync 指示文を，これらのメモリ間の同期として再定義す
る．sync clauseが inの時は Local arrayから Replicated arrayへ，outの時は Replicated arrayから
Local arrayへのデータのコピーが行われる．最新のデータを計算に利用するためには，プログラマが適
宜明示的な同期を記述する必要がある．replicate sync in，replicate sync outの変換後のコードをリス
ト 4.4 に示す．ランタイムの引数は XMP-dev と変わらないが，XMP-dev/StarPU のランタイム関数
は XMP starpuからネーミングされる．
リスト 4.4 replicate sync指示文の変換例
1 XMP starpu sync( XMP GPU HOST DESC px, 600); //sync in
2 ...
3 XMP starpu sync( XMP GPU HOST DESC px, 601); //sync out
4 ...
最後に device loop指示文について述べる．XMP-devの device loop指示文は，直後の for文を GPU
上で並列処理するものである．XMP-dev は，1 つの for 文を 2 つの関数（デバイス関数と呼び出し関
数）に変換し，置き換えていた．XMP-dev/StarPUでは，GPUと CPUによるワークシェアリングや，
StarPUの仕様に対応するために関数の形式や数が変わってくる．ここでは，3.3.1節で変換するのに用
いた指示文および for 文のプログラムを，XMP-dev/StarPU コンパイラで変換したコードとしてリス
ト 4.5 に示す．リスト 4.5 では XMP STARPU から始まる関数が 4 つ生成されている．これらの関係
は以下のとおりである．
 ホストプログラムから XMP STARPU FUNC 0 が呼び出される．この関数は，StarPU のタス
クの生成から変数のパッキングまで行い，最終的にタスクを発行し，計算を実行する．
 XMP STARPU FUNC 0でタスクとして発行され，実際に実行される関数が
XMP STARPU FUNC 0 CPUおよび XMP STARPU FUNC 0 GPUである．
 XMP STARPU FUNC 0 CPU には計算部分がそのまま記述されているが，CUDA を用い
る XMP STARPU FUNC 0 GPU関数はその関数内でカーネル関数
（ XMP STARPU FUNC 0 DEVICE）を呼び出す．
リスト 4.5 device loop指示文の変換例
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1 void XMP STARPU FUNC 0 CPU(void buers[], void cl arg)
2 f
3 double px;
4 void  XMP STARPU DEVICE DESC px;
5 ...
6 XMP starpu double vector get ptr(&px,buers,0);
7 ...
8 XMP starpu unpack cl arg(cl arg,& XMP STARPU TASK DESC, XMP DESC,&
XMP STARPU DEVICE DESC px, ...);
9 XMP starpu set iter( XMP STARPU TASK DESC,& XMP loop init i, ...);
10
11 for((i)=( XMP loop init i);(i)<( XMP loop cond i);(i)=((i)+( XMP loop step i)))
12 f
13 // CPU calc
14 g
15
16 XMP starpu free desc( XMP STARPU TASK DESC);





22 void XMP STARPU FUNC 0 DEVICE(double px[102400], ...)
23 f
24 ...
25 XMP gpu calc thread id(& XMP GPU THREAD ID);
26 XMP gpu calc iter( XMP GPU THREAD ID, XMP loop init i, XMP loop cond i,
XMP loop step i,&i);
27
28 if(( XMP GPU THREAD ID)<( XMP GPU TOTAL ITER))
29 f




34 void XMP STARPU FUNC 0 GPU(void buers[], void cl arg)
35 f
36 //same : XMP STARPU FUNC 0 CPU
37 ...
38 XMP gpu calc cong params(& XMP GPU TOTAL ITER,& XMP GPU DIM3 block x, ...);
39 ...
40 f
41 dim3 XMP GPU DIM3 block( XMP GPU DIM3 block x, XMP GPU DIM3 block y,
XMP GPU DIM3 block z);
42 dim3 XMP GPU DIM3 thread( XMP GPU DIM3 thread x, XMP GPU DIM3 thread y,
XMP GPU DIM3 thread z);
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43 XMP STARPU FUNC 0 DEVICE<<< XMP GPU DIM3 block, XMP GPU DIM3 thread
>>>(px,py,pz,j,m,vx,vy,vz, ...);
44 g
45 XMP starpu free desc( XMP STARPU TASK DESC);





51 void XMP STARPU FUNC 0(double px[102400], ...)
52 f
53 void cl arg;
54 int cl arg size;
55 void  XMP gpu func pointer;
56 void  XMP cpu func pointer;
57
58 XMP starpu get task desc( XMP STARPU TASK DESC,3,7, XMP STARPU HOST DESC px,
...);
59 XMP starpu calc iter( XMP STARPU TASK DESC, XMP loop init i, XMP loop cond i,
XMP loop step i);
60 XMP starpu pack cl arg(&cl arg,&cl arg size, XMP STARPU TASK DESC, XMP DESC,
XMP STARPU DEVICE DESC px, ...);
61 ( XMP gpu func pointer)=(reinterpret cast<void >( XMP STARPU FUNC 0 GPU));
62 ( XMP cpu func pointer)=(reinterpret cast<void >( XMP STARPU FUNC 0 CPU));
63 XMP starpu call calc func( XMP gpu func pointer, XMP cpu func pointer,cl arg,cl arg size,
XMP STARPU TASK DESC,7, XMP STARPU HOST DESC px, ...);
64 g
4.2.4 XMP-dev/StarPUのランタイム
本節は，XMP-dev/StarPU において StarPU を制御するためのランタイムの実装について述べる．
XMP-dev/StarPUコンパイラは，指示文を対応するランタイムに置き換える． XMP starpuから始ま
る関数が，本研究で実装を行ったランタイム関数である．まず，replicate指示文は Replicated arrayの
確保と StarPU のデータプールへの登録を行う．リスト 4.3 中の XMP starpu init は，タスクディス
クリプタの構造体の確保から初期化までを行う． XMP starpu init data ALIGNED関数は Replicated
arrayの確保，StarPUのデータプールへの登録および XMP STARPU HOST DESCの初期化を行う．
そして replicate指示文のスコープの終わりとともに解放される．
replicate sync 指示文は，Local array と Replicated array 間の同期を行うための指示文である．リ
スト 4.4 の XMP starpu sync 関数では Local array と Replicate array 間で memcpy が実行される．
sync clauseが inの時には Local arrayから Replicated arrayへ，outの時にはその逆である．さらに，
sync clause が inの時には Replicated arrayを複数のタスクに分割する．これによって，細分化したタ
スクを各計算リソースに割り当てることが可能になる．outの時には，データの集約を行い 1つの配列に
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戻す．
最後に，device loop指示文のランタイムシステムについて述べる．リスト 4.5において，
XMP STARPU FUNC 0関数内で XMP starpu get task descにより，初期化されたタスクディスク
リプタからタスク数などの情報を各配列の HOST DESC に与える．そして，for 文のイテレーション
の範囲を XMP starpu calc iter で計算し， XMP starpu pack cl arg でそれらの変数をパッキングす
る．リスト 4.5 中の 61，62 行目は関数ポインタに GPU/CPU それぞれで実行される関数を代入し，
XMP starpu call calc funcに与える．この関数内でタスクや codeletの生成からタスクの発行，同期ま
でを行う．
次に StarPU が呼び出した計算関数について述べる．リスト 4.5 中の 1～19 行目が CPU での実
行関数，34～48 行目が GPU の実行関数である．これらの関数内の前半部分は共通となっている．
XMP starpu double vector ptr関数では，StarPUのデータプールに登録されている配列データを受け
取る．そして，タスクが発行される前にパッキングされたデータを XMP starpu unpack cl arg 関数で
アンパックする．次に XMP starpu set iter 関数でタスクディスクリプタ内のイテレーション情報を取
り出す．CPUの関数ではそのまま for文が挿入され，イテレーションのみ変更される．GPUでは直接こ





んでおり，スケジューラが GPUや CPUへスケジューリングを行う．しかし，GPUと CPUが混在す
るヘテロジニアスな環境では先ほど述べたタスクサイズとスケジューリングの自由度の問題が出てくる．
CPU コアあたりの演算性能はたかだか十数 GFLOPS であるのに対して，GPU は NVIDIA の Tesla
M2090において倍精度浮動小数点演算性能は 665GFLOPSに達し，Fermiアーキテクチャの次のKepler


























を取るために，まず XMP-dev/StarPU のランタイムで生成した Replicated array を，GPU で計算す
る領域と CPU で計算する領域に分割する．図 4.3 に，Replicated array の分割のイメージを示す．こ
の配列は図 4.2 の Replicated array である．図 4.3 の青い部分が CPU，赤い部分が GPU の計算領域
である．ここでは，要素数 N の配列を 1 次元分割しており，CPU Weight を用いてそれぞれの領域の




当てられている．このようにして，CPU Weight を用いることで GPU と CPU 間のロードバランスを
調整することが可能になる．XMP-dev/StarPU では，それぞれの配列領域における分割数は環境変数
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CPU GPU
N*CPU Weight N*(1 -CPU Weight)
図 4.3 Replicated arrayの分割イメージ例
\reset weight"指示文を導入する．指示文は次のとおりである．
double cpu_weight;
#pragma xmp device reset_weight (cpu_weight)
ユーザは reset weight 指示文を，ワークシェアリングを行う loop 文の直前に挿入することで，プロ
グラムの実行特性に応じて自由に CPU Weightを変更できる．なお，reset weight指示文のようにアク
ションを伴う指示文は，API関数として定義することも可能であるが，あくまで XMP-dev/StarPU言語
の中で閉じた形としたいため，本研究では指示文形式を取る．





実際，時間発展を行うシミュレーションでは，タイムステップごとに CPU Weight を変更することで，
ある程度の試行ステップを経た上でこれを最適化することが可能である．
リスト 4.6 reset weight指示文の利用例
1 for (int t = 0; t < TIME STEP; t++) f
2 #pragma xmp device loop on t(i)
3 for (int i = 0; i < N; i++) f
4 // GPU/でワークシェアリング実行されるループ計算の本体 CPU
5 g
6
7 double cpu time = xmp cpu time();
8 double gpu time = xmp gpu time();
9
10 double cpu ratio = cpu time / (cpu time + gpu time)  100;
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11
12 if (cpu ratio > 51)
13 new cpu time  = 0.01;
14 if (cpu ratio < 49)
15 new cpu time += 0.01;
16
17 #pragma xmp device reset weight(new cpu time)
18 g
リスト 4.6に reset weight指示文の利用例を示す．ワークシェアリングを行う loop文中で，イテレー
ションが終了したら次のタイムステップで使う新たな CPU Weightを計算している．ユーザによる負荷
分散を容易にするための補助関数として，XMP-dev/StarPUは，GPUと CPUに割り当てられたタス
クの実行時間を得る関数 xmp gpu wtime()および xmp cpu wtime()を提供している．ここでは，これ
らを用いて CPUの実行時間がトータルの計算時間の何%を占めているかを計算する（cpu ratio）．そし
て，その割合が 50%に近づくように，つまりGPUと CPUの実行時間がなるべく等しくなるように CPU
Weightを調整し，計算によって新しい CPU Weightを次のステップで利用するために reset weight指示









えば，文献 [20]の 3.5節より，4つのプロセッサの実行時間がそれぞれ 10, 40, 40, 40 (sec)で，割り当
てられた配列サイズが 250, 250, 250, 250の時，配列サイズを実行時間で割った速度比 25:6.25:6.25:6.25
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表 4.1 評価環境（HA-PACS Base Cluster）
CPU Intel Xeon E5-2670 2.6GHz
GPU NVIDIA Tesla M2090
Main memory DDR3 1600MHz 128GB
GPU memory DDR5 6GB / GPU
Interconnection InniBand QDR (2 rails)
OS CentOS release 6.1 (Final)
CPU compiler gcc 4.4.5
GPU compiler CUDA 4.2
MPI MVAPICH2 1.8.1
# of CPU/node 16 cores (8 cores  2 sockets)
# of GPU/node 4
4.5 性能評価
本節では，XMP-dev/StarPUの生産性とベンチマークによる評価を行う．評価には，筑波大学計算科
学研究センターで稼働中の GPU クラスタである HA-PACS ベースクラスタ [45, 46] を用いる．評価環
境を表 4.1に示す．本評価では 268台の計算ノード中の 2から 16ノードを用いる．
StarPUは，GPUの通信やカーネル関数の起動などを管理するために，1GPUにつき 1CPU coreを
管理スレッドとして使用する．そのため，ノード内で 4GPUを計算に用いる場合，計算に参加する CPU










よる記述を行い，SLOC（Source Lines Of Code）を比較する．この SOLCは空白行を含まない．
表 4.2に N体問題のソースコードの行数を示す．MPI，StarPU，XMPは，それぞれの指示文や API
の行数を示している．例えば，MPIは，通信するための APIだけではなく，データ分割に伴うインデッ
クスの計算も含まれている．計算部分は，メインのカーネル部分であり，それ以外の配列の宣言，初期
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表 4.2 N体問題：ソースコードの行数
MPI StarPU XMP 初期化部分 計算部分 合計
逐次 27 31 58
Hand-coding (MPI + StarPU) 11 114 29 72 226
XMP-dev/StarPU 18 27 31 76
化，マクロの宣言などは初期化部分に含まれている．N 体問題では，各ノードで計算した粒子の位置情




ためである．さらに，CPU 用の実行関数と GPU 用の実行関数を分けて記述する必要があり，表 4.2
において，計算部分の行数が倍以上に増えた要因となっている．その結果，逐次のプログラムに対して
Hand-coding のプログラムは 3.89 倍に記述量が増えている．一方，XMP-dev/StarPU は逐次のプロ
グラムに XMP-dev/StarPU の指示文を 18 行加えるだけで，Hand-coding と同等のコードを出力する







まず，適応型負荷分散機能による reset weight指示文のコストについて評価を行う．reset weight指示
文は，CPUと GPUに割り当てるデータサイズの割合を変更する指示文である．図 4.4に，2ノードの
N体問題の粒子数 819200における各 CPU Weightの実行時間を示す．使用するノードごとの GPU数，
CPU core数をそれぞれ 4，12とする．これより，CPU Weightが増加するに連れて，reset weight指示




り reset weight 指示文の実行時間が増加する．一方で，CPU Weight が増加すると，GPU に割り当て
るデータサイズは減少するため，ホスト～デバイス間の通信量が減少し reset weight 指示文の実行時間
も減少する．また，CPU Weight == 1.0，つまり，すべてのデータがホストメモリ上にある場合は，デ
バイス～ホストメモリの通信が発生しないため，これが reset weight 指示文の最小コストであると言え
る．CPU Weight == 0.0，つまり，すべてのデータがデバイスメモリ上にある場合，最も実行時間が長










































図 4.5 粒子数による reset weightの実行時間の変化
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イズと reset weight指示文の関係を評価するために，図 4.5に CPU Weight==0.3とした時の各データ
サイズの実行時間を示す．図 4.4 より，問題サイズである粒子数に比例して reset weight 指示文の実行






次に，適応型負荷分散機能よる CPU Wegiht の最適化についての評価を行う．CPU と GPU のタ
スクの実行時間に応じて，CPU Weight をプログラム中の時間発展ループ内で変更する．本評価では，
HA-PACSベースクラスタの 2ノードを用い，各ノードの GPU数を 4，CPU core数を 12とする．ま
た，ノードあたりのタスク数を 16とすることで，各リソースには 1つだけタスクを割り当てる．すなわ
ち，Replicated arrayの GPU担当部分を 4分割，CPU担当部分を 12分割している．CPU Weightの
初期値は 0.2とし，これは図 4.3では CPU : GPU = 1 : 4に相当する．CPU Weightの変更については
リスト 4.6に示したアルゴリズムに則っている．この環境で，最外の時間発展ループを一定回数実行し，
CPU Weight の変化と共に GPU と CPU の実行時間が近づいて負荷分散が行われ，性能が最適化され
ることを確認する．なお，本評価は GPUと CPUの負荷バランスについて着目し，実行時間の測定には
MPI通信の時間を含めていない．N体問題では，最外の時間発展の loop内で CPU Weightを変更する．
行列積では，最外にタイムステップの loopを作り，その中で行列積を何度も繰り返し，1イテレーション
の実行時間によって CPU Weightを決定する（例えば HPLベンチマーク中の BLAS DGEMMルーチ
ンを何度も呼び出すイメージ）．また，行列積では GPUにMAGMA BLAS[25]，CPUに Gotoblas[47]
を用いることで，小行列の計算を高速化している．本評価の行列積では，行方向に 1 次元分割をしてい
るため（すなわち，部分行列サイズは行列の 1つの方向のみを表し，もう一方は常に Nで固定である），








図 4.6および図 4.7はそれぞれ，N体問題と行列積のタイムステップ毎の GPUと CPUの実行時間お
よび CPU Weightの推移を示している．図 4.6，図 4.7中の青いバーが CPU，赤いバーが GPUの，そ
れぞれ最も遅いタスクの実行時間を表している．そして緑色の折れ線は CPU Weightを示している．左
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図 4.7 CPU Weightの推移：行列積（行列サイズ 8192 8192）
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の縦軸はタスクの実行時間，右の縦軸は CPU Weight，横軸はタイムステップである．両方のグラフにお
いて，GPUの演算性能は CPU core 12個に対して非常に大きいため，CPU Weightが大きい時に CPU
がボトルネックになっていることがわかる．図 4.7より，1ステップ目の GPUの実行時間が非常に大き
いことが観測される．これは以下の理由による．1 次元分割による行列積では，配列 B についてすべて
のデータを持っている．また，この配列は読み出し参照のみが行われるため，1タイムステップ目でデー
タをホストからデバイスへ転送する．行列積の計算自体は非常に短時間で終わるため，1ステップ目の実
行時間が大きく見える．リスト 4.6 のアルゴリズムに則って CPU Weight を変更していくと，GPU と
CPUの実行時間が徐々に均衡していくことがわかる．それに伴って CPU Weightの値も収束し，最終的
には両実行時間がほぼ均等になっている．N体問題では，18ステップ目，行列積では 14ステップ目あた




ドを利用した時の N体問題と行列積の結果を示す．図 4.8では，N体問題における粒子数を 1024とし，
計算に利用するリソースは図 4.6と同様である．問題サイズが小さい時，GPUは演算だけでなく，カー
ネル関数の起動コストが必要となるため，CPU と比較して実行時間が大きくなってしまう．図 4.8 で
は，CPU Weightを 0.9に設定しているが，GPUの実行時間は CPUと比べて倍以上大きい事がわかる．
CPU Weightを変更しても，カーネル関数の起動にかかるオーバヘッドは変わらないため実行時間の差
は変化しない．そのため，このような問題サイズにおいては CPUのみを使う，つまり，CPU Weightが
1.0が最良値となり，図 4.8からも同様の結果が得られた．図 4.9では，行列サイズを 2048 2048とし，
演算に利用する CPUコア数を 4に制限している．CPUの演算性能よりも GPUの演算性能が非常に高
い場合，図 4.9の結果からも，CPUの演算時間が大半を占めている．そのため，CPU Weightは徐々に




可能性がある．例えば，HPL 内の DGEMM BLAS ルーチンに適応型負荷分散を用いる場合を考える．
大島らの研究 [7]や遠藤らの研究 [8, 9]では，DGEMMの対象となる行列のサイズによって CPUのみを
演算に使うか，ワークシェアリングを使うかという選択を行うことで，単にすべての DGEMMにワーク
シェアリングを適用する場合よりも性能を向上させている．本フレームワークでは，行列のサイズのしき
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図 4.9 CPU Weightの推移：行列積（行列サイズ 2048 2048）
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次に，表 4.3，表 4.4に，HA-PACSの 2ノードを用いて，ノード内のGPU数を変化せた時の 20 STEP
目の実行時間（ max(cpu time; gpu time) ）とその時の CPU Weightを示す．
表 4.3 N体問題 : 20 STEP目の実行時間（N：粒子数）
1GPU 2GPU 4GPU
N time [sec] CPU Weight time [sec] CPU Weight time [sec] CPU Weight
102400 1.352 0.15 0.710 0.07 0.435 0.04
204800 5.058 0.14 2.797 0.07 1.679 0.03
409600 20.035 0.14 11.052 0.07 6.014 0.03
819200 78.623 0.14 42.613 0.07 23.018 0.03
表 4.3 の N = 102400 では，1GPU を使うときには CPU は全体の計算の 15% を担当しているのに
対し，4GPU の場合には 3% まで減っている．ノード内の GPU が増えるにつれ GPU のタスクの計算
時間は減り，それによって CPU の計算時間も短くなる必要があり CPU Weight も小さくなっている．
1GPUから 4GPUにした時に単純に CPU Weightが 1/4にならないのは，（StarPUの制約により）同
時に CPU core 数が 15 から 12 に減り，CPU の計算リソースが減ってしまうためだと考えられる．ま
た，表 4.3では各タスクの計算量が十分にあるため GPU数の増加によっておおよそ実行時間が半減して
いく事がわかる．
表 4.4 行列積 : 20 STEP目の実行時間（N：行列サイズ）
1GPU 2GPU 4GPU
N time [sec] CPU Weight time [sec] CPU Weight time [sec] CPU Weight
1024 0.005 0.29 0.005 0.21 0.004 0.19
2048 0.023 0.27 0.017 0.09 0.011 0.02
4096 0.164 0.28 0.116 0.13 0.061 0.05
8192 0.184 0.29 0.691 0.15 0.445 0.07
16384 8.276 0.29 5.167 0.16 3.675 0.09
しかし，表 4.4の N = 1024のような場合では，問題サイズが小さいためオーバヘッドの少ない CPU
の計算割合が増えている．行列積では，GPU・CPUともに BLASを用いており，各計算リソースの性
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図 4.10 N体問題 : XMP-dev/CUDAに対する相対性能
表 4.5 N体問題 : 1GPUに割り当てられた粒子数
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（GPUのみの計算）に対する相対性能を図 4.10，図 4.11に示す．相対性能が 1より大きければ，GPU
のみの演算よりも高速であることになる．ここでは，HA-PACSの 2ノードから 16ノードを用いて，そ
れぞれノード内の GPU数を 1から 4に変化させて強スケーリングの評価を行う．図 4.10では，全体的
に XMP-dev/StarPUで速度向上が得られており，最大で GPUのみの演算に対して 1.4倍に性能が向上
していることがわかる．
一方図 4.11では，ノード数が少ないとき，特に 2ノード 1GPUの行列サイズ 16384において GPUの
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次にタスクサイズと速度向上の関係について考察する．表 4.5, 表 4.6に CPU Weightが収束した時に
おける，GPUに割り当てられたタスクサイズ（N体問題では粒子数，行列積では部分行列のサイズ）を示
す．N体問題では，ほとんどのケースで GPUのみの場合に対する相対性能が 1を上回っており，表 4.5
では 1.2倍以上の性能向上が得られた場合をオレンジ色で示し，相対性能が 1を下回ったものをブルーで
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表 4.6 行列積 : 1GPUに割り当てられた部分行列サイズ
඲య⾜ิ
䝃䜲䝈 㻝㻳㻼㼁 㻞㻳㻼㼁 㻠㻳㻼㼁 㻝㻳㻼㼁 㻞㻳㻼㼁 㻠㻳㻼㼁
㻝㻜㻞㻠 㻟㻠㻤 㻝㻥㻥 㻝㻜㻝 㻝㻥㻞 㻝㻜㻟 㻡㻣
㻞㻜㻠㻤 㻣㻟㻣 㻠㻠㻡 㻞㻟㻤 㻠㻟㻡 㻞㻠㻟 㻝㻞㻜
㻠㻜㻥㻢 㻝㻠㻣㻠 㻥㻜㻝 㻠㻥㻢 㻣㻤㻤 㻠㻣㻢 㻞㻡㻟
㻤㻝㻥㻞 㻞㻥㻜㻤 㻝㻣㻠㻜 㻥㻣㻞 㻝㻡㻡㻢 㻥㻝㻝 㻠㻥㻢
㻝㻢㻟㻤㻠 㻡㻤㻝㻢 㻟㻠㻠㻜 㻝㻥㻞㻡 㻞㻥㻥㻜 㻝㻣㻤㻝 㻥㻤㻟
඲య⾜ิ
䝃䜲䝈 㻝㻳㻼㼁 㻞㻳㻼㼁 㻠㻳㻼㼁 㻝㻳㻼㼁 㻞㻳㻼㼁 㻠㻳㻼㼁
㻝㻜㻞㻠 㻝㻜㻣 㻡㻤 㻞㻤 㻡㻤 㻞㻥 㻝㻞
㻞㻜㻠㻤 㻞㻟㻤 㻝㻞㻠 㻡㻟 㻝㻞㻢 㻢㻟 㻟㻜
㻠㻜㻥㻢 㻠㻢㻡 㻞㻡㻟 㻝㻞㻢 㻞㻡㻟 㻝㻞㻢 㻢㻞
㻤㻝㻥㻞 㻤㻝㻥 㻠㻥㻝 㻞㻡㻜 㻠㻣㻝 㻞㻡㻟 㻝㻞㻠






および XMP-dev/StarPUそれぞれ 2ノード 1GPUに対する性能を比較する．図 4.12，図 4.13に N体
問題について，図 4.14，図 4.15に行列積についての相対性能を示す．図 4.12より，ノード数や GPU数
を増加させていくとそれに応じて性能が向上している．同様に CPUの計算リソースを加えた図 4.13に
おいてもスケールしており，CPU の計算リソースの追加がオーバヘッドになっていないことがわかる．
図 4.13のグラフ中で使用した GPU数が同じ時，例えば，8ノード 4GPUと 16ノード 2GPU（どちら
も総 GPU数は 32）の性能は，前者よりも，後者の方が高い性能であることがわかる．これらの違いは，
計算に参加する CPU core数が影響しており，8ノード 4GPUでは 96(= (16  4) 8)コア，16ノード
2GPUでは 224(= (16  2) 16)コアであり，16ノード 2GPUのほうが計算に参加する CPUコア数が
多い．図 4.12では，総 GPU数が等しい時は性能がほぼ同じであるが，図 4.13では，総 GPU数が同じ
であっても，総 CPU core数が多いほうがほとんどの場合において性能が高いことがわかる．これより，
CPUの演算リソースが性能向上に寄与していることがわかる．しかし，図 4.10より，問題サイズが小さ
い時，16ノード 4GPUの性能が悪い．図 4.12および図 4.13でも問題サイズが小さい時にはスケールし
ていない．そのため，このようなサイズでは CPU Weightによるロードバランスの調節はうまくいかな
いことがわかる．
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図 4.13 N体問題 : 2node 1GPUに対する XMP-dev/StarPUの相対性能
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図 4.15 行列積 : 2node 1GPUに対する XMP-dev/StarPUの相対性能
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4.5.4 行列積の評価
一方行列積は，図 4.11 より，問題サイズが小さい時に GPU のみの演算に対して性能が悪くなって
いる．この原因として，BLAS に与える部分行列のサイズが影響していると考えられる．図 4.14 より，
GPUのみの計算では行列サイズが 1024の時には 8ノード 4GPUで性能が頭打ちになっているが，行列
サイズ 8192以上では理想的な性能向上が得られている．XMP-dev/StarPUでは，図 4.15から分かると
おり，どの組み合わせにおいてもほとんど性能が出ていない．これは GPU/CPUそれぞれの BLASに渡


















CPU Weight == 0.0にすることが有効であると考えられる．図 4.16に，XMP-dev/CUDAに対して，
XMP-dev/StarPUの CPU Weight値を 0にした場合の相対時間を示す．これより，行列サイズが 8192
以上であれば XMP-dev/CUDAの 8～9割程度の性能であることがわかる．そこで，このような場合で





本章では，GPU クラスタ上における，GPU と CPU によるハイブリッドプログラミングを行えるフ
レームワークの提案をした．本フレームワークは，アクセラレータ搭載の並列計算機向けの言語である
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本章では，先行研究である TCA（Tightly Coupled Accelerators）および PEACH2（PCI Express
Adaptive Communication Hub version 2）の概要と，TCA/PEACH2の基礎通信性能を示す．
5.1 GPUクラスタにおける GPU間通信
従来，ノード跨ぐ GPU間における通信はホストメモリを経由しているため，レイテンシが非常に高い
ことが問題であった．そこで NVIDIA 社では，GPU 間の直接通信を実現するために GDR 機能を提供
し，PCIeで接続された InniBand HCAによる GPU間直接通信を実現し，ホストを経由した通信より
もレイテンシが格段に小さくなった．しかしながら，アプリケーションの強スケーリング性能を求める
場合，InniBand を経由した GPU 間通信ではプロトコル変換などのオーバヘッドがボトルネックとな
り，性能低下の原因となっている．そこで，より高速な GPU間直接通信機構として，筑波大学計算科学
研究センターでは，PEACH2（PCI Express Adaptive Communication Hub version 2）に基づく密結
合並列演算加速機構 TCA（Tightly Coupled Accelerators）の開発が進められている．TCA/PEACH2
は，PCIe のパケットを直接通信に利用するため，最小限のオーバヘッドで GPU 間通信が可能である．
PEACH2 は，FPGA によって実装されているため機能拡張の柔軟性が高い．中でも，ハードウェアブ
ロックストライド機能により，ブロックストライド通信が非常に低レイテンシで実行することが可能であ




TCA アーキテクチャおよび PEACH2 は文献 [14, 15, 16, 17] に詳しいが，本節ではその概要を説明
する．
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がある．この PEACH2 ボード同士を PCIe 外部ケーブルで接続し，TCA システムを構成する．さら
に TCA コンセプトの実証実験クラスタとして，筑波大学計算科学研究センターの GPU クラスタ HA-
PACS (Highly Accelerated Parallel Advanced system for Computational Sciences) [46]の拡張部とし
て HA-PACS/TCAを構築し，運用している．
図 5.1 に，HA-PACS/TCA のノード構成を示す．HA-PACS/TCA のノードは，2 ソケットの Intel
Xeon E5-2680v2 CPUと 4枚の NVIDIA K20X (Keplerアーキテクチャ) GPUを搭載し，CPU0側に
は PEACH2ボードが，CPU1側には InniBand HCA（QDR 2 rails）が接続されている．図中，GPU
には CPU が直接接続されているように見えるが，実際には CPU に内蔵されている PCIe スイッチを
介して PEACH2 または InniBand HCA に接続されているため，実際の通信は CPU を介さず行わ
れる．InniBand は HA-PACS/TCA のすべてノードを単一スイッチでフラットに接続している．一
方，TCA/PEACH2 のみで大規模なクラスタを構成することは，外部接続ケーブル長の限界や，PCIe







ケットの中継処理や DMA 転送などを行い，FPGA (Altera 社 Stratix IV GX[50]) で実装されている．
図 5.3に PEACH2チップの構成を示す．このチップは，4つの PCIe Gen2 8ポートを持ち，1つはホ




その中で最小のホップ数を実現できるトポロジとして 2 8の 2重リングトポロジとしてサブクラスタを
構成する．PEACH2には高度な DMAコントローラ (以降「DMAC」と略す) が 4チャネル搭載されて
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おり，高速な DMAや Chained DMAなどが可能である．
5.2.3 PEACH2による通信
PEACH2では，DMAと PIOの 2つの通信方式を提供している．













PEACH2 の DMA 通信では，ディスクリプタの登録方法によって主に 2 つの通信モードを提供して
いる．
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ホスト PCIe外部ケーブル
図 5.2 サブクラスタ：TCAネットワーク構成


















































5.2.4 GPUDirect Support for RDMA
PEACH2 では GPU 間の直接通信を行うために，NVIDIA が提供する GDR を用いる. GDR は，
CUDA5.0以降および Keplerアーキテクチャ世代以降の GPUを用いることで，GPU上のデバイスメモ




前述のとおり，各ノード内の PEACH2，GPU 群，InniBand HCA は CPU 内の PCIe スイッチを
介して接続されるが，2 つの CPUソケットを跨いだアクセスにおいて重大な性能低下問題が発生する．
Sandy Bridge以降の世代の Intel Xeon CPUでは，ソケット間を跨ぐ QPI（QuickPath Interconnect）
を介して双方に接続されている PCIeデバイス間通信が可能であるが，その際のバンド幅が著しく低下す
ることが知られている [15]．図 5.1において，各ノード内の GPU0，1と GPU2，3間の GDRを行う場































いて，InniBand を経由した GPU 間高速通信を実現している．HA-PACS/TCA の InniBand HCA
は，PCIe Gen3 8上に QDR 4クラスのインタフェースが 2 rails実装されているが，本論文では，主
に小メッセージにおけるレイテンシに着目し，TCA/PEACH2 の 1 リンクに対して InniBand の 1 リ
ンクとしたときの性能比較を行う．よって，性能評価では InniBandの 1ポートのみを利用する．5.2.4
節で述べたように，QPI を経由した GPU 間直接通信は性能が極端に低下してしまう問題があるため，




図 5.4 にノード間の GPU 同士で 1 次元配列の Ping-Pong 通信を行った場合の性能を示す．凡例の
「TCA」は，TCA/PEACH2 経由による GPU0 同士の通信，「MV2GDR」は InniBand 経由による
GPU2 同士の通信，「MV2GDR-QPI」は InniBand 経由による QPI を跨いだ GPU0 同士の通信を示
す．これより，TCA/PEACH2はMV2GDRに対して 512KBまで優位な性能を示し，特に比較的小さ
いメッセージにおいて高い性能を示していることがわかる．しかし，MV2GDR-QPIの通信では 256KB




8KB < x  256KB
一度ホストにデータをコピーし，その後 GDRを用いてリモートの GPUへデータを書き込む．
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表 5.1 評価環境（HA-PACS/TCA）
CPU Intel Xeon E5-2680v2 2.8GHz  2 sockets
GPU NVIDIA Tesla K20X  4
Main Memory DDR3 1866MHz 128GB
GPU Memory GDDR5 6GB / GPU




OS CentOS release 6.4
MPI MVAPICH2-GDR 2.0
（MV2 USE CUDA=1）






本来 QPI を経由する通信は性能が低下してしまうが，512KB からはホストメモリを経由するため
「MV2GDR-QPI」の性能は「MV2GDR」と同様になっていることがわかる．これは，QPIによって極







ン，図 5.6および図 5.7に各通信パターンの Ping-Pong通信性能を示す．3次元配列では，jk-平面はメモ





よびブロックストライド転送には Chained DMAを用い，ストライド転送には Pack/Unpackを行う．



















TCA MV2GDR MV2GDR-QPI MV2GDR-QPI-Tuned
図 5.4 1次元配列の Ping-Pong通信性能
図 5.6 および図 5.7 はそれぞれ，サイズ N3 の 3 次元配列における各面のデータを隣接ノード間
で通信する場合の Ping-Pong 通信のレイテンシとバンド幅を示している．ブロック転送について，
TCA/PEACH2はサイズが小さい場合においても非常に高いバンド幅を示している．TCA/PEACH2と






























N (8 Byte Double Precision)
TCA Block TCA Block Stride TCA Stride
MV2GDR Block MV2GDR Block Stride MV2GDR Stride
図 5.6 3次元配列の Ping-Pong通信によるレイテンシ






















N (8 Byte Double Precision)
TCA-Block TCA-BlockStride TCA-Stride
MV2GDR-Blcok MV2GDR-BlockStride MV2GDR-Stride


























のサブクラスタ内における集団通信を実装し評価を行っている [53, 54]. アプリケーションを強スケー


























ド通信が発生する場合，Initialize フェイズであらかじめ Pack/Unpack に必要なバッファ配列をデバイ
スメモリ上に確保しておく．本論文では，実行中に袖領域のサイズが変わるようなことがないことを前
提とし，TCA/PEACH2 および MPI の通信を永続通信として設定する．この前提は，通常の Domain
Decomposition によるステンシル計算で一般的に成り立つものである．そして，時間発展ループ中に通




では，Broadcastの通信アルゴリズムとして図 6.2のように log2 p（pはプロセス数を示す）ステップで
通信が完了するアルゴリズムを用いる．図 6.2 では，8 つのプロセスが 2 つのサブクラスタに属してい
る．これらのサブクラスタ間は TCA/PEACH2による通信ができないため，Step 1ではMPIを用いて
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Initialize













ステップでは Rootプロセスのように他のプロセスにデータを転送する．Step 2以降は TCA/PEACH2
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Sub-cluster 1
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に refect init指示文のランタイムの一部を示す．
リスト 6.1 reect init指示文のランタイム拡張
1 xmp nodes index(adesc >array nodes, i+1, &dim index);
2
3 if (count == 1) f
4 int target lo rank, target hi rank;
5
6 if (lo rank !=  1)
7 target lo rank = lo rank;
8 else
9 target lo rank = MPI PROC NULL;
10
11 MPI Recv init(reect >lo recv array, width, MPI BYTE, target lo rank,
12 0, MPI COMM WORLD, &reect >req[0]);
13 MPI Send init(reect >lo send array, width, MPI BYTE, target lo rank,
14 1, MPI COMM WORLD, &reect >req[1]);
15 ...
16 g
17 else if (count > 1) f
18 size t pitch = reect >stride;
19 size t width = reect >blocklength;
20
21 if (widht <= XMP PACK SIZE) f // Block Stride Communication
22 if (dim index % 2 == 0) f
23 if (lo rank != MPI PROC NULL) f
24 tcaSetDMADescInt Memcpy(tca reect desc, &h[lo rank], 0,
25 &h[ XMP world rank], 0,
26 width, count, dma ag, wait slot, wait tag);
27 g
28 if (hi rank != MPI PROC NULL) f
29 tcaSetDMADescInt Memcpy(tca reect desc, &h[hi rank], 0,
30 &h[ XMP world rank], 0,
31 width, count, dma ag, wait slot, wait tag);
32 g
33 g else f
34 if (hi rank != MPI PROC NULL) f
35 tcaSetDMADescInt Memcpy(tca reect desc, &h[hi rank], 0,
36 &h[ XMP world rank], 0,
37 width, count, dma ag, wait slot, wait tag);
38 g
39 if (lo rank != MPI PROC NULL) f
40 tcaSetDMADescInt Memcpy(tca reect desc, &h[lo rank], 0,
41 &h[ XMP world rank], 0,
42 width, count, dma ag, wait slot, wait tag);
43 g
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44 g
45 g else f // Stride Communication
46 if (dim index % 2 == 0) f
47 if (lo rank != MPI PROC NULL) f
48 tcaDescSetMemcpy2D(tca reect desc, &h[lo rank], lo dst oset, pitch,
49 &h[ XMP world rank], lo src oset, pitch,
50 width, count, dma ag, wait slot, wait tag);
51 g
52 if (hi rank != MPI PROC NULL) f
53 tcaDescSetMemcpy2D(tca reect desc, &h[hi rank], hi dst oset, pitch,
54 &h[ XMP world rank], hi src oset, pitch,
55 width, count, dma ag, wait slot, wait tag);
56 g





リスト 6.1 の 3 行目では，XACC 処理系から得られた通信方向の配列の行数が 1 であれば，それは連
続領域となる．つまり，この通信方向にはMPIの通信を割り当てることが最適である．6～9行目では，
XMPのノードマッピング上において，自ノードよりも低い Rankのノードが存在するかどうか（周期境
界条件でない時）の判定をし，11～14行目で lo rankが存在するなら非同期の point-to-pointの通信を
設定する．ここでは省略をしているが，自ノードよりも高い Rank である hi rank に対しても同様な判
定を行い，point-to-pointの通信を設定する．一方，17 行目では，通信方向の配列の行数が 1 より大き
いかを判定し，21行目でブロック長があるサイズより大きい場合，ブロックストライドであると判定す







pairwise して，ノードごとに DMA のディスクリプタを連結する順番を制御している．まず，1 行目の
xmp nodes index()関数を用いて，XMPのノードマッピング情報から，現在の通信面に対して自ノード
が何番目であるかという情報を得る．これを用いて，22行目で偶数番である場合 lo rankに対する通信，
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ストライド領域は通信の効率を上げるために，Pack/Unpackする必要がある．本実装では，reect init
指示文のランタイム内では Pack/Unpackは行わず，事前に Pack/Unpack用のバッファに対する DMA
ディスクリプタの設定を行う．
reect do指示文
reect do 指示文は，同期通信を実際に実行するための指示文である．この指示文は，図 6.1 の
Pack からMPI Barrier() までのフェイズである．まず，ストライド通信がある場合，通信の前後に
Pack/Unpack が実行される．Pack/Unpack 用のバッファは前述の reect init 指示文の中で確保して
いる．そして，通信は reect init 指示文ですでに設定が完了しているので，reect do 指示文は，







用いるベンチマークは，2 次元ラプラス方程式および 3 次元姫野ベンチマークであり，それぞれのソー
スコード例を付録 A.1，A.2 に示す．OpenACC コンパイラとして，筑波大学の田渕らが開発している







するため，分割（i, j, k）の k次元方向は分割されず，常に 1となる．そのため，ラプラス方程式におけ
る分割（4, 2）と姫野ベンチマークにおける分割（4, 2, 1）では同じプロセスマッピングとサブクラスタ






ド通信は発生しない．例えば，図 6.4の分割（2, 8, 1）において，Rank 0  7と Rank 8  15はそれぞ
れ別の仮想サブクラスタに属し，この仮想サブクラスタ間では TCA/PEACH2通信を一切行わない．分




















割（2, 8, 1）の Rank6に着目すると Rank5および 7は TCA/PEACH2，Rank 14はMV2GDRによる
袖領域交換が行われる．また，計算に使用する GPUは 5.3章の基礎評価と同様に，TCA/PEACH2お
よびハイブリッド通信では CPU0側の GPU0，MV2GDRは CPU1側の GPU2とし，1ノードにつき
1GPUのみを計算に用いる．
6.2.1 生産性の評価
XACC による TCA/InniBand ハイブリッド通信の生産性について評価を行う．GPU を搭載した
分散メモリ環境において，TCA/PEACH2 のような GPU 間直接通信機構とコモディティネットワー
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表 6.1 姫野ベンチマーク：ソースコードの行数
MPI TCA OpenACC XMP 初期化部分 計算部分 合計
逐次 72 27 99
Hand-coding
(MPI + TCA + OpenACC) 141 16 18 110 29 345








は，TCA/PEACH2 独自のディスクリプタを用いて通信の設定を行う必要がある．これは MPI のプロ
グラミングモデルとは異なる．加えて，MPI と TCA/PEACH2 の通信を配列の次元ごとに適宜選択し
なければ，通信の性能を十分に活かすことができない．一方，XACCによるハイブリッド通信は，逐次
に対して 1.54 倍の行数の増加にとどまっている．XACC によるハイブリッド通信のプログラム例を付
録 A.2 に示しめす．XACC では，袖領域交換の通信は#pragma xmp shadow 指示文で指定した配列に
対して，#pragma xmp reect init (list) accで通信するノードの選択，TCA/PEACH2とMPIの通信














た reect do では，reect init で設定した通信の起動および完了待ちを行う．袖領域交換の実行時
間は 1000 イテレーションの平均を取り，それぞれ 10 回の平均時間を表 6.2 に示す．評価には HA-
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PACS/TCAを 16ノード用いて，図 6.4の分割（2, 8, 1）と同様なプロセスマッピングとサブクラスタ
の分割を行う．
表 6.2 袖領域交換の実行時間 [sec]
reect init reect do
Hand-coding 0.166 116.472
XACC 0.176 125.926










（16384 16384）の 2種類を用いる．分割（i, j）は，（行方向，列方向）の分割を示し，例えば分割 2 4
の場合，分割されたデータサイズは Smallで 4096 2048となる．
図 6.5と図 6.6に 2次元ラプラス方程式の実行性能を示す．グラフの縦軸は実行性能である GFLOPS
値，横軸は分割方法と使用したノード数である．2つのグラフより，3つの通信の性能差があまり大きく
ないことがわかる．これは，ノード間のデータ分割は 2次元であるが，OpenACCによるスレッド分割が




図 6.5と図 6.6より，ノード数が少ない場合は実行性能に顕著な差は無いが，問題サイズ Small，Large
ともに 16ノード分割を行った時に性能差が生まれていることがわかる．データサイズを固定し，ノード
数を増やしていく強スケーリングでは，分割されたデータが徐々に小さくなっていき，それに伴い袖領域





て性能が向上していることがわかる．特に，図 6.5の分割 2 8において，ハイブリッド通信がMPIに対
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して高速であることがわかる．行方向の分割数が 2であるため，MV2GDRによる通信は 1方向のみで，






の性能比較を行う．評価には 8ノードおよび 16ノードを用いて，図 6.7のように 2つのサブクラスタに









より，8ノードの時は，MV2GDRに対して最大 21%の性能向上が得られている．しかし，2KB  8KB
のデータサイズにおいて，相対性能が 1.0より低くなっている．この原因として，MV2GDRの通信性能











図 6.9の 16ノードの結果は，8ノードの結果と同様な傾向であり，MV2GDRに対して最大 14%の速
度向上が得られている．しかしながら，8ノードの Broadcastに対して，16ノードで得られる速度向上
率が小さい．この原因として，TCA/PEACH2通信のホップ数の増加が影響していると考えられる．16
ノードのハイブリッド通信を用いた Broadcastは 4ステップ（= log2 16）の通信で構成されており，Step
1  3 は TCA/PEACH2 の通信，Step 4 は MV2GDR の通信となる．Step 1  2 の TCA/PEACH2
通信は隣接ノードへの DMA転送となるが，Step 3の TCA/PEACH2通信は 2つ先にノードへの DMA
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図 6.6 ラプラス方程式：データサイズ Large

















8 Nodes 16 Nodes
図 6.7 サブクラスタの分割とプロセスマッピング







数との性能比較を行う．Broadcastと同様に 8ノードおよび 16ノードを用いて，図 6.7のように 2つの
サブクラスタに分割することを想定する．Allgatherでは通信ステップが増えるたびに通信データサイズ
は倍になり，最終的に全ノードで共有するデータサイズは「Send Size  Number of processes」となる．
また，PEACH2のハードウェアの制限により，ハイブリッド通信ではスカラー値の Allgatherを実行でき
ないため，Double Precision 2要素（16 Byte）の Allgatherから評価を行う．図 6.10および図 6.11に，
それぞれ 8ノードおよび 16ノードにおける Allgatherの通信時間と，MV2GDRに対するハイブリッド
通信の相対性能を示す．グラフは，Broadcast と同様に左辺の縦軸が log スケールの通信時間，右辺の
縦軸が相対性能を示している．相対性能は 1.0より大きい場合は，ハイブリッド通信が MV2GDRに対
して高速であることを示している．図 6.10より，ハイブリッド通信は 1KB  4KB を除き 32KBまで
MV2GDRに対して高い性能を示しており，最大で 46%の性能向上が得られた．同様に図 6.11より，ハ
イブリッド通信は 512B  1KB を除き 16KBまでMV2GDRに対して高い性能を示し，最大で 40%の
性能向上が得られた．1KB  4KB または 512B  1KB で一時的に性能が低下する原因は，Broadcast
と同様にMV2GDRの通信性能やプロトコルスイッチが関係していると考えている．8ノードおよび 16
ノードにおいて，最終的にMV2GDRに対するハイブリッド通信の相対性能が 1.0より小さくなるデータ



















































































































MV2GDR/IB Hybrid Relative Perf.
図 6.9 Broadcast：16ノード
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サイズはそれぞれ 64KB，32KBである．このとき，最終的に全プロセスで共有されるデータサイズはと









表 6.3に，8ノードおよび 16ノードにおける Allreduceの通信時間とMV2GDRに対するハイブリッド
通信の速度向上率を示す．Speedupが 1.0より大きい場合，ハイブリッド通信はMV2GDRの通信に対
して高い性能であることを示す．
表 6.3 Allreduceの性能 [sec]
MPI Allreduce Hybrid Allreduce Speedup (MPI / Hybrid)
8ノード 18.322 13.390 1.36









（InniBand/MPI）のみ，ハイブリッド通信で行う．本評価の問題サイズは Large（256  256  512），
Middle（128 128 256），Small（64 64 128）とする．問題の分割（i, j, k）は図 5.5に対応して
いる．本評価には，i方向と j方向を分割し，k方向は分割せず常に 1とする．6.1.2節で述べたように，
























































































































MV2GDR/IB Hybrid Relative Perf.
図 6.11 Allgather：16ノード








































































































































































































































































図 6.13 姫野ベンチマーク：データサイズ Middle




































































































































図 6.14 姫野ベンチマーク：データサイズ Small
（1 2 1）や（2 1 1）のように，2ノードによる性能評価では，ハイブリッド通信を利用すること
ができない．そのため，これらの分割では共通してMV2GDRのMPI Allreduce()を用いる．






分割（1 4 1）や（1 8 1）においてMV2GDRに対して実行時間が大きくなっている．このよう
に，ハイブリッド通信は問題サイズ Largeでは最大で 2～3%程度の性能向上しか得られなかった．一方












図 6.14の問題サイズ Smallは，通信サイズが最大で 64KBであり，分割（241）および（281）
において，MV2GDRに対してハイブリッド通信は 41%の性能向上を達成した．この 2つの分割方法に










































第 4章では，GPUクラスタにおける GPUと CPUによるワークシェアリングによって，演算器の最
適化を検証した．本研究では，GPUへのデータの分散や並列実行を対象としている XMP-devのバック
エンドスケジューラとして，ランタイムスケジューラである StarPU を適用することで，マルチノード
におけるワークシェアリングを実行する XMP-dev/StarPU の提案と実装を行った．StarPU は，ある











































ハイブリッド通信を適用することで，3次元姫野ベンチマークを Hand-coding（MPI + TCA/PEACH2
+ OpenACC）で記述したプログラムに対して， 48.41%のコード行数で記述可能であり，生産性の高さ
が示された．
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リスト A.1 XACCによる 2次元ラプラス方程式のプログラム例
1 double u[XSIZE][YSIZE], uu[XSIZE][YSIZE];
2
3 #pragma xmp nodes p(YNODES, XNODES)
4 #pragma xmp template t(0:YSIZE 1, 0:XSIZE 1)
5 #pragma xmp distribute t(block, block) onto p
6 #pragma xmp align u[i][j] with t(j, i)
7 #pragma xmp align uu[i][j] with t(j, i)
8 #pragma xmp shadow u[1:1][1:1]
9 #pragma xmp shadow uu[1:1][1:1]
10 ...
11 int main(int argc, char argv)
12 f
13 ...
14 #pragma acc data copy(u, uu)
15 f
16 #pragma xmp reect init (u) acc
17 #pragma xmp reect init (uu) acc
18
19 for (t = 0; t < niter; t++) f
20 if ((k % 2) == 0) f
21 #pragma xmp reect do (u) acc
22
23 #pragma xmp loop (y, x) on t(y, x)
24 #pragma acc parallel loop gang vector length(256) async(1)
25 for (x = 1; x < XSIZE 1; x++) f
26 #pragma acc loop vector
27 for (y = 1; y < YSIZE 1; y++) f
28 uu[x][y] = (u[x 1][y] + u[x+1][y] + u[x][y 1] + u[x][y+1])  0.25;
29 g
30 g
31 g else f
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32 #pragma xmp reect do (uu) acc
33
34 #pragma xmp loop (y, x) on t(y, x)
35 #pragma acc parallel loop gang vector length(256) async(1)
36 for (x = 1; x < XSIZE 1; x++) f
37 #pragma acc loop vector
38 for(y = 1; y < YSIZE 1; y++)







1 #pragma xmp template t(0:MKMAX 1, 0:MJMAX 1, 0:MIMAX 1)
2 #pragma xmp nodes n(NDY, NDX)
3 #pragma xmp distribute t(, block, block) onto n
4 #pragma xmp align p[k][j][i] with t(i, j, k)
5 #pragma xmp align bnd[k][j][i] with t(i, j, k)
6 #pragma xmp align wrk1[k][j][i] with t(i, j, k)
7 #pragma xmp align wrk2[k][j][i] with t(i, j, k)
8 #pragma xmp align a[][k][j][i] with t(i, j, k)
9 #pragma xmp align b[][k][j][i] with t(i, j, k)
10 #pragma xmp align c[][k][j][i] with t(i, j, k)
11 #pragma xmp shadow p[1][1][0]
12 ...
13 #pragma acc data copy(p, bnd, wrk1, wrk2, a, b, c) create(gosa)
14 f
15 #pragma xmp reect init (p) acc
16 ...
17 for (n = 0; n < nn; ++n) f
18 gosa = 0.0;
19 #pragma acc update device(gosa)
20
21 #pragma xmp loop (k,j,i) on t(k,j,i)
22 #pragma acc parallel loop rstprivate(omega) reduction(+:gosa) collapse(2) gang vector length
(64) async
23 for (i = 1; i < imax 1; ++i)
24 for (j = 1; j < jmax 1; ++j) f
25 #pragma acc loop vector reduction(+:gosa) private(s0, ss)
26 for (k = 1; k < kmax 1; ++k) f
27 s0 = a[0][i][j][k]  p[i+1][j ][k ] + a[1][i][j][k]  p[i ][j+1][k ] + a[2][i][j][k]  p[i ][j ][k+1] + b
[0][i][j][k]  ( p[i+1][j+1][k ]   p[i+1][j 1][k ]   p[i 1][j+1][k ] + p[i 1][j 1][k ] ) +
b[1][i][j][k]  ( p[i ][j+1][k+1]   p[i ][j 1][k+1]   p[i ][j+1][k 1] + p[i ][j 1][k 1] ) +
b[2][i][j][k]  ( p[i+1][j ][k+1]   p[i 1][j ][k+1]   p[i+1][j ][k 1] + p[i 1][j ][k 1] )
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+ c[0][i][j][k]  p[i 1][j ][k ] + c[1][i][j][k]  p[i ][j 1][k ] + c[2][i][j][k]  p[i ][j ][k 1] +
wrk1[i][j][k];
28 ss = ( s0  a[3][i][j][k]   p[i][j][k] )  bnd[i][j][k];
29 gosa += ssss;
30




35 #pragma xmp loop (k,j,i) on t(k,j,i)
36 #pragma acc parallel loop collapse(2) gang vector length(64) async
37 for (i = 1; i < imax 1; ++i)
38 for (j = 1; j < jmax 1 ;++j) f
39 #pragma acc loop vector
40 for (k = 1; k < kmax 1; ++k)
41 p[i][j][k] = wrk2[i][j][k];
42 g
43
44 #pragma acc wait
45 #pragma xmp reect do (p) acc
46 #pragma xmp reduction(+:gosa) acc
47 #pragma acc update host (gosa)
48 g / end n loop /
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