We study the dynamics of a spin-flip model with a mean field interaction. The system is non reversible, spacially inhomogeneous, and it is designed to model social interactions. We obtain the limiting behavior of the empirical averages in the limit of infinitely many interacting individuals, and show that phase transition occurs. Then, after having obtained the dynamics of normal fluctuations around this limit, we analyze long time fluctuations for critical values of the parameters. We show that random inhomogeneities produce critical fluctuations at a shorter time scale compared to the homogeneous system.
Introduction
The mathematical description of complex social systems has been largely inspired by modeling of physical systems, in particular by Statistical Physics (see e.g. [21, 25] ). Social interactions have, however, their own peculiar features.
In many applications, the same information is potentially available to all individuals; thus geometrical constraints in the interaction are not justified. Unlike in physical systems, interactions of mean field type may provide accurate descriptions of real behaviors.
In physical systems, interactions are often coded in an energy function, the Hamiltonian; the associated Gibbs distributions describe the equilibrium behavior of the system in the thermodynamic limit. When a stochastic dynamic model is desirable, for instance for particles in a heat bath, "natural" dynamics are obtained by adding stochastic perturbations to the Hamiltonian dynamics, preserving the reversibility with respect to the Gibbs distribution. In social systems, interactions may be more naturally given in a dynamic framework. For instance, at each time step an agent in a market changes his own "state" (e.g. the amount of money invested in a specific item) to maximize his own utility, that depends on the global state of the business network he belongs to, and on some randomness. The associated stochastic evolutions are not necessarily reversible with respect to their equilibrium distribution.
The mean field assumption could be inappropriate in many context, where individuals tend to conform their choices to those of a small number of appropriately defined neighbors. These situations are better described by models with local interactions, such as the Voter Model (see [20] ); for applications of this model to social science see e.g. [16] , [17] , where the graph of the interactions is regular, and [24] , [26] for the case of interactions in an heterogeneous graph. There are however many situations where the mean field assumption is reasonable. This is the case, for example, when one models the economic behavior of agents sharing the same information see e.g. [3] , [4] , [5] . More recent developments along these lines are found in [2] , [10] , [11] , [15] . In these models each agent aims at optimizing an utility function, whose dependence on the states of other agents is invariant under permutation (i.e. mean field). Moreover, agents update their state sequentially; in other words, simultaneous updating is not allowed. As observed in [8] , the purpose in this approach "is not to model strategic interactions but collective behavior of non-strategic nature". When simultaneous updating is allowed, non-cooperative behavior of agents needs to be considered; a dynamic gametheoretic framework in the context of mean field interaction has been recently developed in [19] , while applications to economics are considered in [18] .
A typical feature of dynamic mean field models is that they exhibit phase transition: in the limit of infinitely many individuals, different initial conditions may be attracted to different equilibria. In a social setting, different equilibria may correspond to different degrees of polarization of opinions, better or worse financial state in a network of interacting agents and so on. The model we study in this paper, that generalizes the one introduced in [10] , should be seen as a prototype model for social systems having the following features.
1. The dynamics concern the states of a large number, N , of interacting individuals.
Let ω i be the state of the i-th individual. Other individuals perceive this state subject
to a random perturbation. We denote by σ i the perceived state.
3. Each individual changes his state by "adapting" to the perceived state of all the others. In other words, also considering the mean field assumption, the rate at which ω i changes depends on the empirical mean of the σ j 's, i.e. m In [10] we consider a system comprised by N identical individuals. The evolution is characterized by two parameters β and γ, where β determines the randomness in the perception process, while γ determines the randomness in the process of adaptation to the mean of other individuals. It is a parameter that expresses a measure of the disutility of non-conformance. When γ > 0 individuals tend to conform their behavior to the mean behavior of all the others; conversely, when γ < 0, there is an incentive to non-conformity. We take into account only positive γ, since, as shown in [4] and in [5] , the results are more interesting both from the social and technical point of view than in the other case. For simplicity, we consider a binary decision problem for individual agents, so both ω i and σ i are assumed to take values ±1, and we call them spins. The main results in [10] concern the limiting dynamics as N → +∞, and normal fluctuations about this limit. In particular we show that the parameter space is divided into two main regions, the subcritical and the supercritical ones, corresponding respectively to a minor or a major incentive to conform. For all value of the parameters, a "neutral" equilibrium solution exists, and, roughly speaking, it corresponds to equal proportion of individuals with state +1 and −1. In the supercritical region, however, other equilibria appear, with a strict majority of individuals in one of the two states, as effect of a stronger attitude to conformism.
In this paper we weaken the homogeneity assumption of identical individuals; here individuals are divided into reference groups. The belonging to a given group is coded in a parameter, that we assume random but constant in time. By adopting the terminology used in Statistical Mechanics of disordered systems, we will refer to the set of these parameters as random field. Depending on the particular application, the random field may describe affiliation of individuals to different social classes, ethnic or religious groups, geographic areas and so on. In a financial setting, one can model firms of different dimension, or acting in different markets. Our aim is twofold. On one hand, following the same approach used in [10] to study the limiting dynamics as N → +∞, we show that the phase diagram of the model is more complex than the one of the homogeneous case. On the other we obtain a scaling limit of the dynamics of fluctuations for critical values of the parameters, i.e. in the boundary between the subcritical and the supercritical region. We consider the case of two groups, i.e. a ±1-valued random field. This greatly simplifies the analysis of critical fluctuations, since it allows the reduction to a low dimensional order parameter. General random fields would require the spectral analysis of operators that, by the non reversibility of the system, are not self-adjoint. This difficulty is innocuous when reduction to low dimension is possible. To illustrate our main results, we need to introduce some notations. For times t ≥ 0, let σ i (t), ω i (t) ∈ {−1, +1} be the values of the spins at time t, which evolve as a continuous-time Markov chain. Moreover, let η i ∈ {−1, +1} be the group of the i-th individual. Denote by
the empirical measure at time t. In the model we introduce in Section 2, ρ N (t) evolves itself as a Markov process (this fact could be indeed taken as definition of mean field dynamics). ρ N is a probability on {−1, +1} 3 , so it lives on a linear manifold of dimension 7. As we shall see, many explicit computations are made possible by this low dimensionality, that would be lost in more general cases, for instance when η i could take infinitely many values. As N → +∞, ρ N (t) converges in probability to a deterministic flow ρ(t), which is a solution of an ordinary differential equation (ODE). This result corresponds to a law of large numbers and it allows us to describe the macroscopic evolution of the system, which is deterministic. We provide the full phase diagram of the stationary solutions of this ODE, in terms of the parameters of the model. Since in real systems N is large but finite, it is relevant to obtain first order (Normal) corrections to the N → +∞ limiting dynamics. So, we show that the fluctuation process
converges in law to a Gaussian process (Central Limit Theorem), whose covariance is determined explicitely. Gaussian approximations of empirical mean are widely used in applications. For example, in the financial context of credit risk analysis (see e.g. [16, 17, 10, 11] ), states are indicators of the financial health of a firm; Gaussian approximations allow to compute quantiles of the excess losses suffered by a financial institution holding a large portfolio with positions issued by the firms. Moreover, whenever parameters have to be estimated from data, the Central Limit Theorem yields asymptotic normality of estimators, which is in practice a very desirable property.
In the subcritical region, where only a "neutral" equilibrium exists, it can be shown that the estimates of Normal fluctuations are uniform in time. When the parameters approach the critical values, these estimates loose their accurancy and we need a different scaling to describe better their behavior. In fact, for critical values of the parameters, it is expected that long time fluctuations are such that a space-time scaling of the form
where ρ := lim t→+∞ ρ(t), has a nontrivial limit in law. Although many homogeneous and reversible models are well understood in this respect, this paper provides, to our knowledge, the first example of study of critical fluctuations for a non reversible, inhomogeneous model. We show that, in the homogeneous case (η i ≡ 0), the "standard" α = 1/2 scaling holds true, and (1) converges to a cubic diffusion. When instead the η i 's are i.i.d. and nonzero, the space fluctuations of the field destroy the above picture: critical fluctuations appear at a much shorter time α = 1/4, and are driven by the normal fluctuations of the field. In some sense, this is a dynamic analog of the result in [1] for the fluctuation of the Curie-Weiss model at critical temperature. We remark that the dynamics of critical fluctuations are known to exhibit universality features (see [12] ). Our result shows that the presence of inhomogeneities may lead to a new universality class (see [6] for more results on this subject). The paper is organized as follows. In Section 2 we define the class of models we study; Section 3 contains the results concerning the limiting dynamics, phase diagram and normal fluctuations; Section 4 is devoted to critical fluctuations; proofs of all results are finally given in Section 5.
The model

Description of the model
Let S = {−1, +1} and η = (η j ) N j=1 ∈ S N be a sequence of independent, identically distributed, symmetric, Bernoulli random variables defined on some probability space (Ω, F, P ), that is P (η j = −1) = P (η j = +1) = 1/2, for any j. We indicate by µ their common law. Given a configuration (σ, ω) = (σ j , ω j ) N j=1 ∈ S 2N and a realization of the random medium η, we construct a 2N -spin system evolving as a continuous-time Markov chain on S 2N , with infinitesimal generator L N acting on functions f : S 2N −→ R as follows:
where
The k-th component of σ j , which has the meaning of a σ-spin flip at site j, is
and the ω-spin flip at site j is defined similarly. The parameters β, γ and h are positive. The quantities e −βσ j ω j and e −γω j (m σ N +hη j ) represent the jump rates of the spins, the rates at which the transitions σ j −→ −σ j and ω j −→ −ω j occur respectively for some j. The rates e −βσ j ω j describe how states are perceived: for β = 0 perceived states are completely random, while alignment to the real states improves as β grows. The rates e −γω j (m σ N +hη j ) are comprised by two factors: e −γω j m σ N incentivize alignment with the average perceived state of the community (conformism), while the factor e −γhω j η j models different attitudes within different reference groups.
The expression (2) describes a system of mean field coupled pairs of spins, each with its own random environment. It is subject to an inhomogeneous interaction (of intensity h) parametrized by the components η j . With the expression mean field we mean that the sites interact all each other in the same way and this assumption allows us to suppose that the interaction depends on the value of the magnetization
The initial condition (σ(0), ω(0)) is assumed to have product distribution λ ⊗N , where λ is a probability measure on S 2 . The quantity (σ j (t), ω j (t)) represents the time evolution on 3 Approach and main results
Deterministic limit: law of large numbers
The operator L N given in (2) defines an irreducible, finite-state Markov chain. It follows that the process admits a unique stationary distribution ν N , but it can be proved that our model is non reversible (see the analogous proof for the homogeneous model in [10] ). This fact implies that an explicit formula for the stationary distribution ν N and its N −→ +∞ asymptotics are not available. So, we follow a dynamic approach. This means that first, we derive the dynamics of the process (2), in the limit as N −→ +∞, in a fixed time interval [0, T ] and later, we study the large time behavior of the limiting dynamics.
So 
where {ρ N } N ≥1 is the sequence of empirical measures
We may think of ρ N as a random element of
, the space of probability measures on (D[0, T ]) 2 × S endowed with the weak convergence topology. First, we want to determine the weak limit of
when N grows to infinity, i.e. for f ∈ C b we look for lim N →+∞ f dρ N . It corresponds to a law of large numbers, where the limit is a deterministic measure. Being an element of M 1 ((D[0, T ]) 2 × S ), such a limit can be viewed as a stochastic process, which represents the dynamics of the system in the infinite volume limit.
The result we actually present is a large deviation principle, which is much stronger than a law of large numbers. We start with some preliminary notions letting, in what follows, T ] , such that the initial condition (σ(0), ω(0)) has distribution λ and both σ(·) and ω(·) change sign with constant rate equal to 1. By W ⊗N we mean the product of N copies of W , which represents the law of the 2N -spin system in absence of interaction. Moreover, we shall denote by P For 
be the process counting the jumps of σ(·) (resp. ω(·)). Define
and F (Q) = 0 otherwise. Finally, let Lemma 5.4 in [10] ) and thus also I(Q) = +∞. Proposition 3.1. The distributions of ρ N obey a large deviation principle (LDP) with rate function I(·) (see e.g. [13] for the definition and fundamental facts on LDP).
The key step to derive a law of large numbers from Proposition 3.1 is given in the following result.
Proposition 3.2. The equation I(Q)
where, for all the triples (σ, ω, η) ∈ S 3 , the operator L η acts as follows:
and q t is defined by [7] , and it is known as propagation of chaos property: in the limit as N → +∞, the joint law of the state evolutions of given individuals is a product measure; moreover, single individuals evolve their state according to the law Q * .
The proofs of Propositions 3.1 and 3.2 and of Theorem 3.3 are based on large deviations techniques applied to mean field models, first introduced in [9] and then generalized in [10] for non reversible mean field models. They present various technical difficulties due to the unboundedness and non continuity of F , which are related to the non reversibility of the model. They are not given here, because they are analogous to the same results in the homogeneous case (see Proposition 3.1, Proposition 3.2 and Theorem 3.3 in [10] ).
Equilibria of the limiting dynamics: phase transition
The equation (4) describes the behavior of the system governed by generator (2) in the infinite volume limit, i.e. of infinitely many individuals. We are interested in the detection of the t-stationary solution(s) of this equation and in the study of its (their) stability properties. We recall that, to be t-stationary solution(s) for (4) it has to be satisfied the equation
First of all, we proceed to reformulate the "original" McKean-Vlasov equation (4) 
where q η t has the meaning explained in Proposition 3.2 and we have written m · t instead of m · qt . We introduce these expectations, because the probability measure q t on S 3 is completely determined by them. The quantities defined above, or simple functions of them, have natural interpretations in the social setting. For a given time t, m σ t (resp. m ω t ) clearly represents the averaged perceived (resp. real) state. Then,
is the probability that the perceived state (σ) of an individual is equal to its real state (ω). Also, m ω t ± m ωη t is the average state within the reference group associated to η = ±1. Similar interpretations can be given for the other quantities in (6)-(9). Lemma 3.5. Equations (4) can be rewritten in the following form: 
To discover the presence of phase transition(s) (multiple equilibria) and the stability of equilibria, it is sufficient studying the first equation of (11): For a fixed value of β, the phase diagram is qualitatively drawn in Figure 1 . There are three phases, corresponding to 0, 1 and 2 solutions having m σ * > 0, respectively. By symmetry, we have the same number of solutions with m σ * < 0. The continuous separation curve is
while the dotted one is obtained numerically and it is due to the fact that the function
is not always concave. The two curves coincide for γ ∈ 1 tanh(β) , 3 2 tanh(β) and separate at the "tricritical" point (γ, h (β,γ)) = is a solution for all values of the parameters.
tanh(β) (Phases 0 and 2 in Figure 1 ), then m 0 * is linearly stable for (10) .
tanh(β) , and h is above the dotted line in Figure 1 , which has been obtained numerically (Phase 0), then m 0 * is the unique solution of (11). 
If γ >
, where m * is the unique positive solution of the first equation of (11).
If we choose the parameters above the curve (12) and h is small enough, in other words if (γ, h) belongs to the Phase 2 of Figure 1, then two further solutions arise.
Proof. See Section 6.
Interpretations of Theorem 3.6 and of the phase diagram in Figure 1 are most easily given in terms of opinion dynamics, where the states of individuals are (binary) opinions on a given subject. Phase 0 in Figure 1 can be seen as a small perturbation of the case where individuals choose their opinion randomly, and independently of the others. For small inhomogeneity (h small), as γ crosses the curve h = h(β, γ) (Phase 1), i.e. as links between individuals become strong enough, the "neutral" solution m 0 * becomes unstable (although it possesses a stable manifold), and one of the two opinions eventually prevails (polarization of opinions). This means that the two solutions in part 3. of Theorem 3.6, different from m 0 * , are stable; the state space, besides the stable manifold for m 0 * , gets partitioned into two parts, each attracted by one of the two stable solutions. This picture has been proved rigorously for the homogeneous case in [10] , but it is well supported by numerical evidence also in the inhomogeneous case. Phase 2 is absent for h = 0, thus it is a genuine effect of the inhomogeneity. If, from Phase 1, we increase the link between individuals and their reference groups (specifically, as h crosses the value h(β, γ)), then stability of the neutral solution is recovered. However, at least for moderate h, stability of one solution with m σ * > 0 is maintained: in other words, polarization of opinions may occur or not, depending on the initial condition.
Analysis of fluctuations: Central Limit Theorem
Thanks to Theorem 3.3 we established a law of large numbers for the empirical measure ρ N , that is ρ N −→ Q * . We are going to analyze the Normal fluctuations around the limit Q * . We are also interested in the N -asymptotic distribution of ρ N − Q * . Using a weak convergence-type approach based on uniform convergence of the infinitesimal generators, deeply explained in [14] , it is possible to provide a dynamical interpretation of the recalled law of large numbers.
Let f : S 2 −→ R be a function and define ρ N (t), the marginal distribution of ρ N at time t, by
is a probability on S 2 and so, by the considerations which led as to introduce the expectations (6), (7), (8) and (9), we can proceed similarly saying that ρ N (t) is completely determined by the vector (m
) and seeing it as a seven-dimensional object.
A simple consequence of Theorem 3.3 is the following convergence of flows:
where the convergence is meant in probability, with respect to the weak topology for measurevalued processes. Since the flow of marginals contains less information than the full measure of paths, the law of large numbers in (14) is weaker than the one in Theorem 3.3. However, the corresponding fluctuation flow
is also a finite-dimensional flow, whose limiting distribution can be explicitly determined.
Theorem 3.7. In the limit N −→ +∞, the seven-dimensional fluctuation process 
converges (in the sense of weak convergence of stochastic processes) to a limiting sevendimensional Gaussian process (r(t), x(t), y(t), z(t), u(t), v(t), w(t)), which is the unique solution of the linear stochastic differential equation
Proof. We only sketch the main tools useful to prove the Theorem; we avoid the complete computations, since they are straightforward and very similar to those of the homogeneous case, which can be found in [10] .
First, we have to prove that (m
) is an order parameter for the model, i.e. its evolution is Markovian. So, let denote by K N the infinitesimal generator of this process. We apply the operator (2) to a function φ, which is a composition of functions of the type:
where we are considering (σ, ω) as a variable. The goal is we obtain the same applying another infinitesimal generator (which is exactly the operator K N ) to a function 
) is a Markov process too, since it is a deterministic and invertible function of (m
With the same reasoning as before, we can find the explicit expression of the infinitesimal generator H N , driving the dynamics of this fluctuation process. Now, it can be found the limiting generator H of H N and, using the results about the convergence of stochastic processes developed in [14] (Chapter 4, Corollary 8.7), we can conclude our fluctuation process converges weakly to a Gaussian one, whose dynamics is driven by H and which solves the diffusion equation given in the statement of the Theorem.
Critical dynamics (γ = cosh
2 (γh)/ tanh(β))
We are going to consider the "critical dynamics" of the system, in other words the long-time behavior of the fluctuations in the threshold case, when γ = cosh 2 (γh) tanh(β) . In the previous section we have seen that in a time interval [0, T ], where T is fixed, and in the infinite volume limit, we have Normal fluctuations for the system. Indeed, the infinitesimal generator of the rescaled process converges to the infinitesimal generator of a diffusion and the rescaled process itself converges weakly to that diffusion. It means we can provide a Central Limit Theorem for all the values of β and γ. This Central Limit Theorem continues to be valid in the critical case, but there is an eigenvalue of the covariance matrix Σ t which grows polynomially in t and identifies the critical direction. This fact implies that the size of the Normal fluctuations must be further rescaled (in space and in time), because their size around the deterministic limit increases in time. The presence of the constant drift in the dynamics of the Normal fluctuations influences the construction and the behavior of the critical fluctuation process; in fact, it forces us to rescale the time by a smaller power of N than it would be done in the homogeneous model. The limiting process of these fluctuations is still Gaussian, since solution of a deterministic equation with constant (but random) drift given by a Gaussian random variable.
First of all, we need to locate the critical direction in the seven-dimensional space of the order parameters. In the rest of the section, we will consider γ = for every value of t ≥ 0. Observe that if it holds at initial time, it will be true for all subsequent times by stationarity.
In the critical case, when γ =
tanh(β) , the matrix Σ t has an eigenvalue growing polynomially in t . The critical direction is determined by the right eigenvector corresponding to the eigenvalue increasing to infinity of Σ t , which is also the right eigenvector corresponding to the null eigenvalue of A 2 , the drift matrix of Theorem 3.7 (independent of t under our assumptions). This matrix can not be completely diagonalized, but it is possible to find a basis of generalized right eigenvectors {a 1 ,. . . , a 6 }, allowing us to reduce it in Jordan canonical form. Let A be the matrix whose rows are a 1 ,. . . , a 6 . It is convenient to consider the following change of variables (it will be used to construct the critical fluctuation process in Theorem 4.3):
If we set a 1 to be the eigenvector corresponding to the null eigenvalue, by this analysis we obtain the following critical direction: Proof. See Section 6.
Then, as N −→ +∞, r N (t) converges to H , a Standard Gaussian random variable, the processesȳ
Remark 4.4. In view of Theorem 4.3 is now clear why it is convenient the change of variables we introduced. In the new system of coordinates only one process survives the critical space-time scaling.
The previous Theorem is valid even in the homogeneous model, when h = 0, but the result is trivial: the limiting processx(N 1/4 t) ≡ 0. In that case, the absence of the constant drift, due to the random environment, allows us to amplify the time by a factor N 1/2 in order to have an appreciable and different result: the limiting critical fluctuation process is no more trivial and, besides, it is non-Gaussian. We state here this result, for the complete proof we refer to [22] .
Theorem 4.5. Assume h = 0. For t ∈ [0, T ], if we consider the critical fluctuation process
ξ N (t) := N 1/4 m σ ρ N (N 1/2 t) − tanh(β)m ω ρ N (N 1/2 t) ϑ N (t) := N 1/4 m σ ρ N (N 1/2 t) + sinh(β)m ω ρ N (N 1/2 t) (16) ζ N (t) := N 1/4 m σω ρ N (N 1/2 t) − sinh(β) cosh(β) + 1 then, as N −→ +∞, ξ N (t), ζ N (t
) collapse to zero and ϑ N (t) converges, in the sense of weak convergence of stochastic processes, to a limiting non-Gaussian process ϑ(t), which is the unique solution of the following stochastic differential equation:
where B is a standard Brownian motion.
Conclusions
We have proposed a model for social interactions having the following main features:
Interaction is of mean field type: the same information is available to all individuals.
Individuals are not identical (inhomogeneity): they are divided into reference groups.
Equilibrium dynamics are not time reversible.
We have shown various asymptotic results in the limit as the number N of individuals goes to infinity. First we have shown a law of large numbers, that describes the dynamics of a specific individual in the limit of an infinite community (N → +∞). The large time behavior of this dynamics exhibit phase transitions: depending on the parameters of the model, and possibly on the initial condition, states of individuals may either polarize -due to strong tendency to conformism -or tend to a "neutral" configuration, where states are mainly dictated by the reference group individuals belong to, and only weakly influenced by interactions within the community. We have then proved a Central Limit Theorem, which provides explicit normal corrections to the N → +∞ limiting dynamics. Finally, fluctuations around the limiting dynamics have been studied in more details in the critical region of parameters, separating the phases of polarization and non-polarization. In this region, largetime fluctuations exhibit peculiar scaling properties, which are strongly influenced by the inhomogeneity of the community.
Proofs
Proof of Lemma 3.5
By definition (7), Proposition 3.2 and Theorem 3.3 we deduce thaṫ
where the last equality holds thanks to (7) and (8) . So the first equation of Lemma 3.5 is proved. Similarly, we can obtain all the others.
Proof of Theorem 3.6
The fact that m 0 * is an equilibrium point for all values of the parameters is easily shown by equations (11). Now we are going to study the linear stability of this equilibrium. Denoting by Its eigenvalues are given by
They are all real and it is easy to see that λ 2 , λ 3 , λ 4 , λ 5 , λ 6 < 0, for every value of β, γ, h; instead, the value of λ 1 depends on the parameters: Having established linear stability of m 0 * , we now look for further equilibria. To this purpose, it is sufficient to study the behavior of the self-consistency relation satisfied by m σ * . Looking at the first expression in (11), we can write
where Γ β,γ,h (m σ * ) is defined by (13) . It follows from (17) that 
is a continuous function for all the values of β, γ and h;
then there is at least one ferromagnetic solution. However, since Γ β,γ,h (m σ * ) is not always concave, there may be a ferromagnetic solution even when (18) fails. In this case, there must be at least two ferromagnetic solutions (corresponding to the curve m σ * −→ Γ β,γ,h (m σ * ), crossing the diagonal first from below and then from above). The regime defined by (18) lies under the curve (12) . An idea of when two ferromagnetic solutions arise may be obtained from the Taylor expansion of Γ β,γ,h (m σ * ) for small m σ * ; in fact,
and, on the curve defined by (12) , it reduces to
from which we can see that γ = 
where M is a positive constant. We are interested in introducing such a sequence of stopping times, because in this way the processes
; thanks to the Central Limit Theorem r N (t) is still bounded, in fact for every ε > 0 there exists
STEP 2. Now we prove that, for
, the non-critical directions converge to zero in probability and this implies that y N (t), z N (t), u N (t), v N (t), w N (t) −→ 0, as N −→ ∞. We show it only for the process z N (t), because the calculations are analogous in the other cases. First we need the following technical results. (15) , is a Markov process.
To prove that (r N (t),x N (t),ȳ N (t),z N (t),ū N (t),v N (t),w N (t)) is a Markov process, one must write down the expression of the infinitesimal generator G N , whose dynamics are driven by. To do it, we need the following technical Lemma.
Lemma 6.2. Let (X t ) t≥0 be a continuous-time Markov chain on a finite state space S, admitting an infinitesimal generator L. Let g : S −→ S ′ be a given function, where S ′ is a finite set. Assume that for every
f : S −→ R, L(f • g) is a function of g(x), i.e. L(f • g) = (Kf ) • g
. Then this last identity defines a linear operator K; moreover, g(X t ) is a Markov process with infinitesimal generator K.
Proof. Obviously K is linear. Observing that
we can conclude. In fact, X t is a Markov process with generator L, then we have
and the last inequality holds since e tK is a Markov semigroup and L(f • g) = (Kf ) • g. Hence, g(X t ) is a Markov process with infinitesimal generator K.
Proof of Proposition 6.1. We apply Lemma 6.2. The process {(σ(t), ω(t))} t≥0 is a continuous-time Markov chain on the finite state space S 2N , with infinitesimal generator L N , defined by (2) . Let consider the function
it plays the role of g in Lemma 6.2. Then, for every ψ :
and ζ(σ, ω) is a Markov process with generator G N given by
where w N (t) ) applied to that particular function satisfies:
where the remainders are continuous functions of (r,x,ȳ,z,ū,v,w) and they are of order o(1/N 1/4 ) pointwise, but not uniformly in (r,x,ȳ,z,ū,v,w).
Proof. Let consider the function ϕ(r
where |A N (i, j, k)| is given by (21) . Now we develop ϕ aroundz with the Taylor expansion stopped at the second order. So,
and if we replace the exponential functions with the expression e −α = ch(α) − sh(α), by simple computations we obtain that = 2ϕzN
1/4 sh(γh)ch γ N 1/4 (ch(β) + ch(γh))
x +v 2sh(γh)(ch(β) + 2ch(γh))
In what follows we will also consider the Taylor expansions stopped at the second order of the following terms
Then, if we consider the previous expansions and we reorder the terms, we find that
which is just (22) .
We define
and we consider the infinitesimal generator, J N = N 1/4 G N , subject to the time-rescaling and applied to the particular function
We choose this kind of function, since ( z N (t)) 2 is a sequence of positive semimartingales on a suitable probability space (Ω, A, P ) and then the following decomposition holds:
In (26):
which is a local martingale, where
The counter A(i, j, k, N 1/4 t) is given in analogy with (21) , replacing the variables r,x,ȳ, z,ū,v,w with the stochastic processes r N (t), x N (t), y N (t), z N (t), u N (t), v N (t) and w N (t). As we can evidently see, Λ ω N (i, j, k, dt) is the difference between the point process Λ ω N (i, j, k, dt), defined on S 3 × R + , and its intensity λ(i, j, k, t) dt.
Remark 6.4. If we call
As a consequence of the considerations just explained, we are in the proper situation to use a result about collapsing processes appeared in [7] and then slightly generalized in [22] . Here we recall it in Proposition 6.5 and then we adapt it to our specific case in Lemma 6.6 , that is what we have to prove. Proposition 6.5. Let {X n (t)} n≥1 be a sequence of positive semimartingales on a probability space (Ω, A , P), with
Here, Λ n is a point-process of intensity A n (t, dy)dt on R + × Y , where Y is a measurable space, and S n (t) and f n (t) are A t -adapted processes, if we consider (A t ) t≥0 a filtration on (Ω, A , P) generated by Λ n . Let d > 1 and C i constants independent of n and t. Suppose there exist {α n } n≥1 and {β n } n≥1 , increasing sequences with
Furthermore, let {τ n } n≥1 be stopping times such that, for t ∈ [0, τ n ] and n ≥ 1,
Hence:
then, for any ε > 0, there exist C 6 > 0 and n 0 such that
if instead of (⋆⋆) we have
then, instead of (⋆ ⋆ ⋆), we get 
i,j,k∈S
and such that, for every ε > 0, the following estimate holds
Proof. We aim to prove the existence of these sequences {α N } N ≥1 , {β N } N ≥1 and constants C · and to give a characterization of them. We show that the hypotheses required by Lemma 6.6 hold true. The random variables (ω j (0), η j ) are independent, so a Central Limit Theorem applies: in the limit as N −→ +∞,
converges to a Gaussian random variable and, since m 
and we obtain the following estimate for the 2d-th moments of z N (0):
Thus (30) holds.
we consider the Taylor expansions of the hyperbolic sine and cosine stopped at the second order (see (24) and (25)) with the Lagrangian expressions of their remainders estimated as follows:
Now we derive the particular characterization of J N ( z N (t)) 2 , adapting the explicit expression of G N ϕ ( z N (t)) found in Corollary 6.3 (in other words, setting ϕ( z N (t)) = ( z N (t)) 2 , and taking into account the time-rescaling). Then, we proceed to find an upper bound for this quantity. Thus, by (23) , (24) and (25), if we reorder the terms, we get
Hence, we have obtained the desired inequality if we choose: κ := N 1/4 , δ := 4ch(γh) (which is a positive constant), β N ≡ 1 and C 2 + C 3 equal to the rest of the expression, which is constant with respect to N and t, as required.
(32): Now, we evaluate the supremum of the modulus of ∇ (j) ( z N (s)) 2 , defined as in (27). It easily yields
where we set C 4 = 4(1 + M ) and α N = N 1/8 . 
To find an upper bound for this last quantity, we replace the exponential functions with the expression e −α = ch(α) − sh(α) and then we proceed in the same way we previously proved (31). We consider the Taylor expansions of the hyperbolic sine and cosine stopped at the second order (see (24) , (25)) and we estimate their remainders as in (35) 
where C 5 is a positive constant depending on M .
(29): It remains to show that the sequences we have found satisfy the conditions about the convergence to zero. But,
and hence we know that (34) hold true from Proposition 6.5.
Corollary 6.7. We consider the same setting as in Lemma 6.6 . For every ε > 0 there exists constants C 7 and N 0 such that
Proof. We set C 7 = (C 6 ) 1/2 and we extract the square root of the inequality ( * ) in the previous Lemma to obtain an equivalent set, described in (37), for which the same property holds. 
STEP 3. In order to conclude the first part of the proof of Theorem 4.3 we have to show that, for every ε > 0 and N ≥ 1, there exists a constant M > 0 such that
This fact implies that the processes y N (t), z N (t), u N (t), v N (t), w N (t) converge to zero in probability, as N → +∞, for all t ∈ [0, T ]. But, before proving this fact we need the following technical Lemma.
, if we consider ψ ∈ C 1 , a function of the pair of processes
only rescaled in space, then (20) reduces to
where the remainder is a continuous function ofx and it is of order o(1/N 1/4 ) pointwise, but not uniformly inx.
Proof. By (20) , considering a function ψ : 
The procedure we applied to prove Corollary 6.3 leads us to the conclusion, once we leave all the terms coming from those processes we know collapsing in the infinite volume limit. Now let consider the infinitesimal generator, J N = N 1/4 G N , subject to the time-rescaling and apply it to the particular function ψ(r N (t),
The following decomposition holds
where we have defined
As we can clearly see, the quantities Λ · N (i, j, k, dt) are the differences between the point processes Λ · N (i, j, k, dt), defined on S 3 × R + , and their intensities λ · (i, j, k, t) dt. The counter A(i, j, k, N 1/4 t) is given in analogy with (41), replacing the variables r andx with the stochastic processes r N (t) and x N (t). We recall that the expression of G N is given by (40).
ch(β)ch(γh) (ch(β) + ch(γh)) and, by using the Taylor expansions of the hyperbolic sine and cosine stopped at the second order (see (24) , (25) ) and the estimates of their remainders (see (35), (36)), it results to be bounded from above by a positive constant C 8 , which is independent of N . Moreover,
then we obtain the following inequality for the probability of the interested set We estimate the seven terms of the right-hand side of the inequality.
for any ε > 0, thanks to the fact that the process z N (t) collapses we have P sup In summary, we proved the inequality we were looking for; in fact
This completes the first part of the proof. Now, we are going to show that in the limit of infinite volume, when t ∈ [0, T ], the process x N (t) admits a limiting process and we are going to compute it. STEP 4. First, we need to prove the tightness of the sequence { x N (t)} N ≥1 . This property implies the existence of convergent subsequences. Secondly, in the last step, we will verify that all the convergent subsequences have the same limit and hence also the sequence { x N (t)} N ≥1 must converge to that limit. 
2. for every ε > 0 and α > 0 there exists δ > 0 such that
where τ 1 and τ 2 are stopping times adapted to the filtration generated by the process x N ."
We must verify the conditions (44) and (45) hold. Since we have already shown that, for every ǫ > 0 the inequality P τ M N ≤ T ≤ ǫ holds for M sufficiently large and uniformly in N , it is enough to show tightness for the stopped process
We showed before the validity of the following inclusion and the proof is complete.
STEP 5.
We prove now that all the convergent subsequences have the same limit and so the sequence itself converges to that limit and this concludes the proof of the Theorem. With abuse of notation, let { x n (t)} n≥1 denote one of such a subsequence and let ψ ∈ C 3 b be a function of the type ψ(r n (t), x n (t)) = ψ( x n (t)). The following decomposition holds
where J n ψ( x n (t)) = 2ψ x r n (t) sinh(β) sinh(γh) − γ 2 ( x n (t)) 3 
