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Abstract
Emerging multi-service data applications require high-bandwidth high- 
quality connectivity across multiple network domains, each of which is generally 
controlled by an independent service provider. These applications necessitate the 
need for highly intelligent survivable routing mechanisms to compute end-to-end 
paths and to perform functions o f protection and bandwidth management across 
multiple domains. On the other hand, current protection and restoration 
mechanisms focus on the network survivability inside a single domain network. 
Powerful dynamic protection and restoration algorithms have been developed for 
single-domain networks. The majority of these algorithms are based on the 
exchange of detailed link-state information among the nodes, which makes them 
less attractive to networks with multiple domains where link-state information 
needs to be abstracted within each domain for efficiency and scalability reasons.
To address this problem, we present two network information abstraction 
models designed to aggregate link-state information within each domain and only 
to advertise the aggregated information to other domains. The first abstraction 
model is referred to as virtual path  abstraction model, with which every domain 
is abstracted as a set of border-nodes interconnected by virtual paths. The multi­
domain network is then topologically aggregated to become a single-domain 
network, called virtual path network, which consists of border-nodes 
interconnected internally by virtual paths and externally by inter-domain links. 
The second abstraction model is referred to as virtual node model, with which
-vii-
every domain is modeled as a virtual node with a certain internal minimum 
capacity that can be advertised to other domains. The multi-domain network is 
then topologically aggregated to become a single-domain network, called virtual 
node network, consisting of virtual nodes interconnected by inter-domain links.
We have designed and developed three distributed end-to-end shared 
restoration schemes based on the information abstraction models presented 
above. These three schemes are referred to as Link Disjointed Virtual Path 
(LDVP) restoration. Domain Disjointed Virtual Path (DDVP) restoration, and 
Link Disjointed Virtual Node (LDVN) restoration. The LDVP and LDVN 
schemes are designed to provide link diversity between the primary and backup 
paths of each demand, whereas the DDVP scheme is designed to compute a pair 
of domain-disjointed paths for the demand.
We show that the proposed schemes are more scalable than the existing 
restoration schemes because they require less amount of link-state information to 
be advertised between the domains. This will reduce the routing message 
overhead and make the proposed schemes to be scalable to large multi-domain 
networks.
We also evaluate the performance o f the proposed schemes in terms o f 
capacity usage and restoration time through simulation experiments on two 
multi-domain networks; one is based on the NSF (National Science Foundation) 
network, and the other is based on the European Optical Network. The 
simulation results show that the proposed schemes save the backup bandwidth 
significantly because of the sharing of backup resources among failure-disjointed
-Vlll-
connections. The simulation results also show that the restoration time achieved 
by the proposed restoration schemes (over the multi-domain network) is around 
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Chapter 1 Introduction
1.1 Network Survivability Mechanisms
In an optical network, each physical link is composed of several logical 
channels and each channel is expected to operate at a rate o f several gigabits per 
second, and therefore the failure of network elements (e.g., fiber links and cross­
connects) may lead to the failure of several optical channels, and may cause large 
amount of data loss. Hense, it is crucial to provide some mechansims to protect 
optical transport networks from failures [1][2][3][4].
A network failure may occur at a node or on a link in the network. However, 
because current node architectures usually have built-in redundancy that greatly 
improves their reliability, failures on links become more o f a concern than node 
failures [5]. According to the reports from real world [2] [3] [4], multiple-link 
failures are extremely rare and single-link failures are the predominant form of 
failures in optical networks because the occurrence frequency of a link failure is 
very low. The research presented in this thesis has been focused on recovering 
network traffic in a multi-domain network in case of a single-link failure.
1.1.1 Protection and Restoration
Survivability of a network can be defined as the network’s capability to 
survive from network failures. Protection and restoration are two different 
schemes to ensure network survivability. Protection usually refers to the
-1-
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proactive survivability mechanisms. On the other hand, restoration refers to 
reactive survivability meachansims.
In protection schemes, backup resources are pre-computed and reserved for 
each connection at the conncection setup time. Two traditional classes of 
protection schemes are 1+1 and 1:1 protection. With 1+1 protection, two copies 
of the data are sent simultanously to the destination node; one copy along the 
primary path and the other along the backup path. The destination node chooses 
the copy with the better quality. If a failure occurs on one o f the two paths, the 
destination would still receive the data transmitted along the other path. With 1:1 
protection, a copy of data is only sent along the primary path. The backup path is 
pre-calculated and reserved for the future when the primary path is failed.
In restoration schemes, the backup resources can be pre-calculated but not 
allocated to each connection, or can be dynamically calculated and allocated as 
soon as a failure occurs. In contrast to the protection schemes, the restoration 
schemes are capable of sharing the backup capacity among different connections 
whose primary paths are failure-disjointed. Due to the sharing o f the spare 
capacity, restoration schemes are usually more efficient than protection schemes 
in terms of resource utilization. Previous research studies in [2] and [3] have 
shown that shared restoration is the most efficient strategy for spare capacity 
allocation while still achieving full restoration for any single network component 
(e.g. link) failure. However, one drawback o f fully reactive restoration schemes 
(where the backup resources are dynamically computed and allocated as soon as
- 2 -
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a failure occurs) is that there is no gaurantee that a backup path is available for a 
failed connection when a failure occurs. Therefore, our research concentrates on 
the shared restoration schemes where the backup resources are computed in 
advance but allocated only when failures occur.
1.1,2 End-to-end and Link Restoration Schemes
Restoration schemes are also divided into two major categories: end-to-end 
(path) restoration and link restoration. End-to-end restoration refers to a class of 
restoration techniques that the traffic traversing a failed link is rerouted over a 
replacement path (backup path) between the source and destination nodes (Figure
1.1 (a)). Backup resources for each connection are reserved on an end-to-end 
basis. In link restoration schemes (Figure 1.1 (b)), the traffic traversed the failed 
link is rerouted around the failed link. Backup resources are calculated separately 
for each individual link along the primary path. In link restoration schemes, the 
selection of the path between the end-nodes o f the failed link is limited to the 
same wavelength as that of the primary path. Whereas in end-to-end restoration, 
the backup path could use a different wavelength chsinnel because it is selected 
between the source and destination nodes. For this reason, end-to-end restoration 
shows better resource utilization and is more attractive than link restoration [5]. 







(a) End-to-end (b) link
Figure 1.1 End-to-end and Link Restoration Schemes
1.2 Multi-domain Network Survivability
The existing protection and restoration mechanisms have focused on the 
restoration of network traffic in the event of a physical link (or node) failure 
inside a single network domain. Efficient dynamic protection and restoration 
algorithms have been developed under single-domain networks environment. The 
majority of these algorithms are based on the exchange of detailed link-state 
information among the nodes inside the domain [2]-[l 1 ].
However, emerging multi-service data applications require high-bandwidth 
high-quality connectivity across multiple domains. In a multi-domain network 
environment, as illustrated in Figure 1.2, domains are typically controlled by 
different autonomous service providers. Considering the scalability o f the 
network and the confidentiality o f each domain, a domain may not wish to 
exchange detailed information about the state of its resources and the topology o f 
the network with other domains. Solutions to network protection and restoration 
based on a detailed information exchange will not be feasible. It is necessary to
-4-
CHAPTER 1 INTRODUCTION
develop a new generation o f highly intelligent survivable routing mechanisms to 
compute end-to-end paths and to perform functions of restoration and bandwidth 
management across multiple domains. And, this is where the major contribution 
of this thesis lies.
Domain 3
Domain Domain
\  liite r-rto m a in  L in k Border Node
^  _ Domain 4 _ ^
Figure 1.2 Multi-domain Network
1.3 Major Contribution of the Thesis
There are two challenges in developing efficient survivable routing 
mechanisms in multi-domain networks. First, in order to make the routing 
scalable, the link-state information that a domain advertises to other domains 
must be limited. Second, since domains are typically administered by different 
authorities, they will not provide their competitors with their confidential 
topology and state information [12].
-5-
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To overcome these challenges, we introduce two network information 
abstraction models, upon which three end-to-end shared restoration schemes are 
designed in this thesis. The two information abstraction network models are 
referred to as virtual path  model and virtual node model. In both information 
abstraction models, the link-state information is aggregated within each domain 
and only the aggregated information is advertised to other domains. The three 
restoration schemes we developed are referred to as: Link Disjointed Virtual Path 
(LDVP), Domain Disjointed Virtual Node (DDVP) and Link Disjointed Virtual 
Node (LDVN) shared restoration schemes.
These restoration schemes are designed to compute a pair o f diverse primary 
and backup paths for a demand between any given pair of nodes in a multi­
domain network. The primary path is dedicated to the demand, while the backup 
path is shared among different demands. The primary and backup paths for every 
demand will be link-disjointed when they are computed by using LDVP and 
LDVN schemes. However, they are domain-disjointed when DDVP scheme is 
used. Link-disjointed means that the paths have no links in common. Similarly, 
domain-disjointed paths have no domains in common.
With these schemes, the network traffic is divided into two categories: local 
and transit (remote). Local traffic is the traffic that is exchanged between two 
nodes inside a single domain. The local traffic is routed over the links of the 
domain’s physical topology (i.e. over intra-domain links). Transit traffic is the 
traffic exchanged between two nodes in different domains. This traffic may thus
cross one or more intermediate domains before reaching the destination domain.
- 6 -
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The LDVP and DDVP schemes are designed to work over the virtual path 
network information abstraction model. With the virtual path model, the multi­
domain network is topologically aggregated to become a single-domain network, 
called virtual path network, where each domain is abstracted by its border nodes 
interconnected by point-to-point virtual paths. Figure 1.3 illustrates a virtual path 
network created from the original multi-domain network shown in Figure 1.2. 
Virtual paths are paths that are computed (pre-planned) within each domain 
between the border nodes of that domain. Lach domain will only advertise 
limited information (such as the available capacity) about its virtual paths to 
other domains. Therefore, all domains will have the same image of the virtual 
path network, which consists of the border nodes of all domains, the virtual paths 
interconnecting the border nodes, and the inter-domain links connecting the 
border nodes of the adjacent domains. A route for a traffic-demand to a remote 
domain is computed by the source domain over this virtual path network. No 
other information as to the nature and identity of the constituent links of each 
virtual path, or the extent o f the search undertaken to compute the virtual paths is 
exchanged between the domains.
The LDVN scheme is however designed to work over the virtual node 
network information abstraction model. With the virtual node model, every 
domain is abstracted as a single virtual node with certain internal capacity that 
can be advertised to other domains. In order to route the transit traffic, the multi­
domain network is hence topologically reduced to become a single-domain
network, called virtual node network, as illustrated in Figure 1.4, which consists
-7-
CHAPTER 1 INTRODUCTION
of virtual nodes interconnected by inter-domain links. Compared with the 
conventional least-cost path computation algorithms, the LDVN scheme not only 
associates a cost to every (inter-domain) link, but also associates a cost to every 
virtual node. The link/node costs are used to seek for a path (or paths in case of 
protection and restoration) that accumulates the least cost through the network. 
The link/node costs are dynamically computed as a function of the available 
transmission capacity (in the case of a link), or as a function of the internal 
capacity (in the case o f a node). Once a path is computed over the virtual node 
network, every domain along the path is then responsible for determining an 










Domam 1 Do mam 2
Domain 4
Inter-domam Link ;
Figure 1.4 Virtual Node Network
1.4 Performance Evaluation
The proposed LDVP, DDVP and LDVN schemes have been simulated by 
using Python programming language on eclipse IDE. The simulation has been 
carried out over two multi-domain networks to evaluate and compare the 
capacity usage and restoration time of the proposed schemes. The two simulated 
multi-domain networks are: the NSF (National Science Foundation) network that 
is one of the representative North American backbone networks, and the 
European Optical Network (EON).
One advantage of the proposed schemes over the existing restoration 
schemes is that they require much less amount of link-state information to be 
advertised between the domains. This will reduce the routing message overhead 
and make the proposed schemes to be scalable to large multi-domain networks.
-9-
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1.5 Outline of the Thesis
The rest of the thesis is organized as follows: Chapter 2 is a review of the 
existing research related to multi-domain networks survivability; Chapter 3 
presents LDVP and DDVP end-to-end shared restoration schemes which are 
developed to work over the virtual path network model. First, the concept o f the 
virtual path network model is presented. Then, the models for bandwidth 
recording and link cost assignment, and procedures used in LDVP and DDVP for 
computing a pair o f diverse paths between a given pair o f source-destination 
nodes are presented. Chapter 4 presents the LDVN scheme which is designed to 
work over the virtual node network model. Chapter 5 presents the simulation and 
performance evaluation o f the proposed schemes. Chapter 6 provides the 
concluding remarks and the future work.
-10-
Chapter 2 Literature Review
2.1 Existing Research on Single-domain Networks
Many powerful protection and restoration algoritlims have been developed 
under a single domain network environment [6]-[ll]. References [6], [7] and [8] 
present some restoration schemes for single-domain networks and examine the 
capacity performance o f these schemes. Reference [9] investigates different 
existing protection and restoration schemes, such as shared path protection and p- 
Cycle (pre-configured protection cycle) protection, and compares these schemes 
in terms of both capacity efficiency and recovery time. Reference [10] proposes 
a protection algorithm that takes QoS (Quality of Service) parameters into 
consideration. Reference [11] investigates a classic two-step shared restoration 
algorithm that aims to compute a pair of link-disjointed paths between a given 
pair of nodes. All of the algorithms introduced in these studies are based on the 
detailed link state information exchange among the network. They are not 
feasible in the scenario where the traffic needs to traverse more than one domain 
under a multi-domain network environment.
2.2 Existing Research on Multi-domain Networks
2.2.1 Information Aggregation Techniques
In a multi-domain network environment, domains are typically controlled
by different autonomous service providers. Considering the scalability of the
network and the confidentiality of each domain, a domain may not wish to
exchange detailed information about the state o f its resources and the topology o f
- 1 1 -
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the network with other domains. Solutions to network protection and restoration 
based on a detailed information exchange are not feasible in multi-domain 
networks. One approach that has been commonly adopted to address this 
problem is to aggregate the internal information within each domain in a multi­
domain network. Aggregation could hide the detailed information within each 
domain and reduce the amount of information advertised between the domains 
across the network. References [13] and [14] have introduced full mesh and 
symmetric star topology aggregation approaches. In the full mesh topology 
representation, each domain is represented by its border nodes and logical links 
coupling the border node pairs. The logical links are indeed the shortest paths 
between border node pairs. The aggregated state o f a domain does not contain 
detailed information about the internal structure of the domain, but only contains 
information describing end-to-end properties, i.e. the routing cost, between any 
two border nodes. In the symmetric star topology representation, a logical node is 
introduced in each domain as the center of the star topology. Each domain is 
logically transformed to a star topology containing the logical links 
interconnecting the logical center node and each of the border nodes. The costs 
between any two border nodes are simply assumed to be the same and usually the 
average of the costs between all border node pairs. The aggregated state o f a 
domain contains the border nodes and the routing cost between any two border 
nodes. Each domain only advertises its aggregated state information to other 
domains. The impact of topology aggregation on routing performance is also
evaluated in the references [13] and [14]. The authors have found that, in general,
- 12 -
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full mesh representation is very accurate, and performs similar to flat non- 
hierarchical routing. The full mesh topology aggregation approach is thus 
adopted in the virtual path and virtual node network information abstraction 
models to be described in this thesis.
2.2.2 Routing Algorithms in Multi-domain Networks
Many research studies have explored routing algorithms in multi-domain 
networks. Reference [15] addresses the challenges o f supporting Quality o f 
Service (QoS) in Border Gateway Protocol (BGP), which has been the standard 
inter-domain routing protocol in the Internet. To address these challenges, they 
introduce an inter-domain QoS routing model that makes use o f an “Inter-domain 
Routing Agent (IRDA)” in each domain to advertise QoS information. In [16], a 
“Path Computation Element” (PCE) in each domain is introduced, where an end- 
to-end path across domains is computed by the collaboration of PCEs in different 
domains. Reference [17] has presented “Route Sever” (RS) architecture for inter­
domain QoS routing. In this architecture, each domain is abstracted as a number 
of pipes. Each pipe is associated with QoS parameters including delay, packet 
loss, available capacity, and cost. In [18], the game theory is used to analyze 
inter-domain routing in multi-domain networks. Reference [19] provides a 
review o f the existing path computation schemes in multi-domain network 
environment. These schemes are categorized into PCE-based and per-domain 
path computation schemes. They introduce a new per-domain path computation 
scheme. Computation While Switching (CWS), which keeps finding a better path
-13-
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after successfully finding an initial path, thus resulting in an optimal or near- 
optimal path without assuming the availability of complete topology information.
We noticed that the scope of the above referenced papers is limited to the 
routing of transport connections (with no protection and restoration) in multi­
domain networks. Network survivability has not been taken into consideration in 
their proposed routing schemes.
2.2.3 Survivability Mechanisms in Multi-domain Networks
In fact, only a limited number of research studies deal with the problem of 
multi-domain network survivability. A summary of these papers is given below. 
In [20], a multi-domain network protection mechanism is proposed based on the 
establishment of independent protection mechanisms within individual domains 
and merging at the domain boundaries. In comparison with end-to-end 
mechanisms, individual domain protection and restoration mechanisms are not 
capacity efficient because of the lack of detailed information about the transit 
traffic demand (such as the type of protection that the demand requested). In the 
absence of this detailed information, when a link fails, the local domain will try 
to recover all traffic traversed the failed link even for the demands that did not 
request protection.
Reference [21] investigates the use of p-Cyc\e in a multi-domain network. 
With their p-Cyc\e protection scheme, the multi-domain survivability problem is 
decomposed into two-levels: the lower intra-domain level and the upper inter­
domain level resilience. At the lower level, the intra-domain failure is recovered
within its domain. At the upper level, the network information is aggregated and
-14-
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each domain is represented as a node. The inter-domain links between these 
nodes are each assigned as an “on-cycle” or a “straddling” link of a /7-Cycle, p -  
Cycles are pre-configured at the upper level and considered unchanged while the 
network is being operated. If an inter-domain link fails, the traffic will be routed 
counter-clockwise along the associated /7-Cycle. Generally, /7-Cycle schemes 
require a large amount of capacity in each domain [21]. The traffic on the failed 
inter-domain link could not be recovered if there is no available capacity to 
across a domain on the /7-Cycle.
Reference [22] has introduced how to provide multi-domain optical network 
protection by using Hamiltonian Cycles. The basic idea presented in [22] is to 
partition a mesh network into a set of protection domains, and use one 
Hamiltonian Cycle to protect each domain. Primary and backup resource 
allocation is carried out in two separate steps. First, working (primary) paths for a 
set of demands are found by using a shortest path calculation algorithm. Then, 
the working network is partitioned into a set of protection domains and one 
Hamiltonian Cycle is found in each domain to protect its corresponding domain. 
In the protection scheme introduced in [22], the traffic is routed based on the 
global availability o f the internal information of every domain. The 
confidentiality of each domain has not been taken into consideration. In addition, 
this protection scheme is link (local) protection. Link protection is not resource 
efficient compared with path (end-to-end) protection [2] [3].
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Restoration Schemes
In this thesis, we propose three novel solutions to end-to-end shared 
restoration in multi-domain networks. These three solutions are referred to as: 
Link Disjointed Virtual Path (LDVP), Domain Disjointed Virtual Node (DDVP) 
and Link Disjointed Virtual Node (LDVN) shared restoration schemes. LDVP 
and DDVP are developed over virtual path abstraction network, while LDVN is 
developed over virtual node abstraction network. In this chapter, we are going to 
introduce virtual path network and the restoration schemes—LDVP and DDVP 
schemes—developed over it. Virtual node network and LDVN restoration 
scheme will be presented in the next chapter, chapter 4.
This chapter is organized as follows: Section 3.1 gives an brief introduction 
on how to aggregate a multi-domain network into a single-domain virtual path 
network and how to use the aggregated virtual path network to implement end- 
to-end restoration of the traffic exchanged between two nodes located in different 
domains. Section 3.2 presents the mathematical network model used to configure 
virtual path network, to record the reserved bandwidth and to compute the shared 
backup bandwidth. Section 3.3 explains the procedures and algorithms of 
dynamic primary and backup path computation with LDVP and DDVP schemes.
-16-
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3.1 End-to-end Restoration over Virtual Path Network
LDVP is designed to find a pair o f link-disjointed paths between any given 
pair o f nodes located in different domains in a multi-domain network 
environment. DDVP is designed to find a pair o f domain-disjointed paths 
between these nodes. In both o f the schemes, the network traffic is divided into 
two categories: local and transit (remote) traffic. Local traffic is the traffic that is 
exchanged between two nodes inside a single domain. The local traffic is routed 
over the links of the domain’s physical topology. Transit traffic is the traffic 
exchanged between two nodes in different domains. This traffic may thus cross 
one or more intermediate domains before reaching the destination domain.
In order to route the transit traffic, the multi-domain network is 
topologically aggregated to become a single-domain network, called virtual path 
network, in which each domain is represented by its border nodes that are 
interconnected by point-to-point virtual paths. The border nodes are the nodes 
that have links to the nodes in the neighboring domains. Virtual paths are paths 
that are computed within each domain between the border nodes o f that domain, 
according to a shortest-path constraint to be described. Figure 3.2 illustrates a 
virtual path network created from the original multi-domain network shown in 
Figure 3.1.
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Figure 3.1 Multi-domain Network
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Figure 3.2 Virtual Path Network
At the transit level, each domain’s physical network is thus replaced by a 
virtual path network consisting o f virtual paths interconnecting the border nodes
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of that domain. Each domain will only exchange limited information about its 
virtual paths and their border nodes to other domains in the multi-domain 
network. More precisely, in LDVP scheme, each domain exchanges the available 
capacity on each of its virtual paths and the information about the link- 
disjointedness of its virtual paths to other domains. In DDVP scheme, only the 
available capacity on each of its virtual paths is exchanged between domains. 
Therefore, all domains will have the same image of the virtual path network, 
which consists of: 1) The border nodes o f each domain; 2) The virtual paths 
interconnecting each pair of border nodes inside each domain; 3) The inter­
domain links connecting the border nodes of the adjacent domains (see Figure 
3.2). Corresponding to this virtual path network, there will be two global capacity 
matrices that record the reserved primary and backup bandwidths on the virtual 
paths and inter-domain links. Every domain has a copy of these matrices and 
must synchronize its own copy with other domains.
A route for the transit traffic is computed by the source domain over this 
virtual path network. No other information as to the nature and identity of the 
constituent links of each virtual path, or the extent o f the search undertaken to 
compute the virtual paths is exchanged between the domains. A route from a 
source node to a destination node can be divided into three segments. The first 
segment is a path from the source node to a border node in the source domain. 
The second segment starts at the border node in the source domain and 
terminates at a border node in the destination domain. This segment may traverse
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zero, one or more intermediate domains. The third segment is a path from the 
border node in the destination domain to the final destination node in the 
destination domain.
The source domain has access to the detailed link-state information inside 
that domain in order to compute the first segment. It can also compute the second 
route-segment over the virtual path network hy using the information provided 
hy global capacity matrices. The source domain cannot however compute the 
third segment of the route, because it has no topological information about the 
destination domain—beyond what provided hy the virtual paths—to compute a 
route over the local (physical) links in the destination domain. Hence, for both of 
the primary and backup path computations, the source domain first computes 
segments one and two from the source node to the shortest border node in the 
destination domain. The border node then computes the third segment from itself 
to the destination node, and concatenates the three segments to form an end-to- 
end path from the source node to the destination node. Once a source domain 
gets the end-to-end path for the transit traffic, it updates its own copy of the 
global capacity matrices and informs other domains to synchronize their 
databases with the changes made. Each domain is then responsible for mapping 
the changes in the virtual path’s reserved capacity to the reserved capacity of its 
constituent physical links.
Both of the LDVP and DDVP schemes are divided into four stages of 
execution. At the initialization and network configuration stage, every domain’s
- 2 0 -
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authority computes the virtual paths within its own domain, and then exchanges 
information about these virtual paths with other domains. After the initialization 
and configuration stage, all domains replace the local physical network by their 
border nodes and the virtual paths between them. Every domain will have an 
abstract view of the network by putting the virtual paths and inter-domain links 
together. At the second and third stages, the primary path and the backup path are 
computed respectively. Finally, the capacities of the links along the computed 
primary and backup paths are updated. The details, such as the mathematical 
network models and path computation algorithms, o f the two schemes are 
described in the following sections.
3.2 Mathematical Network Models for LDVP and DDVP
3.2.1 Network M odel fo r  Local Traffic
In the local network environment, each domain d  records the backup 
bandwidth reserved on its links for the local traffic in a private matrix % .
0 «12 <  ••• «IVrf
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Element is the amount of backup bandwidth needed on n if m fails. Both m
and n are physical links in domain d, Nd is the total number of links in domain d.
3.2.2 Network Model fo r  Transit Traffic (Configuration o f  Virtual Path 
Network)
At the network configuration stage, each domain computes the virtual paths 
inside that domain by using the Dijkstra’s algorithm hased on the minimum of 
number of hops routing criteria. The domains then assigns capacity to each of 
these virtual paths, and advertises these virtual paths to all other domains. On the 
basis of the advertised information, each domain creates the virtual path network 
consisting of the virtual paths inside all the network-domains and the inter­
domain links between them.
The following information ahout virtual paths has to he exchanged between 
domains to support our proposal: 1) the identity of the border-nodes terminating 
each virtual path, 2) the available capacity on each virtual path, and 3) the link- 
disjointedness relationship between any two virtual paths in the same domain. 
There is a matrix Ld for each domain d  to record the link-disjointed relationship 
between any two virtual paths in domain d.
L„ =
0 A l  •
/ n 0 ‘ 23
In 0  .
C ,,3  ■. .  0
(3.2)
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Jd is the number of virtual paths in domain d. If  virtual paths i and j  are link- 
disjointed, the value of will be 1; otherwise, it will be 0. The detailed
information, such as the internal network topology and the number of hops o f a 
virtual path, is hidden from one domain to the other.
In the transit network environment, there is a global matrix K  (shown 
below) to record the backup bandwidth reserved on virtual paths and inter­
domain links for the transit traffic. Element kij in K  is the amount of backup 
bandwidth needed on J if i fails. Both i and j  are virtual paths and/or inter-domain 
links. All domains have a copy of this matrix. This matrix is advertised 
frequently.
K  =
^ 1 1 k \ 2 ^ 1 3 ^ 1 , 7
^ 2 1 ^ 2 2 ^ 2 3 • •  ^ 2 J
^ 3 1 ^ 3 2 ^ 3 3 ■■ ^ 3 J
k j l ^ J 2 ^ J 3 ^ J J
(3.3)
3.2.3 Shared Backup Bandwidth Calculation
The total amount of backup bandwidth needed on j  to restore the transit 
traffic (denoted by Bj) is indeed the maximum of all elements in column j  o f 
matrix K\
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5  = max A: (3.4)
If j  is a virtual path in domain d, Bj will also be needed on every component 
(physical) link n of j .  Because, in general, link n can be on more than one virtual 
path, we denote by Svp(n) the set of all virtual paths that cross link n. Hence, the 
total backup bandwidth needed on link n for the transit traffic is:
(3.5)
jeSyp{n)
The total amount of backup bandwidth needed on link n to restore the local 
traffic (denoted by B^’̂  ) is indeed the maximum of all elements in column n o f 
matrix % in  equation (3.1). That is:
(3 6)
Vrj<N,i
The total amount of backup bandwidth needed on link n (denoted by ) is 
therefore the sum of B t ’̂  ̂ and B ‘! ’' .
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(3.7)
3.3 Dynamic Path Computation Algorithms
LDVP and DDVP restoration schemes are developed over the same 
abstraction network model, virtual path network. LDVP scheme is designed to 
provide a pair of link-disjointed primary and backup paths for every demand, 
whereas DDVP scheme is designed to provide domain-disjointed paths for the 
demand. Therefore, LDVP and DDVP schemes use different path computation 
algorithms over the virtual path network in order to find a pair o f primary and 
backup path for each demand. These algorithms are described in Sections 3.3.1 
and 3.3.2 respectively.
3.3.1 Dynamic Path Computation Algorithm in LD VP
The objective of this algorithm is to find a pair of link-disjointed paths 
between two given nodes located in different domains in a multi-domain network 
environment. The source domain has access to the information about the source 
local network and the intermediate virtual path network (outside o f the source 
and destination domains). However, the source domain does not have access to 
the detailed internal information about the destination local network. Therefore, 
for both of the primary and backup path computations, the source node uses the 
physical network of the source domain and the virtual path network outside the 
source and destination domains to compute a path from the source node to every
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border node in the destination domain. Among these paths, the least-cost path is 
selected, and a path setup request is sent to the border-node in the destination 
domain that terminates the selected path. The border-node will use the physical 
network of the destination domain to compute the path-segment from the selected 
border node to the actual destination node. For every arriving demand r in a 
source domain d, a pair of link-disjointed paths will be computed dynamically 
using the following two-step restoration algorithm.
Step 1 (Primary Path Computation): for links in the source domain, the 
cost of choosing link n on the primary path is determined according to the 
following function:
K ‘ ('■)= ' lO.l,..... N,„ - 1] (3.8)
CO O t h e r w i s e
Nsrc is the total number o f links in the source domain, b is the bandwidth that 
demand r requests, and is the available capacity on link n in the source 
domain. W ^ fn )  is the cost o f choosing link n in the source domain to be on the 
primary path o f demand r. The cost of link n is set to I if  there is enough 
available capacity on the link to accommodate demand r. Otherwise, it is set to °o.
For inter-domain links and virtual paths outside o f the source and destination 
domains, the cost is determined according to the following function:
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Where j  denotes an inter-domain link or a virtual path, Jr is the total number o f 
virtual paths and inter-domain links outside of the source and destination 
domains of demand r, and Aj is the available capacity on j .  If  j  is a virtual path, Aj 
is the minimum available capacity of all component links of j. Wpij) is the cost o f 
choosing/ to be on the primary path of demand r. The cost of j  is set to 1 if there 
is enough available capacity on j  to accommodate demand r. Otherwise, it is set
to CO.
For the links in the destination domain, the link cost is determined according 
to the following function;
I 1 h <  4 ''“
,V «e[0 ,l,............................................................(3.10)
CO otherwise
Ndes is the total number of links in the destination domain, and A*' is the 
available capacity on link n in the destination domain. W f \ n )  is the cost o f 
choosing link n in the destination domain to be on the primary path of demand r.
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The cost of link n is set to 1 if there is enough available capacity on link n to
accommodate demand r. Otherwise, it is set to oo.
The source node uses the source physical network and the virtual path 
network outside the source and destination domains to compute one optimum 
path from the source node to every ingress border node in the destination domain 
by using the Dijkstra’s algorithm according to the cost functions (3.8) and (3.9). 
The least cost path is selected as the primary path from the source node to the 
selected border node in the destination domain. Next, the source node sends a 
message to the selected border node in the destination domain that contains the 
identity of the actual destination node, the bandwidth requested by the newly 
arrived demand, and the protection type of the demand. The border node will 
compute an optimum path from the border node to the destination node in the 
destination domain by using Dijkstra’s algorithm according to the link cost 
function (3.10). Finally, if  there exists a path from the border node to the 
destination node in the destination domain, the destination node will send a 
message back to the source via the border node to confirm the path setup. 
Otherwise, the demand will be rejected.
Step 2 (Backup Path Computation): if  there exists a primary path for the 
demand, a backup path will be computed according to the scheme described 
below. For the links in the source domain, the link cost for backup path 
computation is determined according to the following function:
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00
P
src,L ^  r)src,Lr ri T \ n
~ " (3.11)
T.vrc,/, _  r>xrc,L  <-> rp sr c ,L  _  r>src,L  ^  j s r c  
n n n n —
0 0  Otherwise
The term Arc’ denotes the source domain. W f\n )  is the cost to choose link n in 
the source domain on the backup path. S ' f  (r) is the set of links in the source
domain that are on the primary path of demand r. is the maximum amount 
of backup bandwidth required on link « if  a link in (r) fails. It follows that 
will simply be:
max [ C ] .  (3.12)
V m eS ;"  ( r )
is the total amount o f backup bandwidth needed on link n in the source 
domain to restore the local traffic (as shown in equation (3.6)).
In equation (3.11), if  link n is in S 'J \r ) ,  the cost of link n is set to oo.
Otherwise, the cost is set to a very small value s (0 < s «  1) if  is less than 
or equal to . In this case, demand r can be restored on link n without need 
to reserve any additional backup bandwidth on this link. If neither o f the above 
conditions is satisfied, the cost is set to if  this quantity is not larger
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than the available capacity on link n. In this case, is the amount of
additional backup bandwidth required on link n in order to restore demand r. I f  
the available capacity on link n is not adequate to accommodate this additional 
bandwidth the cost o f link n is set to «  in the fourth term.
For inter-domain links and virtual paths outside o f the source and 
destination domains, the link cost for backup path computation is determined 
according to the following function:
CO V<i e Mp(r)  & Vz e N^(r) : i , j  sV {d )8 c  ifj = 0 
g 7} <.8; (3.13)
00  otherw ise
Wbij) is the cost of choosing j  to be on the backup path o f demand r. Sp{r) is the 
set o f all virtual paths and inter-domain links that are on the primary path o f 
demand r. Mp(r) is the set of all intermediate domains of the primary path o f 
demand r. V(d) is the set o f virtual paths in domain d. Tj is the maximum amount 
of backup bandwidth required on j  if a virtual path or an inter-domain link in 
Sp{r) fails:
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Bj is the total amount of backup bandwidth needed on j  to restore the transit 
traffic (as shown in equation (3.4)).
In equation (3.13), the cost of j  is set to oo if  it is already on the primary 
path. The cost of j  is also set to oo if it is not link-disjointed with any of the 
virtual paths on the primary path. If neither of the above conditions is satisfied, 
the cost is set to a very small value (s, 0 < s < I) if 7) is not larger than Bj. In this 
case, demand r can be restored on j  without need to reserve any additional 
backup bandwidth on j .  Otherwise, the cost is set to Tj -  Bj if  this quantity is less 
than or equal to the available capacity on j .  In this case, 7) -  Bj is the amount o f 
additional backup bandwidth required on j  in order to restore demand r. If the 
available capacity on j  is not adequate to accommodate this additional 
bandwidth, the cost o f j  is set to oo in the fifth term.
For the links in the destination domain, the link cost function is defined 
below in (3.15), which is similar to function (3.II )  used for the links in the 
source domain:
rpdes,L ^  ndes,L  
^  ^  n —
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The term 'des' denotes the destination domain. is the cost of choosing
link n in the destination domain to be on the backup path. Sp“'\r )  is the set of 
links in the destination domain that are on the primary path of demand r. is 
the maximum amount of backup bandwidth required on link « if a link in 
S '*'(r) fails. It follows that will simply be:
K T ] .  (3.16)
is the total amount of backup bandwidth needed on link n in the 
destination domain to restore the local traffic (as shown in equation (3.6)).
The cost of link n is set to oo if  link n is in S f \ r ) . The cost is set to a very
small value (e,0 < e < I) if  is not larger than . In this case, demand r
can be restored on link n without need to reserve any additional backup 
bandwidth on this link. If neither of the above conditions is satisfied, the cost is 
set to -  5* '*  if  this quantity is less than or equal to the available capacity 
on link n. In this case, -  5 * '*  is the amount o f additional backup
bandwidth required on link n in order to restore demand r. If  the available 
capacity on link n is not adequate to accommodate this additional bandwidth the 
cost of link n is set to oo in the fourth term.
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The source node uses the source physical network and the virtual path 
network outside the source and destination domains to compute an optimum 
backup path from the source node to every ingress border node in the destination 
domain by using the Dijkstra’s algorithm according to the cost functions (3.11) 
and (3.13). The least-cost path is selected as the backup path from the source 
node to the border node of the destination domain. Next, the source node sends a 
message to the selected border node in the destination domain to request a 
computation of a backup path from the border node to the destination node in the 
destination domain. The border node will compute an optimum backup path from 
the border node to the destination node by using the Dijkstra’s algorithm 
according to the link cost function (3.15). Finally, if  there exists a backup path 
from the border node to the destination node in the destination domain, the 
border node will send a message back to the source to confirm the path setup. 
Otherwise, the demand will be rejected.
3.3.2 Dynamic Path Computation Algorithm in DDVP
DDVP scheme computes to a pair o f domain-disjointed paths between two 
given nodes using the same four stages of processing as used in LDVP. We only 
describe the differences between LDVP and DDVP schemes below.
Because with DDVP, the primary and backup paths will be domain- 
disjointed, the information about the link-disjointedness relationship between 
virtual paths in a domain will not be used by the path computation authority. 
Therefore, domains do not need to store and advertise the content of matrix (3.2).
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For the backup path computation, DDVP uses the cost function (3.17) 
described below for the inter-domain links and transit virtual paths, instead of the 
cost function (3.13) used in LDVP.
00 y e 8 / r )
00 \fd  e  Mp(r)  : j  e 1(d)
£ 7) < 5 ,
T j - B ,
00 otherwise
(3.17)
The cost o f inter-domain link or virtual path j  is set to oo if  it is already on the 
primary path of demand r .  With the second term, the cost of j  is also set to oo if  it 
is an inter-domain link that emanates from a domain that is on the primary path 
of demand r .  I { d )  indeed denotes the set o f all inter-domain links emanating from 
domain d .  With the third term, the cost is set to a very small value (s, 0 < s < 1) if  
Tj is less than or equal to Bj. In this case, demand r  can be restored on j  without 
need to reserve any additional backup bandwidth on j .  If neither of the above 
conditions is satisfied, the cost is set to Tj -  Bj if this quantity is not larger than 
the available capacity on J. In this case, 7) -  Bj is the amount of additional backup 
bandwidth required on j  in order to restore demand r .  If  the available capacity on 
j  is not adequate to accommodate this additional bandwidth the cost of j  is set to 
0 0  in the fifth term.
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3.3.3 Capacities Update
Once the paths are found for the newly arrived demand r, the total reserved 
primary bandwidth on links along the primary path and the total reserved backup 
bandwidth on links along the backup path are updated. The procedure for 
updating the reserved primary bandwidth is straightforward: the requested 
bandwidth b o f demand r is simply added to the total primary bandwidth already 
reserved on each link along the primary path. For virtual paths on the primary 
path, the reserved bandwidth b should be added to each link on the virtual paths; 
For all the intra-domain and inter-domain links on the primary path, the 
bandwidth b is added to the total primary bandwidth already reserved on these 
links.
Let Si(j) denote the set of intra-domain links along the virtual path / ;  P /  
denotes the total primary bandwidth already reserved on intra-domain link n in 
domain d\ P, denotes the total primary bandwidth already reserved on an inter­
domain link z;
Y/- e  .9̂  (r) & V» e  ( /)  : 7̂ " 7̂ " + 6
: 7̂ - < _ 7^-+6
V z e ^  tr) : P, P, +6  (3.18)
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The procedure for updating the backup bandwidth is as follows. The total 
reserved backup bandwidth on every virtual path and inter-domain link along the 
backup path is updated via updating the corresponding elements in global matrix 
K  in equation (3.3). Bandwidth b is added to element ky for every inter-domain 
link or virtual path i along the primary path and every inter-domain link or virtual 
path j  along the backup path. That is;
V/ e Sp(r) & \/J G S f r )  : <- ky + b (3.19)
Where Sp{r) is the set o f inter-domain links and virtual paths on the primary path, 
which includes the set of all virtual paths that are overlapped with the links on 
the primary path in the source and destination domain, and the inter-domain links 
and virtual paths on the primary path outside o f the source and destination 
domain. Sb(r) is the set of inter-domain links and virtual paths on the backup 
path, which includes the set o f all virtual path that are overlapped with the link 
on the backup path in the source and destination domain, and the inter-domain 
links and virtual paths on the backup path outside of the source and destination 
domain.
Once the elements in matrix K  are updated, the new total reserved backup
bandwidth on the backup inter-domain links and virtual paths in Sb{r) can be
obtained from equation (3.4). On some o f these links or virtual paths, the new
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value of this quantity may he the same as the old value before demand r  arrived. 
If j  is such a link or a virtual path, Tj must have been less than or equal to Bj 
when the backup path was computed.
In the source and destination domain, the total amount of backup bandwidth 
needed on links should also he updated by updating the corresponding local 
matrix %  in equation (3.1) of each domain.
V/» e  ^ - ( r )  & V» e  : C
Where src and des denote the source and destination domain. (r) is the set of
links on the primary path in domain d, (r) is the set of links on the backup
path in domain d. Once the elements in matrix Usrc and Udes are updated, the new 
total reserved backup bandwidth on the links to restore the local traffic can be 
obtained from equation (3.6); The new total reserved backup bandwidth on the 
links within each domain to restore the transit traffic can he obtained from 
equation (3.5); The total amount of reserved backup bandwidth needed on link « 
on the backup path can be calculated form equations (3.7).
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Scheme
Link Disjointed Virtual Node (LDVN) restoration is the third end-to-end 
shared restoration scheme we proposed in this thesis. LDVN is designed to find a 
pair of link-disjointed paths between any given pair o f nodes located in different 
domains. As with LDVP and DDVP schemes, the network traffic with LDVN 
scheme is divided into two categories as well: local and transit (remote) traffic. 
Local traffic is the traffic that is exchanged between two nodes inside a single 
domain. The local traffic is routed over the links o f the domain’s physical 
topology (i.e. over intra-domain links). Transit traffic is the traffic exchanged 
between two nodes in different domains. This traffic may thus cross one or more 
intermediate domains before reaching the destination domain.
LDVN is designed and developed over virtual node abstraction network in 
which every domain is abstracted as a single virtual node with certain internal 
capacity that can be advertised to other domains. Figure 4.2 illustrates a virtual 
node network created from the original multi-domain network shown in Figure 
4.1. In order to route the transit traffic, the multi-domain network is hence 
topologically reduced to a single-domain network, called virtual node network, 
which consists of virtual nodes interconnected by inter-domain links. Compared 
with the conventional least-cost path computation algorithms, the LDVN 
algorithm not only associates a cost to every (inter-domain) link, but also
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associates a cost to every virtual node. The link/node costs are used to seek for a 
path (or paths in case of protection) that accumulates the least cost through the 
network. The link/node costs are dynamically computed as a function of the 
available transmission capacity (in the case of a link), or as a function o f the 
internal capacity (in the case of a node). Once a path is computed over the virtual 
node network, every domain along the path is then responsible for determining 
an explicit route over its intra-domain links for that path. The details, such as the 
mathematical network models and path computation algorithms, o f LDVN 
scheme are described in the following subsections.
Domain 3
Domain 1 ' Domain
Intcr-doinaui Link Border Node
^  _ Domain 4
Figure 4.1 Multi-domain Network
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Figure 4.2 Virtual Node Network
4.1 Mathematical Network Models for LDVN
4.1.1 Virtual Node Network Model
With the LDVN scheme, no virtual path or pre-determined tunnel is used 
inside a domain to route the transit traffic. Instead, every domain is modeled as a 
single virtual node with certain internal capacity that can be advertised to other 
domains. The initial internal capacity of each virtual node is computed at the 
network configuration stage using the following procedure executed by every 
domain r/ in the multi-domain network.
Procedure 1 (Virtual Node’s Internal Capacity Computation): between 
every pair of border-nodes {i, j )  in domain d, a path with the maximum capacity 
is found. This is a path that traverses the links (inside domain d) with the highest 
available bandwidth. Although the problem of computing a path with the
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maximum capacity has been invetigated by many researchers, we used the 
Modified Dijkstra Algorithm presented in Appendix A to do so [23]. Now, Let 
us denote by c™" the capacity of the maximum-capacity path between the 
border-nodes (/, j). We define the “internal capacity” o f the virtual node d  
(denoted by C j) to be the minimum of ’s over all border-node pairs (f, j )  in 
domain d.
Domain d  advertises Cj to all other domains, which they interpret as 
specifying the available capacity in domain d  to carry the transit traffic. How this 
transit traffic will be carried over this domain is not relevant to other domains; it 
is strictly left to the discretion of domain d  as to which path it will choose to 
carry the transit traffic across its domain. Note that Procedure 1 must be 
executed every time that a connection (primary or backup) is computed and 
accepted for a new transit traffic in domain d. In case of any change to the 
current value o f Cj , the new value must be advertised.
Once all the domains become aware of the internal capacity of each other, 
they can create the image o f the virtual node network, which will consist o f 
virtual nodes (each o f which replaces the corresponding domain) interconnected 
by inter-domain links. Every domain will have the same image of the virtual 
node network, which will be used to compute a pair o f link-disjointed paths 
between every pair of nodes in the multi-domain network. Figure 4.2 illustrates a 
virtual node network created from the original multi-domain network shown in 
Figure 4.1.
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Corresponding to this virtual node network, there will be a global capacity 
matrix (denoted by K) that records the backup bandwidth reserved on each inter­








'S . / (4.1)
Parameter J  represents the total number of inter-domain links and virtual nodes 
in the virtual node network. Element ky is the amount of backup bandwidth 
needed on j  if i fails. Both i and j  are each an inter-domain link or a virtual node. 
Every domain maintains and synchronizes a copy of this matrix. The total 
amount of backup bandwidth {Bj) needed on j  to protect the transit traffic is 
indeed the maximum of all elements in column j  of matrix K:
B. = max[C ]
V /< J
(4.2)
4.1.2 Intra-domain Network Model
Every domain d  also keeps two internal capacity-related matrices to account 
for the reserved backup bandwidth on its intra-domain links; one matrix for the
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local traffic, and one matrix for the transit traffic. For the local traffic, the backup 
bandwidth reserved on the intra-domain links of domain d  is recorded in a private 
matrix Uy shown below.
0 < <  ■








 ̂ yi<N, ^
(4 4)
Element is the amount of backup bandwidth needed on j  if  i fails. Both i and j
are intra-domain links inside domain d. Ny is the number of intra-domain links in 
domain d. The total amount of backup bandwidth needed on an intra-domain link 
j  in domain d  to protect the local traffic is denoted by B f ^ , which is the
maximum of all elements in column j  of matrix Ud (see equation (4.4)).
For the transit traffic, the backup bandwidth reserved on intra-domain links 
o f domain d  is recorded in the private matrix Vd shown in (4.5) below. Element 
v'lj is the amount of backup bandwidth needed on intra-domain link j  in domain d  
if  an inter-domain link or virtual node i fails. Therefore, each element o f this
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matrix actually maps the backup bandwidth reserved at the virtual node network 
level (higher level) to the backup bandwidth needed at the intra-domain level 
(lower level).
d ,,d










The total amount of backup bandwidth needed on an intra-domain link j  in 
domain d  to protect the transit traffic is denoted by , which is the maximum 
of all elements in column j  of matrix Vy, see (4.6).
4.2 Dynamic Path Computation in LDVN
For a newly arrived demand r requesting b units o f bandwidth, the source
node uses a two-step algorithm described below to compute a pair o f link-
disjointed working and shared backup paths. Both paths will be computed at two
different levels. First, at the higher level (level- 1), a least-cost path is computed
between the source and destination virtual nodes over the virtual node network.
This path consists of a consecutive sequence of virtual nodes interconnected by
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inter-domain links, starting from the source virtual node and ending at the 
destination virtual node. At the second level, each of the virtual nodes (domains) 
along the path will be responsible for determining an internal (intra-domain) 
path-segment between the two border-nodes of the level-1 path in that domain.
4.2.1 Step 1: Primary Path Computation
The level-1 primary path is computed by executing the Dijkstra’s algorithm 
over the virtual node network with the following inter-domain link cost (weight) 
assignment;
00 è > 4
CO E k f  : /  e  / ( < f ) j k 6  O* ? )
1 otherwise
Wp{l) is the cost of choosing an inter-domain link I to be on the path; Ai is the 
available capacity on I; d i s  a. virtual node; Cj is the available internal capacity 
in d\ and I{d) is the set of all inter-domain links terminating on d. The first 
condition ensures that the inter-domain link I will not be selected if it does not 
have enough capacity to accommodate demand r. The second condition ensures 
that link I will not be selected if it terminates on a domain (virtual node) that does 
not have enough internal capacity to accommodate demand r. That is; the cost of 
inter-domain link I is set to oo , if there exists a virtual node d  that terminates I
(i.e. I e I{d)) and the available internal capacity in d  is less than the bandwidth
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requested by demand r (b>C^).
After computing the level-1 primary path, each virtual node along the 
computed path is responsible for mapping that path to an intra-domain path- 
segment inside its domain. For the intra-domain primary path computation within 
domain d, the cost of each intra-domain link is determined according to the 
following equation:
Mr; (M)= j  ̂ (4 8)
CO otherwise
Wp (n) is the cost of choosing the intra-domain link n in domain d  to be on the
primary path of demand r, and is the available capacity on link n. The 
Dijkstra’s algorithm is executed over the network-topology of domain d  with the 
cost assignment (4.8) to determine the least-cost intra-domain path between the 
ingress and egress border-nodes o f domain d  that are on the level-1 path. Note 
that, in general, this intra-domain path may not coincide with the maximum 
capacity path found by Procedure 1 between these ingress and egress border- 
nodes. In any case, regardless of whether the two paths overlap (partially, 
completely, or none). Procedure 1 must be executed by domain d  every time that 
a new intra-domain path-segment is established for a primary or backup 
connection.
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4.2.2 Step 2: Backup Path Computation
The backup path computation follows the same two-level procedure as 
described for the primary path computation. However, the cost functions for the 
backup path computation are different from those used for the primary path 
computation. The link cost functions for the level-1 backup path computation are 
defined as follows;
00 / e a;,(r)
00 :3d :7 e
£ (4 9)
T i-B , 0 < T ,-B ,  < A,
00 otherwise
T, =b+  max [t,] (4 10)
Wt{l) is the cost of choosing an inter-domain link I to be on the backup path for 
demand r; Sp(r) is the set of all virtual nodes and inter-domain links along the 
primary path of demand r; Cj is the available internal capacity of virtual node d; 
I{d) is the set o f inter-domain links terminating on d\ Td I T/ is the maximum 
amount of backup bandwidth required on d / U f a  virtual node or an inter-domain 
link in Sp(r) fails. Both Td and T/ are obtained from equation (4.10). Ed / 5/ is the 
total backup bandwidth reserved o n d /1 ,  which is obtained from equation (4.2).
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In (4.9), tVb(l) is set to oo if  the inter-domain link / is already on the primary 
path. fFb(l) is also set to oo if  / terminates on a virtual node d  that does not have 
enough backup capacity to restore demand r (that is: WbiJ) is oo , if  there exists a 
virtual node d  such that / e 7(d) and Td -Bd > Cj ). With the third term, the cost
Wb{l) is set to a very small value (s,0 < 8 < 1) if  T/ < 5/. In this case, demand r 
can be restored on link I without need to reserve any additional backup 
bandwidth on this link. If neither of the above conditions is satisfied, the cost is 
set to (T i-B i),  which is the amount of additional backup bandwidth required on / 
in order to restore demand r, if  this amount is available. Otherwise, 1T*(/) is set to 
0 0  in the fifth term.
After the level-1 backup path is computed over the virtual node network, 
every domain along that path is responsible for computing an intra-domain 
backup path-segment between the two border-nodes o f the level-1 backup path in 
that domain. In general, a virtual node can be on both the primary path and the 
backup path o f demand r. The reason for this is that, with LDVN scheme, the 
primary and backup paths of demands are required to be link-disjointed, not 
domain-disjointed or node-disjointed.
Therefore, if  a virtual node d  turns out to be on both the primary and backup 
paths of demand r, the link cost function used to compute the intra-domain 
backup path-segment inside domain d  will be derived as follows:
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00 ,, e  3p(r)
6-
0 0  otherwise.
(4.11)
j " : " ]  (4-1:2)
V m e S p i r )
W/f(n) is the cost of choosing intra-domain link n in domain d  to be on the 
backup path of demand r, (r) is the set of intra-domain links in domain d  that
are along the primary path of demand r. This set was determined in Step 1 when 
the intra-domain primary path-segment for demand r was computed by domain d. 
is the available capacity on n; is the maximum amount of backup
bandwidth required on n if  an intra-domain link in 5 ^ (r) fails (see (4.12)); u'l„
is an element of matrix (4.3); and 5 ^ ’̂  is obtained from (4.4). Condition 1 in
(4.11) ensures that none of the intra-domain links in domain d  that are on the
demand r ’s primary path-segment will be selected as a backup link. With
condition 2, the cost of link n is set to a very small value (s, 0 < s < 1) if  on this
link demand r can be restored without need to reserve any additional backup
bandwidth. With condition 3, the cost of link n is set to the amount of additional
backup bandwidth required in order to restore demand r. Finally, if  this amount is
not available, the cost is set to oo in the forth term.
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If, however, domain d  is not on the primary path of demand r, the link cost 
function used to compute the intra-domain backup path inside domain d  will be 
defined as follows;
CO otherwise
T;'-' == 6 + rnzLK [ v l ]  (4.14)
ym € .S p {r )
is the maximum amount of backup bandwidth required on the intra-domain 
link n if  an inter-domain link or a virtual node along the primary path o f demand 
r fails (i.e. if  any member of the set Sp{r) fails). is an element o f matrix (4.5); 
and is obtained from (4.6).
4.2.3 Capacities Update
The reserved capacities of each link along the paths are updated after both 
the primary and backup paths are computed for the newly arrived demand r. A t 
the virtual node network level, the primary and backup paths traverse zero, one, 
or more intermediate virtual nodes (domains) interconnected by inter-domain 
links to reach the destination. Within each of these domains, there is a path-
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segment computed over intra-domain links. Hence, the reserved capacities are 
updated globally over the transit network and locally within each domain along 
the paths.
For the primary path, the capacity of every inter-domain link along the 
primary path is updated by adding the requested bandwidth b to the reserved 
primary capacity on that link. Each domain along the primary path adds the 
requested bandwidth b to the reserved primary capacity of every link along the 
primary path-segment.
Sp,n{r)  denotes the set o f virtual nodes along the primary path of demand r; 
denotes the total primary bandwidth already reserved on the intra-domain link n 
in domain d\ F, denotes the total primary bandwidth already reserved on an inter­
domain link /.
Due to backup capacity sharing scheme, the backup capacity on each 
backup link is not updated directly by adding the requested bandwidth to the 
reserved backup capacity on that link. As shown in equations (4.1), (4.3) and
(4.5), the global matrix K  and the local matrices %  and Vd of each domain d  have 
been designed to record the reserved backup capacities on network links. The
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backup capacity on each link along a computed backup path is thus updated by 
updating the corresponding elements of the above matrices according to the 
following procedures.
The backup capacities in virtual nodes and on inter-domain links are 
updated by updating the elements in matrix (4.1).
V/ G S (r) & V; G S^r)  : k, ^ k , + b  (4.16)
Sp{r) is the set of all virtual nodes and inter-domain links along the primary path 
of demand r. Sb(r) is the set of all virtual nodes and inter-domain links along the 
backup path of demand r. For every i in set Sp(r) and every j  in set Sb(r),  element 
ky of the global matrix K  is updated by adding the requested bandwidth b to it. 
After updating all corresponding elements of global matrix K, the reserved 
backup capacity Bj on each virtual node or inter-domain link j  can be calculated 
from equation (4.2).
The backup capacities along the backup path-segments within domains are 
updated via updating the internal matrices Ud and Vd (see equation (4.3) and
(4.5)) within each domain. Matrix Ud is used to record the backup capacities on 
intra-domain links to restore the local traffic. Matrix Vd is for the transit traffic. 
The selection of the internal matrices to be updated within domain d  depends on 
whether d  is on both of the primary and backup paths or not.
If a domain d  is selected on both of the primary and backup path, the
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matrix for the local traffic, Ud, is updated. In this case, because domain d  has the 
detailed information about the primary path-segment within itself when it 
computes the internal backup path-segment, the transit traffic is treated as local 
traffic by domain d  when it traverses this domain. Therefore, the matrix for the 
local traffic, Ud, is updated when the intra-domain links’ backup capacities are 
updated. For every domain d  is on both the primary and backup paths, for every 
intra-domain link m along the primary path-segment and for every intra-domain 
link n along the backup path-segment within d, the element of matrix Ud is 
updated by adding the requested bandwidth h to it.
X/afejfAfr) n  X/n, e .S " ( r )  &  X/n +&  ( 4 1 7 )
Where 5'  ̂(r) and sf, (r) denote the primary and backup path-segments within d. 
After all corresponding elements in matrix Ud are updated, , the reserved 
backup capacity on each intra-domain link n inside domain d  to recover the local 
traffic can be calculated according to equation (4.4). Furthermore, Bd (calculated 
form equation (4.2)) is the total amount of backup bandwidth needed on domain 
(virtual node) d  to protect the transit traffic. In other words, the amount o f 
bandwidth Bd needed on each intra-domain link along the backup path-segment 
within d. The amount of reserved backup bandwidth on intra-domain link n to 
protect demand r, the value of B^’̂ , should be larger than or at least equal to the
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value of Bd. Hence, the value of B^^' for every link n in (r) is updated by 
taking the maximum value between and Bd (see equation (4.18)).
X/;/<E;9A(r) n  6(,(r) & V„ e 6% (r) = jg, ÿf (4.18)
On the other hand, if  a domain d  is just on the backup path o f demand r, for 
every link n along the backup path-segment in domain d, the reserved backup 
capacity for transit traffic ( 5^ ’̂  ) is updated by updating the corresponding 
elements in matrix Vd (see equation 4.19).
\/d(E,S,(r) 4k d 2f»p(r) 6k \/z(E.S,(r-) jk ef»^(r): +6  (4.19)
For every domain d  on the backup path but not on the primary path of demand r, 
for every virtual node or inter-domain link i in set Sp{r) and for every intra­
domain link n in set S f  ( r ) , the backup bandwidth needed on n if  i fails (element
in matrix Vd) is updated by adding the requested bandwidth b to it.
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Evaluation
We have simulated the proposed LDVP, DDVP and LDVN schemes by 
using Python programming language on eclipse IDE. The simulation has been 
carried out over two multi-domain networks to evaluate and compare the 
proposed schemes in terms o f capacity usage and restoration time to be described 
in the following sections. The first simulated multi-domain network is a multi­
domain network based on the NSF (National Science Foundation) network. NSF 
is one of the representative North American backbone networks. The second 
simulated network is based on the European Optical Network (EON). The 
characteristics of the simulated networks, the performance evaluation metrics and 
the simulation results are presented in the following sections in this chapter.
5.1 Simulated Networks
The proposed end-to-end shared restoration schemes—LDVP, DDVP and 
LDVN schemes—have been simulated on two multi-domain networks: a multi­
domain network based on the NSF network that is named NSF-based Network 
and a network based on the European Optical Network named EON-based 
Network in this thesis.
5.1.1 NSF-based Network
Figure 5.1 shows the topology of the multi-domain NSF-based network used
in this thesis. Squares in Figure 5.1 represent domains. Each domain corresponds
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to a node (a major city in the U.S.) in the original NSF network. We modeled 
each domain as a metro network covering the entire city, with the metro network 
topology shown within the cloud in Figure 5.1. Open circles represent internal 
nodes inside each domain (metro network), while solid circles represent the 
border nodes that connect that domain to the neighboring domains.
□  Domain 
^  Bolder node 
Q  Node /
Figure 5.1 A Multi-domain Network Based on NSF Network
The NSF-based network contains 16 domains interconnected by 25
bidirectional inter-domain links. All domains have identical intra-domain
network topology, shown within the cloud in Figure 5.1 and also reproduced in
Figure 5.2. Every domain consists of 15 nodes interconnected by 20 intra-domain
links. In each intra-domain network, the nodes with the highest degree are
-56-
CHAPTER 5 SIM U LA TIO N  A N D  PER FO R M A N C E E V A L U A T IO N





A B 750 D K 3000 K M 1200
A C 750 E F 750 J L 750
A D 1200 E H 600 J M 1200
B C 1200 H I 600 L N 1200
B 0 750 F G 1500 L P 750
B I 3000 F N 3000 P M 1200
C F 1500 G J 1050 M N 600
0 D 1200 I J 600
Average 1182
D E 600 K L 600
Table 5.1 NSF Network Cable Length
Figure 5.2 Intra-domain Network Topology in NSF-based Network
selected as the border nodes. The degree of a node is defined to be the number o f
links incident to that node. For instance, in the intra-domain network shown in
Figure 5.2, the highest node’s degree is five and the second highest degree is four.
Each of the nodes 4 and 12 has a degree of five, whereas node 10 has a degree o f
four. The number of border nodes within each domain is equal to the degree o f
-57-
CHAPTER 5 SIMULATION AND PERFORMANCE EVALUATION 
that domain. The degree of a domain is defined to be the number o f inter-domain 
links incident to that domain. For example, nodes 4 and 12 will be the border 
nodes of a domain with degree two; nodes 4, 5, 10, and 12 will be the border 
nodes of a domain with degree four.
5.1.2 EON-based Network
n  Domain 
^  Border node 
O Node
Figure 5.3 A Multi-domain Network Based on European Optical Network
The second simulated network is a multi-domain network based on the
European Optical Network that is referred to as EON-based Network. As shown
in Figure 5.3, EON-based Network contains 19 domains interconnected by 38
inter-domain links. Each domain in the EON-based Network represents a real
network in a metropolitan area, consisting of 33 nodes intercormected by 52 links
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(Figure 5.4) [29]. The squares in Figure 5.3 represent domains, the empty circles 
represent nodes within domains and solid circles represent the border nodes.





A B 485 F M 261 K L 268
A C 914 F 0 1709 K N 276
A F 1086 G H 280 L N 227
B C 621 G I 443 L Q 517
B D 668 G L 489 M N 966
B G 633 G 0 922 M P 1053
C H 413 H J 754 M Q 1106
D G 515 H K 524 N 0 489
E F 319 H L 770 0 P 503
E M 341 1 R 630 0 R 894
F G 721 J K 682 0 S 1052
F H 652 J M 439 R S 523
F J 492 J N 547 Average 636.4
Table 5.2 European Optical Network Cable Length
Figure 5.4 Intra-domain Network Topology in EON-based Network
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5.2 Performance Evaluation Metrics
5.2.1 Capacity Usage
We used the following metrics to evaluate the capacity usage performance 
of the proposed schemes:
1) The average reserved primary capacity per inter-domain link, which is the
sum of the reserved primary capacity on every inter-domain link divided 
by the number of inter-domain links. Let i denote an inter-domain link, 
N  denote the number o f inter-domain links in a multi-domain network, 
and Pi denote the total reserved capacity for all the primary connections 
traversing link i, the average reserved primary capacity per inter-domain
link is ( ^ P j ) / N  ;
i=\—N
2) The average reserved primary capacity per intra-domain link, which is the
sum of the average reserved primary capacity in every domain divided 
by the number o f domains in the network. If P^ denotes the total 
primary bandwidth reserved on an intra-domain link n in domain d, and 
Nd is the number o f intra-domain links in domain d, the average reserved 
primary capacity per intra-domain link in domain d  will be 
( ■ The average reserved primary capacity per intra-domain
n=\'-N^f
link in the multi-domain network is the sum of ( ^ P ^ ) l N j  over all
n=\-N̂
domains divided by the number of domains;
3) The average reserved backup capacity per inter-domain link. If Bt denote
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the reserved backup capacity on i, will be the average
reserved backup capacity per inter-domain link;
4) The average reserved backup capacity per intra-domain link. If
denote the total backup bandwidth already reserved on intra-domain link 
n in domain d, the average reserved backup capacity per intra-domain 
link in domain d  will be ( ' ^ B ‘̂ ) l . The average reserved backup
n =l-N ^
capacity per intra-domain link is the sum of ( ' ^ B ^ ) l over all
n=\-N̂
domains divided by the number of domains;
5) The average inter-domain link load. The average inter-domain link load is
the sum of the load on every inter-domain link divided by the number o f 
inter-domain links. The load on an inter-domain link is defined to be the 
sum of the reserved primary and backup capacities on the link divided by 
the total capacity o f that link. Let /?, denote the load on link / and C, 
denote the total capacity on i, then = (Pj + B j)  I Ct and the average 
inter-domain link load is ( ' ^ p ^ ) I N  ;
i=\—N
6) The average intra-domain link load, which is the sum of the average link
load in every domain d  divided by the number o f domains. If is the 
total capacity on an intra-domain link n in domain d, is the load on n, 
then is (E / -t- CJ" and the average link load in domain d
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is ( . The average intra-domain link load is the sum o f
n=\—Nj
( N j  over all domains divided by the number of domains;
n= \-N , ,
7) The number o f blocked demands in the network. The network will accept 
an arrived demand r if  it can find a primary path (in case of no 
protection) or primary and backup paths (in case o f protection) that the 
demand has requested. Otherwise, the demand will be blocked (or 
rejected). The number o f blocked demands is the number of demands 
that are blocked by the network.
5.2.2 Restoration Time
When a link in the network fails, all the connections traversing the failed 
link are affected. The connections traversing the failed link are called failed 
connections in this thesis. For each failed connection requesting restoration 
services, the restoration time is the time taken from the instant a link fails to the 
instant the connection is rerouted over its predetermined backup path. In 
references [3] and [24], a formulation o f restoration time has been presented for a 
single-domain network. In this thesis, we generalize that formulation to include 
restoration over a multi-domain network. The restoration time formula presented 
next is applicable to all o f the three restoration schemes (LDVP, DDVP and 
LDVN) presented in this thesis.
It is desirable and indeed expected that the end-nodes o f the failed link 
should detect the failure. Once an end-node o f the failed link detects the failure,
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it can identify the identities of the failed connections in its information database. 
Figure 5.5 shows the steps to restore a failed connection for the proposed shared 
restoration schemes after a link failure is detected by the source end-node of the 
failed link. (It is assumed that the control network is reliable, i.e., control 
messages will never be lost; and the transmission time of control message can be 
neglected in comparison to the link propagation delay [3][25].) First, the source 
end-node of the failed link sends a notification message to notify the source node 
of the failed connection along the primary path. Because LDVP, DDVP and 
LDYN are shared restoration schemes, the backup paths are predetermined but 
the cross-connects along the backup path are not configured until the failure 
occurs. Hence, upon receiving the failure notification message, the source node 
of the failed connection sends a request (REQ) message along the backup path to 
the destination node in order to notify and configure the intermediate cross­
connects along the backup path. The destination node will return an 
acknowledgement (ACK) message back to the source node after it receives the 
REQ message and finishes configuring its own cross-connect. Once the 
restoration procedure is completed, the traffic on the failed connection can be 
rerouted over the backup path.
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Figure 5.5 Restoration Process
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We use the following notations to formulate the restoration time for the 
proposed restoration schemes in multi-domain networks.
d: Domain;
t{f): Restoration time for a failed coimection r;
U' Failure detection time;
The time taken to notify the source-node of the failed coimection r about 
the link failure event;
tsir): The time taken to send a REQ message from the source-node of the failed
connection r to the destination node and to configure the cross-connects along 
the backup path;
ta{r)\ The time taken to send an ACK message from the destination node to the 
source node of connection r;
P: Processing time at each node. {P is a fixed number. The case when a
node receives many control message causes the increasing of the queuing delay 
is not considered in this analysis);
Di: Propagation delay per inter-domain link. Propagation delay on a link is
proportional to the length o f the link;
D2: Propagation delay per intra-domain link;
C: Cross-connect configuration time;
V: Number of inter-domain links from the source end of the failed link to
the source end of the failed connection r;
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: Set o f all domains from the source end o f the failed link to the source end
of the failed connection r except the domain in which the failed link is located; 
rid'. Number of intra-domain links along the primary path o f the failed 
connection r in each domain d  in set ;
nf. Number of intra-domain links along the primary path of the failed 
connection r from the source end of the failed link to the border node in the 
domain where the failure occurs;
M :  Number o f inter-domain links along the backup path o f connection r;
6 "̂  : Set of all domains along the backup path;
md: Number of intra-domain links along the backup path in each domain d  in
set ;
The restoration time for a failed connection r is;
= U+C(^)  + L(Q + C(Q (5-1)
where,
t„ ( f )  = V  X +  My X D ;  +  (My +1) X R + X +  {rij + 1) x  R] ;
VdeS^
C ( r )  =  M x D ]  4- + 1 ) X C  +  TMj x R >2 + 1 ) XR]  ;
C ( U  =  M x R , - p  X D ;  +  +  l ) x  R].
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If Sf{i) is the set o f all failed connections that have requested restoration 
services when link i fails, the time taken to restore all these connections (or total 
restoration time) is:
f = 'Z^t„(r) + tXr) + t^(r)] (5-2)
The average restoration time for each link is the total restoration time (5-2) 
divided by the number o f failed cormections of that link. The average restoration 
time for a network is the sum of average restoration time on every link divided 
by the total number of links in the network.
5.3 Simulation Results
We perform the simulation for every restoration scheme over two different 
network topologies described in section 5.1. The capacity and restoration time 
metrics of every restoration scheme are evaluated by using the evaluation metrics 
presented in section 5.2. Section 5.3.1 presents the parameters and simulation 
results on the NSF-hased network. Section 5.3.2 presents the parameters and 
results on the EON-based Network.
5.3.1 NSF-based Network
We used two sets of link capacities to evaluate the capacity performance o f 
the proposed schemes. In the first set of simulations (set 1 ), the capacities o f 
inter-domain and intra-domain links are all set to 2.5 Ghps (OC-48), and the 
number o f generated demands is varied from 50 to 350 at a step of 50. In the 
second set of simulations (set 2 ), the capacities o f inter-domain links are set to 1 0
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Gbps (OC-192), whereas the capacities of intra-domain links are set to 2.5 Gbps. 
The number of generated demands is varied from 50 to 600 at a step of 50. All 
demands request an identical amount of 100 Mbps bandwidth, which is the 
current fast Ethernet data rate. All demands request restoration services. Only the 
transit traffic is simulated in the experiments, which means that the source and 
destination nodes o f a demand are always located in different domains. For each 
demand, the source and destination domains are generated uniformly randomly 
over all domains. The source node and the destination node inside the source and 
destination domains are also generated uniformly randomly over all the nodes in 
the source and destination domains.
With the NSF-hased network, the inter-domain link length is set to the actual 
fiber length between the two end-nodes in the NSF network (see Table 5.1), and 
the intra-domain link length is set to 2 0  kilometers to fit the typical metropolitan 
networks where the diameter is around 100 kilometers [26]. The failure detection 
time td is 500 ps; the processing time P at each node is set to a fixed value 10 ps. 
The cross-connect configuration time C is either set to a low value of 10 ps or to 
a high value of 500 ps. These parameter sets are in line with the values reported 
in the literature, as well as with the expected range of values that can be achieved 
with today’s technology [3] [24] [27] [28].
Figure 5.6 -  Figure 5.10 show the simulation results with the link capacities 
in set 1 in the NSF network. Figure 5.6 illustrates the average reserved primary 
and backup capacities per inter-domain link, whereas Figure 5.7 shows the
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corresponding capacities per intra-domain link, each as a function o f the number
of generated demands. As can be seen from both figures, the average reserved
primary capacity is always higher than the average reserved backup capacity with
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all the three schemes (LDVP, DDVP, and LDVN). This is due to the fact that the 
backup bandwidth is shared among different failure-disjoint primary paths, 
whereas the primary bandwidth is not.
In Figure 5.6 and Figure 5.7, we see that the curves for LDVP and DDVP 
schemes are very close to each other. We also see that the LDVN scheme always 
consumes less primary capacity on both inter-domain and intra-domain links than 
the LDVP and DDVP schemes. One reason for this could be that the LDVP and 
DDVP schemes accepted more number of demands than the LDVN scheme, for 
the same number o f generated demands. Figure 5.8 indeed shows the number of 
blocked (rejected) demands for these schemes, as a function o f the number 
generated demands in the network. However, the switchover occurs when the 
backup capacity on both link-types is considered: the LDVN scheme always
400
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consumes more backup capacity than the LDVP and DDVP schemes on both 
inter-domain and intra-domain links. One reason for this could be that with the 
LDVP and DDVP schemes, the backup path-segments for the transit traffic in the 
intermediate domains must follow the pre-established virtual paths in those 
domains. Whereas, with the LDVN scheme, there is no pre-established virtual 
path inside a domain, which provides more degree of freedom to LDVN to route 
backup path-segments over intra-domain links that have not been used (shared) 
by other cormections before.
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Figure 5.9 illustrates the average link load as a function o f the number o f
generated demands. The average load on inter-domain links is always higher than
the average load on intra-domain links with all of the three restoration schemes.
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In fact, the intra-domain links are not saturated, as the maximum load on these 
links does not exceed beyond 30%. One reason for this is that, in this set o f 
simulation parameters, all inter-domain and intra-domain links have equal 
capacity, and all demands are transit. Therefore, with this setting, the inter­
domain links will be the bottleneck, not allowing the intra-domain links to 
become saturated.
Figure 5.10 illustrates the average restoration time for each of the proposed 
restoration schemes as a function of the number of generated demands when the 





LDVP (10 us) 
DDVP (10 us) 
LDVN (10 us) 
LDVP (500 us) 
DDVP (500 gs) 
LDVN (500 ns)
50 100 150 200 250 300
Number o f Generated Demands 
Figure 5.10 Average Restoration Time
350 400
the three restoration schemes yield virtually the same restoration time (on 
average) for the same number of generated demands and for the same value o f
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configuration time. When the cross-connect configuration time is 500 ps, the 
average restoration time is slightly higher than the corresponding parameter 
when the configuration time is set to 10 ps. This is due to the fact that the time 
taken to configure all the cross-connects along the backup path is longer when 
the configuration time is at a higher value o f 500 ps. Figure 5.10 shows that the 
restoration time initially increases as the number of generated demands changes 
from a low value, but eventually settles down to a value o f around 60 ms, which 
is within the target service recovery in today’s networks.
In the second set of simulations, the capacity o f inter-domain links has been 
increased to 10 Gbps, while the capacity o f intra-domain links is kept at 2.5 Gbps. 
Figure 5.11 -  Figure 5.15 show the corresponding results. The results shown in 
Figure 5.11, Figure 5.12, Figure 5.13 and Figure 5.15 are very similar to those 
shown in Figure 5.6, Figure 5.7, Figure 5.8 and Figure 5.10. However, due to the 
increased inter-domain link capacity, the network accepts more demands and has 
a higher value o f average reserved capacity and average restoration time than it 
does in the first set of simulation. Figure 5.14 shows that the average load on an 
intra-domain link is close to that on the inter-domain links, which is different 
than the results shown in Figure 5.9 where the average inter-domain link load is 
much higher than the average intra-domain link load. When the capacity on inter­
domain links is increased to 10 Gbps, the inter-domain links will not be the 
bottleneck, allowing the intra-domain links to become saturated.
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5.3.2 EON-based Network
In the simulation experiments on the EON-based network, the parameters 
excluding the inter-domain link length, which is the real EON cable length 
shown in Table 5.2, have been set to the same values as those in the simulation 
on the NSF-based network. Figure 5.16 -  Figure 5.20 illustrates the 
corresponding results for capacities Set 1 in which the capacities o f inter-domain 
and intra-domain links are all set to 2.5 Gbps, and the number of generated 
demands is varied from 50 to 550 at a step of 100. Figure 5.21 -  Figure 5.25 
illustrates the corresponding results for the capacities Set 2 in which the 
capacities of inter-domain links are set to 10 Gbps, whereas the capacities o f 
intra-domain links are set to 2.5 Gbps. In Set 2 , the number of generated 
demands is varied from 50 to 1050 at a step of 100. Comparing with the
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corresponding Figures (Figure 5.6 -  Figure 5.15) of NSF-based network, Figure 
5.16 -  Figure 5.25 shows the similar characteristics o f the proposed restoration 
schemes. We have found that these restoration schemes have reached the similar 
performance in terms of capacity usage when the simulation has been performed 
on different simulated networks—NSF-based and EON-based networks. 
Meanwhile, as shown in Figure 5.20 and Figure 5.25, the restoration time 
achieved by the proposed restoration schemes over the EON-based network is 
around 40 ms which is shorter than the value (60 ms) over the NSF-based 
network. The reason for this could be the shorter propagation delay on inter­
domain links in the EON-based network than it in the NSF-based network. (The 
propagation delay on a link is proportional to the length of the link. And The 
average EON cable length is 636.4 kilometers which is smaller than the average 





■ LDVP Backup 
—0 — DDVP Backup 
-0 ~  LDVN Backup
100 200 300 400
Number o f Generated Demands
600
Figure 5.16 Average Reserved Capacity per Inter-domain Link
-77-
CHAPTER 5 SIM U LA TIO N  A N D  PERFO RM A NCE E V A L U A T IO N
0.5
—W h~' LDVP Primary
♦  ' DDVP Primary
•  LDVN Primary 
—O— LDVP Backup 







100 200 300 400 500 600
Number o f  Generated Demands














Number o f  Generated Demands
400 600500
Figure 5.18 Number o f Blocked Demands
-78-









Number of Generated Demands
600
Figure 5.19 Average Link Load
120
LDVP (10 us) 
DDVP (10 us) 
LDVN (10 us) 
LDVP (500 us) 










400 500 600too 200 300
Number of Generated Demands
Figure 5.20 Average Restoration Time
-79-
CHAPTER 5 SIM U LA TIO N  A N D  PERFO RM A NCE E V A L U A T IO N
3.5
- LDVP Primary 
■ DDVP Primary
- LDVN Primary 
• LDVP Backup
400 600 800
Number o f Generated Demands
1200
Figure 5.21 Average Reserved Capacity per Inter-domain Link
0.6  •
£
“ ^  0.5 -
—■— LDVP Primary 
—♦ “  DDVP Primary 
—# — LDVN Primary 
—a — LDVP Backup 
—0 — DDVP Backup 
—O — LDVN Backup
200 400 600 800
Number o f  Generated Demands
1200
Figure 5.22 Average Reserved Capacity per Intra-domain Link
-80-













1000 1200200 400 600 800
Number o f Generated Demands















HH— LDVP Inter 
DDVP Inter 
"O LDVN Inter 
- 0 ~  LDVP Intra 
- 0 “  DDVP Intra 
" 0 ~  LDVN Intra
200 400 600 600 1000
Number o f Generated Demands
1200
Figure 5.24 Average Link Load
-81-









LDVP (10 (4S) 
DDVP (10 (4s) 
LDVN (10 us) 
LDVP (500 us) 
DDVP (500 (4S) 
LDVN (500 us)
200 400 600 800 1000
Number o f Generated Demands
1200
Figure 5.25 Average Restoration Time
-82-
Chapter 6 Conclusion and Future Work
6.1 Conclusion
We proposed three end-to-end capacity-constrained shared restoration 
schemes for computing failure-disjoint primary and backup paths between a pair 
of source and destination nodes in a multi-domain network environment. These 
schemes are referred to as Link Disjointed Virtual Path (LDVP), Domain 
Disjointed Virtual Path (DDVP) and Link Disjointed Virtual Node (LDVN) 
shared restoration schemes. With both LDVP and DDVP schemes, the multi­
domain network is topologically aggregated to become a single-domain virtual 
path network, in which each domain is represented by its border nodes 
interconnected by point-to-point virtual paths. With LDVN scheme, each domain 
is abstracted as a virtual node. The multi-domain network is modeled as a single­
domain virtual node network containing a set of virtual nodes interconnected by 
inter-domain links. For each demand, the end-to-end paths are computed on the 
aggregated multi-domain network. The primary path is dedicated to each 
connection, while the backup resources are shared among different failure- 
disjointed connections. The primary and backup paths are “link-disjointed” when 
they are computed by using LDVP or LDVN scheme, while they are domain- 
disjointed when DDVP scheme is used.
We have simulated the proposed restoration schemes on the NSF network
and a multi-domain European network. We evaluated the performance of the
proposed restoration schemes in terms of the capacity usage and the restoration
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time. We have found that the LDVP and DDVP schemes consume similar 
amount of capacity on average, but they have slightly more average reserved 
primary capacity and less average reserved backup capacity than the LDVN 
scheme. The average reserved primary capacity is always higher than the average 
reserved backup capacity with all the schemes. We also have found that these 
schemes yield similar amounts o f time on average to restore a single-link failure 
in a multi-domain network. One advantage of the proposed schemes over the 
existing restoration schemes is that they require much less amount of link-state 
information to be advertised between the domains. Tfiis will reduce the routing 
message overhead and make the proposed algorithms to be scalable to large 
multi-domain networks.
6.2 Future Work
In this thesis, we proposed three capacity-constrained shared restoration 
schemes in multi-domain networks upon virtual path or virtual node abstraction 
network models. In the proposed schemes, the abstracted information within each 
domain is advertised frequently to other domains and every domain must 
maintain the same abstract image of the multi-domain network. The optimum 
level of the computed paths is affected by the advertising frequency and the level 
of information aggregation. We plan to enhance the routing mechanisms o f the 
proposed schemes in the future by examining the reasonable trade-off between 
the advertising frequency and the level of link-state information aggregation for 
the different restoration schemes.
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In addition, with the proposed shared restoration schemes, the backup 
resources are pre-calculated but allocated as soon as a failure occurs. Because the 
cross-connects along the pre-plarmed backup path are only configured upon the 
failure occurrence, the efficient signaling protocols are required to provide fast 
and effective restoration services. However, as illustrated in Chapter 5, we used 
the conventional straightforward restoration process when we evaluated 
restoration time for the proposed schemes. Therefore, another objective in our 
future works is to design new restoration signaling protocols unlike the 
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Appendix A: The Modified Dijkstra Algorithm
The widest path (the maximum-available-bandwidth path) computation is 
achieved by modifying the Dijkstra’s shortest path algorithm. The following 
notation is used in presenting the modified Dijkstra algorithm: s is the source 
node; d  is the destination node; prev[i\ is the previous node of node i along the 
maximum bandwidth path; h [/][/'] is the bandwidth available on the link 
connecting nodes i and 7 ; bw[i] is the maximum bandwidth along paths from the 
source s to i; and n is the total number o f nodes. The modified Dijkstra’s 
algorithm, for finding the shortest widest path from a specified source node and 
destination node, can be expressed in the following program: 
MaxBandwidth(s,d,prev)
{
bw[i] = h[5 ][/], \ < i < n .  
prev[i] = s , \  <i <n. 
prev{s\ = 0 .
Initialize L to be a list with all nodes other than 5 . 
for (z = 1 , / < n -  1 , /++)
{
Delete a node w from L with maximum bw.
if  (yv == d) return.
for (each u adjacent from w)
if (hw[w] < minfhw[w], è[w][wl/)
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The maximum bandwidth along paths from the source 5  to node z is assigned 
a value of 0 initially if node z is not adjacent to the source node. Otherwise, it is 
initialized as the bandwidth of the link connecting nodes z and 5 . As the final path 
to a node z is determined, it is assigned a value equal to the maximum available 
bandwidth between node z and s.
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