Dynamics of non-autonomous Frenkel-Kontorova model by Rabar, Braslav
Sveucˇiliˇste u Zagrebu
Prirodoslovno-matematicˇki fakultet
Braslav Rabar
Dinamika neautonomnoga
Frenkel-Kontorovina modela
Disertacija
Zagreb, 2015.
Sadrzˇaj
Uvod 1
1. Osnovni pojmovi 4
1.1. Dinamicˇki sustavi . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.2. Varijacijski problem i Frenkel-Kontorovin model . . . . . . . . 6
1.3. Twist preslikavanja . . . . . . . . . . . . . . . . . . . . . . . . 14
2. Postojanje rjesˇenja 20
2.1. Svojstva topologije . . . . . . . . . . . . . . . . . . . . . . . . 21
2.2. Lokalno postojanje i jedinstvenost rjesˇenja . . . . . . . . . . . 23
2.3. Neprekidnost rjesˇenja u supremum normi . . . . . . . . . . . . 27
2.4. Monotonost i globalno postojanje rjesˇenja . . . . . . . . . . . 29
2.5. Postojanje polutoka i lokalnog toka . . . . . . . . . . . . . . . 33
2.6. Realna analiticˇnost rjesˇenja . . . . . . . . . . . . . . . . . . . 34
3. Prostorno vremenska invarijantna mjera 38
3.1. Definicija i primjer sinkroniziranih rjesˇenja . . . . . . . . . . . 39
3.2. Postojanje sinkroniziranih rjesˇenja . . . . . . . . . . . . . . . . 42
3.3. Nule razlike dvaju rjesˇenja i njihova dinamika . . . . . . . . . 50
3.4. Broj presjeka invarijantnih mjera . . . . . . . . . . . . . . . . 57
3.5. Prostorno vremenski atraktor . . . . . . . . . . . . . . . . . . 61
3.6. Dinamicˇke faze i fazni prijelazi . . . . . . . . . . . . . . . . . . 66
4. Tresna dinamika 70
4.1. Sustav tresnih jednadzˇbi . . . . . . . . . . . . . . . . . . . . . 70
4.2. Aproksimacija nula beskonacˇnoga stupnja . . . . . . . . . . . 72
4.3. Transport . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
Sazˇetak 75
Summary 76
Literatura 77
Zˇivotopis 80
Uvod
Frenkel-Kontorovin (FK) model jedan je od kljucˇnih modela teorije di-
namicˇkih sustava i nelinearnih diferencijalnih jednadzˇbi, a isto tako i fizike
cˇvrstog stanja i slozˇenih sustava. Matematicˇko znacˇenje temelji se na dvije
cˇinjenice. Prvo, generalizirani FK model mozˇe se interpretirati kao funkci-
onal djelovanja klase dinamicˇkih sustava na cilindru (twist difeomorfizmi koji
cˇuvaju povrsˇinu). To su najjednostavniji Hamiltonovi dinamicˇki sustavi s dis-
kretnim vremenom, te kao takvi prototipi za proucˇavanje pojava Hamilto-
nove dinamike, primjerice Kolmogorov-Arnold-Moserove teorije, Arnoldove
difuzije, stabilnosti, i niza drugih problema. Proucˇavanjem FK modela (kao
Lagrangiana pridruzˇenog navedenim preslikavanjima) postignut je znacˇajan
napredak u proucˇavanju Hamiltonove dinamike. Drugo, generalizirani FK
model sustav je jednadzˇbi istog tipa kao skalarne reakcijsko-difuzijske (i
opc´enito semilinearne parabolicˇke) parcijalne diferencijalne jednadzˇbe. Pro-
ucˇavanje dinamike FK modela cˇesto je prvi korak u razumijevanju dinamike
te klase parcijalnih diferencijalnih jednadzˇbi.
Fizikalno znacˇenje FK modela je da relativno realisticˇno opisuje niz fizikal-
nih pojava, u prvom redu u fizici cˇvrstog stanja, ali i sˇire. Primjeri su
”
Charge
density waves”,
”
Josephson Junction Arrays”, ali i neki modeli u biologiji po-
put replikacije DNK. FK model je, nadalje, vjerojatno najjednostavniji sus-
tav jednadzˇbi koji pokazuje neke iznimno bitne fizikalne pojave, ukljucˇujuc´i
sinkronizaciju rjesˇenja; netrivijalnu statisticˇku mehaniku s nizom metasta-
bilnih ravnotezˇnih tocˇaka, te netrivijalne dinamicˇke fazne prijelaze vec´ za
relativno jednostavnu dinamiku poput djelovanja uniformnom silom.
Proucˇavana disipativna dinamika FK modela sustav je beskonacˇno mnogo
obicˇnih diferencijalnih jednadzˇbi prvog reda, koji se mozˇe opisati kao for-
malni gradijent energetskog funkcionala elasticˇnog lanca u periodicˇnom si-
nusoidnom potencijalu. Temelj rada je Aubry-Matherova teorija koja se
bavi proucˇavanjem skupa ravnotezˇnih konfiguracija s istim prosjecˇnim raz-
makom [29]; tj. ponasˇanje FK modela bez djelovanja sile. Poznati rezultati
ponasˇanja FK modela su dinamika s vanjskom konstantnom ili periodicˇnom
u vremenu silom, sˇto je proucˇavano u nizu radova [40, 41, 36, 37, 38, 4] gdje
je konacˇno pokazano da Aubry-Matherova struktura ravnotezˇnih konfigura-
cija s istim prosjecˇnim razmakom prezˇivljava i u slucˇaju spomenutih vanjskih
sila. Takoder je dokazano da uz pretpostavke analiticˇnosti na funkcije koje
definiraju FK model postoji prostorno-vemenski atraktor koji se injektivno
projicira na dvodimenzinalan prostor. Pojam sinkronizirano rjesˇenje sˇto je
poopc´enje ravnotezˇnih konfiguracija uvedeno je u [41] gdje je dokazano da
sinkronizirana rjesˇenja postoje te da su atraktori i stabilni u Ljapunovljevom
smislu. Fokus rada je dinamika neautonomnog FK modela, gdje se dozvo-
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ljava da elasticˇna sila reakcije ili periodicˇni potencijal takoder nisu konstantni
u vremenu. Do sada poznati rezultati za taj sustav jednadzˇbi iskljucˇivo su
heuristicˇki ili numericˇki [17]. Fizikalni znacˇaj je velik, jer je to najjednos-
tavniji model, tzv.
”
tresne” (ratchet) dinamike, koji pokazuje ucˇinak trans-
porta. Transport ovdje znacˇi da je moguc´e nac´i rjesˇenja s ne-nula prosjecˇnom
asimptotskom brzinom i bez pristustva vanjske sile.
Kada promatramo dinamiku neautonomnog FK sustava, prvi alat je mono-
tonost u smislu da ako je u pocˇetnom trenutku jedno rjesˇenje po koordina-
tama (strogo) vec´e od drugog to vrijedi za sva vremena za koja ta rjesˇenja
postoje. Pratec´i dokaz Qina [36] pokazuje se da zbog stroge monotonosti za
neautonomni FK model postoje sinkronizirna rjesˇenja. Drugi alat na raspo-
laganju je brojenje presjeka dvaju rjesˇenja neautonomnog FK modela sˇto je
zbog svojstva da se broj presjeka dva rjesˇenja ne mozˇe povec´avati zapravo
poopc´enje monotonosti. Taj alat uveo je S. Slijepcˇevic´ u [40] kako bi dokazao
da je prostorno-vremenski atraktor dvodimenzionalan. Ako se dva rjesˇenja
sijeku netransverzalno u nekom trenutku (josˇ kazˇemo da razlika ima singu-
larnu nulu) onda broj presjeka dvaju rjesˇenja strogo pada u tom trenutku.
Problem kod brojenja presjeka dvaju rjesˇenja je taj da taj broj mozˇe biti
beskonacˇan. Kako bismo rijesˇili taj problem, definiramo funkciju [40] koja
mjeri prosjecˇan broj presjeka u nosacˇima dvaju mjera definiranih na prostoru
konfiguracija.
Drugi problem je da razlika dvaju rjesˇenja mozˇe imati singularnu nulu
beskonacˇnog stupnja. Mozˇe se pokazati da singularne nule konacˇnoga stup-
nja prezˇivljavaju male perturbacije pocˇetnih uvjeta sˇto je bitno za dokaz da
je prostorno-vremenski atraktor dvodimenzionalan. Jasno je da singularne
nule beskonacˇnog stupnja ne prezˇivljavaju male perturbacije, no zanimljivo
je pitanje: postoji li u blizini svake singularne nule beskonacˇnog stupnja
singularna nula konacˇnoga stupnja? Za sada je na to pitanje odgovoreno
pozitivno ako se prihvate odredene pretpostavke na funkcije koje definiraju
neautonomni FK sustav. Jedna od njih je realna analiticˇnost.
U ovome radu oslabilili smo tu pretpostavku realne analitin¸osti u slucˇaju
vanjske periodicˇne sile, te time poopc´ili poznate rezultate. Druga klasa ne-
autonomnih FK modela za koje se pokazuje da je prostorno-vremenski atrak-
tor dvodimenzionalan takozvani su tresni sustavi.
Mozˇe se pokazati da se prostorno-vremenski atraktor podudara sa unijom
nosacˇa svih prostorno-vremenski invarijantnih mjera. Sinkronizirna mjera
svaka je prostorno-vremenski invarijantna mjera, takva, da se nikoje dvije
konfiguracije iz njenog nosacˇa ne sijeku.
Fizicˇari cˇesto spominju razlicˇite faze dinamike sustava, ali matematicˇke
definicije tog pojma su rijetkost. Za neautonomni FK model kazˇemo da je u
slobodnoj fazi za dani prosjecˇni razmak ukoliko postoji sinkronizirnana mjera
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s tim prosjecˇnim razmakom takva da projekcija iz nosacˇa te mjere na neku
koordinatu (a zbog prostorne invarijantnosti nije vazˇno na koju) je surjekcija
na 1-sferu. Pojam slobodne faze uveden je u [41]. Ako neautonomni FK
model nije u slobodnoj fazi kazˇemo da je u zapinjajuc´oj fazi.
Doprinos ovog rada je primjena tehnika namjenjenih proucˇavanju dina-
mike autonomnog FK modela sa vanjskom periodicˇnom silom na neauto-
nomni FK model.
U prvom poglavlju uvodimo osnovne pojmove dinamicˇkih sustava te is-
kazujemo rezultate koji se znaju o Aurby-Matherovoj teoriji koja se bavi
proucˇavanjem ravnotezˇnih konfiguracija u odnosu na formalni Hamiltonijan.
Iskazujemo vezu izmedu stacionarnih konfiguracija i prvih koordinata orbite
podizacˇa twist preslikavanja.
U drugom poglavlju bavimo se postojanjem rjesˇenja neautonomnog FK
modela, monotonosti tog sustava, postojanjem polutoka te dajemo dovoljne
uvjete da rjesˇenje tog sustava bude realno-analiticˇko.
U trec´em poglavlju definiramo sinkronizirano rjesˇenje te dokazujemo da
sinkronizirana rjesˇenja za neautonomni FK model uvijek postoje. Takoder
promatramo dinamiku razlike dvaju rjesˇenja, brojimo njihove presjeke i doka-
zujemo da je taj broj nerastuc´i. Definiramo prostorno-vremenski invarijantne
mjere. Definiramo slabi ω-granicˇni skup i definiramo prostorno-vremenski
atraktor kao uniju svih slabih ω-granicˇnih skupova. Dokazujemo da se atrak-
tor podudara sa unijom nosacˇa prostorno-vremenski invarijantnih mjera. De-
finiramo slobodnu i zapinjajuc´u fazu dinamike.
U cˇetvrtom poglavlju primijenjujemo rezultate prva dva poglavlja na
tresnu dinamiku koja je posebna klasa neautonomnoga FK modela. Dokazu-
jemo da su u slobodnoj fazi tresne dinamike sinkronizirana rjesˇenja atraktori.
Strogo definiramo transport te dajemo dovoljne uvjete na tresni sustav u slo-
bodnoj fazi da transport nije nula.
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1. Osnovni pojmovi
1.1. Dinamicˇki sustavi
U ovom potpoglavlju definiramo osnovne pojmove dinamicˇkih sustava
koje c´emo spominjati u daljnjem radu.
Neka je G monoid. To znacˇi da je za svaka dva g, h ∈ G dobro definiran
gh ∈ G te postoji e ∈ G takav da ge = eg = g za sve g ∈ G i g(hk) = (gh)k
za sve g, h, k ∈ G. Neka je dan skup X. Djelovanje G na X je funkcija
F : G×X → X takva da
• G×X 3 (g, x) 7→ Fg(x) za g ∈ G, x ∈ X
• Fgh(x) = (Fg ◦ Fh)(x) za g, h ∈ G, x ∈ X
• Fe(x) = x za x ∈ X.
Skup X zajedno sa djelovanjem monoida G zovemo dinamicˇki sustav. Dakle
dinamicˇki sustav je uredena trojka (G,X, F ) monoida G, skupa na kojem
monoid djeluje X i funkcije djelovanja F . Ako su X i G povrh svega i
topolosˇki prostori tada kazˇemo da je djelovanje F neprekidno ukoliko je F
neprekidna funkcija u obje varijable.
Neka je K metricˇki prostor. Polutok ϕ : [0,∞) ×K → K je neprekidno
djelovanje monoida ([0,∞),+) na K takvo da to cˇini dinamicˇki sustav. Tok
ϕ : R×K → K je neprekidno djelovanje monoida (zapravo grupe) (R,+) na
K takvo da to cˇini dinamicˇki sustav.
Kazˇemo da je Borelova vjerojatnostna mjera µ na X invarijantna za
T : X → X ukoliko
µ(B) = µ(T−1(B))
za sve izmjerive podskupove B od X.
Lema 1.1. Neka je K kompaktan metricˇki prostor, a R ⊆ K zatvoren, ne-
prazan podskup invarijantan za T . Tada postoji mjera invarijantna za T cˇiji
je nosacˇ sadrzˇan u R.
Dokaz: Izaberimo bilo koju Borelovu vjerojatnostnu mjeru ν na R. Defini-
rajmo
νn =
1
n
n∑
k=1
T k∗ ν.
Ovdje je T k∗ povlacˇenje mjere u odonosu na T
k, to jest (T k∗ ν)(A) = ν(T
−k(A)).
Kako je R kompaktan i νn dobro definirana vjerojatnostna mjera s nosacˇem
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uR, to po Alaogluovom teoremu [22 teorem 5.18] imamo, ako shvatimo mjere
kao linearne funkcionale na prostoru neprekidnih omedenih funkcija, da νn
ima slabo konvergentan podniz νnk ⇀ µ. To znacˇi da
lim
k→∞
∫
R
fdνnk =
∫
R
fdµ,
za svaku neprekidnu omedenu funkciju f : R → R. Primijetimo da∫
R
fdT∗νnk →
∫
R
fdT∗µ,
jer ∫
R
fdT∗νnk =
∫
R
f ◦ Tdνnk →
∫
R
f ◦ Tdµ =
∫
R
fdT∗µ.
Promotrimo∫
R
f ◦ Tdνnk =
∫
R
fdT∗νnk =
∫
R
fdνnk +
∫
R
(f ◦ T − f)dνnk .
Sada imamo da∫
R
fdT∗νnk −
∫
R
fdνnk =
∫
R
(f ◦ T − f)dνnk =
=
1
nk
∫
R
[(f ◦T nk+1− f ◦T nk) + (f ◦T nk − f ◦T nk−1) + · · ·+ (f ◦T − f)]dν =
=
1
nk
∫
R
(f ◦ T nk+1 − f)dν → 0,
kada k →∞, jer je f omedena. Dakle, dobivamo da∫
R
fdT∗µ = lim
k→∞
∫
R
fdT∗νnk = lim
k→∞
∫
R
fdνnk =
∫
R
fdµ.
Po Rieszovom teoremu o reprezentaciji [29, teorem A.2.7] imamo da T∗µ = µ
to jest µ je T -invarijantna. 
Definicija 1.2. Neka je K kompaktan metricˇki prostor te neka su S, T : K →
K funkcije takve da je T ◦ S = S ◦ T . Kazˇemo da je skup B ⊆ K S, T -
invarijantan ukoliko je invarijantan za S i T . Kazˇemo da je mjera µ S, T -
invarijantna ukoliko je invarijantna za S i T . Kazˇemo da je S, T -invarijantna
mjera µ ergodska, ako za bilo koji Borel izmjeriv S, T -invarijantan skup B
imamo da je µ(B) ∈ {0, 1}.
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Lema 1.3. Neka je K kompaktan metricˇki prostor te pretpostavimo da je
R ⊆ K zatvoren, neprazan, S, T -invarijantan skup. Tada postoji S, T -invari-
jantna mjera cˇiji je nosacˇ sadrzˇan u R.
Dokaz: Izaberimo Borelovu vjerojatnostnu mjeru ν na R te stavimo
νn =
1
n2
n∑
j=1
n∑
k=1
Sj∗T
k
∗ ν,
gdje su Sj∗, T
k
∗ povlacˇenja mjera u odnosu na S
j i T k. Kako je R zatvoren
podskup kompaktnog prostora to je kompaktan. Buduc´i jeR kompaktan i νn
su dobro definirane vjerojatnostne mjere s nosacˇem u R to imamo da postoji
slabo konvergentan podniz od (νn) to jest postoji Borelova vjerojatnostna
mjera µ takva da νnk ⇀ µ.
Mozˇe se pokazati da je µ S, T -invarijantna tako da se provjeri∫
R
fdT∗νnk →
∫
R
fdνnk∫
R
fdS∗νnk →
∫
R
fdνnk .
Iz toga slijedi ∫
R
fdT∗µ =
∫
R
fdµ∫
R
fdS∗µ =
∫
R
fdµ
za svaku neprekidnu omedenu f : R → R. Po Rieszovom teoremu o reprezen-
taciji dobivamo T∗µ = µ i S∗µ = µ to jest µ je S, T -invarijantna. 
1.2. Varijacijski problem i Frenkel-Kontorovin model
U ovom potpoglavlju uvodimo autonomni FK-model i posebno proma-
tramo konfiguracije minimalne energije. Slijedi kratki pregled ovog potpo-
glavlja.
• Definiramo prostorne translante konfiguracija. Prvo vazˇno svojstvo
konfiguracija minimalne energije je da se nikoja dva translanta kon-
figuracije minimalne energije ne sijeku.
• Svaka konfiguracija minimalne energije je orbita nekog podizanja ho-
meomorfizma kruzˇnice koji cˇuva orijentaciju. To nam omoguc´uje da
definiramo prosjecˇan razmak svake konfiguracije minimalne energije.
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• Mozˇe se pokazati da skup konfiguracija minimalne energije s fiksnim
prosjecˇnim razmakom nije prazan.
• Dvije konfiguracije minimalne energije s razlicˇitim prosjecˇnim razma-
kom sijeku se tocˇno jednom.
• Definiramo rekurentne konfiguracije minimalne energije. Skup svih re-
kurentnih konfiguracija minimalne energije s fiksnim prosjecˇnim raz-
makom zovemo Aurby-Matherov skup.
• Mozˇe se dokazati da je za iracionalne prosjecˇne razmake skup kon-
figuracija minimalne energije s fiksnim prosjecˇnim razamkom totalno
ureden.
• Mozˇe se dokazati da se Aubry-Matherov skup za iracionalne prosjecˇne
razmake projicira na periodicˇan Cantorov skup ili cijeli R.
Promatramo prostor RZ skupa svih funkcija sa Z u R s produktnom topo-
logijom. Element u ∈ RZ takoder oznacˇavamo (uj)j∈Z i zovemo konfiguracija.
Ako je dana funkcija H : R2 → R tada prosˇirujemo H na proizvoljne
konacˇne segmente (uj, uj+1, . . . , uk), j < k konfiguracije (ui)i∈Z na nacˇin da
stavimo
H(uj, uj+1, . . . , uk) =
k−1∑
i=j
H(ui, ui+1).
Kazˇemo da je segment (uj, uj+1, . . . , uk) minimalan u odnosu na H ukoliko
H(uj, uj+1, . . . , uk) ≤ H(vj, vj+1, . . . , vk)
za sve (vj, vj+1, . . . , vk) gdje je vj = uj i vk = uk.
Sada uvedimo potrebne uvjete na H. Pretpostavit c´emo da H : R2 → R
zadovoljava sljedec´e uvjete, pratec´i Bangerta [5]:
(H1) Za svaki (ξ, η) ∈ R2 imamo da je H(ξ + 1, η + 1) = H(ξ, η).
(H2) Vrijednost H(ξ, ξ + η) tezˇi u beskonacˇno kada η tezˇi u beskonacˇno.
(H3) Ako je ξ < ξ i η < η, tada je H(ξ, η) +H(ξ, η) < H(ξ, η) +H(ξ, η).
(H4) Ako su (u−1, u0, u1) 6= (v−1, v0, v1) oba minimalna i u0 = v0, tada je
(u−1 − v−1)(u1 − v1) < 0.
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Definicija 1.4. Kazˇemo da je konfiguracija (uj)j∈Z minimalna u odnosu na
H ukoliko je njen svaki konacˇan segement minimalan u odonosu na H. Skup
minimalnih konfiguracija oznacˇavat c´emo s M(H).
Koristit c´emo oznake kao H12 gdje indeksi skracˇeno oznacˇavaju parcijane
derivacije. Dakle H12 je pokrata za ∂1∂2H.
Lema 1.5. Ako je H klase C2 te zadovoljava (H1) i H12(ξ, η) ≤ −δ < 0 za
sve (ξ, η) ∈ R2 tada vrijede (H2)− (H4).
Dokaz: Da bi se dobilo (H2) integrira se funkcija H12 po podrucˇju oblika
trokuta s vrhovima (ξ, ξ), (ξ, ξ+ η), (ξ+ η, ξ+ η). Da bi se dobilo (H3) inte-
grira se po podrucˇju oblika pravokutnika s vrhovima (ξ, η), (ξ, η), (ξ, η),(ξ, η).
Svojstvo (H4) proizlazi iz monotonosti η → H1(ξ, η) i ξ → H2(ξ, η). 
Neka je H klase C2 takva da zadovoljava (H1)-(H4). Kazˇemo da je kon-
figuracija u ∈ RZ stacionarna ukoliko za svaki j ∈ Z imamo
H2(uj−1, uj) +H1(uj, uj+1) = 0.
Lema 1.6. Svaka minimalna konfiguracija je stacionarna.
Dokaz: Imamo da H(uj, uj+1, . . . , uk) je minimalna s obzirom na svaki
(uj+1, . . . , uk−1)
gdje su uj i uk fiksni no to znacˇi da gradijent od H izracˇunat u tim tocˇkama
izcˇezava. Kako je H(uj, . . . , uk) =
∑k−1
i=j H(ui, ui+1) to imamo
H2(ul, ul+1) +H1(ul+1, ul+2) = 0
za svaki l takav da je j ≤ l ≤ k − 2. Kako su j i k proizvoljni slijedi tvrdnja
leme. 
Obrat ne mora vrijediti to jest mogu postojati sedlaste tocˇke.
Pretpostavit c´emo da je H funkcija klase C2 takva da je
• H(ξ + 1, η + 1) = H(ξ, η)
• H12(ξ, η) ≤ −δ < 0.
Promatramo autonomni FK-model
d
dt
uj(t) = H2(uj−1(t), uj(t)) +H1(uj(t), uj+1(t)) (1.1)
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Primjer 1.7. Standardan FK model je poseban slucˇaj autonomnog FK mo-
dela kada
H(u, v) =
(u− v)2
2
+
k cos(2piu)
2pi
Tada sustav (1.1) ima oblik
d
dt
uj(t) = uj+1(t)− 2uj(t) + uj−1(t)− k sin(2piuj(t)).
Slika 1. Primjer konfiguracije u standardnom Frenkel-Kontorovinu modelu.
Vratimo se autonomnom FK modelu (1.1). Promatrat c´emo konfiguracije
minimalne energije tog sustava. Kako su to minimumi pa tako i stacionarna
rjesˇenja to imamo da
H2(uj−1(t), uj(t)) +H1(uj(t), uj+1(t)) = 0.
No tada d
dt
uj(t) = 0, pa zakljucˇujemo da su konfiguracije minimalne energije
konstantne u vremenu obzirom na dinamiku (1.1).
Primjer 1.8. Pretpostavimo da je H(ξ, η) = h(ξ− η) gdje je h′′(x) ≥ δ > 0
za x ∈ R. Tada je konfiguracija (uj)j∈Z stacionarna ukoliko za sve j ∈ Z
imamo
h′(uj−1 − uj) = h′(uj − uj+1).
Stoga za svake u0, α ∈ R postoji stacionarna konfiguracija dana sa uj =
u0 + jα i sve stacionarne konfiguracije su tog oblika.
Neka su u, v dvije konfiguracije tada uvodimo parcijalne uredaje na pros-
tor konfiguracija s
u ≤ v ⇔ uj ≤ vj za j ∈ Z
u < v ⇔ u ≤ v i u 6= v
u v ⇔ uj < vj za j ∈ Z
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Definicija 1.9. Kazˇemo da se dvije razlicˇite konfiguracije u i v sijeku ukoliko
postoji j ∈ Z takav da je (uj − vj)(uj+1 − vj+1) ≤ 0.
Imamo da se konfigurcije u i v ili sijeku, ili su usporedive to jest u  v
ili v  u ili u = v.
Uvedimo operator prostornog pomaka Sm,n : RZ → RZ koji je zadan sa
(Sm,nu)j = uj−m + n.
Definicija 1.10. Kazˇemo da je u ∈ RZ periodicˇna s periodom
(q, p) ∈ (Z \ {0})× Z
ukoliko Sq,pu = u.
Iz definicije odmah slijedi da Sm,n preslikava konfiguracije minimalne ener-
gije u konfiguracije minimalne energije. Zbog neprekidnosti od H na svakom
konacˇnom segmentu (uj, . . . , uk) imamo da je M(H) zatvoren skup u RZ u
produktnoj topologiji.
Lema 1.11. Konfiguracije minimalne energije sijeku se najviˇse jednom.
Dokaz: Pretpostavimo da se u i u∗ sijeku bar dva puta i to izmedu j i j + 1
te izmedu k i k + 1 za j < k. Tada imamo
H(uj, u
∗
j+1, . . . , u
∗
k, uk+1) +H(u
∗
j , uj+1, . . . , uk, u
∗
k+1) =
= H(uj, u
∗
j+1) +H(u
∗
j+1, . . . , u
∗
k) +H(u
∗
k, uk+1)+
+H(u∗j , uj+1) +H(uj+1, . . . , uk) +H(uk, u
∗
k+1),
sˇto je zbog svojstva (H3) strogo manje od
H(u∗j , . . . , u
∗
k+1) +H(uj, . . . , uk+1),
ali to je kontradikcija s minimalnosˇc´u od (u∗j , . . . , u
∗
k+1) i (uj, . . . , uk+1). 
Korolar 1.12. Ako su u, v ∈M(H) periodicˇne s istim periodom tada se u i
v ne sijeku. Ako je u ∈M(H) periodicˇna s minimalnim periodom (q, p) tada
su p i q relativno prosti.
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Dokaz: Neka su u i v periodicˇne, takve da se sijeku. Tada se sijeku be-
skonacˇno puta sˇto je kontradikcija s predhodnom lemom. Pretpostavimo da
je u ∈ M(H) periodicˇna s minimalnim periodom (q, p) = n(a, b) gdje n > 1
tada Sa,bu 6= u. Buduc´i se u i Sa,bu ne sijeku, imamo recimo Sa,bu u. Tada
indukcijom dobivamo Sq,pu  u, sˇto je u kontradikciji s nasˇom hipotezom.
Time je korolar dokazan. 
Teorem 1.13. Za sve (q, p) ∈ (Z \ {0}) × Z postoji u ∈ M(H) takva da je
u periodicˇna s periodom (q, p).
Dokaz: Neka je (u0, . . . , uq) = 1(u) segment od u tada sa n(u) oznacˇimo
n(u) = (u0, . . . , uq, u0, . . . , uq, . . . , u0, . . . , uq)
gdje se 1(u) ponavlja n puta. Tada je 1(u) minimalan za Hq,p ako i samo
ako je n(u) mimalan za Hnq,np. Ako iskoristimo periodicˇnost od u dobivamo
da su prozvoljni segmenti od u minimalni to jest u ∈ M(H). Time je lema
dokazana. 
Mozˇe se pokazati da za konfiguracije minimalne energije u∗ i u ukoliko
|u∗j − uj| → 0 kada j → ∞ ili j → −∞ da se tada u∗ i u ne mogu sjecˇi.
Dokaz toga mozˇe se nac´i u [5, lema 3.9]
Dokaz sljedec´eg teorema mozˇe se nac´i u [5, teorem 3.13]
Teorem 1.14. Pretpostavimo da je u ∈ M(H), tada se u i Sm,nu ne sijeku
za svaki (m,n) ∈ Z2. Drugim rijecˇima imamo da je
Bu = {Sm,nu : (m,n) ∈ Z2}
totalno ureden.
Dokaz sljedec´e leme mozˇe se nac´i u [5, lema 3.14]
Lema 1.15. Pretpostavimo da je u ∈ M(H). Tada je zatvaracˇ od Bu ⊆ RZ
u produktnoj topologiji totalno ureden. Projekcija pi((uj)j∈Z) = ui preslikava
Bu homeomorfno na zatvoren podskup od R. Iz definicije od Bu slijedi da je
pi(Bu) = pj(Bu) za svaki i, j ∈ Z.
Neka je G+ grupa svih homeomorfizama koji cˇuvaju orijentaciju kruzˇnice
S1 = R/Z na samu sebe i neka je
G˜+ = {f : R→ R : neprekidna, strogo rastuc´a i f(x+1) = f(x)+1, x ∈ R}
grupa svih podizanja sa S1 na R elemenata iz G+.
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Teorem 1.16. Za svaki u ∈M(H) postoji f ∈ G˜+ takav da je ui+1 = f(ui)
za i ∈ Z.
Dokaz: Prvo definiramo f na zatvorenom skupu A = p0(Bu) sa f := p1 ◦
(p0|Bu)−1. Vrijedi da je f strogo rastuc´i homeomorfizam sa A na A. Ocˇito
f(t+ 1) = f(t) + 1 za sve t ∈ A. Prosˇirujemo f sa A na R na afin nacˇin, to
jest za R \A = ⋃(an, bn) stavimo f((1− t)an + tbn) = (1− t)f(an) + tf(bn)
za t ∈ [0, 1]. Odmah vidimo da je f ∈ G˜+. i f(uj) = uj+1. 
Ukoliko je f ∈ G˜+ tada je broj ρ(f) = lim|i|→∞ f i(x)i isti za sve x ∈ R.
Sljedec´i korolar dokazan je u [5, korolar 3.16]
Korolar 1.17. Postoji neprekidno preslikavanje ρ : M(H)→ R sa sljedec´im
svojstvima:
(a) Za svaki u ∈ M(H) te i ∈ Z imamo |ui − u0 − iρ(u)| < 1 pa posebno
ρ(u) = lim|i|→∞ ui/i.
(b) Ako je u ∈M(H) periodicˇna s periodom (q, p) tada ρ(u) = p/q.
(c) Funkcija ρ je invarijantna s obzirom na Sm,n, to jest ρ(Sm,nu) = ρ(u).
Teorem 1.18. Za svaki ω ∈ R, skup Mω(H) = {u ∈ M(H) : ρ(u) = ω} je
neprazan.
Dokaz: Znamo daMω(H) 6= ∅ za ω ∈ Q zbog teorema 1.13. Neka je ω ∈ R\Q.
Izaberimo niz (qn)n u Q takav da je ω = limn→∞ qn i niz un ∈ Mqn(H) gdje
je un0 ∈ [0, 1]. Tada postoji C > 0 takav da je |qn| ≤ C za sve n ∈ N. Iz toga
slijedi |unj | ≤ 2 + |j|C. Kako je
∏
j∈Z[−2− |j|C, 2 + |j|C] kompaktan po Ti-
honovljevom teoremu [12, teorem 8.9] to postoji tocˇka gomilanja u∗ ∈M(H)
niza un. Po neprekidnutosti od ρ, vrijedi da je ρ(u∗) = ω. 
Buduc´i da svaki u ∈Mω(H) zbog korolara 1.17 (a) raste gotovo linearno
s nagibom ω zakljucˇujemo da za u, u∗ ∈M(H), ako ρ(u) 6= ρ(u∗) tada se u i
u∗ sijeku tocˇno jedanput.
Definicija 1.19. Konfiguracija u naziva se rekurentnom ukoliko postoji niz
(pi, qi) ∈ Z2 \ {(0, 0)} takav da vrijedi
u = lim
i→∞
Spi,qiu.
Skup svih minimizirajuc´ih rekurentnih konfiguracija s obzirom naH oznacˇimo
sa MRec(H). Skup pak svih minimizirajuc´ih rekurentnih konfiguracija s ro-
tacijskim brojem ω oznacˇavamo sa MRecω (H). Skup M
Rec
ω (H) zove se Aubry-
Matherov skup.
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Skup konfiguracija A naziva se uredenim ukoliko se nikoje dvije konfigura-
cije iz A ne sijeku. Za dani uredeni skup A, zatvoren u produktnoj topologiji
pretpostavit c´emo da su u−  u+ dvije konfiguracije iz A takve da nema
konfiguracija u iz skupa A takvih da je u−  u  u+. Skup svih u ∈ RZ
takvih da je u−  u  u+ naziva se rupa u A i oznacˇava se s (u−, u+), a
u− i u+ zovu se granice rupe, ali i susjedi. Dokaz sljedec´eg teorema mozˇe se
nac´i u [5, teorem 4.1]
Teorem 1.20. Pretpostavimo da je ω iracionalan. Tada je Mω(H) totalno
ureden.
Za f ∈ G˜+ oznacˇimo sa Rec(f) skup gomiliˇsta od {f i(x) + k : i, k ∈ Z}.
Dokaz sljedec´eg teorema mozˇe se nac´i u [5, tvrdnje 4.2-4.6.]
Teorem 1.21. Za neki u ∈ Mω(H), neka je f ∈ G˜+ takva da je uj+1 =
f(uj). Za ω ∈ R \ Q postoji f -invarijatnan skup Aω ⊆ R takav da je u ∈
Mω(H) ako i samo ako u0 ∈ Aω. Dakle projekcija p0(Mω(H)) = Aω, te
vrijedi p0(M
Rec
ω (H)) = Rec(f). Vrijede sljedec´e alternative:
(a) Rec(f) = R
(b) Rec(f) je Cantorov skup.
Za svaki u ∈ Mω(H) \MRecω (H) postoje u  u  u takvi da su iz MRecω i
asimptoticˇni.
Za ω = p/q ∈ Q gdje su p, q relativno prosti stavimo MPerω (H) skup svih
periodicˇnih konfiguracija od Mω(H). Dokaz sljedec´eg teorema mozˇe se nac´i
u [5, teorem 5.1]
Teorem 1.22. Skup MPerω (H) je neprazan, zatvoren i totalno ureden. Svaki
u ∈ Mω(H) ima minimalan period (q, p). Ako je u ∈ Mω(H) tada je u
minimum od Hq,p : Pq,p → R. Posebno Hq,p(u) = Hminq,p za sve u ∈ Mω(H).
Gdje je Pq,p = {u ∈ RZ : Sq,pu = u} i Hq,p(u) = H(u0, . . . , uq).
Definicija 1.23. Pretpostavimo da su u− i u+ susjedi od MPerω (H). Tada
M+ω (u
−, u+) = {u ∈Mω(H) : u je α-asimptoticˇna sa u− i
ω-asimptoticˇna sa u+}
M−ω (u
−, u+) = {u ∈Mω(H) : u je ω-asimptoticˇna sa u− i
α-asimptoticˇna sa u+}
Oznacˇimo sa M+ω (H) uniju svih M
+
ω (u
−, u+) po svim susjedima u− i u+ te
oznacˇimo sa M−ω (H) uniju svih M
−
ω (u
−, u+) po svim susjedima u− i u+.
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Dokaz sljedec´ih teorema mozˇe se nac´i u [5, teorem 5.3 i teorem 5.8] te
time upotpunjujemo opis Aubry-Matherovih skupova.
Teorem 1.24. Ako je ω racionalan tada je Mω(H) disjunktna unija M
Per
ω (H),
M+ω (H) i M
−
ω (H).
Teorem 1.25. Pretposatvimo da su u− i u+ susjedi od MPerω (H) tada su
M+ω (u
−, u+) i M−ω (u
−, u+) neprazni.
Teorem 1.26. Po projekciji p0 mozˇemo poistovijetiti M
Per
ω (H) sa zatvore-
nim Aω ⊆ R. Ako je Aω = R tada je Mω(H) = MPerω (H) potpuno ureden.
Inacˇe postoje susjedni elementi u MPerω (H) koji su spojeni heteroklinicˇkim
orbitama u M+ω (H) i u M
−
ω (H). Ako u ∈M+ω (H) i u∗ ∈M−ω (H) lezˇe izmedu
istog para susjednih elemenata tada se sijeku i to je jedini slucˇaj kada se dva
elementa iz Mω(H) sijeku.
1.3. Twist preslikavanja
U ovom potpoglavlju definiramo twist preslikavanje i twist funkciju izvod-
nica. Definiramo sˇto znacˇi da glatko podizanje twist preslikavanja ima tok
nula. Dokazujemo da postoji 1 − 1 korespodencija izmedu podizanja twist
preslikavanja s tokom nula i twist funkcija izvodnica. Vidjet c´emo da sta-
cionarne konfiguracije mozˇemo identificirati s nizom prvih koordinata orbite
podizacˇa twist preslikavanja. Ovo poglavlje prati prvo poglavlje knjige C.
Golea [25].
Definicija 1.27. Definiramo preslikavanje T : R2 → R2 dano sa T (x, p) =
(x + 1, p). Neka je F : R2 → R2 difeomorfizam za koji piˇsemo F (x, p) =
(x′(x, p), p′(x, p)) takav da zadovoljava
(T1) ∂x
′
∂p
(x, p) > 0
(T2) detDF = 1 ili ekvivalentno dp′ ∧ dx′ = dp ∧ dx
(T3) F ◦ T = T ◦ F .
Tada zbog uvjeta (T3) imamo da F inducira preslikavanje f : S1×R→ S1×R,
koje zovemo twist preslikavanje.
Za preslikavanje ψ(x, p) = (x, x′(x, p)) zbog uvjeta (T1) vrijedi
detDψ = det
(
1 0
∂x′
∂x
∂x′
∂p
)
> 0
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Lema 1.28. Preslikavanje ψ je difeomorfizam.
Dokaz: Neka je ψ(x1, p1) = ψ(x2, p2). Tada iz definicije od ψ slijedi da
x1 = x2. No tada x
′(x1, p1) = x′(x1, p2). Zbog stroge monotonosti od
p 7→ x′(x1, p) imamo p1 = p2, te je ψ ne samo lokalni difeomorfizam nego i
pravi difeomorfizam. 
Neka je S˜ : R2 → R preslikavanje takvo da je
S˜(a, b) =
∫
C
p′dx′ − pdx (1.2)
gdje je C bilo koji glatki put bez samopresijecanja koji spaja neku proizvoljnu
fiksnu tocˇku (a0, b0) ∈ R2 i (a, b) ∈ R2. Kako zbog (T2) vrijedi
d(p′dx′ − pdx) = dp′ ∧ dx′ − dp ∧ dx = 0
prema Stokesovom teoremu [13, teorem 3.5] dobivamo da S˜ ne ovisi o izboru
glatkog puta C.
Lema 1.29. Preslikavanje S˜ ◦ T − S˜ je konstanta.
Dokaz: Neka su (a1, b1) i (a2, b2) dvije tocˇke, i neka su Ci za i = 1, 2 dva
glatka puta bez samopresijecanja koja spajaju redom (ai, bi) i T (ai, bi) za
i = 1, 2 i neka je β put od (a1, b1) do (a2, b2). Promatramo zatvoren put
sastavljen od puteva β nakon kojeg dolazi C2 nakon kojeg dolazi Tβ, ali u
suprotnom smjeru i na koncu C1 u suprotnom smjeru. Tada je
∫
β
p′dx′ −
pdx =
∫
Tβ
p′dx′ − pdx. Zakljucˇujemo da∫
C1
p′dx′ − pdx =
∫
C2
p′dx′ − pdx
pa je tvrdnja dokazana. 
Definiramo
S(x, x′) = S˜ ◦ ψ−1(x, x′), (1.3)
te zlorabec´i oznake stavimo p′(x, x′) = p′◦ψ−1(x, x′) i p(x, x′) = p◦ψ−1(x, x′).
Tada imamo p′dx′ − pdx = dS(x, x′), pa slijedi da je
p = −S1(x, x′)
p′ = S2(x, x′).
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Primijetimo da je
ψ−1(x, x′) = (x, p) = (x,−S1(x, x′)).
Definiramo:
Tok(F ) = S˜ ◦ T − S˜.
Teorem 1.30. Neka je dana S˜ sa (1.2) takva da je Tok(F ) = 0. Tada za
funkciju S definiranu sa (1.3) vrijede sljedec´a svojstva
(i) Periodicˇnost: S(x+ 1, x′ + 1) = S(x, x′) za x, x′ ∈ R
(ii) Twist uvijet: S12(x, x
′) < 0 za x, x′ ∈ R.
Dokaz: Dokazˇimo svojstvo (i). Neka je S˜ definirana kao gore. Stavimo
S(x, x′) = S˜ψ−1(x, x′) = S˜ψ−1(ψ(x, p)) = S˜(x, p) = S˜(x+ 1, p)
= S˜ψ−1(ψ(x+ 1, p)) = S˜ψ−1(x+ 1, x′ + 1) = S(x+ 1, x′ + 1).
Dokazˇimo svojstvo (ii). Prvo primijetimo da imamo
F ◦ ψ−1(x, x′) = (x′, S2(x, x′)).
Kako je detDF = 1 i detDψ−1 > 0 to imamo da je −S12(x, x′) > 0 no tada
je S12(x, x
′) < 0. 
Teorem 1.31. Postoji 1 − 1 korespondencija izmedu glatkih podizanja F
twist preslikavanja f : S1 × R → S1 × R s tokom nula i glatkih funkcija
S : R2 → R koji zadovoljavalju
(a) S(x+ 1, x′ + 1) = S(x, x′)
(b) S12(x, x
′) < 0
(c) S(0, 0) = 0.
Ta korespondencija implicitno je dana s
F (x, p) = (x′, p′)⇔
{
p = −S1(x, x′)
p′ = S2(x, x′).
(1.4)
Funkciju S koja zadovoljava (a) i (b) zovemo twist funkcija izvodnica twist
preslikavanja f .
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Dokaz: Neka je F podizanje twist preslikavanja i neka je gore opisanim proce-
som dobivena S(x, x′). Vec´ je dokazano (a) i (b). Kako se dvije twist funkcije
izvodnice razlikuju samo za konstantu, to postoji jedinstvena funkcija S sa
svojstvom S(0, 0) = 0.
Obrnuto, neka je dana S koja zadovoljava (b). Tada mozˇemo definirati
F (x, p) = (x′(ψ(x, p)), S2(ψ(x, p))) gdje je ψ−1(x, x′) = (x,−S1(x, x′)). Vri-
jedi da je F difeomorfizam kao kompozicija dvaju difeomorfizma
(x, p)→ (x, x′)→ (x′, S2(x, x′)).
Lako je provjeriti da par F , S zadovoljava (1.4). Iz (a) imamo da ako
F (x, p) = (x′, p′) tada
p = −S1(x, x′) = −S1(x+ 1, x′ + 1) i p′ = S2(x, x′) = S2(x+ 1, x′ + 1).
Zbog (1.4) vrijedi da je F (x + 1, p) = (x′ + 1, p′) tako da imamo dokazano
svojstvo (T3). Kako F ima tok nula, tada f ∗(dx∧ dp) = dx∧ dp pa vrijedi i
dx′ ∧ dp′ = F ∗(dx ∧ dp) = dx ∧ dp pa vrijedi i (T2). Iz
F ◦ ψ−1(x, x′) = (x′, S2(x, x′))
slijedi S12(x, x
′) < 0 ako i samo ako detDψ(x, p) > 0. No kako je detDψ(x, p) =
∂x′
∂p
(x, p), vrijedi ∂x
′
∂p
(x, p) > 0. Dakle vrijedi (T1). 
Teorem 1.32. Neka je zadan podizacˇ F twist preslikavanja f i odgovarajuc´a
twist funkcija izvodnica S. Slijedi da postoji 1 − 1 korespondencija izmedu
stacionarnih konfiguracija i tocˇaka iz R2. To prelikavanje τ : S → R2 je
definirano na slijedec´i nacˇin:
(uj)j∈Z = u 7→ (u0,−S1(u0, u1)) = (x0, p0),
te je konfiguracija (uj)j∈Z niz prvih koordinata F -orbite od (x0, p0). Ponekad
zlorabimo terminologiju te poistovjec´ujemo stacionarne konfiguracije, tocˇke
iz R2 i njihove F -orbite. Ako pretpostavimo induciranu produktnu topolgiju
na S onda je preslikavnje τ homeomorfizam izmedu S i R2.
Dokaz: Neka je F podizacˇ twist preslikavanja f i neka je S(x, x′) njegova
generirajuc´a funkcija izvodnica, te neka je
{(xk, pk) = F k(x0, p0) : k ∈ Z}.
Kako je konfiguracija stacionarna vrijedi
S1(xk, xk+1) + S2(xk−1, xk) = 0.
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Stavimo
pk = −S1(xk, xk+1),
no to je jednako S2(xk−1, xk), pa
F (xk−1, pk−1) = F ◦ ψ−1(xk−1, xk) = (xk, S2(xk−1, xk))
= (xk,−S1(xk, xk+1)) = (xk, pk).
Time je tvrdnja dokazana. 
Definiramo formalnu sumu (Hamiltonijan) s
H(u) =
∑
j∈Z
S(uj, uj+1).
To je formalna suma jer uglavnom ne konvergira. No ako ju (formalno)
deriviramo po uj dobivamo konacˇnu vrijednost
∇H(u)j = S2(uj−1, uj) + S1(uj, uj+1).
Prisjetimo se da je u ∈ RZ stacionarna konfiguracija ukoliko je ∇H(u)j = 0
za svaki j ∈ Z. Skup svih stacionarnih konfiguracija oznacˇavat c´emo sa S.
Primjer 1.33. Neka je V (u, v) = 1
2
(u− v)2 +F (u) gdje je F (u+ 1) = F (u)
periodicˇna, tada vrijedi
d
dt
uj(t) = uj−1(t)− 2uj(t) + uj+1(t) + F ′(uj(t)).
U ovom primjeru konfiguracija je stacionarna ako i samo ako
uj+1 − 2uj + uj+1 + F ′(uj) = 0, j ∈ Z.
Slijedi da se par realnih brojeva (u0, u1) ∈ R2 mozˇe u ovom primjeru na
jedinstven nacˇin prosˇiriti do stacionarne konfiguracije jer mozˇemo definirati
preslikavanje (u0, u1) 7→ u2 gdje je u2 jedinstveno rjesˇenje od
u0 − 2u1 + u2 + F ′(u1) = 0
i tako dalje te slicˇno u suprotnom smjeru.
Vidimo da je funkcija V definirana u primjeru 1.33 twist funkcija izvodnica
pa je njoj na jedinstven nacˇin pridruzˇen podizacˇ F twist funkcije f .
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Primjer 1.34. Ako stavimo V (x, x′) = 1
2
(x− x′)2 + k
2pi
cos(2pix) tada dobi-
vamo takozvano standardno preslikavanje.
Kako je
p = −V1(x, x′) = −x+ x′ − k sin(2pix) i p′ = V2(x, x′) = x′ − x
to imamo
x′ = x+ p+ k sin(2pix)
p′ = p+ k sin(2pix).
Orbite standardnoga preslikavanja za k = 0.05 i k = 0.2 vidimo na slici 2.
Slika 2. Orbite standardnog preslikavanja gdje je svaka orbita bojana istom
bojom. Na slici lijevo k = 0.05, a na slici desno k = 0.2.
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2. Postojanje rjesˇenja
U ovom poglavlju postavljamo glavni sustav cˇiju c´emo dinamiku proucˇavati
i definiramo osnovne prostore na kojima c´emo promatrati rjesˇenja.
Promatramo prebrojiv sustav obicˇnih diferencijalnih jednadzˇbi:
d
dt
uj(t) = −V2(uj+1(t), uj(t), t)− V1(uj(t), uj−1(t), t) = fj(t, u), j ∈ Z (2.1)
gdje je V = V (u, v, t) klase C2 u varijablama u, v te neprekidna u svim
varijablama i zadovoljava uvjete:
(V1) V (u+ 1, v + 1, t) = V (u, v, t) za (u, v, t) ∈ R3
(V2) postoji T > 0 takav da je V (u, v, t+ T ) = V (u, v, t) za (u, v, t) ∈ R3
(V3) Twist uvjet: postoji konstanta D > 0 takva da je V12(u, v, t) ≤ −D < 0
za (u, v, t) ∈ R3
(V4) Postoji C > 0 takav da je ‖D2u,vV (u, v, t)‖ ≤ C za (u, v, t) ∈ R3 gdje je
D2u,v drugi diferencijal s obzirom na varijable u i v.
Promatramo sustav (2.1) uz pocˇetni uvjet
u(0) = u0 ∈ Kn
gdje je Kn definiran za odabrani n ∈ N s
Kn = {u ∈ RZ : sup
k∈Z
|uk+1 − uk| ≤ n}.
Definiramo
X =
∞⋃
n=1
Kn
i za λ > 0 na njemu normu
‖u‖λ = sup
k∈Z
|uk|e−|k|λ
koju nazovimo λ-normom.
Neka je I interval u R. Uvedimo oznaku
C1(I,Kn)
za topolosˇki prostor neprekidnih funkcija s I u Kn (gdje je topologija na
Kn dana preko norme ‖.‖λ) koje su klase C1 u svakoj koordinati. U ovom
poglavlju pokazat c´emo:
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Teorem 2.1. Postoji neprekidan polutok ϕ : [0,+∞) × Kn → Kn takav da
je u(t) = ϕ(t, u0) rjesˇenje (2.1) uz pocˇetni uvjet u(0) = u0 gdje u0 ∈ Kn.
Taj teorem slijedi iz lokalne jedinstvenosti rjesˇenja i sljedec´eg rezultata:
Teorem 2.2. Za u0 ∈ Kn sustav (2.1) ima rjesˇenje
u ∈ C1([0,+∞), Kn)
takvo da je u(0) = u0.
Za realnu funkciju f : Ω → R definiranu na otvorenom skupu Ω ⊆ Rd
kazˇemo da je realno-analiticˇka u nekoj tocˇki c ∈ Ω ukoliko je jednaka svom
Taylorovom redu na nekoj okolini te tocˇke.
Za realnu funkciju definiranu na otvorenom skupu kazˇemo da je realno-
analiticˇka ukoliko je realno-analiticˇka u svakoj tocˇki tog skupa. Za funkciju
u : [0,∞)→ R kazˇemo da je realno-analiticˇka ukoliko je realno-analiticˇka na
nekoj otvorenoj okolini od [0,∞). S
Cω([0,∞), Kn)
oznacˇimo skup svih neprekidnih preslikavanja s [0,∞) u Kn koje su realno-
analiticˇke u svakoj koordinati. Na kraju poglavlja pokazat c´emo:
Teorem 2.3. Pretpostavimo da je V : R2 → R realno-analiticˇka tada za u0 ∈
Kn sustav (2.1) ima rjesˇenje
Cω([0,∞), Kn)
takvo da je u(0) = u0.
To c´e slijediti iz prilagodbe Cauchy-Kovalevskinog teorema za prebrojiv sus-
tav obicˇnih diferencijalnih jednadzˇbi.
2.1. Svojstva topologije
Kasnije c´e nam biti vazˇni josˇ neki prostori konfiguracija:
X1ω = {u ∈ X : |uj+m − uj −mω| ≤ 1}
X1[a,b] =
⋃
ω∈[a,b]X
1
ω.
Uvedimo relaciju R na RZ × RZ koja c´e nam biti od velike koristi, jer neki
prostori pocijepani po toj relaciji postaju kompaktni. Definiramo
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uRv ukoliko postoji m ∈ Z takav da je uj − vj = m za svaki j ∈ Z.
Stavimo Kn = Kn/R i X = X/R.
Dokazujemo osnovna svojstva topologije na X, Kn, X
1
[a,b] i Kn inducirane
normom ‖.‖λ.
Lema 2.4. Metrike na X inducirane λ-normom za λ > 0 induciraju istu
topologiju.
Dokaz: Neka je 0 < λ < λ′. Tada
‖u− v‖λ = sup
j∈Z
|uj − vj|e−λ|j| ≥ sup
j∈Z
|uj − vj|e−λ′|j| = ‖u− v‖λ′ .
Vidimo da ‖uk − u‖λ → 0 povlacˇi ‖uk − u‖λ′ → 0. Kako za u, v ∈ X postoji
n ∈ N takav da u, v ∈ Kn to postoje j0, j1 ∈ Z takavi da je ‖u − v‖λ =
e−λ|j0||uj0 − vj0| i ‖u− v‖λ′ = e−λ′|j1||uj1 − vj1|. Kako je |j0| ≤ 1/λ ili j0 = j1
to u prvom slucˇaju imamo
‖u− v‖λ = e−λ|j0||uj0 − vj0| = e−λ
′|j0||uj0 − vj0|e(λ
′−λ)|j0| ≤
≤ e−λ′|j0||uj0 − vj0|e
λ′
λ
−1 ≤ eλ
′
λ
−1e−λ
′|j1||uj1 − vj1| = e
λ′
λ
−1‖u− v‖λ′
Ukoliko je j0 = j1 tada ako ‖uk − u‖λ′ → 0 tada ‖uk − u‖λ → 0. Time je
dokazano da su te topologije iste. 
Lema 2.5. Topologija za svaki n ∈ N na omedenim podskupovima od Kn
inducirana λ-normom podudara se s topologijom konvergencije po tocˇkama
to jest s produktnom topologijom.
Dokaz: Neka uk → u u topologiji induciranoj normom ‖.‖λ to jest ‖uk −
u‖λ → 0. Tada e−λ|j||ukj − uj| → 0. Znacˇi da ukj → uj.
Pretpostavimo da uk → u konvergira po tocˇkama to jest ukj → uj za svaki
j ∈ Z. Pretpostavimo takoder da ‖u‖λ, ‖uk‖λ ≤ C za neki C > 0 za svaki
k ∈ N. Tada kako uk, u ∈ Kn to imamo da za svaki ε > 0 postoji N ∈ N
takav da |uj|e−λ|j|, |ukj |e−λ|j| < ε za svaki |j| > N koji ne ovisi o k, no ovisi
o C. No kako je ukj → uj to za svaki ε > 0 i svaki N > 0 postoji n0 ∈ N
takav da za svaki n ≥ n0 imamo |ukj − uj| < ε za svaki |j| ≤ N . Dakle
‖uk − u‖λ → 0.
Kako |uj| ≤ |jn|+ |u0| to postoji M > 0 takav da ‖u‖λ ≤ C+M |u0|. Ako
je D > 0 takav da je |uk0| ≤ D za svaki k ∈ N tada se topologija konvergencije
po tocˇkama podudara s topologijom induciranom λ-normom. 
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Lema 2.6. Na omedenim podskupovima od X1[a,b] topologija inducirana λ-
normom podudara se s topologijom konvergencije po tocˇkama.
Dokaz: Neka je u ∈ X1[a,b]. Tada postoji ω ∈ [a, b] takav da je u ∈ X1ω. Kako
je |uj+1 − uj − ω| ≤ 1, to imamo da
|uj+1 − uj| ≤ 1 + |ω|.
Stoga postoji n ∈ N takav da je |uj+1− uj| ≤ n za svaki u ∈ X1[a,b]. Dovoljno
je uzeti neki n ≥ 1 + max{|a|, |b|}. Dakle X1[a,b] ⊆ Kn i lema slijedi. 
Lema 2.7. Prostor Kn sa topologijom induciranom λ-normom je kompak-
tan.
Dokaz: Kako je
Kn = {u : Z→ R : u0 ∈ R/Z, u1, u−1 ∈ [−n+ u0, u0 + n], . . . }
kompaktan u produktnoj topologiji po Tihonovljevom teoremu [12, teorem
8.9], te kako je produktna topologija na Kn za u ∈ Kn gdje |u0| ≤ D za neki
D > 0 ista kao topologija inducirana sa ‖.‖λ to imamo da se produktna topo-
logija na Kn podudara sa topologijom induciranom sa ‖.‖λ. Dakle (Kn, ‖.‖λ)
kompaktan je prostor. 
2.2. Lokalno postojanje i jedinstvenost rjesˇenja
Dokazujemo da lokalna rjesˇenja sustava (2.1) postoje.
Teorem 2.8. Za u0 ∈ Kn postoji δ > 0 i jedinstveni u ∈ C1([−δ, δ], Kn)
koje je rjesˇenje (2.1) takvo da je u(0) = u0.
Dokaz tog teorema provodimo u pet lema. U prve dvije dokazujemo da je
prostor u kojem trazˇimo rjesˇenje potpun kako bi mogli primijeniti Banachov
teorem o fiksnoj tocˇki.
U trec´oj lemi pokazujemo kompaktnost prostora, koja nam treba da u
zadnje dvije leme dokazˇemo svojstvo Lipschitzove neprekidnosti koja je isto
tako potrebna kod Banachovog teorema o fisknoj tocˇki.
Lema 2.9. Prostor (Kn, ‖.‖λ) je potpun metricˇki prostor.
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Dokaz: Neka je dan (uj) niz u Kn takav da je Cauchyjev u normi ‖.‖λ tada
je za svaki k ∈ Z niz j 7→ (uj)k Cauchyjev u (R, |.|) sˇto je potpun prostor.
Dakle za svaki k ∈ Z postoji uk ∈ R takav da je (uj)k → uk. No tada je
uj → u = (uk)k∈Z u ‖.‖λ. Kako je |(uj)k+1 − (uj)k| ≤ n za svaki k, j ∈ Z
tada |uk+1 − uk| ≤ n za svaki k ∈ Z. Dakle (Kn, ‖.‖λ) je potpun prostor. 
Definiramo skup
Yδ,n = C([−δ, δ], Kn)
kao skup svih neprekidnih funkcija u : [−δ, δ]→ Kn gdje je na Kn topologija
inducirana λ-normom i na njemu normu
‖u‖Y = max
t∈[−δ,δ]
‖u(t)‖λ.
Lema 2.10. Prostor (Yδ,n, ‖.‖Y ) je potpun metricˇki prostor.
Dokaz: Neka je (uj) Cachyjev niz u Yδ,n. Tada je (uj(t)) Cauchyjev niz
u Kn za svaki t ∈ [−δ, δ]. Kako je Kn potpun, to postoji u(t) ∈ Kn ta-
kav da uj(t) → u(t). Vidimo da za t, s ∈ [−δ, δ] imamo ‖u(t) − u(s)‖λ ≤
‖u(t)−uj(t)‖λ + ‖uj(t)−uj(s)‖λ + ‖uj(s)−u(s)‖λ, dakle u ∈ Yδ,n te uj → u
u ‖.‖Y , pa je (Yδ,n, ‖.‖Y ) potpun prostor. 
Uvedimo relaciju ∼ na R3 kao najmanju relaciju ekvivalancije takvu da
(x, y, t) ∼ (x+ 1, y + 1, t) te (x, y, t) ∼ (x, y, t+ T ) za svaki (x, y, t) ∈ R3.
Lema 2.11. Za svaki M > 0 skup {(x, y, t) ∈ R3 : |x − y| ≤ M} pocijepan
po relaciji ekvivalencije ∼ je kompaktan.
Dokaz: Neka je (aj, bj, tj) niz u tom prostoru. Tada je tj niz u R/TZ i aj niz
u R/Z sˇto je kompaktan prostor pa posjeduje podniz koji konvergira. Kako
bj = aj + xj gdje je xj ∈ [−M,M ], te kako je [−M,M ] kompaktan prostor
to postoji podniz od xj koji konvergira. Tada postoji podniz od (aj, bj, tj)
koji konvergira pa je prostor kompaktan. 
Lema 2.12. Za svaki n ∈ N postoji Nn > 0 takav da je ‖f(t, u)‖λ ≤ Nn za
sve u ∈ Kn
Dokaz: Vrijedi
|fj(t, u)| ≤ |V2(uj−1, uj, t)|+ |V1(uj, uj+1, t)|.
24
Kako je u ∈ Kn, to imamo da sup
j∈Z
|uj+1 − uj| ≤ n. Dakle kako je skup
{(x, y, t) : |x − y| ≤ n} pocijepan po relaciji ekvivalencije ∼ kompaktan po
lemi 2.11 proizlazi da postoji N ′n takav da je
|fj(t, u)| ≤ N ′n
za svaki j ∈ Z. Tada ocˇito postoji Nn > 0 takav da
‖f(t, u)‖λ ≤ Nn.
Time je lema dokazana. 
Lema 2.13. Za svaki n ∈ N postoji realan broj Mn > 0 takav da
‖f(t, u)− f(t, v)‖λ ≤Mn‖u− v‖λ
za sve u, v ∈ Kn.
Dokaz: Vrijedi |fj(t, u)− fj(t, v)| =
= |V2(vj−1, vj, t)− V2(uj−1, uj, t) + V1(vj, vj+1, t)− V1(uj, uj+1, t)|
≤ |V2(vj−1, vj, t)− V2(vj−1, uj, t)|+ |V2(vj−1, uj, t)− V2(uj−1, uj, t)|+
+|V1(vj, vj+1, t)− V1(vj, uj+1, t)|+ |V1(vj, uj+1, t)− V1(uj, uj+1, t)| ≤
|V22(vj−1, ξ1, t)||uj − vj|+ |V21(ξ2, uj, t)||uj−1 − vj−1|+
+|V12(vj, ξ3, t)||uj+1 − vj+1|+ |V11(ξ4, uj+1, t)||uj − vj|.
Kako je ξ1 izmedu uj i vj to imamo |vj−1 − ξ1| ≤ |vj−1 − vj| + |ξ1 −
vj| ≤ n + |uj − vj|. Kako je skup {(x, y, t) : |x − y| ≤ M} pocijepan po
relaciji ekvivalencije ∼ kompaktan po lemi 2.11 tada vrijedi da V22 poprima
maksimum koji ovisi o n i |uj − vj|. Dakle postoji C22n > 0 takav da
|V22(vj−1, ξ1, t)||uj − vj| ≤ C22n |uj − vj|
kada |uj − vj| ≤ 1. Dakle
|V2(vj−1, vj, t)− V2(vj−1, uj, t)| ≤ C22n |uj − vj|.
Po istom argumentu postoje C21n > 0, C
12
n > 0 i C
11
n > 0 takvi da
|V2(vj−1, uj, t)− V2(uj−1, uj, t)| ≤ C21n |uj−1 − vj−1|
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|V1(vj, vj+1, t)− V1(vj, uj+1, t)| ≤ C12n |uj+1 − vj+1|
|V1(vj, uj+1, t)− V1(uj, uj+1, t)| ≤ C11n |uj − vj|.
Sada ocˇito postoji Dn > 0 takav da
|fj(t, u)− fj(t, v)| ≤ Dn(|uj−1 − vj−1|+ |uj − vj|+ |uj+1 − vj+1|)
kada je |uj−1 − vj−1|, |uj − vj|, |uj+1 − vj+1| ≤ 1. Po dokazu predhodne leme
znamo da postoji Nn > 0 takav da |fj(t, u)−fj(t, v)| ≤ |fj(t, u)|+ |fj(t, v)| ≤
2Nn za sve j ∈ Z. Stavimo M ′n = max{2Nn, Dn} tada |fj(t, u) − fj(t, v)| ≤
M ′n(|uj−1 − vj−1|+ |uj − vj|+ |uj+1 − vj+1|). Tada postoji Mn > 0 takav da
‖f(t, u)− f(t, v)‖λ ≤Mn‖u− v‖λ. 
Teorem 2.14. (Banachov teorem o fiksnoj tocˇki) Neka je (Z, ‖.‖) potpun
metricˇki prostor i L : Z → Z funkcija za koju postoji K < 1 takva da je
‖Lu− Lv‖ ≤ K‖u− v‖.
Tada postoji jedinstvena fiksna tocˇka za L.
Dokaz: Dokaz je iz [12, teorem 1.3]. Neka je u0 ∈ Z neka tocˇka. Stavimo
u1 = Lu0, u2 = Lu1, itd. Tada za D = ‖u0 − Tu0‖ = ‖u0 − u1‖ vrijedi
‖u0 − uk‖ ≤ ‖u0 − u1‖+ ‖u1 − u2‖+ · · ·+ ‖uk−1 − uk‖ ≤
≤ ‖u0 − u1‖+K‖u0 − u1‖+ · · ·+Kk−1‖u0 − u1‖ ≤ D/(1−K).
Promatramo za m ≥ n
‖un − xm‖ ≤ K‖un−1 − um−1‖ ≤ K2‖un−2 − um−2‖ ≤ · · · ≤ DKn/(1−K)
pa imamo da ‖un − um‖ tezˇi u 0 kada n→∞ zbog K < 1.
Dakle u0, u1, u2, . . . je Cauchyjev niz. Buduc´i je prostor Z potpun, taj
niz konvergira prema u no tada je Lu = L(limn→∞ un) = limn→∞ Lun =
limn→∞ un+1 = u. Neka je v neka druga fiksna tocˇka tada je
‖u− v‖ = ‖Lu− Lv‖ ≤ K‖u− v‖,
a to je jedino moguc´e ako je u = v pa je teorem dokazan. 
Dokaz teorema 2.8: Neka je u0 ∈ Kn fiksan. Definiramo
Zδ,2n(u0) = {u ∈ Yδ,2n = C([−δ, δ], K2n) : u(0) = u0},
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te definiramo
(Lu)j(t) = uj(0) +
∫ t
0
fj(s, u(s))ds.
Zbog leme 2.12 znamo da postoji N2n > 0 takav da
|(Lu)j+1(t)− (Lu)j(t)| ≤ |
∫ t
0
(|fj+1(s, u(s))|+ |fj(s, u(s))|)ds| ≤ 2N2n|t|.
Stoga postoji δ > 0 takav da za t ∈ [−δ, δ] vrijedi (Lu)(t) ∈ Zδ,2n(u0). Za
u, v ∈ Zδ,2n(u0) mozˇemo zbog leme 2.13 ocijeniti
‖Lu(t)− Lv(t)‖λ ≤ |
∫ t
0
M2n‖u(s)− v(s)‖λds|,
tako da je
‖Lu− Lv‖Y ≤M2n‖u− v‖Y δ.
Dakle za dovoljno mali δ > 0 L je kontrakcija. Kako je Zδ,2n zatvoren pod-
skup od Yδ,2n, to je potpun metricˇki prostor. Po Banachovom teoremu o
fiksnoj tocˇki slijedi da postoji jedinstvena funkcija u ∈ Zδ,2n(u0) takva da
je Lu = u. Vidi se da u zadovoljava (2.1) i da je u(0) = u0. Kako je
u : [−δ, δ] → K2n neprekidna, imamo da su uj : [−δ, δ] → R neprekidne za
sve j ∈ Z. Tada je
uj(t) = uj(0) +
∫ t
0
(−V2(uj−1(s), uj(s), s)− V1(uj(s), uj+1(s), s))ds
klase C1. Dakle u je klase C1 u svim koordinatama. 
2.3. Neprekidnost rjesˇenja u supremum normi
Definiramo supremum normu
‖u‖∞ = sup
j∈Z
|uj|.
Lema 2.15. Ako ‖un − u‖∞ → 0 tada ‖un − u‖λ → 0.
Dokaz: Kako |unj − uj| → 0 za svaki j ∈ Z i kako postoji C > 0 takav da
|unj − uj| ≤ C za svaki j ∈ Z tada imamo da ‖un − u‖λ → 0. 
Stavimo
K∞n = {u ∈ Kn : ‖u‖∞ <∞}.
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Promatrat c´emo Y ∞δ,n = C([−δ, δ], K∞n ) i Z∞δ,n(u0) = u0+{u ∈ Y ∞δ,n : u(0) = 0}
za u0 ∈ Kn. Definirat c´emo kontrakciju
L : Z∞δ,n(u0)→ Z∞δ,n(u0)
te time pokazati da je rjesˇnje od (2.1) neprekidno i u supremum normi.
Lema 2.16. Prostor (K∞n , ‖.‖∞) je potpun metricˇki prostor.
Dokaz: Neka je dan niz (uk)k u K
∞
n takav da je Cachyjev u normi ‖.‖∞
tada je za svaki j ∈ Z niz (ukj )k Cauchyjev u (R, |.|) pa postoji uj takav da
(ukj )k → uj. No tada uk → u = (uj)j∈Z, a kako je |ukj+1 − ukj | ≤ n za svaki
k ∈ N to vrijedi |uj+1− uj| ≤ n za svaki j ∈ Z. Dakle (K∞n , ‖.‖∞) je potpun
metricˇki prostor. 
Definiramo skup
Y ∞δ,n = C([−δ, δ], K∞n )
kao skup svih neprekidnih funkcija u : [−δ, δ]→ K∞n gdje je na K∞n topologija
inducirana normom ‖.‖∞ i na njemu normu
‖u‖∞Y = max
t∈[−δ,δ]
‖u(t)‖∞.
Lema 2.17. Prostor (Y ∞δ,n, ‖.‖∞Y ) je potpun metricˇki prostor.
Dokaz: Neka je (uk)k Cauchyjev niz u Y
∞
δ,n tada je (u
k(t))k Cauchyjev niz u
(K∞n , ‖.‖∞) za svaki t ∈ [−δ, δ]. Kako je taj prostor potpun to postoji u(t)
takav da uk(t) → u(t). Kako vrijedi ‖u(t) − u(s)‖∞ ≤ ‖u(t) − un(t)‖∞ +
‖un(t) − un(s)‖∞ + ‖un(s) − u(s)‖∞ to imamo u ∈ C([−δ, δ], K∞n ). Dakle
prostor (Y ∞δ,n, ‖.‖∞Y ) potpun je metricˇki prostor. 
Definiramo
Z∞δ,n(u0) = u0 + {u ∈ Y ∞δ,n : u(0) = 0}.
Teorem 2.18. Neka je u0 ∈ Kn tada postoji δ > 0 i jedinstveni u ∈ Z∞δ,n(u0)
koje je rjesˇnje od (2.1).
Dokaz: Kako Kn +K
∞
n ⊆ K2n to imamo
|
∫ t
0
fj(s, u(s))ds| ≤ N2n|t|.
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Definiramo
(Lu)j(t) = uj(0) +
∫ t
0
fj(s, u(s))ds.
Iz toga slijedi da postoji δ > 0 takav da za u ∈ Z∞δ,n(u0) vrijedi da je Lu ∈
Z∞δ,n(u0). Kako zbog dokaza leme 2.13 postoji M2n > 0 takav da
‖Lu(t)− Lv(t)‖∞ ≤ |
∫ t
0
3M2n(‖u(s)− v(s)‖∞)ds|,
to vrijedi
‖Lu− Lv‖∞Y ≤ 3M2n‖u− v‖∞Y δ.
Po Banachovom teoremu o fiksnoj tocˇki slijedi da postoji jedinstven u ∈
Z∞δ,n(u0) takav da Lu = u. Tada u zadovoljava (2.1) i u(0) = u0. Kako je su-
premum topologija jacˇa od λ-topologije to imamo da je u ∈ C1([−δ, δ], K2n).
Tada zbog jedinstvenosti rjesˇnja imamo da je rjesˇenje od (2.1) neprekidno i
u topologiji induciranoj normom ‖.‖∞. 
2.4. Monotonost i globalno postojanje rjesˇenja
Pokazujemo cˇinjenicu: ako su pocˇetni uvjeti uredeni tada rjesˇenja od (2.1)
cˇuvaju taj uredaj te da globalno rjesˇenje postoji.
U ovom potpoglavlju dokazujemo teorem 2.2 tako da prvo dokazˇemo te-
orem o monotonosti sustava (2.1).
Kazˇemo da je sustav monoton ukoliko za svake u(0) ≤ v(0) imamo da
je u(t) ≤ v(t) za svaki t > 0 za koje su definirane obje strane nejednakosti.
Dokazujemo:
Teorem 2.19. Sustav (2.1) je monoton.
Prvo dokazˇimo da je sustav (2.1) lokalno monoton:
Lema 2.20. Za svaki n ∈ N postoji δn > 0 takav da ako su u, v ∈ C([t0, t0 +
δn], K2n) rjesˇenja od (2.1) te vrijedi u(t0) ≤ v(t0), tada je u(t) ≤ v(t) za svaki
t ∈ [t0, t0 + δn].
Dokaz: Neka je u ∈ C([t0, t0 + δ], K2n). Promatramo sustav
d
dt
ξj(t) = −V21(uj−1(t), uj(t), t)ξj−1(t)− V22(uj−1(t), uj(t), t)ξj(t)
−V11(uj(t), uj+1(t), t)ξj(t)− V12(uj(t), uj+1(t), t)ξj+1(t) (2.2)
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koji zapiˇsemo u kompaktnijem obliku
ξ˙(t) = A(t, u(t))ξ(t).
Definiramo za µ > 0
γ(t) = etµξ(t).
Tada
γ˙(t) = B(t, u(t))γ(t),
gdje je µ > 0 dovoljno velik takav da je
B(t, x(t)) = A(t, u(t)) + µId
pozitivan. To je moguc´e zbog twist uvjeta (V 3) i cˇinjenice da je
u ∈ C([t0, t0 + δ], K2n)
pa tako A(t, u(t))ij omeden za svaki i, j ∈ Z. Promatramo Picardove iteracije
na RZ
γn+1(t) = γ(t0) +
∫ t0+t
t0
B(s, u(s))γn(s)ds, γ0(t) = γ(t0).
Pokazˇimo da za dovoljno mali δ > 0 te iteracije konvergiraju. Neka je 0 ≤
γk(0) ≤ Dk za neki Dk ≥ 0 za k ∈ Z. Kako je sustav (2.2) zbog relacije (V 4)
takav da je 0 ≤ Bij(t, u(t)) ≤ C za |i − j| ≤ 1 za neku konstantu C > 0 te
B(t, u(t))ij = 0 za |i− j| > 1. Indukcijom se dobije
γn+1k (t) ≤ Ek(1 + (3Cδ) + · · ·+ (3Cδ)n+1)
za svaki t ∈ [t0, t0 + δ] gdje je Ek = max{Dk−1, Dk, Dk+1}. Vidimo da za
dovoljno mali δ > 0 je γnk (t) ogranicˇeno i rastuc´e pa konvergira. Dakle neka
γn(t)→ γ(t). Kako je B(t, u(t)) pozitivna to je svaka γn(t) ≥ 0 pa je tada i
γ(t) ≥ 0. Prema tome i ξ(t) ≥ 0. Neka je sada uλ(t0) = (1−λ)u(t0) +λv(t0)
za λ ∈ [0, 1] i neka je uλ jednaka rjesˇenju od (2.1) uz pocˇetni uvjet jednak
uλ(t0). Definiramo ξ
λ(t) = ∂
∂λ
uλ(t) tada je
d
dt
ξλ(t) = A(t, uλ(t))ξλ(t).
Kako je ξλ(t0) = v(t0)− u(t0) ≥ 0 to imamo ξλ(t) ≥ 0 prema tome
v(t) = u(t) +
∫ 1
0
ξλ(t)dλ ≥ u(t).
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Time je lema dokazana. 
Prisjetimo se operatora Sm,n : RZ → RZ prostornog pomaka i stavimo
S = S−1,0 tada (Su)j = uj+1. Kako S rjesˇenja od (2.1) sˇalje u rjesˇenja od
(2.1) imamo slijedec´i korolar:
Korolar 2.21. Ako je u ∈ C([0, δ], K2n) rjesˇenje od (2.1) te ako je u(0) ∈
Kn tada je u(t) ∈ Kn za svaki t ∈ [0, δ]. Dakle rjesˇenje u je iz C([0, δ], Kn).
Dokaz: Kako je u(0) iz Kn to je −n + u(0) ≤ (Su)(0) ≤ n + u(0), a kako je
u+n, u−n i Su rjesˇenje od (2.1) kada je u rjesˇenje od (2.1) to predhodonoj
lemi postoji δ′ > 0 takav da −n + u(t) ≤ (Su)(t) ≤ n + u(t) za svaki
t ∈ [0, δ′] no tada je u(t) ∈ Kn za sve t ∈ [0, δ′]. Po dokazu predhodne leme
slijedi −n+ u(δ′) ≤ (Su)(δ′) ≤ n+ u(δ′).
Primjenom predhodne leme na t0 = δ
′ dobivamo da je u(t)−n ≤ Su(t) ≤
u(t) + n za sve t ∈ [δ′, 2δ′]. Argumentom kompaktnosti dolazimo do tvrdnje
da u(t) ∈ Kn za svaki t ∈ [0, δ]. 
Dokaz teorema 2.19: Neka je u(0) ≤ v(0) i neka u(t) i v(t) postoje za sve t ∈
[0, δ] tada po predhodnom korolaru imamo u(0), v(0) ∈ Kn ⇒ u(t), v(t) ∈ Kn
za t ∈ [0, δ] . Sada po predhodnoj lemi postoji δ′ > 0 takav da je u(t) ≤ v(t)
za svaki t ∈ [0, δ′] no tada je u(δ′) ≤ v(δ′). Iz dokaza predhodne leme vidimo
da za isti δ′ vrijedi u(t) ≤ v(t) za svaki t ∈ [δ′, 2δ′]. Nastavimo li tako, dobi-
vamo da u(t) ≤ v(t) za svaki t ∈ [0, δ]. 
Dokaz teorema 2.2: Neka je u ∈ C([0, δ), Kn) rjesˇenje od (2.1) na maksimal-
nom intervalu [0, δ) tada definiramo u˜ ∈ C([0, δ),Kn). Kako je produktna
topologija po dokazu leme 2.7 jednaka topologiji induciranoj normom ‖.‖λ to
je (Kn, ‖.‖λ) kompaktan prostor. Pretpostavimo da limt→δ− u˜(t) ne postoji.
Kako je Kn kompaktan, tada postoje nizovi tk → δ i tl → δ takvi da
lim
k→∞
u˜(tk) 6= lim
l→∞
u˜(tl).
Neka je ε > 0 norma razlike ta dva limesa. Kako je u˜ : [0, δ)→ Kn neprekidno
to je povratna slika kugle oko prvog limesa radiusa ε/2 otvoren skup u [0, δ)
te vrijedi isto za drugi limes. Te povratne slike sadrzˇe skupove (δ1, δ) i
(δ2, δ). No to je kontradicija jer bi trebale biti disjunktne pa vidimo da su
ti limesi jednaki. Dakle limt→δ− u˜(t) postoji pa se rjesˇenje mozˇe prosˇiriti i
izvan intervala [0, δ). Kako je u˜ neprekidno imamo da se i u mozˇe prosˇiriti,
no tada se rjesˇenje mozˇe prosˇiriti na cijeli [0,∞).
Kako je u lokalno klase C1 u svakoj koordinati tada je i globalno klase
C1 u svakoj koordinati. 
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Lema 2.22. (Gronwallova nejednakost) Neka su A : [0, T ]→ R i B : [0, T ]→
R neprekidne. Neka je ψ(t) ≤ A(t) + ∫ t
0
B(s)ψ(s)ds za t ∈ [0, T ] gdje
je B(t) ≥ 0 za t ∈ [0, T ], te neka je t 7→ A(t) rastuc´a na [0, T ] tada je
ψ(t) ≤ A(t) exp(∫ t
0
B(s)ds) za t ∈ [0, T ].
Dokaz: Definiramo v(t) = exp(− ∫ t
0
B(s)ds)
∫ t
0
B(s)ψ(s)ds tada
v′(t) = (ψ(t)−
∫ t
0
B(s)ψ(s))B(t) exp(−
∫ t
0
B(s)ds)
≤ A(t)B(t) exp(−
∫ t
0
B(s)ds).
Kada to integriramo i iskoristimo da je A(s) ≤ A(t) dobijemo
v(t) ≤ A(t)
∫ t
0
B(s) exp(−
∫ s
0
B(τ)dτ)ds,
pa nakon dijeljenja s exp(− ∫ t
0
B(s)ds) slijedi∫ t
0
ψ(s)B(s) ≤ A(t)
∫ t
0
(B(s) exp(
∫ t
s
B(τ)dτ))ds.
Primjetimo da je primitivna funkcija od
s 7→ B(s) exp(
∫ t
s
B(τ)dτ)
dana sa
s 7→ − exp(
∫ t
s
B(τ)dτ),
pa slijedi ∫ t
0
ψ(s)B(s)ds ≤ A(t)(− exp(
∫ t
s
B(τ)dτ))
∣∣s=t
s=0
,
tako da
ψ(t) ≤ A(t) +
∫ t
0
ψ(s)B(s)ds ≤ A(t) + A(t)(− exp(0) + exp(
∫ t
0
B(s)ds))
= A(t) exp(
∫ t
0
B(s)ds).
Time je lema dokazana. 
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Lema 2.23. Rjesˇenje od (2.1) ovisi neprekidno o pocˇetnim uvjetima u topo-
logiji induciranoj λ-normom.
Dokaz: Neka su u(0), v(0) ∈ Kn. Kako imamo
‖f(t, u(t))− f(t, v(t))‖λ ≤Mn‖u(t)− v(t)‖λ
te ako se sjetimo da za u rjesˇenje (2.1) vrijedi
uj(t) = uj(0) +
∫ t
0
fj(s, u(s))ds
to imamo
‖u(t)− v(t)‖λ ≤ ‖u(0)− v(0)‖λ +
∫ t
0
Mn‖u(s)− v(s)‖λds.
Po lemi 2.22 imamo
‖u(t)− v(t)‖λ ≤ ‖u(0)− v(0)‖λeMnt.
Dakle rjesˇenja ovise neprekidno o pocˇetnim uvjetima. 
2.5. Postojanje polutoka i lokalnog toka
Znamo da je rjesˇenje od (2.1) za svaki pocˇetni uvijet u(0) = u0 neprekidno
u prostoru i vremenu. No vrijedi i viˇse. Naime, rjesˇenje od (2.1) definira
polutok i lokalan tok. Slijede defincije.
Definicija 2.24. Neka je K metricˇki prostor. Neprekidan polutok je nepre-
kidno preslikavanje ϕ : [0,+∞)×K → K takvo da
(P1) ϕ(t, ϕ(s, u)) = ϕ(t+ s, u), za t, s ≥ 0 i u ∈ K
(P2) ϕ(0, u) = u za u ∈ K.
Definicija 2.25. Neka je X metricˇki prostor. Neprekidan lokalan tok je
neprekidno preslikavanje ϕ : X˜ → X˜ gdje X˜ = ⋃u∈X(−δ1(u), δ2(u)) × {u}
gdje R 3 δi(u) > 0 za i = 1, 2 ovisi o u ∈ X takvo da
(L1) ϕ(t, ϕ(s, u)) = ϕ(t+ s, u) za −δ1(u) < t, s, t+ s < δ2(u) i u ∈ X
(L2) ϕ(0, u) = u za u ∈ X.
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Neka je u0 ∈ Kn. Definiramo ϕ(t, u0) = u(t) gdje je u rjesˇenje (2.1) takvo
da je u(0) = u0. Na Kn promatramo topologiju induciranu normom ‖.‖λ.
Dokazˇimo.
Teorem 2.26. Tako definirano preslikavanje ϕ : [0,∞) × Kn → Kn je ne-
prekidan polutok.
Dokaz: Svojstvo (P2) je ocˇito. Svojstvo (P1) slijedi iz jedinstvenosti rjesˇenja.
Neprekidnost u prvoj varijabli slijedi iz teorema 2.2, dok neprekidnost u dru-
goj varijabli slijedi iz leme 2.23. 
Teorem 2.27. Na X =
⋃
n∈NKn postoji neprekidan lokalan tok ϕ.
Dokaz: Po teoremu 2.8 imamo da za svaki u0 ∈ Kn postoji δn > 0 i jedins-
tvena funkcija u : (−δn,∞) → Kn takva da vrijedi (2.1) te da je u(0) = u0.
Zbog jedinstvenosti imamo da vrijedi (L1), a ocˇito vrijedi (L2) tako da slijedi
tvrdnja teorema. Neprekidnost u prvoj varijabli slijedi iz teorema 2.2, dok
neprekidnost u drugoj varijabli slijedi iz leme 2.23. 
2.6. Realna analiticˇnost rjesˇenja
U ovom potpoglavlju dokazujemo:
Teorem 2.28. Ako je d
dt
uj(t) = f(t, uj−1(t), uj(t), uj+1(t)), j ∈ Z gdje je
f : R4 → R realno-analiticˇko preslikavanje tada je t 7→ u(t) takoder realano-
analiticˇko preslikavanje u svakoj koordinati za svaki t za koji je u(t) defini-
rano.
Definicija 2.29. Neka je Ω ⊆ Rd otvoren skup. Neka je u : Ω → R klase
C∞ tada kazˇemo da je u realno-analiticˇko oko a = (a1, . . . , ad) ∈ Ω ukoliko
u(x) =
∞∑
n=0
∑
|α|=n
(x− a)α
α!
∂αu(a)
za sve x = (x1, . . . , xd) ∈ U , gdje je U neka otvorena okolina od a. Koristili
smo oznake
α = (α1, . . . , αd)
|α| = α1 + · · ·+ αd
(x− a)α = (x1 − a1)α1(x2 − a2)α2 . . . (xd − ad)αd
α! = α1! . . . αd!
∂α = ∂α11 . . . ∂
αd
d .
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Promatramo
d
dt
uj(t) = fj(t, uj−1(t), uj(t), uj+1(t))
gdje je
fj(t, u) = −V2(uj−1, uj, t)− V1(uj, uj+1, t),
a V zadovoljava (V 1) − (V 4). Pretpostavimo da je V klase C∞ tada kako
je rjesˇenje u u svakoj koordinati klase C1 imamo da je u zapravo u svakoj
koordinati klase C2 itd. Dakle u je u svakoj koordinati klase C∞. Pokazat
c´emo preko propozicije da ako je V povrh svega i realno-analiticˇko tada je u
realno-analiticˇko u svakoj koordinati.
Prvo c´emo dati nuzˇan i dovoljan uvjet da funkcija klase C∞ bude realno-
analiticˇka.
Propozicija 2.30. Neka je Ω ⊆ Rd otvoren skup. Funkcija u : Ω → R je
realno analiticˇka u okolini od a = (a1, . . . , ad) ∈ Ω ako i samo ako postoje
realni brojevi M > 0 i r > 0 takvi da |∂αu(x)| ≤ M α!
r|α| za sve ‖x − a‖ < r
gdje je ‖x− a‖ = max{|xi − ai| : i = 1, . . . , d}.
Dokaz: Ako je u analiticˇka u a ∈ I, tada postoji r > 0 takav da
u(a+ h) =
∞∑
n=0
∑
|α|=n
hα
α!
∂αu(a)
konvergira za ‖h‖ < r. Dakle postoji M > 0, takav da je
r|α|
α!
|∂αu(x)| ≤M
za ‖x− a‖ < r pa imamo nuzˇnost. Pokazˇimo dovoljnost. Pretpostavimo da
postoje takvi brojevi i uzmimo ‖x−a‖ < r. Neka je h = (h1, . . . , hd) = x−a
tada postoji γ ∈ [0, 1] takva da
Rp(h) =
∑
|α|=p+1
hα
α!
∂αu(a+ γh).
Stavimo |h| = (|h1|, . . . , |hd|) pa ocijenimo
|Rp(h)| =
∣∣∣∣∣∣
∑
|α|=p+1
r|α|
α!
∂αu(a+ γh)
(
h
r
)α∣∣∣∣∣∣ ≤
∑
|α|=p+1
M
( |h|
r
)α
.
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Pokazˇimo da limp→∞Rp(h) = 0. Primjetimo da
∞∑
n=0
∑
|α|=n
M
( |h|
r
)α
= M
∞∑
α1=0
· · ·
∞∑
αd=0
(|h1|/r)α1 . . . (|hd|/r)αd =
= M
1
1− |h1|
r
. . .
1
1− |hd|
r
<∞.
Kako se radi o konvergentnom redu imamo da n + 1 cˇlan ide u 0 no tada
limp→∞Rp(h) = 0 pa je funkcija realno-analiticˇka. 
Odmah slijedi lagan korolar.
Korolar 2.31. Neka je Ω ⊆ Rd otvoren skup. Neka je u : Ω → R funkcija
klase C∞. Dovoljan uvjet da funkcija u bude realno-analiticˇka na nekoj oko-
lini U od tocˇke a ∈ Ω je da na toj okolini postoji realno-analiticˇka funkcija
v : U → R takva da je |∂αu(x)| ≤ ∂αv(x) za svaki x ∈ U .
Dokaz: Ocjena iz propozicije 2.30 koja je dobra za v dobra je i za u pa tvrd-
nja slijedi. 
Dokaz teorema 2.28: Stavimo fj(t, u) = f(t, uj−1, uj, uj+1). Buduc´i je fj
realno-analiticˇka to imamo
fj(t, uj−1, uj, uj+1) =
∞∑
n=0
∑
|α|=n
∂αfj(0, 0, 0, 0)
α!
tα1uα2j−1u
α3
j u
α4
j+1
za ‖(t, uj−1, uj, uj)‖ < ε, gdje je ε > 0 dovoljno malen da gornji red konver-
gira.
Kako je
|∂αfj(0, 0, 0, 0)| = |∂αf(0, 0, 0, 0)| ≤M α!
r|α|
,
stoga za 0 ≤ t, uj−1, uj, uj+1 < ε vrijedi:
0 ≤ |∂βfj(t, uj−1, uj, uj+1)| ≤ ∂β
4∑
i=1
∞∑
αi=0
M
r|α|
tα1uα2j−1u
α3
j u
α4
j+1 =
= ∂βFj(t, uj−1, uj, uj+1)
gdje je
Fj(t, uj−1, uj, uj+1) =
M(
1− t
r
) (
1− uj−1
r
) (
1− uj
r
) (
1− uj+1
r
) .
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Neka je u′j(t) = fj(t, u(t)). Tada postoji polinom s pozitivnim koeficijentima
Qj,k takav da je
u
(k)
j (t) = Qj,k(∂
βf(t, u(t)), u′(t), . . . , u(k−1)(t)),
gdje je ∂βf(t, u(t)) pokrata za {∂βfj(t, u(t)) : j ∈ Z, |β| ≤ k − 1}, te gdje
je u(l)(t) pokrata za {u(l)j (t) : j ∈ Z}. Kako je Qj,k polinom s pozitivnim
koeficijentima, to imamo
|u(k)j (t)| ≤ Qj,k(|∂βf(t, |u(t)|)|, |u′(t)|, . . . , |u(k−1)(t)|).
Promatramo sustav
U ′j(t) = Fj(t, Uj−1, Uj, Uj+1), Uj(0) = ε+ uj(0) j ∈ Z (2.3)
Tada
U
(k)
j (t) = Qj,k(∂
βF (t, U(t)), U ′(t), . . . , U (k−1)(t)).
Tvrdimo: ako je Uj(t) ≥ |uj(t)| za j ∈ Z, tada za svaki k = 0, 1, . . . vrijedi
U
(k)
j (t) ≥ |u(k)j (t)| za j ∈ Z. Dokazˇimo to indukcijom. Kako
U ′j(t) = Fj(t, U(t)) ≥ |fj(t, |u(t)|)| ≥ |fj(t, u(t))| = |u′j(t)|
vrijedi tvrdnja za k = 0, 1. Pretpostavimo da tvrdnja vrijedi za k = 0, . . . , n.
Kako je Qj,n+1 polinom s pozitivnim koeficijentima i kako je |∂βfj(t, |u(t)|)| ≤
∂βFj(t, U(t)) to imamo
U
(n+1)
j (t) = Qj,n+1(∂
βF (t, U(t))), U ′(t), . . . , U (n)(t)) ≥
≥ Qj,n+1(|∂βf(t, |u(t)|)|, |u′(t)|, . . . , |u(n)|) ≥ |u(n+1)j (t)|.
Kako je uj(0) = 0 i sustav (2.3) ima realno-analiticˇko rjesˇenje
Uj(t) = r − r 4
√
4M ln
(
1− t
r
)
+ (1− ε
r
)4, j ∈ Z.
Kako je uj(0) = 0 i kako je uj(t) uniformno u j ∈ Z neprekidna jer je u(t)
neprekidna u ‖.‖∞ normi to imamo da za δ > 0 dovojno malen na (−δ, δ)
vrijedi |uj(t)| ≤ Uj(t). No tada je |u(k)j (t)| ≤ U (k)j (t) na (−δ, δ). Slijedi da je
uj realno-analiticˇka na (−δ, δ). Malom modifikacijom dokaza dobivamo da
za svaki t iz domene od uj postoji δt > 0 takav da je uj realno-analiticˇka na
(t− δt, t+ δt). No tada je uj realno-analiticˇka na svojoj domeni. 
Jednostavna posljedica predhodnog teorema je teorem 2.3.
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3. Prostorno vremenska invarijantna mjera
U prvom potpoglavlju definiramo sinkronizirano rjesˇenje i pokazujemo da
sinkronizirano rjesˇenje ima dobro definiran prosjecˇan razmak.
U drugom potpoglavlju dokazujemo da za svaki prosjecˇan razmak postoji
sinkronizirano rjesˇenje s tim prosjecˇnim razmakom.
U trec´em i cˇetvrtom potpoglavlju promatramo razlike dvaju rjesˇenja di-
namike (2.1). Promatramo prostorno invarijantne Borelove vjerojatnostne
mjere i promatramo funkciju koja mjeri prosjek presijecanja konfiguracija iz
nosacˇa dvaju takvih mjera. Dokazujemo da je ta funkcija nerastuc´a i da
strogo pada u slucˇaju netransverzalnog presjeka.
U petom potpoglavlju definiramo prostorno-vremenski invarijatne mjere,
slabi ω-granicˇni skup i prostorno-vremenski atraktor kao uniju slabih ω-
granicˇnih skupova.
U sˇestom potpoglavlju definiramo slobodnu i zapinjajuc´u fazu.
U prvom poglavlju definirali smo parcijalne uredaje na prostoru konfigu-
racija: u ≤ v, u < v i u v te prostorni pomak Sm,n.
Propozicija 3.1. Rjesˇenja (2.1) komutiraju s Sm,n tocˇnije ako je t 7→ u(t)
rjesˇenje (2.1) onda je i t 7→ Sm,nu(t) rjesˇenje (2.1).
Dokaz: Najprije pretpostavimo da za svaki j ∈ Z vrijedi
d
dt
uj = −V2(uj−1, uj, t)− V1(uj, uj+1, t).
Tada ta jednakost vrijedi i za j −m, a kako je V (u, v, t) = V (u+ 1, v+ 1, t),
to za n ∈ Z vrijedi
d
dt
(uj−m + n) = −V2(uj−1−m + n, uj−m + n, t)− V1(uj−m + n, uj−m+1 + n, t).
Dakle tvrdnja slijedi. 
Definicija 3.2. Za konfiguraciju u ∈ RZ kazˇemo da je slabo rotacijski ure-
dena ako za proizvoljne m,n ∈ Z vrijedi Sm,nu ≤ u ili u ≤ Sm,nu. Na-
dalje, kazˇemo da je rotacijski uredena ako za proizvoljne m,n ∈ Z imamo
Sm,nu u ili Sm,nu = u ili u Sm,nu.
Prisjetimo se da se dvije razlicˇite konfiguracije u i v sijeku ukoliko je
(uj+1 − vj+1)(uj − vj) ≤ 0 za neki j ∈ Z.
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Propozicija 3.3. Ili se Sm,nu i u sijeku za neke m,n ∈ Z ili je u rotacijski
uredena.
Dokaz: Ako je u rotacijski uredena tada se ocˇito Sm,nu i u ne sijeku ni za
koji m,n ∈ Z. 
Definiramo Sm : X → X sa (Smu)j = uj−m te T1 : X → X sa T1(u) =
ϕ(T, u) gdje je T > 0 temeljni period sustava (2.1), a ϕ polutok dinamike
(2.1). Stavimo Tn = Tn−1 ◦ T1. Tada Sm i Tn komutiraju s rjesˇenjima (2.1).
Za vjerojatnostnu Borelovu mjeru µ na prostoru konfiguracija s obzirom na
λ-topologiju kazˇemo da je S, T -invarijantna ukoliko S∗µ = µ i T∗µ = µ, gdje
je S = S1 i T = T1.
3.1. Definicija i primjer sinkroniziranih rjesˇenja
Definiramo sinkronizirana rjesˇenja i prosjecˇan razmak i dokazujemo da
sinkronizirano rjesˇenje u svakom trenutku ima isti prosjecˇan razmak.
Definicija 3.4. Kazˇemo da je rjesˇenje u (2.1) sinkronizirano ukoliko postoji
za sve trenutke t ∈ R i ako se Sm,nu(t + l) i u(t) ne sijeku za svaki t ∈ R i
svake m,n, l ∈ Z.
Definicija 3.5. Konfiguracija u ∈ RZ ima prosjecˇan razmak ρ(u) ukoliko
postoji limes
ρ(u) = lim
|j−i|→∞
uj − ui
j − i .
Dokazujemo preko lema 3.9 i 3.10:
Propozicija 3.6. Ako je u sinkronizirano rjesˇenje. Tada ρ(u(t)) postoji i
ne ovisi o t ∈ R.
Navedimo prvo primjer:
Primjer 3.7. Neka je V = V (u, v) klase C2 koja zadovoljava (H1)-(H4) iz
potpoglavlja 1.2. Promatramo konfiguracije minimalne energije od
d
dt
uj(t) = −V2(uj−1(t), uj(t))− V1(uj(t), uj+1(t)).
Kako Aubry-Matherova teorija, tocˇnije teorem 1.14 kazˇe da se nikoja dva
prostorna translanta konfiguracija minimalne energije ne sijeku, a konfigura-
cije minimalne energije su konstantne u vremenu imamo primjer sinkronizi-
ranih rjesˇenja.
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Lema 3.8. Limes lim
|i|→∞
ui
i
postoji ako i samo ako postoji limes lim
|j−i|→∞
uj−ui
j−i
i tada su jednaki.
Dokaz: Jasno je ako vrijedi desna strana tada mozˇemo staviti i = 0 pa slijedi
i lijeva strana. Obrnuto, ako vrijedi lijeva strana, tada napiˇsimo
uj − ui
j − i =
uj
j
j
j − i +
ui
i
−i
j − i ,
pa vrijedi i desna strana. 
Lema 3.9. Neka je u(t) sinkronizirano rjesˇenje. Tada za svaki t ∈ R postoji
ω(t) ∈ R takav da je ω(t) = ρ(u(t)).
Dokaz: Fiksiramo t ∈ R i stavimo u = u(t) pa definiramo
A(u) =
{
p
q
: Sq,pu u, q > 0
}
,
B(u) =
{
p
q
: Sq,pu u, q > 0
}
.
Imamo za svaki p/q ∈ Q da je p/q ∈ A(u) ili p/q ∈ B(u) ili Sq,pu = u.
Dokazˇimo ako je p′/q′ ≥ p/q tada
p′/q′ ∈ A(u)⇒ p/q ∈ A(u),
p/q ∈ B(u)⇒ p′/q′ ∈ B(u).
Pretpostavimo da je p′/q′ ∈ A(u) to jest Sq′,p′u u. Slijedi
Sqq′,p′u = Sqq′,qp′u u.
Iz relacije p/q ≤ p′/q′ slijedi pq′ ≤ p′q pa iz toga i definicije od S slijedi
Sqq′,pq′u u.
Ne mozˇe biti Sq,pu = u ili Sq,pu  u, pa mora biti Sq,pu  u. Tada p/q ∈
A(u). Pretpostavimo da je p/q ∈ B(u) to jest Sq,pu u. Imamo
Sq
′
q,pu = Sq′q,q′pu u.
Iz relacije p/q ≤ p′/q′ slijedi pq′ ≤ p′q. Iz toga i definicije od S slijedi
Sq′q,p′qu u.
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Ne mozˇe biti Sq′,p′u = u ili Sq′,p′u  u, pa mora biti Sq′,p′u  u no tada
p′/q′ ∈ B(u).
Definiramo ρ(u) = inf B(u) = supA(u). Dokazˇimo da za m,n ∈ Z vrijedi
|un − um − (n−m)ρ(u)| < 1.
Pretpostavimo da je n > m i definiramo q = n−m i neka je p najmanji cijeli
broj strogo vec´i od ρ(u)q. Tada je p/q > ρ(u) te imamo da je p/q ∈ B(u) i
Sq,pu u. Stoga vrijedi
un < (Sq,pu)n = un−(n−m) + p ≤ um + (n−m)ρ(u) + 1
to jest
un − um − (n−m)ρ(u) < 1.
Neka je p najvec´i cijeli broj strogo manji od ρ(u)q. Tada je p/q < ρ(u).
Imamo da je p/q ∈ A(u) i Sq,pu u. Stoga vrijedi
un > (Sq,pu)n = un−(n−m) + p ≥ um + (n−m)ρ(u)− 1
To jest
un − um − (n−m)ρ(u) > −1,
sˇto zajedno daje
|un − um − ρ(u)(n−m)| < 1.
Time je lema dokazana. 
Lema 3.10. Neka je u sinkronizirano rjesˇenje. Tada je preslikavanje t 7→
ρ(u(t)) diferencijabilno.
Dokaz: Kako imamo da ρ(u(t)) postoji tada je u(t) ∈ Kn za dovoljno velik
n ∈ N. Po definiciji je ρ(u(t)) = lim|j|→∞ uj(t)/j pa tada
d
dt
ρ(u(t)) = lim
|j|→∞
u˙j(t)/j = ρ(u˙(t)) = ρ(f(t, u(t))).
Kako je u(t) ∈ Kn to imamo da postoji Nn > 0 takav da je |fj(t, u(t))| ≤ Nn
za svaki j ∈ Z. Tada ρ(f(t, u(t))) = 0 te smo pokazali da je t 7→ ρ(u(t))
diferencijabilno. Time je lema dokazana. 
Dokaz teorema 3.6: Primjetimo da iz leme 3.10 odmah slijedi da je ρ(u(t))
konstanta jer je d
dt
ρ(u(t)) = 0 za sve t ∈ R. 
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3.2. Postojanje sinkroniziranih rjesˇenja
Dokazujemo da postoje sinkronizirana rjesˇenja. Potpoglavlje prati i prila-
goduje tehniku Wen-Xin Qina [36]. Dokazujemo
Teorem 3.11. Za svaki ω ∈ R postoji bar jedno sinkronizirano rjesˇenje u
dinamike (2.1), takvo, da je prosjecˇan razmak ρ(u(t)) = ω za sve t ∈ R.
Najprije c´emo dokazati da je sustav (2.1) strogo monoton. Zatim c´emo uvesti
pojam uredenog kruga i strogo uredenog kruga i dokazati da za svaki realni
broj postoji strogo ureden krug s tim brojem kao prosjecˇnim razmakom. Vi-
djet c´emo da je skup strogo uredenih krugova s fiksnim brojem za prosjecˇan
razmak nizovno kompaktan iz cˇega odmah slijedi postojanje sinkroniziranoga
rjesˇenja.
Prisjetimo se da je X =
⋃
n∈NKn. Neka ϕ(t, t0)u oznacˇava rjesˇenje sa
pocˇetnom vrijednosˇc´u u ∈ X u t = t0, te neka je ϕT = ϕ(T, 0) Poincare´ovo
preslikavanje dinamike (2.1). Kazˇemo da je sustav (2.1) monoton ukoliko
u ≤ v povlacˇi ϕ(t, t0)u ≤ ϕ(t, t0)v za svaki t > t0 za koje su definirane obije
strane nejednakosti. Strogo je monoton ukoliko u < v povlacˇi ϕ(t, t0)u 
ϕ(t, t0)v za svaki t > t0 za koje su definirane obje strane nejednakosti.
Lema 3.12. Sustav (2.1) je strogo monoton.
Dokaz: Neka je u ∈ C([0, δ], Kn). Promatramo sustav ξ˙(t) = A(t, u(t))ξ(t).
Za µ > 0 definiramo γ(t) = etµξ(t). Tada je γ˙(t) = B(t, u(t))γ(t) gdje je
µ > 0 dovoljno velik da je B(t, u(t)) = A(t, u(t)) + µId strogo pozitivna
u smislu da postoji D > 0 takav da B(t, u(t))ij ≥ D za sve |i − j| ≤ 1 i
B(t, u(t))ij = 0 za |i− j| > 1 i sve t ∈ [0, δ].
Promatramo Picardove iteracije na RZ
γn+1(t) = γ(0) +
∫ t
0
B(s, u(s))γn(s)ds, γ0(t) = γ(0).
Kako postoji i ∈ Z takav da je γ0i (t) > 0 to je indukcijom γnj (t) > 0 za svaki
j ∈ Z takav da |i − j| ≤ n i t > 0 dakle imamo da je tada 0  γ(t) za
t > 0. Prema tome 0  ξ(t) za t > 0. Neka je uλ(0) = (1 − λ)u(0) + λv(0)
za λ ∈ [0, 1] i neka je uλ jednako rjesˇenju od (2.1) uz pocˇetni uvijet jed-
nak uλ(0). Definiramo ξλ(t) = ∂
∂λ
uλ(t), tada je d
dt
ξλ(t) = A(t, uλ(t))ξλ(t).
Kako je ξλ(0) = v(0) − u(0) > 0 to imamo 0  ξλ(t) prema tome u(t) 
u(t) +
∫ 1
0
ξλ(t)dλ = v(t). 
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Primjetimo da ϕ(t, t0) i Sm,n komutiraju to jest za u ∈ X
Sm,nϕ(t, t0)u = ϕ(t, t0)Sm,nu. (3.1)
Promatramo prostorno periodicˇne konfiguracije koje zadovoljavaju
uj+q = uj + p. (3.2)
Definiramo:
Xp,q = {u ∈ X : uj+q = uj + p}
Xω = {u ∈ X : supm |um −mω| <∞}
n+(m) = inf{n ∈ Z : Sm,nu ≥ u}
n−(m) = sup{n ∈ Z : Sm,nu ≤ u}
w(u) = sup{n+(m)− n−(m) : m ∈ Z} ∈ [0,∞].
Lema 3.13. Neka je u ∈ X. Tada imamo w(u) ≤ 1 ako i samo ako za svaki
m,n ∈ Z vrijedi Sm,nu ≤ u ili Sm,nu ≥ u.
Dokaz: Ako je w(u) ≤ 1 to znacˇi da n+(m) − n−(m) ≤ 1 za svaki m ∈ Z.
Tada Sm,nu ≥ u ukoliko n ≥ n+(m) i Sm,nu ≤ u ukoliko n ≤ n−(m) no
uvijek je n ≥ n+(m) ili n ≤ n−(m) jer je njihova razlika 1.
Obrnuto ako Sm,nu ≤ u ili Sm,nu ≥ u za svaki m,n ∈ Z tada n+(m) −
n−(m) ≤ 1. Pa je lema dokazana. 
Lema 3.14. Za rjesˇenje u (2.1) takvo da u(0) = u0 ∈ X i w(u0) < ∞
imamo w(u(t)) ≤ w(u0).
Dokaz: Znamo da za svaki m ∈ Z postoje n+(m) i n−(m) takvi da n+(m)−
n−(m) ≤ w(u). Kako
Sm,n−(m)u ≤ u ≤ Sm,n+(m)u
i kako ϕ(t, 0) komutira sa Sm,n, to vrijedi
Sm,n−(m)u(t) ≤ u(t) ≤ Sm,n+(m)u(t)
to jest w(u(t)) ≤ w(u(0)). 
U potpoglavlju 2.1. definirali smo X1ω, X
1
[a,b]. Sada definiramo:
X1p,q = X
1
p/q ∩Xp,q
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Lema 3.15. Neka je ω ∈ R tada ϕtX1ω ⊆ X1ω.
Dokaz: Neka je |uj+m − uj −mω| ≤ 1 tada je
uj+m −mω − 1 ≤ uj ≤ uj+m −mω + 1
tako da je
w(u) ≤ d1−mωe − b−1−mωc ≤ 3.
Prvo pretpostavimo da je ω iracionalan i uzmimo proizvoljan ε > 0. Zˇelimo
pokazati da ako |uj+m(t)−uj(t)−mω| nije manje od 1+ε, da tada w(u(t)) ≥ 4
sˇto je kontradikcija. Neka je k takav da je mω + ε > k i mω − ε > k − 1.
Takvi k i m postoje jer je ω iracionalan. No tada je w(u(t)) ≥ 4. Dakle
zakljucˇujemo da u(t) ∈ X1ω.
Pokazˇimo to za racionalni ω. Neka je (ωk)k niz iracionalnih brojeva koji
konvergiraju k racionalanom ω. Neka je u ∈ X1ω proizvoljan i neka je (uk)k
niz iz X1[a,b] takav da je u
k ∈ X1ωk i takav da uk → u. Uzmimo na primjer
ukj = uj + j(ωk−ω). Kako imamo da ‖uk−u‖λ → 0 tada zbog neprekidnosti
rjesˇnja od (2.1) o pocˇetnim uvjetima vrijedi ukj (t) → uj(t) za sve j ∈ Z no
kako |ukj+m(t)−ukj (t)−mωk| ≤ 1 za t > 0 to imamo |uj+m(t)−uj(t)−mω| ≤ 1.
Time je lema dokazana. 
Sjetimo se da je uRv ukoliko postoji m ∈ Z takav da uj − vj = m za j ∈ Z.
Lema 3.16. Prostor X1[a,b]/R je kompaktan.
Dokaz: Kako je X1[a,b] ⊆ Kn za proizvoljan n ≥ 1 + max{|a|, |b|} to imamo da
je X1[a,b]/R ⊆ Kn/R = Kn Kako je (Kn, ‖.‖λ) kompaktan dovoljno je dokazati
da je X1[a,b]/R zatvoren.
Neka je uk niz u X1[a,b]/R takav da konvergira prema u ∈ Kn. Imamo da
je |ukm−ukn−ωk(m−n)| ≤ 1 gdje je ωk ∈ [a, b] tada kako je [a, b] kompaktan
to postoji podniz ωnk → ω imamo da je ω ∈ [a, b] i unk → u tako da je
|um − un − ω(m− n)| ≤ 1 pa je u ∈ X1ω. Time je lema dokazana. 
Definiramo Hausdorffovu metriku
d(A,B) = sup{d(x,B) : x ∈ A}+ sup{d(A, y) : y ∈ B}
Lema 3.17. Hausdorffova metrika na zatvorenim skupovima kompaktnog pros-
tora definira kompaktnu topologiju.
Dokaz: [29 lema 13.2.2] 
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Definicija 3.18. Sliku ` neprekidne funkcije h : R→ X zovemo ureden krug
(UK) ukoliko h(s1) < h(s2) za s1 < s2 i h(s + 1) = h(s) + 1 te zovemo
strogo ureden krug ukoliko h(s1)  h(s2) za s1 < s2. Kazˇemo da je UK
` invarijantan za grupu transformacija {Tα : α ∈ A} ukoliko za sve α ∈ A
imamo Tα` = `.
Posebno Tα : `→ ` je surjekcija za sve α ∈ A. Definiramo ϕT = ϕ(T, 0).
Lema 3.19. Preslikavanje ϕT : Kn → Kn je injekcija.
Dokaz: Slijedi iz jedinstvenosti lokalnog rjesˇenja (teorem 2.8). 
Koji put zlorabimo terminologiju te kazˇemo da je h UK gdje je zapravo
` = h(R) UK. Definiramo za fiksne p, q ∈ Z
Ω = {h : R→ X1p,q : h je UK ,
1
q
q∑
j=1
hj(s) = s, s ∈ R inv. za {Sm,n}}. (3.3)
Skup Ω je neprazan jer primjerice h ∈ Ω gdje
hj(s) = s+ j
p
q
− p(q + 1)
2q
, s ∈ R.
Tada ` = {(hj(s))j : s ∈ R} je UK invarijantan za {Sm,n} jer Sm,nh(s) =
h(s+mp/q + n). Takoder imamo 1
q
∑q
j=1 hj(s) = s za svaki s ∈ R.
Uvodimo na Ω metriku. Definiramo prvo
‖u‖ = |u1|+ · · ·+ |uq|,
pa za h ∈ Ω stavimo
‖|h‖| = sup
s∈[0,1]
‖h(s)‖,
te
d(h, g) = ‖|h− g‖|.
Tada je (Ω, d) metricˇki prostor, jer neka d(h, g) = 0 tada h = g na [0, 1] no
tada iz definicije od Ω imamo h = g na R. Jasno je da vrijedi nejednakost
trokuta. U knjizi [13, teorem 9.62] je dokazan:
Teorem 3.20. (Arzela-Ascoli) Neka je X kompaktan metricˇki prostor. Neka
je Ω ⊆ C(X) zatvoren podskup od skupa svih neprekidnih funckija sa X u R
tada je Ω kompaktan ako i samo ako je uniformno omeden i ekvineprekidan.
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Lema 3.21. Prostor (Ω, d) je kompaktan
Dokaz: Primjetimo da je h(s) ∈ X1p,q te da je tada
|hj+m(s)− hj(s)−mp/q| ≤ 1
za m, j ∈ Z i s ∈ R sˇto implicira
|hj+1(s)− hj(s)| ≤ 1 + p/q (3.4)
te
|h1(s)− hj(s)| ≤ 1 + (j − 1)p/q.
Za posljedicu imamo
|qh1(s)− (h1(s)+ · · ·+hq(s))| = |h1(s)+ · · ·+h1(s)− (h1(s)+ · · ·+hq(s))| ≤
|h1(s)− h2(s)|+ · · ·+ |h1(s)− hq(s)| ≤ q − 1 + q(q − 1)p
2q
.
Stoga
|h1(s)− s| = | ≤ q − 1
q
+
pq(q − 1)
2q2
≤ 1 + p/2.
Tako da dolazimo do
sup
s∈[0,1]
|h1(s)| ≤ 2 + p/2.
Tada iz (3.4) slijedi da postoji R > 0 takav da je ‖h(s)‖ ≤ R za svaki h ∈ Ω
i za svaki s ∈ [0, 1]. Pokazˇimo da je Ω ekvineprekidan. Neka je h ∈ Ω tada
h1(s) + · · · + hq(s) = qs te su h1, . . . , hq nepadajuc´e funkcije. Definiramo
∆ρf(s) = (f(s + ρ) − f(s))/ρ. Sada imamo da je ∆ρhj(s) ≥ 0 za svaki
j = 1, . . . , q i
∆ρh1(s) + · · ·+ ∆ρhq(s) = q.
Slijedi da je ∆ρhj(s) ≤ q za svaki ρ > 0 i svaki s. Dakle neka je t > s tada
|hj(t)− hj(s)| ≤ ∆t−shj(s)|t− s| ≤ q|t− s|.
Tada ‖h(s)− h(t)‖ = |h1(s)− h1(t)|+ · · ·+ |hq(s)− hq(t)| ≤ q2|t− s|. Neka
je fn niz u Ω i neka je fˆn = fn|[0,1] tada ‖fˆn(s)‖ ≤ R za svaki s ∈ [0, 1] i
‖fˆn(s)− fˆn(t)‖ ≤ q2|t−s|. Po Arzela Ascolijevom teoremu 3.20 za X = [0, 1]
postoji fˆ i podniz fˆnk → fˆ u normi ‖|.‖|. Tada se fˆnk i fˆ prosˇiruje na je-
dinstven nacˇin do funkcije fnk → f iz Ω pa je (Ω, d) kompaktan. 
Lema 3.22. Prostor Ω je konveksan.
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Dokaz: Neka su h1, h2 ∈ Ω. Prvo jer su Xp,q i X1p/q konveksni s obzirom na
zbrajanje slijedi da je X1p,q konveksan pa imamo da je λh1 + (1− λ)h2 : R→
X1p,q dobro definirano za λ ∈ [0, 1]. Neka je `1 = h1(R) i `2 = h2(R) tada
Sm,n`i = `i za i = 1, 2 no tada je Sm,n(λ`1 + (1 − λ)`2) = λSm,n`1 + (1 −
λ)Sm,n`2 = λ`1 + (1− λ)`2. Jasno je da
1
q
q∑
j=1
(λh1(s) + (1− λ)h2(s)) = s.
Dakle Ω je konveksan. 
Neka je
Lq = {u ∈ X : postoji c ∈ R takav da uj+q = uj + c, za svaki j ∈ Z}.
Lema 3.23. Neka je B skup svih neprekidnih preslikavanja h : R→ Lq tak-
vih da je h(s + 1) = h(s) + 1 i takvih da je ‖|h‖| = sups∈[0,1] ‖h(s)‖ < ∞.
Tada je (B, ‖|.‖|) Banachov vektorski prostor.
Dokaz: Prvo ako je ‖|h−h˜‖| = 0 tada je h = h˜ na [0, 1] pa zbog periodicˇnosti i
na R. Jasno je da ‖|µh‖| = |µ|‖|h‖|. Subaditivnost ‖|h+ h˜‖| ≤ ‖|h‖|+ ‖|h˜‖|
slijedi iz subaditivnisti od ‖.‖. Neka je (hn)n Cauchyjev niz u B tada je
(hn(t))n Cauchyjev niz u (Lq, ‖.‖) sˇto je Banachov prostor dakle postoji h∗(t)
takva da je hn(t)→ h∗(t) no tada ‖|hn− h∗‖| → 0 kada n→∞. Neka su hk
neprekidne i ‖|hk−h‖| → 0 kada k →∞. Zˇelimo pokazati da je h neprekidna.
To slijedi iz ‖h(t)−h(s)‖ ≤ ‖h(t)−hk(t)‖+‖hk(t)−hk(s)‖+‖hk(s)−h(s)‖.
Time je lema dokazana. 
Teorem 3.24. (Schauderov teorem o fiksnoj tocˇki) Neka je B Banachov vek-
torski prostor i neka je Ω ⊆ B neprazan, kompakatan i konveksan skup.
Tada za svako neprekidno preslikavanje f : Ω→ Ω postoji x ∈ Ω takav da je
f(x) = x.
Dokaz: Za dani ε > 0 primjetimo da je familija otvorenih skupova {Bε(h) :
h ∈ Ω} otvoren pokrivacˇ od Ω. Kako je Ω kompaktan to postoje h1, . . . , hN ∈
Ω takve da {Bε(hi) : i = 1, . . . , N} je otvoren pokrivacˇ od Ω. Neka je Vε afini
N − 1 dimenzionalni prostor razapet s h1, . . . , hN . Stavimo Ωε = Ω ∩ Vε.
Promotrimo projekciju piε : B → Vε. Tada je ‖piε(h)− piε(g)‖ ≤ ‖h− g‖ i
definiramo
fε : Ωε → Ωε, fε(h) = piε(f(h)).
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Kako je to neprekidna funkcija definirana na konveksnom kompaktnom pod-
skupu Ωε konacˇno dimenzionalnog vektorskog prostora Vε to po Brouwerovom
teoremu o fiksnoj tocˇki [12, korolar 11.12] imamo da postoji hε ∈ Ωε takva
da je fε(hε) = hε.
Kako je Ω nizovno kompaktan to mozˇemo nac´i niz εk → 0 takav da
hk = hεk konvergira prema tocˇki h ∈ Ω.
Tvrdimo da je f(h) = h.
Ocˇito fεk(hk) = hk → h. Da bi zavrsˇili dokaz trebamo samo pokazati
fεk(hk)→ f(h). Imamo
‖fεk(hk)− f(h)‖ = ‖piεkf(hk)− f(h)‖ ≤
≤ ‖piεkf(hk)− f(hk)‖+ ‖f(hk)− f(h)‖ ≤
≤ εk + ‖f(hk)− f(h)‖ → 0
kada k → ∞ gdje smo koristili cˇinjenicu da je ‖piε(h) − h‖ ≤ ε jer je h ∈ Ω
sadrzˇana u nekoj kugli centriranoj u Ωε. 
Lema 3.25. Za svake p, q ∈ Z postoji strogo ureden krug ` ⊆ X1p,q invarijat-
nan za ϕT i {Sm,n}.
Dokaz: Fiksiramo p, q te definiramo Ω kao u (3.3). Prisjetimo se da je Ω
neprazan. Za svaki h ∈ Ω definiramo η(s) = ϕTh(s) tada je η(s1)  η(s2)
za s1 < s2 buduc´i je ϕT strogo monotona. Neka je η¯(s) =
1
q
∑q
j=1 ηj(s) tada
je s 7→ η¯(s) strogo rastuc´a. Piˇsemo τ = η¯(s) i neka je s = s(τ) inverz.
Definiramo
ξ(τ) = η(s(τ)).
Sada ξ(τ1)  ξ(τ2) za τ1 < τ2 i ξ(τ + 1) = ξ(τ) + 1 te 1q
∑q
j=1 ξj(τ) = τ
te je ξ invarijatnan za {Sm,n} zbog (3.1) tako da je ξ ∈ Ω. Stavimo sada
ϕˆT : Ω → Ω dana sa ϕˆTh = ξ tada je to neprekidno preslikavanje jer je ϕT
neprekidno (ϕ je polutok) pa prema Schauderovom teoremu ima fiksnu tocˇku
ϕˆTh = h. Neka ` oznacˇava sliku od h tada je ` ⊆ X1p,q strogo ureden krug
invarijantan za ϕT i {Sm,n}. 
Lema 3.26. Za svaki iracionalni ω postoji strogo ureden krug ` ⊆ X1ω inva-
rijatnan za ϕT i {Sm,n}.
Dokaz: Neka je ωk = pk/qk ∈ [a, b] niz racionalnih brojeva koji konvergiraju
prema ω ∈ [a, b]. Neka `k i ˆ`k oznacˇavaju odgovarajuc´e UK dobivene iz
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predhodne leme u X1pk,qk odnosno X
1
pk,qk
/R. Tada je Hausdorffova topologija
naX1[a,b]/R je kompaktna pa mozˇemo pretpostaviti
ˆ`
k → ˆ`. Tada je ˆ`zatvoren
u X1[a,b]/R i za svaki u ∈ ˆ` postoji niz tocˇaka uk ∈ ˆ`k takav da uk → u.
Primjetimo da je `k periodicˇna s periodom 1 i ˆ`k je segment u `k. Ako
prosˇirimo ˆ` do ` po periodicˇnosti tada `k → ` u Hausdorffovoj topologiji i za
svaki u ∈ ` postoji niz uk ∈ `k takav da uk → u.
Buduc´i su Sm,n (m,n ∈ Z) i ϕT neprekidni u X1[a,b] slijedi da je ` invari-
jantan za {Sm,n} i ϕT . Neka u 6= v, u, v ∈ ` tada postoji i ∈ Z takav ui 6= vi
pa mozˇemo pretpostaviti da je ui < vi no kako uk → u i vk → v to imamo
da (uk)i < (vk)i za dovoljno velik k, no tada uk  vk jer je `k strogo ureden.
Iz cˇinjenice da je `k invarijantan za ϕT i toga da je ϕT injekcija dobivamo
da postoji inverz ϕ−1T = ϕ−T takav da
ϕ−Tuk  ϕ−Tvk.
Uzimanjem k →∞ dolazimo do ϕ−Tu < ϕ−Tv pa tako do u v zbog stroge
monotonosti.
Trebamo josˇ pokazati da je ` ureden krug, to jest da postoji neprekidna
funkcija h takva da je ` = h(R). Znamo da za svaki s ∈ R postoji h(s) ∈ `
takav da ‖hk(s) − h(s)‖ → 0. Pretpostavimo da h nije neprekidna tada
postoji ε > 0 takav da ‖h(s)− h(t)‖ ≥ ε za sve t→ s no kako hk(s)→ h(s)
i hk(t) → h(t) imamo da postoji k ∈ N takav da ‖hk(s) − hk(t)‖ ≥ ε/2 za
t → s no to je kontradicija s neprekidnosˇc´u od hk. Time pak dobivamo da
je ` = h(R) povezan.
Kako je [u, v] = {w ∈ X : u ≤ w ≤ v} povezan to imamo da je ` ∩ [u, v]
povezan.
Definiramo P0u = u0 gdje je u = (uj)j∈Z. Tada P0 inducira homomor-
fizam od ` i R. Ako za u, v ∈ ` imamo u 6= v tada u  v ili v  u
pa u0 6= v0 tako da je P0 injekcija. Za r ∈ R uzmimo u ∈ ` takav da je
P0(u) < r < P0(u + k) za dovoljno veliki k ∈ Z. Tada je P0(` ∩ [u, u + k])
interval pa prema tome r ∈ P0(`) tako da je P0 surjekcija. Stoga je h = P−10
neprekidna i zadovoljava h(s+1) = h(s)+1 te h(s1) h(s2) kada su s1 < s2.
Prema tome ` je strogo ureden krug.
Ostaje pokazati da je prosjecˇan razmak za svaki element iz ` zapravo ω.
Sada kako za u ∈ ` postoji uk ∈ `k takav niz da uk → u sada imamo
|(uk)m+j − (uk)j −mωk| ≤ 1
pa pusˇtanjem k →∞ dobivamo
|um+j − uj −mω| ≤ 1
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dakle prosjecˇan razmak je ω. 
Lema 3.27. Za svaki ω ∈ R i T > 0 postoji strogo ureden krug ` ⊆ X1ω
takav da je invarijantan za ϕT i {Sm,n}.
Dokaz: Za racionalan ω tvrdnja slijedi iz leme 3.25, a za iracionalan ω tvrd-
nja slijedi iz leme 3.26. 
Dokaz teorema 3.11: Definiramo X = {` ⊆ X1ω : ` je strogo UK }. Pokazˇimo
da je X nizovno kompaktan.
Neka je (`k)k niz u X tada postoji odgovarajuc´i niz (ˆ`k)k u X
1
ω/R no
kako je taj prostor kompaktan to imamo da postoji podniz niza (ˆ`k)k koji
konvergira prema ˆ` no tada podniz niza (`k)k konvergira prema ` gdje je `
prosˇirenje po periodicˇnosti od ˆ` na cijeli R. Kako je ` strogo ureden krug to
imamo da je X nizovno kompaktan.
Zbog predhodne leme 3.27 znamo da za svaki k ∈ N postoji strogo ureden
krug `k takav da ϕ1/2k`k = `k. No zbog nizovne kompaktnosti imamo da
postoji podniz od (`k)k takav da konvergira prema nekom ` ∈ X. Tada zbog
neprekidnosti od ϕ1/2k imamo da je ϕ1/2k` = ` no tada je ϕt` = ` za sve
t ≥ 0 pa ako stavimo ϕ−t = ϕ−1t to imamo da i za sve t ∈ R. Dakle za u0 ∈ `
imamo da je u(t) = ϕtu0 ∈ ` no tada je ρ(u(t)) = ω. Kako je ` strogo ureden
krug imamo da se Sm,nu(t + l) i u(t) ne sijeku za svaki m, k, l ∈ Z i t ∈ R.
Time je teorem dokazan. 
3.3. Nule razlike dvaju rjesˇenja i njihova dinamika
Definiramo sˇto znacˇi da se dva rjesˇenja dinamike (2.1) sijeku i brojimo
njihove presjeke. Pokazujemo da je broj njihovih presjeka nerastuc´a funkcija.
Stavimo na razmatranje sustav jednadzˇbi koji dolazi iz problema razlike
dvaju sustava (2.1).
d
dt
wj(t) = aj(t)wj+1(t) + bj(t)wj−1(t) + cj(t)wj(t), j ∈ Z (3.5)
gdje pretpostavljamo da za T0 < T1 i za neke konstante C,D > 0 vrijedi
aj, bj, cj neprekidne takve da |aj(t)|, |bj(t)|, |cj(t)| ≤ C
aj(t), bj(t) ≥ D za j ∈ Z i t ∈ [T0, T1] (3.6)
Propozicija 3.28. Neka su u1, u2 : [T0, T1]→ Kn rjesˇenja od (2.1) tada w =
u2 − u1 je rjesˇenje od (3.5) za neke aj, bj, cj koji zadovoljavaju (3.6).
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Dokaz: Za i = 1, 2 imamo
d
dt
uij(t) = −V2(uij−1(t), uij(t), t)− V1(uij(t), uij+1(t), t).
Stavimo w = u2 − u1 tada po teoremu srednje vrijednosti
d
dt
wj =
d
dt
(u2j − u1j) =
= −V2(u2j−1, u2j , t)− V1(u2j , u2j+1, t) + V2(u1j−1, u1j , t) + V1(u1j , u1j+1, t)
= V2(u
1
j−1, u
1
j , t)− V2(u2j−1, u1j , t) + V2(u2j−1, u1j , t)− V2(u2j−1, u2j , t)+
+V1(u
1
j , u
1
j+1, t)− V1(u2j , u1j+1, t) + V1(u2j , u1j+1, t)− V1(u2j , u2j+1, t) =
= −V12(ξ1j−1, u1j , t)(u2j−1 − u1j−1)− V22(u2j−1ξ2j , t)(u2j − u1j)−
−V11(ξ3j , u1j+1, t)(u2j − u1j)− V12(u2j , ξ4j+1, t)(u2j+1 − u1j+1).
Stavimo
aj = − V12(u2j , ξ4j+1, t)
bj = − V12(ξ1j−1, u1j , t)
cj = − V22(u2j−1, ξ2j , t) − V11(ξ3j , u1j+1, t).
Zbog twist uvjeta (V3) i uvjeta (V4) tvrdnja slijedi. 
Definirat c´emo singularne i regularne nule. Osnovna razlika je da se
regularne nule dobro ponasˇaju s obzirom na male perturbacije, to jest mala
perturbacija regularne nule je regularna nula. Naprotiv mala perturbacija
singularne nule ne treba uopc´e biti nula.
Kljucˇni rezultat je propozicija 3.40 za singularne nule konacˇnoga stupnja
kojega dokazujemo u iduc´em potpoglavlju. Singularne nule beskonacˇnoga
stupnja moraju se tretirati posebno.
Definiramo Y ⊆ RZ kao skup svih (wi)i∈Z takvih da
lim sup
j→∞
ln(|wj|+ 1)
|j| = 0
Lema 3.29. Skup Y je Fre´cheov prostor generiran familijom normi
‖u‖n,∞ = sup
j∈Z
exp(−|j|/n)|uj|.
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Dokaz: Definiramo Z = {u ∈ RZ : ‖u‖n,∞ < ∞ za sve n ∈ N}. Zˇelimo
pokazati da je Y = Z. Pretpostavimo da je u ∈ Z i da u /∈ Y . Tada postoji
ε > 0 takav da za svaki j0 ∈ N postoji |j| ≥ j0 takav da je ln(|uj |+1)|j| ≥ ε.
Tada je ln(|uj| + 1) ≥ ε|j|, odnosno (|uj| + 1) ≥ eε|j| to jest |uj|e−|j|/n ≥
e|j|(ε−
1
n
)− e−|j|/n. Kako to vrijedi za svaki n ∈ N tada vrijedi i za ε > 1/n no
tada je supremum po j desne strane jednak ∞, a to je kontradikcija.
Pretpostavimo da je u ∈ Y i da u /∈ Z tada postoji n ∈ N takav da je
‖u‖n,∞ = ∞ to jest supj∈Z |uj|e−|j|/n = ∞ no tada za svaki C > 1 postoji
beskonacˇno j0 takvih da (|uj0|+1)e−|j0| > C. Slijedi ln(|uj0|+1)−|j0| > lnC.
To jest ln(|uj0 |+ 1) ≥ lnC + |j0|. Iz cˇega je razvidno
ln(|uj0|+ 1)
|j0| ≥
lnC
|j0| + 1.
To znacˇi da lim supj∈Z
ln(|uj |+1)
|j| ≥ 1, sˇto je kontradikcija. Pa vrijedi Y ⊆ Z.
Tako imamo Z = Y i time je lema dokazana. 
Za w ∈ RZ kazˇemo da w ima nulu na mjestu j ∈ Z ukoliko
wj + (wj+1 − wj)x = 0
za neki x ∈ [0, 1). Kazˇemo da w ima singularnu nulu na mjestu j ukoliko
wj = 0 te wj−1 = 0 ili wj+1 = 0 ili wj−1wj+1 > 0. Ako nula nije singularna
tada kazˇemo da je regularna.
Slika 3. Regularne i singularne nule.
Kazˇemo da je singularna nula od w na mjestima i, i + 1, . . . , i + k − 1
stupnja k ukoliko postoji i takav da w nema nule na mjestu i − 1 i mjestu
i + k, a da je singularna nula od w na svakom mjestu i, i + 1, . . . , i + k − 1.
Kazˇemo da w ima na mjestima i, i + 1, i + 2, . . . singularnu nulu stupnja
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∞ kada postoji i takav da w na mjestu i − 1 nema nule, dok je na svim
mjestima i, i + 1, i + 2, . . . singularna nula. Kazˇemo da w ima singularnu
nulu na mjestima . . . , i− 2, i− 1, i ukoliko w na mjestu i+ 1 nema nule, dok
je na svim mjestima . . . , i − 2, i − 1, i singularna nula. Postoje dvije vrste
singularnih nula konacˇnoga stupnja k. Neka je wi = wi+1 = wi+k−1 = 0
singularna nula stupnja k. Tada
Vrsta I ukoliko wi−1wi+k < 0,
Vrsta II ukoliko wi−1wi+k > 0
Za dani w ∈ RZ definiramo zj(w) = 1 ukoliko w ima nulu na mjestu j, a
inacˇe 0. Neka je zm,n : RZ → N ∪ {0} funkcija brojanja nula
zm,n(w) =
n−1∑
j=m
zj(w)
gdje su m < n cijeli brojevi. Kazˇemo da je rjesˇenje od (3.5) klase C1 ukoliko
je klase C1 u svakoj koordinati.
Za fikasan w : [T1, T2] → Y definiramo skup nula Z(w) = {(i, t) ∈ Z ×
[T1, T2] : w(t) ima nulu na mjestu i}.
Lema 3.30. Neka je w ∈ Y i neka je λ ∈ (0, 1). Tada za svaki R ∈ R vrijedi
da ∑
j≥R
λjw2j
konvergira.
Dokaz: Dovoljno je dokazati da
∑
j≥0 λ
jw2j konvergira. Kako je w ∈ Y to
imamo da postoje Cn ≥ 0 takvi da
Cn ≥ ‖w‖2n,∞ = sup
j∈Z
exp(−2|j|/n)|wj|2 ≥ exp(−2|j|/n)|wj|2,
stoga |wj|2 ≤ Cn( n
√
e2)j za j ≥ 0. Kako je λ < 1 i kako imamo da n√e2λ→ λ
kada n→∞, tada postoji m ∈ N takav da ρ = m√e2λ < 1. Tada je∑
j≥0
w2jλ
j ≤ Cm
∑
j≥0
ρj <∞.
Time je lema dokazana. 
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Lema 3.31. Neka je 0 = w1(0) = w2(0) = w3(0) = . . . nula beskonacˇnog
stupnja. Tada za j = 1, 2, . . . postoje dj ∈ R brojevi takvi da imaju isti
predznak i takvi da
wj(t) = djt
j + o(tj)
Dokaz: Dokazujemo indukcijom. Lako se pokazˇe da d
dt
wk(0) = 0 za sve
k ≥ 2. Pretpostavimo da ( d
dt
)i
wk(0) = 0 za sve k ≥ i + 1. Raspisujemo(
d
dt
)i
wk+1(0) =
(
d
dt
)i−1
(wk+2(0)ak+1(0)+wk(0)bk+1(0)+wk+1(0)ck+1(0)) = 0
Dakle po Taylorovom teoremu imamo da postoje dj takvi da
wj(t) = djt
j + o(tj).
Pokazˇimo da dj imaju svi isti predznak. Kako je dj =
(
d
dt
)j
wj(0) to imamo
dj+1 =
(
d
dt
)j+1
wj+1(0) =
=
(
d
dt
)j
(wj+2(0)aj+1(0) + wj(0)bj+1(0) + wj+1(0)cj+1(0)) = bj+1(0)dj.
Kako d1 6= 0 i bj+1(0) > 0 imamo tvrdnju. 
Lema 3.32. Neka je w : [T1, T2]→ Y te neka je (i, t) ∈ Z(w). Tada postoji
neprekidna funkcija γ : [T1, t] → R takva da (bγ(s)c, s) ∈ Z(w) za sve s ∈
[T1, t] te takva da bγ(t)c = i.
Dokaz: Vidimo da postoji t0 < t takav da postoji γ : (t0, t] → R gdje je
(bγ(s)c, s) ∈ Z(w) za sve s ∈ (t0, t]. Nije odmah jasno da limt→t0+ γ(t) ne
mozˇe biti ±∞.
Dokazˇimo da je lims→t0+ γ(s) = +∞ nemoguc´e. Pokazat c´emo da je
w(s) identicˇki nula na G(s) = {j ≥ γ(s)} za sve s ∈ (t0, t] i tada izvuc´i
kontradikciju. Fiksiramo neki 0 < λ < 1. Neka je M(s) za s ∈ (t0, t]
definiran s
M(s) =
∑
j≥γ(s)
λjw2j exp(−D(s− t0))
gdje je D = 6C/λ gdje je C iz (3.6).
Neka je j0 = bγ(s)c. Deriviranjem M(s) dobivamo
d
ds
M(s) = exp(−D(s− t0))
∑
j≥γ(s)
λj(2wj
d
ds
wj −Dw2j ).
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Stavljamo d
ds
wj = ajwj+1 + bjwj−1 + cjwj te primjenom ab ≤ (a2 + b2)/2
dobivamo
d
ds
M(s) ≤ exp(−D(s− t1))λj0aj0+1(s)wj0(s)wj0+1(s),
jer su svi ostali cˇlanovi ≤ 0 zbog izbora D. Kako je (j0, t0) nula to vrijedi da
je wj0+1wj0 ≤ 0 pa je ddsM(s) ≤ 0.
Iz definicije od M(s) imamo da lims→t0+M(s) = 0 tako da M(s) = 0 za
svaki s ∈ (t0, t], to jest w iscˇezava na G.
Kontradikcija sada slijedi jer kako w izcˇezava na G to ima nule tipa∞ za
svaki s ∈ (t0, t]. Dokazˇimo da je to nemoguc´e. Pretpostavimo da w(s) ima
nulu beskonacˇnog stupnja w0(s) 6= 0 i wi(s) = 0 za i ≥ 1. Kako imamo da
wj(s) = djs
j + o(sj) za dj s istim predznakom. Vidimo da nije moguc´e da w
ima nulu tipa ∞ za svaki s ∈ (t0, t]. 
Lema 3.33. Pretpostavimo da je w1(0) = · · · = wk(0) = 0 singularna nula
stupnja k. Tada postoje realni brojevi d1, . . . , dk takvi da za sve j = 1, . . . , k
imamo
wj(t) = djt
j∗ + o(tj
∗
)
gdje je j∗ = min{j, k+ 1− j}. Gdje za j < k/2 imamo sign(dj) = signw0(0),
a za j > k/2 imamo sign(dj) = signwk+1(0).
Dokaz: Dokazujemo induktivno u l gdje 1 ≤ l ≤ (k + 1)/2 da za svaki j koji
zadovoljava l ≤ j ≤ k + 1− l vrijedi
wj(t) = dj,lt
l + o(tl). (3.7)
Za l = 1 i 1 ≤ j ≤ k kako je wj klase C1 i wj(0) = 0 pa po Taylorovoj formuli
imamo
wj(t) =
dwj(0)
dt
t+ o(t).
Tako je dj,1 = dwj(0)/dt. Sada pretpostavimo (3.7) za neki l−1 tada imamo
d
dt
wj(t) = (aj(t)dj+1,l−1 + bj(t)dj−1,l−1 + cj(t)dj,l−1)tl−1 + o(tl−1) =
= (aj(0)dj+1,l−1 + bj(0)dj−1,l−1 + cj(0)dj,l−1)tl−1 + o(tl−1).
Integriranjem i primjenom wj(0) = 0 dobivamo (3.7) za l te dobivamo
dj,l =
1
l
(aj(0)dj+1,l−1 + bj(0)dj−1,l−1 + cj(0)dj,l−1).
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Dobivamo
d1,1 = dw1(0)/dt = b1(0)w0(0),
dk,1 = dwk(0)/dt = ak(0)wk(0),
dj,1 = 0 za j = 2, . . . , k − 1.
Iterativno koristec´i j∗ = min{j, k + 1− j} dobivamo
dj = w0(0)
j∏
i=1
bi(0)/j
∗! za j < k/2,
dj = wk(0)
k∏
i=j
ai(0)/j
∗! za j > k/2,
dj = w0(0)
j∏
i=1
bi(0)/j
∗! + wk(0)
k∏
i=j
ai(0)/j
∗! za j = k/2,
pa je dokaz gotov. 
Lema 3.34. Neka je w : [T0, T1]→ Y rjesˇenje klase C1 od (3.5) koje zadovo-
ljava (3.6). Pretpostavimo da wj(t) 6= 0 za (j, t) ∈ {m,n} × [T0, T1]. Tada:
(1) Broj nula zm,n(w(t)) je nerastuc´a funkcija.
(2) Ako w(t0) ima singularnu nulu izmedu m i n tada t 7→ zm,n(w(t)) strogo
pada kada t = t0.
(3) Ako w(t0) ima singularnu nulu izmedu m i n, tada postoji δ0 > 0 takav
da za sve 0 < |δ| ≤ δ0 imamo da w(t0+δ) nema singularnu nulu izmedu
m i n.
Dokaz: Jedini nacˇin da se nula pojavi izmedu m i n je da dode s lijeva ili s
desna kao slika krivulje nula (bγ(t)c, t) ili po neprekidnosti da se pojavi prvo
singularna nula. Prvo nije moguc´e jer nikakva nula ne mozˇe proc´i preko m i
n zbog pretpostavke. No pojavom singularne nule broj nula strogo pada, a
ne raste kao sˇto se vidi iz leme 3.33 iz te leme slijedi i (3). 
Lema 3.35. Za fiksni w : [T0, T1] → Y skup nula Z(w) mozˇe biti prikazan
kao unija slika (bγ(t)c , t) od najviˇse prebrojive familije neprekidnih krivulja
γ : I → R gdje vrijedi jedno od sljedec´eg:
(i) I = [T0, T1],
(ii) I = [T0, T2], T0 ≤ T2 < T1 gdje je (γ(T2), T2) singularna nula,
(iii) I = [T0, T2) gdje T0 ≤ T2 ≤ T1 i limt→T2− γ(t) = −∞ ili ∞.
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Dokaz: Znamo da krivulja nula ne mozˇe
”
pobjec´i” u ±∞ kada idemo unazad
u vremenu zbog leme 3.32. Time dobivamo da ako je krivulja nula definirana
u nekom trenutku da je onda definirana za sva prosˇla vremena. Moguc´e je
da krivulja nula nestane zbog pojave singularne nule sˇto se vidi iz lema 3.31
i 3.34. Moguc´e je da krivulja nula pobjegne u ±∞. 
Propozicija 3.36. Pretpostavimo da su u1(0), u2(0) ∈ Kn takve da u1(0)−
u2(0) ima singularnu nulu konacˇnog stupnja na m + 1, . . . ,m + k. Tada za
dovoljno mali ε > 0 postoje otvorne okoline U1 i U2 od u1(−ε) i u2(−ε) takve
da za sve (v1(−ε), v2(−ε)) ∈ U1×U2 imamo da v1− v2 ima singularnu nulu
negdje u {m+ 1, . . . ,m+ k} × [−ε, ε].
Dokaz: Zbog neprekidnosti i jer u1(0)−u2(0) nije nula na m i m+k+1 postoji
δ > 0 takav da w(t) = u1(t) − u2(t) nije nula na {m,m + k + 1} × [−δ, δ].
Iz leme 3.34 postoji δ ≥ ε > 0 takav da su nule od w(−ε) i w(ε) izmedu m
i m + k + 1 regularne. Zbog neprekidnosti postoje male okoline U1 i U2 od
u1(−ε) i u2(−ε) takve da za (v1(−ε), v2(−ε)) ∈ U1 × U2. Kako vrijedi
zm,m+k+1(u
1(−ε)− u2(−ε)) = zm,m+k+1(v1(−ε)− v2(−ε)) (3.8)
zm,m+k+1(u
1(ε)− u2(ε)) = zm,m+k+1(v1(ε)− v2(ε)), (3.9)
te kako je po lemi 3.34 (2) lijeva strana od (3.8) strogo vec´a od lijeve strane
od (3.9) to vrijedi i za desne strane. Po lemi 3.35 primjenjenoj na v1 − v2
dobivamo da je (ii) jedina moguc´nost sa singularnom nulom u γ(T2) ∈
{m + 1, . . . ,m + k}, −ε ≤ T2 ≤ ε. Buduc´i da nema nula na rubu {m,m +
k + 1} × [−ε, ε] tvrdnja slijedi. 
3.4. Broj presjeka invarijantnih mjera
Definiramo
zi(u, v) =
∑
r∈Z
zi(u− v + r),
zi,j(u, v) =
∑
r∈Z
zi,j(u− v + r).
gdje je zi(w) s desne strane definirana u prosˇlom potpoglavlju kao 1 ili 0
ovisno ima li w nulu u i ili ne. Primjetimo prvo da su te funkcije konacˇne za
u, v ∈ X jer tada postoji n ∈ N takav da je u, v ∈ Kn no tada zi(u, v) ≤ 2n+1
i zi,j(u, v) ≤ (2n+ 1)(j − i). Neka je n ∈ N fikasn tada sa M(Kn) oznacˇimo
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S-invarijantne Borelove vjerojatnostne mjere na Kn gdje je S = S−1,0 to jest
(Su)j = uj+1. Stavimo M(X ) =
⋃∞
n=1M(Kn).
Neka su µ1, µ2 ∈M(Kn). Definiramo
Z(µ1, µ2) =
∫ ∫
z0(u, v)dµ
1(u)dµ2(v)
funkciju koja broji prosjecˇan broj presjecanja s obzirom na dvije mjere.
Lema 3.37. Konveksan skup C ⊆ RZ je izmjeriv.
Dokaz: Neka je C konveksan skup. Pretpostavimo da je 0 ∈ C i da je C
omeden. Ako 0 /∈ C i C 6= ∅ tada postoji u ∈ C pa promatramo C ′ = C − u.
Ako C nije omeden tada promatramo rastuc´u familiju omedenih konveksnih
izmjerivih skupova (Bn)n i gledamo Cn = C ∩ Bn. Ako je Cn izmjeriv za
svaki n tada je i C izmjeriv.
Neka je p ∈ ∂C tada kako je 0 ∈ C to imamo da q = (1 − ε)p ∈ Int(C)
no tada imamo da p = q/(1− ε) ∈ 1
1−εInt(C) Dakle ∂C ⊆ 11−εInt(C)\ Int(C)
pa imamo
λ(∂C) ≤ λ( 1
1− εInt(C))− λ(Int(C))→ 0
kada ε→ 0. Time je lema dokazana. 
Lema 3.38. Skup
Fr,n,m = {(u1(t0), u2(t0)) : w(t) = u2(t)− u1(t) + r ima krivulju nula γ(t)
takvu da bγ(t0)c = n i bγ(t1)c = m}
je izmjeriv.
Dokaz: Kazˇemo da je w ∈ RZ padajuc´ u j ukoliko wj ≥ wj+1, te kazˇemo
da je w ∈ RZ rastuc´ u j ukoliko wj ≤ wj+1. Neka je Ar,n,m jednak skupu
svih (u1(t0), u
2(t0)) takvih da w(t) = u
1(t)−u2(t) + r ima krivulju nula, γ(t)
takvu, da bγ(t0)c = n i bγ(t1)c = m te da vrijedi (A). Slicˇno su definirani
skupovi Br,n,m, Cr,n,m i Dr,n,m koji imaju sve zajednicˇko sa Ar,n,m samo se
zahtjeva da umjesto (A) redom vrijedi (B), (C) i (D). Kako su Ar,n,m, Br,n,m,
Cr,n,m, Dr,n,m konveksni to su izmjerivi pa kako je Fr,n,m = Ar,n,m ∪ Br,n,m ∪
Cr,n,m ∪Dr,n,m to imamo da je izmjeriv. Gdje smo koristili pokarate:
(A) w(t0) je padajuc´ u n i w(t1) padajuc´ u m
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(B) w(t0) je rastuc´ u n i w(t1) padajuc´ u m
(C) w(t0) je padajuc´ u n i w(t1) je rastuc´ u m
(D) w(t0) je rastuc´ u n i w(t1) je rastuc´ u m
Time je lema dokazana. 
Neka je µ vjerojatnostna Borelova mjera na Kn tada µ(t) = ϕt∗µ jest
povlacˇenje mjere µ s obzirom na preslikavanje ϕt : Kn → Kn gdje je ϕ polutok
dinamike (2.1).
Propozicija 3.39. Pretpostavimo µ1(0), µ2(0) ∈M(Kn). Tada
t 7→ Z(µ1(t), µ2(t))
je nerastuc´a funkcija.
Dokaz: Uvijek c´emo birati reprezentanta u ∈ Kn tako da je u0 ∈ [0, 1).
Fiksirajmo t0 < t1 i promatramo nule od w = u
1 − u2 + r za t ∈ [t0, t1] gdje
je r ∈ Z fiksan. Definiramo izmjeriv skup Fr,n,m ⊆ Kn × Kn koji se sastoji
od svih (u1(t0), u
2(t0)) takvih da w(t) = u
1(t)−u2(t) + r sadrzˇi krivulju nula
γ(t) takvu da je bγ(t0)c = n i bγ(t1)c = m. Neka se Er,n sastoji od svih
(u1(t0), u
2(t0)) takvih da w(t) = u
1(t) − u2(t) + r sadrzˇi krivulju nula γ(t)
takvu da je bγ(t0)c = n. Nije tesˇko pokazati pratec´i dokaz leme 3.38 da je
Er,n izmjeriv.
Nadalje neka je Dr,n ⊆ Kn×Kn skup svih (u1(t0), u2(t0)) takvih da postoji
krivulja nula γ(t) takva da je bγ(t0)c = n koja se ne da prosˇiriti do t = t1
(to jest ona za koju vrijede alternative (ii) i (iii) iz leme 3.35). Kako je
Dr,n = Er,n \
⋃
m∈Z Fr,n,m to je izmjeriv skup.
Ako je ζ(t) = µ1(t) × µ2(t) mjera na Kn × Kn tada iz definicije od Z
imamo
Z(µ1(t0), µ
2(t0)) =
∑
r∈Z
(ζ(t0)(Dr,0) +
∑
m∈Z
ζ(t0)(Fr,0,m))
i
Z(µ1(t1), µ
2(t1)) =
∑
r∈Z
∑
n∈Z
ζ(t1)(ϕt1−t0Fr,n,0) =
=
∑
r∈Z
∑
n∈Z
ζ(t1)(ϕ
−1
t0−t1Fr,n,0) =
∑
r∈Z
∑
n∈Z
ϕt0−t1∗ ϕ
t1∗ ζ(0)(Fr,n,0)
=
∑
r∈Z
∑
n∈Z
ζ(t0)(Fr,n,0).
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Po translacijskoj invarijantnosti od µ1 i µ2 imamo∑
r∈Z
ζ(t0)(Fr,−n,0) =
∑
r∈Z
ζ(t0)(Fr,0,n).
Stoga
Z(µ1(t1), µ
2(t1))− Z(µ1(t0), µ2(t0)) = −
∑
r∈Z
ζ(t0)(Dr,0) ≤ 0.
Time je lema dokazana. 
Kazˇemo da nerastuc´a funkcija t 7→ f(t) strogo pada u t = t0 ukoliko za
svaki ε > 0 imamo f(t0 + ε) < f(t0 − ε).
Propozicija 3.40. Pretpostavimo da µ1(T ), µ2(T ) ∈ M(Kn) imaju u1 i u2
u svojim odgovarajuc´im nosacˇima tako da u1 − u2 + r ima singularnu nulu
konacˇnoga stupnja za neki r ∈ Z. Tada je t 7→ Z(µ1(t), µ2(t)) strogo padajuc´a
u t = T .
Dokaz: Bez smanjenja opc´enitosti pretpostavimo da je T = 0. Promotrimo
slucˇaj kada u1 − u2 + r ima singularnu nulu konacˇnog stupnja k i to na
mjestima (m+1, 0), . . . , (m+k, 0). Po lemi 3.36 mozˇemo nac´i otvorene okoline
U1 i U2 od u1(−ε) i u2(−ε) tako da za svake v1(−ε) ∈ U1 i v2(−ε) ∈ U2
imamo da v1− v2 + r ima singularnu nulu u {m+ 1, . . . ,m+ k}× (−ε, ε) za
ε > 0 dovoljno mali. Sada primjetimo da
U1 × U2 ⊆ Dr,m+1 ∪ · · · ∪Dr,m+k
gdje je Dr,n ⊆ Kn × Kn skup svih (u1(t0), u2(t0)) takvih da postoji krivulja
nula γ(t) takva da je bγ(t0)c = n koja se ne da prosˇiriti do t = t1 (to jest
ona za koju vrijede alternative (ii) i (iii) iz leme 3.35). Kako su u1(0) i u2(0)
u nosacˇu od µ1(0) i µ2(0) respektivno tada su u1(−ε) i u2(−ε) u nosacˇu od
µ1(−ε) i µ2(−ε). Kako (µ1(−ε)× µ2(−ε))(U1 × U2) > 0 slijedi da ne mogu
svi Dr,l za l = m+ 1, . . . ,m+ k biti mjere nula. Stavimo
d(t0, t1) =
∑
r∈Z
ζ(t0)(Dr,i).
Po translacijskoj invarijantnosti imamo da d(t0, t1) ne ovisi o i pa slijedi da
je d(−ε, ε) > 0. No kako za t0 = −ε i t1 = ε vrijedi
Z(µ1(t1), µ
2(t1))− Z(µ1(t0), µ2(t0)) = −d(t0, t1) < 0.
Zakljucˇujemo da funkcija t 7→ Z(µ1(t), µ2(t)) strogo pada u t = 0. 
Definiramo Z(µ) = Z(µ, µ).
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Propozicija 3.41. Pretpostavimo da µ(T ) ∈ M(Kn) ima u1 i u2 u svom
nosacˇu tako da u1 − u2 + r ima singularnu nulu konacˇnoga stupnja za neki
r ∈ Z. Tada je t 7→ Z(µ(t)) strogo padajuc´a u t = T
Dokaz. Uvrstimo µ = µ1 = µ2 u predhodnu propoziciju. 
3.5. Prostorno vremenski atraktor
Definiramo prostorno-vremenski atraktor A te dokazujemo da se uz neke
pretpostavke taj atraktor injektivno preslikava na dvodimenzionalan prostor.
Sa Xρ oznacˇimo skup svih elemenata iz X za koje je dobro definiran prosjecˇan
razmak i jednak ρ. Dokazujemo:
Teorem 3.42. Prostorno vremenski atraktor A podudara se sa unijom nosacˇa
svih S, T -invarijatnih mjera na X . Sˇtoviˇse za svaki ρ ∈ R imamo da Aρ =
Xρ ∩ A nije prazan.
Kazˇemo da se nula u(0)− v(0) beskonacˇnog stupnja mozˇe aproksimirati
nulama konacˇnoga stupnja ukoliko za svaki ε > 0 postoje |t0|, |t1| < ε takvi
da u(t0) − v(t1) ili u(t0) − u(t1) ima singularnu nulu konacˇnoga stupnja.
Definiramo pi : A → S1 × R sa
pi(u) = (u0, u1 − u0).
Dokazujemo:
Teorem 3.43. Ako se svaka nula beskonacˇnog stupnja mozˇe aproksimirati
nulama konacˇnoga stupnja tada se u, v ∈ A ne mogu sjecˇi netransverzalno i
imamo da je pi : A → S1 × R injekcija.
Dokaz: Zbog teorema 3.42 mozˇemo pretpostaviti da su u, v u nosacˇu neke
S, T -invarijatne mjere (ako nisu u nosacˇu iste mjere tada mozˇemo uzeti nji-
hovu konveksnu kombinaciju µ = µ1/2+µ2/2 i ponovo dobiti S, T -invarijatnu
mjeru). Pretpostavimo da u 6= v i pi(u) = pi(v) tada u0 = v0 i u1−u0 = v1−v0,
dakle u0 = v0 i u1 = v1, no to znacˇi da u − v ima singularnu nulu. Ako je
ta nula konacˇnog stupnja tada t 7→ Z(µ(t)) strogo pada u t = t0. To je
nemoguc´e pa imamo da u = v.
Zato pretpostavimo da je beskonacˇnog stupnja. Zbog pretpostavke da se
svaka nula beskonacˇnog stupnja mozˇe aproksimirati nulama konacˇnoga stup-
nja imamo da postoji v1(t0)−v2(t1) sa singularnom nulom konacˇnoga stupnja
tako da je v1(0), v2(0) ∈ suppµ. Zakljucˇujemo da je t 7→ Z(µ(t+t0), µ(t+t1))
nerastuc´a sa periodom 1 dakle konstantna sˇto je kontradikcija sa v1(t0) ∈
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supp(µ(t0)), v
2(t1) ∈ supp(µ(t1)). Time je teorem dokazan. 
Sada c´emo dati neke dovoljne uvjete na sustav jednadzˇbi (2.1), takve da
se svaka nula beskonacˇnog stupnja mozˇe aproksimirati nulama konacˇnoga
stupnja.
Neka je w = u(0)− v(0). Definiramo neke slucˇajeve:
(A1) postoji i ∈ Z takav da wi 6= 0, 0 = wi+1 = wi+2 = wi+3 = . . . ,
(A2) postoji i ∈ Z takav da wi 6= 0, 0 = wi−1 = wi−2 = wi−3 = . . . ,
(B1) postoji j0 ∈ Z takav da za svaki j ≥ j0 postoji δj > 0 takav da dujdt 6= 0
na (−δj, 0) ∪ (0, δj),
(B2) postoji j0 ∈ Z takav da za svaki j ≤ j0 postoji δj > 0 takav da dujdt 6= 0
na (−δj, 0) ∪ (0, δj).
Dokazujemo:
Lema 3.44. Pretpostavimo da u(0), v(0) ∈ Kn tako da w = u(0)− v(0) ima
nulu beskonacˇnoga stupnja. Ta nula mozˇe biti oblika (A1) ili (A2). Pret-
postavimo u slucˇaju (A1) da vrijedi (B1), a u slucˇaju (A2) da vrijedi (B2).
Tada imamo da se nula u(0)−v(0) beskonacˇnoga stupnja mozˇe aproksimirati
nulama konacˇnoga stupnja.
Dokaz: Pretpostavimo da u(0)−v(0) 6= 0 te da je uj(0)−vj(0) = 0 za j ≥ j0
za neki j0. Promotrimo nekoliko slucˇajeva
1 Postoje j1, . . . , j4 takve da za mala pozitivna vremena
d
dt
uji za i =
1, . . . , 4 imaju predzank +,−,+,− ili −,+,−,+. Kako su vremena
mala pozitivna to imamo da uji(t) − vji(t) raste ili pada za sve i =
1, . . . , 4. Pretpostavimo da raste, fiksiramo 0 < t0 < ε i predznak
+,−,+,− tada kako uj3(t) raste to mozˇemo pronac´i 0 < t2 < t0 takav
da je uj3(t2) − vj3(t0) = 0. Definiramo da je t1 ∈ [t2, t0) najvec´i takav
da je uk(t1) − vk(t0) ≥ 0 za k = j2 + 1, . . . , j4 − 1 tada je barem
jedna nejednakost zapravo jednakost, te imamo uj2(t1) − vj2(t0) > 0 i
uj4(t0)− vj4(t0) > 0.
2 Pretpostavimo da je za mala pozitivna vremena predznak od d
dt
uj1 , . . . ,
d
dt
uj1+k uvijek−,−, . . . ,− te da za negativna vremena−,+,+, . . . ,+,−
ili slucˇaj u kojem zamijenimo + sa −. U tom slucˇaju fiksiramo 0 < t0 <
ε i nademo −ε < t1 < 0 kao najvec´i t < 0 takav da je uj(t) ≥ uj(t0)
za sve j = j1 + 1, . . . , j1 + k − 1 tada je barem jedna nejednakost za-
pravo jednakost te je uj1(t1) > uj1(t0) i uj1+k(t1) > uj1+k(t0) tako da
u(t1)− u(t0) ima singularnu nulu konacˇnog stupnja.
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3 Pretpostavimo da za neki j1 predznaci od
d
dt
uj1 , . . . ,
d
dt
uj1+3 su +,+,+,+
ili −,−,−,− za mala negativna vremena. Sada imamo uj1(t0) >
vj1(t0), uj1+1(t0) < vj1+1(t0), uj1+2(t0) > vj1+2(t0) ili uj1+1(t0) > vj1+1(t0),
uj1+2(t0) < vj1+2(t0), uj1+3(t0) > vj1+3(t0). Razmotrimo samo prvu
moguc´nost, fiksiramo 0 > t0 > −ε. Sada nadimo 0 > t1 > t0 ta-
kav da je uj1+1(t1) = uj1+1(t0). Po pretpostavci uj1(t1) > vj1(t0) i
uj1+2(t1) > vj1+2(t0) tako da u(t1)−v(t0) ima singularnu nulu konacˇnog
stupnja.
Time je lema dokazana. 
Propozicija 3.45. Neka je j ∈ Z fiksan te neka su t0 ∈ R i u0 ∈ Kn takvi
da je fj(t0, u0) = 0 tada (A3) povlacˇi (B3) gdje
(A3) postoji ε > 0 takav da je fj(s, u0) 6= 0 za s ∈ (t0 − ε, t0) ∪ (t0, t0 + ε).
(B3) postoji δ > 0 takav da rjesˇenje u (2.1) takvo da je u(t0) = u0 zadovo-
ljava fj(t, u(t)) 6= 0 na (t0 − δ, t0) ∪ (t0, t0 + δ).
Dokaz: Kako je fj(t0, u0) = 0 te za s ∈ (t0, t0 + ε) imamo fj(s, u0) 6= 0 to
zbog neprekidnosti od fj mozˇemo pretpostaviti da postoji δ > 0 tako da
fj(s, u0) > 0 na (t0, t0 + 2δ). Za svaki k ∈ N takav da 1/k < δ imamo da
postoji Ck > 0 takav da je fj(s, u0) ≥ Ck za s ∈ [t0 + 1/k, t0 + δ]. Kako je fj
neprekidna to imamo da postoji okolina U od t0 i okolina W od u0 tako da je
|fj(s, w)− fj(s, u0)| < Ck/2 za (s, w) ∈ U ×W . Neka je δ > 0 tako malen da
je (t0, t0 + δ) ⊆ U . Tada imamo da je fj(s, w) ≥ Ck/2 za s ∈ [t0 + 1/k, t0 + δ]
i w ∈ W .
Definiramo h0(s) = u0,
hm+1j (s) = (u0)j +
∫ s
t
fj(τ, h
m(τ))dτ.
Za dovoljno mali δ > 0 imamo da je hmj (s) ∈ W za svaki s ∈ [t0, t0 + δ]
i svaki m ∈ N jer |hm+1j (s) − (u0)j| ≤ Mnδ. Kako fj(s, hm(s)) ≥ Ck/2
za svaki s ∈ [t0 + 1/k, t0 + δ] i svaki m ∈ N uzimanjem limesa dobivamo
fj(s, u(s)) ≥ Ck/2 za s ∈ [t0 + 1/k, t0 + δ] no tada fj(s, u(s)) > 0 za
s ∈ (t0, t0 + δ) pa tako u˙j(s) 6= 0 za s ∈ (t0, t0 + δ). 
Teorem 3.46. Neka je A prostorno-vremenski atraktor dinamike
d
dt
uj(t) = fj(t, u) = −V2(uj+1, uj)− V1(uj, uj−1) + F (t)
gdje je F (t+T ) = F (t) za neki temeljni period T > 0 takva da ni na jednom
otvorenom intervalu nije konstanta. Tada je pi : A → S1 × R injekcija.
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Dokaz: Kako su uvjeti propozicije 3.45 zadovoljeni pa tada i uvjeti leme 3.44,
to imamo da se svaka nula beskonacˇnog stupnja mozˇe aproksimirati nulama
konacˇnoga stupnja. No tada je pi injekcija. 
Neka je u ∈ Xρ tada slabi ω-granicˇni skup u oznaci ω˜(u) definiramo kao
najmanji zatvoren skup takav da za svaku njegovu okolinu U imamo da
1
N + 1
1
2N + 1
N∑
n=0
N∑
m=−N
1U(TnSmu)→ 1
kada N →∞.
Lema 3.47. Konfiguracija v je iz ω˜(u) ako i samo ako za svaku okolinu V
od v postoji δ > 0 i niz Nk →∞ takav da
1
Nk + 1
1
2Nk + 1
Nk∑
n=0
Nk∑
m=−Nk
1V (TnSmv) ≥ δ
Dokaz: Pretpostavimo suprotno to jest da postoji okolina V od v takva da
1
N + 1
1
2N + 1
N∑
n=0
N∑
m=−N
1V (TnSmu)→ 0
kada N →∞. Stavimo uN ∼ vN ukoliko limN→∞ uN = limN→∞ vN . Stavimo
C = ω˜(u) \ V . Tada je C zatvoren skup i stogi podskup od ω˜(u) takav da za
svaku okolinu U od C:
1
N + 1
1
2N + 1
N∑
n=0
N∑
m=−N
1U(TnSmu) ∼ 1
N + 1
1
2N + 1
N∑
n=0
N∑
m=−N
1U∪V (TnSmu).
No kako je U ∪ V okolina od ω˜(u), to vrijedi
1
N + 1
1
2N + 1
N∑
n=0
N∑
m=−N
1U(TnSmu)→ 1.
To je kontradikcija s cˇinjenicom da je ω˜(u) najmanji zatvoren skup s tim
svojstvom. 
Sada definiramo prostorno-vremenski atraktor kao skup
A = Cl
(⋃
u∈X
ω˜(u)
)
.
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Dokaz teorema 3.42: Prvo pokazˇimo da je svaki v ∈ ω˜(u) u nosacˇu neke
S, T -invarijantne mjere. Ako v ∈ ω˜(u) za neki u ∈ Xρ, iz leme 3.47 slijedi da
za svaku okolinu V od v postoji δ > 0 i niz Nk →∞ takav da je
1
Nk + 1
1
2Nk + 1
Nk∑
n=0
Nk∑
m=−Nk
1V (TnSmu) ≥ δ.
Konstruiramo niz mjera na Xρ sa
µk =
1
(Nk + 1)(2Nk + 1)
Nk∑
n=0
Nk∑
m=−Nk
δTnSmu
gdje je δu Diracova mjera s nosacˇem u. Kako je po Alaogluovom teoremu
[22 teorem 5.18] skup vjerojatnostnih mjera na Xρ kompaktan u slaboj-∗
topologiji to postoji podniz takav da µpk ⇀ ν oznacˇimo ga sa µk.
Provjerimo da je mjera ν takva da je S, T -invarijatna. Po definiciji slabe
konvergencije imamo ∫
Xρ
fdµk =
∫
Xρ
fdν
za sve neprekidne omedene funkcije. Kako je∫
Xρ
fdδTnSmu =
∫
Xρ
f ◦ Tn ◦ Smdδu
tada ∫
Xρ
(f ◦ T − f)dµk =
=
1
nk + 1
1
2nk + 1
nk∑
j=−nk
∫
Xρ
[(f ◦ T nk+1 ◦ Sj − f ◦ T nk ◦ Sj)+
+(f ◦ T nk ◦ Sj − f ◦ T nk−1 ◦ Sj) + · · ·+ (f ◦ T ◦ Sj − f ◦ Sj)]dδu =
=
1
nk + 1
∫
Xρ
nk∑
j=−nk
1
2nk + 1
(f ◦ T nk+1 − f) ◦ Sjdδu → 0
kada k →∞ jer je f omedena. Slicˇno∫
Xρ
(f ◦ S − f)dµk → 0
kada k →∞. Dakle ∫
Xρ
fdT∗ν =
∫
Xρ
fdν
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∫
Xρ
fdS∗ν =
∫
Xρ
fdν.
Po Riezovom teoremu [29, teorem A.2.7] imamo da T∗ν = ν i S∗ν = ν to jest
ν je S, T -invarijantna.
Izaberimo niz (Vn)n smanjujuc´ih otvorenih okolina od v takvih da {v} =⋂
n∈N Vn i konstruiramo niz pridruzˇenih S, T -invarijantnih mjera νn kao ra-
nije. Tada je v u nosacˇu od S, T -invarijantne mjere
∑
n∈N(1/2
n)νn.
Obrnuto neka je v u nosacˇu neke S, T -invarijantne mjere µ tada za svaku
okolinu U od v imamo da je µ(U) > 0. Mozˇemo pretpostaviti da je µ ergodska
jer u suprotnom napravimo ergodsku dekompoziciju [29, teorem 4.1.12]. Po
poopcˇenom Birkhoffovom ergodskom teoremu koji je dokazan u [6] za skoro
svaki u ∈ Xρ imamo da
1
N + 1
1
2N + 1
N∑
n=0
N∑
m=−N
1U(TnSmu)→
∫
1Udµ.
Dakle v ∈ ω˜(u) za skoro svaki u ∈ Xρ.
Treba josˇ pokazati da je unija nosacˇa S, T -invarinatnih mjera zatvoren
skup. Pretpostavimo da je (un)n niz u tom skupu te pretpostavimo da u =
limn→∞ un u λ-normi. Svaki un je u tom skupu pa za svaki n ∈ N postoji
S, T -invarijantna mjera µn takva da je un ∈ suppµn. Definiramo µ = µ1/2 +
µ2/4 + µ3/8 + . . . .
Kako je
u ∈ suppµ⇔ ∀U 3 u otvorenu okolinu µ(U) > 0,
pretpostavimo da u /∈ suppµ tada postoji otvorena okolina U 3 u takva da
µ(U) = 0. Sada kako un → u to postoji n0 ∈ N takav da je un ∈ U za sve
n ≥ n0 no tada µn(U) > 0 pa tako i µ(U) > 0.
Skup Aρ je neprazan jer je Xρ kompaktan i S, T -invarijatan pa po lemi
1.3 postoji S, T -invarijanta mjera na Xρ to jest Aρ 6= ∅. 
3.6. Dinamicˇke faze i fazni prijelazi
Definiramo slobodnu i zapinjajuc´u fazu te dajemo nekoliko karakterizacija
tog pojma.
Definicija 3.48. Kazˇemo da je S, T -invarijantna mjera µ sinkronizirna uko-
liko se nikoje dvije konfiguracije iz njenog nosacˇa ne sijeku.
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Definicija 3.49. Kazˇemo da je ρ ∈ R u slobodnoj fazi dinamike jednadzˇbe
(2.1) ukoliko postoji sinkronizirana mjera µ takva da je p0(suppµ) = S1 i
takva da je suppµ ⊆ Xρ.
Definicija 3.50. Oznacˇimo sa Sρ uniju nosacˇa svih sinkroniziranih mjera
na prostoru konfiguracija Xρ.
Teorem 3.51. (Poincare´ov teorem) Neka je (X,F , µ) prostor konacˇne mjere
i neka je f : X → X preslikavanje koje cˇuva mjeru to jest µ(f−1(A)) = µ(A)
i neka je U ⊆ X takav da µ(U) > 0 tada postoji beskonacˇno n ∈ N takvih da
je fn(U) ∩ U 6= ∅.
Dokaz: Stavimo Vn =
⋃∞
k=n f
−k(U). Jasno je da je U ⊆ V0 i Vi ⊆ Vj kada
j ≤ i. Takoder Vi = f j−iVj tako da µ(Vi) = µ(Vj) za sve i, j ≥ 0 jer f cˇuva
mjeru. Sada za svaki n > 0 vrijedi U \ Vn ⊆ V0 \ Vn tako da
µ(U \ Vn) ≤ µ(V0 \ Vn) = µ(V0)− µ(Vn) = 0.
Dakle µ(U \ Vn) = 0 za sve n > 0 tako da
µ(U \
∞⋂
n=1
Vn) = µ(
∞⋃
n=1
(U \ Vn)) = 0.
No U \ ⋂∞n=1 Vn je tocˇno skup svih x ∈ U takav da za neki n i sve k > n
imamo da fk(x) /∈ U . 
Ako se nule beskonacˇnog stupnja mogu aproksimirati nulama konacˇnoga
stupnja tada se svaki u, v ∈ A ne mogu sijec´i netransverzalno. U tom slucˇaju
recˇi c´emo da je atraktor transverzalan. U potpoglavlju 3.5. dali smo niz
dovoljnih uvjeta za transferzalnost atraktora. Slutnja je da je svaki atraktor
dinamike (2.1) transverzalan.
Lema 3.52. Ako je A transverzalan tada za u, v ∈ Aρ vrijedi da ako se u i
v sijeku, tada postoje u′, v′ ∈ Aρ koji se sijeku barem dva puta.
Dokaz: Neka se u i v sijeku, tada kako se sijeku transverzalno to postoje
otvoreni skupovi U oko u i V oko v takvi da svaki element iz U sjecˇe svaki
element iz V . Kako preslikavanje S × S : Aρ×Aρ → Aρ×Aρ cˇuva mjeru to
imamo da postoji n ∈ N takav da (S × S)n(U × V ) ∩ (U × V ) 6= ∅ no tada
postoje u′, v′ takvi da se sijeku barem dva puta. 
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Teorem 3.53. Ako je atraktor A transverzalan tada imamo da je ρ ∈ R u
slobodnoj fazi ako i samo ako vrijede slijedec´a dva uvjeta:
(i) svaka konfiguracija u ∈ Aρ sijecˇe svaku drugu konfiguraciju v ∈ A
najviˇse jednom
(ii) p0(Aρ) je gust ili otvoren podskup od S1 gdje p0(u) = u0.
Dokaz: Pokazˇimo prvo samo ako smjer. Neka je µ iz definicije slobodne
faze. Stavimo C = supp(µ). Tada kako je p0 : C → S1 injekcija (jer je
µ sinkronizirana mjera) te kako je surjekcija zbog slobodne faze, to vrijedi
da je bijekcija. Zakljucˇujemo da je C slika neprekidne krivulje γ : S1 → A,
gdje smo poistovjetili konfiguracije u i u + n. Neka je G : R → A podizanje
od γ. Tada je C (u kojem ne poistovjec´ujemo u i u + n) slika od G gdje
je G rastuc´a u svakoj koordinati te G(0) = u. Pretpostavimo da v ∈ A
sijecˇe u dvaput, recimo izmedu j, j + 1 i k, k + 1. Mozˇemo pretpostaviti da
vj ≤ uj, vj+1 > uj+1,. . . , vk−1 > uk−1, vk ≤ uk, vk+1 < uk+1. Neka je s ∈ R
najvec´i takav da se G(s) i v sijeku izmedu j, . . . , k+ 1 tada se G(s) i v sijeku
netransverzalno sˇto je nemoguc´e po pretpostavci na atraktor.
Pokazˇimo sada ako smjer, ako se u i v iz Aρ sijeku tada postoje u′, v′ ∈ Aρ
koje se sijeku barem dvaput. To je kontradikcija s pretpostavkom, dakle
Aρ = Sρ. Stoga postoji jedinstvena sinkronizirana mjera µ takva da je
suppµ = Sρ. Kako je Aρ zatvoren to je p0(Aρ) zatvoren. Kako je po pretpo-
satavci p0(Aρ) gust ili otvoren potskup od S1 to je p0(suppµ) = S1, no tada
je ρ u slobodnoj fazi. Time je lema dokazana. 
Slutnja je da teorem 3.53 vrijedi bez pretpostavke (ii).
Teorem 3.54. Neka je atraktor A transverzalan. Tada je za bilo koji pro-
sjecˇni razmak ρ ∈ R skup Sρ neprazan. U slobodnoj fazi Aρ = Sρ.
Dokaz. Neka je ρ ∈ R. Izaberimo sinkronizirano rjesˇenje u u Xρ. Neka je B
najmanji zatvoren S, T -invarijantan skup koji sadrzˇi u. Vidimo da je B ⊆ Xρ
tako da je B kompaktan. Po definiciji i neprekidnosti ako se dvije konfigu-
racije u B sijeku tada se sijeku netransverzalno. Zbog S, T -invarijantnosti i
kompaktnosti od B imamo da postoji S, T -invarijantna mjera µ s noscˇem u
B. Neka je B˜ nosacˇ te S, T -invarijantne mjere µ tada kako u B˜ ne postoje
transverzalni presjeci (jer ne postoje u B), a kako je B˜ ⊆ A po pretpostavci
imamo da u B˜ ne postoje netransverzalni presjeci tako da u B˜ nema presjeka
no onda je po definiciji µ sinkronizirana tako da je Sρ neprazan.
Da bi pokazali Aρ = Sρ, dovojno je pokazati da je Aρ = C gdje je
C = suppµ iz definicije slobodne faze. Izaberimo bilo koji v ∈ Aρ tada je v
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u nosacˇu neke S, T -invarijantne mjere ζ, po definiciji od µ mozˇemo nac´i u u
nosacˇu od µ takava da u0 = v0. Ako u 6= v imamo da se u i v sijeku tocˇno
jednom i to transverzalno. Sada je µ × ζ vjerojatnostna mjera na Aρ × A
invarijantna za S×S. Ako su U i V dovoljno male okoline od u i v respektivno
u Aρ takve da se svake dvije konfiguracije iz U odnosno iz V sijeku jednom i
to transverzalno. Zbog teorema 3.51 primjenjenog za S×S na U ×V znamo
da postoji beskonacˇno n ∈ N tako da je (S × S)n(U × V ) ∩ U × V 6= ∅ no
tada postoji (u, v) ∈ U × V tako da je (Snu, Snv) = (u′, v′) gdje su u, u′ ∈ U
te v, v′ ∈ V no tada kako se u′ i v′ sijeku jednom tada se Snu i Snv sijeku
no sada se u, v sijeku i Snu i Snv sijeku pa imamo da se u i v sijeku dvaput.
No to je u kontradikciji s teoremom 3.53.
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4. Tresna dinamika
4.1. Sustav tresnih jednadzˇbi
Tresni (ratchet) sustav cˇesto u literaturi znacˇi sustav u kojem postoji
makroskopski transport, makar u prosjeku ne djeluje nikakva vanjska sila.
Promatrat c´emo poseban slucˇaj sustava (2.1) koji c´emo zvati tresni sustav
d
dt
uj = W
′(uj−1 − uj)−W ′(uj − uj+1) + F ′(uj)K(t), j ∈ Z. (4.1)
To je poseban oblik jednadzˇbe (2.1) gdje je V (u, v, t) = W (u−v)+F (u)K(t).
Pretpostavljamo da vrijedi
(R0) W,F,K su realno-analiticˇke, te F i K nisu konstante
(R1) F (u+ 1) = F (u) za u ∈ R
(R2) postoji T > 0 takav da K(t+ T ) = K(t) za t ∈ R
(R3) postoji D > 0 takav da je W ′′(x) ≥ D za x ∈ R.
Prisjetimo se da je
X =
∞⋃
n=1
Kn
gdje je
Kn = {u ∈ RZ : sup
j∈Z
|uj+1 − uj| ≤ n}.
Kako je (2.1) poseban oblik jednadzˇbe (2.1) i kako su W , F i K realno-
analiticˇke funkcije tada po teoremu 2.3 imamo:
Teorem 4.1. Za u0 ∈ Kn jednadzˇba (4.1) ima rjesˇenje
Cω([0,∞), Kn)
takvo da je u(0) = u0.
Neka je Xρ kao prije skup svih elemenata iz X koji imaju prosjecˇan razmak
ρ. Neka je A prostorno vremenski atraktor jednadzˇbe (4.1). Kako je to
poseban oblik jedadzˇbe (2.1) to po teoremu 3.42 imamo:
Teorem 4.2. Prostorno vremenski atraktor A podudara se sa unijom nosacˇa
svih S, T -invarijatnih mjera na X . Sˇtoviˇse za svaki ρ ∈ R imamo da Aρ =
Xρ ∩ A nije prazan.
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Dokazat c´emo u nekoliko lema da se nule u − v beskonacˇnoga stupnja,
u slucˇaju tresne dinamike, mogu aproksimirati nulama konacˇnoga stupnja
ukoliko u ili v nije konstantno rjesˇenje. Dokaz toga mozˇe se nac´i u sljedec´em
potpogavlju. Iz toga rezulata slijedi:
Teorem 4.3. Atraktor jednadzˇbe (4.1) je transverzalan.
Dokaz: Pretpostavimo da A nije transverzalan. Tada postoje u, v ∈ A takvi
da u− v ima singularnu nulu. Zbog teorema 4.2 imamo da su u, v u nosacˇu
neke S, T -invarijantne mjere µ.
Ako je nula u− v konacˇnoga stupnja tada iz propozicicije 3.41 slijedi da
t 7→ Z(µ(t)) stogo pada u t = 0 gdje je µ(t) = T ∗t µ, no µ je T -invarijantna
pa bi trebala biti konstanta.
Pretpostavimo da u−v nije konacˇnoga stupnja. Pretpostavimo uz to da u
nije konstantno. Tada iz leme 4.9 imamo da se da se svaka nula beskonacˇnog
stupnja mozˇe aproksimirati nulama konacˇnoga stupnja. Tako imamo da pos-
toji v1(t0)− v2(t1) singularna nula konacˇnoga stupnja tako da je v1(0) = u i
v2(0) = v. Sada imamo da je
t 7→ Z(µ(t+ t0), µ(t+ t1))
strogo padajuc´a u t = 0. S druge strane ta funkcija je nerastuc´a sa periodom
jedan, dakle konstantna.
Uvedimo oznaku
C = {(a+ ρj)j∈Z : F ′(a) = 0, ρ ∈ Z}/R
te stavimo B = A \ C. Ako u − v ima singularnu nulu i pretpostavimo
da je u ∈ B i v ∈ A tada u nije konstantno pa u = v. Dakle ili su oba u, v
iz B ili su oba iz C. No ako u−v ima singularnu nulu i u, v ∈ C tada u = v. 
Zbog prethodnog teorema i teorema 3.53 zakljucˇujemo
Teorem 4.4. Vrijedi da je ρ ∈ R u slobodnoj fazi ako i samo ako su ispu-
njena slijedec´a dva uvjeta:
(i) svaka konfiguracija u ∈ Aρ sijecˇe svaku drugu konfiguraciju v ∈ A
najviˇse jednom,
(ii) p0(Aρ) je gust ili otvoren podskup od S1 gdje p0(u) = u0.
Teorem 3.54 povlacˇi
Teorem 4.5. Ako je tresni sustav u slobodnoj fazi za prosjecˇan razmak ρ ∈ R
tada vrijedi Aρ = Sρ.
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4.2. Aproksimacija nula beskonacˇnoga stupnja
Da bi dokazali da je atraktor jednadzˇbe (4.1) transverzalan, potrebno
je dokazati da se nultocˇke konacˇnoga stupnja mogu aproksimirati nulama
beskonacˇnoga stupnja. To c´emo dokazati u nekoliko lema. No prvo uvedimo
konvenciju da fj(t, u) od sada nadalje znacˇi slijedec´e:
fj(t, u) = W
′(uj−1 − uj)−W ′(uj − uj+1) + F ′(uj)K(t).
Lema 4.6. Neka je u rjesˇenje od (4.1). Tada je u konstantno rjesˇenje ili
postoji j ∈ Z tako da je d
dt
uj 6= 0 na (−δ, 0) ∪ (0, δ) za neki δ > 0.
Dokaz: Pretpostavimo da ne postoje j ∈ Z i δ > 0 takavi da d
dt
uj 6= 0 na
(−δ, 0) ∪ (0, δ). Kako je u analiticˇko, to imamo da za svaki n ∈ N vrijedi da
je d
n
dtn
uj(0) = 0 jer u suprotnom bi postojao n ∈ N takav da dndtnuj(0) 6= 0 no
tada bi d
dt
uj 6= 0 na (−δ, 0)∪ (0, δ) za neki δ > 0. Dakle vrijedi da ili postoji
j ∈ Z i δ > 0 tako da d
dt
uj 6= 0 na (−δ, 0) ∪ (0, δ) ili je dndtnuj(0) = 0 za sve
n ∈ N i j ∈ Z no tada u(t) = u(0) je konstantno rjesˇenje. 
Lema 4.7. Pretpostavimo da u nije konstantno rjesˇenje. Tada postoji j0 ∈ Z
takav da za svaki j ∈ Z takav da je j ≥ j0 imamo da postoji δj > 0 takav da
d
dt
uj 6= 0 na (−δj, 0) ∪ (0, δj) ili postoje medusobno razlicˇiti j4 > j3 > j2 >
j1 ≥ j0 takvi da ddtuji ima predznak +,−,+,− za i = 1, 2, 3, 4. Sˇtoviˇse mogu
se izabrati ji tako da budu svi parni ili svi neparni za i = 1, 2, 3, 4.
Dokaz: Kako u nije konstantno to postoji k ∈ Z i δk > 0 takav da ddtuk 6= 0
na (−δk, 0) ∪ (0, δk). Pretpostavimo da ne postoji j0 ∈ Z takav da za sve
j ≥ j0 postoji δj > 0 takav da ddtuj 6= 0 na (−δj, 0) ∪ (0, δj). To je jedino
moguc´e ukoliko za svaki j1 ∈ Z postoji j2 ≥ j1 takav da ddtuj2 = 0. Neka je
l ∈ Z najmanji cijeli broj vec´i od k takav da d
dt
ul = 0. Takav sigurno postoji
zbog pretpostavke. Tada
0 =
d
dt
ul(t) = W
′(ul−1(t)−ul(t))−W ′(ul(t)−ul+1(t))+F ′(ul(t))K(t) (4.2)
Uocˇimo da F ′(ul(0)) = 0. U suprotnom primijenimo propozijciju 3.45 pa
dobijemo d
dt
ul 6= 0 na maloj okolini od 0. No tada F ′(ul) = 0. Kako ddtul−1 6=
0 na (−δl−1, 0)∪ (0, δl−1) to imamo da ul−1 raste ili pada. No tada ul+1 pada
ili raste respektivno zbog stroge konveksnosti od W . Pokazˇimo to strogo.
Deriviramo (4.2) i dobijemo
0 = W ′′(ul−1 − ul) d
dt
ul−1 +W ′′(ul − ul+1) d
dt
ul+1.
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sada kako W ′′(x) > 0, vrijedi da d
dt
ul−1 i ddtul+1 imaju suprotan predznak.
Uzmimo da j1 bude onaj iz {l − 1, l + 1} tako da je taj predznak pozitivan.
Po pretpostavci znamo da postoji m ∈ Z najmanji cijeli broj vec´i od l+1
takav da je d
dt
um = 0. No tada po dokazanom vrijedi da
d
dt
um−1 i ddtum+1
imaju suprotan predznak. Oznacˇimo s j2 ∈ {m− 1,m+ 1} indeks za koji je
taj predznak negativan.
Taj postupak se ocˇito mozˇe nastaviti dok ne dobijemo j1, j2, j3, j4 iz tvrd-
nje leme. Iz dokaza vidimo da je nemoguc´e da postoji j0 takav da za sve
j ≥ j0 imamo ddtuj = 0. U potonjem slucˇaju predznaci idu naprimjer
+, 0,−, . . . ,+, 0,−, . . . ,−, 0,+, . . . . Sada jednostavnom kombinatorikom do-
bivamo da se mogu ji izabrati tako da budu svi parni ili svi neparni. Time
je lema dokazana. 
Koristec´i iste argumente mozˇe se dokazati:
Lema 4.8. Pretpostavimo da u nije konstantno rjesˇenje. Tada postoji j0 ∈ Z
takav da za svaki j ∈ Z takav da je j ≤ j0 imamo da postoji δj > 0 takav da
d
dt
uj 6= 0 na (−δj, 0) ∪ (0, δj), ili postoje medusobno razlicˇiti j4 < j3 < j2 <
j1 ≤ j0 takvi da ddtuji ima predznak +,−,+,− za i = 1, 2, 3, 4.
Lema 4.9. Pretpostavimo da je barem jedno od u, v nekonstantno rjesˇenje
od (4.1), te da u(0) − v(0) ima singularnu nulu beskonacˇnog stupnja. Tada
se nula u(0)− v(0) mozˇe aproksimirati nulama konacˇnog stupnja.
Dokaz: Mozˇemo pretpostaviti da je u nekonstantno rjesˇenje. Sada vrijedi ili
(A) postoji j0 takav da za svaki j ≥ j0 vrijedi da postoji δj > 0 tako da
d
dt
uj 6= 0 na (−δj, 0) ∪ (0, δj) ili
(B) postoje ji ≥ j0 takvi da su ili svi parni ili svi neparni za i = 1, 2, 3, 4
takvi da imaju predznak +,−,+,−.
Te vrijedi ili
(A’) postoji j0 takav da za svaki j ≤ j0 vrijedi da postoji δj > 0 tako da
d
dt
uj 6= 0 na (−δj, 0) ∪ (0, δj) ili
(B’) postoje ji ≤ j0 takvi da su ili svi parni ili svi neparni za i = 1, 2, 3, 4
takvi da imaju predznak +,−,+,−.
Pretpostavimo da je nula beskonacˇnog stupnja na w = u(0)− v(0) takva
da je wi 6= 0, wi+1 = wi+2 = wi+3 = · · · = 0. U tom slucˇaju promatramo
dihotomiju (A) ili (B).
Slicˇno se pokazˇe za nulu wi 6= 0, wi−1 = wi−2 = wi−3 = · · · = 0. U kojem
slucˇaju promatramo dihotomiju (A’) ili (B’). Pa nastavimo s dokazom.
Ako vrijedi (A) tvrdnja slijedi iz leme 3.44. Ako vrijedi (B) i ako pro-
matramo mala pozitivna vremena tvrdnja slijedi iz leme 3.44, slucˇaj 1. Zato
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promotrimo slucˇaj malih po modulu negativnih vremena. Kako su vremena
mala negativna te j1, . . . , j4 svi parni ili svi neparni, to uji − vji raste ili
pada za sve i = 1, . . . , 4 pa pretpostavimo da pada. Uzmimo −ε < t0 < 0
tada uj3 raste pa postoji t0 < t2 < 0 tako da je uj3(t2) − uj3(t0) = 0. De-
finiramo t1 ∈ (t0, t2] kao najvec´i takav da je uk(t1) − uk(t0) ≥ 0 za sve
k = j2 + 1, . . . , j4−1. Tada je barem jedna nejednakost zapravo jednakost te
vrijedi uj2(t1) − vj2(t0) < 0 i uj4(t1) − vj4(t0) < 0. Dakle postoji singularna
nula konacˇnoga stupnja. 
Teorem 4.10. Funkcija pi : A → S1 × R je injektivna.
Dokaz: Pretpostavimo da pi(u) = pi(v). Tada u − v ima singularnu nulu
sˇto je nemoguc´e po teoremu 4.3. Zakljucˇujemo da je u = v no tada je pi
injekcija. 
Projekcija pi omoguc´ava nam da vizualiziramo i analiziramo A u 2D. Neka je
h = pi◦S◦pi−1. Kako poistovjec´ujemo orbite u i u+n za cijele n, preslikavanje
h je dobro definirano na cilindru S1 × R.
4.3. Transport
Precizno definirajmo transport. Kazˇemo da je transport nula ukoliko za
svaku S, T -invarijantnu mjeru µ imamo da je
0 = v(µ) =
∫
((T1u)0 − u0)dµ(u).
Dokazujemo:
Teorem 4.11. Ukoliko je jednadzˇba (4.1) u slobodnoj fazi i ukoliko T1 nije
konstantna funkcija, tada transport nije nula.
Dokaz: Kako je jednadzˇba u slobodnoj fazi to postoji sinkronizirana mjera
µ. Pa kako T1 nije konstanta to postoji u ∈ supp(µ) tako da je recimo
(T1u)0 − u0 > 0. Tada jer je µ sinkronizirna vrijedi (T1u)0 − u0 > 0 za sve
u ∈ supp(µ) pa je tada v(µ) 6= 0 to jest transport nije nula. 
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Sazˇetak
U radu promatramo disipativnu dinamiku Frenkel-Kontorovina (FK) mo-
dela, kao jednog od najbitnijih fizikalnih modela, primjerice u fizici cˇvrstog
stanja. FK model je poopc´enje jednodimenzionalnog niza elasticˇno pove-
zanih cˇestica u periodicˇnom potencijalu s konstantnom ili periodicˇnom uni-
formnom silom. Rad se usredotocˇuje na razvoj teorije za neautonomni FK,
tj. za slucˇaj gdje jednadzˇbe ovise o vremenu. Posebno promatramo slucˇaj
tresne dinamike (neautonomna dinamika bez vanjske sile), s nizom otvorenih
pitanja poput postojanja transporta.
U radu prvo pokazujemo postojanje rjesˇenja u odgovarajuc´im prosto-
rima funkcija. Pokazujemo i postojanje polutoka, te glatkoc´u i analiticˇnost
rjesˇenja ovisno o pocˇetnim uvjetima i vektorskom polju. Zatim definiramo
sinkronizirano rjesˇenje, te pokazajemo da za svaki prosjecˇan razmak postoji
bar jedno sinkronizirano rjesˇenje.
Kljucˇan pojam za opis dinamike su nule razlike rjesˇenja. Razlikujemo
singularnu odnosno regularnu nulu (netransverzalni odnosno transverzalni
presjek rjesˇenja), te pokazujemo da je broj nula razlike dvaju rjesˇnja neauto-
nomnog FK model nerastuc´.
Posebno promatramo prostorno-vremenski invarijantne mjere, te slabi
ω-granicˇni skup i prostorno vremenski atraktor kao uniju svih slabih ω-
granicˇnih skupova. Dokazujemo da se prostorno vremenski atraktor podu-
dara sa unijom nosacˇa svih prostorno vremenski invarijantnih mjera. Uvo-
dimo pojam transverzalnog prostorno-vremenskog atraktora, kao atraktora
takvog da se dvije konfiguracije u atraktoru ne mogu sijec´i netransverzalno.
Kljucˇan rezultat su dovoljni, provjerljivi uvjeti za transverzalnost atraktora,
primjerice realna analiticˇnost za tresni sustav.
Razlikujemo dvije faze dinamike: slobodnu i zapinjajuc´u fazu, te strogo
uvodimo pojam transporta (za tresni sustav). Za transverzalne prostorno-
vremenske atraktore dajemo slab, opc´enit dovoljan uvjet za postojanje tran-
sporta. Slutnja da transport postoji za odredene sustave ostaje otvoren pro-
blem; no uveden dovoljni uvjet daje moguc´nost brze numericˇke provjere za
konkretan sustav.
Konacˇno, pokazujemo da su za tresni sustav sinkronizirana rjesˇenja sta-
bilna u ergodsko-teoretskom smislu.
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Summary
In this thesis we consider dissipative dynamics of Frenkel-Kontorova (FK)
models, one of the most important physical models, for example in the so-
lid state physics. FK model generalizes one-dimensional elastically connected
chains of particles in a periodic potential, with a constant or periodic uniform
force. The thesis focuses on development of the theory for non-autonomous
FK model, that means in the case when the equations depend on time. In
particular we consider the case of Ratchet dynamics (non-autonomous dyna-
mics without an external force); with a number of open problems, for example
existence of transport.
We first show in the thesis existence of solutions on appropriate function
spaces. We demonstrate existence of a semi-flow, smoothness and analyticity
of the solution depending on the initial condition and the vector field. We
then define a synchronized solution, and show that for every mean spacing
there exist at least one synchronized solution.
The key idea needed to describe the dynamics is zeroes of a difference
of two solutions. We distinguish regular and singular zeroes (transversal
and non-transversal intersections of solutions), and show that the number
of zeroes of a difference of two solutions of a non-autonomous FK model is
non-increasing.
In particular we consider space-time invariant measures, weak ω-limit
sets, and space time attractors as unions of weak ω-limit sets. We show
that the space-time attractor is equal to the union of supports of space-time
invariant measures. We introduce the notion of a transversal space-time
attractor, as the attractor for which any two configurations in the attractor
can not intersect non-transversally. The key result are sufficient, verifiable
conditions for an attractor to be transversal, for example analyticity for the
Ratchet system.
We distinguish two dynamical phase: depinned and pinned phase, and
rigorously introduce the notion of transport (for the Ratchet system). For
transversal space-time attractors, we give a weak, general sufficient condition
for the existence of transport. The conjecture that transport exists for specific
systems remains open; however the sufficient condition gives a possibility of
fast numerical verification of it for a specific system.
Finally, we show that for the Ratchet system, the synchronized solutions
are stable in an ergodic-theoretical sense.
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