This study demonstrates by means of magnetic source imaging how consonants and vowels that constitute a syllable differently affect the neural processing within the auditory cortex. We recently identified a topographically separate processing for mutually exclusive place features in isolated vowels (Obleser et al., in press). Does this mapping principle also hold for stop consonants with differing places of articulation? How is the N100m response to consonant-vowel (CV) syllables affected by the congruency of place information in the consonant and the vowel? Moreover, how is the N100m affected by coarticulation, i.e., the spreading of place features to adjacent phonemes? By systematically varying phonological information in the consonant as well as in the vowel of CV syllables, we were able to reveal a difference in N100m syllable source location along the anterior-posterior axis due to mutually exclusive places of articulation in the vowel of the syllable. We also found a change in source orientation rather than source location due to the same mutually exclusive features in the onset of the syllable. Furthermore, the N100m time course of the brain response delivered important complementary information to identify the phonological features present in the speech signal. Responses to all syllable categories originated in the perisylvian region anterior to the source of a band-passed noise stimulus. The systematic variation of both consonantal and vocalic place features and the study of their interaction on auditory processing proves to be a valuable method to gain more insight into the elusive phenomenon of human speech recognition.
Introduction
In human speech, single phonemes are articulated in a cascade rather than in serial order and overlap considerably. This overlapping articulation or coarticulation may be anticipatory (affected by upcoming sounds) as well as persevering (continued effect of preceding sound; Farnetani, 1997) . As coarticulation is the standard rather than the exception in natural speech, it is a phenomenon worth considering more extensively in speech perception research.
This study is designed to examine the influence of coarticulation on consonant and vowel processing. Most brain imaging studies have been using tokens of /ba/, /da/, and /ga/ to examine stop consonant processing (e.g., Steinschneider et al., 1995; Gage et al., 2002) . However, the influence of the coarticulated vowel cannot even be quantified in such a design because the vowel /a/ is held constant. Since it is well known how formant transitions depend on coarticulation (Fitch et al., 1997) , this study employs two vowels with two different places of articulation additionally to different stop consonants to scrutinize the role of coarticulation in temporal and spatial mapping of speech sounds in the human auditory cortex.
Acoustically, a vowel exhibits a relatively stable frequency spectrum, whereas a consonant is characterized by a certain onset characteristic (e.g., a noise burst in stop consonants) and a formant transition, i.e., a sweep-like change in time-frequency pattern ( Fig. 1) . Phonetically, vowels constitute articulatory target states, and formant transitions bear information about these target states of the vocalic tract (Eggermont, 2001) . They allow the recipient to anticipate upcoming phonemes, as formant transitions vary consider-ably depending on the quality of the ensuing vowels (Fitch et al., 1997; Sussman et al., 1998) . Thus, in the speech time course, a consonant-vowel (CV) syllable can be recognized and used for further processing such as lexical access before the entire syllable is completely perceived.
Despite the known acoustic outcome of coarticulation, the crucial steps in speech sound decoding are still an unsolved problem (Scott and Johnsrude, 2003) . Since the human brain recognizes a phoneme correctly even when it is produced by different speakers and in varying acoustic conditions, some kind of abstract pattern must be acquired and stored (Sussman et al., 1998; Kuhl, 2000; Lahiri and Reetz, 2002; Stevens, 2002 ; for analogue implications in animal vocalizations cf. Wang, 2000) .
Several linguistic approaches assume that this abstract template is a set of phonological features, and that speech sounds are stored as bundles of features (cf. Chomsky and Halle, 1968; Lahiri and Reetz, 2002; Stevens, 2002) . Under this assumption, the auditory system might scan incoming speech for discriminative features rather than for exact phoneme identity, as the feature information may be more robust and sufficient for accurate lexical access (Lahiri and Reetz, 2002) . In previous electro-and magnetoencephalographic studies, the heuristic value of such an abstract feature representation has been probed for the perception of vowels in preattentive processing Vihla and Eulitz, 2003) as well as in an active phonological processing mode (Obleser et al., 2003 (Obleser et al., , 2004 . In both experimental approaches, changes in place of articulation yielded differences in topography and time course of brain responses. German front and back vowels (hereafter referred to as "coronal" and "dorsal" vowels) activated distinct areas in the auditory cortex, irrespective of other features such as tongue height or lip rounding (Obleser et al., 2004) . The fact that these differences covaried with more general feature categories across phoneme boundaries (i.e., the location difference was found for different dorsal vowels, such as [u] and [o] , compared to all coronal vowels, such as [i] , [y] , [e], and [ø] ) suggests that the processing of speech around 100 ms poststimulus onset is influenced by abstract phonological features rather than by phoneme category.
In the present study, our interest is focused on the mechanisms of place of articulation mapping across vowels and consonants in CV syllables. What drives the auditory cortical processing in the time range of the N100m component when coarticulated CV syllables with congruent or differing places of articulation are presented?
In humans, magnetoencephalographic (MEG) and electroencephalographic research has focused on the N100/ N100m component as a possible signature of auditory pattern recognition and integration (Naatanen and Winkler, 1999) . The N100m is a valuable indicator for decoding processes, especially in speech sound processing, for it is elicited reliably by vowels, syllables, and word onsets Poeppel et al., 1997; Diesch and Luce, 2000; Obleser et al., 2003; Sanders and Neville, 2003) . In combination with source imaging techniques, the N100m provides at least two parameters that can give further insight into auditory processing: N100m source configuration as a possible index of topographical coding and N100m peak latency as an index of temporal coding can be analyzed. Temporally high-resolution sampling is an advantage of MEG over brain imaging techniques such as PET and fMRI, as these techniques summate over longer periods of time and therefore over different stages of acoustic, phonological, and task-relevant processing.
Gage and colleagues were able to demonstrate that the N100m response also integrates information over time and has a small integration time window of at least up to 40 ms (Gage et al., 1998; Gage and Roberts, 2000) . Consequently, one can expect that differential formant transitions within the first 40 ms of a syllable may have a profound impact on the N100m responses and varying places of articulation will differentially modulate the N100m. This implies also that not only differences due to different stop consonants, e.g., [gø] vs [dø] , might be observed but also differences between syllables that share the same stop consonant but not the consecutive vowel, e.g., [gø] vs [go] .
Here, we analyze peak latency, generator location, and orientation of the auditory N100m response to syllables that vary orthogonally in stop consonant's and vowel's place of articulation in order to examine the role of phonological place features in speech recognition.
Materials and methods

Subjects
Twenty-two subjects (11 female) with a mean age of 24.8 Ϯ 3.3 years (M Ϯ SD) took part in the experiment. None reported a history of neurological, psychiatric, or otological illness. All subjects were monolingual native speakers of German. Only right-handers as ascertained by the Edinburgh Handedness Questionnaire (Oldfield, 1971) 
Subjects gave written informed consent and were paid €20 for their participation.
Stimulus material
Naturally spoken German syllables were used to investigate place of articulation in stop consonants and vowels. Table 1 ). The features coronal and dorsal refer respectively to front and back vowels as well as consonants with alveolar and velar places of articulation.
Syllables were edited from recordings of spoken words of a female speaker. The speaker was instructed to pronounce the words with extra long vowels. Speech signals were recorded with a Sennheiser MD-421 microphone on a DAT recorder (TDA-1, TASCAM). Off-line editing was performed with the CSL Speechlab 4300b (Kay Elemetrics, Lincoln Park, NJ).
From the 20-kHz digitized speech signal, 350-ms portions containing the plosive, the formant transition, and the steady-state vowel signal were cut out. All 36 stimulus audio files were faded out with 50-ms Gaussian ramps and normalized for peak amplitude. Natural syllables were preferred over synthetic stimuli, since the naturally occurring variance in exact pitch, formant frequency, and time course of speech sounds extends the external validity of our measurements: Pitch frequency (279 Ϯ 27 Hz, M Ϯ SD) and formant frequencies varied since we used six tokens of each syllable category. F 1 in the steady-state vowel phase ranged for both [o] 
Experimental design
Prior to the measurement, individual hearing thresholds were determined for both ears using 35-ms onset fragments of all syllable categories. The same onset fragments were then used in a categorization task where subjects had to determine syllable identity from onset fragments in 60 trials. This behavioral task was employed to ensure that subjects were able to identify syllables from a stimulus time window which is reflected in the N100m brain response (Gage and Roberts, 2000) .
In this task as well as in the actual MEG measurements, stimuli were presented binaurally with 50 dB SL via a nonmagnetic echo-free stimulus delivery system with almost linear frequency characteristic in the critical range of 200 -4000 Hz.
For MEG measurements, syllables were aligned in pseudorandomized sequences of 572 stimuli with a variable stimulus onset asynchrony of 1.8 Ϯ 0.2 s. Every subject listened to three of such sequences. To sustain attention to the stimuli, subjects performed target detection tasks (Obleser et al., 2004) : In every sequence, the tokens of two given syllables had a low cumulated probability of 10% and served as targets, e.g., [bo] and [dø] . Subjects had to press a button with their right index finger each time they detected such a target. Each subject encountered all six syllable categories as targets across the whole experiment. Since all syllable categories exhibited acoustic diversity (cf. Zielinski and Rauschecker, 2000; Obleser et al., 2004) , subjects had to map stimuli on syllable category prototypes to decide whether a given stimulus is a target or not; i.e., subjects had to maintain a phonological processing mode throughout the experiment.
In a test sequence, subjects repeated syllables aloud and recognized all stimuli correctly. Binaural loudness was slightly readjusted where necessary to ensure perception in the head midline. Subjects watched silent videos (Obleser et al., 2003 (Obleser et al., , 2004 in order to maintain constant alertness and to reduce excessive eye movements.
Data acquisition and reduction
Auditory magnetic fields (AEFs) evoked by syllable stimuli were recorded using a whole head neuromagnetometer (MAGNES 2500, 4D Neuroimaging, San Diego, CA) in a magnetically shielded room (Vaccumschmelze, Hanau, Germany). Epochs of 800 ms duration (including a 200-ms pretrigger baseline) were recorded with a bandwidth from 0.1 to 100 Hz and a 687.17-Hz sampling rate. If the peakto-peak amplitude exceeded 3.5 pT in one of the channels or the coregistered EOG signal was larger than 100 V, epochs were rejected. Epochs of target tokens as well as epochs containing false-positive button presses were also excluded. Up to 250 artifact-free epochs that remained for every subject and vowel were averaged after off-line noise correction. A 20-Hz lowpass filter (Butterworth 12 dB/oct, zero phase shift) was subsequently applied to the average. The N100m component was evident in all subjects and all conditions and was defined as the prominent waveform deflection in the time range between 90 and 160 ms (Fig. 2) . Isofield contour plots of the magnetic field distribution were visually inspected to ensure that N100m and not P50m or P200m were analyzed.
N100m peak latency was defined as the sampling point in this latency range by which the first derivative of the root mean square (RMS) amplitude reached its minimum and second derivative was smaller than zero. RMS amplitude was calculated across 34 magnetometer channels selected to include the field extrema over the left and the right hemisphere, respectively.
Prior to statistical analyses, all brain response latencies were corrected for a constant sound conductance delay of 19 ms in the delivery system. Using the same sets of channels, an equivalent current dipole (ECD) in a spherical volume conductor (fitted to the shape of the regional head surface) was modeled at every sampling point separately for the left and the right hemisphere (Sarvas, 1987) . The N100m source parameters were determined as the median of the three best successive ECD solutions from the rising slope of the N100m. Great care was taken not to select solutions after the peak, as underlying source configuration may change after the N100m peak (Scherg et al., 1990) . The resulting ECD solution represents the center of gravity for the massed and synchronized neuronal N100m activity. To be included in this calculation, single ECD solutions had to meet the following plausibility criteria: (i) goodness of fit greater than 0.90, (ii) ECD location larger than 1.5 cm in mediallateral direction from the center of the brain and 3-8 cm in superior direction, measured from the connecting line of the preauricular points, and (iii) ECD orientation pointing inferior and posterior.
Additional nonspeech condition
The recording session was followed by an additional passive listening session with 150 trials of a band-passed noise stimulus serving as a nonspeech functional landmark of belt area activation in primary auditory cortex (Kaas et al., 1999; Wessinger et al., 2001 ) A 350-ms white noise probe (5-ms onset, 50-ms Gaussian offset ramps) was bandpass-filtered (center frequency 1 kHz, width 0.3 oct) and was presented binaurally at 50 dB SL with a randomized SOA of 1.8 Ϯ 0.2 s. In further data processing, noise condition trials were treated like syllable condition trials.
Statistical analyses
All analyses were done with the SAS 8.0 software package. Parameters analyzed were the RMS peak latency and amplitude of the N100m (for N ϭ 22 subjects) as well as N100m source strength, orientation, and location in poste- As the sphericity assumption is frequently violated in psychophysiological measurements (Picton et al., 2000) , sphericity tests using Mauchly's criterion were performed. Unless otherwise stated, univariate tests proved to be appropriate and are reported here. However, when violation of sphericity occurred, more appropriate multivariate tests using Wilks -approximated F values were performed.
For post hoc comparisons of significant effects, contrast analyses were used, with significance levels adjusted by Holm's ranked Bonferroni procedure (Holland and Copenhaver, 1988) .
Results
Behavioral data
Every subject accomplished the categorization task of 35-ms syllable onsets without difficulty and well above chance level. Across all 60 test items, subjects responded in 76 Ϯ 3.6% (M Ϯ SEM) of trials correctly, while chance level was down to 16.67% with six response options. Since only 35 ms of syllable onset were presented, vowel identification from only the formant transition, i.e., from coarticulatory cues, was important. Errors in vowel identification were not equally distributed across syllable categories, as revealed by a 2 ϫ 3 repeated-measures ANOVA with factors vowel and stop consonant 19) [do] (4.7 Ϯ 0.5 errors, M Ϯ SEM, all post hoc tests P Ͻ 0.0001). As expected, very few errors occurred in stop consonant identification (0.9 Ϯ 0.2 errors, M Ϯ SEM). The behavioral task during MEG measurements, i.e., target detection, was accomplished well by all subjects. Despite the ambiguity of the target syllables, 89.7 Ϯ 1.6% of the button presses were correct.
MEG data
In all 22 subjects, stimulation elicited bihemispherical N100m responses (Fig. 2) showing the typical dipolar field patterns, although most of the subjects showed either slight left-or right-hemispheric preponderance. Influence of subjects' gender (Obleser et al., 2001 ) was analyzed separately and revealed that female subjects showed a more pronounced left-hemispheric N100m asymmetry than male subjects (Obleser et al., submitted) . However, gender did not affect any syllable-specific effects reported here whatsoever.
For 16 subjects (eight female), data quality allowed the selection of adequate and physiologically plausible single dipole models to account for N100m activity in both hemispheres (mean N100m SNR 1:5.9). An average goodness of fit of 0.97 Ϯ 0.16 (M Ϯ SEM) was achieved, and average confidence volume indicating 95% certainty of estimated dipole location amounted to 151 Ϯ 106 mm 3 (M Ϯ SEM).
N100m peak latency
As can be observed in Figs. 2 and 3, N100m peak latency was affected by an interaction of vowel place of articulation and stop consonant place of articulation (F(2,42) ϭ 5.78, P Ͻ 0.006). Especially the interaction between coronal/dorsal consonant and coronal/dorsal vowel place of articulation was significant (Fig. 3), F(1,21) (F(1,21) ϭ 3.2, P Ͻ 0.10).
Additional to this syllable-induced N100m latency effect, there was a strong tendency toward a faster-responding right hemisphere (⌬ t ϭ 7 ms, F(1,21) ϭ 3.78, P Ͻ 0.07).
N100m source location and orientation
Along the posterior-anterior dimension, source generators of all syllables containing the dorsal vowel The spatial separation became more evident when the intraindividual location changes along the posterior-anterior axis across the time course of the N100m were observed (Fig. 4) . It is remarkable how location differences of several millimeters were stable across the rising slope of the N100m (t ϭ 0 indicates individual and conditionwise N100m peaks), and how they appeared to be driven by vowel's place of articulation rather than stop consonant's place of articulation: When comparing syllables with coronal and dorsal stop consonants irrespective of the vowel, no such location difference was observed (F Ͻ 1).
While the exact location of a dipolar source gives us an impression about the center of gravity of the active cortical patch, its orientation allows us to draw conclusions about the involvement of differentially oriented cortical patches, such as different parts of Heschl's gyrus or the planum temporale.
Interestingly, stop consonant place of articulation influenced the orientation of the source generator in the sagittal plane relative to the Sylvian fissure (Wilks -approximated F(2, 14) ϭ 6.49, P Ͻ 0.01, Fig. 5 (F(1,15) ϭ 9.96, P Ͻ 0.01), which were oriented more horizontally pointing posterior. Labial onsets [bø] and [bo] elicited activity that was not oriented differentially either from coronal or from dorsal syllable onsets.
N100m peak amplitude and ECD source strength
In sensor space RMS amplitude, an interaction of vowel and stop consonant place of articulation occurred (F(2,42) ϭ 8.72, P Ͻ 0.0001). However, when analyzing amplitudes in source space where exact generator distance from the sensors and exact head position are taken into account, all syllable-dependent amplitude differences vanished (vowel ϫ stop consonant interaction F Ͻ 1).
Comparison with nonspeech condition
Where applicable, a 2 ϫ 2 repeated-measures ANOVA with factors hemisphere (left, right) and condition (noise condition vs the mean of all syllable conditions) was tested for all dependent variables reported above to quantify differences between syllable and nonspeech noise processing. N100m peak latency and amplitude could be tested in 21 of 22 subjects; one subject was excluded due to data loss. However, magnetic source imaging is highly dependent on the dipolarity of the evoked magnetic field and demands an excellent signal-to-noise ratio. In the noise condition, a poorer signal-to-noise ratio (smaller N100m amplitudes due to strong habituation in the blocked presentation) and stronger lateralized activity (i.e., many subjects showed strongly dipolar fields patterns only over the right hemisphere) allowed satisfactory source space analysis for both hemispheres in only 13 subjects.
No differential N100m peak latency was apparent for the noise condition (F Ͻ 1); however, N100m peak amplitude was significantly smaller for this condition in signal space (N100m RMS peak amplitude, F(1,20) ϭ 55.6, P Ͻ 0.0001) as well as in source space (ECD source strength, F(1,12) ϭ (upper panel) show the orientation difference between coronal (white ECD symbols) and dorsal (black ECD symbols) syllable onsets combined with the posterior-anterior location difference between coronal and dorsal vowel syllables (i.e., square symbols are more anterior than circle symbols in all colors). The source orientation difference we found for coronal (white arrow) vs dorsal (black) syllable onsets is also shown schematically in the lower panel. Labial onsets (gray symbols in upper panel) did not differ in orientation.
6.59, P Ͻ 0.03). The ECD sources fitted in the noise condition were located in an adjacent, but more posterior, cortical patch than the syllable ECDs (⌬ posterior-anterior ϭ 6.4 mm, F(1,12) ϭ 9.05, P Ͻ 0.01). Correspondingly, the noise condition ECDs were located 3.6 mm more superior and were tilted by 10°more perpendicular to the Sylvian fissure, as one would infer from the more posterior position in the perisylvian region. But both effects failed to attain significance, presumably because of considerable variance in noise condition ECD modeling and reduced statistical power.
Discussion
To the best of our knowledge, this is the first brain imaging study that scrutinized the processing of CV syllables by systematically varying the place of articulation in both the consonant and the vowel. The sets of CV syllables allowed minute examination of the auditory processing of coarticulated place features.
Based on previous studies with isolated vowels (Obleser et al., 2004) and nonwords (Vihla and Eulitz, 2003) , we expected topographic and temporal differences in the N100m component due to place of articulation changes within CV syllables (e.g., [gø] Surprisingly, the present results suggest that the spatial mapping of CV syllables is largely dominated by place information from the vowels (cf. Fig. 4 ): we found significantly different locations of N100m sources along the posterior-anterior axis which were dependent on the place of articulation of the vowel but independent of different syllable onsets. In all syllables, the coronal vowel [ø] elicited activity with a more anterior center of gravity than the dorsal vowel [o] , which becomes particularly obvious when intraindividual differences between source generators of these place features are considered. The effect matches in magnitude and directionality the results of Obleser et al. (2004) where the same place features were investigated in a set of German vowels spoken by a male.
As it is well known that formant transitions in coarticulated CV syllables bear information about the adjacent vowel (Fitch et al., 1997; Sussman et al., 1998; Eggermont, 2001 ), this finding is not surprising. Phonetic studies of articulatory processes and their resulting acoustic spectra indicated that stop consonants are prone to the assimilatory influence of the succeeding vowel's place of articulation (Keating and Lahiri, 1993; Sussman et al., 1998) , which is what we saw in the present main effect of the place of articulation of the vowel on N100m source topography.
Our data, in combination with preceding studies of isolated vowels, suggest that a mapping of place features is implemented in the human perisylvian cortex, anterior to primary auditory areas (as shown by the source location of band-passed noise known to emerge from core and belt areas in primary auditory cortex, cf. Kaas et al., 1999; Wessinger et al., 2001 ) and orthogonal to the main tonotopic gradient (Langner et al., 1997; Ohl and Scheich, 1997; Diesch and Luce, 2000; Read et al., 2002; Obleser et al., 2004) . The N100m topography shifts due to different places of articulation suggest a basic mechanism in human speech recognition which analyzes the speech signal for invariant spectro-temporal cues, that is, phonological features which in turn allow immediate access to further processing stages involving the mental lexicon (Lahiri et al., 1984; Lahiri and Reetz, 2002) .
Place of articulation, particularly coronal and dorsal, are phonological features that have their robust spectral counterparts in second formant frequency or the difference between second and first formant frequency (Peterson and Barney, 1952) , which may explain why we succeeded in tracking topographic processing differences with magnetic source imaging, a macroscopic, noninvasive technique with limited spatial resolution. Another important reason might be that we utilized methods that can enhance the signal-tonoise ratio; e.g., subjects are tested in resting supine position and under constant vigilance, their focus of attention is on the stimulus material as ensured by a task rather than passive listening, and the task is phonetic in nature and forces subjects into the desired processing mode.
Stop consonants affected the N100m sources in a different manner: the orientation of the ECD source in the posterior-anterior plane was by 6°more horizontal for coronal [d] syllable onsets than for dorsal [g] onsets. The rotation of an equivalent current dipole can indicate that the configuration of the underlying brain activity has changed without a displacement of the centroid of activity, e.g., that the activity now incorporates additional rather than entirely different areas in the auditory cortex, or that the underlying activity is slightly shifted along the curvature of the auditory cortical areas . Interestingly enough, it was again the difference between mutually exclusive place features, coronal vs dorsal, that showed this significant change in source configuration. The lip rounding, i.e., the feature labial, which in contrast is likely to cooccur with a coronal as well as a dorsal place of articulation, did not elicit temporally or spatially separable brain responses.
The signatures of place features on the N100m peak latency promote a functional role for temporal coding in human speech recognition as well Gage et al., 2002; Obleser et al., 2004) : While previous studies demonstrated a prolonged N100m latency for dorsal vowels, i.e., [u] and [o] (Poeppel et al., 1997; Roberts et al., 2000; Obleser et al., 2004) , the combination of dorsal stop and dorsal vowel features also seemed to delay N100m peak latency, and more so than could be expected from dorsal vowel place or longer VOTs in all [g] syllables alone (Fig.  3) . This suggests that the assimilatory effect of a dorsal vowel is very influential on a dorsal consonant like [g] . The low formant frequencies resulting from the presence of the place feature dorsal in both the consonant and the vowel as in [go] may prolong the temporal integration process reflected in the N100m (Gage and Roberts, 2000) substantially.
Peak latency of the N100m reflects stimulus attributes such as spectral composition and onset characteristic-attributes that themselves serve in speech recognition and may allow speech sound discrimination . For German vowels, we found repeatedly highly significant latency differences in response to closely related vowels [i] and [e] where topographical separation was not evident (Obleser et al., 2003 (Obleser et al., , 2004 . The utilization of temporal information in addition to topographic changes in firing patterns and the interaction of both mechanisms might be a valuable tool for hierarchically higher processing stages such as lexical access that deserves further exploration.
Our findings might be unprecedented in magnetoencephalographic or brain imaging studies of consonantvowel syllables. However, previous neuroscientific research on speech did not allow the testing of such effects. Studies tended to consider either vowels in isolation Poeppel et al., 1997; Roberts et al., 2000; Obleser et al., 2003) or CV syllables (Poeppel et al., 1996; Jancke et al., 1999; Zielinski and Rauschecker, 2000) , or both (Jancke et al., 2002) , but there was no careful examination of the information-bearing elements (Fitch et al., 1997; Eggermont, 2001 ) provided by coarticulation, since none of these studies systematically varied place information in the vowels they used. Brain imaging studies using metabolic or blood flow measures (PET, fMRI) also reflect brain activity that is summated over different stages of acoustic and phonological processing. This can account for the more distributed activity (Jancke et al., 2002; Scott and Johnsrude, 2003) found by these studies, compared to the focal activity seen in the present study. One should also keep in mind that an equivalent current dipolar source reflects the center of gravity of the brain activity at a given time point, not the exact spatial extent of activation. Our results are nevertheless consonant with brain imaging studies of auditory processing, as we also found the main focus of speech-evoked activity to originate anterior of the primary auditory cortex (cf. Scott and Johnsrude, 2003) : All syllables were processed anterior of nonspeech noise, which is known to activate primary auditory core and belt areas (Kaas et al., 1999; Wessinger et al., 2001) .
The exceptions to the rule that stop consonants in general are prone to the assimilatory influence of the succeeding vowel's place of articulation (Keating and Lahiri, 1993; Sussman et al., 1998) are the coronal stop consonants which are less influenced by the following vowels. Instead, coronal consonants have a considerable effect on the following vowels, such that dorsal vowels become more coronal if preceded by a coronal consonant (Stevens and House, 1963) . This articulatory (and consequently acoustic) asymmetry can account for two otherwise opaque phenomena in our present results. First, the place of articulation difference found along the anterior-posterior axis was not as clear-cut for the coronal syllable onset as it was for labial and dorsal onsets (cf. Fig. 4 ). This somewhat diminished N100m topography difference between [dø] and [do] could be predicted from the result of Stevens and House-the modifying context of a coronal stop consonant did not allow a dorsal vowel to be produced with a clear dorsal-like low second formant (Fig. 1) .
Second, subjects frequently mistook syllables with [o] for their [ø]-containing counterparts when preceded by the coronal stop, when they had to identify syllables from 35-ms onset fragments. This was a highly significant effect and could not otherwise be explained than by the fact that the coronal consonant influenced the vowel rather than the other way around (cf. the spectrogram of [do] compared to [bo] and [go] in Fig. 1 ).
Conclusion
The present data demonstrate that for a comparably early processing stage (the earliest that reflects access to important coarticulatory information), speech sound mapping in the auditory cortex is sensitive to phonological features such as place of articulation and the coarticulatory processes in which these features are embedded. (i) Temporal coding repeatedly appeared as a parameter that can deliver additional and complementary insight into the dynamics of speech processing. (ii) The topographic mapping of place features that we identified in isolated vowels emerged again in coarticulated syllables and thereby confirmed what has been suggested by phonetic as well as psycholinguistic research: the acoustic correlates of specific phonemes are subject to dramatic change in different coarticulatory contexts, and the concomitant perceptual invariances may be better understood when turning to more abstract underlying phonological features. The systematic variation of both consonantal and vocalic place features and the study of their interaction on auditory processing proved to be a valuable method to gain more insight into the elusive phenomenon of human speech recognition.
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