Abstract. A nonlinear parabolic system is derived to describe compressible miscible displacement in a porous medium. The system is consistent with the usual model for incompressible miscible displacement. Two finite element procedures are introduced to approximate the concentration of one of the fluids and the pressure of the mixture. The concentration is treated by a Galerkin method in both procedures, while the pressure is treated by either a Galerkin method or by a parabolic mixed finite element method. Optimal order estimates in I? and essentially optimal order estimates in Lx are derived for the errors in the approximate solutions for both methods.
Abstract. A nonlinear parabolic system is derived to describe compressible miscible displacement in a porous medium. The system is consistent with the usual model for incompressible miscible displacement. Two finite element procedures are introduced to approximate the concentration of one of the fluids and the pressure of the mixture. The concentration is treated by a Galerkin method in both procedures, while the pressure is treated by either a Galerkin method or by a parabolic mixed finite element method. Optimal order estimates in I? and essentially optimal order estimates in Lx are derived for the errors in the approximate solutions for both methods.
Introduction. We shall consider the single-phase, miscible displacement of one compressible fluid by another in a porous medium under the assumptions that no volume change results from the mixing of the components and that a pressure-density relation exists for each component in a form that is independent of the mixing. These equations of state will imply that the fluids are in the liquid state. Our model will represent a direct generalization of the model [3] , [4] , [7] that has been treated extensively for incompressible miscible displacement.
The reservoir ti will be taken to be of unit thickness and will be identified with a bounded domain in R2. We shall omit gravitational terms for simplicity of exposition; no significant mathematical questions arise when the lower order terms are included.
Let c¡ denote the (volumetric) concentration of the /th component of the fluid mixture, i= 1,...,«.
We assume that a density pi can be assigned to the /'th component that depends solely on the pressure p; moreover, we shall take this equation of state in the form (i.i) V = z<r i where z, is the "constant compressibility" factor [12, p. 10] for the /'th component. The assumption of miscibility of the components implies that the Darcy velocity of the fluid is given by (1.2) u = --Vp, M where k = k(x) is the permeability of the rock and p = p(c) = p(cx,...,cn) is the viscosity of the fluid. Assume that no volume change is induced by mixing the components and that a diffusion coefficient, which can combine the effects of molecular diffusion and dispersion [13] , exists that is component-independent; i.e.,
let (1.3) D = <b{dmI + \u\(d,E(u) + d,E^(u))),
where E(u) = [ukUi/\u\2] is the 2 X 2 matrix representing orthogonal projection along the velocity vector and E^(u) = I -E(u) its orthogonal complement, and > = <í>(jc) is the porosity of the rock. Then, conservation of mass of the /'th component in the mixture is expressed by the equation
(1.4) *dr~+ v ' (c'p'") " v ■ (p<Dvc<ï= eiM> where q is the external volumetric now rate, and c, is the concentration of the /'th component in the external flow; c, must be specified at points at which injection (i.e., q > 0) takes place, and c, is assumed to be equal to c¡ at production points. Carry out the differentiation indicated in (1.4), divide by p,, and use (1.1). The following equation results:
If the components are of "slight compressibility" [12, pp. 10-11] , then the term ZjCjU ■ Vp is effectively quadratic in the velocity, which is small in almost all of the domain, and can be neglected; we shall do so. The term -z^VCj ■ Vp = ztpk~]u ■ DvCj is small in comparison to the term u ■ Ve, that comes from the transport term, as both z, and D are small; thus, we shall neglect this term as well, so that we arrive at the equations
It is convenient to transform the system given by (1.6) to obtain an equation for the pressure. Since we assume the fluid to occupy the void space in the rock, it follows that n n (1.7) 2cj{x,t)= 2cj(x,t)= 1.
J= i J=i
Add the n equations of (1.6); then, (1.8) +2zjCj-&+V-u = q, i \ or, equivalently, (1.9) ^Jcr"i-V-{^p)=a. Equation (1.9) can be used along with n -1 equations of the form (1.6) to describe the compressible miscible displacement process, or the equations (1.6) can be put into nondivergence form by writing the V • (c¡u) term as c,V ■ u + u ■ Vc, and substituting for V • u by means of (1.8) or (1.9). If this is done, the component conservation equations become
The numerical methods that we shall introduce and analyze below can be applied to the n component model; however, for clarity of presentation we shall confine ourselves to a two component displacement problem. Let
Then, the differential system can be written in the form
We shall assume that no flow occurs across the boundary:
(a) u ■ v = 0 on dti,
where v is the outer normal to dti. In addition, the initial conditions
must be given. Note that b(c) = d(c) = 0 if the compressibilities z, and z2 vanish; thus, the model for the compressible problem converges to that of the incompressible model as the fluids tend toward incompressibility.
The purpose of this paper is to formulate and analyze two numerical schemes for approximating the solution of the system (1.12)-(1.14). In both procedures the concentration equation (1.12b ) is treated by a parabolic Galerkin procedure. In the first method the pressure equation (1.12a) is treated by a parabolic Galerkin procedure as well, and in the second it is treated by a parabolic mixed finite element technique.
The analysis is given under a number of restrictions. The most important is that the solution is smooth; i.e., q is smoothly distributed, the coefficients are smooth, and the domain has at least the regularity required for a standard elliptic Neumann problem to have //2(ß)-regularity and more if the piecewise-polynomial spaces used in the finite element procedures have degree greater than one. We shall also consider only molecular diffusion, so that D = <p(x) dmI. The coefficients a, d, and <i> will be assumed bounded below positively as well as being smooth. Only the continuous-time versions of our methods will be studied here.
The finite element methods will be formulated in Section 2. The scheme based on approximating the pressure by a Galerkin method will be analyzed in Section 3, and the one employing a parabolic mixed finite element method for the pressure will be treated in Section 4. The principal results of the paper are embodied in the L2-estimates for the error given in the inequalities (3.35) and (4.31) and in the L00-estimates (3.38), (3.39), and (4.32). The L2-estimates are of optimal order, and, except for a factor of log //"', so are the L°°-estimates. inf \\z -zh\\Uq^ M\\z\\l+Uqhlc for z E Wl+x-q(ti) and 1 < q < oo, where \\z\\kq is the norm in the Sobolev space Wk-q(ti) and \\z\\k = ||z||Ai2. Assume that 91LA is associated with a quasi-regular polygonalization of ti and piecewise-polynomial functions of some fixed degree greater than or equal to /; thus, all standard inverse relations hold on 91tA, and they will be used frequently in the analyses to come. The approximation to the concentration will be denoted by ch and will be given by a map of the time interval J = [0, T] into <DHA based on a standard Galerkin method related to the weak form of (1.12b) given by (2.2) f^,
for z G H[(ti) and 0 < / *£ T, where the inner products are to be interpreted to be in L2(ti) or L2(ti)2, as appropriate. If the approximations for the pressure and the Darcy velocity are denoted by ph and uh, respectively, then ch is defined to be the solution of the relations (2.3) (*"|r.
for / G J. The function ch coincides with c where q > 0 and with ch where q < 0. Equation (2.3) will be used to give the concentration in connection with both methods for approximating p and u. In addition, the initial approximate concentration ch(0) must be determined; several ways to specify ch(0) will be indicated after the requirements on c(0) -ch(0) become clear in the convergence analysis. The boundary condition was used in the derivation of the weak form of the equation. The Galerkin method for the pressure is based on the weak form of (1.12a) given
for 0 < t < T. Let °Jih C lVx,0C(ti) be a piecewise-polynomial space of degree at least k associated with another quasi-regular polygonalization of ti; then,
for v E Wk + x-q(ti). Then,/?,,: J -» %h will be determined as the solution of
starting from initial values ph(0) to be discussed later. The definition of the overall Galerkin procedure is completed by requiring that
The parabolic mixed method that we shall employ as an alternative way to approximate the pressure is a simple generalization of a method introduced and analyzed by Johnson and Thomée [10] . Let V = [v E //(div; ti): v ■ v = 0 on dti) and W = L2(ti). Then, a saddle-point weak form of (1.12a) is given by the system
Now, let Vh X Wh be a Raviart-Thomas [14] , [18] space of index at least â: associated with a quasi-regular triangulation or quadrilateralization (or a mixture of the two) of ti such that the elements have diameters bounded by hp. If ti is polygonal, then impose the boundary condition v ■ v = 0 on dti strongly on Vh. If dti is curvilinear and k = 1, use the boundary element described in Johnson-Thomee [10] and impose the boundary condition on Vh by interpolating the condition v • v = 0 at two Gauss points on each boundary edge. (This is a nonconforming feature; the analysis below does not cover this case explicitly, though it should extend without much difficulty to cover it.) Since the outer boundaries of petroleum reservoirs are not known exactly and since the regularity of the solutions of the differential equations is usually quite limited by the presence of sources and sinks, we shall assume ti to be polygonal and, for intuitive purposes, think of k as being either zero or one; thus, we shall, in particular, assume in the analysis that the boundary condition is represented exactly in Vh. The approximation properties for Vh X Wh are given by the inequalities The Galerkin procedure defined by the combination of (2.3) and (2.6)-(2.7) represents an essentially traditional finite element approach to the nonlinear parabolic system (1.12), and it is a direct extension of a known method for treating the incompressible miscible problem [3] , [4] , [7] , [8] . Thus, it is of some importance to establish that this, the simplest, finite element method for the compressible problem converges at an asymptotically optimal rate for smooth problems. It is well known that the physical transport dominates the diffusive effects in realistic examples of incompressible miscible displacement. In the liquid-liquid, compressible model studied in this paper, the transport will again dominate the entire process. Thus, it is more important to obtain good approximate velocities than it is to have extreme accuracy in the pressure. As in the incompressible problem [6] , this motivates the use of the mixed method (2.11), now of parabolic type, in the calculation of the pressure and the velocity.
The two procedures described above can easily be generalized to treat the «-component model. The pressure equation can be handled exactly as above, so long as the argument c in the coefficients a(c) and d(c) is interpreted as the vector {c,,. ..,c"_,}. Instead of a single concentration equation, there will be n -1 such equations, and it is convenient to allow the approximation of c, to lie in <D1CA ¡, i = l,...,n -1, where these spaces are not required to coincide. In practice, these spaces should be time-dependent [4] , and it is possible that the pressure space, either 91A or Vh X Wh, should also adapt with time. We shall not treat the time-dependent apace procedure here. We believe that our analyses of the two-component model should extend to cover the «-component situation.
3. Analysis of the Galerkin Procedure. We have remarked earlier that the location of the boundary of a petroleum reservoir is subject to some uncertainty; moreover, the primary concern in the evaluation of a miscible displacement process will lie in obtaining accurate information about the behavior in the interior of the domain. Consequently, we shall emphasize the interior behavior by considering either the no-flow boundary conditions (1.13) or by assuming ti to be a rectangle and by replacing the no-flow boundary conditions by the assumption that the problem is periodic with ti as period. This affects the method only in that 91tA and Vh should reflect the periodicity.
We shall find it convenient in the analysis to project the solution of the differential problem (1.12) into the finite element spaces by means of coercive elliptic forms associated with the differential system. First, let c = ch: J -» tyïLh be determined by the relations
for t E J, where the constant X is chosen to be large enough to insure the coercivity of the bilinear form over Hx(ti). Similarly, letp = ph: J -» %h satisfy
where p assures coercivity over Hx(ti). Let
It is a standard result [2] in the theory of Galerkin methods for elliptic problems that (a) m\0 + hM\U^M\\c\\l+lh'c+x, (b) M0 + hp\\r,\U<M\\p\\k + xhk+x
for / E J and a constant that depends on bounds for lower order derivatives of c and p. An argument similar to that used by Wheeler [19] can be applied to the time-differentiated forms of (3.1) and (3.2) to show that The only term in (3.7) that must be handled delicately is that involving a(ch) -a(c); it will be carried momentarily while the others are treated in a straightforward manner. We have assumed the coefficients d(c) and a(c) to be bounded above and below by positive constants independently of c. Thus, Let us select an initialization procedure for the pressure and the concentration. Note that the values ph(0) need to be chosen so that ||W(0)||0 = 0(hk+x) if optimality is to be preserved. While there are many ways to do this, the simplest one from the point of view of our analysis is to take ph(0) to be the elliptic projection of the initial data. Analogous considerations will be seen shortly to apply to the choice of ch(0). Thus, we assign by (3.4). The constant K in (3.13) depends on the U°(J; Wlo0(ñ))-norms of p and dp/dt. Since k> 1, it follows from (3.4), (3.5), the embedding inequality [16] (3.14)
No.=o<MlogA;') II« holding on 9lA and the trivial inequality ||u||li00 < Aí/i 'llalli that these norms are bounded for sufficiently smooth solutions. We can now combine (3.11) and (3.13) to obtain our desired evolution inequality for tt:
(3.15) /' dt dr + \\VTT(t)\\l f(\\Vm\\l + U\\l)dr + U(t)\\l + h2J+2 + hf + 2 +£('0 dT> So p A) II <" llo where /C3 depends, in particular, on the induction bound (3.9). We can turn to the derivation of a corresponding evolution inequality for |. It follows from (2.2) and (3.1) that with K7 dependent on Kx.
The object is to combine (3.15) and (3.29) in a judicious manner so that we can obtain estimates in LX(J; H](ti)) for both tt and £, along with estimates in L2(J; L2(ti)) for d-u/dt and 3£/3/. First, use the analogue of (3.28) for tt to replace the L2(S2)2-norms of Vtt by //'(ßj-norms of tt, and simultaneously apply (3.28) itself on the right-hand side of (3.15 Adopt the restriction between the two spaces that a+ia; 0 asA-0.
If (3.34) holds, then A, could have been taken to the arbitrarily small and a choice can be made for K* that is independent of A,. A justification of the induction hypothesis can be given at this point. What has been shown is that, if V7r is bounded uniformly by some constant A,, then Vtt tends uniformly to zero as A and A(. tend to zero subject to (3.34). Now, the initial conditions were chosen so that Vtt(0) = 0; hence, for any fixed pair (A hc), (3.9) holds for 0 *£ r < Th for some Th > 0. The implication of (3.3) and (3.4) is that Th = Tíot (hp, hc) sufficiently small; i.e., (3.9) holds for small (hp, hc). Error estimates in L2(ti) result from combining (3.32) with the bounds given by (3.4) and (3.5) for the projection errors. We see that, under the constraint (3.34), where the constant A depends on spatial derivatives of order not greater than / + 1 of c and 9c/9i and of order not greater than k + 1 of p and dp/dt. The use of the //"-estimate (3.23) means that A involves a bit more than the minimal regularity of c and p that would be required by the approximation properties of the spaces 91LA and 91A in order that a bound of the form derived could hold; however, our primary objective of obtaining optimal rates of convergence has been achieved. We can derive an almost optimal L°°-estimate from (3.32), as well. The bound (3.23) can be expanded to the more complete form [9], [11] , [17] if hk+x and h[+x are of the same size, then this estimate is of optimal order. Both (3.38) and (3.39) assume (3.34) to hold.
We have shown that the standard Galerkin procedure as applied to the parabolic system describing compressible miscible displacement is asymptotically of optimal order in L2(£2) and almost so in L°°(ß) when the solution of the problem is smooth. Actual petroleum reservoir simulation would lead to less smoothness than we have assumed, and the argument that we have presented does not cover the case of sources and sinks, the wells that occur in a petroleum reservoir. Two arguments [6] , [8] , [12] have been constructed for the incompressible problem to handle sources and sinks, but each involves the equally unphysical assumption that the viscosity is independent of the concentration. 4 . Analysis of the Mixed Method Procedure. We again find the projection of the solution of the differential problem into the finite element space <DltA X Vh X Wh valuable in the analysis of the convergence of the method resulting from the combination of (2.3) and (2.11). Let c, the projection of the concentration, remain defined by (3.1), and let {«, p), the projection of the Darcy velocity and the pressure, be given as the solution of the elliptic mixed method equations It follows that a(0) = 0. Note that ü(0) and p(0) can be computed, since dp/dt(0) can be evaluated using the differential system. If the relations (4.1) and (2.8) are differenced, we see that the projection error satisfies the equations (a) (V-P,tv) = 0, wEWh,
A projection almost identical to this one was analyzed in [6] ; there, the average value of p over ti was set to zero to coincide with the average value of p, and here (4.1c) imposes the equality of the average values of p and p. The effect of adding (4.1c) is to drop the necessity that the "inf sup" condition H2 of Brezzi [1] hold for the constant functions in Wh. Thus, the estimate [6, (5. Let q E Wh and s G Vh, and write d-q/dt and 8p/8í in the forms dt]/dt = (qdp/dt) + (dp/dt -q) and dP/dt = (s -dù/dt) + (du/dt -s). Assume that (q, 1) = (p, 1). Then, Momentarily, we shall add (4.10) and (4.12); however, let us bound the four terms on the right-hand sides of the two relations. Note that (4.5), (4.9), and quasi-regularity imply that dp/dt, ü, and 3w/8/ are bounded in Lx(ti); we have seen previously that 8c/3i is bounded. First We turn again to the concentration equation. We reach (3.18) as before. The term (uh ■ v£, 3£/8r) must be treated differently in order to get to the equivalent of (3.19) . Note that where the constant K depends on the L°°(J; ^"""'^(fi^-norms of c and 8c/3i, and the L°°(J; ^*+3(fl))-norms of p and dp/dt, and the LX(J; H^+2'°°(ß))-norm oí p. We must verify that the induction hypothesis (4.17) holds in order to finish the proof that (4.26) does hold as A tends to zero.
The verification of (4.17) on the basis of the preliminary estimate (4.26) requires treating the two cases ht hc and hp > hc If A <AC, then \\a\\0min(h-px,h;x)<K(hk+xh;x+h[.).
For k > 1, the right-hand side of (4.27) is 0(hp + h'c) and tends to zero, as desired. For k = 0, it should be expected that hp < hc, and we must impose a relation between A and hc to force the convergence to zero in (4.27). Let us require that there exist positive constants y, and y2 such that We can now combine (4.5), (4.9), (4.26), and (4.30), along with inequalities (3.4a), (3.5a), and (3.36a) of the previous section to obtain error estimates. The direct application of (4.26) and (4.30) leads to the L2-bounds + ll/>-/>/,llz»(./;Z.2(Q)) + ll" dp dp, + dt dt L2(J;L\Ü)) uh\\L°°(J;L2(Q)2)
K(hk+x + h<:x),
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use provided that (4.18) and, if k = 0, (4.28) hold. It should be observed that the velocity u is being approximated asymptotically to the same order as the pressure and the concentration; this should lead to better results at coarser levels of discretization than for the standard Galerkin method. Of course, more parameters are induced by the Raviart-Thomas spaces than for the usual finite element spaces for the same index k. An /.'"-estimate can be given for the concentration:
