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Abstract of the Thesis
While many problems of approximation theory are already well-understood in Eu-
clidean space and its subdomains, much less is known about problems on subman-
ifolds of that space. And this knowledge is even more limited when the approxima-
tion problem presents certain diﬀiculties like sparsity of data samples or noise on
function evaluations, both of which can be handled successfully in Euclidean space
by minimisers of certain energies. On the other hand, such energies give rise to a
considerable amount of techniques for handling various other approximation prob-
lems, in particular certain partial diﬀerential equations.
The present thesis provides a deep going analysis of approximation results on sub-
manifolds and approximate representation of intrinsic functionals: It provides a
method to approximate a given function on a submanifold by suitable extension of
this function into the ambient space followed by approximation of this extension
on the ambient space and restriction of the approximant to the manifold, and it
investigates further properties of this approximant. Moreover, a diﬀerential cal-
culus for submanifolds via standard calculus on the ambient space is deduced from
Riemannian geometry, and various energy functionals are presented and approx-
imately handled by an approximate application of this calculus. This approximate
handling of functionals is then employed in several penalty-based methods to solve
problems such as interpolation in sparse data sites, smoothing and denoising of
function values and approximate solution of certain partial diﬀerential equations.
vii
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German Summary —
Deutsche Zusammenfassung
Die vorliegende Dissertationsschrift befasst sich mit Problemen der Approximation
auf eingebetteten Untermannigfaltigkeiten des euklidischen Raumes.
Nach einer kurzen Einführung über geeignete Untermannigfaltigkeiten und über
Funktionenräume auf ebensolchen erweitert sie zunächst bekannte Konvergen-
zresultate für die sogenannte ambient approximation method und deren bisher
wichtigsten Spezialfall, die ambient B-spline method. Insbesondere generalisiert
sie diese auf Untermannigfaltigkeiten mit höherer Codimension und ergänzt die
betreﬀenden Resultate um Ergebnisse zu Approximation unter einer endlichen,
festen Anzahl an Interpolationsbedingungen und um Approximationsaussagen zur
Ableitung entlang des Normalenbündels der Untermannigfaltigkeit.
Im Anschluss wird ein intrinsischer, tangentialer Calculus für solche Unterman-
nigfaltigkeiten eingeführt, der auf bestehenden Konzepten der riemannschen Ge-
ometrie basiert. Dabei wird insbesondere die Beziehung zwischen intrinsischer,
tangentialer Ableitung und der korrespondierenden euklidischen Ableitung ent-
lang von Elementen des Tangentialraums beleuchtet. Außerdem werden in diesem
Zusammenhang eine Reihe von intrinsischen Funktionalen eingeführt, und es wird
insbesondere das Konzept der polynomiellen Unisolvenz in die Situation des tan-
gentialen Calculus übertragen.
Als nächstes wird eine Methodik vorgestellt, die die Approximation der Optima be-
sagter Funktionale mittels im Kern extrinsischer Methoden erlaubt, die sich auf die
sogenannten penalty-Verfahren beziehen. Für die resultierende ambient penalty
approximation werden Konvergenzresultate präsentiert, und es werden beispiel-
haft verschiedene interessante Funktionale diskutiert, die unter anderem Extrap-
olation aus wenigen verstreuten Datenpunkten auf der Untermannigfaltigkeit Ϻ,
Glättung von Funktionswerten über Ϻ und die näherungsweise Lösung elliptischer
partieller Diﬀerentialgleichungen auf Ϻ erlauben.
ix
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Chapter 1
Introduction and Related Work
The problem of approximation of functions on manifolds, particularly surfaces, has
gained both relevance and attraction over the last years. The relevance came with
the increased capability and popularity of computer systems in representation, pro-
cessing and simulation of problems in engineering, manufacturing and the natural
and medical sciences. Computer graphics (CG), medical imaging, computer aided
design (CAD) and manufacturing (CAM) or recently industry 4.0 are just some of
the keywords that one frequently encounters in this area. And the problems that
need to be solved are as diverse as
• simulation of biological, physical or manufacturing processes on computer
models, for example in terms of distributions of heat or material, deformation
of models or calibration and registration between diﬀerent states of onemodel
during a manufacturing process,
• reasonable extrapolation of data measurements on real world surfaces from
a comparably sparse set of data sites to the whole surface,
• high-detail approximation and processing of densemeasurements on real world
surfaces, including data reduction and the elimination of noise and measure-
ment errors,
• reduction of data measurements for fast evaluation, compression and easy
processing,
• and many more.
In mathematical terms, these lead to problems of approximation theory as diverse
as scattered data approximation, sparse data extrapolation, smoothing and noise
reduction and the solution of partial diﬀerential equations (PDE). Within this thesis,
we are going to address all of these problems by essentially novel approaches to
obtain approximate solutions.
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Related Work
The problem of approximating a function 𝑓 ∶Ϻ→ℝ for a given embedded subman-
ifold Ϻ is quite a delicate matter even if the function is explicitly known or sampled
in a very dense set of data sites Ξ ⊆Ϻwithout any measurement errors. It has thus
attracted numerous researchers over the past decades. Eﬀectively, three types of
approaches seem to exist:
The ﬁrst approach is to parameterise the submanifold suitably by a ﬁnite number of
parameter spaces with corresponding parameterisations and to solve the approxi-
mation problem on each parameter space independently before blending the local
solutions with the help of the parameterisations. This approach was for example
followed in [25, 26, 30, 31]: The authors use projections on the tangent plane of a
submanifold to solve the approximation problem locally.
The second approach is to provide some set of truly intrinsic functions like spher-
ical harmonics [8], spherical splines [10, 47], other functions on the sphere [86,
101, 104] or on more general manifolds [56]. Many of these are tailored for the
sphere and thereby already illustrate the problem of this approach: for an arbitrary
submanifold it can be quite complicated. Actually, the determination of suitable
intrinsic functions can be a very diﬀicult task in its own right — it may even be as
complex as, or even more complex than, the given approximation problem;
the authors of [43] provide a kind of hybrid of the ﬁrst two approaches and employ a
projection onto the sphere where the approximation problem is solved afterwards.
So it is applicable only to sphere-like surfaces and eﬀectively uses the sphere as
its ”chart”. Similarly restricted to sphere-like surfaces are for example methods
proposed in [4, 5, 91].
The third approach is to solve the approximation problem in the ambient space of
the submanifold Ϻ and to restrict the solution to Ϻ afterwards. Such a method will
beneﬁt from the fact that there is often a well understood theory for approximation
methods in Euclidean spaces, for example all kinds of splines, polynomials, kernel
functions and the like: In particular, important properties like smoothness can be
deduced directly from the corresponding properties in the ambient space; for ra-
dial basis functions (RBFs), this approach was recently investigated in [49], where
the authors made also use of the fact that the restriction of such a kernel function
is an intrinsic kernel as well. They found that for many kernels, this approach gave
the same convergence behaviour as the corresponding kernel in a Euclidean space
of the same dimension as that of the submanifold.
For tensor product splines and other methods that meet certain locality require-
ments, this approach was also investigated recently for the important case of hy-
persurfaces in [74, 75, 76, 82], where the authors proved that the approximation
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order achievable in the ambient space is essentially reproduced by the restrictions
— at least under some mild further restriction of the applicable norms. This ap-
proach will play a major role in the present thesis as well; it is based on extending
an intrinsic function constantly along the normals of the submanifold, followed by
application of the respective approximation method to this extension on the ambi-
ent space and restriction of the approximation to the submanifold.
While the problem of suitable approximation to function values in scattered data
sites on submanifolds itself is a nontrivial issue even if the data is suﬀiciently dense,
it can nonetheless be solved satisfactory by some of the above approaches. But
the problem becomes even more involved when the data is sparse. In fact, the
literature on that matter is quite sparse itself. Of course, for the Euclidean situ-
ation, there exist well understood approaches that provide pleasant results: One
are polyharmonic splines with the particular examples of thin-plate splines in ℝ2
and cubic splines in ℝ1, see for example [17, 40, 105]. These minimise certain
energies under ﬁxed interpolation constraints in a ﬁnite set of points and can also
be considered to be special cases of RBF. Other examples include inverse distance
weighting [46, 53, 70, 48, 92, 105], sometimes also called Shepard’s method, and
Kriging [94]. Of course, these methods can be employed in the ambient space, just
ignoring the geometry of the submanifold, and the solution on the submanifold
would then be obtained by simple restriction. This can yield reasonable results if
the geometry of the submanifold is very nice, for example a sphere, but as soon as
the geometry is more intricate, signiﬁcant artifacts will appear — we will present
examples of this problem later in this thesis.
Considering the other approaches to approximation on submanifolds in general,
we ﬁrst see that any application of a method based on charts is eﬀectively point-
less in this setting: one could easily end up with parameter spaces that contain
no data sites at all. On the other hand, the Euclidean approaches are essentially
transferable to a purely intrinsic setting, particularly for the case of the sphere (cf.
[58, 86, 104, 101]), but also for other speciﬁc (cf. [62]) and even more general man-
ifolds (cf. [60, 59, 61]), like submanifolds that are compact and have no boundary.
Further options include the spherical splines and spherical harmonics mentioned
before. However, the case of more general manifolds often includes the solution of
certain diﬀerential equations in that manifold. This means that ﬁrst and foremost
this submanifold needs to be known explicitly, not just by some discretisation, and
can be a very challenging task for arbitrary manifolds. Moreover, the evaluation
of these functions can be very costly: For example, even something as simple as
a direct generalisation of the inverse distance weighting approach would require
the calculation of 𝑛 geodesic distances for 𝑛 data sites in each evaluation. This can
be quite signiﬁcant if geodesic distances do not have a closed form expression like
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in the spherical case, even if the nontrivial issue of existence of geodesics is solved
at a satisfactory level. And for some of the other approaches mentioned above,
there do not even exist closed form expressions for suitable functions on general
manifolds, as the involved equations are by far to complex.
In the Euclidean case, the problem of smooth extrapolation often leads to corre-
sponding solutions for problems of smoothing of (possibly noisy or oversampled)
data: In the univariate case, the smoothing splines (cf. [33]) appear as generali-
sations of interpolating cubic splines, and for the multivariate setting smoothing
problems are often addressed by methods that have a counterpart in extrapolation
as well (cf. [33, 40, 48]). Consequently, the same holds also for the sphere (cf.
[33, 101]) and presumably also for other manifolds. But with these approaches,
the drawbacks of the corresponding extrapolation methods will of course remain
present as well.
Finally, the solution of intrinsic partial diﬀerential equations for a given subman-
ifold has also gained increased attraction in recent years and decades. Several
approaches exist in the literature: The ﬁrst is based on fairly obvious generalisa-
tions of standard methods in the Euclidean setting to the situation of an embedded
submanifold, particularly ﬁnite elements over a suitable triangulation of the sub-
manifold (cf. e.g. [35, 36]). However, this approach has the signiﬁcant drawback
that the discretisation of the submanifold is either very coarse — and in this case
only a rough approximation of the actual surface — or the appearing linear sys-
tems are, though sparse, very large. And further, the quantities of the equation
need to be discretised appropriately, which is a possibly nontrivial task in its own
right — although for common operators there are suitable discretisations, cf. e.g.
[36, 103].
The second approach is based on the idea that models, often steming from CAD
or CG, and spaces or sets of functions used for their parameterisations can be em-
ployed in the solution of the PDE. It ﬁrms under the name isogeometric analysis,
cf. [11, 28] and is consequently a representative of the parametric approximation
approach family: It exploits the presence of exact parameterisations for many CAD
and CG models and uses a suitable Galerkin formulation based on the space or set
of functions that is also employed in the parameterisation, typically tensor prod-
ucts of B-splines or NURBS. But as a direct consequence, this method is limited
to these speciﬁc representations. Nonetheless, the approach has applications for
problems both on submanifolds and in various domains of Euclidean space, and an
overview of some approaches and applications is given in [22].
A third approach is based on so-called collocation, where the respective diﬀerential
equation is solved for a ﬁnite but suﬀiciently dense set of points in the respective
domain or submanifold, called collocation points, cf. [38, 39, 45]. This approach
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has been transferred to the sphere [72]. The concept is further adapted in [50]
for application on general surfaces by suitable discretisation of intrinsic diﬀeren-
tial operators, which can otherwise be hard to handle on arbitrary surfaces. In
contrast to this, [84] approaches the intrinsic operators by enforcing certain con-
straints on the functions in collocation points in terms of normal derivatives that
are familiar to the constraints occuring in this thesis.
Ultimately, a fourth approach involves the extension of the intrinsic equation into
the ambient space, thereby introducing a new problem in the ambient space whose
restriction solves the intrinsic problem. Methods of this kind are often based on a
representation of the submanifold by an implicit function (cf. [15, 21, 27, 36, 54,
82]). Unfortunately, the extension introduces new diﬀiculties: In particular, the
problem may loose important properties like ellipticity (e.g. [36]) or introduce dis-
continuities (cf. [15]), and the extended domain introduces further boundaries for
which appropriate boundary conditions may be required or have to be circumvened
(cf. e.g. [15, 82]). Furthermore, essentially any of these methods is presented only
for hypersurfaces.
In this thesis, we present approaches to the problems stated above that are capable
of overcoming many of the issues and diﬀiculties stated so far.
Outline of the Thesis
This thesis is organised as follows: In the following second chapter, we will in-
troduce some basic facts and concepts for the treatment of embedded submani-
folds within their ambient space. This includes in particular a method to extend
functions deﬁned on the submanifold into this ambient space. And we will also
brieﬂy revise and enhance certain facts about function spaces, particularly Sobolev
spaces, for the treatment of functions on submanifolds.
The third chapter features results of approximation theory for submanifolds: We
will generalise ideas from [74, 75, 76, 82] in various ways, particularly to a set-
ting with codimension greater than one. There, we are able to deduce that under
mild restrictions on the applicable norms we will be able to reproduce the rates of
convergence available in the ambient space for approximations on submanifolds.
These can be based on tensor product B-splines or other approximation methods
that meet certain locality requirements. The general framework we propose, fea-
tured for codimension one in [76] as the ambient approximation method (AAM) and
in [74, 82] for tensor produce splines as the ambient B-spline method (ABM), is es-
sentially applicable to any kind of embedded submanifold and easily implemented
in practice.
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Further, we will investigate certain other properties of this and related approaches
in terms of achievable rates of convergence. In particular, we will ﬁnd conditions
under which the rate of convergence provided by tensor product splines is main-
tained under a ﬁnite, ﬁxed set of interpolation constraints. And we will investigate
rates of convergence that can be obtained simultaneously for the derivative along
the normals of the submanifold, so an essentially extrinsic property. In the end, we
support our results on the convergence order in the intrinsic setting with numerical
examples, in particular for a surface embedded in ℝ4.
The fourth chapter introduces an intrinsic calculus for functions deﬁned on sub-
manifolds and its relation to the calculus of functions in the ambient space that
yield intrinsic functions by restriction. This calculus is to some degree a degener-
alisation of concepts from Riemannian geometry. In this, we are particularly in-
terested in intrinsic versions of ﬁrst and second order derivatives to a suﬀiciently
(weakly) diﬀerentiable function 𝑓 on an submanifold and their relation to extrinsic
derivatives of a function 𝐹 on the ambient space such that 𝑓 is the restriction of
𝐹 to the submanifold. We will ﬁnd that the ﬁrst order derivative of 𝐹 along the
normals of the submanifold plays a crucial role therein.
Further, we will introduce certain intrinsic functionals on submanifolds and in-
vestigate their properties. In particular, we will be interested in ﬁnding conditions
under which a ﬁnite set Ξ of points yields that any function with vanishing intrinsic
second order derivative that vanishes in these points must vanish itself. Thereby
we transfer the concept of polynomial unisolvency on Euclidean space to the in-
trinsic setting. And we will introduce a couple of model functionals that will in the
end lead to solutions for problems as diverse as the ”optimal” extrapolation from
sparse data, noise reduction, smoothing and the solution of certain elliptic PDE.
Chapter ﬁve introduces a general framework for the formulation and approximate
solution of minimisation problems for the intrinsic functionals introduced in the
third chapter. We will present a penalty-based minimisation approach called am-
bient penalty approximation (APA) that is capable of handling various functionals;
in particular we can thereby treat the speciﬁc functionals we have introduced in
the previous chapter for extrapolation from sparse data, noise reduction and the
solution of elliptic PDE. We are able to present upper bounds on the convergence
rate in the intrinsic energy norm induced by those functionals, which are at least
in some cases optimal.
Chapter six applies the concepts of the ﬁfth chapter to problems of extrapolation,
smoothing and noise reduction. We will apply the results of chapter three to obtain
theoretical rates of convergence and ﬁnd that in fact the results are even better
than the theory implies. Also, we present various numerical examples for both
curves in ℝ2 and surfaces in ℝ3 that verify the validity of our method. And we will
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additionally present a two-stage approximation method in terms of radial basis
functions (RBF) and tensor product splines for scattered data problems that is
afterwards integrated into a bilevel algorithm to solve scattered data problems
with irregular samplings.
Finally, chapter seven presents the application of the results of chapter ﬁve to the
partial diﬀerential ”model” equation
ΔϺ𝑓−𝜆𝑓 = 𝑔
for scalar 𝜆 ≥ 0 and intrinsic Laplacian ΔϺ of submanifold Ϻ. By various numerical
examples we verify that the optimal convergence rate on compact submanifolds
without boundary in the energy norm which chapter ﬁve has implied is indeed
achievable. And we also provide examples for submanifolds with boundary, where
the same approach under suitable boundary conditions leads to pleasant approxi-
mations of the solution with optimal convergence of the residual ΔϺ𝑓−𝜆𝑓−𝑔.
We conclude our argumentation in chapter eight by summing up our main results,
and we also discuss open problems and possible further developments there. Ul-
timately, a subsequent appendix features auxiliary statements and proofs left out
in the main part of the thesis.
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Chapter 2
Embedded Submanifolds and
Function Spaces
In this chapter, we will give a basic introduction of what kind of embedded sub-
manifolds we are going to work with. And we also give some brief introduction
into basics of the theory we need for them. In addition, we will present a way
to parameterise both the submanifold and its ambient space simultaneously. By
this, we will be able to deﬁne extension operators for functions given only on the
submanifold. In particular, we will encounter the normal extension operator that
extends constantly along the normals of hypersurfaces, and constant in the normal
space of submanifolds of higher codimension.
Further, we will brieﬂy introduce and revise some important aspects of function
spaces both in Euclidean space and on submanifolds, particularly Sobolev spaces.
Most proofs and additional results are postponed to the appendix; we restrict our-
selves here to the most important results that are frequently referred to in the
thesis.
2.1 Embedded Submanifolds
In this section, we will introduce what types of embedded submanifolds we are
going to deal with, and we will introduce the beforementioned extension opera-
tors. We will ﬁrst clarify the concepts for compact submanifolds without boundary
and the normal extension operator before we generalise the ideas to certain subdo-
mains of such compact submanifolds and also to more general extension operators.
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2.1.1 Closed Submanifolds, Normal Foliation and Normal Exten-
sion
We will be developing approximation concepts on embedded submanifolds (ESMs)
later in this thesis, so we ﬁrst have to make some introductory considerations about
these structures. In particular, we need some basic deﬁnitions and certain impor-
tant properties. Within this subsection, we are going to introduce or revise a collec-
tion of relevant properties for submanifolds that are compact, so they are closed,
bounded and have no boundary. Standard examples of these include in particular
the sphere and the torus. Certain embedded submanifolds with boundary will be
treated later due to their increased complexity, once we have clariﬁed our main
ideas in the simpler case of a compact submanifold. In any case, we presume that
our submanifold Ϻ is embedded into some ℝ𝑑, has dimension 𝑘 ∈ {1, ..., 𝑑−1} and
codimension ĸ = 𝑑− 𝑘.
2.1 Notation A smooth embedded submanifold Ϻ ofℝ𝑑 of dimension 𝑘, compact
and without boundary, is denoted by Ϻ ∈ 𝕄𝑘cp(ℝ𝑑). More generally speaking, a
smooth embedded submanifold Ϻ, compact and without boundary, of a smooth
embedded submanifold Ϻ̂ is denoted by Ϻ ∈𝕄𝑘cp(Ϻ̂).
Before we come to the speciﬁc properties we demand for our embedded sub-
manifolds, we will have to introduce some basic concepts: The ﬁrst is a suit-
able version of the well-known concept of a bounded (strong) Lipschitz domain
(cf. [1, 2, 64, 100]) that we will restrict ourselves to. If we follow [2], this type
of domain is given by demanding that there is a ﬁnite open cover {Θ𝑗}𝑗∈𝐽 of the
compact boundary ∂Ω such that ∂Ω ∩Θ𝑗 is graph of a Lipschitz function for each
𝑗 ∈ 𝐽.
We will use this kind of Lipschitz domains when Sobolev spaces are concerned.
Therefore, they will soon be particularly important as parameter spaces of our
submanifolds in order to deﬁne Sobolev spaces on submanifolds. In the remaining
course of this thesis, we will use the following notation:
2.2 Notation If Ω is a bounded Lipschitz domain in ℝ𝑑, this is denoted by Ω ∈
𝕃𝕚𝕡𝑑. We also use the notationΩ ∈ 𝕃𝕚𝕡
∗
𝑑 to express that eitherΩ ∈ 𝕃𝕚𝕡𝑑 orΩ = ℝ𝑑.
Most importantly, any Euclidean ball B𝑑𝑟 (𝑥) ∶= {𝑦 ∈ ℝ𝑑 ∶ ∣∣𝑥 − 𝑦∣∣2 < 𝑟} of ﬁxed
radius 𝑟 is such a bounded (strong) Lipschitz domain, any maximum norm ball
B𝑑𝑟 [𝑥] ∶= {𝑦 ∈ ℝ𝑑 ∶ ∣∣𝑥 − 𝑦∣∣∞ < 𝑟}, so any hypercube, is such a bounded (strong)
Lipschitz domain and any Cartesian product of the form B𝑘𝑟1(𝑥1) ×B
ĸ
𝑟2[𝑥2] is also a
bounded (strong) Lipschitz domain.
The second concept is a useful concept of boundedness of (diﬀeomorphic) maps,
namely the concept of C-boundedness:
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2.3 Deﬁnition
1. A smooth map φ ∈ C∞(Ω,ℝ) on open domain Ω ⊆ ℝ𝑑 is said to be C-bounded
if for each 𝑛 ∈ ℕ0 there is a constant c𝑛 such that any partial derivative of φ
up to total order 𝑛 is bounded by c𝑛 on Ω.
2. If φ ∶ Ω → ℝ𝑑 is a diﬀeomorphism, then it is said to be a bidirectionally C-
bounded diﬀeomorphism if both φ and φ-1 are C-bounded maps.
Particularly important is that C-bounded diﬀeomorphisms preserve Lipschitz do-
mains. That is, it holds the following proposition of [64]:
2.4 Proposition If φ ∶ U → Û is a C-bounded smooth diﬀeomorphism and Ω ∈
𝕃𝕚𝕡𝑑 with clos(Ω) ⊆ U, then φ(Ω) ∈ 𝕃𝕚𝕡𝑑.
Now we come to the additional assumptions for compact embedded submanifolds
we will make. Namely, we will demand that the embedded submanifold is smoothly
parameterised in a suitable way. So we presume that the ESM is equipped with a
ﬁnite inverse atlas𝔸Ϻ = (ψ𝑖,ω𝑖)𝑖∈𝐼 providing parameterisations ψ𝑖 and parameter
spaces ω𝑖 such that it holds for any 𝑖 ∈ 𝐼:
• ω𝑖 ∈ 𝕃𝕚𝕡𝑘 and there is superset ω⋆𝑖 ∈ 𝕃𝕚𝕡𝑘 of ω𝑖 such that clos(ω𝑖) ⊆ ω⋆𝑖 and
ψ𝑖 ∶ ω⋆𝑖 →Ϻ is well-deﬁned and injective on ω⋆𝑖 .
• There is a smoothmap T𝑖 thatmaps each 𝑥 ∈ ω𝑖 to an orthonormalised tangent
frame (τ1, ..., τ𝑘) of Ϻ in ψ𝑖(𝑥).
• There is a smoothmapN𝑖 that maps each 𝑥 ∈ ω𝑖 to an orthonormalised normal
frame (ν1, ...,νĸ) of Ϻ in ψ𝑖(𝑥).
2.5 Notation Any inverse atlas 𝔸Ϻ of an embedded submanifold Ϻ that meets
these requirements is denoted by 𝔸Ϻ ∈ ℿ(Ϻ).
2.6 Remark: In the following, we will identify T𝑖(𝑥) with T𝑖(ψ𝑖(𝑥)) and N𝑖(𝑥) with
N𝑖(ψ𝑖(𝑥)). Furthermore, we will frequently omit the index ”𝑖” in T𝑖 or N𝑖. We can
do so because we will usually be either within a ﬁxed parameter space of an inverse
atlas as introduced above or in a situation where the quantities depending on T𝑖,N𝑖
turn out to be invariant under rotations.
2.7 Important: By arguments provided in Section 9.1.2 of the appendix, we can
choose any ω𝑖 or ω⋆𝑖 as a ball or a cylinder of ﬁxed height and radius, so
ω𝑖 = B𝑘𝜚(0) or ω𝑖 = B𝑘−1𝜚 (0) × ]−𝜚,𝜚[
ω⋆𝑖 = B𝑘𝜚⋆(0) or ω𝑖 = B𝑘−1𝜚⋆ (0) × ]−𝜚⋆, 𝜚⋆[
with 𝜚⋆ > 𝜚 > 0. This gives us C-boundedness of ψ𝑖,T𝑖,N𝑖 on ω𝑖 directly by com-
pactness. For the rest of this thesis, we will presume to be equipped with an inverse
atlas that meets these requirements.
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As we are investigating ESMs inℝ𝑑, the portion of the ambient space near an ESM
will play a crucial role for us. More speciﬁcally, we will be particularly interested
in suﬀiciently narrow tubular neighbourhoods:
2.8 Deﬁnition Let Ϻ ∈ 𝕄𝑘cp(ℝ𝑑) and 𝑥 ∈ Ϻ. We deﬁne the set Bɴ𝜚(𝑥) for 𝜚 > 0
and N𝑥Ϻ the normal space to Ϻ in 𝑥 ∈Ϻ as
Bɴ𝜚(𝑥) ∶= B𝑑𝜚(𝑥) ∩N𝑥Ϻ.
The union of all Bɴ𝜚(𝑥) of ﬁxed radius 𝜚 is called the tubular neighbourhood of Ϻ
and denoted by U𝜚(Ϻ). It is said to have the closest point property if any element
𝑧 ∈ U𝜚(Ϻ) has a uniquely determined closest point on Ϻ.
This deﬁnition leads us directly to the following proposition of [44]:
2.9 Proposition — Tubular Neighbourhood Theorem —
If Ϻ ∈ 𝕄𝑘cp(ℝ𝑑), then there is a ﬁxed ԑ > 0 such that Bɴԑ(𝑥) and Bɴԑ(𝑧) are disjoint
for any 𝑥 ≠ 𝑧 ∈ Ϻ. Consequently, Uԑ(Ϻ) has the closest point property. Further,
the projection ΠϺ onto Ϻ deﬁned for any 𝑧 ∈ Uԑ(Ϻ) by
ΠϺ(𝑧) = ɑrgmin𝑥∈Ϻ
||𝑥 − 𝑧||2 .
is smooth in Uԑ(Ϻ).
Now we make some further considerations on the ambient space in which our ESM
is embedded, and some considerations on normal maps. In later chapters, we will
be interested in extending functions deﬁned only on the ESM into the ambient
space. So we would prefer to transfer as many intrinsic properties of this function
into the extrinsic setting as possible. Our objective will then be to reduce an intrin-
sic version of the calculus on an ESM to some slightly adapted Euclidean calculus
in the ambient space. And as a consequence of this, we will be able to deduce
numerous other features.
We will see that a very good choice for this step from the ESM into the ambient
space is an extension that is constant in the normal space. This can be accom-
plished by performing 𝑓∘ΠϺ for given 𝑓 ∶Ϻ→ℝ and the orthogonal projection ΠϺ
onto Ϻ. While this is already well deﬁned by the existence and suﬀicient smooth-
ness of the projection implied by [44] in a suﬀiciently narrow tubular neighbour-
hood, we will have to create a slightly more elaborate framework for our theoretical
treatment of the problem in some contexts. In particular, we will create a suitable
link from the ambient space to the speciﬁc inverse atlas we have just introduced.
We presume from now on that ԑ > 0 is so small that the tubular neighbourhood
Uԑ(Ϻ) has the closest point property and choose an inverse atlas𝔸Ϻ = (ψ𝑖,ω𝑖)𝑖∈𝐼 ∈
ℿ(Ϻ) for the ESMϺ ∈𝕄𝑘cp(ℝ𝑑). Thenwe choose the setΩԑ𝑖 ∶= ω𝑖×Bĸԑ(0) and deﬁne
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Ψ𝑖(𝑥,𝑧1, ..., 𝑧ĸ) ∶= ψ𝑖(𝑥) +
ĸ
∑
𝑗=1
𝑧𝑗ν𝑗(𝑥)
for the 𝑗-th normal ν𝑗(𝑥) of normal frame N𝑖(𝑥). The resulting function has then
a functional determinant with maximal rank and is thus a diﬀeomorphism that
parameterises the tubular neighbourhood Uԑ(ψ𝑖(ω𝑖)). Moreover, we can deduce
directly that for a suitable choice of ԑ this diﬀeomorphism is bidirectionally C-
bounded: By our requirements on (ψ𝑖,ω𝑖) ∈ 𝔸Ϻ and the superset ω⋆𝑖 of ω𝑖 we
can see that Ψ𝑖 is smooth and diﬀeomorphic on ω⋆𝑖 × Bĸ𝛿(0) for suﬀiciently small
𝛿 > ԑ. Thereby its restriction to ω𝑖 ×Bĸԑ(0) is obviously a bidirectionally C-bounded
diﬀeomorphism there. We obtain the following conclusion:
2.10 Conclusion For any Ϻ ∈𝕄𝑘cp(ℝ𝑑) and any suﬀiciently small ԑ > 0, there is
an extended inverse atlas 𝕌ԑϺ = (Ψ𝑖,ω𝑖 ×Bĸԑ(0))𝑖∈𝐼 of Uԑ(Ϻ) such that each Ψ𝑖 is a
bidirectionally C-bounded diﬀeomorphism. Moreover, any Nԑ𝜉 ∶= Ψ𝑖(𝑥 × Bĸԑ(0)) for
𝑥 ∈ ω𝑖 and 𝜉 = ψ𝑖(𝑥) is a normal space ball Bɴԑ(ψ𝑖(𝑥)).
2.11 Remark: For any 𝑖 ∈ 𝐼, the family of these balls {Nԑψ𝑖(𝑥)}𝑥∈ω𝑖
forms a so-called
foliation〈1〉 of Uԑ(ψ𝑖(ω𝑖)). Consequently, by considering all pairs of the inverse atlas
we obtain a foliation of Uԑ(Ϻ) that we call the normal foliation 𝔽N. Therein, each
normal space ball Nԑ𝜉 = Bɴԑ(𝜉) for 𝜉 ∈Ϻ is called a leaf of the foliation.
2.12 Remark: (1) A direct consequence of the smoothness of Ϻ and Prop. 2.4 is
that Ψ𝑖(Ωԑ𝑖) ∈ 𝕃𝕚𝕡𝑑 for each 𝑖 ∈ 𝐼, and obviously Uԑ(Ϻ) ∈ 𝕃𝕚𝕡𝑑 for suﬀiciently small
ԑ > 0.
(2) In the following, we will simply write U(Ϻ) and extended inverse atlas 𝕌Ϻ =
(Ψ𝑖,Ω𝑖)𝑖∈𝐼 whenever the exact extent ԑ does not matter, provided it is suﬀiciently
small and ﬁxed.
(Ʒ) Note in particular that the foliation does not depend on the orientation of the
normal frame. Consequently, any local rotation or even reﬂection of this does not
modify the foliation. Thereby, it will also be well-deﬁned for nonorientable surfaces
like a Möbius strip.
2.13 Notation Any extended inverse atlas 𝕌Ϻ = (Ψ𝑖,Ω𝑖)𝑖∈𝐼 that satisﬁes the
stated requirements and is determined by ԑ > 0 small enough that Conclusion 2.10
applies, is denoted by 𝕌Ϻ ∈ ℿexN (Ϻ).
As we have already mentioned before, we have a well-deﬁned projection which
is smooth on any such tubular neighbourhood that is suﬀiciently narrow. Con-
sequently, we can use this projection ΠϺ ∶ U(Ϻ) → Ϻ to deﬁne an extension of
functions on Ϻ into U(Ϻ):
〈1〉We will not require anything of the profound theory on foliations of Riemannian manifolds here,
we just borrow the name from there. The interested reader is referred to [95].
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2.14 Deﬁnition For any Ϻ ∈ 𝕄𝑘cp(ℝ𝑑), the operation EN ∶ 𝑓 ↦ 𝑓 ∘ ΠϺ deter-
mines an extension of a function 𝑓 ∈ C(Ϻ,ℝ) into a suﬀiciently narrow tubular
neighbourhood Uԑ(Ϻ). This extension is then called the normal extension. We will
also denote EN𝑓 simply by ⃡⃡ ⃡⃡ ⃡⃡𝐹.
2.15 Remark: (1) The regularity and smoothness of ⃡⃡ ⃡⃡ ⃡⃡𝐹 is guarded by the regularity
and smoothness of 𝑓 and ΠϺ.
(2) The function ⃡⃡ ⃡⃡ ⃡⃡𝐹 is constant on each leaf of 𝔽N by construction. Consequently,
if Nԑ𝜉 = Bɴԑ(𝜉) is the leaf of 𝔽N to 𝜉 ∈ Ϻ and thus an embedded submanifold of
dimension ĸ in its own right, the directional derivative of EN𝑓 at any 𝑥 ∈ Nԑ𝜉 along
any 𝜈 ∈ T𝑥Nԑ𝜉 must vanish. This is a consequence of the chain rule and the fact that
D𝜈ΠϺ vanishes there by deﬁnition. More speciﬁcally, we have for any 𝑥,𝑧 ∈ Nԑ𝜉
ΠϺ(𝑧) −ΠϺ(𝑥) = 0.
By the smoothness of the leaf Nԑ𝜉, this remains valid under taking limits of diﬀer-
ential quotients.
(Ʒ) As the foliation, the extension is independent of the orientation of the normal
frame. In particular, its smoothness does not depend on the transition between
local choices of the normal frames.
A further direct consequence of our recent considerations is the local existence of
normal frames for our ESMs that are locally smooth in the neighbourhood as well,
which is the purpose of the next lemma. This fact will later be used to deﬁne a
form of diﬀerential calculus intrinsic to an ESM:
2.16 Lemma Let Ϻ ∈ 𝕄𝑘cp(ℝ𝑑) and let 𝕌ԑϺ = (Ψ𝑖,ω𝑖 × Bĸԑ(0))𝑖∈𝐼 ∈ ℿexN (Ϻ). Then
for any suﬀiciently small ԑ > 0, any 𝑖 ∈ 𝐼 and any 𝑧 ∈ Ψ𝑖(ω𝑖 × Bĸԑ(0)) the maps
𝑧 ↦ N𝑖(ΠϺ(𝑧)), 𝑧 ↦ T𝑖(ΠϺ(𝑧))
are C-bounded on each Ψ(ω𝑖 × Bĸԑ(0)).
Proof: As we can demand that the map 𝑧 ↦ N𝑖(ΠϺ(𝑧)) is well-deﬁned and smooth
even on Ψ𝑖(ω⋆𝑖 × Bĸ𝛿(0)) with suﬀiciently small 𝛿 > ԑ, this is a direct consequence
of compact containment Ψ𝑖(ω𝑖 × Bĸԑ(0)) ⋐ Ψ𝑖(ω⋆𝑖 × Bĸ𝛿(0))〈2〉. The same arguments
apply to the tangent frame. q
2.1.2 Open Submanifolds and General Foliations
While the reader can bear in mind the compact ESMs as a rolemodel on almost
any occasion, we will also treat open ESMs to some degree within this thesis. So
〈2〉⋐ stands for a relatively compact subset, so 𝐴 ⋐𝐵 ∶⇔ clos(𝐴) ⊆ int(𝐵).
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we need to prepare this suitably. Further, although it is eﬀectively suﬀicient to
treat foliations and extensions in terms of the normal extension and foliation, it
may sometimes be convenient to choose other kinds of extensions and correspond-
ing foliations. And while we present the results in the upcoming chapters just for
the normal foliation, an equivalent treatment for more general foliations and ex-
tensions is possible on most occasions as well. So we give here a short sketch of
these more general choices after introducing open ESMs.
Open Subdomains of Closed Submanifolds
Obviously, any open, connected subdomain of a compact ESM is an embedded sub-
manifold in its own right, and we can deﬁne normal space balls, tubular neighbour-
hood, projection, extension and foliation just by restriction. However, to make all
other upcoming considerations work, we will have to state further demands for
such domains in the way we are going to employ them in this thesis:
First of all, we will demand that Ϻ is an open subdomain of some Ϻ̂ ∈ 𝕄𝑘cp(ℝ𝑑).
Furthermore, we demand that the relative boundary is made up of at most ﬁnitely
many connected components {Γ𝑗}ℓ𝑗=1 such that Γ𝑗 ∈ 𝕄𝑘−1cp (ℝ𝑑) ∩𝕄𝑘−1cp (Ϻ̂) for all
𝑗 ∈ 𝐽. We also note that each Γ𝑗 is orientable as a submanifold of Ϻ̂. Consequently,
and by the required properties of Ϻ̂, one can deduce that Ϻ has a ﬁnite inverse
atlas 𝔸Ϻ = (ψ𝑖,ω𝑖)𝑖∈𝐼 such that for any 𝑖 ∈ 𝐼 the following holds:
• ω𝑖 ∈ 𝕃𝕚𝕡𝑘 and any ψ𝑖 is C-bounded and injective on ω𝑖.
• There is an inverse atlas 𝔸Ϻ̂ ∈ ℿ(Ϻ̂) of Ϻ̂ such that any pair (ψ,ω) ∈ 𝔸Ϻ
can be obtained by restriction of a suitable pair (ψ̂, ω̂) ∈ 𝔸Ϻ̂, so ω ⊆ ω̂ and
ψ = ψ̂|ω.
A suitable method for the construction of such an inverse atlas can for example be
deduced from [55, Sect. 3] and is given in the appendix. There, we present the
construction for only one boundary connected component, but the construction
generalises naturally to ﬁnitely many components.
2.17 Deﬁnition
1. A smooth embedded submanifold Ϻ of ℝ𝑑 with dimension 𝑘 that is a subdo-
main of some Ϻ̂ ∈𝕄𝑘cp(ℝ𝑑) as introduced above is denoted by Ϻ ∈𝕄𝑘sd(ℝ𝑑).
If a smooth embedded submanifoldϺ of dimension 𝑘 ofℝ𝑑 is either in𝕄𝑘sd(ℝ𝑑)
or in𝕄𝑘cp(ℝ𝑑), we denote this by𝕄𝑘bd(ℝ𝑑).
2. An inverse atlas of Ϻ̂ where the stated restrictability holds will be called a
Ϻ-restrictable inverse atlas of Ϻ̂, or just restrictable inverse atlas. It will be
denoted by 𝔸Ϻ̂ ∈ ℿR(Ϻ). Furthermore, we will denote the restricted inverse
atlas 𝔸Ϻ of Ϻ again by 𝔸Ϻ ∈ ℿ(Ϻ).
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2.18 Remark: (1) We can presume by arguments presented in Sect. 9.1 of the
appendix that we are equipped with such (restrictable) inverse atlases.
(2) Unless explicitly stated otherwise, the term ESM will also include such open
domains. If they are not included, we refer to a compact ESM or an ESM without
boundary, which remain as equivalent expressions within this thesis.
(Ʒ) As any relevant properties of extended inverse atlas 𝕌Ϻ for Ϻ obtained by
restriction of 𝕌Ϻ̂ ∈ ℿexN (Ϻ̂) are retained, we can also generalise the notation of
ℿexN (Ϻ) to these: We write 𝕌Ϻ ∈ ℿexN (Ϻ) if it is obtained by restriction of 𝕌Ϻ̂ ∈
ℿexN (Ϻ̂).
Notes on other Foliations and Extensions
Although we will eﬀectively restrict ourselves in the course of this thesis to normal
foliation and normal extension, this is not the only way to obtain a foliation and ex-
tension. For example and as proposed in [76], if Ϻ = 𝜑-1{0} for an implicit function
𝜑 ∶ ℝ𝑑 →ℝ, then the gradient ∇𝜑 gives rise to gradient vector ﬁeld
ү ∶ U(Ϻ) → ℝ𝑑, ү(𝑦) ∶= ∇𝜑(𝑦)‖∇𝜑‖22
on U𝜑𝛿(Ϻ) ⊆ U(Ϻ) ⊆ U𝜑𝜚(Ϻ), where 𝜚 > 𝛿 > 0 is chosen such that 𝜑 is a smooth
submersion on
U𝜑𝜚(Ϻ) ∶= {𝑦 ∈ ℝ𝑑 ∶ |𝜑(𝑦)| ≤ 𝜚}.
Consequently, it gives rise in turn to a uniquely and well-deﬁned gradient ﬂow 𝜐
for the initial conditions
𝜕𝑡(𝜐(𝑦, 𝑡)) = ү(𝑦), 𝜐(𝑦, 𝑡) = 𝑦,𝑦 ∈ U𝜑𝜚(Ϻ)
by the Picard-Lindelöf theorem for any 𝑡 until we reach the boundary of U𝜑𝜚(Ϻ).
Moreover, we obtain the further relation
𝜑(𝜐(𝑦, 𝑡)) = 𝜑(𝑦) + 𝑡, 𝑡 ∈ 𝐼𝑦 ∶= ]−𝜑(𝑦) − 𝜚,−𝜑(𝑦) + 𝜚[.
The orbits 𝜐(𝜉, ⋅) for 𝜉 ∈ Ϻ then deﬁne our foliation 𝔽𝜑. This foliation is still
orthogonal to Ϻ in the sense that any leaf for a point 𝜉 ∈ Ϻ is orthogonal to Ϻ
at that point: the tangent (normal) space of Ϻ and the tangent (normal) space of
the leaf (as a submanifold) are mutually orthogonal at 𝜉. Furthermore, we can
directly provide a diﬀeomorphic map between neighbourhoods obtained by this
foliation and by the normal foliation: As the normal foliation must exist also in this
case, we can deﬁne for an arbitrary 𝑦 = Ψ𝑖(𝑥,𝑧) ∈ U(Ϻ) a map via
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𝑦 = Ψ𝑖(𝑥,𝑧) ↦ 𝜐(ψ𝑖(𝑥),𝑧)
which is by conception diﬀeomorphic and C-bounded on a suﬀiciently narrowU(Ϻ).
This relation leads to the following, more general deﬁnition:
2.19 Deﬁnition Let φ ∶ Ω → ℝ𝑑 be a C-bounded diﬀeomorphism such that both
Uɴԑ(Ϻ) ⋐ Ω and φ(𝑥) = 𝑥 for all 𝑥 ∈ Ϻ. Let 𝔽N be the normal foliation of Uɴԑ(Ϻ)
subordinate to Ϻ. Let (ψ𝑖,ω𝑖)𝑖∈𝐼 ∈ ℿ(Ϻ) be an inverse atlas of Ϻ and (Ψ𝑖,Ωԑ𝑖)𝑖∈𝐼 ∈
ℿexN (Ϻ) an inverse atlas of UN(Ϻ) for the normal foliation. Then we call the set
𝔽 = {φ(Νԑx) ∶ 𝑥 ∈Ϻ, Νԑx = Bɴԑ(𝑥) leaf of 𝔽N}
Ϻ-foliation or just foliation of U𝔽ԑ (Ϻ) = φ(Uɴԑ(Ϻ)). Each Fԑx ∶= φ(Νԑx) for 𝑥 ∈ Ϻ is
called a leaf of 𝔽. We call this foliation an orthogonal foliation if for any 𝑥 ∈ Ϻ
the tangent space T𝑥Ϻ and the tangent space T𝑥Fԑx of the leaf Fԑx of 𝔽 containing 𝑥
are mutually orthogonal. We call the foliation a linear foliation if any leaf is subset
of a ĸ-dimensional aﬀine subspace of ℝ𝑑 and φ is a linear map on any leaf of the
normal foliation.
2.20 Example: A particularly interesting foliation that is not orthogonal but lin-
ear can be obtained for all Ϻ ∈ 𝕄𝑘bd(ℝ𝑑) that allow for a well-deﬁned projection
onto the sphere inℝ𝑑, for example a compact hypersurface Ϻ that contains a star-
shaped domain: The vector ﬁeld obtained by normalising the position of any point
gives a suitable vector ﬁeld that is never tangent and as smooth as Ϻ. By com-
pactness it is then not hard to see that there is ԑ > 0 such that for any 𝑦 ∈ Ϻ
and υ(𝑦) ∶= 𝑦/ ∣∣𝑦∣∣2 it holds ⟨υ(𝑦), τ(𝑦)⟩ ≥ ԑ for any τ(𝑦) ∈ T𝑦Ϻ. In case of a
hypersurface, this direction can be used directly to obtain a foliation, where one
just replaces the normal direction ν(ψ(𝑥)) in the extended parameterisation for the
normal foliation by the direction υ(ψ(𝑥)). Then we could parameterise even all of
ℝ𝑑\{0} in the form
Ψυ𝑖 (𝑥,𝑧) ∶= ψ𝑖(𝑥) + 𝑧υ(ψ𝑖(𝑥)), 𝑧 ∈ ]− ∣∣ψ(𝑥)∣∣2 ,∞[.
In case of higher codimension, we would just have to choose further (ﬁxed) di-
rections that are never tangent and linearly independent of the ”point direction”
υ(ψ𝑖(𝑥)). This is easy however, as by the required uniqueness of projection of the
ESM onto the sphere there are multiple valid choices. The resulting foliation can
be made linear by suitable parameterisation. Moreover, it can yield considerably
larger neighbourhoods if necessary, as in fact the whole line from zero through the
point on the ESM can serve as a leaf.
We can in fact use any foliation to deﬁne a projection Π𝔽Ϻ ∶ U𝔽(Ϻ) →Ϻ via
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Π𝔽Ϻ ∶ 𝑧 = Ψ𝔽𝑖 (𝑥,𝑧) ↦ 𝑥,
where we deﬁne Ψ𝔽𝑖 (𝑥,𝑧) = φ𝔽(Ψ𝑖(𝑥,𝑧)) for Ψ𝑖 according to standard extended
inverse atlas (Ψ𝑖,Ωԑ𝑖)𝑖∈𝐼 ∈ ℿexN (Ϻ) based on the normal foliation and extension.
Thereby, we can also deﬁne an extension E𝔽 ∶ 𝑓 ↦ 𝑓 ∘Π𝔽Ϻ.
2.21 Remark: (1) Although the preferred extension in our theory is the normal
extension, it is sometimes in practice more convenient to use a diﬀerent extension.
If for example the maximal extent of a tubular neighbourhood of Ϻ with the closest
point property is small, then a diﬀerent extension based on for example the gradi-
ent ﬁeld construction above can lead to a signiﬁcantly larger U𝔽(Ϻ).
(2) Again, the directional derivative of an extension E𝔽𝑓 = 𝑓 ∘Π𝔽Ϻ vanishes along
the leaves of 𝔽.
2.22 Deﬁnition A regularity preserving extension 𝐹 ∶ U(Ϻ) → ℝ of a function
𝑓 ∈ C1(Ϻ,ℝ) is called an orthogonal extension if 𝜕𝐹𝜕ν (𝑥) = 0 for any ν ∈ N𝑥Ϻ and
any 𝑥 ∈Ϻ.
2.23 Remark: We do not demand that this directional derivative vanishes in points
within the whole normal space for an orthogonal extension — that property is ef-
fectively reserved for the normal foliation.
2.2 Function Spaces on Embedded Submanifolds
We now make a brief tour over function spaces. The most common spaces in ap-
proximation theory are usually either spaces of continuous diﬀerentiability of cer-
tain order — the classical spaces in which approximation theory used to take place
— or their closures under certain integral norms, so Sobolev spaces. And as soon
as one is taking the restriction R𝐹 of such a function 𝐹 to subspaces and subman-
ifolds (called a trace ͲϺ𝐹 of 𝐹), one naturally comes across fractional Sobolev
spaces. Since nowadays practical approximation theory usually takes place in
Sobolev spaces, we shall concentrate on these, and also give a short treatment
of fractional order spaces as well.
We start by giving a deﬁnition based on completion — among numerous other ways
to deﬁne these space — where we follow [1, 2]:
2.24 Deﬁnition 1. Let Ω ∈ 𝕃𝕚𝕡∗𝑑, 𝑚 ∈ ℕ0, 𝑝 ∈ [1,∞[ and 𝜕𝛼 be the partial
derivative w.r.t. multi-index 𝛼. Then we deﬁne the norm
‖𝑓‖W𝑚𝑝 (Ω) ∶=
⎛⎜
⎝
∫
Ω
𝑚
∑
𝜇=0
∑
|𝛼|=𝜇
|𝜕𝛼𝑓|𝑝⎞⎟
⎠
1/𝑝
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on the space C∞(Ω) of all smooth functions. We deﬁne the Sobolev space W𝑚𝑝 (Ω)
as the completion of the subspace of C∞(Ω) where this norm is ﬁnite.
2. Let Ϻ ∈ 𝕄𝑘bd(ℝ𝑑) be equipped with a ﬁnite inverse atlas 𝔸Ϻ = {(ψ𝑖,ω𝑖)}𝑛𝑖=1 ∈
ℿ(Ϻ). Then we deﬁne the Sobolev space W𝑚𝑝 (Ϻ) as the completion of the set of all
smooth functions 𝑓 ∶Ϻ→ℝ where
‖𝑓‖W𝑚𝑝 (Ϻ) ∶=
𝑛
∑
𝑖=1
‖𝑓 ∘ ψ𝑖‖W𝑚𝑝 (ω𝑖) < ∞.
3. In all cases, we will usually write H𝑚 for W𝑚2 . Furthermore, L𝑝 denotes the case
𝑚 = 0, as any of these is in particular a Lebesgue space.
2.25 Remark: Diﬀerent choices of the inverse atlas yield diﬀerent, yet equivalent
norms on a distinct ESM. In particular, if an ESM Ϻ ∈𝕄𝑘sd(ℝ𝑑) is an open domain
in another ESM Ϻ̂ ∈ 𝕄𝑘cp(ℝ𝑑), then the deﬁnition of the Sobolev spaces for Ϻ
is not directly obtained as a restriction of the deﬁnition for Ϻ̂, in contrast to the
Euclidean case. But by changing to the restrictable inverse atlas, we can achieve
this. In the following, we will always presume the inverse atlas to be ﬁxed if not
explicitly stated otherwise, and restrictable if open ESMs are considered.
For the relations and embeddings between these spaces, also on ESMs, we refer
the reader to the appendix and state here just that the usual Sobolev and Rellich-
Kondrachov embeddings hold. We proceed instead with some results that yield
an equivalent norm for integer order Sobolev spaces on ESMs based on normal
extensions as introduced above. The statement and proof are very similar to the
results given in [76] or [82], and we postpone the proof to the appendix:
2.26 Theorem If Ϻ ∈ 𝕄𝑘bd(ℝ𝑑) is contained in a family Uℎ(Ϻ) of tubular neigh-
bourhoods with 0 < ℎ < ℎ0, then there are ﬁxed 𝑎1, 𝑎2 > 0 independent of ℎ such
that for any𝐹 ∈W𝑚𝑝 (Uℎ(Ϻ)) and inverse atlas𝕌Ϻ = (Ψ𝑖,Ωℎ𝑖 )𝑖∈𝐼 ∈ ℿexN (Ϻ) ofUℎ(Ϻ)
𝑎1‖𝐹‖W𝑚𝑝 (Uℎ(Ϻ)) ≤ ∑𝑖∈𝐼
‖𝐹 ∘Ψ𝑖‖W𝑚𝑝 (Ωℎ𝑖 ) ≤ 𝑎2‖𝐹‖W𝑚𝑝 (Uℎ(Ϻ)).
Additionally, it holds for any 𝑓 ∈W𝑚𝑝 (Ϻ) and suitable 𝑏1, 𝑏2 independent of ℎ
𝑏1ℎĸ/𝑝‖𝑓‖W𝑚𝑝 (Ϻ) ≤ ‖EN𝑓‖W𝑚𝑝 (Uℎ(Ϻ)) ≤ 𝑏2ℎ
ĸ/𝑝‖𝑓‖W𝑚𝑝 (Ϻ).
In particular, a specialised version of this theorem emphasises the relation between
diﬀerent extents of the tubular neighbourhoods that are still proportional to some
parameter 0 < ℎ < ℎ0:
2.27 Corollary In the setting of the last result, let 𝑎,𝑏 > 0. Then it holds for all
0 < ℎ < ℎ0, any 𝑓 ∈W𝑚𝑝 (Ϻ) and suitable c1,c2 > 0 independent of ℎ,𝑎,𝑏 that
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c1𝑎−ĸ/𝑝ℎ−ĸ/𝑝‖EN𝑓‖W𝑚𝑝 (U𝑎ℎ(Ϻ)) ≤ ‖𝑓‖W𝑚𝑝 (Ϻ) ≤ c2𝑏
−ĸ/𝑝ℎ−ĸ/𝑝‖EN𝑓‖W𝑚𝑝 (U𝑏ℎ(Ϻ)).
Consequently, all three norms are equivalent for ﬁxed choices of 𝑎 and 𝑏.
As soon as it comes to ESMs, one is naturally confronted with the problem of tak-
ing traces of functions deﬁned in the ambient space. In order to keep as much
regularity as possible, this will necessarily lead to leaving the Sobolev spaces of
integer order behind, and we will have to turn to more elaborate constructions.
This leads to certain fractional order spaces and in the end also to Besov spaces.
One way to deﬁne suitable fractional order spaces — with the alternative naming
Slobodeckij spaces — is as follows (cf. [1, 2, 32, 98, 96, 100]), where we restrict
ourselves to the Hilbert case as the only one we are eﬀectively interested in:
2.28 Deﬁnition Let Ω ∈ 𝕃𝕚𝕡∗𝑑. Then we deﬁne for 0 < 𝑠 < 1,𝑚 ∈ ℕ0 the norm
‖𝑓‖H𝑚+𝑠 ∶= ‖𝑓‖H𝑚 + ⎛⎜
⎝
∫
Ω×Ω
∑
|𝛼|=𝑚
|𝜕𝛼𝑓(𝑥) − 𝜕𝛼𝑓(𝑧)|2
‖𝑥 − 𝑧‖𝑑+2𝑠2
𝑑𝑥𝑑𝑧⎞⎟
⎠
1/2
on the space of all smooth functions where this norm is ﬁnite. We deﬁne the frac-
tional Sobolev space (or Slobodeckij space) H𝑚+𝑠(Ω) as their completion in that
norm. We further deﬁne H𝑚+𝑠(Ϻ) for Ϻ ∈𝕄𝑘bd(ℝ𝑑) as above by completion under
‖𝑓‖H𝑚+𝑠(Ϻ) ∶=
𝑛
∑
𝑖=1
‖𝑓 ∘ ψ𝑖‖H𝑚+𝑠(ω𝑖).
for a ﬁnite inverse atlas 𝔸Ϻ = {(ψ𝑖,ω𝑖)}𝑛𝑖=1 ∈ ℿ(Ϻ).
The following fact about Sobolev and Slobodeckij spaces due to [32],[87], [93, §3,
Thm. 5], [99] is of signiﬁcant importance. Thereby, we can directly transfer a
property that holds in ℝ𝑑 for one of those spaces also into the respective space on
a subdomain Ω ∈ 𝕃𝕚𝕡𝑑:
2.29 Proposition If Ω ∈ 𝕃𝕚𝕡𝑑 and 1 ≤ 𝑝 < ∞, then there is an extension operator
EΩ ∶ W𝑚𝑝 (Ω) → W𝑚𝑝 (ℝ𝑑) independent of 0 ≤ 𝑚 < ∞ such that for any 𝑓 ∈ W𝑚𝑝 (Ω)
and ﬁxed c > 0
∣∣EΩ𝑓∣∣W𝑚𝑝 (ℝ𝑑) ≤ c ∣∣𝑓∣∣W𝑚𝑝 (Ω) .
The same holds also for H𝑟(Ω), and the operator is independent of 0 ≤ 𝑟 < ∞.
As stated in the introduction, we present a more thorough treatment of these
spaces on submanifolds in the appendix. Here, we restrict ourselves to the state-
ment that the usual properties like Sobolev embeddings or norm equivalence under
diﬀeomorphic maps hold. Proofs or references are given in the appendix. There,
we also present some further consequences of function space interpolation in our
setting, a short note on Besov spaces and the proofs for the statements in the re-
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maining sections of this chapter. At this point, we shall only give one very important
property that is deduced in the appendix as well, the interpolation property:
2.30 Proposition LetΩ1 ∈ 𝕃𝕚𝕡∗𝑑1,Ω2 ∈ 𝕃𝕚𝕡
∗
𝑑2. Let 𝑟 = 𝜃𝑟1+(1−𝜃)𝑟2 for 𝜃 ∈ ]0, 1[
and reals 0 ≤ 𝑟1 ≤ 𝑟2 < ∞ and let 𝜚 = 𝜃𝜚1 + (1 − 𝜃)𝜚2 for reals 0 ≤ 𝜚1 ≤ 𝜚2 < ∞.
If Λ ∶ H𝑟𝑖(Ω1) ↦ H𝜚𝑖(Ω2) is bounded for 𝑖 = 1, 2, then Λ ∶ H𝑟(Ω1) ↦ H𝜚(Ω2) is
bounded as well and
||Λ||H𝑟→H𝜚 ≤ cΩ ||Λ||𝜃H𝑟1→H𝜚1 ||Λ||
(1−𝜃)
H𝑟2→H𝜚2 .
If a family {Λℎ}0<ℎ<ℎ0 of such operators satisﬁes
∣∣Λℎ∣∣𝜃H𝑟1→H𝜚1 ≤ c1ℎ
𝜆1 and ∣∣Λℎ∣∣(1−𝜃)H𝑟2→H𝜚2 ≤ c2ℎ
𝜆2,
then we have in particular the relation ∣∣Λℎ∣∣H𝑟→H𝜚 ≤ cℎ
𝜆1⋅𝜃+𝜆2⋅(1−𝜃).
2.2.1 Trace Theorems
The spaces just introduced give us the key to take traces of functions𝐹 ∶ U(Ϻ) → ℝ
on ESMs. These results are usually given for Ω ∈ 𝕃𝕚𝕡𝑑 or ℝ𝑑 and Ω𝑘 = Ω∩ (ℝ𝑘 ×
{0}𝑑−𝑘) orℝ𝑘 ×{0}𝑑−𝑘, but since we have a ﬁnite set of Lipschitz parameter spaces
and C-bounded parameterisations, they generalise directly to ESMs.
To this end, we deﬁne now the restriction ͲϺ ∶ C∞(ℝ𝑑) → C∞(Ϻ) pointwise and
for the fractional and integer Sobolev spaces via completion. Then we obtain the
following trace theorems, for which we present literature references and proofs of
certain generalising aspects in Sect. 9.2.5 of the appendix.
2.31 Theorem — Integer Trace Theorem —
1. Let Ϻ ∈ 𝕄𝑘bd(ℝ𝑑) be equipped with ﬁnite inverse atlas 𝔸Ϻ = {(ψ𝑖,ω𝑖)}𝑖∈𝐼 ∈
ℿ(Ϻ) and let U(Ϻ) ∈ 𝕃𝕚𝕡𝑑 be some ambient tubular neighbourhood of Ϻ with
ﬁxed extent 𝜚 > 0. Let 𝐹 ∈ W𝑚𝑝 (U(Ϻ)) for some 1 ≤ 𝑝 < ∞ and 𝑚 ∈ ℕ. Then
ͲϺ𝐹 ∈W𝜇𝑝(Ϻ) for any 𝜇 ∈ ℕ0 with 𝜇<𝑚− 𝑑−𝑘𝑝 (𝜇≤𝑚− 𝑑−𝑘𝑝 in case 𝑝 = 1) and
‖ͲϺ𝐹‖W𝜇𝑝(Ϻ) ≤ c ‖𝐹‖W𝑚𝑝 (U(Ϻ)).
2. Let 𝑓 ∈ W𝑚𝑝 (Ϻ) for some Ϻ ∈ 𝕄𝑘bd(ℝ𝑑) and some 1 ≤ 𝑝 < ∞ and 𝑚 ∈ ℕ. Take
some open and bounded Ϻ0 ∈ 𝕄𝑘bd(ℝ𝑑) with Ϻ0 ⋐ Ϻ that has nonempty smooth
boundary Γ. Then ͲΓ𝑓 ∈W𝜇𝑝(Γ) for any 𝜇 < 𝑚 and
‖ͲΓ𝑓‖W𝜇𝑝(Γ) ≤ c ‖𝑓‖W𝑚𝑝 (Ϻ0).
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Things become more involved when one is willing to consider fractional orders.
The gain we can hope for in that setting is that if we consider fractional spaces,
the loss of regularity might be considerably lower than implied by the integer case,
and so we could hope for tighter relations in future approximation results.
Unfortunately, taking traces of Sobolev spaces will not necessarily bring you into
a Sobolev space as the most regular space to end up in, not even a fractional one.
But there is one important exception to this: Whenever 𝑝 = 2, then everything
coincides and we are in a Slobodeckij space. So this is the case we go for:
2.32 Theorem — Fractional Trace Theorem —
Let Ϻ ∈ 𝕄𝑘bd(ℝ𝑑) have ﬁnite inverse atlas 𝔸Ϻ = {(ψ𝑖,ω𝑖)}𝑖∈𝐼 ∈ ℿ(Ϻ) and let
U(Ϻ) ∈ 𝕃𝕚𝕡𝑑 be some tubular neighbourhood of Ϻ with ﬁxed extent 𝜚 > 0 and ex-
tended inverse atlas {(Ψ𝑖,Ω𝑖)}𝑖∈𝐼 ∈ ℿexN (Ϻ) subordinate to 𝔸Ϻ. Let 𝐹 ∈ H𝑟(U(Ϻ))
for 𝑟> 𝑑−𝑘2 . Then ͲϺ𝐹 ∈ H
𝜚(Ϻ) for 𝜚 = 𝑟 − 𝑑−𝑘2 > 0 and
‖ͲϺ𝐹‖H𝜚(Ϻ) ≤ c ‖𝐹‖H𝑟(U(Ϻ)).
Conversely, there is also a bounded extension operator EUϺ ∶ H𝜚(Ϻ) → H𝑟(U(Ϻ)),
so for any 𝑔 ∈ H𝜚(Ϻ)
∣∣EUϺ𝑔∣∣H𝑟(U(Ϻ)) ≤ c ∣∣𝑔∣∣H𝜚(Ϻ) .
Again, this extension operator is independent of 𝜚 and thus universally applicable
for any 𝜚 > 0 and 𝑟 = 𝜚+ ĸ/2. All statements remain valid if one replaces U(Ϻ) by
Ϻ and Ϻ by some ESM Γ ∈𝕄ℓbd(Ϻ) for 0 < ℓ < 𝑘.
The proof of this theorem for ESMs, given in the appendix by deduction from results
on linear subspaces, yields in particular the following additional result:
2.33 Corollary — Chart Trace Theorem —
In the setting of the last theorem it holds for any pair (ψ,ω) from the inverse atlas
𝔸Ϻ ∈ ℿ(Ϻ), corresponding (Ψ,Ω) ∈ 𝕌Ϻ ∈ ℿexN (Ϻ) and 𝐹 ∈ H𝑟(U(Ϻ)) that
‖Ͳω(𝐹 ∘Ψ)‖H𝜚(ω) ≤ c ‖𝐹‖H𝑟(Ψ(Ω)) ≤ c ‖𝐹‖H𝑟(U(Ϻ)).
Conversely, there is a bounded extension operator EUω ∶ H𝜚(ω) → H𝑟(U(Ϻ)) such
that for any 𝑔 such that 𝑔 ∘ ψ ∈ H𝜚(ω)
∣∣EUω𝑔∣∣H𝑟(U(Ϻ)) ≤ c ∣∣(𝑔 ∘ ψ)∣∣H𝜚(ω) .
2.34 Remark: (1) All results on traces also hold for any other Lipschitz neigh-
bourhood of an ESM that contains a tubular neighbourhood of ﬁxed extent, and
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the extension results for any Lipschitz neighbourhood of an ESM that is itself con-
tained in such a tubular neighbourhood. Both come directly by restriction.
(2) Note that we cannot say anything about traces when 𝜚 = 0. There, the respec-
tive results will in fact fail; and while there are other conditions under which one
can indeed achieve a trace (cf. [88, Cor. 3.17 etc.]), these conditions will no longer
ﬁt into our theory as they apply to 𝑝 ≤ 1 only, so we omit them here.
Nonetheless, there is at least one speciﬁc situation where we have some kind of
result when taking traces even in case 𝜚 = 0: Namely if we start fromϺ in the right
manner. Then we can give a result on traces that is concerned with extensions
based on foliations. Its main purpose is to point out that the trace of a function
extended from an ESM into a suitable neighbourhood by the normal (or any other
foliation-based) extension is the function we started with:
2.35 Theorem — Foliation Trace Theorem —
Let Ϻ ∈ 𝕄𝑘bd(ℝ𝑑) have the ﬁnite inverse atlas 𝔸Ϻ = {(ψ𝑖,ω𝑖)}𝑛𝑖=1 ∈ ℿ(Ϻ) and let
U(Ϻ) ∈ 𝕃𝕚𝕡𝑑 be some tubular neighbourhood of Ϻ with ﬁxed extent 𝜚 > 0. If then
𝑓 ∈W𝑚𝑝 (Ϻ) it holds ͲϺEN𝑓 ∈W𝑚𝑝 (Ϻ) and
∣∣𝑓 − ͲϺEN𝑓∣∣W𝑚𝑝 (Ϻ) = 0.
We also have the following result, which gives us an universal extension operator
for ESMs that corresponds to the extensions from Euclidean domains to ℝ𝑑:
2.36 Theorem — Manifold Extension Theorem —
Let Ϻ ∈ 𝕄𝑘bd(ℝ𝑑) be equipped with inverse atlas 𝔸Ϻ = {(ψ𝑖,ω𝑖)}𝑛𝑖=1 ∈ ℿ(Ϻ). Let
furtherϺ0 ∈𝕄𝑘bd(ℝ𝑑) be an open subdomainϺ0 ⋐Ϻ that is an ESM of dimension
𝑘 in its own right. Then there is an extension operator E ∶ H𝑟(Ϻ0) → H𝑟(Ϻ) such
that for any 𝑟 > 0 and any 𝑔 ∈ H𝑟(Ϻ0)
∣∣E𝑔∣∣H𝑟(Ϻ) ≤ c ∣∣𝑔∣∣H𝑟(Ϻ0) .
This holds also if one replaces Ϻ0 by an arbitrary parameter space ω with corre-
sponding parameterisation ψ according to the inverse atlas in the sense
∣∣EϺω𝑔∣∣H𝑟(Ϻ) ≤ c ∣∣𝑔 ∘ ψ∣∣H𝑟(ω) .
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2.2.2 Friedrichs’ Inequality
Friedrichs’ Inequality is an important tool in functional analysis and particularly
in the treatment of partial diﬀerential equations. For us, it will be important in
bounding 𝐹− ENͲϺ𝐹 for suitable functions 𝐹 deﬁned on some U(Ϻ). However, a
clear drawback in particular in this application is the restriction in the dimension
of the ambient space, as the oﬀset to the ESM dimension must not be greater than
one in the classical formulation of the inequality. Since we are going to investigate
ESMs also in cases where the codimension is greater than one, there is a natural
need for an extended result. We present it here, while we postpone the technical
proof to Sect. 9.2.6 in the appendix:
2.37 Theorem — Multicodimensional Friedrichs’ Inequality —
Let ω ∈ 𝕃𝕚𝕡𝑘 and let Ωℎ = ω × B
ĸ
ℎ[0] for 0 < ℎ < ℎ0. Let 𝐹 ∈ Wĸ𝑝(Ωℎ) for some
1 ≤ 𝑝 < ∞ be a continuous function that vanishes on ω. Then we have the relation
‖𝐹‖𝑝L𝑝(Ωℎ) ≤ c
ĸ
∑
ℓ=1
ℎ𝑝⋅ℓ ∑
|𝛼|=ℓ
𝛼1=...=𝛼𝑘=0
‖𝜕𝛼𝐹‖𝑝L𝑝(Ωℎ).
We also give a tightened variant of this relation for functions that are polynomials
of ﬁxed degree on each {𝑥}×Bĸℎ[0], where the codimension plays no role anymore.
Again, the proof is postponed to the appendix.
2.38 Theorem — Leafwise Polynomial Friedrichs’ Inequality —
Let ω ∈ 𝕃𝕚𝕡𝑘 and let Ωℎ = ω × B
ĸ
ℎ[0]. Let 𝐹 ∈ W1𝑝(Ωℎ) for some 1 ≤ 𝑝 < ∞ be
a continuous function that vanishes on ω. Let further the restriction of 𝐹 to any
{𝑥} × Bĸℎ[0] be a polynomial of maximal degree 𝑛 ∈ ℕ. Then we have the relation
‖𝐹‖𝑝L𝑝(Ωℎ) ≤ cℎ
𝑝 ∑
|𝛼|=1
𝛼1=...=𝛼𝑘=0
‖𝜕𝛼𝐹‖𝑝L𝑝(Ωℎ)
for a constant c = c (𝑛) > 0 independent of 𝐹 and ℎ.
2.39 Remark: While Theorem 2.37 would work out in the same manner also for
other foliations, the latter result Theorem 2.38 requires the foliation to be linear,
as in this case the restriction of a polynomial to a leaf is always a polynomial of the
same order in both image and preimage of the foliation parameterisation.
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Chapter 3
Ambient Approximation Theory
The core of this chapter is the investigation of approximation operators AϺ for
functions on ESMs that are deﬁned by a roundtrip over some ambient neighbour-
hood U(Ϻ). Essentially, they all apply the following common concept: Given an
approximation operator A on some function space deﬁned in U(Ϻ), we make the
choice
Aɴ = ͲϺAEN
or more generally A𝔽 = ͲϺAE𝔽 for some other foliation-based extension E𝔽. By
this approach, we will be able to transfer many of the extrinsic properties of A to
the intrinsic setting. In particular, if we have a family (Aℎ)0<ℎ<ℎ0 with approxi-
mation order ℎ𝜆, we ask what we can say about the approximation order of the
corresponding (Aɴℎ)0<ℎ<ℎ0. We will see that under mild additional assumptions and
for suitable approximation spaces like tensor product splines (TP-splines), we will
be able to maintain the approximation order also in the intrinsic setting.
To be more precise, we will ﬁrst present results that can be stated for general
classes of approximation operators, before we turn to the important concepts of
quasi-interpolation and quasi-projection. These will be discussed in further detail
and exempliﬁed by suitable operators for TP-splines, and we will ﬁnish this chapter
by providing results for approximation of the derivatives along the normals of Ϻ,
which will turn out to be crucial in upcoming chapters.
In the whole course of this chapter, Ϻ is an ESM of dimension 𝑘 and codimen-
sion ĸ, and U(Ϻ) is an ambient tubular neighbourhood equipped with the closest
point property (or its equivalent for another foliation based projection). Both are
equipped with their respective ﬁnite C-bounded Lipschitz inverse atlases. All the
results presented for EN remain valid if one replaces our standard example EN with
some other foliation based extension E𝔽 if not explicitly stated otherwise.
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3.1 General Approximation Operators
We do already have two tools at hand that can provide us with approximation re-
sults for restrictions: One is the trace theorem, the other is our version of Friedrichs’
inequality.
However, if we look for an application of the trace theorem, then we loose some
regularity and would therefore also expect to loose some approximation order: If
we have Aɴℎ = ͲϺAℎEN and
‖EN𝑓− AℎEN𝑓‖H𝜚(U(Ϻ)) ≤ cℎ𝑟−𝜚‖EN𝑓‖H𝑟(U(Ϻ)),
we could only deduce the presumably suboptimal relation
‖𝑓 − Aɴℎ𝑓‖H𝜚− ĸ2 (Ϻ) ≤ cℎ
𝑟−𝜚‖𝑓‖H𝑟(Ϻ).
We could overcome this by application of the universal extension EϺ ∶ H𝑟(Ϻ) →
H𝑟+𝑑−𝑘2 (U(Ϻ)) and deduce from
‖EϺ𝑓− AℎEϺ𝑓‖H𝜚+ ĸ2 (U(Ϻ)) ≤ cℎ
𝑟−𝜚‖EϺ𝑓‖H𝑟+ ĸ2 (U(Ϻ)
that for AϺℎ ∶= ͲϺAℎEϺ
‖𝑓 − AϺℎ𝑓‖H𝜚(Ϻ) ≤ cℎ𝑟−𝜚‖𝑓‖H𝑟(Ϻ),
but this extension is hardly ever known in practice. And that approach has another
drawback: In contrast to the use of EN, the use of EϺ does usually not imply ap-
proximately vanishing normal derivatives, which will turn out to be crucial in forth-
coming chapters. So these direct results are rather unpleasant: We have either to
expect some loss in the approximation order or we have to rely on an extension
operator that is hardly ever known explicitly. Therefore, we need to take another
approach. This will indeed be capable of maintaining approximation orders while
employing extensions that are practically applicable, and it relies on the following
deﬁnition:
3.1 Deﬁnition Let (U𝑎ℎ(Ϻ))ℎ<ℎ0, (U𝑏ℎ(Ϻ))ℎ<ℎ0 be two families of tubular neigh-
bourhoods for ﬁxed 0 < 𝑎 ≤ 𝑏 < ∞. Let F(U𝑏ℎ(Ϻ)),G(U𝑎ℎ(Ϻ)) be function spaces.
Let 𝐹 be an arbitrary function that is contained in F(U𝑏ℎ(Ϻ)) and G(U𝑎ℎ(Ϻ)) for
all ℎ < ℎ0. Then a family (Aℎ)ℎ<ℎ0 of approximation operators mapping F(U𝑏ℎ(Ϻ))
to G(U𝑎ℎ(Ϻ)) for each ℎ < ℎ0 is called local relative toϺwith approximation order
𝜆 if it satisﬁes the relation
∣∣𝐹 − Aℎ𝐹∣∣G(U𝑎ℎ(Ϻ)) ≤ cℎ
𝜆 ||𝐹||F(U𝑏ℎ(Ϻ))
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with a generic constant c > 0 that is independent of 𝐹 and ℎ in particular.
3.2 Remark: We will see later that for appropriate choices of the neighbourhoods,
suitable quasi-interpolation approaches for TP-splines are local relative to Ϻ for
ESMs without boundary.
The next theorem, which is a generalisation of results from [75, 76, 82] to a setting
with higher codimensions, is now giving us the desired reproduction of approxi-
mation orders. But that comes at the price of increasingly limited range as the
codimension increases:
3.3 Theorem Let (U𝑎ℎ(Ϻ))ℎ<ℎ0, (U𝑏ℎ(Ϻ))ℎ<ℎ0 be two families of tubular neigh-
bourhoods with 0 < 𝑎 ≤ 𝑏 < ∞ and let 𝑚 ∈ ℕ, 1 ≤ 𝑝 < ∞. Let (Aℎ)ℎ<ℎ0 be a
family of approximation operators local relative to Ϻ that map W𝑚𝑝 (U𝑏ℎ(Ϻ)) into
W𝜇𝑝(U𝑎ℎ(Ϻ)) for ﬁxed integer 𝜇 ∈ {0, ...,𝑚−ĸ}. Let further for any 𝜆 ∈ {𝜇, ..., 𝜇+ĸ}
hold
∣∣𝐹 − Aℎ𝐹∣∣W𝜆𝑝(U𝑎ℎ(Ϻ)) ≤ cℎ
𝑚−𝜆 ||𝐹||W𝑚𝑝 (U𝑏ℎ(Ϻ)) .
Then Aɴℎ ∶= ͲϺAℎEN satisﬁes for any 𝑓 ∈W𝑚𝑝 (Ϻ) the relation
∣∣𝑓 − Aɴℎ𝑓∣∣W𝜇𝑝(Ϻ) ≤ cℎ
𝑚−𝜇 ∣∣𝑓∣∣W𝑚𝑝 (Ϻ) .
Proof: We give the proof using ideas of [75, 76, 82] for the case of codimension
one. To simplify notation in the subsequent arguments, we make the abbreviations
⃡⃡ ⃡⃡ ⃡⃡𝐹 = EN𝑓, 𝐹ℎ = Aℎ ⃡⃡ ⃡⃡ ⃡⃡𝐹, ⃡⃡ ⃡⃡ ⃡⃡𝐹ℎ = ENͲϺ𝐹ℎ, Uℎ = Uℎ(Ϻ), U𝑎ℎ = U𝑎ℎ(Ϻ), U𝑏ℎ = U𝑏ℎ(Ϻ).
Then we choose an arbitrary single pair (ψ,ω) from inverse atlas 𝔸Ϻ ∈ ℿ(Ϻ) and
corresponding pairs (Ψ,Ω𝑎ℎ), (Ψ,Ω𝑏ℎ) for the parameterisations of the neighbour-
hoods by the normal foliation. By the norm equivalences of Theorem 2.26 and the
fact that 𝑎 > 0 is ﬁxed, we obtain the relation
‖𝑓 − Aɴℎ𝑓‖W𝜇𝑝(ψ(ω)) ≤ cℎ
−ĸ/𝑝‖⃡⃡ ⃡⃡ ⃡⃡𝐹 − ⃡⃡ ⃡⃡ ⃡⃡𝐹ℎ‖W𝜇𝑝(Ψ(Ω𝑎ℎ))
≤ cℎ−ĸ/𝑝 (‖⃡⃡ ⃡⃡ ⃡⃡𝐹 −𝐹ℎ‖W𝜇𝑝(Ψ(Ω𝑎ℎ)) + ‖𝐹ℎ − ⃡⃡⃡⃡ ⃡⃡𝐹ℎ‖W𝜇𝑝(Ψ(Ω𝑎ℎ))) . (3.3.1)
The ﬁrst summand there can be bounded by our hypothesis as
‖⃡⃡ ⃡⃡ ⃡⃡𝐹 −𝐹ℎ‖W𝜇𝑝(Ψ(Ω𝑎ℎ)) ≤ ‖⃡⃡ ⃡⃡ ⃡⃡𝐹 −𝐹ℎ‖W𝜇𝑝(U𝑎ℎ) ≤ cℎ
𝑚−𝜇‖⃡⃡ ⃡⃡ ⃡⃡𝐹‖W𝑚𝑝 (U𝑏ℎ)
≤ cℎĸ/𝑝ℎ𝑚−𝜇‖𝑓‖W𝑚𝑝 (Ϻ) ≤ cℎ
𝑚−𝜇+ĸ/𝑝‖𝑓‖W𝑚𝑝 (Ϻ). (3.3.2)
For the second summand we have to work a bit harder: We obtain once again by
equivalence of Sobolev norms under diﬀeomorphisms that
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‖𝐹ℎ − ⃡⃡⃡⃡ ⃡⃡𝐹ℎ‖W𝜇𝑝(Ψ(Ω𝑎ℎ)) = ∑
|𝛽|≤𝜇
‖𝜕𝛽(𝐹ℎ − ⃡⃡⃡⃡ ⃡⃡𝐹ℎ)‖W𝜇𝑝(Ψ(Ω𝑎ℎ))
≤ c ∑
|𝛼|≤𝜇
‖𝜕𝛼(𝐹ℎ ∘ Ψ− ⃡⃡⃡⃡ ⃡⃡𝐹ℎ ∘ Ψ)‖W𝜇𝑝(Ω𝑎ℎ). (3.3.3)
Now we partition the multi-index 𝛼 = (𝛼1, ..., 𝛼𝑑) into 𝛼 = (𝛼k⃮⃮⃮⃮⃮, 𝛼ĸ⃯⃯⃯⃯⃯), where 𝛼k⃮⃮⃮⃮⃮ are
the ﬁrst 𝑘 entries, and 𝛼ĸ⃯⃯⃯⃯⃯ are the last ĸ entries. Then we distinguish two cases:
Case one is that |𝛼ĸ⃯⃯⃯⃯⃯| > 0. In that case, we ﬁrst clarify that for 𝑓ℎ ∶= ͲϺ𝐹ℎ, the very
deﬁnition of EN yields (EN𝑓ℎ)(Ψ(𝑥,𝑧)) = 𝑓ℎ(ψ(𝑥)). Hence we have
𝜕𝛼k⃮⃮⃮⃮⃮𝑥 𝜕
𝛼ĸ⃯⃯⃯⃯⃯
𝑧 (⃡⃡ ⃡⃡ ⃡⃡𝐹ℎ ∘ Ψ) = 0.
Using the same argument again we obtain 𝜕𝛼k⃮⃮⃮⃮⃮𝑥 𝜕
𝛼ĸ⃯⃯⃯⃯⃯
𝑧 (⃡⃡ ⃡⃡ ⃡⃡𝐹 ∘ Ψ) = 0, so in particular
𝜕𝛼k⃮⃮⃮⃮⃮𝑥 𝜕
𝛼ĸ⃯⃯⃯⃯⃯
𝑧 (𝐹ℎ ∘ Ψ− ⃡⃡⃡⃡ ⃡⃡𝐹ℎ ∘ Ψ) = 𝜕
𝛼k⃮⃮⃮⃮⃮
𝑥 𝜕
𝛼ĸ⃯⃯⃯⃯⃯
𝑧 (𝐹ℎ ∘ Ψ− ⃡⃡⃡⃡ ⃡⃡𝐹 ∘ Ψ).
Now we can exploit the approximation power of Aℎ: Because of norm equivalence
under diﬀeomorphisms, the norm equivalences of Theorem 2.26 and because |𝛼| ≤
𝜇 we have
‖𝜕𝛼(𝐹ℎ ∘ Ψ− ⃡⃡⃡⃡ ⃡⃡𝐹 ∘ Ψ)‖L𝑝(Ω𝑎ℎ) ≤ c ‖𝐹ℎ − ⃡⃡⃡⃡ ⃡⃡𝐹‖W𝜇𝑝(Ψ(Ω𝑎ℎ)) ≤ c ‖𝐹ℎ − ⃡⃡⃡⃡ ⃡⃡𝐹‖W𝜇𝑝(U𝑎ℎ(Ϻ))
≤ cℎ𝑚−𝜇‖⃡⃡ ⃡⃡ ⃡⃡𝐹‖W𝑚𝑝 (U𝑏ℎ(Ϻ)) ≤ cℎ
𝑚−𝜇+ĸ/𝑝‖𝑓‖W𝑚𝑝 (Ϻ). (3.3.4)
In the second case we have |𝛼ĸ⃯⃯⃯⃯⃯| = 0. We abbreviate 𝑅ℎ ∶= 𝐹ℎ ∘ Ψ− ⃡⃡⃡⃡ ⃡⃡𝐹ℎ ∘ Ψ and ﬁnd
all the requirements of the multicodimensional Friedrichs’ inequality from Theo-
rem 2.37 fulﬁlled. So we obtain
‖𝜕𝛼k⃮⃮⃮⃮⃮𝑥 𝑅ℎ‖𝑝L𝑝(Ω𝑎ℎ) ≤ c
ĸ
∑
ℓ=1
ℎ𝑝⋅ℓ ∑
|𝛽|=ℓ
‖𝜕𝛼k⃮⃮⃮⃮⃮𝑥 𝜕𝛽𝑧𝑅ℎ‖𝑝L𝑝(Ω𝑎ℎ).
Proceeding as before in (3.3.4) for any 𝛽, since we still have |𝛼|+|𝛽| ≤ |𝛼|+ĸ ≤ 𝜇+ĸ
but now with some derivative in the last ĸ coordinates, we obtain as in (3.3.4) that
‖𝜕𝛼k⃮⃮⃮⃮⃮𝑥 𝜕𝛽𝑧𝑅ℎ‖𝑝L𝑝(Ω𝑎ℎ) ≤ ‖𝜕
𝛼k⃮⃮⃮⃮⃮
𝑥 𝜕𝛽𝑧(𝐹ℎ ∘ Ψ− ⃡⃡⃡⃡ ⃡⃡𝐹 ∘ Ψ)‖L𝑝(Ω𝑎ℎ) ≤ cℎ
(𝑚−𝜇−|𝛽|)𝑝+ĸ‖𝑓‖𝑝W𝑚𝑝 (Ϻ),
and so by summation
‖𝜕𝛼k⃮⃮⃮⃮⃮𝑥 𝑅ℎ‖𝑝L𝑝(Ω𝑎ℎ) ≤ c
ĸ
∑
ℓ=1
ℎ𝑝⋅ℓ ∑
|𝛽|=ℓ
ℎ(𝑚−𝜇−ℓ)𝑝+ĸ‖𝑓‖𝑝W𝑚𝑝 (Ϻ) ≤ cℎ
(𝑚−𝜇)𝑝+ĸ‖𝑓‖𝑝W𝑚𝑝 (Ϻ).
Again by the norm equivalence of Theorem 2.26 and regardless of the particular
choice of 𝛼, we obtain the relation
‖𝜕𝛼(𝐹ℎ ∘ Ψ− ⃡⃡⃡⃡ ⃡⃡𝐹ℎ ∘ Ψ)‖L𝑝(Ω𝑎ℎ) ≤ ℎ
𝑚−𝜇+ĸ/𝑝‖𝑓‖W𝑚𝑝 (Ϻ).
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Reinserting into (3.3.1) and taking all necessary sums over all inverse atlas ele-
ments yields the desired result, as the inverse atlas was ﬁnite by assumption. q
3.4 Remark: The restriction in terms of ĸ is the main drawback of this result, as
it can restrict the applicable norms signiﬁcantly. Later in this chapter, we will be
able to give an improved result for TP-splines and linear foliations that reduces this
loss to 1, regardless of the actual codimension ĸ.
3.2 Quasi-Projection and Polynomial Reproduction
3.2.1 Deﬁnition and Approximation Power
The concept of quasi-interpolation (and more speciﬁcally quasi-projection, cf. e.g.
[68, 89]) is vital to many approximation results in univariate and multivariate set-
tings, and it is inevitably encountered alongside the concept of polynomial repro-
duction. The basic idea for both is simple, and the theoretical results achievable
thereby have important practical consequences in many approximation methods,
one of which, based on tensor product splines, we have already announced to re-
vise in further detail hereafter. But before we come to that, we will brieﬂy revise
the general concepts of quasi-interpolation and quasi-projection. We begin with
the following deﬁnition (cf. [68]):
3.5 Deﬁnition Let F be an arbitrary Banach space of functions. Let (𝜑𝑖)𝑖∈𝐼 be
a family of linearly independent elements of F that span a subspace F1 and satisfy
∣∣𝜑𝑖∣∣F ≤ 𝑏 for ﬁxed 𝑏 and any 𝑖 ∈ 𝐼. Let further (Λ𝑖)𝑖∈𝐼 be a family of uniformly
bounded functionals on F, so ∣∣Λ𝑖∣∣ < c for some global constant c > 0. Then the
corresponding quasi-interpolant for any 𝑓 ∈ F is given as
Ϙ𝑓 = ∑
𝑖∈𝐼
Λ𝑖(𝑓) ⋅ 𝜑𝑖.
If we take the special case of Lebesgue spaces with index 𝑝 ∈ ]1,∞[ over ℝ𝑑 and
choose its Hölder dual 𝑝⋆ = 𝑝/(𝑝 − 1), then a quasi-projection is the operation
Q𝑓 = ∑
𝑖∈𝐼
⟨𝑓,𝜑⋆𝑖 ⟩ ⋅ 𝜑𝑖 with ⟨𝑓,𝜑⋆𝑖 ⟩ = ∫𝑓 ⋅ 𝜑⋆𝑖 ,
for functions {𝜑⋆𝑖 }𝑖∈𝐼 ⊆ L𝑝⋆(ℝ𝑑) with ∣∣𝜑⋆𝑖 ∣∣L𝑝⋆ ≤ 𝑏. The quasi-projection is further
called a local quasi-projection if there is a ﬁxed 𝑎0 > 0 and a set of points {ζ𝑖}𝑖∈𝐼
such that any cube of unit length in ℝ𝑑 contains at most ո0 of these points for a
ﬁxed ո0 ∈ ℕ and it holds
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supp𝜑𝑖 ∪ supp𝜑⋆𝑖 ⊆ [−𝑎0, 𝑎0]𝑑 + ζ𝑖.
3.6 Remark: Fixed quasi-interpolation operators Ϙ can yield others by simple
scaling, and provided the operators are scaled suitably, the operator norms of Λ𝑖
and its ℎ-scaled versionΛ𝑖,ℎ coincide. In particular (cf. [68]), ﬁxed quasi-projection
operators Q yield arbitrary ones by scaling and we obtain for 1/𝑝 + 1/𝑝⋆ = 1
Qℎ𝑓 = ∑
𝑖∈𝐼
⟨𝑓,ℎ−𝑑/𝑝⋆𝜑⋆𝑖 (⋅/ℎ)⟩ ⋅ ℎ−𝑑/𝑝𝜑𝑖(⋅/ℎ).
The respective spaces spanned by the {𝜑𝑖(⋅/ℎ)} will consequently be denoted by
Fℎ ∶={𝜑𝑖(⋅/ℎ) ∶ 𝑖 ∈ 𝐼}.
Common examples of function spaces and quasi-interpolation techniques feature
particularly splines (cf. [81, 89] and see below) and also for example moving least
squares (cf. [105, Ch. 4]). Both examples also come along with the second con-
cept featured in the section title, the reproduction of polynomials. In fact it is this
property that makes up the key ingredient of their approximation power:
3.7 Deﬁnition A quasi-interpolation operator Ϙ is said to provide polynomial
reproduction of order 𝑚 ∈ℕ if
Ϙ𝑝 = 𝑝 for all 𝑝 ∈ P𝑚(ℝ𝑑).
Following this deﬁnition, a suitable result for approximation in fractional Sobolev
spaces is given in the literature, to be found in [68, Sect. 3/5]. There, the result
is presented in terms of integer Sobolev spaces and Besov spaces, but fractional
Sobolev spaces appear as special cases of these (cf. Appendix Sect. 9.2.3ﬀ.).
3.8 Theorem Let {Qℎ}0<ℎ<ℎ0 be a family of local quasi-projection operators re-
producing P𝑚 on ℝ𝑑.
1. Let the basis functions {𝜑𝑖}𝑖∈𝐼 satisfy ∣∣𝜑𝑖∣∣H𝑟(ℝ𝑑) ≤ 𝑏0
〈1〉 and ∣∣𝜑⋆𝑖 ∣∣L2(ℝ𝑑) ≤ 𝑏0 for
ﬁxed 𝑏0 and some 0 < 𝑟 < 𝑚. Then we have for 0 < ℎ < ℎ0, 0 ≤ 𝜚 < 𝑟 and
𝐹 ∈ H𝑟(ℝ𝑑) that
∣∣𝐹 −Qℎ𝐹∣∣H𝜚(ℝ𝑑) ≤ cℎ
𝑟−𝜚 ||𝐹||H𝑟(ℝ𝑑) .
〈1〉The condition on 𝜑𝑖 featured in [68] was actually ∣∣𝜑𝑖∣∣B𝑟𝑝,∞ ≤ 𝑏0 for Besov space B
𝑟
𝑝,∞, but this is
clearly implied in our setting by our condition ∣∣𝜑𝑖∣∣H𝑟(ℝ𝑑) ≤ 𝑏0 due to the embedding stated in [96,
Sect. 2.3.2].
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2. Let the basis functions {𝜑𝑖}𝑖∈𝐼 satisfy ∣∣𝜑𝑖∣∣H𝑚−1(ℝ𝑑) ≤ 𝑏0 and ∣∣𝜑
⋆
𝑖 ∣∣L2(ℝ𝑑) ≤ 𝑏0 for
ﬁxed 𝑏0 > 0. Consider H𝑚(ℝ𝑑). Then we have for 0 < ℎ < ℎ0, 𝜚 ∈ [0,𝑚 − 1]
and 𝐹 ∈ H𝑚(ℝ𝑑) that
∣∣𝐹 −Qℎ𝐹∣∣H𝜚(ℝ𝑑) ≤ cℎ
𝑚−𝜚 ||𝐹||H𝑚(ℝ𝑑) .
Proof: The proof for the ﬁrst case is given in [68]. The second relation is also given
in [68] forℝ𝑑 and integer orders, so 𝜚 = 𝜇 ∈ ℕ0. We use the interpolation property
from Prop. 2.30 to generalise these to reals: As the relation is valid for integers,
we can particularly deduce that the operator norm of Id−Qℎ as an operator from
H𝑚 to H𝜇 for any integer 0 ≤ 𝜇 < 𝑚 is cℎ𝑚−𝜇. So we have that relation for ⌊𝜚⌋ and
⌈𝜚⌉ in particular. Then we obtain with 𝜃 ∈ ]0, 1[ and 𝜚 = 𝜃⌊𝜚⌋ + (1 − 𝜃)⌈𝜚⌉ that
∣∣Id−Qℎ∣∣H𝑚→H𝜚 ≤ c (ℎ
𝑚−⌊𝜚⌋)𝜃 (ℎ𝑚−⌈𝜚⌉)(1−𝜃) = cℎ𝑚−𝜃⌊𝜚⌋−(1−𝜃)⌈𝜚⌉ = cℎ𝑚−𝜚.
q
The results of this theorem can be generalised to obtain the same convergence
rates also on arbitrary Ω ∈ 𝕃𝕚𝕡𝑑 at least theoretically, and there are several op-
tions to do so: The ﬁrst is that for any 𝜑𝑖 such that supp𝜑𝑖(⋅/ℎ) ∩ Ω ≠ ⌀ it holds
supp𝜑⋆𝑖 (⋅/ℎ) ⊆ Ω. In this case, the results generalise by deﬁnition and we obtain
in particular for admissible choices of 𝜚
∣∣𝐹 −Qℎ𝐹∣∣H𝜚(Ω) ≤ cℎ
𝑟−𝜚 ||𝐹||H𝑟(Ω) ,
and equivalent adaptions of the second statement of the theorem. The second
option is that𝐹 is actually known in some Ω¤ ∈ 𝕃𝕚𝕡∗𝑑 such that Ω ⋐ Ω¤. In this case,
we can apply the extension operator EΩ¤ and obtain 𝐹¤ = EΩ¤𝐹 that coincides with
𝐹 on Ω. By the locality property we have then for suﬀiciently small ℎ > 0 that
whenever
supp𝜑𝑖(⋅/ℎ) ∩Ω ≠ ⌀ and supp𝜑⋆𝑖 (⋅/ℎ) ∩Ω ≠ ⌀
we have also
supp𝜑𝑖(⋅/ℎ) ⊆ Ω¤ and supp𝜑⋆𝑖 (⋅/ℎ) ⊆ Ω¤.
In this case, we obtain with the identiﬁcation of Qℎ with QℎEΩ¤ (that does not aﬀect
the result on Ω by locality) for admissible choices of 𝜚 that
∣∣𝐹 −Qℎ𝐹∣∣H𝜚(Ω) ≤ cℎ
𝑟−𝜚 ∣∣𝐹¤∣∣H𝑟(Ω¤) .
Again, comparable adaptions of the second statement of the theorem can be de-
duced similarly. The third option is to deﬁne Qℎ directly by identifying Qℎ = QℎEΩ
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for the universal continuous extension operator EΩ. Then we obtain, at least the-
oretically, for admissible choices of 𝜚
∣∣𝐹 −Qℎ𝐹∣∣H𝜚(Ω) ≤ cℎ
𝑟−𝜚 ||𝐹||H𝑟(Ω) .
As before, we can deduce equivalent adaptions of the second statement of the
theorem.
3.9 Remark: These results will prove useful in a two-stage approximation method
presented in a later chapter, while we will hardly ever use them otherwise. There,
we will be in a situation of a compactly supported objective function, and thus the
extension to all of ℝ𝑑 is easily accomplished.
3.2.2 Interpolating Quasi-Projections
As our ﬁnal objective in the treatment of general quasi-projection operators, we are
now going to investigate if we can enhance them such that Qℎ𝑓 interpolates 𝑓 in
some ﬁnite, ﬁxed set Ξ as long as ℎ is small enough. We will see that we can indeed
do so, and this will become very important in future: Once we study approxima-
tion in terms of energy functionals in a later chapter, we wish to make use of the
convergence orders that quasi-projection operators provide as benchmarks. But
sometimes our functionals are only given under strict interpolation constraints, for
example if we want to minimise the ESM-equivalent of the energy
∫
ℝ𝑑
∑
|𝛼|=2
(𝜕𝛼𝐹)2
within the convex set of all functions in H2(Ϻ) that interpolate given function val-
ues in a given ﬁnite set Ξ = {ξ1, ..., ξ𝑛} ⊆Ϻ.
Consequently, our objective is now to determine how such an operator QΞℎ can be
constructed at least theoretically to provide us with a benchmark for the ”achiev-
able” approximation order. The key ingredient to this is the idea of suitably blend-
ing the operator Qℎ with an interpolation operator IΞℎ in the form
QΞℎ ∶= Qℎ + IΞℎ − IΞℎ ⋅Qℎ.
This idea was for example proposed in [102], and one directly veriﬁes or checks
there that QΞℎ𝑓 will indeed interpolate a given function 𝑓 in all ξ ∈ Ξ.
What we still need now is the interpolation operator IΞℎ , and we would require it
for all 0 < ℎ < ℎ0 as long as ℎ0 is suﬀiciently small. We will now present a suitable
construction method:
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First of all, we restrict ourselves to local quasi-projection operators, which will be
suﬀicient for our later treatment. Due to the C∞-version of Urysohn’s Lemma (cf.
[78, Sect. 4.4]), we can ﬁnd an arbitrarily smooth function 𝜑ξ ∶ Ω → [0, 1] to any
ξ ∈ Ξ that is constantly 1 on B𝑑𝑞Ξ
4
(ξ) and has support in B𝑑𝑞Ξ
2
(ξ), where we deﬁne as
usual the separation distance 𝑞Ξ by
𝑞Ξ ∶= minξ1,ξ2∈Ξ
∣∣ξ1 − ξ2∣∣2 .
Now we deﬁne an interpolation operator IΞ0 as
IΞ0𝑓 ∶= ∑
ξ∈Ξ
𝑓(ξ)𝜑ξ.
Since Ξ does not vary when changing ℎ, this function is ﬁxed for any scaling factor
ℎ of operator Qℎ, and moreover we have for the Sobolev Hilbert space H𝑟
‖IΞ0𝑓‖H𝑟 ≤ maxξ∈Ξ |𝑓(ξ)| ∑ξ∈Ξ
‖𝜑ξ‖H𝑟.
Furthermore, we have as long as 𝑟 > 𝑑2 that H
𝑟 ↪ C by the Sobolev embedding
theorem, and we can thereby deduce that
‖IΞ0𝑓‖H𝑟 ≤ cΞ‖𝑓‖H𝑟.
Now we have to choose ℎ0 small enough such that QℎIΞ0𝑓 is indeed interpolating 𝑓
at the points of Ξ. That this is actually possible is a consequence of Q being a local
quasi-projection operator by assumption and the fact that Ξ is ﬁxed while ℎ can be
chosen small: We only have to wait until any basis function and functional for Qℎ
relevant for the function value at a speciﬁc ξ has its whole support contained in
B𝑑𝑞Ξ
4
(ξ). Then if we choose ℎ0 so small, we obtain that QℎIΞ0𝑓 is interpolating 𝑓 at
any point of Ξ for any ℎ < ℎ0, thereby deﬁning a suitable operator IΞℎ ∶= QℎIΞ0 . With
this operator, we can now deﬁne QΞℎ as
QΞℎ ∶= Qℎ + IΞℎ − IΞℎ ⋅Qℎ.
3.10 Remark: It is also worth noting that if Qℎ is a projection operator, so Qℎ𝑓 = 𝑓
for 𝑓 ∈ Fℎ, then QΞℎ is as well a projection operator, as for any 𝑓 ∈ Fℎ it holds
QΞℎ𝑓 = (Qℎ + IΞℎ − IΞℎ ⋅Qℎ)𝑓 = Qℎ𝑓+ IΞℎ𝑓− IΞℎ𝑓 = Qℎ𝑓 = 𝑓.
If we are now interested in the approximation power in some space H𝑟, then we
33
see that if IΞℎ is bounded in the respective space, the approximation power is indeed
reproduced:
‖𝑓 −QΞℎ𝑓‖H𝑟 ≤ ‖𝑓 −Qℎ𝑓‖H𝑟 + ‖IΞℎ𝑓− IΞℎQℎ𝑓‖H𝑟 ≤ (1 + ‖IΞℎ‖H𝑟) ⋅ ‖𝑓 −Qℎ𝑓‖H𝑟.
Taking the construction into account, then IΞℎ is bounded at least if Qℎ is bounded
and if
max
ξ∈Ξ
|𝑓(ξ)| ∑
ξ∈Ξ
‖𝜑ξ‖H𝑟 ≤ maxξ∈Ξ ‖𝜑ξ‖H𝑟‖𝑓‖H𝑟,
with the latter being the case precisely if H𝑟 ↪ C. So we can deduce that orders
are reproduced at least whenever 𝑟 > 𝑑2 in our case, which we summarise in the
following theorem:
3.11 Theorem The operatorQΞℎ constructed as above from a local quasi-projection
operator Qℎ for ﬁxed set Ξ reproduces the convergence order of Qℎ on H𝜚 when-
ever Qℎ is bounded, 𝜚> 𝑑2 and 0 < ℎ < ℎ0 suﬀiciently small.
3.12 Remark: Of course, the {𝜑ξ} need not be from C∞ to make the above con-
struction work, they only need to be bounded in H𝜚 at least.
3.3 Tensor Product B-Splines
The primary example of an approximation space we are going to revise is that of
(uniform) tensor product (B-)splines, in future abbreviated as usual as TP-splines.
Wewill employ these as ourmain techniquewhen it comes to certain other practical
applications of our theory, particularly concerning functional minimisations. This
is done due to several factors, most importantly:
1. TP-splines have nice approximation properties, particularly when applied in
gridded regions. Most importantly, they provide us with suitable operators
for quasi-projection operators.
2. There is a considerable number of numerical techniques available that can
handle TP-splines, so we can rely on well tested and eﬀicient software pack-
ages or components, e.g. in Matlab®.
3. When increasing the number of degrees of freedom, we can rely on the fact
that the locality of the basis functions can be increased accordingly without
loss of approximation power.
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3.3.1 Deﬁnition and Initial Approximation Results
Now it is time to give a deﬁnition of B-splines as we are going to use them in the
subsequent course of this thesis; we restrict ourselves to the case that is commonly
known as a uniform B-spline, as there seems no real advantage in the application of
nonuniform B-splines in the forthcoming chapters — and it simply makes notation
and certain other aspects far easier. We follow [89] to deﬁne them.
Let ℎ > 0 and 𝑚 ∈ℕ. Then we deﬁne a function 𝐵1 as
𝐵1(𝑥) ∶=
⎧{
⎨{⎩
1 −12 ≤𝑥< 12
0 else
,
and inductively for 𝑚 > 1 the function 𝐵𝑚 as
𝐵𝑚(𝑥) ∶= ∫
ℝ
𝐵𝑚−1(𝑥 − 𝑡)𝐵1(𝑡)𝑑𝑡.
3.13 Deﬁnition Let now ℎ > 0 and 𝑛 ∈ ℤ. Then we deﬁne the uniform B-spline
b𝑚𝑛,ℎ by
b𝑚𝑛,ℎ(𝑥) ∶= 𝐵𝑚 (
𝑥
ℎ +
𝑚
2 − 𝑛) .
For 𝑛 ∈ ℤ𝑑, the tensor product
b𝑚𝑛,ℎ(𝑥) ∶= b𝑚𝑛1,ℎ(𝑥1)⋯b
𝑚
𝑛𝑑,ℎ(𝑥𝑑)
of 𝑑 such B-splines {b𝑚𝑛𝑗,ℎ(𝑥𝑗)}
𝑑
𝑗=1 is called a tensor product B-spline. A linear com-
bination 𝑠 of these basis functions is called a tensor product spline and the space
of all those splines is denoted by S𝑚ℎ (ℝ𝑑). If Ω ⊆ ℝ𝑑, then the set of all TP-B-
splines whose support has nonempty intersection with Ω is called the set of active
B-splines, and their span is denoted by S𝑚ℎ (Ω).
The set of cells obtained by considering all 𝑑-dimensional cubes Cℎ(ℝ𝑑) ∶= {ᴄℎ[ƶ] ∶=
[0, ℎ]𝑑 + ƶ ∶ ƶ ∈ ℎ ⋅ ℤ𝑑} gives all the regions where the restriction of a spline is a
polynomial of ﬁxed degree by deﬁnition. The subset Cℎ(Ω) ⊆ Cℎ(ℝ𝑑) of active cells
for some Ω ⊆ ℝ𝑑 is deﬁned by
Cℎ(Ω) ∶= {ᴄ ∈ Cℎ(ℝ𝑑) ∶ ᴄ∩Ω ≠ ⌀}.
The most important fact for us is that TP-B-splines admit local quasi-projection
operators that reproduce P𝑚. To see this, we make the choice 𝜑𝑖(⋅) = b𝑚𝑖 (⋅) for
𝑖 ∈ ℤ𝑑 and ℎ = 1. Then we start with an initial quasi-projection operator S1 that
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we can explicitly construct. Afterwards, we can go along the lines of Remark 3.6
for scaling to obtain Sℎ.
We will now determine the initial local quasi-projection operator S1 by choosing
𝜑⋆𝑖 as follows: Since the basis functions are just uniform shifts of b0 = b0,1 for
the zero vector 0 ∈ ℤ𝑑, we ﬁx this b0(𝑥) and deduce the general behaviour by
shifting. Denote now the other basis functions active on the support of b0,1(𝑥) by
bℓ1, ...,bℓ𝑛 for suitable ℓ1, ..., ℓ𝑛 ∈ ℤ𝑑. Next, we apply L2(suppb0)-Gram-Schmidt
orthogonalisation to the sequence bℓ1, ...,bℓ𝑛,b0 in that order to obtain mutually
orthogonal b̃ℓ1, ..., b̃ℓ𝑛, b̃0. The resulting b̃0 is now our choice for the dual function,
but we still have to justify that this choice is valid:
First of all, one can directly see that the support of b̃0 is bounded, and that by
construction b̃0 is L2-orthogonal to the initial bℓ1, ...,bℓ𝑛, as
spɑn {bℓ1, ...,bℓ𝑛} = spɑn {b̃ℓ1, ..., b̃ℓ𝑛} ⟂ b̃0.
The resulting operator Λ0 is then deﬁned by
Λ0𝑓 = ∫
supp b0
𝑓 ⋅ b̃0,
and it is bounded on L𝑝, as by Hölder’s inequality
∫
supp b0
𝑓 ⋅ b̃0 ≤ ∣∣𝑓∣∣L𝑝(suppb0) ⋅ ‖b̃0‖L𝑝⋆ (suppb0).
Suitable rescaling of b̃0 gives ∫b̃0 ⋅ b0 = 1 without any harm. Since the basis func-
tion b0 was chosen arbitrarily, this construction will do for any B-spline by simple
translation of our given functional. Then we deﬁne the functionals {Λ𝑛,ℎ}𝑛∈ℤ for
arbitrary ℎ and S𝑚ℎ as proposed in Remark 3.6 by appropriate scaling. Simple cal-
culation and application of the transformation law shows then that the operator
norms of Sℎ and S1 for L𝑝 coincide.
Furthermore, the resulting operator is a true projector onto S𝑚ℎ and thus provides
reproduction of polynomials in particular: This can directly be deduced from the
fact that any functional reproduces the corresponding basis function by construc-
tion, and so in particular any polynomial of total order at most 𝑚 is reproduced,
as we clearly have P𝑚(ℝ𝑑) ⊆ S𝑚ℎ (ℝ𝑑). In fact, even tensor product polynomials of
order at most 𝑚 are reproduced by the same argument.
3.14 Remark: (1) When it comes to practical implementation, it is convenient to
see that in case 𝑝 = 2 the above process gives us Λ0 as the value 𝛽ℓ0 for ℓ0 = 𝟎
obtained from the quadratic minimisation problem
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∫
supp b𝟎
⎛⎜
⎝
𝑛
∑
𝑖=0
𝛽ℓ𝑖bℓ𝑖 −𝑓⎞⎟⎠
2
→min!
This holds because the ONB gives a projection operator in this Hilbert space case,
and then the two deﬁnitions of the functional turn out to be eﬀectively equal.
(2) One can also perform the prescribed projection / minimisation separately on
each cell of the support, and take the average of the results as the ultimate choice
for the coeﬀicient. Theoretically, this results in𝑚𝑑 independent quasi-projections,
namely one for each ﬁxed cell position in a support, whose average is taken after-
wards, but all relevant properties remain unaﬀected. Similarly, one could also use
arbitrary suitable subsets of suppb𝟎, in particular just a single cell.
Since we have now deﬁned suitable local quasi-projections (even projections), we
can in particular deduce that the results of Theorem 3.8 hold for TP-splines. How-
ever, still undetermined in this context remains the exact regularity of a TP-B-spline
in the Hilbert Sobolev sense. Clearly, any such B-spline is in H𝑚−1, but the ques-
tion is whether we can obtain actually H𝑚−𝛿 for some 0 < 𝛿 < 1. The answer is
indeed aﬀirmative for 𝛿> 12 , but we need the deﬁnition of Besov spaces in terms of
moduli of smoothness for this, which we brieﬂy revised in the appendix: By exam-
ple 9.13 presented there, we obtain that a univariate uniform B-spline is in H𝑚−12−ԑ
for any ԑ > 0. Consequently, a multivariate TP-B-spline is therefore as well at least
in H𝑚−12−ԑ — we can deduce this directly by Fubini. So the supremal choice for 𝑟
in the ﬁrst statement of Theorem 3.8 is 𝑚− 12 .
3.15 Corollary Let {Sℎ}0<ℎ<ℎ0 be a family of local quasi-projection operators on
S𝑚ℎ (ℝ𝑑) as introduced above. Then the results of Theorem 3.8 are applicable.
Therein, the supremum of the admissible choices for 𝑟 > 0 in the ﬁrst statement is
at least 𝑚− 12 .
3.3.2 Locality of Approximation and the Continuity of Operators
We proceed with some more elaborate considerations on the local approximation
power of local quasi-interpolants based on splines, using [89, §12.3, §13.3, §13.4]:
3.16 Lemma Let 1 ≤ 𝑝 < ∞ and 0 < 𝑛 ≤ 𝑚 ∈ ℕ. Let ᴄℎ[ƶ] be an arbitrary cell for
the spline space S𝑚ℎ (ℝ𝑑), and 𝜉 ∈ ᴄℎ[ƶ] and 𝑓 ∈W𝑛𝑝(B𝑚ℎ[ƶ]). Let further 0 ≤ 𝜇 < 𝑛
and let𝑇𝑛,𝜉 be the averaged Taylor polynomial of (tensorial or total) maximal order
𝑛 to 𝑓 in 𝜉. Then holds the relation
∣∣𝑓 − 𝑇𝑛,𝜉∣∣W𝜇𝑝(ᴄℎ[ƶ])
≤ ∣∣𝑓 −𝑇𝑛,𝜉∣∣W𝜇𝑝(B𝑚ℎ[ƶ])
≤ cℎ𝑛−𝜇 ∣∣𝑓∣∣W𝑛𝑝(B𝑚ℎ[ƶ]) .
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Proof: This is just (averaged) Taylor remainder estimation due to [89, §13.4]. q
3.17 Lemma In the setting of the last lemma, any local quasi-projection operator
Sℎ reproducing polynomials of order 𝑚 will satisfy
∣∣𝑓 − Sℎ𝑓∣∣W𝜇𝑝(ᴄℎ[ƶ]) ≤ c ∣∣𝑓 − 𝑇𝑛,𝜉∣∣W𝜇𝑝(B𝑚ℎ[ƶ])
≤ cℎ𝑛−𝜇 ∣∣𝑓∣∣W𝑛𝑝(B𝑚ℎ[ƶ]) .
If furthermore 𝑛 < 𝑚, then it holds even
∣∣𝑓 − Sℎ𝑓∣∣W𝑛𝑝(ᴄℎ[ƶ]) ≤ c ∣∣𝑓∣∣W𝑛𝑝(B𝑚ℎ[ƶ]) .
Proof: The ﬁrst claim can be deduced from the last lemma by polynomial repro-
duction properties of Sℎ via
∣∣𝑓 − Sℎ𝑓∣∣W𝜇𝑝(ᴄ[ƶ]) ≤ ∣∣𝑓 −𝑇𝑛,𝜉∣∣W𝜇𝑝(ᴄ[ƶ])
+ ∣∣𝑇𝑛,𝜉 − Sℎ𝑓∣∣W𝜇𝑝(ᴄ[ƶ])
= ∣∣𝑓 −𝑇𝑛,𝜉∣∣W𝜇𝑝(ᴄ[ƶ])
+ ∣∣Sℎ𝑇𝑛,𝜉 − Sℎ𝑓∣∣W𝜇𝑝(ᴄ[ƶ])
.
There, the ﬁrst summand is bounded by cℎ𝑛−𝜇 ∣∣𝑓∣∣W𝑛𝑝(B𝑚ℎ[ƶ]) for any 𝜇 < 𝑛, but the
second will need some arguments: We take for an arbitrary suitable ordering and
appropriate index set 𝐼∗ the basis functions {b𝑚ℓ𝑖 }𝑖∈𝐼∗ and functionals {Λℓ𝑖,ℎ}𝑖∈𝐼∗ of
Sℎ active on ᴄ[ƶ]. Then we obtain for 𝑅 = 𝑓−𝑇𝑛,𝜉 by the triangle inequality
∣∣Sℎ𝑅∣∣W𝜇𝑝(ᴄ[ƶ]) ≤ ∑𝑖∈𝐼∗
|Λℓ𝑖,ℎ𝑅| ⋅ ∣∣b𝑚ℓ𝑖 ∣∣W𝜇𝑝(ᴄ[ƶ]) .
We can bound ∣∣b𝑚ℓ𝑖 ∣∣W𝜇𝑝(ᴄ[ƶ]) by c ⋅ ℎ
−𝜇 due to the chain rule and the construction of
the b𝑚ℓ𝑖 by scaling and shifting. By continuity and locality of the Λℓ𝑖,ℎ, we obtain
|Λℓ𝑖,ℎ𝑅| ≤ c ∣∣𝑓 − 𝑇𝑛,𝜉∣∣L𝑝(suppb𝑚ℓ𝑖 )
≤ c ∣∣𝑓 − 𝑇𝑛,𝜉∣∣L𝑝(B𝑚ℎ[ƶ])
≤ cℎ𝑛 ∣∣𝑓∣∣W𝑛𝑝(B𝑚ℎ[ƶ]) ,
which ﬁnishes the ﬁrst claim by insertion. For proving the second claim, we sup-
pose the order of the Taylor polynomial to be total and observe that it still holds
∣∣𝑓 − Sℎ𝑓∣∣W𝑛𝑝(ᴄ[ƶ]) ≤ ∣∣𝑓 −𝑇𝑛,𝜉∣∣W𝑛𝑝(ᴄ[ƶ])
+ ∣∣Sℎ𝑇𝑛,𝜉 − Sℎ𝑓∣∣W𝑛𝑝(ᴄ[ƶ])
.
Now the ﬁrst summand satisﬁes due to totality of the order the relation D𝑛𝑇𝑛,𝜉 = 0,
and so we can deduce that
∣∣𝑓 − 𝑇𝑛,𝜉∣∣W𝑛𝑝(ᴄ[ƶ])
≤ ∣∣𝑓 −𝑇𝑛,𝜉∣∣W𝑛−1𝑝 (ᴄ[ƶ])
+ ∣∣𝑓∣∣W𝑛𝑝(ᴄ[ƶ]) ,
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where the right hand side can be bounded by c ∣∣𝑓∣∣W𝑛𝑝(B𝑚ℎ[ƶ]). And for the second
term we can just proceed as in case 𝜇 < 𝑛, because in particular ∣∣b𝑚ℓ𝑖 ∣∣W𝑛𝑝(ᴄ[ƶ]) is still
well-deﬁned as we are in the situation 𝑛 < 𝑚. q
As a direct consequence of this lemma, the approximation power of the operator
Sℎ is clearly localised. So if we take all cells that are active on U𝑎ℎ(Ϻ) for some
𝑎 > 0 andϺwithout boundary, then because of the ﬁnite, globally bounded overlap
of the B𝑚ℎ[ƶ] for all relevant cell bases ƶ to cells in Cℎ(U𝑎ℎ(Ϻ)) we conclude after
summing over all cells for suﬀiciently small ℎ
∣∣𝐹 − Sℎ𝐹∣∣W𝜇𝑝(U𝑎ℎ) ≤ ∑ᴄ[ƶ]∈Cℎ(U𝑎ℎ)
∣∣𝐹 − Sℎ𝐹∣∣W𝜇𝑝(ᴄ[ƶ])
≤ cℎ𝑚−𝜇 ∑
ᴄ[ƶ]∈Cℎ(U𝑎ℎ)
||𝐹||W𝜇𝑝(B𝑚ℎ[ƶ]) ≤ cℎ
𝑚−𝜇 ||𝐹||W𝑚𝑝 (U𝑏ℎ)
with suitable 𝑏 > 𝑎+𝑑(𝑚+1). Consequently, we obtain that Sℎ is an approximation
operator that is local relative to Ϻ, and we can transfer the results of Theorem 3.3:
3.18 Corollary Let in the general setting of Theorem 3.3 Ϻ ∈ 𝕄𝑘cp(ℝ𝑑) and
{Sℎ}0<ℎ<ℎ0 be a family of local spline quasi-projection operators on S
𝑚
ℎ (U(Ϻ)) re-
producing P𝑚. Let 0 < 𝑛 ≤ 𝑚 and 0 ≤ 𝜇 ≤ 𝑛 − ĸ be such that 𝜇 < 𝑚− ĸ. Then we
have for Sɴℎ ∶= ͲϺ SℎEN and any 𝑓 ∈W𝑛𝑝(Ϻ) the relation
∣∣𝑓 − Sɴℎ𝑓∣∣W𝜇𝑝(Ϻ) ≤ cℎ
𝑛−𝜇 ∣∣𝑓∣∣W𝑛𝑝(Ϻ) .
3.19 Remark: (1) If Ϻ has a boundary, then the same holds at least for Sɴℎ ∶=
RϺͲϺ̂SℎENE
Ϻ̂
Ϻ, where EϺ̂Ϻ is the continuous extension operator that maps W𝑛𝑝(Ϻ) to
W𝑛𝑝(Ϻ̂) for Ϻ̂ ∈ 𝕄𝑘cp(ℝ𝑑) without boundary such that Ϻ ⋐ Ϻ̂ we have required to
exist. The impact of this result for Ϻ with boundary is again of rather theoretical
interest, but still useful in estimating the theoretically achievable approximation
order in that case.
(2) Despite the notorious problem of approximation in arbitrary domains with splines,
a suitable practicable deﬁnition of the approximation operator also in the case with
boundary is not beyond reach, as arguments in [79] imply.
3.20 Remark: In the case 𝑝 = ∞, which we neglected in the whole thesis, the
above result is also valid, as can be found in [82] exemplarily discussed for TP-
splines. There, it is also stated that actually for all 1 ≤ 𝜇 < 𝑚−1 and any𝑓 ∈W𝑚∞ (Ϻ)
it holds
∣∣𝑓 − Sɴℎ𝑓∣∣W𝜇∞ (Ϻ) ≤ cℎ
𝑚−𝜇 ∣∣𝑓∣∣W𝑚∞ (Ϻ) .
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We will see soon that for extensions based on a linear foliation we can also achieve
1 ≤ 𝜇 < 𝑚 even in case 𝑝 < ∞.
In addition to this, we obtain also a result on continuity of local quasi-projection
operators not only on Lebesgue but also on higher and fractional order Sobolev
spaces. On the one hand, we can deduce suitable interpolating quasi-projection
operators thereby, and on the other hand it gives us a handle to deduce
∣∣𝑓 − Sℎ𝑓∣∣H𝜚 ≤ c ∣∣𝑓∣∣H𝜚
for the limiting case 𝑓 ∈ H𝜚.
3.21 Theorem Let {Sℎ}0<ℎ<ℎ0 be a family of local spline quasi-projection opera-
tors on S𝑚ℎ (ℝ𝑑) as introduced above. Then Sℎ is a bounded operator on W𝜇𝑝(ℝ𝑑)
whenever 0 ≤ 𝜇 ≤ 𝑚 − 1 (𝜇 ∈ ℕ0) and on H𝜚(ℝ𝑑) whenever 0 ≤ 𝜚 ≤ 𝑚 − 1. The
same relation holds on any Ω ∈ 𝕃𝕚𝕡𝑑 for S
ʊ
ℎ deﬁned by S
ʊ
ℎ = RΩSℎEΩ and W𝜇𝑝(Ω)
resp. H𝜚(Ω).
Proof: Due to the ﬁnite, globally bounded overlap of any collection of balls B𝑚ℎ[ƶ]
as in Lemma 3.17, the last statement of that lemma and the triangle inequality, the
claim is clear for any W𝜇𝑝(ℝ𝑑) with 0 ≤ 𝜇 ≤ 𝑚−1. Then the relation for noninteger
spaces on ℝ𝑑 follows by interpolation of operator norms in the interpolation prop-
erty of Prop. 2.30: We choose 𝑚1 = 𝑛1 = ⌊𝜚⌋, 𝑚2 = 𝑛2 = ⌈𝜚⌉ and 0 < 𝜃 < 1 such
that 𝜚 = 𝜃𝑚1 + (1 − 𝜃)𝑚2 and insert in Prop. 2.30.
In all cases, the relation for Ω ∈ 𝕃𝕚𝕡𝑑 is a consequence of the respective result for,
applied to the bounded extension from Ω toℝ𝑑 if the function is not initially known
on all of ℝ𝑑. q
3.22 Remark: Note in particular that due to boundedness of S
ʊ
ℎ in any W𝑛𝑝 with
𝑛 < 𝑚 we have that for any 𝑓 ∈W𝑛𝑝(Ω)
∣∣𝑓 − S
ʊ
ℎ𝑓∣∣W𝑛𝑝(Ω) ≤ c ∣∣𝑓∣∣W𝑛𝑝(Ω) .
This gives us a key for handling functions of limited regularity with splines of higher
orders. In particular, we have that approximations of functions in H2 are bounded
by a constant factor times the initial function norm whenever 𝑚 > 2, so in literally
any situation where considering second derivatives of the splines makes sense.
One further consequence of this result is that we can enhance the validity of The-
orem 3.8 for TP-splines, and thus Cor. 3.15, in the following way:
3.23 Corollary Let {Sℎ}0<ℎ<ℎ0 be a family of local spline quasi-projection opera-
tors for S𝑚ℎ (ℝ𝑑) reproducing P𝑚. Consider H𝑟(ℝ𝑑) and arbitrary 0 ≤ 𝑟 ≤ 𝑚. Then
we have for 0 < ℎ < ℎ0 and 𝜚 ≤ min(⌊𝑟⌋,𝑚 − 1) that
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∣∣𝐹 − Sℎ𝐹∣∣H𝜚(ℝ𝑑) ≤ cℎ
𝑟−𝜚 ||𝐹||H𝑟(ℝ𝑑) .
Proof: By the last theorem, we have in particular that for any 0 ≤ 𝜇 ≤ min(𝑛,𝑚−1)
and arbitrary ﬁxed 𝑛 ≤ 𝑚
∣∣𝐹 − Sℎ𝐹∣∣H𝜇(ℝ𝑑) ≤ cℎ
𝑛−𝜇 ||𝐹||H𝑛(ℝ𝑑) .
We can easily deduce that for any real 0 ≤ 𝜚 ≤ min(𝑛,𝑚− 1)
∣∣𝐹 − Sℎ𝐹∣∣H𝜚(ℝ𝑑) ≤ cℎ
𝑛−𝜚 ||𝐹||H𝑛(ℝ𝑑) . (3.23.1)
This comes by interpolation as applied in the proof of 3.8. Now we have to apply
the interpolation property from Prop. 2.30 in a second step once again. So we
choose ﬁrst some real, noninteger 𝑟 < 𝑚. We can choose 𝜚 ≤ 𝑚1 < 𝑚2 ≤ 𝑚 and
0 < 𝜃 < 1 such that 𝑟 = 𝜃𝑚1 + (1 − 𝜃)𝑚2, e. g. 𝑚1 = ⌊𝑟⌋ and 𝑚2 = ⌈𝑟⌉. If we now
apply the interpolation property for ϱ1 = ϱ2 = 𝜚, we obtain by virtue of (3.23.1) for
the operator Id− Sℎ that
∣∣𝐹 − Sℎ𝐹∣∣H𝜚(ℝ𝑑) ≤ cℎ
𝜃(𝑚1−𝜚)+(1−𝜃)(𝑚2−𝜚) ||𝐹||H𝑟(ℝ𝑑) .
This is already the desired result. q
3.24 Remark: Note that this corollary is not equivalent to the ﬁrst statement in 3.8
for TP-splines. There, by the regularity of splines, the supremum of admissible
choices for 𝑟 was 𝑚− 12 , while any 𝜚 < 𝑟 could be chosen. In contrast to this, we
can have any 𝑟 ≤ 𝑚 here but must have 𝜚 ≤ min(⌊𝑟⌋,𝑚 − 1).
3.3.3 Improved Approximation Results
In Theorem 3.3 and its TP-spline version in Corollary 3.18, the range for 𝜇 is rather
restricted when it comes to higher codimensions. Consequently, we would hope for
an improvement. Of course, this improvement comes not for free: While any of the
previous results would remain valid if we would replace EN by some other E𝔽 for
an arbitrary Ϻ-foliation 𝔽, in the following this foliation would need to be linear
— but still, our normal foliation and extension can remain the rolemodel, as these
are obviously linear.
Before we come to the actual statement and proof, we will have to make some
additional auxiliary statements within a couple of lemmas:
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3.25 Lemma Let φ ∶ Ω → Ωϕ be a bidirectionally C-bounded smooth diﬀeomor-
phism. Then there are 𝑎1, 𝑎2, 𝑏1, 𝑏2 > 0 such that we have for any 𝑦 ∈ Ω, 𝑥 = φ(𝑦)
and any 𝑟0 > 𝑟 > 0 the relations
φ(B𝑎1𝑟(𝑦)) ⊆ B𝑟(𝑥) ⊆ φ(B𝑎2𝑟(𝑦)),
φ-1(B𝑏1𝑟(𝑥)) ⊆ B𝑟(𝑦) ⊆ φ
-1(B𝑏2𝑟(𝑥)).
The same relations hold (with possibly other constants) if one replaces the Eu-
clidean norm ball B(⋅) by the maximum norm ball B[⋅].
Proof: Due to equivalence of norms, it suﬀices to give the respective result just
for the Euclidean norm balls. There we have for arbitrary 𝑧 ∈ B𝑟(𝑥) by the mean
value theorem for some convex combination 𝜉 of 𝑥 and 𝑧 that
‖φ-1(𝑧) − φ-1(𝑥)‖2 = ‖𝐷φ-1(𝜉)(𝑧 − 𝑥) + φ-1(𝑥) − φ-1(𝑥)‖2
≤ max
𝑤∈Ωϕ
∣∣(𝐷φ-1(𝑤))ĳ∣∣2 ⋅ ‖𝑧 − 𝑥‖2
which is globally bounded from above by c ‖𝑥 − 𝑧‖2 for φ being bidirectionally C-
bounded. In the same way, we obtain the other relations. q
Using this, we can now give the following result on containment of images and
preimages of balls in parameter spaces:
3.26 Lemma Let Ϻ ∈ 𝕄𝑘cp(ℝ𝑑) and Uԑ(Ϻ) have the closest point property. Let
both be parameterised according to inverse atlases𝔸Ϻ ∈ ℿ(Ϻ) and𝕌Ϻ ∈ ℿexN (Ϻ),
respectively. Let further 𝛿 > 0 be given. Then we can choose 0 < 𝑎 < 𝑏 < ∞, some
ℎ0 > 0 and the inverse atlases𝔸Ϻ ofϺ and𝕌Ϻ of Uԑ(Ϻ) in such a way that it holds
for any 0 < ℎ < ℎ0 and any 𝑥 ∈ U𝑎ℎ(Ϻ)
• the closure of the ball Bℎ𝛿[𝑥] is contained in Uℎ𝑏(Ϻ),
• there is (Ψ,Ω) ∈ 𝕌Ϻ such that Ψ-1(Bℎ𝛿[𝑥]) ⋐ Ω.
Proof: The ﬁrst statement is fairly obvious: We simply have to demand ℎ0 is so
small that we can choose 𝑏 > 𝑎+𝑑𝛿 and U𝑏ℎ0(Ϻ) has the closest point property.
The second statement requires slightly more considerations: By our choice of
(ψ𝑖,ω𝑖)𝑖∈𝐼 ∈ ℿ(Ϻ) and compactness, we see that there is some ﬁxed 𝜚 > 0 such
that not only the collection (ψ𝑖,ω𝑖)𝑖∈𝐼 parameterises Ϻ, but also (ψ𝑖,ω¤𝑖 )𝑖∈𝐼 for
suitable
ω¤𝑖 ⊆ {𝑧 ∈ ω𝑖 ∶ ∣∣𝑧 − ∂ω𝑖∣∣∞ > 𝜚}.
Aswe can always rely on cylinders or balls for the parameter spaces, we can therein
obviously choose again Lipschitz sets. Then for an arbitrary 𝑥 ∈ U𝑎ℎ(Ϻ), there is
some suitable (ψ𝑗,ω¤𝑗) such that 𝑥 ∈ Ψ(ω¤𝑗 × Bĸ𝑎ℎ(0)). Thereby we can deduce by
the previous Lemma 3.25 that with ℎ0 suﬀiciently small it holds
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Ψ-1(Bℎ𝛿[𝑥]) ⊆ Bℎ𝛿a᷉[Ψ-1(𝑥)] ⊆ ω𝑗 × Bĸ𝑎ℎ(0)
for some ﬁxed a᷉ > 0, which gives the desired relation. q
3.27 Lemma Let 𝑃 be a polynomial of (tensorial or total) order at most 𝑚 ∈ ℕ.
Let Ω ⊆ ℝ𝑑 be compact and 0 < 𝑎 < 𝑏. Then there is a constant c > 0 that depends
only on 𝑚,𝑎,𝑏,𝑞 such that it holds for any 𝑟 > 0 and 𝑥 ∈ Ω
∫
B𝑏𝑟[𝑥]
(𝑃(𝑧 − 𝑥))𝑞𝑑𝑧 ≤ c ∫
B𝑎𝑟[𝑥]
(𝑃(𝑧 − 𝑥))𝑞𝑑𝑧.
Proof: We suppose the polynomial to be in Taylor form with center 𝑥 and thus
can restrict ourselves to 𝑥 = 0 now; all other positions then come by translation.
We ﬁrst consider the case of 𝑃 being a monomial, so 𝑃𝛼(𝑧) ∶= 𝑧𝛼 with |𝛼𝑗| < 𝑚 for
all 𝑗 = 1, ..., 𝑑. Now we transform B𝑏𝑟[0] and B𝑎𝑟[0] to the unit square and obtain
∫
B𝑏𝑟[0]
(𝑃𝛼(𝑧))𝑞 = ∫
B1[0]
(𝑃𝛼(𝑟𝑏 ⋅ 𝑧))𝑞(𝑏𝑟)𝑑 = 𝑏𝑑+𝑞⋅|𝛼|𝑟𝑑+𝑞⋅|𝛼| ∫
B1[0]
(𝑃𝛼(𝑧))𝑞,
∫
B𝑎𝑟[0]
(𝑃𝛼(𝑧))𝑞 = ∫
B1[0]
(𝑃𝛼(𝑟𝑎 ⋅ 𝑧))𝑞(𝑎𝑟)𝑑 = 𝑎𝑑+𝑞⋅|𝛼|𝑟𝑑+𝑞⋅|𝛼| ∫
B1[0]
(𝑃𝛼(𝑧))𝑞.
Hence we conclude
‖𝑃𝛼‖𝑞L𝑞(B𝑎𝑟[0]) ≤ ‖𝑃𝛼‖
𝑞
L𝑞(B𝑏𝑟[0])
≤ (𝑏/𝑎)(𝑑+𝑚⋅𝑑)‖𝑃𝛼‖𝑞L𝑞(B𝑎𝑟[0]),
and choose the desired constant as c𝑎,𝑏 = (𝑏/𝑎)𝑑(𝑚+1). This constant will then
suﬀice for any monomial. To deal with the general case, we demand that
𝑃(𝑧) = ∑
𝛼∈ℕ𝑑0
|𝛼𝑗|<𝑚
𝑐𝛼𝑧𝛼.
By equivalence of norms in ﬁnite dimensional spaces, we have for any such poly-
nomial
∑
𝛼∈ℕ𝑑0
|𝛼𝑗|<𝑚
|𝑐𝛼| ⋅ ∣∣𝑃𝛼∣∣L𝑞(B𝑎[0]) ≤ c ||𝑃||L𝑞(B𝑎[0]) . (3.27.1)
We wish to achieve for a constant independent of 𝑟 > 0 that
∑
𝛼∈ℕ𝑑0
|𝛼𝑗|<𝑚
|𝑐𝛼| ⋅ ∣∣𝑃𝛼∣∣L𝑞(B𝑎𝑟[0]) ≤ c ||𝑃||L𝑞(B𝑎𝑟[0]) , (3.27.2)
as this would allow us to conclude by the triangle inequality
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||𝑃||L𝑞(B𝑏𝑟[0]) ≤ ∑
𝛼∈ℕ𝑑0
|𝛼𝑗|<𝑚
|𝑐𝛼| ⋅ ∣∣𝑃𝛼∣∣L𝑞(B𝑏𝑟[0]) ≤ c𝑎,𝑏 ∑
𝛼∈ℕ𝑑0
|𝛼𝑗|<𝑚
|𝑐𝛼| ⋅ ∣∣𝑃𝛼∣∣L𝑞(B𝑎𝑟[0]) ≤ c ||𝑃||L𝑞(B𝑎𝑟[0]) .
By the transformation law we have for any polynomial 𝑃 and any 𝑟 > 0
‖𝑃(⋅)‖L𝑞(B𝑟𝑎[0]) = 𝑟
𝑑/𝑞‖𝑃(𝑟⋅)‖L𝑞(B𝑎[0]).
As any 𝑟𝑑/𝑞 would appear on both sides and thus would cancel out in (3.27.2), it
suﬀices for (3.27.2) to prove that it holds
∑
𝛼∈ℕ𝑑0
|𝛼𝑗|<𝑚
|𝑐𝛼| ⋅ ∣∣𝑃𝛼(𝑟⋅)∣∣L𝑞(B𝑎[0]) ≤ c ||𝑃(𝑟⋅)||L𝑞(B𝑎[0]) .
If we now take a look at 𝑐𝛼𝑃𝛼(𝑟⋅), we see that
𝑐𝛼𝑃𝛼(𝑟⋅) = 𝑐𝛼𝑟𝛼𝑃𝛼(⋅).
Consequently, we can assign new coeﬀicients 𝑐𝛼(𝑟) ∶= 𝑐𝛼𝑟𝛼 and reduce the in-
equality to
∑
𝛼
|𝑐𝛼(𝑟)| ⋅ ∣∣𝑃𝛼(⋅)∣∣L𝑞(B𝑎[0]) ≤ c ‖∑𝛼
𝑐𝛼(𝑟)𝑃𝛼(⋅)‖L𝑞(B𝑎[0]).
But with these new coeﬀicients, this is precisely (3.27.1), which we know is true
for any choice of coeﬀicients with a constant independent of these. q
3.28 Lemma Let 𝑃𝑓 be the polynomial that coincides with Sℎ𝑓 for ﬁxed 𝑓 ∈
W𝑚𝑞 (ℝ𝑑) on some arbitrary cell ᴄℎ[ƶ] = Bℎ/2[𝜁]. Then we have for any 0 ≤ 𝜇 < 𝑚,
any ﬁxed 𝑏 ≥ ԑ > 0 and suﬀiciently small 0 < ℎ < ℎ0 the relation
∣∣𝑓 −𝑃𝑓∣∣W𝜇𝑞(B𝑏ℎ[𝜁])
≤ cℎ𝑚−𝜇 ∣∣𝑓∣∣W𝜇𝑞(B𝑚𝑏ℎ[𝜁]) .
Proof: We see that by Taylor remainder estimation for 𝑇𝑓 the averaged Taylor
polynomial of (tensorial or total) order 𝑚 to 𝑓 in 𝜁, and by the previous result with
𝑎= 12 that
∣∣𝑓 −𝑃𝑓∣∣W𝜇𝑞(B𝑏ℎ[𝜁])
≤ ∣∣𝑓 −𝑇𝑓∣∣W𝜇𝑞(B𝑏ℎ[𝜁])
+ ∣∣𝑃𝑓 −𝑇𝑓∣∣W𝜇𝑞(B𝑏ℎ[𝜁])
≤cℎ𝑚−𝜇 ∣∣𝑓∣∣W𝜇𝑞(B𝑚𝑏ℎ[𝜁]) + c ∣∣𝑃𝑓 −𝑇𝑓∣∣W𝜇𝑞(Bℎ/2[𝜁])
.
The second summand can now be dealt with due to quasi-projection properties as
in the proof of Lemma 3.17 to obtain
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∣∣𝑃𝑓 −𝑇𝑓∣∣W𝜇𝑞(Bℎ/2[𝜁])
= ∣∣Sℎ𝑓− Sℎ𝑇𝑓∣∣W𝜇𝑞(Bℎ/2[𝜁])
≤ cℎ𝑚−𝜇 ∣∣𝑓∣∣W𝜇𝑞(B𝑚ℎ[𝜁])
≤ cℎ𝑚−𝜇 ∣∣𝑓∣∣W𝜇𝑞(B𝑚𝑏ℎ[𝜁]) .
q
Now we have assembled everything we need to improve the results of Theorem 3.3
in case of TP-splines and a linear foliation:
3.29 Theorem LetϺ ∈𝕄𝑘cp(ℝ𝑑). Let {Sℎ}0<ℎ<ℎ0 be a family of local spline quasi-
projection operators on S𝑚ℎ (U(Ϻ)) reproducing P𝑚. Let 1 < 𝑞 < ∞, 0 < 𝑛 ≤ 𝑚 and
let 0 ≤ 𝜇 ≤ 𝑛 − 1 be such that 𝜇 < 𝑚− 1. Deﬁne Sɴℎ ∶= ͲϺ SℎEN. Then we have for
any 𝑓 ∈W𝑛𝑞(Ϻ) the relation
∣∣𝑓 − Sɴℎ𝑓∣∣W𝜇𝑞(Ϻ) ≤ cℎ
𝑛−𝜇 ∣∣𝑓∣∣W𝑛𝑞(Ϻ) .
Proof: In the proof, we are heading for application of the previous lemma, so
we have to check for the requirements and its applicability. Let {ᴄℎ(ƶ)}ƶ∈Ƶ𝑎,ℎ =
{ᴄℎ(𝜁 − ℎ/2 ⋅ 1)}〈2〉 be the set of cells of length ℎ that make up Cℎ(U𝑎ℎ(Ϻ)). The
points 𝜁 with 𝜁 − ℎ/2 ⋅ 1 ∈ Ƶ𝑎,ℎ ⊆ ℎℤ make up the centers of the cells, so that
each cell has the form Bℎ/2[𝜁]. Without restriction, we demand 𝑎 < 1/(2𝑑) in
Lemma 3.27. Let 𝑆ℎ = Sℎ ⃡⃡ ⃡⃡ ⃡⃡𝐹 for ⃡⃡ ⃡⃡ ⃡⃡𝐹 = EN𝑓 on these cells and let 𝑠ℎ be its trace on
Ϻ. Let ᴄℎ be an arbitrary cell seen as an axis aligned cube Bℎ/2[𝜁] with center 𝜁.
Then (𝑆ℎ)|ᴄℎ = 𝑃ᴄℎ for some polynomial𝑃ᴄℎ of order𝑚, and we name by 𝑝ᴄℎ = ͲϺ𝑃ᴄℎ
the trace on all of Ϻ for 𝑃ᴄℎ considered as a polynomial on ℝ
𝑑. Because any cell
Bℎ/2[𝜁] is compactly contained in Bℎ[𝜁], we have that
‖𝑓 − 𝑠ℎ‖W𝜇𝑞(Ϻ) ≤ c ∑
𝜁∈Ƶ𝑎,ℎ
‖𝑓 − 𝑝ᴄℎ‖W𝜇𝑞(Ϻ∩Bℎ[𝜁]).
We have by Lemmas 3.25 and 3.26 that for suﬀiciently small ℎ > 0 to any Bℎ[𝜁]
there is an appropriate pair (Ψ,Ω) = (Ψ(ᴄℎ),Ω(ᴄℎ)) such that the preimage of Bℎ[𝜁]
is compactly contained in Ω, and we restrict ourselves to this Ω and Ψ for the
further treatment of W𝜇𝑞(Ϻ∩Bℎ[𝜁]). We are now going to bound ‖𝑓−𝑝ᴄℎ‖W𝜇𝑞(Ϻ∩Bℎ[𝜁])
suitably: By Lemmas 3.25 and 3.26, we even have for 𝜉 = Ψ-1(𝜁) and some constant
𝑐1 > 0 valid over the whole inverse atlas as long as ℎ is suﬀiciently small
Ψ-1(Bℎ[𝜁]) ⊆ B𝑐1ℎ[𝜉] ⋐ Ω.
Now we abbreviate 𝑃 = 𝑃ᴄℎ, 𝑝 = 𝑝ᴄℎ and ⃡⃡ ⃡⃡ ⃡⃡𝑃 = EN𝑝. We are then going to prove that
for b᷉ independent of 𝑓,𝑃,𝜁:
〈2〉1 is the all-one vector in ℝ𝑑
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∣∣𝑓 − 𝑝∣∣W𝜇𝑞(Bℎ[𝜁]∩Ϻ) ≤ cℎ
𝑛−𝜇−ĸ/𝑞 ∣∣ ⃡⃡ ⃡⃡ ⃡⃡𝐹∣∣
W𝑛𝑞(Bb᷉ℎ[𝜁])
.
Because we have Ψ-1(Bℎ[𝜁]) ⊆ B𝑐1ℎ[𝜉] for some ﬁxed 𝑐1, we have that
∣∣𝑓 − 𝑝∣∣𝑞W𝜇𝑞(Bℎ[𝜁]∩Ϻ) ≤ c ∑|𝛼|≤𝜇
∫
ω∩B𝑐1ℎ[𝜉]
(𝜕𝛼(𝑓 ∘ ψ − 𝑝 ∘ ψ))𝑞.
Therein, we have used implicitly that if ω∩ B𝑐1ℎ[𝜉] ⊆ ω it holds for the collection
{(ψ𝜁,𝑗,ω𝜁,𝑗)}ℓ𝑗=1 ⊆ 𝔸Ϻ that satisﬁes ψ𝜁,𝑗(ω𝜁,𝑗) ∩ Bℎ[𝜁] ≠ ⌀ the additional relation
∑
1≤𝑗≤ℓ
∑
|𝜂|≤𝜇
∫
ψ-1𝜁,𝑗(Bℎ[𝜁]∩Ϻ)
(𝜕𝜂(𝑓 ∘ ψ𝜁,𝑗 −𝑝 ∘ ψ𝜁,𝑗))𝑞 ≤ c ∑
|𝛼|≤𝜇
∫
ω∩B𝑐1ℎ[𝜉]
(𝜕𝛼(𝑓 ∘ ψ − 𝑝 ∘ ψ))𝑞
for a constant independant of 𝑓, but we can require this by construction of our
inverse atlas. Now we take an arbitrary multi-index 𝛼 = (𝛼k⃮⃮⃮⃮⃮, 𝛼ĸ⃯⃯⃯⃯⃯) with |𝛼| ≤ 𝜇 <
𝑚− 1, where 𝛼k⃮⃮⃮⃮⃮ consists of the ﬁrst 𝑘 and 𝛼ĸ⃯⃯⃯⃯⃯ of the last ĸ entries of 𝛼, and deﬁne
consequently 𝜕𝛼 = 𝜕𝛼k⃮⃮⃮⃮⃮𝑥 𝜕
𝛼ĸ⃯⃯⃯⃯⃯
𝑧 . Using the equivalence of norms deﬁned on ω and on Ω
for constant extension by EN due to Theorem 2.26, we obtain
∫
ω∩B𝑐1ℎ[𝜉]
(𝜕𝛼(𝑓 ∘ ψ − 𝑝 ∘ ψ))𝑞 ≤ cℎ−ĸ ∫
B𝑐1ℎ[𝜉]
(𝜕𝛼(⃡⃡ ⃡⃡ ⃡⃡𝐹 ∘ Ψ− ⃡⃡⃡⃡⃡⃡𝑃 ∘ Ψ))𝑞
≤ cℎ−ĸ ∫
B𝑐1ℎ[𝜉]
(𝜕𝛼(⃡⃡ ⃡⃡ ⃡⃡𝐹 ∘ Ψ−𝑃 ∘Ψ))𝑞 + cℎ−ĸ ∫
B𝑐1ℎ[𝜉]
(𝜕𝛼(⃡⃡ ⃡⃡ ⃡⃡𝑃 ∘ Ψ) −𝑃 ∘Ψ))𝑞. (3.29.1)
We start with the ﬁrst summand, where we have with norm equivalence under
diﬀeomorphisms, the C-boundedness of Ψ as applied before, Lemma 3.25 for a
suitable 𝑐2 > 0 and the approximation assumptions on 𝑃 due to Lemma 3.28
∫
B𝑐1ℎ[𝜉]
(𝜕𝛼(⃡⃡ ⃡⃡ ⃡⃡𝐹 ∘ Ψ−𝑃 ∘Ψ))𝑞 ≤c ∫
Ψ(B𝑐1ℎ[𝜉])
∑
|𝛽|≤|𝛼|
(𝜕𝛽(⃡⃡ ⃡⃡ ⃡⃡𝐹 −𝑃))𝑞
≤c ∫
B𝑐2ℎ[𝜁]
∑
|𝛽|≤|𝛼|
(𝜕𝛽(⃡⃡ ⃡⃡ ⃡⃡𝐹 −𝑃))𝑞
≤cℎ𝑞(𝑛−|𝛼|)|| ⃡⃡ ⃡⃡ ⃡⃡𝐹||𝑞W𝑛𝑞(B𝑚𝑐2ℎ[𝜁]). (3.29.2)
Therein we ensure ℎ < ℎ0 is so small that B𝑚𝑐2ℎ[𝜁] ⊆ Ψ(Ω), possibly restricting
ℎ0 further. Now we have arrived at our goal with the ﬁrst summand of (3.29.1), as
with b᷉ ≥ 𝑚𝑐2 clearly
|| ⃡⃡ ⃡⃡ ⃡⃡𝐹||𝑞W𝑛𝑞(B𝑚𝑐2ℎ[𝜁]) ≤ ||
⃡⃡ ⃡⃡ ⃡⃡𝐹||𝑞W𝑛𝑞(Bb᷉ℎ[𝜁]).
Turning to the second summand, we use Bω𝑐3ℎ[𝜉] ∶= B𝑐3ℎ[Πω(𝜉)] ∩ ω for suitable
𝑐3 ≥ 𝑐1 such that B𝑐1ℎ[𝜉] ⊆ B𝑐3ℎ[Πω(𝜉)]. Then we distinguish the two cases
|𝛼ĸ⃯⃯⃯⃯⃯| = 0 and |𝛼ĸ⃯⃯⃯⃯⃯| > 0 again, as we did in the proof of Theorem 3.3: In case |𝛼| = |𝛼k⃮⃮⃮⃮⃮|
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we observe that because the normal foliation is linear, the restriction of a polyno-
mial of ﬁxedmaximal degree to a leaf is a polynomial of ﬁxedmaximal degree there,
and thus we can apply the version of Friedrichs’ Inequality from Theorem 2.38:
Because the parameterisation for the normal extension is linear in the last ĸ vari-
ables for any ﬁxed 𝑥 ∈ ω, polynomial degree is retained in these variables. Then
for 𝑅 ∶= 𝑃 ∘Ψ− ⃡⃡⃡⃡⃡⃡𝑃 ∘ Ψ we obtain the relation
∫
B𝑐1ℎ[𝜉]
(𝜕𝛼k⃮⃮⃮⃮⃮𝑥 𝑅(𝑥,𝑧))𝑞𝑑𝑧𝑑𝑥 ≤ ∫
B𝑐3ℎ[Πω(𝜉)]
(𝜕𝛼k⃮⃮⃮⃮⃮𝑥 𝑅(𝑥,𝑧))𝑞𝑑𝑧𝑑𝑥
= ∫
Bω𝑐3ℎ[𝜉]
∫
Bĸ𝑐3ℎ[0]
(𝜕𝛼k⃮⃮⃮⃮⃮𝑥 𝑅(𝑥,𝑧))𝑞𝑑𝑧𝑑𝑥 ≤ cℎ𝑞 ∑
|𝛽|=1
‖𝜕𝛼k⃮⃮⃮⃮⃮𝑥 𝜕𝛽𝑧𝑅‖𝑞L𝑞(B𝑐3ℎ[𝜉]). (3.29.3)
Thereby, we have transformed the case |𝛼| = |𝛼k⃮⃮⃮⃮⃮| into the case |𝛼+𝛽| = |𝛼k⃮⃮⃮⃮⃮|+1 with
enhancement by some additional 𝑧-derivative 𝜕𝛽𝑧 and maintain |𝛼+𝛽| < 𝑚, |𝛼+𝛽| ≤
𝑛. Since we have also gained ℎ𝑞, we can handle this case right along with the other
case and just consider 𝛼 with |𝛼ĸ⃯⃯⃯⃯⃯| > 0 now: There holds 𝜕
𝛼ĸ⃯⃯⃯⃯⃯(⃡⃡ ⃡⃡ ⃡⃡𝑃∘Ψ) = 𝜕𝛼ĸ⃯⃯⃯⃯⃯(⃡⃡ ⃡⃡ ⃡⃡𝐹∘Ψ) = 0,
so we obtain
𝜕𝛼k⃮⃮⃮⃮⃮𝑥 𝜕
𝛼ĸ⃯⃯⃯⃯⃯
𝑦 (𝑃 ∘Ψ− ⃡⃡⃡⃡⃡⃡𝑃 ∘ Ψ) = 𝜕
𝛼k⃮⃮⃮⃮⃮
𝑥 𝜕
𝛼ĸ⃯⃯⃯⃯⃯
𝑦 (𝑃 ∘Ψ− ⃡⃡⃡⃡ ⃡⃡𝐹 ∘ Ψ).
Hence, we have with the norm equivalences of Theorem 2.26 in particular, a suit-
able constant 𝑐4 ≥ 𝑐2 such that Ψ(B𝑐2ℎ[𝜉]) ⊆ B𝑐4ℎ[𝜁] due to Lemma 3.25 and the
approximation result from Lemma 3.28:
‖𝜕𝛼(𝑃 ∘Ψ− ⃡⃡⃡⃡ ⃡⃡𝐹 ∘ Ψ)‖L𝑞(B𝑐3ℎ[𝜉]) ≤ c ∑|𝛽|≤|𝛼|
‖𝜕𝛽(𝑃 − ⃡⃡ ⃡⃡ ⃡⃡𝐹)‖L𝑝(B𝑐4ℎ[𝜁])
≤ cℎ𝑛−|𝛼|‖⃡⃡ ⃡⃡ ⃡⃡𝐹‖W𝑛𝑝(B𝑚𝑐4ℎ[𝜁]). (3.29.4)
Possibly choosing ℎ0 smaller and b᷉ greater, we obtain thereby also for the second
summand of (3.29.1) the relation
‖𝜕𝛼(𝑃 ∘Ψ− ⃡⃡⃡⃡⃡⃡𝑃 ∘ Ψ)‖𝑞L𝑞(B𝑐1ℎ[𝜉]) ≤ ‖𝜕
𝛼(𝑃 ∘Ψ− ⃡⃡⃡⃡ ⃡⃡𝐹 ∘ Ψ)‖𝑞L𝑞(B𝑐3ℎ[𝜉])
≤ cℎ𝑞(𝑛−|𝛼|)‖⃡⃡ ⃡⃡ ⃡⃡𝐹‖𝑞W𝑛𝑝(Bb᷉ℎ[𝜁]). (3.29.5)
Now we have to sum over all multi-indices 𝛼 and obtain
∣∣𝑓 − 𝑝∣∣W𝜇𝑞(Bℎ[𝜁]∩Ϻ) ≤ cℎ
𝑛−𝜇−ĸ/𝑞 ∣∣ ⃡⃡ ⃡⃡ ⃡⃡𝐹∣∣
W𝑛𝑞(Bb᷉ℎ[𝜁])
.
It remains to sum over all cell centers 𝜁. To this end, we have to choose b᷉ large
enough to work out for each cell center 𝜁 in at least one extended parameter space.
This will be no problem if ℎ0 is small enough. We further have to take care that we
choose some 𝑏 > 0 large enough such that any Bb᷉ℎ[𝜁] is contained in U𝑏ℎ(Ϻ) inde-
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pendent of ℎ. And we have to choose ℎ0 small enough to achieve that U𝑏ℎ(Ϻ) has
the closest point property. Then because b᷉was ﬁxed over a ﬁxed extended parame-
ter space and the number of these is ﬁnite, we can choose b᷉ maximal among them
to become independent of the extended parameter spaces. And because clearly
any 𝑧 ∈ U𝑏ℎ(Ϻ) can be in at most ո0 balls Bb᷉ℎ[𝜁] for some ﬁxed ո0, we deduce
∑
𝜁∈Ƶ𝑎,ℎ
∣∣𝑓 − 𝑝∣∣W𝜇𝑞(Bℎ[𝜁]∩Ϻ) ≤ cℎ
𝑛−𝜇−ĸ/𝑞 ∣∣ ⃡⃡ ⃡⃡ ⃡⃡𝐹∣∣
W𝑛𝑞(U𝑏ℎ(Ϻ))
≤ cℎ𝑛−𝜇 ∣∣𝑓∣∣W𝑛𝑞(Ϻ) .
q
3.30 Remark: Again, if Ϻ ∈𝕄𝑘bd(ℝ𝑑) has a boundary, then the same holds at least
for Sɴℎ ∶= RϺͲϺ̂SℎENE
Ϻ̂
Ϻ, where EϺ̂Ϻ is the continuous extension operator that maps
W𝑛𝑞(Ϻ) to W𝑛𝑞(Ϻ̂) for the Ϻ̂ ∈𝕄𝑘cp(ℝ𝑑) such that Ϻ ⋐ Ϻ̂.
3.3.4 Approximation in Fractional Orders and under ﬁxed Interpo-
lation Constraints
Both of the results for approximation by Sɴℎ we have presented so far allow for a
generalisation to fractional Slobodeckij Hilbert spaces on ESMs. But in contrast
to the Euclidean setting, we have to deal with the chart-wise deﬁnition of these
spaces, and so the argumentation becomes more involved; the key ingredient is
to determine two inverse atlases such that one is a restriction of the other. Such
two inverse atlases are not hard to create in the case of an ESM without boundary
we consider here: By compactness of the ESM, we can simply take suﬀiciently
large compactly contained subsets of the parameter spaces of a given inverse atlas,
restrict the parameterisations and still maintain an inverse atlas with all relevant
properties. Then we can prove the following result:
3.31 Corollary
1. Let in the situation of Corollary 3.18 0 < 𝑟 ≤ 𝑚 and 0 ≤ 𝜚 ≤ ⌊𝑟 − ĸ⌋ be reals
such that ⌈𝜚⌉ < 𝑚− ĸ. Then any 𝑓 ∈ H𝑟(Ϻ) satisﬁes the relation
∣∣𝑓 − Sɴℎ𝑓∣∣H𝜚(Ϻ) ≤ cℎ
𝑟−𝜚 ∣∣𝑓∣∣H𝑟(Ϻ) .
This relation remains valid if one replaces extension operator EN by any other
foliation-based extension operator E𝔽.
2. Let in the situation of Theorem 3.29 0 < 𝑟 ≤ 𝑚 and real 0 ≤ 𝜚 ≤ ⌊𝑟 − 1⌋ be
reals such that ⌈𝜚⌉ < 𝑚− 1. Then any 𝑓 ∈ H𝑟(Ϻ) satisﬁes the relation
∣∣𝑓 − Sɴℎ𝑓∣∣H𝜚(Ϻ) ≤ cℎ
𝑟−𝜚 ∣∣𝑓∣∣H𝑟(Ϻ) .
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This relation remains valid if one replaces extension operator EN by any other
extension operator E𝕍 based on a linear foliation 𝕍.
Proof: With given inverse atlas (ψ𝑖,ω𝑖)𝑖∈𝐼 ∈ ℿ(Ϻ), we know by deﬁnition ofℿ(Ϻ)
that there is another inverse atlas (ψ⋆𝑖 ,ω⋆𝑖 )𝑖∈𝐼 such that for any 𝑖 ∈ 𝐼
ω𝑖 ⋐ ω⋆𝑖 and ψ𝑖 = (ψ⋆𝑖 )|ω𝑖.
Shrinking each ω𝑖 just a little so that still ω𝑖 ⋐ ω⋆𝑖 , we can further demand that
actually (ψ⋆𝑖 ,ω⋆𝑖 )𝑖∈𝐼 ∈ ℿ(Ϻ) as well. Then wewill frequently apply the interpolation
property from Proposition 2.30 for the operator Id−Sɴℎ for diﬀerent choices of the
spaces and norms involved. Now we ﬁx one (ψ,ω) and corresponding (ψ⋆,ω⋆). We
ﬁrst have to deduce that in the situations of Corollary 3.18 or Theorem 3.29 for the
respective choices of 𝑛,𝜇
∣∣(𝑓 − Sɴℎ𝑓) ∘ ψ∣∣H𝜇(ω) ≤ cℎ
𝑛−𝜇 ∣∣𝑓 ∘ ψ⋆∣∣H𝑛(ω⋆) . (3.31.1)
To see this, we note that Sɴℎ is local in the following sense: For suﬀiciently small ℎ
we have that ∣∣(𝑔 − 𝑓) ∘ ψ⋆∣∣H𝑛(ω⋆) = 0 implies ∣∣(S
ɴ
ℎ(𝑔 − 𝑓)) ∘ ψ∣∣H𝜇(ω) = 0 for any 𝑔 ∈
H𝑛(Ϻ) . In particular, this holds for 𝑔 = 𝑓⋆ ∶= EϺω⋆𝑓 as obtained by the continuous
manifold extension EϺω⋆ ∶ H𝑛(ω⋆) → H𝑛(Ϻ) of Theorem 2.36. And we have further
that
∣∣𝑓⋆∣∣H𝑛(Ϻ) ≤ c ∣∣𝑓 ∘ ψ⋆∣∣H𝑛(ω⋆) .
This gives us directly (3.31.1). Then we apply the interpolation property. First, we
choose suitable integers 𝑛1 = ⌊𝜚⌋, 𝑛2 = ⌈𝜚⌉ to which (3.31.1) applies if we set 𝜇 = 𝜇𝑖.
This is guaranteed if respectively either 𝑛2 ≤ 𝑛− ĸ and 𝑛2 < 𝑚− ĸ (Corollary 3.18)
or 𝑛2 ≤ 𝑛− 1 and 𝑛2 < 𝑚− 1 (Theorem 3.29). Then we choose 0 < 𝜃 < 1 such that
𝜚 = 𝜃𝑛1 + (1 − 𝜃)𝑛2. We obtain for 𝑚1 = 𝑚2 = 𝑛 in the interpolation property for
the operator Id− Sɴℎ the relation
∣∣(𝑓 − Sɴℎ𝑓) ∘ ψ∣∣H𝜚(ω) ≤ cℎ
𝜃(𝑛−𝑛1)+(1−𝜃)(𝑛−𝑛1) ∣∣𝑓 ∘ ψ⋆∣∣H𝑛(ω⋆)
≤ cℎ𝑛−𝜚 ∣∣𝑓 ∘ ψ⋆∣∣H𝑛(ω⋆) . (3.31.2)
The presence of the operation ”∘ψ” therein does no harm, as we can always de-
mand that an arbitrary 𝑔 ∈ H𝑛(ω⋆) has the form 𝑔 = ?̃? ∘ ψ⋆ 〈3〉. Now we apply the
interpolation property again for the choices ϱ1 = ϱ2 = 𝜚 and𝑚1 = ⌊𝑟⌋,𝑚2 = ⌈𝑟⌉. By
hypothesis, both choices satisfy the requirements for 𝑛, and so we have for 𝑖 = 1, 2
〈3〉Therein, we can choose ?̃? = Rω⋆Λ(Ψ⋆)-1RΨ⋆(Ω⋆)E
⋆𝑔 for E⋆ = Eℝ𝑑ℝ𝑘Eℝ
𝑘
ω⋆ , extended parameter space
Ω⋆ corresponding to ω⋆ and Λ(Ψ⋆)-1 deﬁned by Λ(Ψ⋆)-1𝐺 = 𝐺 ∘ (Ψ⋆)-1. Then we have for an arbitrary
𝑥 ∈ ω⋆ that ?̃?(ψ⋆(𝑥)) = (E⋆𝑔)(𝑥) = 𝑔(𝑥) whenever 𝑔 is smooth. As all operators that appeared
were bounded, the general result then comes directly via density.
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∣∣(𝑓 − Sɴℎ𝑓) ∘ ψ∣∣H𝜚(ω) ≤ cℎ
𝑚𝑖−𝜚 ∣∣𝑓 ∘ ψ⋆∣∣H𝑚𝑖 (ω⋆) ,
and clearly 𝑟 = 𝜃𝑚1 + (1 − 𝜃)𝑚2 for suitable 0 < 𝜃 < 1. We can do so by virtue of
(3.31.2). Then we obtain the relation
∣∣(𝑓 − Sɴℎ𝑓) ∘ ψ∣∣H𝜚(ω) ≤ cℎ
𝜃(𝑚1−𝜚)+(1−𝜃)(𝑚2−𝜚) ∣∣𝑓 ∘ ψ⋆∣∣H𝑟(ω⋆) = cℎ𝑟−𝜚 ∣∣𝑓 ∘ ψ∣∣H𝑟(ω⋆) .
To deduce the overall result, we have to sum over the two inverse atlases on both
sides, which we can easily accomplish. And we have to see that, as one directly
veriﬁes, the two Sobolev norms on Ϻ subordinate to our two inverse atlases are
equivalent. q
3.32 Remark: Again, the case of an ESM with boundary can at least theoretically
be deduced directly by extension operator EϺ̂Ϻ ∶ H𝑟(Ϻ) → H𝑟(Ϻ̂) for a compact
submanifold Ϻ̂ such that Ϻ ⋐ Ϻ̂. Thereby, the same approximation orders as in
the corollary are achievable at least theoretically.
Nowwe take the results on the boundedness of operators into account that we have
proven in particular in Theorem 3.21. If we do that, we can also deduce results
for approximation orders under ﬁxed interpolation constraints. To be more pre-
cise, we obtain the following result on suitably constructed Ξ-interpolating quasi-
projections that we shall apply in approximation of energy functional minima later:
3.33 Corollary Let EϺ = Eℝ
𝑑
Ϻ ∶ H𝜚(Ϻ) → H𝜚+ĸ/2(ℝ𝑑) be the universal bounded
extension operator and deﬁne the interpolating approximation operator as
SΞ,ɴℎ ∶= ͲϺ(SℎEN + IΞℎEϺ − IΞℎEϺͲϺSℎEN).
Then this operator retains the approximation orders of Sɴℎ according to Cor. 3.31
under the respective conditions, as long as in addition to the respective require-
ments it holds 𝑘/2 < 𝜚 and 𝜚+ ĸ/2 ≤ 𝑚− 1.
Proof: If we consider the approximation error, then for admissible 𝜚 by the tri-
angle inequality
∣∣𝑓 − SΞ,ɴℎ 𝑓∣∣H𝜚(Ϻ) ≤ ∣∣𝑓 − S
ɴ
ℎ𝑓∣∣H𝜚(Ϻ) + ∣∣ͲϺI
Ξ
ℎEϺ(𝑓 − Sɴℎ𝑓)∣∣H𝜚(Ϻ) .
So it suﬀices to prove continuity of ͲϺIΞℎEϺ, which is directly implied by its con-
struction. q
3.34 Remark: We use this last result only for deducing ”achievable orders” —
again it has only little practical value due to the presence of EϺ. But in that respect,
it is indeed very useful. And as usual, it generalises to the case of ESMs with
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boundary by continuous (universal) extension from the ESM with boundary to the
ESM without it is contained in by our assumptions.
3.3.5 Approximating Normal Derivatives
As an enhancement to the previous results, we will now be interested in the ap-
proximation power of the operator Sɴℎ when it comes to normal derivatives: These
will soon turn out to tell us how large the deviation of tangent Euclidean deriva-
tives to their intrinsic counterparts is, the tangential derivatives we introduce in
chapter four. In the upcoming relations, we will always demand that the deriva-
tive DN or gradient ∇N is taken along the respective normal frame of the closest
point if we are not on the ESM itself. And the index ”N” indicates projection onto
the normal space according to the speciﬁc, locally smooth map N that assigns an
(orthonormal) normal frame to each element of the ESM.
The basic idea is now the same as in deriving the corresponding approximation re-
sults. We begin by stating them for integer orders and deduce the fractionals sim-
ilar to Corollary 3.31 in the aftermath, which we compete by considering the case
with interpolation constraints. We give proofs in correspondence to both Corol-
lary 3.18 and Theorem 3.29, as the proof for the ﬁrst will generalise also to other
approximation methods and other orthogonal foliations easily, while the latter is
more speciﬁc to splines and the normal foliation.
3.35 Corollary Let in the situation of Cor. 3.18 holds in particular taht 1+ ĸ ≤ 𝑛
and 1 + ĸ < 𝑚 for 𝑛 ≤ 𝑚 ∈ ℕ deﬁned there. Then the normal derivatives satisfy
∣∣∣∣∇N(SℎEN𝑓)∣∣2∣∣L2(Ϻ)
≤ cℎ𝑛−1 ∣∣𝑓∣∣H𝑛(Ϻ) .
Proof: In order to prove this result, we will essentially try to reduce things so far
that dealing with ∣∣(∇N𝑆ℎ)∣∣2 reduces to a special case of the proof of Theorem 3.3.
That proof had started from a pair of parameterisation and parameter space (ψ,ω),
according to the inverse atlas to obtain (3.3.1). To obtain a similar relation, we have
to look at our usual map N = (ν1, ...,νĸ) giving us a normal frame on the image of
ω that is smooth and C-bounded on ω, of which we know it exists. We decompose
then ∣∣(∇N𝑆ℎ)∣∣2 as follows in a ﬁnite sum of normal directional derivatives: It holds
in any ψ(𝑥) for 𝑥 ∈ ω that
∣∣∇N𝑆ℎ∣∣22 =
ĸ
∑
ℓ=1
|Dνℓ𝑆ℎ|2 ≤ c ⎛⎜⎝
ĸ
∑
ℓ=1
|Dνℓ𝑆ℎ|⎞⎟⎠
2
= c ∣∣∇N𝑆ℎ∣∣21 ,
and consequently we have with the triangle inequality in the last step
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∣∣∣∣(∇N𝑆ℎ)∣∣2∣∣L2(ψ(ω))
≤ c ∣∣∣∣(∇N𝑆ℎ) ∘ ψ∣∣1∣∣L2(ω)
≤ c
ĸ
∑
𝑖=1
∣∣(Dν𝑖𝑆ℎ) ∘ ψ∣∣L2(ω) . (3.35.1)
Thenwe choose an arbitrary Dν = Dν𝑗 and deﬁneΩ𝑎ℎ as in the proof of Theorem 3.3.
We can thus obtain as in (3.3.1) that because Dν ⃡⃡ ⃡⃡ ⃡⃡𝐹 = 0 it holds
∣∣(Dν𝑆ℎ) ∘ ψ∣∣L2(ω) ≤cℎ
− ĸ2 ∣∣EN(Dν𝑆ℎ) ∘ Ψ∣∣L2(Ω𝑎ℎ)
=cℎ− ĸ2 ∣∣EN(Dν𝑆ℎ) ∘ Ψ− (Dν ⃡⃡ ⃡⃡ ⃡⃡𝐹) ∘ Ψ∣∣L2(Ω𝑎ℎ)
≤cℎ− ĸ2 ∣∣(Dν𝑆ℎ) ∘ Ψ− (Dν ⃡⃡ ⃡⃡ ⃡⃡𝐹) ∘ Ψ∣∣L2(Ω𝑎ℎ)
+ cℎ− ĸ2 ∣∣(Dν𝑆ℎ) ∘ Ψ− EN(Dν𝑆ℎ) ∘ Ψ∣∣L2(Ω𝑎ℎ) .
Now we have to notice that on Ω𝑎ℎ we have that by deﬁnition of N and its compo-
nent column ν = ν𝑗 it holds (Dν𝑆ℎ) ∘ Ψ = 𝜕𝑗(𝑆ℎ ∘ Ψ) for some standard coordinate
direction 𝑗. This can be deduced directly from the deﬁnition of Ψ. The ﬁrst sum-
mand can then be bounded by using the evident relation |Dν(𝑆ℎ− ⃡⃡⃡⃡ ⃡⃡𝐹)| ≤ ∣∣∇(𝑆ℎ − ⃡⃡⃡⃡ ⃡⃡𝐹)∣∣2
in the form
∣∣(Dν(𝑆ℎ − ⃡⃡⃡⃡ ⃡⃡𝐹)) ∘ Ψ∣∣L2(Ω𝑎ℎ)
≤ ∣∣(𝑆ℎ − ⃡⃡⃡⃡ ⃡⃡𝐹) ∘ Ψ∣∣H1(Ω𝑎ℎ)
≤ c ∣∣𝑆ℎ − ⃡⃡⃡⃡ ⃡⃡𝐹∣∣H1(U𝑎ℎ) ≤ ℎ
𝑛−1 ∣∣ ⃡⃡ ⃡⃡ ⃡⃡𝐹∣∣
H𝑛(U𝑏ℎ)
.
For the second summand, we are by deﬁnition in the case of |𝛼ĸ⃯⃯⃯⃯⃯| = 0 of the re-
spective proof, and thus proceed similarly via Friedrichs’ inequality to obtain for
𝑅ℎ ∶= (Dν𝑆ℎ) ∘ Ψ− (EN(Dν𝑆ℎ)) ∘ Ψ the relation
‖𝑅ℎ‖𝑝L2(Ω𝑎ℎ) ≤ c
ĸ
∑
ℓ=1
ℎ𝑝⋅ℓ ∑
|𝛽|=ℓ
‖𝜕𝛽𝑧𝑅ℎ‖𝑝L𝑝(Ω𝑎ℎ). (3.35.2)
Now we notice that it holds (EN(Dν𝑆ℎ))(Ψ(𝑥,𝑧)) = (EN(Dν𝑆ℎ))(Ψ(𝑥,0)), whereby
in particular 𝜕𝛽𝑧((EN(Dν𝑆ℎ)) ∘ Ψ) = 0 = 𝜕𝛽𝑧𝜕𝑗(⃡⃡ ⃡⃡ ⃡⃡𝐹 ∘ Ψ). Consequently we can deduce
by virtue of Friedrichs’ inequality that it holds
‖𝑅ℎ‖𝑝L2(Ω𝑎ℎ) ≤ c
ĸ
∑
ℓ=1
ℎ𝑝⋅ℓ ∑
|𝛽|=ℓ
‖𝜕𝛽𝑧𝜕𝑗(𝑆ℎ ∘ Ψ− ⃡⃡⃡⃡ ⃡⃡𝐹 ∘ Ψ)‖𝑝L𝑝(Ω𝑎ℎ)
≤ c
ĸ
∑
ℓ=1
ℎ𝑝⋅ℓ ∑
|𝜂|=ℓ+1
‖𝜕𝜂𝑧(𝑆ℎ ∘ Ψ− ⃡⃡⃡⃡ ⃡⃡𝐹 ∘ Ψ)‖𝑝L𝑝(Ω𝑎ℎ).
Because we have required that ĸ+ 1 < 𝑚 and ĸ+ 1 ≤ 𝑛, we can proceed as before
in (3.3.4) and obtain via the usual norm equivalences for any of the shifted multi-
indices 𝜂 in the last sum that
‖𝜕𝜂𝑧𝑅ℎ‖𝑝L2(Ω𝑎ℎ) ≤ ‖𝜕
𝜂
𝑧(𝑆ℎ ∘ Ψ− ⃡⃡⃡⃡ ⃡⃡𝐹 ∘ Ψ)‖L2(Ω𝑎ℎ) ≤ cℎ
(𝑛−𝜇−|𝜂|)𝑝+ĸ‖𝑓‖2H𝑛(Ϻ),
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whereby the desired result is obtained by insertion and summation. Note in partic-
ular that ∇N𝑆ℎ is given by a ﬁnite linear combination of normal directional deriva-
tives on each pair (ψ,ω) according to the inverse atlas and that the overall result
is invariant under orthogonal transformation within the normal space. q
3.36 Corollary In the situation of Theorem 3.29 it holds as long as in particular
2 ≤ 𝑛 and 2 < 𝑚 that the normal derivatives satisfy
∣∣∣∣∇N(SℎEN𝑓)∣∣2∣∣L2(Ϻ)
≤ cℎ𝑛−1 ∣∣𝑓∣∣H𝑛(Ϻ) .
Proof: Again, the proof is very similar to that of 3.29: We have to reuse the
decomposition of (3.35.1) and replace as in the last proof 𝑠ℎ in the proof of 3.35 by
(Dν𝑆ℎ)|Ϻ and consequently 𝑝 in the proof of 3.35 by Dν𝑃 for an arbitrary Dν = Dν𝑖
in the respective relations. Then we obtain similar to (3.29.1) that
∫
ω∩B𝑐1ℎ[𝜉]
((Dν𝑃) ∘ ψ)2 ≤ cℎ−ĸ ∫
B𝑐1ℎ[𝜉]
((Dν ⃡⃡ ⃡⃡ ⃡⃡𝐹) ∘ Ψ− (Dν𝑃) ∘Ψ)2
+ cℎ−ĸ ∫
B𝑐1ℎ[𝜉]
((Dν𝑃) ∘Ψ− (EN(Dν𝑃)) ∘ Ψ)2.
For the ﬁrst summand, we conclude similar to (3.29.2) that
∫
B𝑐1ℎ[𝜉]
((Dν ⃡⃡ ⃡⃡ ⃡⃡𝐹) ∘ Ψ− (Dν𝑃) ∘Ψ)2 ≤ cℎ2(𝑛−1)|| ⃡⃡ ⃡⃡ ⃡⃡𝐹||𝑞H𝑛(B𝑚𝑐2ℎ[𝜁]).
Therein, we use as in the previous proof that for an arbitrary𝐺 it holds (Dν𝑗𝐺)∘Ψ =
𝜕𝑗(𝐺 ∘ Ψ). For the second summand, we can also proceed as before and apply
Friedrichs’ Inequality for leafwise ﬁnite dimensional polynomials: The directional
derivative along a normal is again a polynomial. So we obtain also in this case
similar to (3.29.3) that for 𝑅ℎ ∶= ((Dν𝑃) ∘Ψ− (EN(Dν𝑃)) ∘ Ψ)
∫
B𝑐1ℎ[𝜉]
(𝑅ℎ)2 ≤ cℎ2 ∑
|𝛽|=1
‖𝜕𝛽𝑧(𝑅ℎ)‖2L2(B𝑐3ℎ[𝜉]).
Now we repeat the observations made in the proof of Corollary 3.35 after deducing
(3.35.2). Thereby we obtain again for 𝑗 as implied by ν = ν𝑗
∑
|𝛽|=1
‖𝜕𝛽𝑧(𝑅ℎ)‖2L2(B𝑐3ℎ[𝜉]) = ∑|𝛽|=1
‖𝜕𝛽𝑧(𝜕𝑗(𝑃 ∘Ψ))‖2L2(B𝑐3ℎ[𝜉])
≤ ∑
|𝛽|=2
‖𝜕𝜂𝑧(⃡⃡ ⃡⃡ ⃡⃡𝐹 ∘ Ψ−𝑃 ∘Ψ)‖2L2(B𝑐3ℎ[𝜉]).
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Once again, this gives us as in (3.29.4) that
∫
B𝑐1ℎ[𝜉]
((Dν𝑃) ∘Ψ− (EN(Dν𝑃)) ∘ Ψ)2 ≤ cℎ2𝑛−2‖⃡⃡ ⃡⃡ ⃡⃡𝐹‖2H𝑛(B𝑚𝑐4ℎ[𝜁]).
Now we can proceed precisely as in the proof of 3.29. q
3.37 Corollary In the situation of Cor. 3.31 it holds, as long as in particular 𝜚 = 1
is a valid choice, that normal derivatives satisfy the relation
∣∣∣∣∇N(SℎEN𝑓)∣∣2∣∣L2(Ϻ)
≤ cℎ𝑟−1 ∣∣𝑓∣∣H𝑟(Ϻ) .
Proof: As in the proof of Cor. 3.31 we hope to apply the interpolation property.
Thus we choose again the two inverse atlases from the proof of that corollary. For
parameterisation ψ⋆ and parameter space ω⋆ according to the inverse atlas we
can choose N⋆ smooth on ω⋆ and restrict ourselves once again to arbitrary column
ν = ν𝑗. Then the linear map 𝑓 ↦ ͲϺDν(Sɴℎ𝑓) is by virtue of the last two corollaries
bounded from H𝑚𝑖(ω⋆) to L2(ω) and it holds
∣∣(Dν(Sɴℎ𝑓)) ∘ ψ∣∣L2(ω) ≤ cℎ
𝑚𝑖−1 ∣∣𝑓 ∘ ψ⋆∣∣H𝑚𝑖 (ω⋆) ,
for any 𝑚𝑖, 𝑖 = 1, 2 that are valid choices for 𝑛, in particular for 𝑚1 = ⌊𝑟⌋ and
𝑚2 = ⌈𝑟⌉. With a suitable choice for 0 < 𝜃 < 1 such that 𝑟 = 𝜃𝑚1 + (1 − 𝜃)𝑚2 we
conclude then by the interpolation property
∣∣(Dν(Sɴℎ𝑓)) ∘ ψ∣∣L2(ω) ≤ cℎ
𝑟−1 ∣∣𝑓 ∘ ψ⋆∣∣H𝑟(ω⋆) .
Thereby we can deduce as before that
∣∣∣∣(∇N(Sɴℎ𝑓)) ∘ ψ∣∣2∣∣L2(ω)
≤ cℎ𝑟−1 ∣∣𝑓 ∘ ψ⋆∣∣H𝑟(ω⋆) .
Again, ﬁnite summation yields the desired result. q
To deduce a result for the case with interpolation constraints requires another
auxiliary result stated in the following lemma:
3.38 Lemma Let 𝐺 ∈ H𝑟(U(Ϻ)) for 𝑟 ≥ 2. Then for any ԑ > 0 with ĸ/2+ ԑ ≤ 𝑟−1
∣∣∣∣∇N𝐺∣∣2∣∣L2(Ϻ)
≤ c ||𝐺||H1+ĸ/2+ԑ(U(Ϻ)) .
Proof: We choose an inverse atlas (ψ𝑖,ω𝑖)𝑖∈𝐼 for Ϻ and corresponding extended
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inverse atlas (Ψ𝑖,Ω𝑖)𝑖∈𝐼 for U(Ϻ). Then we select again arbitrary but corresonding
(ψ,ω), (Ψ,Ω) according to these, omitting the index 𝑖 from now on for this speciﬁc
choice. By construction of Ψ and Ω, we can demand that on Ψ(Ω) the map 𝑥 ↦
N(ΠϺ(𝑥)) is well-deﬁned, smooth and C-bounded. We call by ν1, ...,νĸ the columns
of orthonormal normal frame N again and choose as before an arbitrary ν = ν𝑗.
First we demand𝐺 to be smooth and state that it holds for the directional derivative
Dν𝐺 of 𝐺 along ν that |Dν𝐺|2 ≤ c ||∇𝐺||22 both on ψ(ω) and on Ψ(Ω). Moreover, we
even have for any 𝜎 ≥ 0 such that 𝐺 ∈ H1+𝜎(U(Ϻ)) also
∣∣(Dν𝐺)∣∣H𝜎(Ψ(Ω)) ≤ c ||𝐺||H1+𝜎(Ψ(Ω)) ≤ c ||𝐺||H1+𝜎(U(Ϻ)) .
This is obvious for 𝜎 = 0. For 𝜎 = 𝑛 ∈ ℕ we can obtain this by the product rule
and the fact that N can be presumed to be C-bounded on Ψ(Ω). Induction and the
triangle inequality give then the required result. Consequently, we can also deduce
(via density) that the map 𝐺↦ Dν𝐺 is in fact a bounded linear map from H𝑚(Ψ(Ω))
to H𝑚−1(Ψ(Ω)) for all 𝑚 ∈ℕ.
Now we apply the interpolation property. So let 𝜚 be fractional and choose 0 < 𝜃 <
1 such that 𝜚 = 𝜃⌊𝜚⌋ + (1 − 𝜃)⌈𝜚⌉. Then an easy calculation shows that
𝜚− 1 = 𝜃⌊𝜚⌋ + (1 − 𝜃)⌈𝜚⌉ − 1 = 𝜃⌊𝜚 − 1⌋ + (1 − 𝜃)⌈𝜚 − 1⌉.
Thus by the interpolation property from Proposition 2.30 the map is also bounded
from H𝜚(Ψ(Ω)) to H𝜚−1(Ψ(Ω)). This gives us the fractional case. To deduce the
claimed relation, we have ﬁrst to see that
∣∣∣∣∇N𝐺∣∣2∣∣
2
L2(ψ(ω))
=
ĸ
∑
ℓ=1
∫
ψ(ω)
|Dνℓ(𝑥)𝐺|2𝑑𝑥.
Then obviously ∣∣(Dν𝐺)∣∣L2(ψ(ω)) ≤ ∣∣(Dν𝐺)∣∣Hԑ(ψ(ω)) for any ԑ > 0. By the chart trace
theorem, so Theorem 2.33, it holds in particular that
∣∣(Dν𝐺)∣∣Hԑ(ψ(ω)) ≤ c ∣∣(Dν𝐺)∣∣Hԑ+ĸ/2(Ψ(Ω))
and by our previous ﬁndings this is bounded by c ||𝐺||H1+ԑ+ĸ/2(U(Ϻ)). To deduce the
ultimate relation, we just have to sum over the ﬁnite inverse atlas. q
3.39 Corollary Let in the situation of the last corollaries Ξ ⊆Ϻ be a ﬁnite set of
points. Then it holds with the operator SΞ,ɴℎ instead of Sɴℎ and with
SΞ,ɴ,ᴜℎ ∶= SℎEN + IΞℎEϺ − IΞℎEϺͲϺSℎEN
its result before application of ͲϺ that for any small ԑ > 0
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∣∣∣∣∇N (SΞ,ɴ,ᴜℎ 𝑓)∣∣2∣∣L2(Ϻ)
≤ cℎ𝑟−max(1,𝑘/2)−ԑ ∣∣𝑓∣∣H𝑟(Ϻ) .
Proof: We start with the triangle inequality to obtain
∣∣∣∣∇N(SΞ,ɴ,ᴜℎ 𝑓)∣∣2∣∣L2(Ϻ)
≤ ∣∣∣∣∇N(SℎEN𝑓)∣∣2∣∣L2(Ϻ)
+ ∣∣∣∣∇N((IΞℎEϺ − IΞℎEϺͲϺSℎEN)𝑓)∣∣2∣∣L2(Ϻ)
.
The ﬁrst summand is then bounded by the respective property of Sɴℎ. For the second
summand, we apply Lemma 3.38 and obtain for some ﬁxed U(Ϻ) that
∣∣∣∣∇N((IΞℎEϺ − IΞℎEϺͲϺSℎEN)𝑓)∣∣2∣∣L2(Ϻ)
≤ c ∣∣(IΞℎEϺ − IΞℎEϺͲϺSℎEN)𝑓∣∣H1+ĸ/2+ԑ(U(Ϻ)) .
We use the continuity of IΞℎ and conclude with ĸԑ = ĸ/2 + ԑ
∣∣(IΞℎEϺ − IΞℎEϺͲϺSℎEN)𝑓∣∣H1+ĸԑ (U(Ϻ))
≤ ∣∣(IΞℎEϺ − IΞℎEϺͲϺSℎEN)𝑓∣∣Hmax(1,𝑘/2)+ĸԑ (U(Ϻ))
≤ ∣∣(EϺ − EϺͲϺSℎEN)𝑓∣∣Hmax(1,𝑘/2)+ĸԑ (U(Ϻ))
≤ ∣∣(EϺ − EϺͲϺSℎEN)𝑓∣∣Hmax(1,𝑘/2)+ĸԑ (ℝ𝑑)
≤ ∣∣(Id− ͲϺSℎEN)𝑓∣∣Hmax(1,𝑘/2)+ԑ(Ϻ)
≤cℎ𝑟−max(1,𝑘/2)−ԑ ∣∣𝑓∣∣H𝑟(Ϻ) .
q
3.40 Remark: Like for the previous statements on approximation by constant ex-
tension and restriction, the case of an ESMwith boundary can at least theoretically
be deduced directly by extension operator EϺ ∶ H𝑟(Ϻ) → H𝑟(Ϻ̂) for a compact sub-
manifold Ϻ̂ ∈𝕄𝑘cp(ℝ𝑑) such that Ϻ ⋐ Ϻ̂. Thereby, the same approximation orders
are achievable at least theoretically.
3.41 Remark: It is also important to have approximation results just for the ap-
proximation of the normal derivatives in the ambient space: They help us to deter-
mine that an additional stabilisation penalty on the approximation in the ambient
space which will occur later does not aﬀect the approximation order. In case we
have no interpolation constraints, it is directly clear that for any tubular neigh-
bourhood U𝑎ℎ(Ϻ) that is suﬀiciently narrow we have the relation
∣∣∣∣∇N(SℎEN𝑓)∣∣2∣∣L2(U𝑎ℎ(Ϻ))
≤ ∣∣(Sℎ ⃡⃡ ⃡⃡ ⃡⃡𝐹 − ⃡⃡ ⃡⃡ ⃡⃡𝐹)∣∣H1(U𝑎ℎ(Ϻ))
≤ ∣∣(Sℎ ⃡⃡ ⃡⃡ ⃡⃡𝐹 − ⃡⃡ ⃡⃡ ⃡⃡𝐹)∣∣H1(U𝑎ℎ0 (Ϻ))
≤ cℎ𝑟−1 ∣∣𝑓∣∣H𝑟(Ϻ) .
56
The last inequality therein comes by application of Appendix Theorem 9.17 that
gives the relation ∣∣ ⃡⃡ ⃡⃡ ⃡⃡𝐹∣∣
H𝑟(U(Ϻ))
≤ c ∣∣𝑓∣∣H𝑟(Ϻ). In fact, we could even expect to have
higher orders, but that will play no signiﬁcant role for us. In the case with a ﬁnite
set of constraints, we have the relation
∣∣∣∣∇N(SΞ,ɴ,ᴜℎ 𝑓)∣∣2∣∣L2(U𝑎ℎ(Ϻ))
≤ cℎ𝑟−max(1,𝑘/2) ∣∣𝑓∣∣H𝑟(Ϻ) .
This is obtained via the intermediate steps
∣∣∣∣∇N(SΞ,ɴ,ᴜℎ 𝑓)∣∣2∣∣L2(U𝑎ℎ)
= ∣∣∣∣∇N(EN𝑓− SΞ,ɴ,ᴜℎ 𝑓)∣∣2∣∣L2(U𝑎ℎ)
≤ c ∣∣(EN𝑓− SΞ,ɴ,ᴜℎ 𝑓)∣∣H1(U𝑎ℎ)
≤c ∣∣(Sℎ ⃡⃡ ⃡⃡ ⃡⃡𝐹 − ⃡⃡ ⃡⃡ ⃡⃡𝐹)∣∣H1(U𝑎ℎ) + c ∣∣(I
Ξ
ℎEϺ − IΞℎEϺͲϺSℎEN)𝑓∣∣H1(U𝑎ℎ)
≤c ∣∣(Sℎ ⃡⃡ ⃡⃡ ⃡⃡𝐹 − ⃡⃡ ⃡⃡ ⃡⃡𝐹)∣∣H1(U𝑎ℎ0 )
+ c ∣∣(IΞℎEϺ − IΞℎEϺͲϺSℎEN)𝑓∣∣H1(U𝑎ℎ0 )
≤c ∣∣(Sℎ ⃡⃡ ⃡⃡ ⃡⃡𝐹 − ⃡⃡ ⃡⃡ ⃡⃡𝐹)∣∣H1(U𝑎ℎ0 )
+ c ∣∣IΞℎEϺ(Id− ͲϺSℎEN)𝑓∣∣Hmax(1,𝑑/2)(U𝑎ℎ0 )
≤c ∣∣(Sℎ ⃡⃡ ⃡⃡ ⃡⃡𝐹 − ⃡⃡ ⃡⃡ ⃡⃡𝐹)∣∣H1(U𝑎ℎ0 )
+ c ∣∣(Id− Sɴℎ)𝑓∣∣Hmax(1,𝑑/2)−ĸ/2(Ϻ)
≤c (ℎ𝑟−1 + ℎ𝑟−max(1−ĸ/2,𝑘/2)) ∣∣𝑓∣∣H𝑟(Ϻ) ≤ cℎ𝑟−max(1,𝑘/2) ∣∣𝑓∣∣H𝑟(Ϻ) .
3.3.6 Practical Examples
The approximation operator Sɴℎ gives rise to a concept recently developed ([74,
75, 76, 82]) under the term Ambient B-Spline Method or more generally Ambient
Approximation Method for codimension one, and by our theory the approach gen-
eralises naturally to higher codimensions. The process of the method is brieﬂy
described as follows:
3.42 Algorithm — Ambient B-Spline Method —
1. For ℎ small, determine all the cells Cℎ(Ϻ) active on Ϻ.
2. Compute〈4〉 the approximation of 𝐹 = 𝑓 ∘ΠϺ〈5〉 for Cℎ(Ϻ).
3. Store the coeﬀicients just for the basis functions active on Ϻ to determine a
solution 𝑆Ϻ.
4. Evaluate 𝑆Ϻ in points on Ϻ as necessary.
Initially, this algorithm was investigated for codimension ĸ = 1 alone ([74],[82]),
and convergence rates were also investigated just for codimension one: [82] pro-
vides practical results that verify the theoretical orders for several types of surfaces
in ℝ3. So in our examples we put our focus exemplarily on ĸ = 2 and thus on a
〈4〉This may require additional cells as required by the applied quasi-projection method. Usually
one will need at least all cells active on some U𝛿ℎ(Ϻ) for ﬁxed 𝛿 > 0.
〈5〉Another suitable projection Π𝔽 based on foliation 𝔽 is conceivable as well.
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Figure 3.1: Upper row: Plots of the functions 𝑓1 (left), 𝑓2 (mid), 𝑓3 (right). Lower row: Corre-
sponding experimental rates of convergence for quadcubic splines: — root mean square error for
1602 equally spaced gridded points, - - - reference ℎ4, ⋅⋅⋅⋅⋅ maximal error.
surface embedded in ℝ4 that is not embedded in ℝ3. To be more precise, we give
examples in the case of the so called Cliﬀord torus 𝕋clf ⊆ ℝ4 — a surface which is
not embedded into ℝ3 and given as
𝕋clf = (
1
√2
𝕊1) × ( 1√2
𝕊1) ,
whereby one sees that it has a globally deﬁned normal frame and can be param-
eterised by parameterisations of the circles. Consequently, it is isometrically iso-
morphic to [0,π√2]×[0,π√2] if one identiﬁes opposite edges, and thus we can visu-
alise functions on the Cliﬀord torus in the plane — which we did on [0, 2π]×[0, 2π]
for technical reasons, as implied by the standard parameterisation of the circle.
We present convergence behaviour for three functions 𝑓1, 𝑓2, 𝑓3 on 𝕋clf that are
deﬁned as restrictions of the ℝ4 functions 𝐹1,𝐹2,𝐹3 given as
𝐹1(𝑤,𝑥,𝑦,𝑧) ∶=e𝑤𝑧𝑤(
3
4e
− (9𝑥+𝑤−2)2+(9𝑦+𝑧−2)24 + 34e
− (9𝑥+1)249 −
9𝑦+1
10 )
+ e𝑤𝑧𝑤(12e
− (9𝑥+𝑤−7)2+(9𝑦+𝑧−3)24 − 15e
−(9𝑥+𝑤−4)2−(9𝑦+𝑧−7)2)
𝐹2(𝑤,𝑥,𝑦,𝑧) ∶=e𝑤𝑧𝑤(𝑦+ 𝑧)(
3
4e
− (9𝑥+6𝑤−2)2+(9𝑦+6𝑧−2)24 + 34e
−(9𝑥+1)2/49−(9𝑦+1)/10)
+ e𝑤𝑧𝑤(𝑦+ 𝑧)(12e
− (9𝑥+𝑤−7)2−(9𝑦+𝑧−3)24 − 15e
−(9𝑥+𝑤−4)2−(9𝑦+𝑧−7)2)
𝐹3(𝑤,𝑥,𝑦,𝑧) ∶=
3
4(𝑦 + 𝑧) sin(𝑤𝑧)cos(𝑤)e
− (9𝑥+6𝑤−2)2+(9𝑦+6𝑧−2)24
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+ 34(𝑦 + 𝑧) sin(𝑤𝑧)cos(𝑤)
3
4e
−(9𝑥+1)2/49−(9𝑦+1)/10
+ 12(𝑦 + 𝑧) sin(𝑤𝑧)cos(𝑤)e
− (9𝑥+𝑤−7)2+(9𝑦+𝑧−3)24
− 15(𝑦 + 𝑧) sin(𝑤𝑧)cos(𝑤)e
−(9𝑥+𝑤−4)2−(9𝑦+𝑧−7)2.
Our approximations are computed by cubic TP-splines on ℝ4, so ”quadcubics”,
with cell widths ℎ = 0.2, 0.1, 0.05, 0.025 and provide precisely our estimations of
ℎ4 convergence.
3.43 Remark: In our tests, we use the second variant for quasi-projection, the
one performed in parallel on all cells in the support, as proposed in 3.14. We found
that it has no signiﬁcant negative impact on the expected rate of convergence if
just the average over all cells active on a small tubular neighbourhood of Ϻ was
taken, and not necessarily all cells in the supports of all B-splines active on that
neighbourhood. Thereby, the computational cost can be reduced by a signiﬁcant
constant factor.
We tested also an approximation based on extension along a linear foliation that
is not the normal foliation: The foliation presented in Example 2.20. This has
the signiﬁcant advantage that we can circumvene the problem that the tubular
neighbourhood may be very small if we require the closest point property. We
illustrate this with the ”unit balls” of the norms ||⋅||64 , ||⋅||24 , ||⋅||6, so the zero surfaces
of the maps
(𝑥,𝑦,𝑧) ↦ 𝑥64 +𝑦64 +𝑧64 − 1,
(𝑥,𝑦,𝑧) ↦ 𝑥24 +𝑦24 +𝑧24 − 1,
(𝑥,𝑦,𝑧) ↦ 𝑥6 +𝑦6 +𝑧6 − 1.
In particular the ﬁrst two would demand a neighbourhood so narrow that we can
hardly aﬀord it in practice, while the foliation 𝕍𝕊 along the normalised position
vectors and the corresponding extension E𝕍 are eﬀectively well deﬁned in all of
ℝ𝑑\{0}.
We tested with the restrictions of the functions
𝐹4(𝑥,𝑦,𝑧) ∶=
1
4 (e
− (9𝑥−2)2+(9𝑦−2)24 + e−
(9𝑥+1)2
49 −
9𝑦+1
10 )
+ 14 (3e
− (9𝑥−7)2+(9𝑦−3)24 − e−(9𝑥−4)2−(9𝑦−7)2) ,
𝐹5(𝑥,𝑦,𝑧) ∶= log(𝑥1 +𝑦3 +𝑧5 + 7)1/4.
The functions on the respective surfaces and the corresponding convergence plots
are presented in Fig. 3.2. We can see that the expected convergence is present.
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Figure 3.2: Upper row: Plots of the restrictions of function 𝐹4 (ﬁrst row) and 𝐹5 (third row)
to the respective surfaces functions. Second and fourth row: Corresponding experimental rates of
convergence for tricubic splines: — root mean square error for ≈ 100′000 roughly uniformly spaced
points, - - - reference ℎ4, ⋅⋅⋅⋅⋅ maximal eError.
And we can also see that the approximation results are satisfactory for choices of ℎ
that are far greater than any choice of ℎ that would be possible for normal foliation
𝔽N and normal extension EN.
And ﬁnally, we also tested the approximation behaviour for functions of limited
regularity. To accomplish this, we relied on an idea proposed and applied e.g. in
[49]: The authors used suitable interpolants by Matern-kernels to data sites on Ϻ
to accomplish functions that are in H𝛽−ԑ(Ϻ) for arbitrary choice of 𝛽 > 𝑘/2 and
any 0 < ԑ < 12 ; We did the same, for choices of 𝛽 ∈ {1.5, 2.0, 2.5, 3.0}. Note in
particular that the case 𝛽 = 1.5 can only be handled by our fractional corollary to
Theorem 3.29, but not by the same corollary to the spline version of Theorem 3.3.
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We performed tests for functions on 𝕊2 and on the Cliﬀord torus; these simple sur-
faces were chosen because we wanted to avoid eﬀects of the geometry with large
ℎ. The functions employed in the tests are obtained as Matern kernel interpolants
for
𝑒1 ↦ 1.1, 𝑒2 ↦ 1.2, 𝑒3 ↦ 1.3, −𝑒1 ↦ 1.4, −𝑒2 ↦ 1.5, −𝑒3 ↦ 1.6
in case of 𝕊2, and for the Cliﬀord torus as interpolants that satisfy
𝑒1 + 𝑒3
√2
↦ 1.1, −𝑒1 + 𝑒3√2
↦ 1.2, −𝑒2 + 𝑒4√2
↦ 1.4, −𝑒2 − 𝑒4√2
↦ 1.8,
−𝑒1 − 𝑒3
√2
↦ 1.3, 𝑒1 − 𝑒3√2
↦ 1.5, 𝑒2 + 𝑒4√2
↦ 1.7, 𝑒2 − 𝑒4√2
↦ 1.9.
Again, we ﬁnd the expected rates of convergence veriﬁed in Fig. 3.3.
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Figure 3.3: Convergence plots for approximation of functions of limited regularity on 𝕊2 (left)
and the Cliﬀord torus (right). References are depicted dashed, practical results solid and thicker:
𝑓 ∈ H𝛽−ԑ(Ϻ) and reference ≈ ℎ𝛽 for𝛽 = 1.5 (blue), 𝛽 = 2.0 (red), 𝛽 = 2.5 (green), 𝛽 = 3.0 (purple).
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Chapter 4
Tangential Calculus, Function
Spaces and Functionals
Handling diﬀerential calculus in an ESM with an inverse atlas is in theory always
possible, but it has signiﬁcant drawbacks: For example, derivatives depend on
the chosen parameterisations and have to be made invariant with quite some ef-
fort. Furthermore, whenever it comes to practical applications, the blending of
chartwise solutions can pose signiﬁcant diﬀiculties, and it will directly aﬀect the
solution and its properties. Therefore, a purely intrinsic diﬀerential calculus is
highly desirable. It should, of course, lead to equivalent norms etc. when talking
about Sobolev spaces, and it should reduce to the standard calculus if the manifold
considered is some open set in ℝ𝑘. To introduce such calculus and to investigate
its properties is the prime objective of this chapter.
Speciﬁcally, we are ﬁrst going to present an intrinsic tangential calculus for C2-
functions. Next, we will use this to give an intrinsic characterisation of second
order Hilbert space norms on ESMs based on that tangential calculus. After this,
we will investigate when a ﬁnite set of points Ξ ⊆ Ϻ ensures the only function
𝑓 ∶Ϻ→ ℝ with 𝑓(ξ) = 0 for all ξ ∈ Ξ whose tangential counterpart of the Hessian
vanishes identically will vanish identically itself on Ϻ. Thereby, we transfer the
question of polynomial unisolvency to ESMs. In particular, we will ﬁnd that for a
wide range of ESMs only constant functions have identically vanishing Hessians.
Afterwards, we will employ these results in problems of extrapolation and energy
minimisation for a ﬁnite set of points, and use the general framework we introduce
thereby to handle also more general energy minimisation problems and function-
als, and the solution of certain intrinsic partial diﬀerential equations.
Finally, we will introduce the concept of equivalently EN-extrinsic functionals or in
short EN-extrinsic functionals as functionals where tangential and Euclidean cal-
culus are somehow mutually exchangable, and any of our examples will turn out to
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be such an EN-extrinsic functional. Moreover, we will see that the Euclidean way
to express these functionals gives us an approximate extrinsic access to this kind
of intrinsic functionals.
4.1 Tangential Derivatives, Gradients and Hessians
In our setting of ESMs, we have to build two bridges to obtain a suitable tangen-
tial calculus in terms of Euclidean calculus in the ambient space: One extending
functions from the ESM into the ambient space, and one that makes the calculus
model in the ambient space independant of that very extension. The ﬁrst bridge
is already built by our knowledge about foliations of the ambient space and the
extensions based on them, particularly the normal foliation and normal extension.
The second bridge is now achieved straightforewardly: We ﬁrst take an arbitrary
but suitably smooth extension 𝐹 of a function 𝑓 ∈ C2(Ϻ) into tubular neighbour-
hood U(Ϻ) and get its diﬀerential. Of course, this diﬀerential does not have a
reasonable meaning within Ϻ itself: Simple calculus shows that if 𝐹 ∶ ℝ2 → ℝ
with 𝐹(𝑥,𝑦) = 𝑥 is restricted to the unit circle 𝕊1, then the result is far from being
linear as a function of 𝕊1. Instead, we rather have that 𝐹|𝕊1 is 𝑡 ↦ cos(𝑡) for some
𝑡 ∈ [0, 2π[. But as soon as we project the result onto the tangent space T𝑥Ϻat each
𝑥 ∈Ϻ, we get precisely what we would expect from a gradient, just w.r.t. the ESM
— in case of our example, the tangent of (𝑥,𝑦) = (cos 𝑡, sin 𝑡) is (−sin 𝑡, cos 𝑡) and
the Euclidean Jacobian of𝐹 is (1, 0), so we obtain precisely the expected 𝑡 ↦ −sin 𝑡
as the intrinsic diﬀerential.
4.1.1 Deﬁnition and Basic Properties
With the initial example in mind, we will now express the intrinsic derivative as the
projection of the derivative onto the tangent space — ﬁrst with a rather abstract
deﬁnition, but we will soon be able to give a more convenient expression for the
concept〈1〉:
4.1 Deﬁnition For any Ϻ ∈ 𝕄𝑘bd(ℝ𝑑) and diﬀerentiable function 𝑓 ∶ Ϻ → ℝ
extended to neighbourhood U(Ϻ) as 𝐹 ∶ U(Ϻ) → ℝ with 𝑓 = 𝐹|Ϻ we deﬁne the
tangential derivative operator DϺ via the Euclidean derivative operator D as
〈1〉In [36], the same operator is introduced for codimension one. There, it is also proven for the
case of codimension one that this operator coincides with the deﬁnition for Riemannian derivatives in
terms of parameterisations and parameter spaces, and the proof uses no features of the codimension,
so it generalises naturally to higher codimension. We omit the details here, as this way of expressing
the tangential derivative plays no relevant role for us. For a short explanation of the more general
Riemannian setting, where the concepts introduced here appear with label ”Riemannian“ instead of
”tangential“, see Appendix 9.3.
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DϺ𝑓(𝑥) = ΠTt𝑥ϺD𝐹(𝑥),
where Tt𝑥 is the cotangent space and ΠV is the orthogonal projection onto a vector
subspace V of ℝ𝑑. Accordingly, we deﬁne the tangential gradient as
∇Ϻ𝑓(𝑥) ∶= ΠT𝑥Ϻ∇𝐹(𝑥).
4.2 Remark: (1) Obviously, this deﬁnition coincides with the classical Euclidean
directional derivative of the extension for any tangent direction by deﬁnition. By
this observation one can directly conclude that it is independent of the extension.
(2) For the tangential gradient (and correspondingly for the diﬀerential), one can
in particular use the equivalent formulation
∇Ϻ𝑓(𝑥) ∶= ∇𝐹(𝑥) −ΠN𝑥Ϻ∇𝐹(𝑥).
This is interesting in practice whenever the codimension ĸ is smaller than the di-
mension 𝑘, as the projection onto the (co-)normal space is easier to calculate in
this case. Since that is the usual situation we are going to face in future (because
our prime objective will be surfaces in ℝ3), it is also the formulation we will use
most often. Additionally, it has certain useful implications that shall be investi-
gated further in the course of this section, and it is more convenient in proving
them.
The following technical lemma will now give us a more practical form of this tan-
gential gradient for our future treatment:
4.3 Lemma For any pointwise orthonormal frame N(𝑥) = (ν1(𝑥), ...,νĸ(𝑥)) of the
normal space N𝑥Ϻ to 𝑥 ∈Ϻ, the tangential gradient can be expressed in the form
∇Ϻ𝑓(𝑥) ∶= ∇𝐹(𝑥) −
ĸ
∑
𝑖=1
(Dν𝑖𝐹)(𝑥)ν𝑖(𝑥).
Therein, Dν𝑖𝐹 is the directional derivative in direction of ν𝑖(𝑥).
Proof: We write the projection from our deﬁnition in the standard version for
given orthonormal frame:
ΠN𝑥Ϻ(⋅) =
ĸ
∑
𝑖=1
⟨ν𝑖(𝑥), ⋅⟩ν𝑖(𝑥).
The projection is well-known to be independent of the choice of the frame, and we
can apply the resulting vector to ∇𝐹(𝑥) and conclude
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∇Ϻ𝑓(𝑥) = ∇𝐹(𝑥) −
ĸ
∑
𝑖=1
⟨ν𝑖(𝑥),∇𝐹(𝑥)⟩ν𝑖(𝑥) = ∇𝐹(𝑥) −
ĸ
∑
𝑖=1
(Dν𝑖𝐹)(𝑥)ν𝑖(𝑥).
q
4.4 Remark: By Lemma 2.16 we know that there is a locally smooth map N that
assigns a normal frame N(𝑥) = (ν1(𝑥), ...,νĸ(𝑥)) to any 𝑥 ∈ Ϻ, and this map is in
particular also smooth as a function in the ambient space. Using this, the notation
of tangential gradient can be simpliﬁed further, as we have thereby locally
∇Ϻ𝑓(𝑥) = ∇𝐹(𝑥) −N(𝑥) ⋅ ∇N𝐹(𝑥).
Therein, we understand ∇N𝐹(𝑥) as ∇N𝐹(𝑥) = (Dν1𝐹(𝑥), ...,Dνĸ𝐹(𝑥))t.
Things become more involved for the second order case: The concept of tangential
derivative generalises naturally to higher orders by concatinated application. Most
important to us will be the tangential derivative of second order, which gives us a
tangential Hessian〈2〉:
4.5 Deﬁnition Let Ϻ ∈ 𝕄𝑘bd(ℝ𝑑) and let 𝑓 ∶ Ϻ → ℝ be a twice continuously
diﬀerentiable function extended to twice continuously diﬀerentiable𝐹 ∶ U(Ϻ) → ℝ
such that 𝑓 = 𝐹 on Ϻ. Then we deﬁne for 𝑥 ∈Ϻ the tangential Hessian matrix as
𝐻Ϻ𝑓(𝑥) ∶= DϺ∇Ϻ𝑓(𝑥)
and the corresponding pointwise bilinear form HϺ𝑓(𝑥)(⋅, ⋅) on ℝ𝑑 ×ℝ𝑑 by
HϺ𝑓(𝑥)(𝑣,𝑤) = 𝑣t𝐻Ϻ𝑓(𝑥)𝑤.
4.6 Remark: Note that the tangential Hessian is no longer just the restriction of
the Euclidean Hessian of𝐹 to the tangent space, in contrast to the gradient: In our
initial example, the second order diﬀerential of 𝐹(𝑥,𝑦) = 𝑥 vanishes everywhere,
but clearly the second order diﬀerential of its restriction to the unit circle is −cos 𝑡
for some 𝑡. In fact, HϺ𝑓(𝑥)(⋅, ⋅) of a C2-function𝐹 is in general not even a symmetric
bilinear form on all of ℝ𝑑 (cf. [29, Subs. 8.5.3]).
We now sum up a collection of useful properties for the tangential Hessian. Most
importantly, we will be interested in the properties of HϺ𝑓(𝑥) as a pointwise bilin-
ear map on the respective tangent space T𝑥Ϻ. In particular, we ﬁnd that for the
〈2〉We obtain this by tangential diﬀerentiation of a tangential gradient, or more generally speaking
by covariant diﬀerentiation of a Riemannian gradient, cf. [7, Sect. 5.4] for a description of the
concept in the setting of submanifolds of manifolds. Note in particular that the respective operations
reduce to the Euclidean ones in the manifold ℝ𝑑! For a short explanation of the more general
Riemannian setting, see Appendix 9.3.
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normal extension〈3〉, the tangential Hessian coincides with the Euclidean Hessian
as a bilinear map on T𝑥Ϻ at any 𝑥 ∈Ϻ.
4.7 Theorem LetϺ ∈𝕄𝑘bd(ℝ𝑑), let𝐹 ∈ C2(U(Ϻ),ℝ) and let 𝑓 = 𝐹|Ϻ. Then there
are constants c1,c2 > 0 depending on Ϻ, but independent of 𝐹 or 𝑓, such that for
any 𝑥 ∈Ϻ
‖∇Ϻ𝑓(𝑥) − ∇𝐹(𝑥)‖2 ≤ c1 maxν∈N𝑥Ϻ
‖ν‖2=1
|Dν𝐹(𝑥)|
and for any 𝑣,𝑤 ∈ T𝑥Ϻ
|HϺ𝑓(𝑥)(𝑣,𝑤) −H𝐹(𝑥)(𝑣,𝑤)| ≤ c2max{|Dν𝐹(𝑥)| ⋅ ‖𝑣‖2 ⋅ ‖𝑤‖2 ∶ ν ∈ N𝑥Ϻ, ‖ν‖2 = 1}.
Proof: The ﬁrst result is a direct consequence of Lemma 4.3, so we only work
on the second here: We conclude immediately from the deﬁnition of the tangential
Hessian and Remark 4.4 that locally
HϺ𝑓(𝑣,𝑤) = 𝑣t𝐻𝑓𝑤−𝑣t𝐷(N ⋅ ∇N𝐹)𝑤. (4.7.1)
Then we demand without restriction a coordinate system where the ﬁrst 𝑘 coordi-
nates correspond to tangent and the last ĸ coordinates correspond to normal basis
vectors. Now we take a closer look at 𝐷(N ⋅ ∇N𝐹) and decompose it as
𝐷⎛⎜
⎝
ĸ
∑
𝑖=1
(Dν𝑖𝐹)ν𝑖⎞⎟⎠
=
ĸ
∑
𝑖=1
𝐷((Dν𝑖𝐹)ν𝑖) .
We restrict ourselves now to one coordinate ℓ for 1 ≤ ℓ ≤ 𝑑 and look at just
𝜕ℓ ((Dν𝑖𝐹)ν𝑖) closer for arbitrary ν𝑖. As each (Dν𝑖𝐹)ν𝑖 still has multiple entries,
we restrict us further to just one (Dν𝑖𝐹)Nĳ. There we ﬁnd by the product rule
𝜕ℓ ((Dν𝑖𝐹)Nĳ) = (𝜕ℓ (Dν𝑖𝐹))Nĳ + (Dν𝑖𝐹)(𝜕ℓNĳ).
Reinserting this into 𝜕ℓ ((Dν𝑖𝐹)ν𝑖) we obtain
𝜕ℓ ((Dν𝑖𝐹)ν𝑖) = (𝜕ℓ (Dν𝑖𝐹))ν𝑖 + (Dν𝑖𝐹)(𝜕ℓν𝑖).
Then we get for the overall 𝐷(N ⋅ ∇N𝐹) that
𝐷(N ⋅ ∇N𝐹) =
ĸ
∑
𝑖=1
ν𝑖 ⋅ 𝐷 (Dν𝑖𝐹)+
ĸ
∑
𝑖=1
(Dν𝑖𝐹) (𝐷ν𝑖).
Multiplication of this by an arbitrary cotangent 𝑣t from the left and by an arbitrary
〈3〉Actually, this holds for any orthogonal extension.
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tangent 𝑤 from the right will annihilate the ﬁrst sum. This in mind, we reinsert
into (4.7.1) and obtain
HϺ𝑓(𝑥)(𝑣,𝑤) = 𝑣t𝐻𝑓(𝑥)𝑤− 𝑣t ⎛⎜⎝
ĸ
∑
𝑖=1
(Dν𝑖𝐹) (𝑥) (𝐷ν𝑖)(𝑥)⎞⎟⎠
𝑤.
Since N can be presumed to be C-bounded by Lemma 2.16, and hence the bilinear
form induced by 𝐷ν𝑖(𝑥) is bounded for any 𝑖 = 1, ...,ĸ, we can deduce that
∣𝑣t𝐷(N ⋅ 𝜕𝐹𝜕N
)𝑤∣ ≤ max
1≤𝑖≤𝑑−𝑞
∣Dν𝑖𝐹(𝑥)∣ ⋅
ĸ
∑
𝑖=1
∣𝑣t𝐷ν𝑖(𝑥)𝑤∣ ≤ c2 maxν∈N𝑥Ϻ
‖ν‖2=1
|Dν𝐹(𝑥)| ⋅ ‖𝑣‖2 ⋅ ‖𝑤‖2.
Hence, we obtain the desired result. q
This theorem gives us an approximate handling of second order tangential deriva-
tives just as approximate Euclidean derivatives whenever the directional derivative
in normal directions is small. In particular, the correspondence between tangen-
tial and Euclidean derivative is exact whenever the normal derivative vanishes —
which is the case if the extension was obtained by the normal extension operator.
This fact is so important to us that we repeat it here as a statement of its own〈4〉:
4.8 Corollary As a bilinear map of the tangent space, the tangential Hessian
bilinear map HϺ𝑓(𝑥)(⋅, ⋅) ∶ T𝑥Ϻ × T𝑥Ϻ→ℝ does coincide with the standard Hessian
bilinear map H ⃡⃡ ⃡⃡ ⃡⃡𝐹(𝑥)(⋅, ⋅) ∶ ℝ𝑑 ×ℝ𝑑 →ℝ of normal extension ⃡⃡ ⃡⃡ ⃡⃡𝐹 of 𝑓, so
HϺ𝑓(𝑥)(𝑣,𝑤) = H ⃡⃡ ⃡⃡ ⃡⃡𝐹(𝑥)(𝑣,𝑤) ∀𝑣,𝑤 ∈ T𝑥Ϻ.
With these newly deﬁned ﬁrst and second order tangential derivatives, we can also
ask for further operators on these, and we shall give at least one example here: the
Laplace-Beltrami operator ΔϺ. It comes easily now, and we directly give a suitable
deﬁnition (cf. e.g. [57, pp. 359], [83, p. 28]):
4.9 Deﬁnition Let Ϻ ∈ 𝕄𝑘bd(ℝ𝑑). Then the Laplace-Beltrami operator ΔϺ is
deﬁned for arbitrary 𝑓 ∈ C2(Ϻ) as the trace of the Hessian, so for 𝐻Ϻ𝑓(𝑥) with
entries հ𝑓ĳ (𝑥) for 𝑖, 𝑗 = 1, ..., 𝑑 it holds
ΔϺ𝑓(𝑥) =
𝑑
∑
𝑖=1
հ𝑓𝑖𝑖 (𝑥).
4.10 Remark: We can deﬁne a tangential divergence operator divϺ for a tangent
vector ﬁeld v ∶Ϻ→ TϺ with v(𝑥) = (ᴠ1(𝑥), ...,ᴠ𝑑(𝑥))t as
〈4〉The statement of this corollary is also given in [29, Subs. 8.5.3] for the case of codimension one,
but in a more ”diﬀerential geometric style”.
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divϺv =
𝑑
∑
𝑖=1
(DϺᴠ𝑖)𝑖.
Then we obtain the tangential Laplacian simultaneously as the divergence of the
gradient ﬁeld.
In case of an extension based on an orthogonal foliation, we directly obtain the fol-
lowing important simpliﬁcation of that deﬁnition as a consequence of Corollary 4.8
and the fact that the trace of a bilinear form is an invariant under orthogonal basis
transformations〈5〉:
4.11 Corollary Let Ϻ ∈ 𝕄𝑘bd(ℝ𝑑). For any 𝑥 ∈ Ϻ it holds with the normal
extension operator EN that
ΔϺ𝑓(𝑥) = Δ(EN𝑓)(𝑥),
where Δ is the standard Laplacian operator in the ambient space U(Ϻ). For an
arbitrary tangent frame T(𝑥) = (τ1(𝑥), ..., τ𝑘(𝑥)) it holds
ΔϺ𝑓(𝑥) = ΔT(EN𝑓)(𝑥) ∶=
𝑘
∑
𝑖=1
D2τ𝑖(EN𝑓)(𝑥).
For an arbitrary smooth extension 𝐹 of 𝑓 still holds
|ΔϺ𝑓(𝑥) − ΔT(𝐹)(𝑥)| ≤ c maxν∈N𝑥Ϻ
‖ν‖2=1
|Dν𝐹(𝑥)|.
With tangential versions of the gradient and the Laplacian, we can further state a
tangential version of Green’s theorem (cf. [18, Th. 17], [83, Cor. 46, p. 382]):
4.12 Proposition — Tangential Green’s Theorem —
Let 𝐹 ∈ C2(U(Ϻ)) and 𝑓 = 𝐹|Ϻ. If Ϻ has no boundary, then it holds
∫
Ϻ
𝑓ΔϺ𝑓 = −∫
Ϻ
⟨∇Ϻ𝑓,∇Ϻ𝑓⟩
and if Ϻ has boundary Γ ≠ ⌀, then it holds
∫
Ϻ
𝑓ΔϺ𝑓 = −∫
Ϻ
⟨∇Ϻ𝑓,∇Ϻ𝑓⟩ +∫
Γ
𝑓Dν𝑓,
where Dν𝑓 is the directional derivative in the direction of the relative outer normal
ν of Γ relative to Ϻ.
4.13 Remark: In Appendix 9.3, a short introduction into the more general Rie-
〈5〉Again, this result was already used and presented in [36] for codimension one, but without the
general context of Hessians we provided here.
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mannian setting is given. There we also comment brieﬂy on the relation between
our deﬁnitions and further common ways to express these terms, in particular in
terms of parameterisations.
4.1.2 Intrinsic Characterisation of Sobolev Spaces
Nowwe have a closer look at the tangential Hessian itself and deduce the important
property of invariance under rotation of the speciﬁc tangent frame. This will give
us the key to derive an intrinsic deﬁnition of Sobolev norms:
4.14 Lemma 1. Let 𝑔 ∶ Ω ⊆ ℝ𝑑 → ℝ be twice continuously diﬀerentiable and
𝑥 ∈ Ω. Then the quantity
𝑑
∑
𝑖,𝑗=1
∣ 𝜕
2𝑔
𝜕υ𝑖𝜕υ𝑗 (𝑥)∣
2
is independent of the speciﬁc choice of an orthonormal frame υ1, ...,υ𝑑 of ℝ𝑑.
2. If ⃡⃡ ⃡⃡ ⃡⃡𝐹 = EN𝑓 is the normal extension of some function 𝑓 ∈ C2(Ϻ,ℝ) for ESM
Ϻ into ambient neighbourhood U(Ϻ), 𝑥 ∈ Ϻ and τ1(𝑥), ..., τ𝑘(𝑥) is an arbitrary
orthonormal frame of T𝑥Ϻ, then we have
𝑘
∑
𝑖,𝑗=1
∣HϺ𝑓(τ𝑖, τ𝑗)∣
2 =
𝑘
∑
𝑖,𝑗=1
∣H ⃡⃡ ⃡⃡ ⃡⃡𝐹(τ𝑖, τ𝑗)∣
2 .
Again, this relation is independent of the speciﬁc choice of the tangent frame and
invariant under rotation (in the tangent space) of that basis on either side.
3. If υ1, ...,υ𝑘 is another basis of the tangent space, then we have for suitable
constants c1,c2 depending on the basis that
c1
𝑘
∑
𝑖,𝑗=1
∣HϺ𝑓(υ𝑖,υ𝑗)∣
2 ≤
𝑘
∑
𝑖,𝑗=1
∣HϺ𝑓(τ𝑖, τ𝑗)∣
2 ≤ c2
𝑘
∑
𝑖,𝑗=1
∣HϺ𝑓(υ𝑖,υ𝑗)∣
2 .
If the basis frame Y(𝑥) = (υ1, ...,υ𝑘) is continuous in a neighbourhood of 𝑥 ∈Ϻ, then
the constants depend continuously on 𝑥 ∈ Ϻ. If Y ∘ ψ is C-bounded in parameter
space ω of the inverse atlas ofϺ and its spectrum is bounded from below by ԑ > 0,
then all constants are globally bounded on ψ(ω).
Proof: 1. Obvious, since it is the squared Frobenius matrix-norm ||⋅||Ϝ, which in
turn is a rewritten Euclidean norm on ℝ𝑑2.
2. and 3. can be deduced from a common start: Let T(𝑥) = (τ1(𝑥), ..., τ𝑘(𝑥)) be an
orthonormal frame of the tangent space and Y(𝑥) = (υ1(𝑥), ...,υ𝑘(𝑥)) be another,
not necessarily orthonormal, frame. By standard linear algebra, there is ΛY,T ∈
ℝ𝑘×𝑘 such that T = YΛY,T, and in the same way, there is ΛT,Y such that Y = TΛY,T.
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Both ΛY,T and ΛY,T depend locally continuous on 𝑥 ∈ Ϻ. Now it holds with the
submultiplicativity of the Frobenius matrix-norm and Corollary 4.8 that
𝑘
∑
𝑖,𝑗=1
∣HϺ𝑓(τ𝑖, τ𝑗)∣
2 = ∣∣Tt𝐻 ⃡⃡ ⃡⃡ ⃡⃡𝐹T∣∣
2
Ϝ
= ∣∣ΛtY,TYt𝐻 ⃡⃡ ⃡⃡ ⃡⃡𝐹YΛY,T∣∣
2
Ϝ
≤ ∣∣ΛY,T∣∣
2
Ϝ ∣∣Y
t𝐻 ⃡⃡ ⃡⃡ ⃡⃡𝐹Y∣∣
2
Ϝ
∣∣ΛY,T∣∣
2
Ϝ = ∣∣ΛY,T∣∣
4
Ϝ
𝑘
∑
𝑖,𝑗=1
∣HϺ𝑓(υ𝑖,υ𝑗)∣
2 ,
In the same way one obtains
𝑘
∑
𝑖,𝑗=1
∣HϺ𝑓(υ𝑖,υ𝑗)∣
2 ≤ ∣∣ΛT,Y∣∣
4
Ϝ
𝑘
∑
𝑖,𝑗=1
∣HϺ𝑓(τ𝑖, τ𝑗)∣
2 ,
whereby one directly deduces the third claim. To deduce the second, we can as-
sume that Y is now also orthonormal. In that case, both ΛY,T and ΛY,T are orthogonal
matrices, as one easily veriﬁes. Thereby the second claim is also fairly obvious, as
the Frobenius norm remains unaﬀected by orthogonal transforms on either side.
We shall now just give a short argument for ΛY,T being orthogonal: We take the nor-
mal frame N and enhance both tangent frames to global frames, (T,N) and (Y,N).
Filling up ΛY,T by zeros on the left and below, and by an ĸ unit matrix in the lower
right, we can deduce
𝐼𝑑 = (T,N)(T,N)t = (Y,N) ⎛⎜
⎝
ΛY,T 𝑂𝑘×ĸ
𝑂ĸ×𝑘 𝐼ĸ
⎞⎟
⎠
(T,N)t,
which gives in turn
(Y,N)t(T,N) = ⎛⎜
⎝
ΛY,T 𝑂𝑘×ĸ
𝑂ĸ×𝑘 𝐼ĸ
⎞⎟
⎠
,
and as the left is orthogonal, so is the right. q
The next theorem gives us an intrinsic characterisation of the space H2(Ϻ) inde-
pendent of any inverse atlas, but equivalent to the deﬁnition we have previously
introduced. But before we come to that we make one more important deﬁnition:
4.15 Deﬁnition Let Ϻ ∈ 𝕄𝑘bd(ℝ𝑑) and 𝑓 ∈ H2(Ϻ). Then we deﬁne the Hessian
energy ЄH(𝑓,𝑓)〈6〉 by
ЄH(𝑓,𝑔) ∶= ∫
Ϻ
єH(𝑓,𝑔),
where in turn
єH(𝑓,𝑔) ∶=
𝑘
∑
𝑖,𝑗=1
HϺ𝑓(τ𝑖, τ𝑗) ⋅HϺ𝑔(τ𝑖, τ𝑗)
〈6〉The letters Є and є are a script- or crescent-shaped variant of epsilon that is used here to avoid
any confusion with our extension operators. It was particularly common in byzantine scripts, and
still is in coptic.
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for (τ1, ..., τ𝑘) = (τ1(𝑥), ..., τ𝑘(𝑥)) an arbitrary orthonormal frame of the tangent
space T𝑥Ϻ at any 𝑥 ∈Ϻ.
4.16 Theorem The chart based deﬁnition of the norms ∣∣𝑓∣∣H1(Ϻ) , ∣∣𝑓∣∣H2(Ϻ) from
Deﬁnition 2.24 for any ﬁnite C-bounded Lipschitz inverse atlas 𝔸Ϻ ∈ ℿ(Ϻ) are
equivalent to the following deﬁnitions of norms:
∣∣𝑓∣∣2H1T (Ϻ) ∶= ∫
Ϻ
|𝑓|2 +∫
Ϻ
∣∣∇Ϻ𝑓∣∣22 ∣∣𝑓∣∣
2
H2T (Ϻ)
∶= ∣∣𝑓∣∣2H1T (Ϻ) +ЄH(𝑓,𝑓).
Proof: Since we have a ﬁnite inverse atlas 𝔸Ϻ, we restrict ourselves here to
one pair (ψ,ω) from 𝔸Ϻ, and we understand the norms ∣∣𝑓∣∣H1T (Ϻ) and ∣∣𝑓∣∣H2T (Ϻ) in the
Sobolev case as metric closures of the smooth functions. Then by the transforma-
tion law
c1 ∣∣𝑓 ∘ ψ∣∣2L2(ω) ≤ ∫ψ(ω)
|𝑓|2 ≤ c2 ∣∣𝑓 ∘ ψ∣∣2L2(ω) .
By considering additionally the chain rule and the fact that 𝐷ψ maps into a basis
of the tangent space and this map is C-bounded〈7〉, we can further deduce that
c1∫
ω
|∇(𝑓 ∘ ψ)|2 ≤ ∫
ψ(ω)
|∇Ϻ𝑓|2 ≤ c2∫
ω
|∇(𝑓 ∘ ψ)|2.
This comes as follows: The change of basis that the transition from old basis
τ1, ..., τ𝑘,ν1, ...,νĸ to the new basis 𝜕ψ𝜕𝑥1 , ...,
𝜕ψ
𝜕𝑥𝑘
,ν1, ...,νĸ invokes (and vice versa) has
C-bounded entries by deﬁnition of ψ and bounded absolute values of its spectrum
within some interval [𝑎,𝑏] for 0 < 𝑎 ≤ 𝑏 < ∞, and thus all constants are globally
bounded. So we need to take care about the second order terms only. There, we
have for arbitrary coordinate directions 𝑥𝑖, 𝑥𝑗 with respect to ω that by the chain
rule
𝜕2(⃡⃡ ⃡⃡ ⃡⃡𝐹 ∘ ψ)
𝜕𝑥𝑖𝜕𝑥𝑗
= (𝜕ψ1𝜕𝑥𝑖
, ..., 𝜕ψ𝑑𝜕𝑥𝑖
) ⋅𝐻 ⃡⃡ ⃡⃡ ⃡⃡𝐹(ψ(𝑥)) ⋅ (
𝜕ψ1
𝜕𝑥𝑗
, ..., 𝜕ψ𝑑𝜕𝑥𝑗
)
t
+
𝑑
∑
ℓ=1
𝜕ℓ ⃡⃡ ⃡⃡ ⃡⃡𝐹
𝜕2ψℓ
𝜕𝑥𝑖𝜕𝑥𝑗
.
By deﬁnition, the set
{𝜕𝑖ψ ∶= (
𝜕ψ1
𝜕𝑥𝑖
, ..., 𝜕ψ𝑑𝜕𝑥𝑖
)
t
}
𝑘
𝑖=1
forms a pointwise basis of the tangent space, and the corresponding basis trans-
form has a bounded spectrum due to C-boundedness by conception of𝔸Ϻ. So with
the third statement of the last lemma we can deduce that
〈7〉By conception of 𝔸Ϻ, and this is also a consequence of appendix Theorem 9.6.
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(𝜕
2(⃡⃡ ⃡⃡ ⃡⃡𝐹 ∘ ψ)
𝜕𝑥𝑖𝜕𝑥𝑗
)
2
≤ ⎛⎜
⎝
∣(𝜕𝑖ψ)t ⋅ 𝐻 ⃡⃡ ⃡⃡ ⃡⃡𝐹(ψ(𝑥)) ⋅ (𝜕𝑗ψ)∣ +
∣∣∣∣
𝑑
∑
ℓ=1
𝜕ℓ ⃡⃡ ⃡⃡ ⃡⃡𝐹
𝜕2ψℓ
𝜕𝑥𝑖𝜕𝑥𝑗
∣∣∣∣
⎞⎟
⎠
2
≤ c ∣(𝜕𝑖ψ)t ⋅ 𝐻 ⃡⃡ ⃡⃡ ⃡⃡𝐹(ψ(𝑥)) ⋅ (𝜕𝑗ψ)∣
2+ c ∣∣∣∣
𝑑
∑
ℓ=1
𝜕ℓ ⃡⃡ ⃡⃡ ⃡⃡𝐹
𝜕2ψℓ
𝜕𝑥𝑖𝜕𝑥𝑗
∣∣∣∣
2
≤ cєH(𝑓,𝑓) + c ⟨∇Ϻ𝑓,∇Ϻ𝑓⟩
2 ,
where we used further that ∇Ϻ𝑓 = ∇ ⃡⃡ ⃡⃡ ⃡⃡𝐹. Thereby we can deduce that
∫
ω
𝑘
∑
𝑖,𝑗=1
(𝜕
2(⃡⃡ ⃡⃡ ⃡⃡𝐹 ∘ ψ)
𝜕𝑥𝑖𝜕𝑥𝑗
)
2
≤ c ∣∣𝑓∣∣2H2T (Ϻ) ,
which gives one part of the required inequality. For the other, we argue by con-
tradiction: We assume that we have a sequence (𝑓𝑛)𝑛∈ℕ of functions with corre-
sponding ⃡⃡ ⃡⃡ ⃡⃡𝐹𝑛 = EN𝑓𝑛 such that ∣∣𝑓𝑛∣∣
2
H2T (Ϻ)
≥ 1 but
∣∣𝑓𝑛∣∣H2(Ϻ) <
1
𝑛 ∀𝑛 ∈ ℕ.
Without restriction, we demand these functions to be smooth. Then we can directly
deduce from the known equivalence of ∣∣𝑓∣∣H1(Ϻ) and ∣∣𝑓∣∣H1T (Ϻ), and from Sobolev em-
beddings, that also
∣∣𝑓𝑛∣∣H1T (Ϻ) < c
1
𝑛,
so again it boils down to the second order term only. There we see now that in
particular
∫
ω
⎛⎜
⎝
𝜕2(⃡⃡ ⃡⃡ ⃡⃡𝐹𝑛 ∘ ψ)
𝜕𝑥𝑖𝜕𝑥𝑗
⎞⎟
⎠
2
< 1𝑛.
On the other hand, we can deduce that with 𝜕ĳψ ∶= ( 𝜕
2ψ1
𝜕𝑥𝑖𝜕𝑥𝑗
, ..., 𝜕2ψ𝑑𝜕𝑥𝑖𝜕𝑥𝑗)
t
we have by
the chain rule
⎛⎜
⎝
𝜕2(⃡⃡ ⃡⃡ ⃡⃡𝐹𝑛 ∘ ψ)
𝜕𝑥𝑖𝜕𝑥𝑗
⎞⎟
⎠
2
=((𝜕𝑖ψ)t𝐻 ⃡⃡ ⃡⃡ ⃡⃡𝐹𝑛(ψ(𝑥))(𝜕𝑗ψ) + ⟨𝜕ĳψ,∇Ϻ𝑓𝑛⟩)
2
=((𝜕𝑖ψ)t𝐻 ⃡⃡ ⃡⃡ ⃡⃡𝐹𝑛(ψ(𝑥))(𝜕𝑗ψ))
2
+ ⟨𝜕ĳψ,∇Ϻ𝑓𝑛⟩
2
+ 2((𝜕𝑖ψ)t𝐻 ⃡⃡ ⃡⃡ ⃡⃡𝐹𝑛(ψ(𝑥))(𝜕𝑗ψ)) ⋅ ⟨𝜕ĳψ,∇Ϻ𝑓𝑛⟩
≥((𝜕𝑖ψ)t𝐻 ⃡⃡ ⃡⃡ ⃡⃡𝐹𝑛(ψ(𝑥))(𝜕𝑗ψ))
2
− 2 ∣((𝜕𝑖ψ)t𝐻 ⃡⃡ ⃡⃡ ⃡⃡𝐹𝑛(ψ(𝑥))(𝜕𝑗ψ)) ⋅ ⟨𝜕ĳψ,∇Ϻ𝑓𝑛⟩∣ .
Integrating over both after summing over all 𝑖, 𝑗 gives
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1
𝑛 >∫ω
𝑘
∑
𝑖,𝑗=1
⎛⎜
⎝
𝜕2(⃡⃡ ⃡⃡ ⃡⃡𝐹𝑛 ∘ ψ)
𝜕𝑥𝑖𝜕𝑥𝑗
⎞⎟
⎠
2
≥∫
ω
𝑘
∑
𝑖,𝑗=1
((𝜕𝑖ψ)t𝐻 ⃡⃡ ⃡⃡ ⃡⃡𝐹𝑛(ψ(𝑥))(𝜕𝑗ψ))
2
− 2∫
ω
𝑑
∑
𝑖,𝑗=1
∣((𝜕𝑖ψ)t𝐻 ⃡⃡ ⃡⃡ ⃡⃡𝐹𝑛(ψ(𝑥))(𝜕𝑗ψ)) ⋅ ⟨𝜕ĳψ,∇Ϻ𝑓𝑛⟩∣ .
On the other hand, Hölder’s inequality gives that
𝑘
∑
𝑖,𝑗=1
∫
ω
∣((𝜕𝑖ψ)t𝐻 ⃡⃡ ⃡⃡ ⃡⃡𝐹𝑛(ψ(𝑥))(𝜕𝑗ψ)) ⋅ ⟨𝜕ĳψ,∇Ϻ𝑓𝑛⟩∣
≤c
𝑘
∑
𝑖,𝑗=1
⎛⎜
⎝
∫
ω
((𝜕𝑖ψ)t𝐻 ⃡⃡ ⃡⃡ ⃡⃡𝐹𝑛(ψ(𝑥))(𝜕𝑗ψ))
2⎞⎟
⎠
1
2
⋅ ⎛⎜
⎝
∫
ω
⟨𝜕ĳψ,∇Ϻ𝑓𝑛⟩
2⎞⎟
⎠
1
2
≤c
𝑘
∑
𝑖,𝑗=1
⎛⎜
⎝
∫
ω
((𝜕𝑖ψ)t𝐻 ⃡⃡ ⃡⃡ ⃡⃡𝐹𝑛(ψ(𝑥))(𝜕𝑗ψ))
2⎞⎟
⎠
1
2
⋅ ⎛⎜
⎝
∫
ω
⟨𝜕ĳψ,𝜕ĳψ⟩ ⟨∇Ϻ𝑓𝑛,∇Ϻ𝑓𝑛⟩⎞⎟
⎠
1
2
≤c ∣∣𝑓𝑛∣∣H2 ∣∣𝑓𝑛∣∣H1 ≤ c ⋅
1
𝑛.
Inserting this gives
1
𝑛 > ∫ω
𝑘
∑
𝑖,𝑗=1
((𝜕𝑖ψ)t𝐻 ⃡⃡ ⃡⃡ ⃡⃡𝐹𝑛(ψ(𝑥))(𝜕𝑗ψ))
2
− c ⋅ 1𝑛,
and so we deduce that
∫
ω
𝑘
∑
𝑖,𝑗=1
((𝜕𝑖ψ)t𝐻 ⃡⃡ ⃡⃡ ⃡⃡𝐹𝑛(ψ(𝑥))(𝜕𝑗ψ))
2
≤ c ⋅ 1𝑛.
But this produces a contradiction, as we can bound
∫
ω
𝑘
∑
𝑖,𝑗=1
((τ𝑖)t𝐻 ⃡⃡ ⃡⃡ ⃡⃡𝐹𝑛(ψ(𝑥))(τ
𝑗))
2
≤ c∫
ω
𝑑
∑
𝑖,𝑗=1
((𝜕𝑖ψ)t𝐻 ⃡⃡ ⃡⃡ ⃡⃡𝐹𝑛(ψ(𝑥))(𝜕𝑗ψ))
2
and thus we would have
1 ≤ ∣∣𝑓𝑛∣∣H2T (Ϻ) < c
1
𝑛 ∀𝑛 ∈ ℕ.
q
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4.2 Unisolvency in Tangential Calculus
Since now a second order tangential derivative is available, we can ask ourselves
if there are also functions in H2(Ϻ) that have optimal second order energy under
suitable constraints, in particular interpolation constraints on some ﬁnite set Ξ ∈
Ϻ. That is, if there is a function 𝑓∗ ∈ H2(Ϻ) that interpolates given function values
at the points of a ﬁnite set Ξ ⊆Ϻ such that 𝑓∗ minimises
ЄH(𝑓,𝑓) = ∫
Ϻ
𝑘
∑
𝑖,𝑗=1
∣HϺ𝑓(τ𝑖, τ𝑗)∣
2 .
In ℝ𝑑, it is well-known that this is possible under some mild conditions on Ξ: As
long as Ξ is unisolvent for the linear polynomials P2(ℝ𝑑), so there is no linear
polynomial other than the zero function that vanishes in all points, the minimum
exists, and it is even explicitly known (cf. [105]). And the check for unisolvency
is not too hard, either: Ξ is unisolvent for P2(ℝ𝑑) if and only if Ξ contains at least
𝑑+ 1 points that are not part of a common aﬀine subspace of ℝ𝑑 (cf. [105]).
We hope that a similar concept will also hold on more general ESMs. So we ask
ourselves what amount and distribution of points Ξ is necessary to determine that
the kernel of the second order tangential derivative operator is trivial if we demand
𝑓(ξ) = 0 for all ξ ∈ Ξ.
4.17 Remark: In the course of this section, we treat only the case of C2-functions
on Ϻ. However, this generalises directly to the distributional case: To deduce this,
it suﬀices to verify that any function in the kernel of ЄH(𝑓,𝑓) actually has to be
twice continuously diﬀerentiable. To this end, we ﬁrst conclude that whenever the
quadratic form ЄH(𝑓,𝑓) vanishes for a function 𝑓 ∈ H2(Ϻ), then necessarily ΔϺ𝑓
will vanish as well. This implies that a function from the kernel is necessarily a
harmonic function on Ϻ. And one deduces from the regularity theory of elliptic
PDEs (cf. [83, Th. 67, p. 281]) that any of these functions has to be C∞ in case of
a smooth Ϻ!
A suitable condition for points on an ESM Ϻ is easily determined if Ϻ ∈𝕄𝑘cp(ℝ𝑑),
so is compact and thus has no boundary. It comes by application of the tangential
version of Green’s theorem:
4.18 Theorem LetϺ ∈𝕄𝑘cp(ℝ𝑑). Then any function 𝑓 ∈ C2(Ϻ)whose tangential
Hessian vanishes identically on Ϻ is constant, and the same holds true if ΔϺ𝑓
vanishes identically.
Proof: With all intrinsic second derivatives vanishing, so must in particular the
Laplace-Beltrami of 𝑓. So we are in the second situation and have there that
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ΔϺ𝑓(𝑥) = 0 ∀𝑥 ∈Ϻ.
Then we employ Green’s theorem to obtain
0 = ∫
Ϻ
𝑓ΔϺ𝑓 = −∫
Ϻ
⟨∇Ϻ𝑓,∇Ϻ𝑓⟩ ≤ 0.
Consequently ∇Ϻ𝑓 = 0 everywhere, and therefore 𝑓 must be constant. q
So whenever Ϻ is compact, we have that one single point suﬀices to determine
the kernel as the zero function. However, we can easily ﬁnd that when Ϻ has a
boundary, the conditions have to be more elaborate: Even a domain in ℝ𝑑 suﬀices
as a counterexample.
Of course, we could employ boundary conditions, for example Neumann conditions,
to achieve the same result just as we did above. On the other hand, why should
one use boundary conditions if there is no need for them? So we would like to have
a comparable result by simply considering a ﬁnite discrete set of points like in the
Euclidean case. This hope and the correspondence to the common Euclidean case
justiﬁes the following deﬁnition:
4.19 Deﬁnition For Ϻ ∈ 𝕄𝑘bd(ℝ𝑑), a set Ξ ⊆ Ϻ of discrete points is said to
be DℓϺ-unisolvent if the only function from the kernel of the ℓth order tangential
derivative operator that vanishes at all points of Ξ is the constant zero function.
4.20 Remark: Obviously, any superset of some DℓϺ-unisolvent set is DℓϺ-unisolvent
itself.
A suitable condition for unisolvency in the case with boundary is easily determined
for curves: There is an obvious one-to-one correspondence between the tangential
derivative of order ℓ of a smooth curve ɣ (seen as an ESM in its own right) and the
derivative of order ℓ on the parameter interval for an arc length parameterisation
γ of the curve ɣ: they eﬀectively coincide, so
Dℓɣ𝑓(𝑥) = Dℓ(𝑓 ∘ γ)(?̃?), 𝑥 = γ(?̃?), ?̃? ∈ 𝐼
for the arc length parameterisation γ ∶ 𝐼 → ℝ𝑑. So for any curve, two points will
suﬀice for the case ℓ = 2, and for a closed curve, even one point will do the job.
4.21 Conclusion On an ESM ɣ that is an open curve, any set of at least ℓ points
is DℓϺ-unisolvent.
4.2.1 Unisolvency and Curvature
Surprisingly, there is a comparably simple characterisation of arbitrary ESMs of
dimension 𝑘 ≥ 2 that admit no other functions with vanishing Hessian than the
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constant functions even if they have nonempty boundary. If in particular 𝑘 = 2, then
it turns out that only a surface whose Gaussian curvature〈8〉 does vanish identically
can ever have nonconstant functions with vanishing Hessian. That is, any surface
where this kernel is nontrivial must necessarily be a developable surface. We will
deduce this condition now by a sequence of suitable arguments.
But before we come to that, we need a handful of appropriate deﬁnitions, stated
here in some specialised version but based on the general Riemannian setting.
They can be found for example in [9, Ch. 1], [34, Ch. 4] and [51, Ch. II and III], on
which we shall rely here:
4.22 Deﬁnition Let Ϻ ∈ 𝕄𝑘bd(ℝ𝑑). Let ℾ(Ϻ) be the set of all smooth tangent
vector ﬁelds on Ϻ.
1. Let ռ∈ ℾ(Ϻ). Let ռ(𝑦) ∶= ( ռ1(𝑦), ...,
ռ
𝑑(𝑦))t. Then we deﬁne the (tangential)
covariant derivative ∇v
ռ(𝑦) of ռin 𝑦 along a vector ﬁeld v ∈ ℾ(Ϻ) by
∇v
ռ(𝑦) = ((DϺ
ռ
1(𝑦))v(𝑦), ..., (DϺ
ռ
𝑑(𝑦))v(𝑦))
t .
2. We call ռ∈ ℾ(Ϻ) a parallel vector ﬁeld if ∇v
ռ(𝑦) = 0 for any 𝑦 ∈ Ϻ and any
v ∈ ℾ(Ϻ).
3. We call ռ∈ ℾ(Ϻ) an integrable vector ﬁeld if each curve integral exists and
does not depend on the actual path from its start to its end.
4.23 Example: The gradient of any function with vanishing Hessian is by deﬁni-
tion of parallel vector ﬁelds such a parallel vector ﬁeld: If its tangential Hessian
vanishes, then any covariant derivative of the gradient along any vector ﬁeld will
vanish in particular. Further, any such ﬁeld is integrable according to the above
deﬁnition.
We begin now with a couple of subsequent lemmata that provide us with useful
facts about covariant derivatives and parallel vector ﬁelds:
4.24 Lemma Let Ϻ ∈ 𝕄𝑘bd(ℝ𝑑), let 𝑦 ∈ Ϻ and let
ռ,v,w,x ∈ ℾ(Ϻ).Then the
following rules hold locally around 𝑦:
1. ∇ηx+w
ռ= η∇x
ռ+ ∇w
ռfor any η ∈ C∞(Ϻ).
2. ∇w(𝛼
ռ+ v) = 𝛼∇w
ռ+ ∇wv for any 𝛼 ∈ ℝ.
3. Dw ⟨
ռ,v⟩ = ⟨∇w
ռ,v⟩ + ⟨ ռ,∇wv⟩, where Dw𝑓 ∶= (DϺ𝑓)w for any 𝑓 ∈ C∞(Ϻ).
If w,x are globally linearly independent, all relations hold globally as well.
〈8〉We recall that in ℝ3 the Gaussian curvature К(𝑥) of a surface Ϻ at a point 𝑥 ∈Ϻ is the product
of the principal curvatures к1(𝑥) and к2(𝑥). These are in turn the maximal and the minimal normal
curvature in 𝑥 taken over all geodesics through 𝑥.
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Proof: The ﬁrst two are direct consequences of the deﬁnition. The third is then
also easily seen: By deﬁnition, the tangential derivative satisﬁes the product rule
in the form
DϺ(𝑓 ⋅ 𝑔) = 𝑔DϺ𝑓+𝑓DϺ𝑔.
Then we suppose that ռ= ( ռ1, ...,
ռ
𝑑)t and v = (ᴠ1, ...,ᴠ𝑑)t and choose an arbitrary
𝑖 ∈ {1, ..., 𝑑}. We obtain
DϺ(
ռ
𝑖ᴠ𝑖) = ᴠ𝑖DϺ
ռ
𝑖 +
ռ
𝑖DϺᴠ𝑖,
and conclude by summation that
DϺ ⟨
ռ,v⟩ =
𝑑
∑
𝑖=1
ᴠ𝑖DϺ
ռ
𝑖 +
𝑑
∑
𝑖=1
ռ
𝑖DϺᴠ𝑖.
Multiplication of both sums by w yields
Dw ⟨
ռ,v⟩ =
𝑑
∑
𝑖=1
ᴠ𝑖(DϺ
ռ
𝑖)w+
𝑑
∑
𝑖=1
ռ
𝑖(DϺᴠ𝑖)w = ⟨∇w
ռ,v⟩ + ⟨ ռ,∇wv⟩ .
q
4.25 Lemma Let ռ,v ∈ ℾ(Ϻ) be parallel vector ﬁelds. Then ⟨ ռ,v⟩ is constant. In
particular, ⟨ ռ, ռ⟩ and thus || ռ||2 are constant.
Proof: By the product rule for covariant derivatives presented in the last lemma,
it holds locally around an arbitrary 𝑦 ∈Ϻ for any x ∈ ℾ(Ϻ) that does not vanish at
𝑦 that
Dx ⟨
ռ(𝑦),v(𝑦)⟩ = ⟨∇x
ռ(𝑦),v(𝑦)⟩ + ⟨ ռ(𝑦),∇xv(𝑦)⟩ = 0 + 0 = 0.
Consequently, ⟨ ռ(𝑦),v(𝑦)⟩ must be constant in a neighbourhood of 𝑦, and thus
globally constant because Ϻ was (always) supposed to be connected. q
4.26 Lemma Let ռ1, ..., ռℓ be ℓ ≤ 𝑘 linearly independent parallel tangent vector
ﬁelds onϺ. Then there is a positively oriented pointwise orthonormal frame for the
ℓ-section σℓϺ deﬁned as σℓϺ(𝑥) ∶= spɑn(
ռ1(𝑥), ..., ռℓ(𝑥)) ⊆ T𝑥Ϻ. In particular, any
system of linearly independent parallel vector ﬁelds consists of at most 𝑘 vector
ﬁelds. All such maximal systems yield the same section.
Proof: Without restriction, we can ∣∣ ռ𝑖∣∣ = 1, 𝑖 = 1, ..., ℓ. Then we can apply Gram-
Schmidt orthonormalisation in each point, whereby we obtain new vector ﬁelds
v1 = ռ1 and for 𝜆 = 2, ..., ℓ
v𝜆(𝑥) =
𝜆−1
∑
𝑖=1
⟨ ռ𝜆(𝑥), ռ𝑖(𝑥)⟩ ռ𝑖(𝑥).
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Because of Lemma 4.25, any coeﬀicient is constant over Ϻ. Moreover, it holds for
any 𝜆 = 2, ..., ℓ
⟨v𝜆,v𝜆⟩ = ⟨
𝜆−1
∑
𝑖=1
⟨ ռ𝜆(𝑥), ռ𝑖(𝑥)⟩ ռ𝑖(𝑥),
𝜆−1
∑
𝑗=1
⟨ ռ𝜆(𝑥), ռ𝑗(𝑥)⟩ ռ𝑗(𝑥)⟩
=
𝜆−1
∑
𝑖,𝑗=1
⟨ ռ𝜆, ռ𝑖⟩ ⟨ ռ𝜆, ռ𝑗⟩ ⟨ ռ𝑖, ռ𝑗⟩ ,
which is again constant over Ϻ. So parallelity of the new vector ﬁelds is retained
due to the ℝ-linearity of covariant derivatives. Finally, if we had another section
ρℓϺ spanned by ﬁelds w1, ...,wℓ such that at a point 𝑥0 we have σℓϺ(𝑥0) ≠ ρℓϺ(𝑥0),
then there is a ﬁeld w0 with w0(𝑥0) linearly independent of v1(𝑥0), ...,vℓ(𝑥0). As it
is also parallel and vanishes nowhere, it has constant angle to any v𝑖. Thus w0 is
linearly independent to these ﬁelds and ℓ is not maximal. q
This result tells us that we have a vector space structure on the parallel vector
ﬁelds. Recalling that the gradient ﬁeld of a function with identically vanishing
tangential Hessian is parallel, we obtain the following result that gives us a con-
struction method for functions with vanishing Hessian.
4.27 Theorem Let Ϻ ∈𝕄𝑘sd(ℝ𝑑) and 𝑓 ∈ C2(Ϻ) be a nonconstant function with
ЄH(𝑓,𝑓) = 0.
Let { ռ1, ..., ռℓ} be a maximal linear independent set of integrable orthonormal par-
allel tangent vector ﬁelds. Then ∇Ϻ𝑓 has a unique representation of the form
∇Ϻ𝑓 =
ℓ
∑
𝑖=1
𝛼𝑖
ռ1
with real coeﬀicients 𝛼1, ..., 𝛼ℓ.
This result tells us in turn that the kernel of ЄH(𝑓,𝑓) is a ﬁnite dimensional space.
We can even deduce its dimension, which has to be ℓ + 1. And we can explicitly
construct any function in the kernel if the gradient and a single function value in
a point ξ0 is given: If 𝜉 ∈ Ϻ is another point and ɣ is a curve in Ϻ that contains
ξ0, 𝜉 with arc-length 𝐿 and arc-length parameterisation γ ∶ [0,𝐿] → Ϻ such that
γ(0) = ξ0 and γ(𝐿) = 𝜉, then one obtains
𝑓(𝜉) = 𝑓(ξ0) +
𝐿
∫
0
⟨∇Ϻ𝑓(γ(𝑡)), γ′(𝑡)⟩ 𝑑𝑡 = 𝑓(ξ0) +
ℓ
∑
𝑖=1
𝛼𝑖
𝐿
∫
0
⟨ ռ𝑖(γ(𝑡)), γ′(𝑡)⟩ 𝑑𝑡.
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Due to the integrability of the ”basis ﬁelds” ռ1, ..., ռℓ, this is independent of the
actual choice of ɣ and thus provides a well-deﬁned expression that deﬁnes 𝑓.
4.28 Conclusion Let Ϻ ∈ 𝕄𝑘sd(ℝ𝑑) and let {
ռ1, ..., ռℓ} ⊆ ℾ(Ϻ) be a maximal
linear independent system of integrable orthonormal parallel vector ﬁelds. Then
any function 𝑓 ∈ C2(Ϻ) whose tangential Hessian vanishes on Ϻ is determined up
to a constant by integration of the vector ﬁelds { ռ1, ..., ռℓ}.
The question is now what values we can expect for ℓ. As one would expect, the
answer depends on the actual shape of Ϻ: All values between 0 and 𝑘 are possible,
and for each choice there are representatives; one simply has to choose Ϻ = 𝕊𝑘−ℓ×
𝐼ℓ for an arbitrary open interval 𝐼 and ℓ = 0, ..., 𝑘.
The actual value can be hard to determine for an arbitrary Ϻ, but we shall see soon
that for a wide range of ESMs and in particular for all surfaces whose Gaussian
curvature does not vanish identically, there are no such parallel ﬁelds. To accom-
plish this, we need some further deﬁnitions. Namely, we require some concepts
of curvature for an ESM that give us the usual Gaussian curvature of standard
diﬀerential geometry in particular (cf. [9, Ch. 1] and [34, Sect. 4.2/4.3]):
4.29 Deﬁnition Let Ϻ ∈ 𝕄𝑘bd(ℝ𝑑). For three vector ﬁelds
ռ,v,w ∈ ℾ(Ϻ) we
deﬁne the (tangential) curvature tensor ЯϺ𝑥(
ռ,v)w of ռ,v and w at 𝑥 by
ЯϺ𝑥(
ռ,v)w ∶= ∇ ռ∇vw(𝑥) − ∇v∇ ռw(𝑥) − ∇∇
ռ
vw(𝑥) + ∇∇v ռw(𝑥).
If in particular ռ,v are also linearly independent at 𝑥, then we deﬁne the (tangen-
tial) sectional curvature КϺ𝑥(
ռ,v) at 𝑥 along the section σ2Ϻ = spɑn(
ռ,v) by
КϺ𝑥(
ռ,v) ∶= ⟨ Я
Ϻ
𝑥(
ռ,v)v, ռ⟩
⟨ ռ, ռ⟩ ⟨v,v⟩ − ⟨ ռ,v⟩2
.
4.30 Remark: The sectional curvature can locally be seen as the Gaussian curva-
ture of a surface whose tangent plane is spanned by ռand v: Taking two geodesics
ɣ ռ,ɣv through a point 𝑦 ∈ Ϻ with tangent directions
ռ(𝑦),v(𝑦), this local surface
is obtained as the image of the plane spanned by the preimages of these geodesics
under the exponential map〈9〉 for 𝑦, so exp𝑦,Ϻ(𝑢
ռ+ 𝑣v) for 𝑢,𝑣 ∈ ]−ԑ, ԑ[.
We now give two useful properties for the curvature tensor from [51, Prop. 3.5]:
4.31 Lemma Let 𝑦 ∈ Ϻ and let ռ,v,w,x ∈ ℾ(Ϻ) such that ռand v are linearly
independent near 𝑦. Then the curvature tensor satisﬁes locally around 𝑦 the rela-
tions
ЯϺ𝑦(
ռ,v)x = − ЯϺ𝑦(v,
ռ)x, ⟨ ЯϺ𝑦(
ռ,v)w,x⟩ = −⟨ ЯϺ𝑦(
ռ,v)x,w⟩ .
〈9〉Cf. Sect. 9.1.1 for deﬁnition and properties of the exponential map.
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Moreover, ЯϺ𝑦(
ռ,v)x vanishes at 𝑦 whenever the vector ﬁeld x is parallel on Ϻ.
Consequently, the curvature tensor vanishes identically for such parallel x.
Proof: The ﬁrst two properties are proven in [51, Prop. 3.5], and the ﬁrst one is
also fairly obvious. The claim on parallel ﬁelds follows then by insertion. q
Now we can ﬁnally deduce the desired relation for the kernel of the tangential
Hessian. It turns out to be a direct consequence of the following lemma:
4.32 Lemma Let Ϻ ∈ 𝕄𝑘sd(ℝ𝑑) and let 𝑓 ∈ C2(Ϻ) be a nonconstant function
such that its tangential Hessian vanishes identically. Let ռ∈ ℾ(Ϻ) be a vector
ﬁeld that is linearly independent to the gradient ﬁeld at 𝑥 ∈Ϻ. Then the sectional
curvature КϺ𝑥(∇Ϻ𝑓,
ռ) vanishes at 𝑥.
Proof: As the tangential gradient ∇Ϻ𝑓 must have constant norm over all of Ϻ,
we know that ∇Ϻ𝑓 does not vanish anywhere. Hence it is a smooth, nonvanishing
integrable vector ﬁeld on Ϻ that is parallel as well. But by Lemma 4.31, the curva-
ture tensor ЯϺ𝑥(
ռ,v)∇Ϻ𝑓 must vanish identically at any 𝑥 ∈Ϻ for any vector ﬁelds
ռ,v ∈ ℾ(Ϻ) that are linearly independent near 𝑥. This gives in particular that the
sectional curvature must vanish at any 𝑥 for any section that contains ∇Ϻ𝑓. q
This last result is now the direct justiﬁcation of the following condition:
4.33 Theorem If Ϻ ∈ 𝕄𝑘sd(ℝ𝑑) contains a point 𝜉 such that for any two vector
ﬁelds ռ,v ∈ ℾ(Ϻ) that are linearly independent at 𝜉 the sectional curvature does
not vanish at 𝜉, then the tangential Hessian vanishes only for constant functions
and any nonempty Ξ ⊆Ϻ is D2Ϻ-unisolvent.
If in particular 𝑘 = 2 and the Gaussian curvature of Ϻ does not vanish identically,
then any nonempty Ξ ⊆Ϻ is D2Ϻ-unisolvent.
Proof: The general statement is obvious by the previous lemmas, and the particu-
lar statement for surfaces comes because for a surface, there is only one sectional
curvature, as any section coincides with the whole tangent bundle. And that sec-
tional curvature coincides with the Gaussian curvature of that surface (cf. [73, pp.
145/146]). q
4.2.2 Unisolvency and Isometry
The last theorem implies that in the surface case, nonconstant functions can have
identically vanishing Hessian only if the Gaussian curvature of the surface vanishes
identically, too. Surfaces whose Gaussian curvature vanishes identically are called
developable surfaces, and they can locally be obtained by ”rolling up” a portion of
the plane in an isometric way. Following [34, Ch. 1, Def. 2.2], a diﬀeomorphism
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φ ∶ ω →Ϻ with ω ⊆ ℝ𝑘 and φ(ω) ⊆Ϻ is called an isometry between ω and φ(ω) if
for any 𝑣,𝑤 ∈ ℝ𝑘 and any 𝑥 ∈ ω it holds
⟨𝑣,𝑤⟩ = ⟨𝐷φ(𝑥)𝑣,𝐷φ(𝑥)𝑤⟩ .
Correspondingly, a local diﬀeomorphism is called a local isometry if the respective
relation holds locally.
4.34 Remark: This implies in particular that the linear map Dφ(𝑥) ∶ ℝ𝑘 → Tϕ(𝑥)Ϻ
is an orthogonal linear map.
We deduce now that if a function 𝑓 ∶ Ϻ → ℝ for Ϻ ∈ 𝕄𝑘bd(ℝ𝑑) has identically
vanishing Hessian and φ ∶ ω → Ϻ is an isometry, then 𝑓 ∘ φ must be a linear
polynomial on ω. This becomes apparent if we consider the following lemma. It
states a relation in terms of tangential diﬀerential calculus that is one of the key
relations of Riemannian geometry in the general case.
4.35 Lemma LetϺ ∈𝕄𝑘bd(ℝ𝑑) and let φ ∶ ω →Ϻ be a smooth isometry between
ω ⊆ ℝ𝑘 and φ(ω) ⊆ Ϻ. Then φ preserves tangential derivatives and covariant
derivatives. In particular, it preserves parallelism.
Proof: First we consider an arbitrary smooth function 𝑔 ∶ Ϻ → ℝ. By the chain
rule it is clear that
D(𝑔 ∘ φ)(𝑥) = D𝑔(φ(𝑥)) ⋅Dφ(𝑥),
and by deﬁnition, Dφ(𝑥) maps vectors in ℝ𝑘 into the tangent space Tϕ(𝑥)Ϻ for any
𝑥 ∈ ψ. As Dφ is an orthogonal linear map, it gives us a locally smooth orthonor-
mal frame of the tangent space. Then the very deﬁnition of tangential derivatives
implies
D(𝑔 ∘ φ)(𝑥) = DϺ𝑔(φ(𝑥)).
Because the tangential covariant derivative is deﬁned by component-wise applica-
tion of tangential diﬀerentiation, the remaining claims are direct consequences of
this relation. q
However, vanishing Gaussian curvature is only a necessary condition, not a suﬀi-
cient one. Still, any value of ℓ ∈ {0, 1, 2} for the number of basis ﬁelds can and does
actually occur:
ℓ = 2 is obviously represented by a domain in ℝ2, and by the last lemma this is
retained if we deform that domain isometrically. The case ℓ = 1 is represented by
a cylinder and the case ℓ = 0 is represented by a truncated cone or a ﬂat torus
(with or without holes); to see this, we could use the techniques we already have
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at hand at this point, but the necessary arguments would be very speciﬁc to the
respective situations. So instead of doing that, we will present a more general
characterisation of unisolvency in terms of (Riemannian) developing and covering
maps. These two extraordinary types of locally isometric maps from and to an ESM
are introduced in the following deﬁnition.
4.36 Deﬁnition Let Ϻ ∈𝕄𝑘bd(ℝ𝑑) and let ω ∈ 𝕃𝕚𝕡∗𝑘 be connected.
1. A smooth, surjective map ϙ ∶ ω → Ϻ is called a covering (map)〈10〉 of Ϻ if for
any 𝑥 ∈Ϻ there is a neighbourhood Θ(𝑥) ⊆Ϻ such that
ϙ-1(Θ(𝑥)) = ⋃
𝑗∈𝐽(𝑥)
Θω𝑗 (𝑥),
where the sets {Θω𝑗 (𝑥)} are disjoint open subsets of ψ such that ϙ|Θω𝑗 (𝑥) ∶
Θω𝑗 (𝑥) → Θ(𝑥) is a diﬀeomorphism. It is called a Riemannian covering (map)
of Ϻ if each ϙ|Θω𝑗 (𝑥) ∶ Θ
ω
𝑗 (𝑥) → Θ(𝑥) is an isometry.
2. A smooth map ᴨ ∶ Ϻ → ℝ𝑘 is called a (global) developing (map) of Ϻ if for
any 𝑥 ∈ Ϻ there is a neighbourhood Θ(𝑥) ⊆ Ϻ of 𝑥 such that ᴨ|Θ(𝑥) is a dif-
feomorphism of Θ(𝑥) onto ᴨ(Θ(𝑥)). It is further called a (global) Riemannian
developing (map) of Ϻ if each ᴨ|Θ(𝑥) is an isometry.
If we have a Riemannian covering or developing map, then we can deduce neces-
sary and suﬀicient condition for unisolvency. We start with the case of a Rieman-
nian developing:
4.37 Theorem LetϺ ∈𝕄𝑘bd(ℝ𝑑) admit a Riemannian developing ᴨ ∶Ϻ→ℝ𝑘 and
let Ξ ⊆Ϻ be ﬁnite. Then the set Ξ is D2Ϻ-unisolvent if and only if the set ᴨ(Ξ) ⊆ ℝ𝑘
is P2(ℝ𝑘)-unisolvent.
If in the same setting Ξ is not unisolvent, then in particular ᴨ(Ξ) is part of an aﬀine
subspace V0 + ү0 of ℝ𝑘. The normal space V
⊥
0 to this subspace determines the
integrable, nonvanishing parallel gradient ﬁelds of any function that vanishes in Ξ
in the following way: Any such gradient ﬁeld has the form
(𝐷ᴨ(𝑥))t𝑣
for a constant nonvanishing vector 𝑣 ∈ V⊥0 and any maximal system of linearly
independent gradient ﬁelds of that form has dim(V⊥0) elements.
Proof: Let 𝑓 be a smooth function whose tangential Hessian vanishes identi-
cally on Ϻ. Then the function 𝑓 ∘ ᴨ-1 has to be a linear polynomial on any domain
ᴨ(Θ(𝑥)) : By Lemma 4.35 we can deduce that in particular tangential and covariant
〈10〉The letter ”Ϙ,ϙ” is the greek letter ”Koppa/Qoppa” representing the latin ”Q”. It fell out of use
in attic greek during the classical era, remaining only as a numeral sign.
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derivatives are preserved locally by local isometries, and these reduce to standard
derivatives in any ᴨ(Θ(𝑥)); so the standard (Euclidean) Hessian of 𝑓∘ᴨ-1 must van-
ish there and thus 𝑓 ∘ ᴨ-1 is a linear polynomial on any such set ᴨ(Θ(𝑥)). Now we
notice that on any two ᴨ(Θ(𝑦)),ᴨ(Θ(𝑧)) with nonempty intersection these polyno-
mials have to coincide. Consequently, they have to coincide globally and we can
thus conclude directly on suﬀiciency.
To prove necessity, we provide a suitable integrable parallel vector ﬁeld if the
stated requirement is violated. If the points of ᴨ(Ξ) are not P2(ℝ𝑘)-unisolvent,
then by [105] they lie in an aﬀine subspace V0 + ү0 of ℝ𝑘. So we can choose at
least one ﬁxed unit normal to this subspace, say 𝑣1 ∈ 𝕊𝑘−1. Then we deﬁne a func-
tion 𝑝1(𝑧) ∶= 𝑧t𝑣1 for 𝑧 ∈ ω, which is a linear polynomial in ω. If we now deﬁne
𝑓1(𝑥) ∶= 𝑝1(ᴨ(𝑥)), then as isometries preserve the tangential and covariant deriva-
tive, 𝑓1 must have vanishing Hessian. Repeating this process for further mutually
orthogonal vectors 𝑣2, ..., 𝑣ℓ ∈ 𝕊𝑘−1 from the normal space V⊥0 determines a set
of functions that are obviously linearly independent, and the set of corresponding
ﬁelds is maximal by construction. q
The important advantage of this characterisation is that we do not need a global
isometry, a local but surjective isometry is suﬀicient. This can provide considerable
advantage, as Fig. 4.1 shows: On the one hand, the surface depicted there from
above and from behind is not globally isometric to any domain in ℝ2. On the other
hand, as it has curvature only in one direction like a cylinder, it is easily mapped
into a domain in the Euclidean plane globally such that the map is locally isometric.
Thus it suﬀices to consider the image of Ξ under this map to deduce unisolvency.
Unfortunately, we cannot apply the same idea directly if instead of a developing
we have a covering of Ϻ. In that case, we would have to insert ϙ-1 into the linear
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Figure 4.1: Is a surface with vanishing Gaussian curvature, locally isometric to ℝ2 from above
(upper graphic) and from behind (lower graphic). The respective blue and purple parts are isometric
to ℝ2.
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polynomial, which is not necessarily well-deﬁned. But actually, this already gives
us a hint what to do: All polynomials where 𝑝 ∘ ϙ-1 is not well-deﬁned turn out to
be invalid choices.
4.38 Lemma Let Ϻ ∈ 𝕄𝑘bd(ℝ𝑑) and let ω ⊆ ℝ𝑘 be path-connected. Let ϙ ∶
ω → Ϻ be a Riemannian covering of Ϻ. Then a nonconstant function 𝑓 ∈ C2(Ϻ)
has identically vanishing tangential Hessian if and only if there is a polynomial
𝑝 ∈ P2(ℝ𝑘) such that locally 𝑝 = 𝑓 ∘ ϙ and
𝑝(𝑥) = 𝑝(𝑦) for any 𝑥,𝑦 ∈ ϙ-1({𝑧}) and arbitrary 𝑧 ∈Ϻ.
Proof: This becomes clear by arguments very similar to those provided to prove
the conditions in case of a developing map: To see suﬀiciency, we notice again
by Lemma 4.35 that 𝑓 ∘ ϙ is a linear polynomial on any Θω𝑗 (𝑥) ⊆ ω. On any two
suchΘω(𝑦),Θω(𝑧)with nonempty intersection these polynomials have to coincide.
Consequently, 𝑓 ∘ ϙ is globally a polynomial as well, which gives suﬀiciency.
For necessity, we see that by the same arguments, we must be able to deduce a
polynomial that coincides with 𝑓 ∘ ϙ locally, and by connectivity this polynomial
must be valid globally. q
With this lemma, the next theorem is eﬀectively already proven and gives us ﬁnally
a characterisation of unisolvent sets also for the case of a covering of Ϻ.
4.39 Theorem Let Ϻ ∈ 𝕄𝑘bd(ℝ𝑑), let Ξ ⊆ Ϻ be ﬁnite and let ω ⊆ ℝ𝑘 be path-
connected. Let ϙ ∶ ω →Ϻ be a Riemannian covering map ofϺ. Let V0 ⊆ ℝ𝑘 be the
vector subspace spanned by
{𝑥 − 𝑦 ∶ 𝑥,𝑦 ∈ ω,𝑥 ≠ 𝑦,ϙ(𝑥) = ϙ(𝑦)}.
Let V⊥0 be its orthogonal complement. Then Ξ is D2Ϻ-unisolvent if and only if the set
ΠV⊥0ϙ
-1(Ξ) is unisolvent for the space P2(V⊥0).
Proof: With the last lemma, there is not much left to do: As 𝑓 ∘ ϙ must be a
well-deﬁned linear polynomial, and must have the same function value in any two
𝑥,𝑦 ∈ ϙ-1({𝑧}) for an arbitrary 𝑧 ∈ Ϻ, it must be constant on the line that joins
them. Thus this line is part of a level set. Consequently, the gradient of 𝑓 ∘ ϙ must
be orthogonal to any of these lines, and so to the whole subspace they span. This
reduces the available degrees of freedom from P2(ℝ𝑘) to P2(V⊥0). As on the other
hand any polynomial in P2(V⊥0) can then be used to obtain a function with identically
vanishing tangential Hessian, we obtain the claimed relation. q
We now revise the examples we have mentioned before: Generalised cylinder, gen-
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Figure 4.2: Cylinder surface in space and ”unrolled” cylinder, with overlapping area bounded by
dashed red and green lines. The teal and brown points have two preimages, and the lines that link
them specify the direction to which the gradient of the polynomial must be normal.
eralised cone and ﬂat torus. First we consider a generalised cylinder, that is a
cartesian product of a smoothly closed curve ɣ ⊆ ℝ2 and an open interval 𝐼.
A local isometry that maps this cylinder into the Euclidean plane is fairly obvious,
as depicted in Fig. 4.2: One simply has to ”unroll” the cylinder into the plane. In
the ﬁgure, we ﬁnd this presented exemplarily for a circular cylinder, but other
curves can be handled in the same way.
We obtain the covering map by the inverse of this, so rolling up the cylinder again.
As all lines that link two points assigned to the same point on the cylinder have
the same direction, we retain one free parameter for the gradient: The direction
orthogonal to the ”rolling direction”. This remains valid if we carve out holes in the
cylinder, as long as there are still points on the cylinder that have two preimages
within the same connected component of the ”unrolling”.
4.40 Remark: We can also express this unrolling as the action of a translation by
a ﬁxed value in a speciﬁc direction (the period and direction of the ”unrolling”),
and consider all points on the cylinder as equivalence classes in ℝ2 under this
translation. In that sense, the free parameter is the direction in which points are
not aﬀected by the translation. More generally speaking, we can choose only those
directions that are orthogonal to the orbits of the action ”translation by ﬁxed value
(𝑎,𝑏) ≠ (0, 0)”.
Very similar to the cylinders are the ﬂat tori. With the Cliﬀord torus, we have
already encountered a ﬂat torus in the examples for ambient spline approximation.
We recall here that it is obtained as the surface
𝕋clf = (
1
√2
𝕊1) × ( 1√2
𝕊1) ,
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Figure 4.3: Flat torus with holes and a suitable set ω for a Riemannian covering, with overlapping
area bounded by dashed red and green or by the blue and yellow lines, respectively. The teal and
brown points have two preimages, and the lines that link them specify the direction to which the
gradient of the polynomial must be normal.
and can be mapped into the square [0,π√2] × [0,π√2] isometrically with identiﬁ-
cation of opposite edges. In the same way, other ﬂat tori can be obtained by other
squares or more generally even by identiﬁcation of opposite edges in a parallelo-
gram.
Again, it is easy to ﬁnd a suitable covering that is locally an isometry: We just have
to copy the parallelogram several times, translate it suitably and ”glue” it to the
original parallelogram on each edge and on each corner. As depicted in Fig. 4.3,
a subset of the resulting set that contains the relative closure of the original par-
allelogram is then a valid choice for ω.
If we do not extinguish an entire identiﬁed edge, then there will be two linearly
independent directions that are ruled out by the lines that link points with multiple
preimages: Both edge directions of the parallelogram do that. Consequently, any
nonempty set is D2Ϻ-unisolvent in that case. And if we extinguish an entire identiﬁed
edge, we eﬀectively end up with a cylinder we have already dealt with.
4.41 Remark: As in the case of cylinders, the tori can be seen as equivalence
classes under translations; just there are two linearly independent translations
this time. As there are, consequently, also two linearly independent orbits, we see
also from this point of view that there is no suitable gradient direction remaining.
Finally, we turn to a truncated generalised cone, so a surface obtained from a
closed curve ɣ ⊆ ℝ2 that is arc-length parameterised in the form γ ∶ [0,𝐿[→ ɣ and
a point (𝑥0, 𝑦0, 𝑧0)t with 𝑧0 ≠ 0 in the form
{𝜂(𝑥0, 𝑦0, 𝑧0)t + (1 − 𝜂)(γ1(𝑡), γ2(𝑡), 0)t ∶ 𝜂 ∈ ]η1(𝑡),η2(𝑡)[, 𝑡 ∈ [0,𝐿]},
where η1,η2 ∶ [0,𝐿] → ]0,∞[ are smooth bounded functions such that in particular
η1(𝑡) < η2(𝑡) for all 𝑡 ∈ [0,𝐿].
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Figure 4.4: Truncated cone and a suitable set ω for a Riemannian covering, with overlapping area
bounded by dashed red and green lines, respectively. The teal and brown points have two preimages,
and the lines that link them specify the direction to which the gradient of the polynomial must be
normal.
For this kind of developable surface, the unrolling appears in a diﬀerent way: One
lays the (not yet truncated) cone on the plane, ﬁxes the apex of the cone, and
unrolls ”around” the apex — which remains valid if just a subsurface is considered.
If we arrive at the same line segment on the cone through the apex that touched
the plane in the beginning before we have passed a full rotation by 2π〈11〉, then
identiﬁcation of these edges and slightly extending before and after will give us
the covering we need. We see the respective relation in Fig. 4.4. There we see
also two points with two preimages that will have linearly independent distance
vectors, so again we see that there is no suitable gradient direction remaining.
4.42 Remark: In contrast to cylinders and tori, the cone can be considered as
equivalence classes under rotations, not translations. If these rotations are based
on angles that are no multiples of 2π, then it is directly clear that the links between
two orbits yield two linearly independent directions. However, if the rotation angle
is indeed 2π, then the cone is ﬂat, so it has actually no height and is a mere subset
of the unit ball of ℝ2 — and then it is clear by standard arguments that we need
three points that do not lie on the same line.
4.43 Remark: One important point in these examples is that they eﬀectively char-
acterise all developable surfaces in ℝ3 already: As stated in [71, Th. 3.7.1], all
developable surfaces in ℝ3 are locally either a generalised cone, a generalised
cylinder or a so-called tangent developable, which is known to be globally isomet-
〈11〉This will never happen if the curve is a circle, for instance.
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ric to a subdomain of ℝ2 (cf. [69, Th. 55.2/55.3] or [71, Th. 3.7.1]). Thus we have
eﬀectively characterised the totality of developable surfaces in ℝ3 with respect to
unisolvency.
In that respect, one should particularly bear in mind that if there are only ℓ parallel
ﬁelds on a subsurface of a surface, then there are no more than ℓ parallel ﬁelds on
the whole surface as well. So whenever a subsurface is a generalised cone that is
not isometric to a subsurface of the plane, or a generalised cylinder with the same
property, then there are no or at most one parallel ﬁelds, respectively.
4.3 Tangential Bilinear Functionals and Tangential En-
ergies
Now that we have deﬁned suitable conditions for points to ﬁx the kernel of ЄH(𝑓,𝑓),
we will turn to deﬁning an energy functional thereby. Our primary goal will be to
achieve that the square root of ЄΞH(𝑓,𝑓) for
ЄΞH(𝑓,𝑔) = ЄH(𝑓,𝑔) + ∑
ξ∈Ξ
𝑓(ξ) ⋅ 𝑔(ξ)
yields an equivalent norm on H2(Ϻ) whenever Ξ is unisolvent. If we then ﬁx the
function values, we are in a position to generalise the energy minimisation prob-
lem solved by cubic splines in the univariate case to our setting of ESMs. But in
the course of this, we will ﬁnd that there are numerous other reasonable energy
functionals one can employ; some of these have a similar meaning to the one pre-
sented above, while others can be used to characterise the solutions of certain
elliptic partial diﬀerential equations. We begin with a rather general treatment of
functionals on H2(Ϻ), and deduce ЄΞH(𝑓,𝑓) as well as speciﬁc other functionals as
special cases in the aftermath.
Crucial to our theory is the following deﬁnition. It introduces a number of impor-
tant properties according to [16, 37, 52, 107] for an arbitrary generic Hilbert space
H. We will speciﬁcally choose H = H2(Ϻ) later.
4.44 Deﬁnition A symmetric bilinear functional B ∶ H × H → ℝ on some Hilbert
space H is called a continuous functional if there is a constant c1 > 0 such that
B(𝑓1, 𝑓2) ≤ c1 ∣∣𝑓1∣∣H ∣∣𝑓2∣∣H
for any 𝑓1, 𝑓2 ∈ H. It is called elliptic if there is a constant c2 > 0 such that for any
𝑓 ∈ H
∣∣𝑓∣∣2H ≤ c2B(𝑓,𝑓).
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Moreover, it is called strictly convex if for any two unequal 𝑓,𝑔 ∈ H and 𝜆 ∈ ]0, 1[
B(𝜆𝑓 + (1 − 𝜆)𝑔,𝜆𝑓 + (1 − 𝜆)𝑔) < 𝜆B(𝑓,𝑓) + (1 − 𝜆)B(𝑔,𝑔).
A functional F ∶ H → ℝ is called coercive if
∣∣𝑓∣∣2H →∞⟹ F(𝑓) → ∞.
4.45 Important: We point out that from here on we demand that any bilinear form
is symmetric. We further declare here that we omit the second functional argument
when they coincide, so B(𝑔) = B(𝑔,𝑔), for the sake of brevity in notation.
4.46 Remark: (1) In a Hilbert space, any norm is necessarily convex. So for any
two 𝑓 ≠ 𝑔 with norm 1 and 𝜆 ∈ ]0, 1[ it holds
∣∣𝜆𝑓 + (1 − 𝜆)𝑔∣∣ < 𝜆 ∣∣𝑓∣∣ + (1 − 𝜆) ∣∣𝑔∣∣ .
(2) In the course of this thesis, we will only consider functionals F of the form
F(𝑓) = B(𝑓) + Λ(𝑓) for a quadratic B(𝑓) derived from bilinear form B(𝑓,𝑔) and a
linear functional Λ. As these are eﬀectively determining an energy on H2(Ϻ), we
will write Є instead of F. If then in particular Є(𝑓) = B(𝑓) + Λ(𝑓) for an elliptic
bilinear functional B, then Є is obviously coercive.
Once we have chosen a functional that is continuous, coercive and convex, it is not
hard to see that it attains its minimum on any convex closed subset of the Hilbert
space. In particular, any Hilbert space norm has a minimum in such subset (cf. [16,
Cor. 3.23]). The latter is clear to be zero for the whole space, but more interesting
for convex subsets. We sum this up in a proposition:
4.47 Proposition Let F be a convex, continuous and coercive functional on a
closed, convex subset Dco of Hilbert space H. Then there is an element 𝑓∗ ∈ Dco
such that for any 𝑓 ∈ Dco the relation F(𝑓∗) ≤ F(𝑓) holds, so F attains its minimum.
4.48 Remark: Note that the above result states no requirements on strict convex-
ity, but also makes no statement on uniqueness. However, the minimum is clearly
unique if the functional is strictly convex.
Most important for us will be the fact that those functions in H2(Ϻ) which coincide
on a ﬁnite set of points Ξ form a closed convex subset of that space, provided
point evaluation is continuous there: Convexity comes directly by the interpolation
constraints, and closedness is a consequence of the well-known fact that preimages
of closed sets under continuous mappings are closed.
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4.3.1 Some Speciﬁc Energy Functionals
After these introductory statements, we can now become more concrete: We will
see now that the energy functional ЄΞH is elliptic on H2(Ϻ) and so its square root
gives us an equivalent norm. And afterwards, we deduce corresponding results for
a couple of other functionals that turn out to be continuous and coercive w.r.t. the
H2(Ϻ)-norm.
4.49 Theorem For any Ϻ ∈ 𝕄𝑘bd(ℝ𝑑) of dimension 𝑘 ≤ 3 and any ﬁxed D2Ϻ-
unisolvent set Ξ, the functional ЄΞH(𝑓,𝑔) is continuous and elliptic.
Proof: The ﬁrst inequality ЄΞH(𝑓,𝑔) ≤ c ∣∣𝑓∣∣H2 ∣∣𝑔∣∣H2 is fairly obvious, since by the
Sobolev embedding theorem stated in the appendix, we have H2(Ϻ) ↪ C(Ϻ), and
so point evaluations are continuous in H2(Ϻ) and therefore bounded. So we have
to work only for the other inequality and hence have to prove ellipticity of ЄΞH.
This is done along the steps proposed in the proof of [105, Lem. 11.35] for the
Euclidean case: By Rellich-Kondrachov’s Embedding Theorem 9.10 the embedding
H2(Ϻ) ↪ H1(Ϻ) is compact in our case. Assume now that there were a sequence
(𝑔𝑛)𝑛∈ℕ in H2(Ϻ) such that ∣∣𝑔𝑛∣∣2H2T (Ϻ) = 1 for all 𝑛 and nonetheless
∑
ξ∈Ξ
∣𝑔𝑛(ξ)∣2 +ЄH(𝑔𝑛) <
1
𝑛.
This gives in particular that ЄΞH(𝑔𝑛) approaches zero for 𝑛 → ∞. By the compact
embedding stated above, (𝑔𝑛)𝑛∈ℕ must have a convergent subsequence, say (?̃?𝑛)
with limit ?̃? ∈ H1(Ϻ). On the other hand, since
ЄH(?̃?𝑛) → 0,
(?̃?𝑛) is Cauchy in H2(Ϻ) for the equivalent norm ||⋅||H2T . Therefore it must have a
limit there, and by uniqueness this limit must coincide with ?̃?, and we must have
ЄH(?̃?, ?̃?) = 0. Moreover we have by deﬁnition of (𝑔𝑛)𝑛∈ℕ that ?̃?𝑛(ξ) → 0 for any
ξ ∈ Ξ. As the Sobolev embedding theorem guarantees continuity of any function
in H2(Ϻ) we get ?̃?𝑛(ξ) → ?̃?(ξ) and thus ?̃?(ξ) = 0. Due to our condition on Ξ we can
only have ?̃? = 0 satisfying this condition. But then we have a contradiction, as we
assumed ∣∣?̃?𝑛∣∣
2
H2T (Ϻ)
= 1. q
4.50 Corollary For any D2Ϻ-unisolvent set Ξ and corresponding function values
YΞ, the functional ЄH(𝑓) is strictly convex, continuous and elliptic on the set
{𝑓 ∈ H2(Ϻ) ∶ 𝑓(ξ) = үξ, ξ ∈ Ξ,үξ ∈ YΞ} .
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There are numerous other functionals and corresponding norms one can deﬁne.
In this chapter, we will just consider a couple of further prominent and important
examples, all of them either based on the Hessian or the Laplace-Beltrami operator.
To analyse the latter, we need an appropriate version of the Calderon-Zygmund
inequality on compact ESMs that can be found in [57, Sect. 4] for the H2(Ϻ)-dense
subset of compactly supported smooth functions (cf. [63]) and thus generalises
directly:
4.51 Proposition — Calderon-Zygmund Inequality —
Let Ϻ ∈𝕄𝑘cp(ℝ𝑑). Then for some c1,c2 > 0 and any 𝑓 ∈ H2(Ϻ) we have
√ЄH(𝑓,𝑓) ≤ c1 ∣∣𝑓∣∣L2(Ϻ) + c2 ∣∣ΔϺ𝑓∣∣L2(Ϻ) .
With this result it is not hard to deduce the following result for compact ESMs,
which allows us to consider Laplace-Beltrami instead of the Hessian:
4.52 Corollary For any ESMϺ ∈𝕄𝑘cp(ℝ𝑑) of dimension 𝑘 ≤ 3 and any nonempty
set Ξ, the Laplacian energy functional ЄΞ∆(𝑓,𝑔) ∶= Є∆(𝑓,𝑔) +∑ξ∈Ξ𝑓(ξ) ⋅ 𝑔(ξ) for
Є∆(𝑓,𝑔) ∶= ∫
Ϻ
є∆(𝑓,𝑔) with є∆(𝑓,𝑔) = (ΔϺ𝑓)(ΔϺ𝑔)
is continuous and elliptic.
Proof: We can bound ЄΞ∆(𝑓,𝑔) ≤ c ЄΞH(𝑓,𝑔) ≤ c ∣∣𝑓∣∣H2(Ϻ) ∣∣𝑔∣∣H2(Ϻ), so continuity
comes directly once more, and only the other relation is of interest again. But now
we have Calderon-Zygmund, and thereby we obtain
∣∣𝑓∣∣2H2T (Ϻ) ≤ c (∣∣𝑓∣∣
2
H1T (Ϻ)
+ ∣∣ΔϺ𝑓∣∣2L2(Ϻ)) =∶ ∣∣𝑓∣∣
2
H2∆(Ϻ)
by adding ∣∣𝑓∣∣2H1T (Ϻ) on both sides. This gives equivalence
〈12〉 of ||⋅||H2(Ϻ) and the aux-
illiary norm ||⋅||H2∆(Ϻ). Consequently, we can more or less copy the proof of Theo-
rem 4.49; we just have to replace the tangential Hessian energy by the Laplacian
energy if we recall that in compact ESMs a single point suﬀices to force a function
with vanishing Laplace-Beltrami to vanish if interpolating zero. q
From these functionals, one can easily deduce others and obtain continuity, strict
convexity and coercivity or even ellipticity for them. In particular, we have the
respective result for the functional
ЄΞ𝜂(𝑓) ∶= 𝜂 ⋅ЄH(𝑓) + (1 − 𝜂) ⋅ ∑
ξ∈Ξ
(𝑓(ξ) − үξ)2
〈12〉In fact, one can also ﬁnd in [36, Lem. 3.2] that the standard norm on H2(Ϻ) and this auxiliary
norm are equivalent, at least for the hypersurface case.
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for D2Ϻ-unisolvent Ξ, 𝜂 ∈ ]0, 1[ and arbitrary (үξ)ξ∈Ξ on H
2(Ϻ), provided we have
dimϺ = 𝑘 < 4: We see continuity directly from our previous arguments and the fact
that by Sobolev embedding point evaluation is continuous on H2(Ϻ) if dimϺ < 4;
in fact, ЄΞ𝜂(𝑓) diﬀers from ЄΞH(𝑓) only by scalar multiplication and the aﬀine linear
term
𝜂 ⋅ ∑
ξ∈Ξ
((үξ)2 − 2𝑓(ξ)үξ) ,
which is easily seen to be continuous. Strict convexity is clear by the corresponding
property of ЄΞH(𝑓), as an additional constant or linear portion will not aﬀect this,
and coercivity comes by the ellipticity of ЄΞH(𝑓).
4.53 Remark: We can actually be more general in this setting: We can replace 𝜂
by a C∞(Ϻ)-function η ∶ Ϻ → [𝑎,𝑏] with 0 < 𝑎 < 𝑏 < ∞ and (1 − 𝜂) by pointwise
weights ИΞ = {𝜂ξ}〈13〉 with 0 < 𝜂ξ < ∞ for each ξ ∈ Ξ without doing any harm to the
relevant properties. These choices yield diﬀerent levels of detail for a smoothing or
balancing process on H2(Ϻ). That process is then capable of stressing smoothness
in terms of Hessian energy or approximation in a ﬁnite set of points both globally
and locally, similar to the usual formulation of smoothing splines (cf. [33]). And in
the course of this thesis, we will revisit this and the previous functionals to achieve
indeed corresponding approximations of energy minima under point constraints
and smoothing!
After discussing functionals based on certain energy norms accompanied by point
evaluations up to this point, we now turn to another useful functional where there
are no point evaluations, but which provides nonetheless all relevant properties.
This is a functional that will allow us later to solve the partial diﬀerential equation
ΔϺ𝑓 − 𝜆𝑓 = 𝑔 on a compact ESM without boundary, provided this solution exists
and is an element of H2(Ϻ):
4.54 Theorem The functional
Є𝜆∆(𝑓) ∶= ∫
Ϻ
(ΔϺ𝑓−𝜆𝑓)2
is continuous and elliptic on H2(Ϻ) for any Ϻ ∈𝕄𝑘cp(ℝ𝑑) and any 𝜆 > 0.
Proof: We obtain by Green’s theorem that
〈13〉The letters И,ͷ are a variant of the greek letter ”Digamma/Wau”, representing the sound ”[w]”
of standard English like in ”weight”. We use this here because apparently a sound with value ”[w]”
is the ﬁrst hand choice for such set of weights, and both standard latin ”W” and standard greek
”Digamma”-glyph ”Ϝ” would obviously be misleading. Additionally, И/ͷ is also the cyrillic successor
of greek ”H,𝜂”, making И also the closest relative to uppercase 𝜂 from a certain point of view.
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∫
Ϻ
(ΔϺ𝑓−𝜆𝑓)2 = ∫
Ϻ
(ΔϺ𝑓)2 − 2𝜆∫
Ϻ
𝑓ΔϺ𝑓+𝜆2∫
Ϻ
𝑓2
=∫
Ϻ
(ΔϺ𝑓)2 +𝜆2∫
Ϻ
𝑓2 + 2𝜆∫
Ϻ
⟨∇Ϻ𝑓,∇Ϻ𝑓⟩
which is up to weighting factors 𝜆,𝜆2 precisely the auxiliary norm ∣∣𝑓∣∣2H2∆(Ϻ). q
As a result of this, we see that √Є𝜆∆(⋅) gives us an equivalent norm on H2(Ϻ). If we
now demand that there is indeed a solution 𝑓∗ ∈ H2(Ϻ) to the partial diﬀerential
equation ΔϺ𝑓 − 𝜆𝑓 = 𝑔, then by deﬁnition this function satisﬁes ΔϺ𝑓∗ − 𝜆𝑓∗ = 𝑔
in the H2-sense. Thus we can deduce for any 𝑓 ∈ H2 the relation
∣∣𝑓 − 𝑓∗∣∣2H2(Ϻ) ≤ c Є
𝜆
∆(𝑓 − 𝑓∗) = c ∫
Ϻ
(ΔϺ(𝑓 − 𝑓∗) − 𝜆(𝑓 − 𝑓∗))2
= c ∫
Ϻ
(ΔϺ𝑓−𝜆𝑓− (ΔϺ𝑓∗ −𝜆𝑓∗)2 = c ∫
Ϻ
(ΔϺ𝑓−𝜆𝑓−𝑔)2,
whereby the residual of the equation is equivalent to the squared norm distance to
the solution. Consequently, the solution of the equation reduces to some residual
energy minimisation.
Similarly, we can also handle the situation 𝜆 = 0, because we already know that
for a given function value at a single point ξ0 (and continuous point evaluation)
the energy functional Є∆(𝑓)+ (𝑓(ξ0))2 is elliptic, and thus for a ﬁxed interpolation
constraint 𝑓(ξ0) = ү0 and the PDE ΔϺ𝑓 = 𝑔, the residual again turns out to be a
squared norm distance to the solution 𝑓∗ of the form
Є∆(𝑓 − 𝑔) + (𝑓(ξ0) − ү0)2 = ∫
Ϻ
(ΔϺ𝑓− 𝑔)2 + (𝑓(ξ0) − ү0)2
= ∫
Ϻ
(ΔϺ𝑓−ΔϺ𝑓∗)2 + (𝑓(ξ0) − 𝑓∗(ξ0))2
≥ c ∣∣𝑓 − 𝑓∗∣∣2H2(Ϻ) .
4.55 Remark: (1) The solvability of even these simple PDEs of the formΔϺ𝑓−𝜆𝑓 =
𝑔 with 𝜆 ≥ 0 is quite a delicate matter, particularly when regularity questions are
involved —we recall in particular that we require a solution to be indeed a function
from H2, while commonly the approach of choice (cf. [37, 52]) are so called weak
solutions, which can only be expected to be elements of H1. However, the general
”rule of thumb” for the regularity of a solution is that if 𝑔 ∈ Hℓ then 𝑓∗ ∈ Hℓ+2 (cf.
[37, 52, 55]). Regarding the matter of solvability (which we shall not address any
further) at least in case of the equation Δ𝑓 = 𝑔, an application of Green’s theorem
shows that in our case of a compact ESM the function 𝑔 must necessarily have
vanishing integral because it holds
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∫
Ϻ
1 ⋅ 𝑔 = ∫
Ϻ
1 ⋅ ΔϺ𝑓 = −∫
Ϻ
⟨0,∇Ϻ𝑓⟩ = 0.
(2) As usual, the presence of a boundary introduces further diﬀiculties. In our case,
it would introduce the need for boundary conditions, and we would have to include
them in our functionals to maintain ellipticity in the present situation. Indeed, this
is possible to some degree (cf. [55]), but unfortunately the inclusion of the bound-
ary conditions into the functional is of fractional Sobolev type and therefore highly
uncomfortable in practical terms.
(Ʒ) One could also look for an appropriate expression for more general intrinsic
partial diﬀerential operators and equations (cf. [36, 55]), but the detailed discus-
sion of these would lead too far here. So we leave the transformation of more
general intrinsic PDE into our setting to the future.
4.3.2 Functional Residuals and Norm Distances
In some of the previous examples of functionals, diﬀerences as arguments lead to
equivalent distances in H2(Ϻ). This in mind, we could ask ourselves what we can
obtain if we only know about the functional evaluations: Is there a way to deduce
∣∣𝑓 − 𝑓∗∣∣H2(Ϻ) from |Є(𝑓) −Є(𝑓∗)| for a functional Є = B+ Λ with elliptic B, linear Λ
and optimum 𝑓∗ from a convex set Dco ⊆ H2(Ϻ)? This is indeed the case, and we
can actually deduce a more general result by a simple but elegant trick.
We start for Є = B+Λwith continuous linear Λ and continuous bilinear B by deﬁning
a smooth function ε ∶ [0, 1] → ℝ as
ε(𝑡) = Є((1 − 𝑡)𝑓∗ + 𝑡𝑓).
If 𝑓∗ is optimal for Є in Dco, this is increasing at 𝑡 = 0. Consequently, the derivative
is nonnegative there. We calculate this derivative explicitly now, and we start by
inserting (1−𝑡)𝑓∗+𝑡𝑓 into Є = B+Λ and applying (bi)-linearity, whereby we obtain
ε(𝑡) = (1 − 𝑡)2B(𝑓∗) + 2𝑡(1 − 𝑡)B(𝑓∗, 𝑓) + 𝑡2B(𝑓) + (1 − 𝑡)Λ(𝑓∗) + 𝑡Λ(𝑓).
Thereby we can deduce that
ε′(𝑡) = −2(1 − 𝑡)B(𝑓∗) + 2(1 − 2𝑡)B(𝑓∗, 𝑓) + 2𝑡B(𝑓) − Λ(𝑓∗) + Λ(𝑓).
Thus we obtain that
0 ≤ ε′(0) = −2B(𝑓∗) + 2B(𝑓∗, 𝑓) + Λ(𝑓 − 𝑓∗).
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This implies in particular that −2B(𝑓∗, 𝑓) ≤ −2B(𝑓∗)+Λ(𝑓−𝑓∗). Consequently, we
can deduce
B(𝑓 − 𝑓∗) = B(𝑓) − 2B(𝑓,𝑓∗) + B(𝑓∗) ≤ B(𝑓) − 2B(𝑓∗) + Λ(𝑓 − 𝑓∗) + B(𝑓∗)
= B(𝑓) − B(𝑓∗) + Λ(𝑓 − 𝑓∗).
So we obtain the following important relations, which provide the ﬁnal statement
of these considerations for now:
4.56 Conclusion Let Є = B + Λ be a functional with linear Λ and bilinear B and
let
𝑓∗ = ɑrgmin
𝑓∈Dco
Є(𝑓).
Then it holds for any 𝑓 ∈ Dco that
B(𝑓 − 𝑓∗) ≤ B(𝑓) − B(𝑓∗) + Λ(𝑓 − 𝑓∗).
Consequently, if B is elliptic, then in particular
∣∣𝑓 − 𝑓∗∣∣2H2(Ϻ) ≤ c ⋅ B(𝑓 − 𝑓∗) ≤ c ∣B(𝑓) − B(𝑓∗) + Λ(𝑓 − 𝑓∗)∣
2 .
If furthermore Λ = 0, then ∣∣𝑓 − 𝑓∗∣∣H2(Ϻ) ≤ c ∣B(𝑓) − B(𝑓∗)∣.
4.4 Approximately Intrinisic Functionals
Now follow some considerations on approximately intrinsic functionals: We will
apply ﬁnite dimensional function spaces deﬁned on the ambient space in the next
chapter, and we cannot really expect the resulting functions to be orthogonal ex-
tensions of their restrictions in that situation; for example, this is almost hopeless
for TP-splines on an ESM that is not an axis-aligned plane.
On the other hand, our functionals have corresponding formulations in terms of
tangent directional Euclidean derivatives of orthogonal extensions. Our hopewould
be to see that if we insert just some (not necessarly orthogonal) 𝐹 with 𝑓 = ͲϺ𝐹
in that tangent directional derivative formulation and we can make the normal
derivatives approach zero, then〈14〉 we can also approximate the functional value
for the function 𝑓. Or, more generally speaking, if we have a sequence of functions
(𝐹𝑛)𝑛∈ℕ such that ͲϺ𝐹𝑛 = 𝑓𝑛 → 𝑓 and the normal derivatives of 𝐹𝑛 approach zero,
do we also obtain that the tangent Euclidean derivative functional values for 𝐹𝑛
approach the intrinsic functional value of 𝑓? The answer is indeed aﬀirmative, and
〈14〉as was implied by Theorem 4.7 on the deviations between tangent directional and tangential
derivatives
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we shall prove this now, beginning with some reconsideration of the functionals
we know. Therein, we will see that they all have a common form, leading us to the
concept of equivalently EN-extrinsic functionals.
First of all, we recall that any of the speciﬁc functionals we have encountered so
far has the form
ЄϺ(𝑓) = B0Ϻ + B1Ϻ + B2Ϻ + AΞϺ + ΛϺ,
where AΞϺ is a possibly empty sum of (weighted) squared function values and each
B𝑖Ϻ is a possibly empty sum of (weighted) integrals taken over squared functionals
of 𝑖th order tangential diﬀerentials. In particular, we have already encountered
the choices B0Ϻ(𝑓) = ∫
Ϻ
𝑓2 and
B1Ϻ(𝑓) = ∫
Ϻ
⟨∇Ϻ𝑓,∇Ϻ𝑓⟩
B2Ϻ(𝑓) = ∫
Ϻ
𝑘
∑
𝑖,𝑗=1
(HϺ𝑓(τ𝑖, τ𝑗))2 or B2Ϻ(𝑓) = ∫
Ϻ
(ΔϺ𝑓)2.
The only choice for ΛϺ we encountered so far was a ﬁnite sum of function values in
the functional ЄΞ𝜂(𝑓), so that ΛϺ was actually just the linear portion of AΞϺ(𝑓 − 𝑔Y)
for some suitable function 𝑔Y.
By our theory, there is an equivalent way to express these functionals in terms
of tangent directional derivatives. We suppose now that T = (τ1, ..., τ𝑘) is an or-
thonormal frame of the pointwise tangent space to Ϻ that is locally smooth and
C-bounded. Then we have B1Ϻ(𝑓) = B1T(⃡⃡ ⃡⃡ ⃡⃡𝐹) and B2Ϻ(𝑓) = B2T(⃡⃡ ⃡⃡ ⃡⃡𝐹) for ⃡⃡ ⃡⃡ ⃡⃡𝐹 = EN𝑓. In our
examples, we will therefore choose for the ﬁrst order functional
B1T(⃡⃡ ⃡⃡ ⃡⃡𝐹) = ∫
Ϻ
𝑑
∑
𝑖=1
( 𝜕𝜕𝑥𝑖
⃡⃡ ⃡⃡ ⃡⃡𝐹)
2
or B1T(⃡⃡ ⃡⃡ ⃡⃡𝐹) = ∫
Ϻ
𝑘
∑
𝑖=1
(Dτ𝑖 ⃡⃡ ⃡⃡ ⃡⃡𝐹)
2 .
Therein, the latter choice does already present the tangential gradient version:
For that choice it holds B1T(𝐹) = B1Ϻ(𝑓) = B1T(⃡⃡ ⃡⃡ ⃡⃡𝐹) for any smooth 𝐹 with 𝑓 = ͲϺ𝐹 by
deﬁnition. For the second order case we will choose B2T in correspondence to the
Hessian and Laplacian energies in particular as
B2T(⃡⃡ ⃡⃡ ⃡⃡𝐹) = ∫
Ϻ
𝑘
∑
𝑖,𝑗=1
(Dτ𝑖Dτ𝑗 ⃡⃡ ⃡⃡ ⃡⃡𝐹)
2
or B2T(⃡⃡ ⃡⃡ ⃡⃡𝐹) = ∫
Ϻ
(ΔT ⃡⃡ ⃡⃡ ⃡⃡𝐹)
2 .
As neither B0Ϻ nor AΞϺ feature any tangential derivatives, we choose just for the sake
of correspondence B0T = B0Ϻ and AΞT = AΞϺ. These observations are the justiﬁcation
to call such functional ЄϺ in future an equivalently EN-extrinsic functional.
The corresponding expression in terms of tangent directional derivatives is a func-
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tional also for more general𝐹 with ͲϺ𝐹 = 𝑓; in particular, it makes sense for twice
continuously diﬀerentiable functions 𝐹 ∈ C2(Uԑ(Ϻ)). In that context, we can also
consider just the corresponding tangent directional expressions B0T,B1T,B2T,AΞT ,ΛT
and obtain a functional
ЄT(𝐹) = B0T(𝐹) + B1T(𝐹) + B2T(𝐹) + AΞT (𝐹) + ΛT(𝐹).
The question is now what we actually loose if we take ЄT of an arbitrary C2-function
𝐹 with ͲϺ𝐹 = 𝑓 on the ambient space instead of the normal extension EN𝑓. As
stated before, the answer to this question can be deduced from Theorem 4.7, and
we will discuss this in full detail soon, as we are going to rely heavily on this when
it comes to approximation errors later.
But before we come to that, we formalise our previous observations in a couple of
deﬁnitions to determine the EN-extrinsic (energy) functionals we will actually con-
sider later: Namely, we want to give a more general description of an EN-extrinsic
functional of the form ЄϺ(𝑓) = BϺ(𝑓) + ΛϺ(𝑓) + AϺ(𝑓). Therein, BϺ is roughly
speaking the main portion of the functional, so that portion of the functional that
is determined by integrals over all of Ϻ, while AϺ is an auxiliary portion, like the
sum over squared function values we have encountered before — but one could
also think of some trace on the boundary or on a submanifold of the ESM.
To achieve this more general description, we ﬁrst deﬁne a set И∞+(Ϻ) of suitable
weight functions as
И∞+(Ϻ) ∶= ⋃
𝑛∈ℕ
{𝑓 ∈ C∞(Ϻ, [0, 𝑛])},
so the set of all nonnegative bounded functions, and the set of all smooth bounded
functions
И∞(Ϻ) ∶= ⋃
𝑛∈ℕ
{𝑓 ∈ C∞(Ϻ, [−𝑛,𝑛])}.
4.57 Deﬁnition We call a bilinear functional BϺ on H2(Ϻ) an EN-extrinsic total
functional if BϺ(𝑓,𝑔) = BT(EN𝑓,EN𝑔) and BT is a bilinear functional for any 𝐹,𝐺 ∈
C2(U(Ϻ)) or 𝐹 = EN𝑓,𝐺 = EN𝑔 with 𝑓,𝑔 ∈ H2(Ϻ) that has the following form:
There is some ﬁnite index set 𝐼B such that
BT(𝐹,𝐺) = ∑
𝑖∈𝐼B
∫
Ϻ
β𝑖(𝐹)β𝑖(𝐺).
Each β𝑖(𝐹) therein is of the form
β𝑖(𝐹) = β
2
𝑖 (𝐹) + β
1
𝑖 (𝐹) + β
0
𝑖 (𝐹),
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where for a locally smooth and C-bounded tangent frame T = (τ1, ..., τ𝑘) as required
in the deﬁnition of an inverse atlas in ℿ(Ϻ) it holds for each 𝑖 ∈ 𝐼B that
1. β0𝑖 (𝐹) = η𝑖 ⋅ 𝐹 with η𝑖 ∈ И∞(Ϻ),
2. β1𝑖 (𝐹) = ∑
𝑘
𝑗=1 η
1
𝑖,𝑗 ⟨τ𝑗,∇𝐹⟩ with η1𝑖,𝑗 ∈ И∞(Ϻ) for each 𝑗 = 1, ..., 𝑘,
3. β2𝑖 (𝐹) = (Λ2𝑖 (T,𝐻𝐹)), where Λ2𝑖 (T, ⋅) maps𝑀∈ℝ𝑑×𝑑 in the form
Λ2𝑖 (T,𝑀) = ∑
1≤𝑗1,𝑗2≤𝑘
η2,𝑖𝑗1,𝑗2 ⋅ ((τ
𝑗1)t𝑀(τ𝑗2)),
with η2,𝑖𝑗1,𝑗2 ∈ И
∞(Ϻ) for any 𝑗1, 𝑗2 ∈ {1, ..., 𝑘}.
Directly after the following remark, we will see what the speciﬁc choices of those
β𝑖 look like in the speciﬁc energy functionals we have introduced so far.
4.58 Remark: (1) By conception, any functional of this form is in particular sym-
metric and positive semideﬁnite, and also continuous in H2(Ϻ).
(2) Note that the above deﬁnition depends on the locally smooth frame T. This
means that in general either the transition between such frames needs to be man-
aged or the ESM has to have a globally smooth T. However, for all the speciﬁc
functionals we have encountered it holds everywhere on Ϻ that the term
∑
𝑖∈𝐼B
(β𝑖(𝐹))
2
is invariant under rotation of the frame, as it was based on the Euclidean norm of
the gradient, the Frobenius norm of the Hessian or on the Laplacian, all of which
are invariant under rotations. So in all those cases, we do not have to care about
that issue.
4.59 Example:
1. In case of ЄΞH, we have that BT is made up of a sum of 𝑘2 purely second order
functionals: For ℓ = 𝑖 + (𝑗 − 1) ⋅ 𝑘 and 𝑖, 𝑗 = 1, ..., 𝑘 each βℓ is of the form
β2ℓ (𝐹) = H𝐹(τ𝑖, τ𝑗).
2. In case of ЄΞ𝜂 , we have that BT coincides with a 𝜂-multiple of that for ЄΞH: For
ℓ = 𝑖 + (𝑗 − 1) ⋅ 𝑘 and 𝑖, 𝑗 = 1, ..., 𝑘 each βℓ is of the form
β2ℓ (𝐹) = 𝜂H𝐹(τ𝑖, τ𝑗).
3. In case of ЄΞ∆, we have that BT is only made up of a single second order func-
tional, so the only β20 takes the form
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β20(𝐹) =
𝑘
∑
ℓ=1
H𝐹(τℓ, τℓ).
4. In case of Є𝜆∆ on Ϻ ∈ 𝕄𝑘cp(ℝ𝑑), there are two equivalent expressions: One is
to have for the only β0(𝐹) = β
2
0(𝐹) + β
1
0(𝐹) + β
0
0(𝐹) the choices
β20(𝐹) =
𝑘
∑
ℓ=1
H𝐹(τℓ, τℓ) β10(𝐹) = 0 β
0
0(𝐹) = −𝜆 ⋅ 𝐹
while the other is to have β0 = β
0
0,β𝑘+1 = β
2
𝑘+1 and for ℓ = 1, ..., 𝑘 further
βℓ = β
1
ℓ with the choices
β00(𝐹) = 𝜆 ⋅ 𝐹 β
1
ℓ (𝐹) = √𝜆 ⋅ ⟨τℓ,∇𝐹⟩ β
2
𝑘+1(𝐹) =
𝑘
∑
ℓ=1
H𝐹(τℓ, τℓ).
Now that we have formalised the main portion of the functionals we consider, we
can turn to the auxilliary portion that augments the main portion.
4.60 Deﬁnition LetΞ be a (possibly empty) ﬁnite set of points fromϺ ∈𝕄𝑘bd(ℝ𝑑)
and let 𝑘 < 4 in case Ξ ≠ ⌀ to ensure continuity of point evaluations. Let {Γ𝑖}𝑖∈𝐼A
be a ﬁnite (possibly empty) collection of mutually disjoint Γ𝑖 ∈𝕄𝑘−1cp (clos(Ϻ)).
For weight functions η𝑖 ∈ И∞+(Γ𝑖), 𝑖 ∈ 𝐼A, and pointwise weights 𝜂ξ ∈ ИΞ ⊆ ]0,∞[
we deﬁne an equivalently EN-extrinsic augmentary functional by
AϺ(𝑓,𝑔) = ∑
ξ∈Ξ
𝜂ξ𝑓(ξ)𝑔(ξ) + ∑
𝑖∈𝐼A
∫
Γ𝑖
η𝑖 (𝑓𝑔),
for any 𝑓,𝑔 ∈ H2(Ϻ). We deﬁne correspondingly AT(𝐹,𝐺) for 𝐹,𝐺 ∈ C2(U(Ϻ)) or
𝐹 = ⃡⃡⃡⃡ ⃡⃡𝐹 = EN𝑓,𝐺 = ⃡⃡⃡⃡ ⃡⃡𝐺 = EN𝑔 by AT(𝐹,𝐺) = AϺ(ͲϺ𝐹,ͲϺ𝐺).
4.61 Remark: (1) These functionals are called ”augmentary” because they aug-
ment, so they extend, the total functionals in a certain way. Just like the latter,
they are symmetric and positive semideﬁnite by deﬁnition. Furthermore, the trace
theorem on ESMs and the deﬁnition imply that any such augmentary functional
AϺ(𝑓,𝑔) is continuous on H2(Ϻ).
(2) In case that Ϻ has a nonempty boundary and Γℓ∩∂Ϻ ≠ ⌀ for some ℓ, we actually
have to deﬁne with Ϻ̂ ∈ 𝕄𝑘cp(ℝ𝑑) such that Ϻ ⋐ Ϻ̂ and the continuous extension
operator EϺ̂Ϻ ∶ H2(Ϻ) → H2(Ϻ̂) in the general case
∫
Γℓ
ηℓ (𝑓𝑔) ∶= ∫
Γℓ
ηℓ(ͲΓℓE
Ϻ̂
Ϻ𝑓)(ͲΓℓE
Ϻ̂
Ϻ𝑔),
while for 𝑓,𝑔 ∈ C(clos(Ϻ)) ∩H2(Ϻ) we can simply presume the trace to be taken
pointwise. That these diﬀerent approaches yield a well-deﬁned overall deﬁnition
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can be deduced from the fact that if 𝑓1, 𝑓2 coincide in H2(Ϻ) and 𝑓1 ∈ C(clos(Ϻ)),
then EϺ̂Ϻ𝑓1 = EϺ̂Ϻ𝑓2 and by the trace theorem ͲΓℓE
Ϻ̂
Ϻ𝑓1 = ͲΓℓE
Ϻ̂
Ϻ𝑓2, while on the
other hand ͲΓℓ𝑓1 is continuous.
(Ʒ) Of course, we could also include ﬁrst order directional derivatives of functions
on some Γℓ in a similar way for both tangent and Ϻ-relative (outer or inner) normal
directions, but we omit these for the sake of simplicity — the necessary construc-
tions are obvious. And one could also include other submanifolds of Ϻ of presum-
ably higher codimension in a similar way, or relatively compact subdomains of Ϻ
that are ESMs in their own right.
(4) By construction, it holds for any 𝐹,𝐺 ∈ C2(U(Ϻ)), 𝑓 = ͲϺ𝐹,𝑔 = ͲϺ𝐺 and
𝐹 = ⃡⃡⃡⃡ ⃡⃡𝐹 = EN𝑓,𝐺 = ⃡⃡⃡⃡ ⃡⃡𝐺 = EN𝑔 that AT(𝐹,𝐺) = AϺ(𝑓,𝑔) = AT(⃡⃡ ⃡⃡ ⃡⃡𝐹, ⃡⃡ ⃡⃡ ⃡⃡𝐺). And this relation
will still hold if one of the enhancements of (Ʒ) is performed.
4.62 Example:
1. In case of ЄΞH, we have AϺ(𝑓,𝑔) = ∑ξ∈Ξ𝑓(ξ)𝑔(ξ).
2. In case of ЄΞ𝜂 , we have that AϺ(𝑓,𝑔) = (1 − 𝜂)∑ξ∈Ξ𝑓(ξ)𝑔(ξ).
3. In case of ЄΞ∆ on a compact Ϻ, we have again AϺ(𝑓,𝑔) = ∑ξ∈Ξ𝑓(ξ)𝑔(ξ).
4. In case of Є𝜆∆, no AϺ is present or required. But if we would have e.g. homo-
geneous Dirichlet boundary conditions for a nonempty smooth boundary Γ of
Ϻ ∈𝕄𝑘sd(ℝ𝑑), then these can lead to the form
AϺ(𝑓,𝑔) = ∫
Γ
𝑓𝑔.
Finally, we will formalise the linear portion of the functionals. In that, we will re-
strict ourselves to linear functionals that appear as the linear portions of quadratic
functionals BℓϺ and / or AℓϺ when applied to 𝑓− 𝑔ℓ for suitable ﬁxed 𝑔ℓ, and speak
of linear functionals subordinate to BℓϺ and AℓϺ.
4.63 Deﬁnition 1. Let AϺ be an augmentary EN-extrinsic functional on H2(Ϻ),
based on Ξ and {Γ𝑖}𝑖∈𝐼A, weights {𝜂ξ}ξ∈Ξ and weight functions {η𝑖}𝑖∈𝐼A. A linear
functional ΛA on H2(Ϻ) is called EN-extrinsic subordinate to AϺ if there are ΞΛ ⊆ Ξ
and 𝐽A ⊆ 𝐼A such that for suitable choices of function values үξ ∈ ℝ and functions
𝑔𝑗 ∈ H
3
2 (Γ𝑗) the functional ΛA is the linear part of
∑
ξ∈ΞΛ
𝜂ξ(𝑓(ξ) − үξ)2 + ∑
𝑗∈𝐽A
∫
Γ𝑗
η𝑗(𝑓 − 𝑔𝑗)2.
2. Let BϺ be an EN-extrinsic quadratic total functional on H2(Ϻ) with associated
index set 𝐼B. A linear functional ΛB on H2(Ϻ) is called EN-extrinsic subordinate to
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BϺ if there is an index set 𝐽B ⊆ 𝐼B such that for suitable functions ⃡⃡ ⃡⃡ ⃡⃡𝐺𝑗 = EN𝑔𝑗 with
𝑔𝑗 ∈ H2(Ϻ), 𝑗 ∈ 𝐽B, its tangent directional version ΛB,T is the linear part of
∑
𝑗∈𝐽B
∫
Ϻ
β𝑗(𝐹 − ⃡⃡⃡⃡ ⃡⃡𝐺𝑗)β𝑗(𝐹 − ⃡⃡⃡⃡ ⃡⃡𝐺𝑖).
3. Finally, we say that a linear functional ΛϺ on H2(Ϻ) with corresponding tangent
directional ΛT is EN-extrinsic subordinate to AϺ + BϺ if it is the sum of two linear
functionals ΛA and ΛB that are either the zero functional or EN-extrinsic subordinate
to AϺ and BϺ, respectively. This is denoted in future by ΛϺ ∈ 𝕃Ϻ(AϺ,BϺ).
4.64 Remark: (1) Such functional is continuous on the space H2(Ϻ) by deﬁnition.
(2) In particular, it is clear by this deﬁnition that there is a ﬁxed value ԑᴧ ≥ 0
such that for any 𝑓 ∈ H2(Ϻ) with ⃡⃡ ⃡⃡ ⃡⃡𝐹 = EN𝑓 or 𝑓 = ͲϺ𝐹,𝐹 ∈ C2(U(Ϻ)) it holds
simultaneously that both
ЄT(⃡⃡ ⃡⃡ ⃡⃡𝐹) = BT(⃡⃡ ⃡⃡ ⃡⃡𝐹)+ΛT(⃡⃡ ⃡⃡ ⃡⃡𝐹)+AT(⃡⃡ ⃡⃡ ⃡⃡𝐹)+ԑᴧ ≥ 0, ЄT(𝐹) = BT(𝐹)+ΛϺ(𝐹)+AϺ(𝐹)+ԑᴧ ≥ 0.
This property is retained for any larger choice of ԑᴧ.
4.65 Example:
1. In case of ЄΞH, we have ΛT = 0 and therefore any ԑᴧ ≥ 0 is valid.
2. In case of ЄΞ𝜂 , we have that
ΛT(𝐹) = −2(1 − 𝜂) ∑
ξ∈Ξ
𝐹(ξ)үξ,
and thus we have to require
ԑᴧ ≥ (1 − 𝜂) ∑
ξ∈Ξ
(үξ)2.
3. In case of Є𝜆∆ on a compact Ϻ, we have again ΛT = 0 and so any ԑᴧ ≥ 0 is valid.
4.66 Deﬁnition An equivalently EN-extrinsic ЄϺ = BϺ + ΛϺ + AϺ with total BϺ,
augmentary AϺ and linear ΛϺ ∈ 𝕃Ϻ(AϺ,BϺ) is called an augmented EN-extrinsic
functional and denoted by ЄϺ ∈ 𝔼N(Ϻ).
If ΛϺ = 0, then ЄϺ(𝑓),ЄT(𝑓) are derived from a bilinar functional ЄϺ(𝑓,𝑔),ЄT(𝑓,𝑔)
that is consequently called an augmented bilinear EN-extrinsic functional. In that
case, we denote this fact by ЄϺ ∈ 𝔼¤N(Ϻ).
As stated before, the tangent directional version ЄT of an augmented EN-extrinsic
functional ЄϺ = BϺ + ΛϺ + AϺ ∈ 𝔼N(Ϻ) has a more general meaning for functions
in C2(U(Ϻ) even if they are not normal extensions. Consequently, it is interesting
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to investigate the deviation ЄT(𝐹− ⃡⃡ ⃡⃡ ⃡⃡𝐹) for ⃡⃡ ⃡⃡ ⃡⃡𝐹 = EN(ͲϺ𝐹) and 𝐹 ∈ C2(U(Ϻ)), as this
gives us insight into the deviation from the intrinsic functional value and will be
very useful in proving upcoming results.
In doing that, we restrict ourselves ﬁrst to the case ΛϺ = 0 and ignore also anything
in ЄT except for the squared purely second order terms, so the part
B2T(𝐹) = ∫
Ϻ
∑
𝑖∈𝐼B
(β2𝑖 (𝐹))
2 .
This is possible because by construction for any 𝐹 it holds β𝑗𝑖 (𝐹 − ⃡⃡⃡⃡ ⃡⃡𝐹) = 0 for any
𝑖 ∈ 𝐼B and 𝑗 = 0,1, and by construction AT(𝐹 − ⃡⃡⃡⃡ ⃡⃡𝐹) = 0. In order to simplify the
notation and arguments, we suppose in the following discussion that |𝐼B| = 1. We
will see afterwards that ﬁnite summation has no relevant eﬀect, and this restriction
allows us to omit a couple of indices. So we reduce the discussion to
β2(𝐹) = ∑
1≤𝑖,𝑗≤𝑘
ηĳH𝐹(τ𝑖, τ𝑗).
Recalling the results of Theorem 4.7 and its proof, we can directly deduce that it
holds pointwise for any 𝑥 ∈Ϻ
∣∣∣∣
∑
ĳ
ηĳ(H𝐹(𝑥)(τ𝑖, τ𝑗) −H ⃡⃡ ⃡⃡ ⃡⃡𝐹(𝑥)(τ𝑖, τ𝑗))
∣∣∣∣
≤ c ∣∣∇N𝐹(𝑥)∣∣2 .
We can thus also conclude that
∣∣∣∣
∑
ĳ
ηĳ(H𝐹(𝑥)(τ𝑖, τ𝑗) −H ⃡⃡ ⃡⃡ ⃡⃡𝐹(𝑥)(τ𝑖, τ𝑗))
∣∣∣∣
2
≤ c ∣∣∇N𝐹(𝑥)∣∣22 .
Taking integrals gives us
B2T(𝐹 − ⃡⃡⃡⃡ ⃡⃡𝐹) ≤ c∫
Ϻ
∣∣∇N𝐹∣∣22 .
As this works out for all summands in case |𝐼B| > 1, we can instantly draw the
following conclusion:
4.67 Conclusion For an ESMϺ ∈𝕄𝑘bd(ℝ𝑑) and an augmented EN-extrinsic func-
tional ЄϺ = BϺ+AϺ ∈ 𝔼¤N(Ϻ) on H2(Ϻ) with corresponding tangent Euclidean ex-
pression ЄT it holds for any 𝑓 ∈ C2(Ϻ), 𝐹 ∈ C2(U(Ϻ)) with 𝑓 = ͲϺ𝐹 and ⃡⃡ ⃡⃡ ⃡⃡𝐹 = EN𝑓
that
ЄT(𝐹 − ⃡⃡⃡⃡ ⃡⃡𝐹) ≤ c ∣∣∣∣∇N𝐹∣∣2∣∣
2
L2(Ϻ)
.
Actually, we can even bound BT(𝐹,𝐺) and AT(𝐹,𝐺) for two functions𝐹,𝐺 such that
103
both BT(𝐹),BT(𝐺) and AT(𝐹),AT(𝐺) are with well-deﬁned and ﬁnite: We can apply
the usual Cauchy-Schwarz inequalities for L2(Ϻ), for L2(Γℓ) for arbitrary ℓ or for
Euclidean space (in case of Ξ ≠ ⌀) to deduce
BT(𝐹,𝐺) ≤ c√BT(𝐹) ⋅ √BT(𝐺), AT(𝐹,𝐺) ≤ √AT(𝐹) ⋅ √AT(𝐺).
In particular, this allows us to deduce in the light of the previous conclusion that
for any admissible choice of 𝐺 it holds
BT(𝐹 − ⃡⃡⃡⃡ ⃡⃡𝐹,𝐺) ≤ c ∣∣∣∣∇N𝐹∣∣2∣∣L2(Ϻ)
√BT(𝐺), AT(𝐹 − ⃡⃡⃡⃡ ⃡⃡𝐹,𝐺) = 0.
Again, we sum this up in a conclusion for future referencing:
4.68 Conclusion Let Ϻ ∈ 𝕄𝑘bd(ℝ𝑑) and let 𝑓 ∈ C2(Ϻ). Let 𝐹 ∈ C2(U(Ϻ)) with
𝑓 = ͲϺ𝐹 and let ⃡⃡ ⃡⃡ ⃡⃡𝐹 = EN𝑓. Let 𝐺1,𝐺2 be either in C2(U(Ϻ)) or normal extensions
of functions in H2(Ϻ) for 𝑖 = 1, 2. Then it holds for any augmented EN-extrinsic
functional ЄϺ ∈ 𝔼¤N with ЄT = BT + AT that
ЄT(𝐹 − ⃡⃡⃡⃡ ⃡⃡𝐹,𝐺1) ≤ c ∣∣∣∣∇N𝐹∣∣2∣∣L2(Ϻ)
√BT(𝐺1).
Finally, the same arguments as applied before give us that for a linear functional
ΛB subordinate to some BϺ and corresponding tangent Euclidean ΛB,T it holds by
Cauchy-Schwarz
∣ΛB,T(𝐹 − ⃡⃡⃡⃡ ⃡⃡𝐹)∣ ≤ c ∣∣∣∣∇N𝐹∣∣2∣∣L2(Ϻ)
,
while for ΛA this diﬀerence functional is directly clear to vanish. Thus we obtain:
4.69 Conclusion Let Ϻ ∈𝕄𝑘bd(ℝ𝑑) and let BϺ+AϺ ∈ 𝔼¤N(Ϻ) with corresponding
tangent Euclidean expressions BT,AT. Let 𝑓 ∈ C2(Ϻ), 𝐹 ∈ C2(U(Ϻ)) with 𝑓 = ͲϺ𝐹
and ⃡⃡ ⃡⃡ ⃡⃡𝐹 = EN𝑓. Let ΛϺ ∈ 𝕃Ϻ(AϺ,BϺ) be subordinate to BϺ + AϺ. Then it holds
∣ΛT(𝐹 − ⃡⃡ ⃡⃡ ⃡⃡𝐹)∣ ≤ c ∣∣∣∣∇N𝐹∣∣2∣∣L2(Ϻ)
.
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Chapter 5
Ambient Functional
Approximation Methods
In this chapter we are going to revise the tangential energy functionals from an
approximation theoretic point of view: Directly accessing the tangential form of
intrinsic functionals with normal extensions is almost hopeless when all you have
is some ﬁnite dimensional space of functions like TP-splines. Consequently, we
will have to consider approximations to these functionals, best accompanied by
some error analysis and convergence results, both of which will be provided in
this chapter. In the course of this, we will rely on augmented EN-extrinsic (energy)
functionals and state most results for these to obtain some generality. The speciﬁc
treatment of our concrete examples of energy functionals is left for later chapters.
To be more precise, we will introduce a general, penalty-based approximation
method for various situations, all of which can be exempliﬁed by some of our partic-
ular energy functionals: First, we will have a look at energy minimisation in convex
sets with the obvious example of ЄΞH. Then wewill turn to situations where the func-
tional is already applied to a residual, so Є(𝑓−𝑓0), motivated by the solution of an
elliptic PDE with Є𝜆∆(𝑓 − 𝑓∗). Only after we have exempliﬁed the basic structure
of the necessary argumentation in these important examples, we will turn to the
most general situation where ΛϺ ≠ 0, as exempliﬁed by ЄΞ𝜂 in particular.
In the course of this, we will demand that Ϻ is equipped with the normal foliation
and thus gives rise to the normal extension, with a suitable U(Ϻ) as its result. We
also demand that we can extend (normal) frames on Ϻ into this neighbourhood
along the normals by taking the frame in the closest point. Both demands mean
actually no restriction, as we had seen in the second chapter.
The reader can further bear in mind that one could replace this normal extension
by any other orthogonal extension, provided we can also access the respective
frames implied by the trajectories of this other extension in the ambient space.
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But for the sake of simplicity, we restrict ourselves here to the particular case of
normal extensions, foliations and frames.
When it comes to the practical requirements we demand from the representation
of the ESM, then it turns out that these have quite a broad scope: We need only a
representation of Ϻ that allows some kind of numerical integration and provides
approximate normals as well — where of course the density and quality of the
approximations of both Ϻ and its normals have a direct impact on the quality of
the result. So essentially, even a dense point cloud with corresponding normals,
and integration performed by simple Riemannian sums, would suﬀice.
5.1 Penalty Approximation in Functional Optimisation
We are now going to approach the problem of intrinsic functional minimisation
by penalty approximation. The objective of the penalty is fairly obvious by the
last section of the previous chapter: We have to force the normal derivatives to
approach zero. So for Ϻ ∈ 𝕄𝑘bd(ℝ𝑑) we turn now to an arbitrary augmented EN-
extrinsic energy functional ЄϺ ∶ H2(Ϻ0) → ℝ with ЄϺ(𝑓) = BϺ(𝑓)+ΛϺ(𝐹)+AϺ(𝑓)
on some Ϻ0 ∈𝕄𝑘bd(ℝ𝑑) with Ϻ0 ⋐Ϻ and (possibly empty) boundary Γ0 such that
ЄϺ has corresponding tangent directional expression ЄT of the form
ЄT(𝐹) = BT(𝐹) + ΛT(𝐹) + AT(𝐹).
Then we deﬁne the Ambient Penalty Approximation (APA) functional with penalty
exponents σϺ,σC ≥ 0 on Ϻ0 for 𝑆 from the spline space S𝑚ℎ (Cℎ(Ϻ0)) as
P(𝑆,σϺ,σC) ∶= ЄT(𝑆) + ΛT(𝑆) + ℎ-σϺN∇Ϻ(𝑆,Ϻ0) + ℎ-σCN∇C (𝑆,Ϻ0) → min!
where we set
N∇Ϻ(𝑆,Ϻ0) ∶= ∫
Ϻ0
∣∣∇N𝑆∣∣22 and N
∇
C (𝑆,Ϻ0) ∶= ∫
Cℎ(Ϻ0)
∣∣∇N𝑆∣∣22 .
Therein, we understand again ∇N𝑆(𝑥) for 𝑥 ∉ Ϻ as the projection of the gradient
to the normal space of the closest point of 𝑥 on Ϻ, so N = N(ΠϺ(𝑥)). This is
also the reason why we have to demand Ϻ0 ⋐Ϻ: We need to have this projection
well-deﬁned at least for suﬀiciently small ℎ > 0 on all active cells. Otherwise,
we might have cells where this projection is not well-deﬁned even for ℎ → 0, and
we wish to avoid this problem for its technical complexity. Of course, if Ϻ0 itself
has no boundary, then clearly we have Ϻ0 = Ϻ. Otherwise, we have for such
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Ϻ0 ∈ 𝕄𝑘sd(ℝ𝑑) a boundary that is made up of ﬁnitely many (𝑘 − 1)-dimensional
compact ESMs.
5.1 Remark: Wewill state all our results for TP-splines as the approximation space
that is applied. However, the use of TP-splines is actually just exemplary; we simply
felt that a general formulation would have introduced further diﬀiculties in some
of the statements. In particular, the ”space penalty”
ℎ-σCN∇C (𝑆,Ϻ0) = ℎ-σC∫
Cℎ(Ϻ0)
∣∣∇N𝑆∣∣22
is something that was tailored for splines to avoid certain problems with the sta-
bility of some large linear system that appears in practical implementations. Some
other approximation methods might make use of it as well, while others will pre-
sumably not do so. But we carry this along in the present chapter because we
want to emphasise that it has no negative impact on the approximation results for
suitable penalty exponents. In particular a valid choice will always be σC = σϺ, as
we have seen when we discussed splines: We found in Remark 3.41 that we can
expect the convergence rate of the normal derivative on Cℎ(Ϻ0) to be at least the
convergence rate of the normal derivative on Ϻ itself.
5.2 Important: In the following arguments, we will omit the distiction between
Ϻ and Ϻ0 for the sake of simplicity, as it plays no crucial role in the argumenta-
tion. In particular, we will therefore omit the integration domain in N∇Ϻ(𝑆,Ϻ0) and
N∇C (𝑆,Ϻ0), and just write
N∇Ϻ(𝑆) ∶= ∫
Ϻ
∣∣∇N𝑆∣∣22 and N
∇
C (𝑆) ∶= ∫
Cℎ(Ϻ)
∣∣∇N𝑆∣∣22 .
However, the reader should bear in mind that in practice, this distinction is ab-
solutely crucial if Ϻ0 has nonempty boundary. We further omit the distinction
between σC and σϺ, as σC = σϺ will always be valid, and postpone the discussion
of speciﬁc choices to the practical examples presented later.
Regarding the unique solvability of the APA minimisation problem, we will now re-
strict ourselves to the case of a strictly convex and coercive augmented EN-extrinsic
functional, as mere augmented EN-extrinsic functionals do not necessarily have
unique minimisers on convex subsets of H2. In some explicitly stated situations
we will however draw conclusions also for some more general situations. Now, we
ﬁrst consider the case ΛϺ = 0 and have
P(𝑆,𝜎) ∶= ЄT(𝑆) + ℎ-𝜎N∇Ϻ(𝑆) + ℎ-𝜎N∇C (𝑆).
Then we can directly see that this is a quadratic functional on the ﬁnite dimen-
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sional spline space, implied by a suitable inner product; bilinearity and symmetry
of the corresponding bilinear formulation are obvious, and the positive deﬁnite-
ness can be seen as follows: If the functional vanishes, both penalty terms vanish
in particular. And for all functions where this holds, the component ЄT(𝑆ℎ) van-
ishes precisely if the argument is zero. Consequently, we have a positive deﬁnite
quadratic functional on a ﬁnite dimensional space, the spline space. The addition
of an additional continuous linear functional ΛϺ does no harm to the existence of a
minimum there, and so the existence of a unique minimiser is clear also in the gen-
eral case with nonvanishing linear ΛϺ. Summing these arguments up, we obtain
the following theorem:
5.3 Theorem Any APA functional based on a continuous, elliptic bilinear func-
tional BϺ+AϺ ∈ 𝔼¤N(Ϻ) and linear ΛϺ ∈ 𝕃Ϻ(AϺ,BϺ) has a unique minimiser in the
space S𝑚ℎ (Cℎ(Ϻ)).
We are now going to present a sequence of theorems dealing with diﬀerent situ-
ations of (augmented) equivalently EN-extrinsic (energy) functionals. In the ﬁrst
results, making up the ﬁrst two subsections to follow, we will demand that the lin-
ear part of the functional is zero. This reduces the complexity in the respective
proofs substantially, and we shall only drop this restriction in the very end, when
we have clariﬁed the structure of argumentation in the other cases.
In all situations, we will demand the splines to be at least of order four, so in par-
ticular to be twice continuously diﬀerentiable. We further demand that there is a
family (𝑠∗ℎ)ℎ<ℎ0 of restrictions of functions (𝑆
∗
ℎ)ℎ<ℎ0 from S
𝑚
ℎ (Cℎ(Ϻ)) such that for
the functional optimum 𝑓∗ ∈ H𝜚(Ϻ) with 𝜚 ≥ 2 and some β0,β1,β2 > 0 it holds
∣∣∣∣∇N𝑆∗ℎ∣∣2∣∣
2
L2(Cℎ(Ϻ))
≤ cℎβ0 ∣∣𝑓∗∣∣2H𝜚(Ϻ) ,
∣∣∣∣∇N𝑆∗ℎ∣∣2∣∣
2
L2(Ϻ)
≤ cℎβ1 ∣∣𝑓∗∣∣2H𝜚(Ϻ) ,
∣∣𝑠∗ℎ −𝑓∗∣∣2H2(Ϻ) ≤ cℎ
β2 ∣∣𝑓∗∣∣2H𝜚(Ϻ) .
This will be abbreviated as (𝑆∗ℎ)ℎ<ℎ0 ∈ 𝔸𝕡𝕡(𝑓
∗, 𝜚,β0,β1,β2).
5.4 Remark: (1) Recalling Sections 3.3.4 and 3.3.5, we can give explicit values for
the approximation orders 𝛽0, 𝛽1, 𝛽2. As these depend on the actual regularity of
the optimum 𝑓∗, we chose the general formulation by 𝔸𝕡𝕡(𝑓∗, 𝜚,β0,β1,β2) to deal
with various cases, subcases and so on. The reader can, however, bear in mind that
with suﬀicient regularity of the solution, i.e. 𝑓∗ ∈ H𝑚(Ϻ), the respective values
are simply 𝛽0 ≥ 𝑚− 1, 𝛽1 = 𝑚− 1, 𝛽2 = 𝑚− 2.
(2) As we have stated in Remark 3.41, any β1 is in particular a valid choice for β0,
so we omit the latter in our theoretical arguments: We can simply suppose β0 = β1,
deal with any other β0 < β1 right in the same way and leave the exact investigation
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of the impact of β0 on the stability for later research. This situation shall then be
abbreviated by (𝑆∗ℎ)ℎ<ℎ0 ∈ 𝔸𝕡𝕡(𝑓
∗, 𝜚,β1,β2).
(Ʒ) In practice, it might be hard to determine the set Cℎ(Ϻ) of cells active on Ϻ
without risking to ”miss” a relevant cell. So it may also be appropriate to use
Cℎ(Uℎ(Ϻ)) or another more convenient superset Ĉℎ(Ϻ) of Cℎ(Ϻ) for the ”space
penalty”. This bears less danger of missing a relevant cell that is active on Ϻ and
it does no harm to the approximation power, if the relation
∣∣∣∣∇N𝑆∗ℎ∣∣2∣∣
2
L2(Cℎ(Ϻ))
≤ cℎβ0 ∣∣𝑓∗∣∣2H𝜚(Ϻ)
is replaced by corresponding
∣∣∣∣∇N𝑆∗ℎ∣∣2∣∣
2
L2(Ĉℎ(Ϻ))
≤ cℎβ0 ∣∣𝑓∗∣∣2H𝜚(Ϻ) .
(4) In any of the upcoming convergence results, arguments will remain valid with
only small changes for other approximating families (𝐹∗ℎ)0<ℎ<ℎ0 of C
2-functions
with traces (𝑓∗ℎ)0<ℎ<ℎ0 as long as the penalty functional is stable and it holds
∣∣∣∣∇N𝐹∗ℎ∣∣2∣∣
2
L1(Ϻ)
≤ cℎβ1 ∣∣𝑓∗∣∣2H𝜚(Ϻ) , ∣∣𝑓∗ℎ −𝑓∗∣∣
2
H2(Ϻ) ≤ cℎ
β2 ∣∣𝑓∗∣∣2H𝜚(Ϻ) .
These can, as in our exemplary spline case, be extended by additional demands that
stabilise the process — as long as those do no harm to the approximation orders
required above.
5.2 Penalty Approximation for Energies in Convex Sets
In the following theorem we are now going to present a ﬁrst convergence result,
deducing a convergence order for APA minimisation from the best possible order
of approximation; it aims at the speciﬁc functionals ЄΞH(⋅) and ЄΞ∆(⋅) in particular.
Here and in the following, we will always understand ЄϺ(𝐹) as ЄϺ(ͲϺ𝐹) when 𝐹
is a function deﬁned on the ambient space. This is valid at least for functions of
the form EN𝑓 for 𝑓 ∈ H2(Ϻ) or functions 𝐹 ∈ C2(U(Ϻ)), and these are the only
situations we will encounter.
5.5 Theorem LetϺ ∈𝕄𝑘bd(ℝ𝑑) and let ЄϺ = BϺ+AϺ ∈ 𝔼¤N(Ϻ) be an augmented
elliptic functional on H2(Ϻ). Let 𝑓∗ ∈ H𝜚(Ϻ) be the minimiser of ЄϺ in the con-
vex set Dco ⊆ H2(Ϻ). Let (𝑠∗ℎ)ℎ<ℎ0 be a family of restrictions of approximations
(𝑆∗ℎ)ℎ<ℎ0 ∈ 𝔸𝕡𝕡(𝑓
∗, 𝜚,β1,β2) such that 𝑠∗ℎ ∈ Dco for any 0 < ℎ < ℎ0. Then P(⋅,𝜎)
has a unique minimiser 𝑆ℎ in Dco for any 0 < ℎ < ℎ0 and arbitrary 0 < 𝜎 < β1. The
trace 𝑠ℎ = ͲϺ𝑆ℎ of this minimiser satisﬁes the relation
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∣∣𝑠ℎ −𝑓∗∣∣H2(Ϻ) ≤ cℎ
𝛼 ∣∣𝑓∗∣∣2H𝜚(Ϻ)
for 𝛼 = min{𝜎/2,β2/2,β1 −𝜎} and a constant c independent of 𝑓∗.
Proof: We write as usual ЄT for the formulation of ЄϺ in terms of derivatives in
tangent directions. By the optimality of 𝑆ℎ we obtain
ЄT(𝑆ℎ) + ℎ-𝜎N∇Ϻ(𝑆ℎ) + ℎ-𝜎N∇C (𝑆ℎ) ≤ ЄT(𝑆∗ℎ) + ℎ-𝜎N∇Ϻ(𝑆∗ℎ) + ℎ-𝜎N∇C (𝑆∗ℎ). (5.5.1)
Furthermore, we can conclude by symmetry and bilinearity that for ⃡⃡ ⃡⃡𝑆∗ℎ = EN𝑠∗ℎ due
to Cauchy-Schwarz inequality and Conclusion 4.67
ЄT(𝑆∗ℎ) = ЄT(𝑆∗ℎ − ⃡⃡⃡⃡𝑆∗ℎ + ⃡⃡⃡⃡𝑆∗ℎ) = ЄT(⃡⃡ ⃡⃡𝑆∗ℎ) +ЄT(𝑆∗ℎ − ⃡⃡⃡⃡𝑆∗ℎ) + 2ЄT(𝑆∗ℎ − ⃡⃡⃡⃡𝑆∗ℎ, ⃡⃡ ⃡⃡𝑆∗ℎ)
≤ЄϺ(⃡⃡ ⃡⃡𝑆∗ℎ) + 2√ЄϺ(⃡⃡ ⃡⃡𝑆∗ℎ)√ЄT(𝑆∗ℎ − ⃡⃡⃡⃡𝑆∗ℎ) +ЄT(𝑆∗ℎ − ⃡⃡⃡⃡𝑆∗ℎ)
≤ЄϺ(⃡⃡ ⃡⃡𝑆∗ℎ) + c√ЄϺ(⃡⃡ ⃡⃡𝑆∗ℎ)√N∇Ϻ(𝑆∗ℎ) + cN∇Ϻ(𝑆∗ℎ). (5.5.2)
By the conception of 𝑆∗ℎ we know that N∇Ϻ(𝑆∗ℎ) ≤ cℎβ1 ∣∣𝑓∗∣∣2H𝜚(Ϻ). Since additionally
for ℎ → 0 it holds 𝑠∗ℎ → 𝑓∗ in H2(Ϻ), and ЄϺ is continuous in the standard H2-norm,
we have
ЄϺ(⃡⃡ ⃡⃡𝑆∗ℎ) ≤ c ∣∣𝑠∗ℎ∣∣2H2(Ϻ) ≤ c ∣∣𝑓
∗∣∣2H𝜚(Ϻ) ,
because by the triangle inequality
∣∣𝑠∗ℎ∣∣H2(Ϻ) ≤ cℎ
β2 ⋅ ∣∣𝑓∗∣∣H𝜚(Ϻ) + ∣∣𝑓∗∣∣H2(Ϻ) ≤ c ∣∣𝑓∗∣∣H𝜚(Ϻ) .
Consequently, we obtain by insertion into (5.5.1) that
ЄT(𝑆ℎ) + ℎ-𝜎N∇Ϻ(𝑆ℎ) + ℎ-𝜎N∇C (𝑆ℎ) ≤ c ∣∣𝑓∗∣∣2H𝜚(Ϻ) .
So in particular
N∇Ϻ(𝑆ℎ) ≤ cℎ𝜎 ∣∣𝑓∗∣∣2H𝜚(Ϻ) and ЄT(𝑆ℎ) ≤ c ∣∣𝑓∗∣∣
2
H𝜚(Ϻ) .
Now let us investigate ЄT(𝑆ℎ) further. Once again we see by symmetry, bilinearity,
Cauchy-Schwarz and Conclusion 4.67 that
ЄT(𝑆ℎ) = ЄT(𝑆ℎ − ⃡⃡⃡⃡𝑆ℎ + ⃡⃡⃡⃡𝑆ℎ) = ЄT(⃡⃡ ⃡⃡𝑆ℎ) +ЄT(𝑆ℎ − ⃡⃡⃡⃡𝑆ℎ) + 2ЄT(𝑆ℎ − ⃡⃡⃡⃡𝑆ℎ, ⃡⃡ ⃡⃡𝑆ℎ)
= ЄϺ(𝑆ℎ) +ЄT(𝑆ℎ − ⃡⃡⃡⃡𝑆ℎ) + 2ЄT(𝑆ℎ − ⃡⃡⃡⃡𝑆ℎ, ⃡⃡ ⃡⃡𝑆ℎ)
≥ ЄϺ(𝑆ℎ) +ЄT(𝑆ℎ − ⃡⃡⃡⃡𝑆ℎ) − 2√ЄϺ(⃡⃡ ⃡⃡𝑆ℎ)√ЄT(𝑆ℎ − ⃡⃡⃡⃡𝑆ℎ)
≥ ЄϺ(𝑆ℎ) − 2√ЄϺ(⃡⃡ ⃡⃡𝑆ℎ)√ЄT(𝑆ℎ − ⃡⃡⃡⃡𝑆ℎ)
≥ ЄϺ(𝑆ℎ) − c√ЄϺ(𝑆ℎ)√N∇Ϻ(𝑆ℎ).
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So we can deduce that by our assumptions on N∇Ϻ(𝑆ℎ) it holds
ЄT(𝑆ℎ) ≥ ЄϺ(𝑆ℎ) − c√ЄϺ(𝑆ℎ) ⋅ ℎ𝜎/2 ∣∣𝑓∗∣∣H𝜚(Ϻ) . (5.5.3)
This gives us by some simple restructurings
ЄϺ(𝑆ℎ) ≤ ЄT(𝑆ℎ) + c√ЄϺ(𝑆ℎ) ⋅ ℎ𝜎/2 ∣∣𝑓∗∣∣H𝜚(Ϻ)
≤ c ∣∣𝑓∗∣∣2H𝜚(Ϻ) + c√ЄϺ(𝑆ℎ) ⋅ ℎ𝜎/2 ∣∣𝑓∗∣∣H𝜚(Ϻ) .
Thereby we must have that ЄϺ(𝑆ℎ) ≤ c ∣∣𝑓∗∣∣2H𝜚(Ϻ). To see this, we apply standard
calculus for quadratic equations and conclude that the above inequality implies
√ЄϺ(𝑆ℎ) ≤ c ⋅ (ℎ𝜎/2 ∣∣𝑓∗∣∣H𝜚(Ϻ) ±√ℎ𝜎 ∣∣𝑓∗∣∣
2
H𝜚(Ϻ) + 4 ∣∣𝑓∗∣∣
2
H𝜚(Ϻ)) ≤ c ∣∣𝑓∗∣∣H𝜚(Ϻ) . (5.5.4)
We conclude thereby and by
ЄT(𝑆ℎ) ≤ ЄT(𝑆∗ℎ) + ℎ-𝜎N∇Ϻ(𝑆∗ℎ) + ℎ-𝜎N∇C (𝑆∗ℎ)
≤ ЄϺ(𝑆∗ℎ) + c√ЄϺ(⃡⃡ ⃡⃡𝑆∗ℎ)√N∇Ϻ(𝑆∗ℎ) + cN∇Ϻ(𝑆∗ℎ) + ℎ-𝜎N∇Ϻ(𝑆∗ℎ) + ℎ-𝜎N∇C (𝑆∗ℎ)
≤ ЄϺ(𝑆∗ℎ) + c ∣∣𝑓∗∣∣H𝜚(Ϻ) √N
∇
Ϻ(𝑆∗ℎ) + cN∇Ϻ(𝑆∗ℎ) + ℎ-𝜎N∇Ϻ(𝑆∗ℎ) + ℎ-𝜎N∇C (𝑆∗ℎ)
≤ ЄϺ(𝑆∗ℎ) + cℎβ2/2 ∣∣𝑓∗∣∣2H𝜚(Ϻ) + cℎ
β1−𝜎 ∣∣𝑓∗∣∣2H𝜚(Ϻ) + cℎ
β1−𝜎 ∣∣𝑓∗∣∣2H𝜚(Ϻ) (5.5.5)
that because 𝜎 < β1 we obtain via insertion of (5.5.5) into (5.5.3)
ЄϺ(𝑆ℎ) ≤ ЄϺ(𝑆∗ℎ) + c (ℎ𝜎/2 + ℎβ1−𝜎) ∣∣𝑓∗∣∣2H𝜚(Ϻ) .
We now subtract ЄϺ(⃡⃡ ⃡⃡ ⃡⃡𝐹∗) on both sides and obtain
0 ≤ ЄϺ(𝑆ℎ) −ЄϺ(⃡⃡ ⃡⃡ ⃡⃡𝐹∗) ≤ ЄϺ(𝑆∗ℎ) −ЄϺ(⃡⃡ ⃡⃡ ⃡⃡𝐹∗) + c (ℎ𝜎/2 + ℎβ1−𝜎) ∣∣𝑓∗∣∣2H𝜚(Ϻ) .
Since ЄϺ(⋅)was continuous and elliptic, its square root gives us an equivalent norm
on H2(Ϻ), and we can apply the triangle inequality. Consequently by the (inverse)
triangle inequality and the minimality of ЄϺ(⃡⃡ ⃡⃡ ⃡⃡𝐹∗)
√ЄϺ(𝑆∗ℎ) − √ЄϺ(⃡⃡ ⃡⃡ ⃡⃡𝐹∗) ≤ c ∣∣𝑠∗ℎ −𝑓∗∣∣H2(Ϻ) ≤ cℎ
β2/2 ∣∣𝑓∗∣∣H𝜚(Ϻ) .
Because we can further directly conclude from the minimality of 𝑓∗ and the conti-
nuity of ЄϺ that
√ЄϺ(𝑆∗ℎ) + √ЄϺ(⃡⃡ ⃡⃡ ⃡⃡𝐹∗) ≤ 2√ЄϺ(𝑆∗ℎ) ≤ c ∣∣𝑓∗∣∣H𝜚(Ϻ) ,
we obtain by the third binomial
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0 ≤ ЄϺ(𝑆∗ℎ) −ЄϺ(⃡⃡ ⃡⃡ ⃡⃡𝐹∗) ≤ cℎβ2/2 ∣∣𝑓∗∣∣2H𝜚(Ϻ) .
Therefore we reach thanks to ЄϺ(𝑆ℎ) ≥ ЄϺ(⃡⃡ ⃡⃡ ⃡⃡𝐹∗) our ﬁnal goal via
|ЄϺ(𝑆ℎ) −ЄϺ(⃡⃡ ⃡⃡ ⃡⃡𝐹∗)| = ЄϺ(𝑆ℎ) −ЄϺ(⃡⃡ ⃡⃡ ⃡⃡𝐹∗) ≤ c (ℎβ2/2 + ℎ𝜎/2 + ℎ𝜎−β1) ∣∣𝑓∗∣∣2H𝜚(Ϻ)
by application of Conclusion 4.56. q
5.6 Remark: (1) With 𝛽1 and 𝛽2 known explicitly due to the third chapter, one
can directly calculate a minimizer for the upper bound on the convergence w.r.t.
𝜎. However, we will later ﬁnd that in practice there is actually even a better choice.
(2) Most importantly, this result applies to ЄΞH(⋅) of Theorem 4.49 and to ЄΞ∆(⋅) of
Cor. 4.52. For these, the ﬁxed interpolation constraints for Ξ that deﬁne Dco imply
that the sum of function values that makes up augmentary AϺ remains constant.
So the functionals reduce to be eﬀectively just ЄϺ(⋅) = ЄH(⋅) and ЄϺ(⋅) = Є∆(⋅),
respectively.
The previous result is valid in convex sets Dco if we can guarantee that all func-
tions come from that set. Unfortunately, it can be hard to achieve this for ﬁnite
dimensional spaces like the spline space: If one does not have ﬁnite interpolation
constraints, but for example a homogeneous Dirichlet condition on some submani-
fold Γ ∈𝕄𝑘−1cp (Ϻ) or Γ = ∂Ϻ ∈𝕄𝑘−1cp (ℝ𝑑), then any attempt to satisfy these exactly
with TP-splines will usually be in vain. To overcome this, it can be beneﬁcial to in-
clude the conditions into the penalty.
To achieve that, we will now suppose that we have an EN-extrinsic functional ЄϺ ∈
𝔼¤N(Ϻ) with or without augmentary portion, and not necessarily elliptic. And we
demand that Dco ⊆ H2(Ϻ) is characterised via some suitable augmentary functional
AcoϺ(𝑓,𝑔) = ∑
ξ∈Ξ
𝜂ξ𝑓(ξ)𝑔(ξ) + ∑
ℓ∈𝐼A
∫
Γℓ
ηℓ𝑓𝑔
for a suitable choice of a function 𝑔co ∈ H
2(Ϻ) with 𝑔co ∈ C(Ϻ) if Ξ ≠ ⌀ in the form
Dco ∶=
⎧{
⎨{⎩
𝑓 ∈ H2(Ϻ) ∶ AϺ(𝑓 − 𝑔co) = ∑
ξ∈Ξ
𝜂ξ(𝑓(ξ) − 𝑔co(ξ))2 + ∑
ℓ∈𝐼A
∫
Γℓ
ηℓ(𝑓 − 𝑔co)2 = 0
⎫}
⎬}⎭
.
Thereby we introduce the modiﬁed penalty functional Pco(𝑆ℎ,𝜎,σco) as
Pco(𝑆,𝜎,σco) = ЄT(𝑆) + ℎ-σcoAϺ(𝑆 − EN𝑔co) + ℎ-𝜎N
∇
Ϻ(𝑆) + ℎ-𝜎N∇C (𝑆).
We can then consider ЄϺ + AcoϺ again as an (energy) functional, and as long as
ЄϺ +AcoϺ is elliptic, the unique solvability of the penalty minimisation problem and
the existence of a minimiser remain unaﬀected.
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As usual, the actual choice of penalty exponent σco is delicate therein. And while we
cannot apply our previous arguments on convergence, because we have to include
the additional penalty into our considerations, we still have something more or less
satisfactory, though of course weaker:
5.7 Theorem Let Ϻ ∈ 𝕄𝑘bd(ℝ𝑑) and let Dco ⊆ H2(Ϻ) be a closed, convex set,
characterised by AcoϺ(𝑓 − 𝑔co) = 0 as introduced above. Let ЄϺ be a bilinear EN-
extrinsic functional on H2(Ϻ) such that ЄcoϺ = ЄϺ + AcoϺ ∈ 𝔼¤N(Ϻ) is elliptic. Let
𝑓∗ ∈ H𝜚(Ϻ) be the minimiser of ЄϺ in Dco. Let (𝑠∗ℎ)ℎ<ℎ0 be a family of restrictions
of approximations (𝑆∗ℎ)ℎ<ℎ0 ∈ 𝔸𝕡𝕡(𝑓
∗, 𝜚,β1,β2) such that for some suitable βco ≥ β2
and any 0 < ℎ < ℎ0 additionally
AcoϺ(𝑠∗ℎ −𝑔co) ≤ cℎ
βco ∣∣𝑓∗∣∣2H𝜚(Ϻ) .
Then Pco(⋅,𝜎,σco) has a unique minimiser 𝑆ℎ for any 0 < ℎ < ℎ0 and arbitrary
0 < 𝜎 < β1 and 0 < σco < βco. This minimiser satisﬁes for 𝑠ℎ = ͲϺ𝑆ℎ the relation
ЄϺ(𝑠ℎ) ≤ ЄϺ(𝑓∗) + cℎ𝛼 ∣∣𝑓∗∣∣2H𝜚(Ϻ)
with 𝛼 = min{𝜎/2,β2/2,β1 −𝜎,βco − σco}. For the approximation of the constraints
it holds
AcoϺ(𝑠ℎ −𝑔co) ≤ cℎ
σco ∣∣𝑓∗∣∣2H𝜚(Ϻ) .
Proof: We write as before ЄT for the formulation of ЄϺ in terms of derivatives
in tangent directions. Because there is no need to distinguish the exact decompo-
sition of Є into its total and augmentary portions, nor to distinguish between an
intrinsic and a tangent directional version of AcoϺ , we just write A in the following
for the sake of readability, and we state that as usual an uppercase argument of
A is to be considered in the trace sense on Ϻ. Then again by the optimality of 𝑆ℎ
we obtain due to the fact that 𝑓∗ ∈ Dco, with ⃡⃡ ⃡⃡ ⃡⃡𝐹∗ = EN𝑓∗ in the respective trace or
point evaluation sense, the relation
ЄT(𝑆ℎ) + ℎ-𝜎N∇Ϻ(𝑆ℎ) + ℎ-𝜎N∇C (𝑆ℎ) + ℎ-σcoA(𝑆ℎ − ⃡⃡⃡⃡ ⃡⃡𝐹∗)
≤ЄT(𝑆∗ℎ) + ℎ-𝜎N∇Ϻ(𝑆∗ℎ) + ℎ-𝜎N∇C (𝑆∗ℎ) + ℎ-σcoA(𝑆∗ℎ − ⃡⃡⃡⃡ ⃡⃡𝐹∗). (5.7.1)
As before in (5.5.2) we deduce that N∇Ϻ(𝑆∗ℎ) ≤ cℎβ1 ∣∣𝑓∗∣∣2H𝜚(Ϻ) and
ЄT(𝑆∗ℎ) ≤ ЄϺ(⃡⃡ ⃡⃡𝑆∗ℎ) + c√ЄϺ(⃡⃡ ⃡⃡𝑆∗ℎ)√N∇Ϻ(𝑆∗ℎ) + cN∇Ϻ(𝑆∗ℎ). (5.7.2)
We further conclude by insertion of these into (5.7.1) that
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ЄT(𝑆ℎ) + ℎ-𝜎N∇Ϻ(𝑆ℎ) + ℎ-𝜎N∇C (𝑆ℎ) + ℎ-σcoA(𝑆ℎ − ⃡⃡⃡⃡ ⃡⃡𝐹∗) ≤ c ∣∣𝑓∗∣∣2H𝜚(Ϻ) .
So consequently
A(𝑆ℎ − ⃡⃡⃡⃡ ⃡⃡𝐹∗) ≤ cℎσco ∣∣𝑓∗∣∣2H𝜚(Ϻ)
N∇Ϻ(𝑆ℎ) ≤ cℎ𝜎 ∣∣𝑓∗∣∣2H𝜚(Ϻ)
ЄT(𝑆ℎ) ≤ c ∣∣𝑓∗∣∣2H𝜚(Ϻ) .
We conclude as before thanks to positivity of both sides in (5.7.1) by insertion of
our recent ﬁndings the relation
ЄT(𝑆ℎ) ≤ ЄT(𝑆∗ℎ) + ℎ-𝜎N∇Ϻ(𝑆∗ℎ) + ℎ-𝜎N∇C (𝑆∗ℎ) + ℎ-σcoA(𝑆ℎ − ⃡⃡⃡⃡ ⃡⃡𝐹∗)
≤ ЄϺ(𝑆∗ℎ) + c (ℎβ1/2 + ℎβ1−𝜎 + ℎβco−σco) ∣∣𝑓∗∣∣2H𝜚(Ϻ) .
As before in the derivation of (5.5.3) and (5.5.4) we obtain
ЄϺ(𝑆ℎ) ≤ ЄT(𝑆ℎ) + c√ЄϺ(𝑆ℎ) ⋅ ℎ𝜎/2 ∣∣𝑓∗∣∣H𝜚(Ϻ)
and conclude like for (5.5.5) that indeed
ЄϺ(𝑆ℎ) ≤ ЄϺ(𝑆∗ℎ) + c (ℎ𝜎/2 + ℎβ1−𝜎 + ℎβco−σco) ∣∣𝑓∗∣∣2H𝜚(Ϻ) . (5.7.3)
Because of the triangle inequality in L2(Γℓ) or Euclidean space, we have that
cℎβco/2 ∣∣𝑓∗∣∣H𝜚(Ϻ) ≥ √A(𝑆∗ℎ − ⃡⃡⃡⃡ ⃡⃡𝐹∗) ≥ ∣√A(𝑆∗ℎ) − √A(⃡⃡ ⃡⃡ ⃡⃡𝐹∗)∣ .
We obtain by Jensen’s inequality ‖ ⋅ ‖21 ≤ c1‖ ⋅ ‖22 ≤ c2‖ ⋅ ‖21 and because the sum of A(⋅)
and ЄϺ(⋅) is elliptic on H2(Ϻ) that √ЄϺ(⋅) + √A(⋅) is an equivalent norm on H2(Ϻ).
So we can deduce by norm equivalence and the inverse triangle inequality
∣√ЄϺ(𝑆∗ℎ) − √ЄϺ(⃡⃡ ⃡⃡ ⃡⃡𝐹∗) + √A(𝑆∗ℎ) − √A(⃡⃡ ⃡⃡ ⃡⃡𝐹∗)∣ ≤ c ∣∣𝑠∗ℎ −𝑓∗∣∣H2(Ϻ) ≤ cℎ
β2/2 ∣∣𝑓∗∣∣H𝜚(Ϻ) .
Making use of the inverse triangle inequality therein, we see by continuity of ЄϺ
that
∣√ЄϺ(𝑆∗ℎ) − √ЄϺ(⃡⃡ ⃡⃡ ⃡⃡𝐹∗)∣ ≤ c ∣∣𝑠∗ℎ −𝑓∗∣∣H2(Ϻ) + ∣√A(𝑆∗ℎ) − √A(⃡⃡ ⃡⃡ ⃡⃡𝐹∗)∣
≤c (ℎβ2/2 + ℎβco/2) ∣∣𝑓∗∣∣H𝜚(Ϻ) ≤ cℎ
β2/2 ∣∣𝑓∗∣∣H𝜚(Ϻ) .
By continuity of ЄϺ we can furthermore deduce that
√ЄϺ(𝑆∗ℎ) + √ЄϺ(⃡⃡ ⃡⃡ ⃡⃡𝐹∗) ≤ c ∣∣𝑓∗∣∣H𝜚(Ϻ) .
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Consequently again the third binomial gives that
∣ЄϺ(𝑆∗ℎ) −ЄϺ(⃡⃡ ⃡⃡ ⃡⃡𝐹∗)∣ ≤ cℎβ2/2 ∣∣𝑓∗∣∣2H𝜚(Ϻ) ,
whereby in particular
ЄϺ(𝑆∗ℎ) ≤ ЄϺ(⃡⃡ ⃡⃡ ⃡⃡𝐹∗) + cℎβ2/2 ∣∣𝑓∗∣∣2H𝜚(Ϻ) .
This gives directly by insertion into (5.7.3) that
ЄϺ(𝑆ℎ) −ЄϺ(⃡⃡ ⃡⃡ ⃡⃡𝐹∗) ≤ c (ℎβ2/2 + ℎ𝜎/2 + ℎ𝜎−β1 + ℎβco−σco) ∣∣𝑓∗∣∣2H𝜚(Ϻ) .
The claimed relation follows then by addition of ЄϺ(⃡⃡ ⃡⃡ ⃡⃡𝐹∗) on both sides. q
5.8 Remark: (1) Note that although we have lost the absolute value in the bound,
the worst thing that can happen is that the energy of 𝑠ℎ is below the energy of the
optimal solution in Dco due to some additional freedom left by the penalty when
compared to strict conditions.
(2) Note also that while our prime objective is the case of ﬁnite Ξ, the above ar-
guments remain valid also for example if Γ is a curve in a surface, or even if it is
a subsurface, provided the conditions on the combined functionals are satisﬁed —
so we could thereby even demand that the solution vanishes on a subdomain of Ϻ.
(Ʒ) Note further again that βco ≥ β2 is guaranteed by continuity of the embedding
H2(Ϻ) ↪ L2(Γℓ) due to the trace theorem, or by the embedding H2(Ϻ) ↪ C(Ϻ)
required in case of nonempty Ξ, but better values may be achievable.
5.3 Penalty Approximation for Energy Residuals
In contrast to the previous section, we can achieve a remarkable improvement
in the theoretical convergence rates for our APA minimsation if we have a resid-
ual in the functional arguments, so Є(𝑓 − 𝑓0) for ﬁxed 𝑓0 ∈ H
𝜚(Ϻ) as we have
encountered it when we introduced and discussed the ”PDE functional” Є𝜆∆ in The-
orem 4.54. Generalising this approach now, we demand that we have an aug-
mented EN-extrinsic functional ЄϺ ∈ 𝔼¤N(Ϻ) without linear part, and that we are
given 𝑓0 ∈ H
𝜚(Ϻ) or from some convex subset Dco of that space. Then we con-
sider ЄϺ(𝑓 − 𝑓0) and obtain thereby a kind of ”shifted” functional, whose obvious
minimum is attained in 𝑓 = 𝑓0. We can then formulate a suitable penalty functional
P𝑓0(𝑆,𝜎) = P(𝑆 − EN𝑓0,𝜎),
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once we note that we can omit −EN𝑓0 in N
∇
Ϻ,N∇C of P𝑓0(𝑆,𝜎), as it vanishes in both
of them by conception.
In case we include the constraints that specify Dco into the functional in the form
ЄϺ + AcoϺ and wish to enforce AcoϺ(𝑓 − 𝑓0) → 0 further, we also obtain a modiﬁed
version
P𝑓0(𝑆,𝜎,σco) = ЄT(𝑆 − EN𝑓0) + ℎ
-σcoAcoϺ(𝑆 − EN𝑓0) + ℎ-𝜎N
∇
Ϻ(𝑆) + ℎ-𝜎N∇C (𝑆).
In the following, we choose the latter approach as the more general one, keeping
in mind that we can always choose σco = 0 to end up in the ﬁrst version, and we
deduce the following result:
5.9 Theorem Let Ϻ ∈ 𝕄𝑘bd(ℝ𝑑) and let Dco ⊆ H2(Ϻ) be a closed, convex set,
characterised by AcoϺ(𝑓−𝑔0) = 0 for ﬁxed 𝑔0 ∈ H2(Ϻ) and augmentary EN-extrinsic
functional AcoϺ . Let ЄϺ be a bilinear EN-extrinsic functional on H2(Ϻ) such that
ЄcoϺ = ЄϺ + AcoϺ ∈ 𝔼¤N(Ϻ) is elliptic. Let 𝑓0 ∈ Dco be arbitrary. Let (𝑠∗ℎ)ℎ<ℎ0 be a
family of restrictions of approximations (𝑆∗ℎ)ℎ<ℎ0 ∈ 𝔸𝕡𝕡(𝑓0, 𝜚,β1,β2) to ⃡⃡ ⃡⃡ ⃡⃡𝐹0 = EN𝑓0
such that for some suitable βco ≥ β2 and any 0 < ℎ < ℎ0 additionally
AcoϺ(𝑠∗ℎ −𝑓0) ≤ cℎ
βco ∣∣𝑓0∣∣
2
H𝜚(Ϻ) .
Then P𝑓0(⋅,𝜎,σco) has a unique minimiser 𝑆ℎ for any 0 < ℎ < ℎ0 and arbitrary
0 < 𝜎 < β1 and 0 ≤ σco < βco. This minimiser satisﬁes for 𝑠ℎ = ͲϺ𝑆ℎ the relation
∣∣𝑠ℎ −𝑓0∣∣
2
H2(Ϻ) ≤ cℎ
𝛼 ∣∣𝑓0∣∣
2
H𝜚(Ϻ)
with 𝛼 = min{(β1 + β2)/2,β2,β1 − 𝜎,βco − σco}. For the approximation of the aug-
mentary constraints it holds further
AcoϺ(𝑠ℎ −𝑓0) ≤ cℎ𝛼+σco ∣∣𝑓0∣∣
2
H𝜚(Ϻ) .
Proof: We write as usual ЄT for the formulation of ЄϺ in terms of derivatives in
tangent directions. As before, we obtain then
N∇Ϻ(𝑆∗ℎ) ≤ cℎβ1 ∣∣𝑓0∣∣
2
H𝜚(Ϻ)
N∇C (𝑆∗ℎ) ≤ cℎβ1 ∣∣𝑓0∣∣
2
H𝜚(Ϻ)
AcoϺ(𝑠∗ℎ −𝑓0) ≤ cℎ
βco ∣∣𝑓0∣∣
2
H𝜚(Ϻ) .
With these bounds we deduce like in (5.5.2) from the convergence orders provided
by the hypotheses that thanks to continuity and bilinearity of ЄϺ
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ЄT(𝑆∗ℎ − ⃡⃡⃡⃡ ⃡⃡𝐹0) ≤ ЄϺ(⃡⃡ ⃡⃡𝑆∗ℎ − ⃡⃡⃡⃡ ⃡⃡𝐹0) + c√ЄϺ(⃡⃡ ⃡⃡𝑆∗ℎ − ⃡⃡⃡⃡ ⃡⃡𝐹0)√N∇Ϻ(𝑆∗ℎ) + cN∇Ϻ(𝑆∗ℎ)
≤ c (ℎβ2 + ℎβ2/2+β1/2 + ℎβ1) ⋅ ∣∣𝑓0∣∣
2
H𝜚(Ϻ) .
Consequently, we obtain for 𝛼 = min{(β1 + β2)/2,β2,β1 − 𝜎,βco − σco} by insertion
into the relation P𝑓0(𝑆ℎ,𝜎,σco) ≤ P𝑓0(𝑆
∗
ℎ,𝜎,σco) that
ЄT(𝑆ℎ − ⃡⃡⃡⃡ ⃡⃡𝐹0) + ℎ-𝜎N∇Ϻ(𝑆ℎ) + ℎ-𝜎N∇C (𝑆ℎ) + ℎ-σcoAcoϺ(𝑠ℎ −𝑓0) ≤ cℎ𝛼 ⋅ ∣∣𝑓0∣∣
2
H𝜚(Ϻ) .
So in particular N∇Ϻ(𝑆ℎ) ≤ cℎ𝛼+𝜎 ∣∣𝑓0∣∣
2
H𝜚(Ϻ) and furthermore
ЄT(𝑆ℎ − ⃡⃡⃡⃡ ⃡⃡𝐹0) ≤ cℎ𝛼 ∣∣𝑓0∣∣
2
H𝜚(Ϻ) and A
co
T (𝑆ℎ − ⃡⃡⃡⃡ ⃡⃡𝐹0) ≤ cℎ𝛼+σco ∣∣𝑓0∣∣
2
H𝜚(Ϻ) . (5.9.1)
Investigating ЄT(𝑆ℎ − ⃡⃡⃡⃡ ⃡⃡𝐹0) further, we see, similar to deducing (5.5.3), that it holds
ЄT(𝑆ℎ − ⃡⃡⃡⃡ ⃡⃡𝐹0) ≥ ЄϺ(𝑆ℎ − ⃡⃡⃡⃡ ⃡⃡𝐹0) − c√ЄϺ(𝑆ℎ − ⃡⃡⃡⃡ ⃡⃡𝐹0)√N∇Ϻ(𝑆ℎ)
≥ ЄϺ(𝑆ℎ − ⃡⃡⃡⃡ ⃡⃡𝐹0) − c√ЄϺ(𝑆ℎ − ⃡⃡⃡⃡ ⃡⃡𝐹0) ⋅ ℎ(𝛼+𝜎)/2 ∣∣𝑓0∣∣H𝜚(Ϻ) .
This gives us with some necessary but simple restructurings like those performed
to deduce (5.5.4) that
ЄϺ(𝑆ℎ − ⃡⃡⃡⃡ ⃡⃡𝐹0) ≤ ЄT(𝑆ℎ − ⃡⃡⃡⃡ ⃡⃡𝐹0) + c√ЄϺ(𝑆ℎ − ⃡⃡⃡⃡ ⃡⃡𝐹0) ⋅ ℎ(𝛼+𝜎)/2 ∣∣𝑓0∣∣H𝜚(Ϻ)
≤ cℎ𝛼 ⋅ ∣∣𝑓0∣∣
2
H𝜚(Ϻ) + c√ЄϺ(𝑆ℎ − ⃡⃡⃡⃡ ⃡⃡𝐹0) ⋅ ℎ
(𝛼+𝜎)/2 ∣∣𝑓0∣∣H𝜚(Ϻ) . (5.9.2)
If we now solve the quadratic equation as in the previous proofs, we can even
deduce that
√ЄϺ(𝑆ℎ − ⃡⃡⃡⃡ ⃡⃡𝐹0) ≤ c ⋅ (ℎ𝛼/2+𝜎/2 ∣∣𝑓0∣∣H𝜚(Ϻ) ±√ℎ
𝛼+𝜎 ∣∣𝑓0∣∣
2
H𝜚(Ϻ) + 4ℎ
𝛼 ∣∣𝑓0∣∣
2
H𝜚(Ϻ)) ,
so in particular √ЄϺ(𝑆ℎ − ⃡⃡⃡⃡ ⃡⃡𝐹0) ≤ cℎ𝛼/2 ∣∣𝑓0∣∣H𝜚(Ϻ). We insert this into (5.9.2) to con-
clude that
ЄϺ(𝑆ℎ − ⃡⃡⃡⃡ ⃡⃡𝐹0) ≤ cℎ𝛼 ⋅ ∣∣𝑓0∣∣
2
H𝜚(Ϻ) + cℎ
𝛼/2 ⋅ ℎ𝛼/2+𝜎/2 ∣∣𝑓0∣∣
2
H𝜚(Ϻ) ≤ cℎ
𝛼 ⋅ ∣∣𝑓0∣∣
2
H𝜚(Ϻ) .
Turning now to the side condition treatment, we know already by the second rela-
tion in (5.9.1) that AcoϺ(𝑆ℎ − ⃡⃡⃡⃡ ⃡⃡𝐹0) ≤ cℎσco+𝛼 ∣∣𝑓0∣∣
2
H𝜚(Ϻ). This yields the desired result,
as we consequently obtain for elliptic ЄcoϺ = ЄϺ + AcoϺ that
∣∣𝑠ℎ −𝑓0∣∣
2
H2(Ϻ) ≤ c ⋅Є
co
Ϻ(𝑠ℎ −𝑓0) = c ⋅ЄϺ(𝑠ℎ −𝑓0) + c ⋅ A
co
Ϻ(𝑠ℎ −𝑓0) ≤ cℎ𝛼 ∣∣𝑓0∣∣
2
H𝜚(Ϻ) .
q
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5.10 Remark: (1) Both Є𝜆∆ and ЄΞ∆ (with a single point constraint) fall under the
assumptions of this result on ESMs without boundary. We will later investigate
these in further detail.
(2) Note again that a value of βco = β2 is always guaranteed by continuity of the
embedding H2(Ϻ) ↪ L2(Γℓ) or H2(Ϻ) ↪ C(Ϻ) in case of nonempty Ξ. However,
better values may be achievable depending on the respective speciﬁc choice of the
functional and the regularity of its minimiser.
(Ʒ) Note further that the impact of 𝜎 on the rate of convergence is signiﬁcantly
lower than in the previous theorems: raising 𝜎 has no positive impact anymore,
and even 𝜎 = 0 is a valid choice. In fact, any choice of 𝜎with 𝛼 ≥ β1−𝜎 is valid and
has no relevant impact on the convergence rate — a fact we found also conﬁrmed
in practice, although there still is an impact on stability.
It should also be noted that ellipticity of ЄϺ + AcoϺ was only relevant at the very
end of the proof, and eﬀectively anything achieved before this point remains valid
also for mere augmented EN-extrinsic functionals; only, we may run into problems
with the unique solvability. If this is ensured by whatever other arguments, we can
rescue most of the previous result. To achieve this unique solvability in practice,
it suﬀices to have that ЄϺ is positive deﬁnite on any S𝑚ℎ (Cℎ(Ϻ)) or the respective
superset S𝑚ℎ (Ĉℎ(Ϻ)) that is actually considered.
5.11 Corollary Let Ϻ ∈ 𝕄𝑘bd(ℝ𝑑) and let ЄϺ = BϺ + AϺ ∈ 𝔼¤N(Ϻ) be an aug-
mented, positive semideﬁnite EN-extrinsic functional on H2(Ϻ) such that ЄϺ +AcoϺ
is positive deﬁnite on any S𝑚ℎ (Cℎ(Ϻ)) for 0 < ℎ < ℎ0, and let ЄT,BT,AT,AcoT be
the corresponding tangent Euclidean derivative formulations. Let 𝑓0 ∈ H
𝜚(Ϻ)
be arbitrary but ﬁxed. Let (𝑠∗ℎ)ℎ<ℎ0 be a family of restrictions of approximations
(𝑆∗ℎ)ℎ<ℎ0 ∈ 𝔸𝕡𝕡(𝑓0, 𝜚,β1,β2) to ⃡⃡ ⃡⃡ ⃡⃡𝐹 = EN𝑓0 such that for some suitable βco ≥ β2 and
any 0 < ℎ < ℎ0 additionally
AϺ(𝑠∗ℎ −𝑓0) ≤ cℎ
βco ∣∣𝑓0∣∣
2
H𝜚(Ϻ) .
Then P𝑓0(⋅,𝜎,σco) has a unique minimiser 𝑆ℎ for any 0 < ℎ < ℎ0 and arbitrary
0 < 𝜎 < β1 and 0 ≤ σco < βco. This minimiser satisﬁes for 𝑠ℎ = ͲϺ𝑆ℎ the relation
∣∣𝑠ℎ −𝑓0∣∣
2
H2(Ϻ) ≤ cℎ
𝛼 ∣∣𝑓0∣∣
2
H𝜚(Ϻ)
with 𝛼 = min{(β1 + β2)/2,β2,β1 − 𝜎,βco − σco}. For the approximation of the aug-
mentary constraints it holds further
AϺ(𝑠ℎ −𝑓0) ≤ cℎ𝛼+σco ∣∣𝑓0∣∣
2
H𝜚(Ϻ) .
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The relevance of this corollary can be exempliﬁed by the partial diﬀerential equa-
tion ΔϺ𝑓 = 𝑔 on some Ϻ0 under homogeneous Dirichlet boundary conditions for
nonempty boundary Γ0. The positive semideﬁniteness of the corresponding func-
tional is obvious, and the deﬁniteness on ﬁnite dimensional subspaces of the space
C2(clos(Ϻ0)) is also easily seen: Any function in the kernel would have to be har-
monic, and the only harmonic function under zero boundary conditions is the zero
function. To see this, note that by Green’s theorem any function 𝑓 ∈ C2(Ϻ0) that
solves the homogeneous equation will also satisfy
0 = −∫
Ϻ0
𝑓 ⋅ ΔϺ𝑓 = ∫
Ϻ0
⟨∇Ϻ𝑓,∇Ϻ𝑓⟩ ,
which clearly implies 𝑓 = 0 by continuity, regardless of the question of ellipticity
or coercivity of the functional on all of H2(Ϻ0). Similarly, we can also apply this
to the more general case of an equation of the form ΔϺ𝑓−𝜆𝑓 = 𝑔 under Dirichlet
conditions, as we have again that any function in the kernel of the corresponding
functional must vanish on the boundary and therefore satisfy
0 = ∫
Ϻ0
(ΔϺ𝑓−𝜆𝑓)2 = ∫
Ϻ0
(ΔϺ𝑓)2 − 2𝜆∫
Ϻ0
𝑓ΔϺ𝑓+ ∫
Ϻ0
(𝜆𝑓)2
= ∫
Ϻ0
(ΔϺ𝑓)2 + 2𝜆∫
Ϻ0
⟨∇Ϻ𝑓,∇Ϻ𝑓⟩ − 0 + ∫
Ϻ0
(𝜆𝑓)2,
which clearly implies 𝑓 = 0 also for 𝜆 > 0. In the same fashion, other suitable
equations and conditions can be handled, provided appropriate formulations as
EN-extrinsic functionals are available.
5.4 Penalty Approximation of Energies with Linear Por-
tion
If ultimately the augmented EN-extrinsic funcional ЄϺ = BϺ + ΛϺ + AϺ is given
with nonvanishing ΛϺ ∈ 𝕃Ϻ(AϺ,BϺ) subordinate to BϺ + AϺ, then none of the
previous results will apply. Indeed the situation is far more diﬀicult now, as there
is a considerable linear part ΛϺ in ЄϺ we have to deal with.
However, by conception of ΛϺ we can suppose that there is some ”common ground”
for any functional value. That is, we have ԑᴧ ≥ 0 such that simultaneously ЄϺ(⋅) +
ԑᴧ ≥ 0 and ЄT(⋅) + ԑᴧ ≥ 0, as we have demanded it in the deﬁnition of augmented
equivalently EN-extrinsic energy functionals with nonvanishing linear part. Then
we deﬁne a suitable penalty functional as before for elliptic Є¤Ϻ = BϺ + AϺ and
corresponding Є¤T = BT + AT as
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PΛ(𝑆,𝜎) ∶= ЄT(𝑆) + ℎ-𝜎N∇Ϻ(𝑆) + ℎ-𝜎N∇C (𝑆).
Now we can also state and prove a convergence result for this type of functional
and generalise Theorem 5.5 in that respect:
5.12 Theorem Let Ϻ ∈ 𝕄𝑘bd(ℝ𝑑) and let ЄϺ = BϺ + AϺ + ΛϺ ∈ 𝔼N(Ϻ) be
an augmented functional on H2(Ϻ) for elliptic Є¤Ϻ = BϺ + AϺ. Let ԑᴧ ≥ 0 be
chosen such that ЄϺ(⋅) + ԑᴧ ≥ 0 and ЄT(⋅) + ԑᴧ ≥ 0. Let 𝑓∗ ∈ H𝜚(Ϻ) be the
unique minimiser of ЄϺ. Let (𝑠∗ℎ)ℎ<ℎ0 be a family of restrictions of approxima-
tions (𝑆∗ℎ)ℎ<ℎ0 ∈ 𝔸𝕡𝕡(𝑓
∗, 𝜚,β1,β2). Then PΛ(⋅,𝜎) has a unique minimiser 𝑆ℎ for any
0 < ℎ < ℎ0 and arbitrary 0 < 𝜎 < β1. The trace 𝑠ℎ = ͲϺ𝑆ℎ of this minimiser
satisﬁes the relation
∣∣𝑠ℎ −𝑓∗∣∣H2(Ϻ) ≤ cℎ
𝛼Ɛ⋆Λ(𝑓),
where 𝛼 ∶= min{β1/2,β2/2,β1 −𝜎,𝜎/2} and Ɛ
⋆
Λ(𝑓) = ƐΛ(𝑓) + √ƐΛ(𝑓) for
ƐΛ(𝑓) = ∣∣𝑓∗∣∣2H𝜚(Ϻ) + ∣∣𝑓∗∣∣H𝜚(Ϻ) + ԑᴧ.
Again, all statements remain valid in a closed convex subset Dco of H2(Ϻ) as long
as (𝑆∗ℎ)ℎ<ℎ0 and (𝑆ℎ)ℎ<ℎ0 are also obtained from Dco.
Proof: As usual, we denote by ЄT = Є¤T + ΛT the corresponding formulation of
ЄϺ = Є¤Ϻ + ΛϺ in terms of derivatives in tangent directions. We can clearly bound
as usual by optimality of 𝑆ℎ
ЄT(𝑆ℎ) + ℎ-𝜎N∇Ϻ(𝑆ℎ) + ℎ-𝜎N∇C (𝑆ℎ) ≤ ЄT(𝑆∗ℎ) + ℎ-𝜎N∇Ϻ(𝑆∗ℎ) + ℎ-𝜎N∇C (𝑆∗ℎ). (5.12.1)
As before we obtain that it holds
N∇Ϻ(𝑆∗ℎ) ≤ cℎβ1 ∣∣𝑓∗∣∣2H𝜚(Ϻ) and N
∇
C (𝑆∗ℎ) ≤ cℎβ1 ∣∣𝑓∗∣∣2H𝜚(Ϻ)
and that by Conclusion 4.67 similar to (5.5.2)
Є¤T(𝑆∗ℎ) = Є¤T(𝑆∗ℎ − ⃡⃡⃡⃡𝑆∗ℎ + ⃡⃡⃡⃡𝑆∗ℎ)
=Є¤T(⃡⃡ ⃡⃡𝑆∗ℎ) +Є¤T(𝑆∗ℎ − ⃡⃡⃡⃡𝑆∗ℎ) + 2Є¤T(𝑆∗ℎ − ⃡⃡⃡⃡𝑆∗ℎ, ⃡⃡ ⃡⃡𝑆∗ℎ)
≤Є¤T(⃡⃡ ⃡⃡𝑆∗ℎ) + c√Є¤T(⃡⃡ ⃡⃡𝑆∗ℎ)√N∇Ϻ(𝑆∗ℎ) + cN∇Ϻ(𝑆∗ℎ)
≤Є¤T(⃡⃡ ⃡⃡𝑆∗ℎ) + c√Є¤T(⃡⃡ ⃡⃡𝑆∗ℎ)√ℎ
β1 ∣∣𝑓∗∣∣2H𝜚(Ϻ) + cℎ
β1 ∣∣𝑓∗∣∣2H𝜚(Ϻ) .
At the same time we have that
Є¤T(⃡⃡ ⃡⃡𝑆∗ℎ) = Є¤Ϻ(𝑠∗ℎ) = Є¤Ϻ(𝑠∗ℎ −𝑓∗ +𝑓∗) = Є¤Ϻ(𝑠∗ℎ −𝑓∗) +Є¤Ϻ(𝑓∗) + 2Є¤Ϻ(𝑠∗ℎ −𝑓∗, 𝑓∗)
≤ Є¤Ϻ(𝑓∗) + c ∣∣𝑠∗ℎ −𝑓∗∣∣2H2(Ϻ) + c ∣∣𝑠
∗
ℎ −𝑓∗∣∣H2(Ϻ) ∣∣𝑓
∗∣∣H2(Ϻ)
120
≤ Є¤Ϻ(𝑓∗) + cℎβ2 ∣∣𝑓∗∣∣2H𝜚(Ϻ) + cℎ
β2/2 ∣∣𝑓∗∣∣2H𝜚(Ϻ) ≤ Є
¤
Ϻ(𝑓∗) + cℎβ2/2 ∣∣𝑓∗∣∣2H𝜚(Ϻ)
and thus in particular Є¤T(⃡⃡ ⃡⃡𝑆∗ℎ) ≤ c ∣∣𝑓∗∣∣2H𝜚(Ϻ). Thereby we have also that
Є¤T(𝑆∗ℎ) ≤ Є¤Ϻ(𝑓∗) + c (ℎβ1/2 + ℎβ2/2) ∣∣𝑓∗∣∣2H𝜚(Ϻ)
≤ c (1 + ℎβ1/2 + ℎβ2/2) ∣∣𝑓∗∣∣2H𝜚(Ϻ) . (5.12.2)
Regarding the linear portion, we obtain with Conclusion 4.69 that
ΛT(𝑆∗ℎ) = ΛT(⃡⃡ ⃡⃡𝑆∗ℎ) + ΛT(𝑆∗ℎ − ⃡⃡⃡⃡𝑆∗ℎ) ≤ ΛϺ(𝑠∗ℎ) + cℎβ1/2 ∣∣𝑓∗∣∣H𝜚(Ϻ)
≤ ΛϺ(𝑓∗) + |ΛϺ(𝑠∗ℎ −𝑓∗)| + cℎβ1/2 ∣∣𝑓∗∣∣H𝜚(Ϻ)
≤ ΛϺ(𝑓∗) + cℎβ2/2 ∣∣𝑓∗∣∣H𝜚(Ϻ) + cℎ
β1/2 ∣∣𝑓∗∣∣H𝜚(Ϻ) (5.12.3)
≤ ∣∣𝑓∗∣∣H𝜚(Ϻ) + cℎ
β2/2 ∣∣𝑓∗∣∣H𝜚(Ϻ) + cℎ
β1/2 ∣∣𝑓∗∣∣H𝜚(Ϻ) . (5.12.4)
Inserting (5.12.2) and (5.12.4) in (5.12.1) we obtain
Є¤T(𝑆ℎ) + ΛT(𝑆ℎ) + ℎ-𝜎N∇Ϻ(𝑆ℎ) + ℎ-𝜎N∇C (𝑆ℎ)
≤c (1 + ℎβ1/2 + ℎβ2/2 + ℎβ1−𝜎) ∣∣𝑓∗∣∣2H𝜚(Ϻ) + c (1 + ℎ
β1/2 + ℎβ2/2) ∣∣𝑓∗∣∣H𝜚(Ϻ)
≤c (1 + ℎβ1/2 + ℎβ2/2 + ℎβ1−𝜎)ƐΛ(𝑓). (5.12.5)
We add ԑᴧ on both sides now, and then we deduce from the positivity we have
achieved thereby that in particular
N∇Ϻ(𝑆ℎ) ≤ cℎ𝜎ƐΛ(𝑓), N∇C (𝑆ℎ) ≤ cℎ𝜎ƐΛ(𝑓).
From this we can deduce similar to the previous situations, in particular when
obtaining (5.5.3), that with Conclusions 4.67, 4.68 and 4.69 and ellipticity of Є¤Ϻ it
holds
Є¤T(𝑆ℎ) + ΛT(𝑆ℎ) = Є¤T(𝑆ℎ − ⃡⃡⃡⃡𝑆ℎ + ⃡⃡⃡⃡𝑆ℎ) + ΛT(𝑆ℎ − ⃡⃡⃡⃡𝑆ℎ + ⃡⃡⃡⃡𝑆ℎ)
= Є¤T(⃡⃡ ⃡⃡𝑆ℎ) +Є¤T(𝑆ℎ − ⃡⃡⃡⃡𝑆ℎ) + 2Є¤T(𝑆ℎ − ⃡⃡⃡⃡𝑆ℎ, ⃡⃡ ⃡⃡𝑆ℎ) + ΛT(𝑆ℎ − ⃡⃡⃡⃡𝑆ℎ) + ΛT(⃡⃡ ⃡⃡𝑆ℎ)
≥ Є¤T(⃡⃡ ⃡⃡𝑆ℎ) + ΛT(⃡⃡ ⃡⃡𝑆ℎ) −Є¤T(𝑆ℎ − ⃡⃡⃡⃡𝑆ℎ) − 2 ∣Є¤T(𝑆ℎ − ⃡⃡⃡⃡𝑆ℎ, ⃡⃡ ⃡⃡𝑆ℎ)∣ − ∣ΛT(𝑆ℎ − ⃡⃡⃡⃡𝑆ℎ)∣
≥ Є¤Ϻ(𝑠ℎ) + ΛϺ(𝑠ℎ) − c (1 + √Є¤Ϻ(𝑠ℎ)) ⋅ ℎ𝜎/2 (ƐΛ(𝑓))
1
2 .
This gives us for Є+Ϻ(⋅) ∶= ЄϺ(⋅) + ԑᴧ ≥ 0 and corresponding Є+T (⋅) ∶= ЄT(⋅) + ԑᴧ ≥ 0
Є+Ϻ(𝑠ℎ) ≤Є+T (𝑆ℎ) + c (1 + √Є¤Ϻ(𝑠ℎ)) ⋅ ℎ𝜎/2 (ƐΛ(𝑓))
1
2 . (5.12.6)
Positivity of Є+T (𝑆ℎ) gives us then via (5.12.5) that
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Є+Ϻ(𝑠ℎ) ≤ cƐ⋆Λ(𝑠ℎ) + c (1 + √Є¤Ϻ(𝑠ℎ))ℎ𝜎/2Ɛ⋆Λ(𝑓). (5.12.7)
What we need now is that for a constant c independent of 𝑠ℎ
1 + √Є¤Ϻ(𝑠ℎ) ≤ c√Є+Ϻ(𝑠ℎ). (5.12.8)
By continuity of ΛϺ and ellipticity of Є¤Ϻ it holds in particular that for a constant cє
that depends only on Є¤Ϻ and ΛϺ (and thus on Є) that
Є+Ϻ(𝑠ℎ) = Є¤Ϻ(𝑠ℎ) + ΛϺ(𝑠ℎ) + ԑᴧ ≥ Є¤Ϻ(𝑠ℎ) − cє√Є¤Ϻ(𝑠ℎ) + ԑᴧ.
Without restriction we can demand that ԑᴧ ≥ 1 and cє ≥ 2, as both values are not
bounded from above by any requirements. Then it suﬀices for (5.12.8) to prove
that for suitable c > 0
Є¤Ϻ(𝑠ℎ) + cє√Є¤Ϻ(𝑠ℎ) + ԑᴧ ≤ c (Є¤Ϻ(𝑠ℎ) − cє√Є¤Ϻ(𝑠ℎ) + ԑᴧ). (5.12.9)
To prove that, it is obviously suﬀicient to prove the relation for c = 2. Then (5.12.9)
reduces to a comparably simple relation for univariate quadratic functions: We just
need to ﬁnd out whether any 𝑡 ∈ [0,∞[ satisﬁes 𝑡2+cє𝑡+ԑᴧ ≤ 2(𝑡2−cє𝑡+ԑᴧ), which
can be transformed into
0 ≤ 2𝑡2 − 2cє𝑡 + 2ԑᴧ − 𝑡2 − cє𝑡 − ԑᴧ = 𝑡2 − 3cє + ԑᴧ. (5.12.10)
It can then directly be seen that the map
𝑡 ↦ 𝑡2 − 3cє𝑡 + ԑᴧ
is increasing in [23cє,∞[, so it suﬀices to prove that (5.12.10) is valid in [0, 23cє[. To
achieve this, we further suppose without restriction that ԑᴧ ≥ 2c2є . This means no
harm as we can choose ԑᴧ arbitrarily large, as long this choice is ﬁxed for speciﬁc
ΛϺ. Then it holds ԑᴧ − 3cє𝑡 ≥ 2c2є − 3cє𝑡 ≥ 2c2є − 2c2є = 0. This gives (5.12.9) and
thus (5.12.8). So we can deduce from (5.12.7) that in particular
Є+Ϻ(𝑠ℎ) ≤ c (1 + ℎ𝜎/2√Є+Ϻ(𝑠ℎ))Ɛ⋆Λ(𝑓).
We conclude again from the corresponding quadratic equation that
Є+Ϻ(𝑠ℎ) ≤ c Ɛ⋆Λ(𝑓). (5.12.11)
We use this to obtain from (5.12.6) the inequality
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Є+Ϻ(𝑠ℎ) ≤ Є+T (𝑆ℎ) + cℎ𝜎/2Ɛ⋆Λ(𝑓). (5.12.12)
Then we combine our ﬁndings to deduce that
Є¤Ϻ(𝑓∗) + ΛϺ(𝑓∗) + ԑᴧ ≤ Є¤Ϻ(𝑠ℎ) + ΛϺ(𝑠ℎ) + ԑᴧ ≤ Є¤T(𝑆ℎ) + ΛT(𝑆ℎ) + ԑᴧ + cℎ𝜎/2Ɛ⋆Λ(𝑓)
≤ Є¤T(𝑆ℎ) + ΛT(𝑆ℎ) + ԑᴧ + ℎ-𝜎N∇Ϻ(𝑆ℎ) + ℎ-𝜎N∇C (𝑆ℎ) + cℎ𝜎/2Ɛ⋆Λ(𝑓)
≤ Є¤T(𝑆∗ℎ) + ΛT(𝑆∗ℎ) + ԑᴧ + ℎ-𝜎N∇Ϻ(𝑆∗ℎ) + ℎ-𝜎N∇C (𝑆∗ℎ) + cℎ𝜎/2Ɛ⋆Λ(𝑓)
≤ Є¤Ϻ(𝑓∗) + ΛϺ(𝑓∗) + ԑᴧ + c (ℎβ1/2 + ℎβ2/2 + ℎβ1−𝜎 + ℎ
𝜎
2 )Ɛ⋆Λ(𝑓),
where we used in particular the optimality of 𝑓∗ in the ﬁrst inequality, (5.12.12) in
the second, (5.12.1) in the fourth and (5.12.2), (5.12.3) in the ﬁfth relation. Thereby
we can draw the conclusion that
Є¤Ϻ(𝑓∗) + ΛϺ(𝑓∗) ≤ Є¤Ϻ(𝑠ℎ) + ΛϺ(𝑠ℎ) ≤ Є¤Ϻ(𝑓∗) + ΛϺ(𝑓∗) + cℎ𝛼Ɛ⋆Λ(𝑓),
where we deﬁne 𝛼 ∶= min{β1/2,β2/2,β1 −𝜎,𝜎/2}. This yields now indeed conver-
gence of functional values to the optimum in the form
∣ЄϺ(𝑠ℎ) −ЄϺ(𝑓∗)∣ ≤ cℎ𝛼Ɛ⋆Λ(𝑓).
By Conclusion 4.56 we deduce convergence of functions. q
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Chapter 6
Scattered Data Problems on
Embedded Submanifolds
In this chapter, we are going to investigate certain approximation problems based
on a ﬁnite set of scattered data sites Ξ sampled from an ESM Ϻ ∈ 𝕄𝑘bd(ℝ𝑑). We
will look for applications of ambient penalty approximation of the minima to some
of the speciﬁc energy functionals introduced before. These approximate solutions
will be based on tensor product splines.
We will not focus on the standard situation in scattered data approximation prob-
lems, where one demands that the sites Ξ are rather well-sampled and more or
less uniformly distributed over Ϻ, and that function values in the sites are reliable
and eﬀectively exact. Instead, we will concentrate on the more complex situations
where one faces some lack in the data, either introduced by sparsity, noisy func-
tion values or nonuniform distribution, with data sites that are dense in some but
sparse in other areas of Ϻ.
6.1 Sparse Data Extrapolation
Our ﬁrst objective is the problem of extrapolation from a comparably sparse set
Ξ of data sites: There are comparably few data sites, and intricate geometric fea-
tures in between of them that need to be resolved. We demand therein that we
are given some corresponding set of function values Y. The task is to determine
”reasonable” function values for the rest of Ϻ based on the given values in the
sites, and in particular to resolve the geometric features of the ESM in order to
make our approximation as independent of these features as possible. We begin
our discussion with a short revision of comparably standard approaches, and why
the presence of sparsity — or the lack of data — introduces additional diﬀiculties
that implies the need for a new approach.
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6.1.1 Problem Statement and Naive Approaches
Just the problem of interpolation in an arbitrary set Ξ of scattered data sites in ℝ𝑑
itself is a nontrivial matter. As the scattering makes some standard approaches
like (higher order) polynomials or (to some degree) even splines hardly applicable,
one would often rely on the so-called meshless methods therein (cf. [17, 40, 105]).
Two of the perhapsmost prominent examples of these aremoving least squares and
radial basis functions. Both of these are capable of providing pleasant convergence
behaviour once the data gets denser and denser in terms of a decrease of the ﬁll
distance
ℎΞ,Ω = sup𝑥∈Ω
min
ξ∈Ξ
∣∣𝑥 − ξ∣∣2 .
And even if the data is sparse, there are special cases of these methods that are
capable of producing highly satisfactory results in ℝ𝑑: For example, in terms of
moving least squares, one can rely on the very basic concept of inverse distance
weighting, i.e. moving least squares of order one. There, one simply determines
the extrapolation function as
ո
Ξ,Y(𝑥) = ∑
ξ∈Ξ
үξ
n(∣∣𝑥 − ξ∣∣2)
∑ζ∈Ξ
n(∣∣𝑥 − ζ∣∣2)
for an appropriate weight function n(⋅) that is related to the inverse distance of the
two arguments (cf. [46, 48, 53, 70, 92, 105]). For radial basis functions, there are
in particular the celebrated polyharmonic splines or thin-plate splines. These are
deﬁned as Ϸ𝑑,𝑚(𝑥, ξ) = ϸ𝑑,𝑚(∣∣𝑥 − ξ∣∣2)〈1〉 with
ϸ𝑑,𝑚(𝑡) =
⎧{
⎨{⎩
𝑡2𝑚−𝑑 𝑑 odd
𝑡2𝑚−𝑑 log(𝑡) 𝑑 even
and depend on the respective dimension 𝑑 and naturally require 𝑚 > 𝑑/2. They
yield, under the assumption of suﬀicient polynomial unisolvency (cf. [105]), an
interpolant of the form
∑
ξ∈Ξ
𝛼ξϷ𝑑,𝑚(𝑥, ξ) + 𝑃𝑚(𝑥),
for a suitable polynomial 𝑃𝑚 ∈ P𝑚(ℝ𝑑) and suitable coeﬀicients 𝛼ξ ∈ ℝ (cf. [105]).
The resulting interpolant will then even minimise the Euclidean version of the Hes-
sian energy under interpolation constraints over all ofℝ𝑑 in case𝑚 = 2 (cf. [105]).
If we turn to the submanifold setting, we can obtain a solution to an interpolation
〈1〉We use the nonstandard letters ”Þ,þ” in Ϸ𝑑,𝑚,ϸ𝑑,𝑚 instead of the usual Փ𝑑,𝑚,𝜙𝑑,𝑚 to avoid confu-
sion with the compactly supported Wendland functions that are usually also abbreviated Փ𝑑,𝑚,𝜙𝑑,𝑚.
These letters are the greek letters ”Sho” to express a ”sh”, and simultaneously the norse letters
”Thorn” that represent a ”th” like in the ”thin” of thin-plate spline.
126
-1 -0.5 0 0.5 1
-1
-0.5
0
0.5
1
0 1 2 3 4 5 6
-0.5
0
0.5
1
1.5
2
2.5
3
3.5
0 0.5 1 1.5 2
-0.4
-0.2
0
0.2
0.4
0.6
0.8
1
1.2
2 2.5 3 3.5 4 4.5 5 5.5
1
1.5
2
2.5
3
3.5
Figure 6.1: Results of naive approach to extrapolation: Top left depicted is a closed curve with
intricate geometry and some data sites on it. Top right is the plot of restrictions of diﬀerent direct
interpolations to function values 1,1,0,2,2,3,3,2, assigned counterclockwise with starting from
point (1,0) along the curve. Depicted is an arc-length proportional evaluation for the ”standard
interval” [0,2π] we use here and always in future for closed curves. Black dotted: ”Benchmark”
of a suitable extrapolation, based on univariate periodic cubic splines. Blue: Linear triangulated
spline interpolation based on a Delaunay triangulation of the points (cf. [6], as provided byMatlab®).
Orange: Interpolation for Wendland function 𝜙3,1 and support radius 10.0 (cf. [105, Ch. 9]). Green:
Interpolation for polyharmonic spline ϸ2,2. Bottom left, bottom right: Close-ups of the results that
emphasise the artifacts.
problem onϺ by solving it inℝ𝑑 with one of the presented methods and restricting
the solution. In case of RBF, this simple restriction of the solution to Ϻ will yield a
reasonable approximation as soon as the intrinsic version of the ﬁll distance
ℎΞ,Ϻ = sup𝑥∈Ϻ
min
ξ∈Ξ
dϺ(𝑥, ξ)
is suﬀiciently small (cf. [49]). However, the problem of any approach where the
approximation is determined from the data sites without considering the underly-
ing ESM is that it will become increasingly unreliable when the data gets sparser.
In that case, the problem can no longer be considered as if the points were part of a
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linear subspace locally, which is the case when the data is suﬀiciently dense. Now
the geometry of the ESM between the data sites becomes increasingly relevant
and can introduce undesirable artifacts (see Fig. 6.1).
6.1 Remark: (1) What can be said about approximation on ESMs in general does
of course hold in a sparse data setting in particular: Direct intrinsic function spaces
will hardly be available in a reasonable way — so aside from sphere, torus and the
like, we cannot hope for any intrinsic space to solve our extrapolation problem,
and chart-based methods might even be exposed to a case where a couple of charts
contain no data at all.
(2) Inverse distance weighting could of course also be employed with the intrinsic
geodesic distance dϺ instead of the Euclidean distance of the ambient space, and
thereby generalise to Ϻ without facing the danger of geometry-induced artifacts.
But then one would have to consider only ESMs where calculation of the distance
is possible for any two points, so eﬀectively it would need to be complete. And even
if we have that, the calculation of the distance to any point in Ξ would be required
for any evaluation of the extrapolation, whereby the whole approach can become
very costly.
6.1.2 Extrapolation by Penalty Based Energy Minimisation
Now that we have clariﬁed the need for a method to extrapolate suitably on a
subdomain Ϻ0 ∈ 𝕄𝑘bd(ℝ𝑑) of an ESM Ϻ ∈ 𝕄𝑘bd(ℝ𝑑), we can turn to provide one.
Luckily, we have actually everything prepared to accomplish this already: We just
need to consider the energies ЄΞH or on compact ESMs also ЄΞ∆ for a D2Ϻ-unisolvent,
ﬁnite set Ξ ∈Ϻ0, and insert them in the APA minimisations of Section 5.2. Thereby
we obtain, with Ϻ ∈𝕄𝑘cp(ℝ𝑑) in case of the Laplacian energy, the APA functionals
PH,Ϻ0(𝑆,σϺ,σC) ∶= Є
T
H(𝑆) + ℎ-σϺN∇Ϻ(𝑆,Ϻ0) + ℎ-σCN∇C (𝑆,Ϻ0),
P∆,Ϻ(𝑆,σϺ,σC) ∶= ЄT∆(𝑆) + ℎ-σϺN∇Ϻ(𝑆,Ϻ) + ℎ-σCN∇C (𝑆,Ϻ),
where we understand ЄTH,ЄT∆ as the tangent versions of ЄH,Є∆ and suppose the
desired function values in Ξ to be given by YΞ = {үξ}ξ∈Ξ. Therein, 𝑆 is a linear
combination of the tensor product B-splines that is active on the set Cℎ(Ϻ0). Any
such 𝑆 is further required a priori to satisfy the interpolation constraints strictly
here. The respective versions with the constraints included as a penalty are then
PΞH,Ϻ0(𝑆,σϺ,σC,σΞ) ∶= PH,Ϻ0(𝑆,σϺ,σC) + ℎ
-σΞ∑
ξ∈Ξ
(𝑆(ξ) − үξ)2,
PΞH,Ϻ(𝑆,σϺ,σC,σΞ) ∶= P∆,Ϻ(𝑆,σϺ,σC) + ℎ-σΞ∑
ξ∈Ξ
(𝑆(ξ) − үξ)2.
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In practice, we will usually replace Cℎ(Ϻ0) by suitable supersets, like the set of all
cells whose center has distance at most ℎ to Ϻ0. This does not aﬀect the solvability
and other relevant properties of the method, as we have stated in the beginning of
the previous chapter.
In the rest of this section we are going to investigate the eﬀect of these functionals
further. Therein, we put our focus on the ﬁrst two and use ﬁxed interpolation con-
straints. This is done because we are investigating convergence orders in practice,
and thus at least at some point we will have enough degrees of freedom to solve
the problem reasonably under the strict constraints.
In all examples below, we demand that the ESM was initially smooth, but is now
just represented by a large number of small connected triangles (or line segments
in the case of curves) and corresponding normals in the vertices. This is suﬀicient
for the method, with the integration performed by the linear approximation that
the triangles (or line segments) allows us to do.
Having in mind future applications for real life data where only such a represen-
tation is available (like the ”triangle soup” commonly provided even for smooth
surfaces by the .stl, .cgr data formats or the like) this seemed to be appropriate,
while for the sake of comparability and reasonable error measurement, we restrict
ourselves here to artiﬁcially determined data that is a sort of ”downsampled” from
smooth ESMs.
6.2 Remark: We should brieﬂy address the problem of approximate integration
on ESMs further, which is inevitable in our situation. As announced, we chose the
”brute force” approach of simple piecewise linear approximate integration based
on the discretisation of the (initially smooth) ESM by triangles (or line segments)
we have — eﬀectively, we could even go for Riemannian sums, if we have only a
dense point cloud with associated normals. Of course, one could also go for far
more elaborate solutions to the problem, but it should be kept in mind that we
hope to get away with far less degrees of freedom in the spline space than we have
triangle vertices— and even a Riemannian sum over several hundreds of thousands
of points is more or less appropriate when you have just a few thousand B-splines.
And even better, as the integration over Cℎ(Ϻ0) is not contributing to the quality of
the process and the approximation results except in terms of stability of the linear
systems, we can use this very basic approach also for the integration on the cells.
We now turn to a short analysis of what we can expect by this approach before we
ﬁnally come to the examples; we ﬁrst would like to investigate convergence and the
choice of the penalty exponents σϺ,σC and σΞ. Unfortunately, the optimal solution
is only known explicitly if Ϻ is a curve (closed or open), where the optimum is the
periodic or natural cubic spline, assigned by an arc-length parameterisation. For
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the more interesting case of surfaces, the explicit optimal solution is unknown if
it is not constant, and therefore we have no optimum to compare with. So we can
only exemplify the results of the method in the surface case for various examples
to verify that the results are still reasonable.
In the curve case, the regularity of the optimal solution is at least H3.5−ԑ, and we
can apply the results on ambient approximation methods for H2(Ϻ) and for normal
derivatives to obtain suitable values for 𝛼 in Theorem 5.5: By Corollary 3.33 we
can expect that there is a family (𝑠∗ℎ)ℎ<ℎ0 of restrictions of splines (𝑆
∗
ℎ)ℎ<ℎ0 such
that
∣∣𝑠∗ℎ −𝑓∗∣∣2H2(Ϻ) ≤ cℎ
2(1.5−ԑ) ∣∣𝑓∗∣∣2H3.5(Ϻ)
and thus we deduce that β2 ≈ 3, and by Corollary 3.39 we can expect from the
same family that
∣∣ͲϺ(∇N𝑆∗ℎ)∣∣2L2(Ϻ) ≤ cℎ
2(2.5−ԑ) ∣∣𝑓∗∣∣2H3.5(Ϻ)
and therefore we deduce β1 ≈ 5. So we have a family of splines (𝑆∗ℎ)ℎ<ℎ0 that is
approximately in 𝔸𝕡𝕡(𝑓∗, 3.5, 5, 3), and can apply Theorem 5.5 on approximation
by APA minimisation in convex sets. Thus we conclude that we can expect at least
convergence of order 𝛼/2 in H2(Ϻ) for 𝛼 = min{𝜎/2, 3/2, 5−𝜎}. Thereby, it seems
that the optimal choice for 𝜎 is 10/3, if we set σϺ = σC as in our theoretical results.
But the best choice from a practical point of view is actually lower. This seems to
have at least two reasons:
1. Apparently, any choice of about 𝜎 ≥ 2 seems to imply convergence of order at
least ℎ3/2 in practice.
2. The use of 𝜎 = 3 can lead to numerical dominance of the penalty part quite
rapidly, whereby saturation eﬀects can occur faster and with stronger impact.
It can further be beneﬁcial to the practical results (in absolute terms, not in terms
of orders) if one uses a ”space penalty exponent” σC lower than the ”ESM penalty
exponent” σϺ. The reason for this seems to be that the space penalty consumes a
considerable amount of approximation power if stressed too much, while it does ac-
tually not contribute to the convergence behaviour substantially — it is only there
to stabilise the system. In Fig. 6.2 we have depicted convergence orders for the ini-
tial example of Fig. 6.1, ”ESM penalties” ℎ-2, ℎ-3 and ”space penalties” ℎ-1, ℎ-2, ℎ-3,
and for the same function values and arc-length relations between points on the
unit circle. Roughly speaking, the choices σC = 2,σϺ = 2, σC = 1,σϺ = 3 and
σC = 2,σϺ = 3 seem to give comparable results, whereas the two extremal choices
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Figure 6.2: Results of penalty energy approximations to problem of Fig. 6.1 in the upper row (with
reference ℎ2) and to the unit circle in the lower row (with reference ℎ3/2). Blue: σC = 1,σϺ = 2.
Orange: σC = 2,σϺ = 2. Green: σC = 1,σϺ = 3. Cyan: σC = 2,σϺ = 3. Purple: σC = 3,σϺ = 3. Solid
lines for energy rms, dotted for L2-rms.
provide some disadvantages in one or the other situation. In our tests below, we
will present results for σC = 2,σϺ = 2 and σC = 2,σϺ = 3.
6.3 Remark: (1) We also see that we can eﬀectively restrict ourselves to cubic
splines, so order 𝑚 = 4: all other choices would not give a higher order of conver-
gence, and because of their favorable ratio of cell and support sizes, cubics are the
most stable and most local choice one can make here (recall that we have required
C2 functions, so minimally 𝑚 = 4).
(2) Exponents σϺ signiﬁcantly smaller than 2 turn out to provide inferior results
both with respect to actual results and convergence rates. In particular, 𝜎Ϻ = 1
would multiply the error by roughly 10 and reduce the rate of convergence by half.
6.4 Remark: (1) As stated elsewhere, we do not only use those cells active on the
ESM for the ”space penalty”, but all cells whose center has distance to the ESM
less than ℎ. This surely includes all cells active on the ESM in our cases of 𝑑 = 2,3
and is easier to check than actual intersection. In particular, the danger of ”miss-
ing” a relevant cell because of slight inaccuracies in the intersection test is clearly
reduced thereby. On the other hand, it does surely no harm to the convergence,
provided we also use all the B-Splines active on these cells in our method.
(2) In the implementation, we did not care about the validity of the closest point
property. Instead, for any point in space considered, we simply took the closest
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Figure 6.3: Results of penalty energy approximations to problem of Fig. 6.1 for cell widths ℎ = 0.08
(cyan), ℎ1 = 0.06 (blue), ℎ2 = 0.04 (orange), ℎ3 = 0.02 (green) with additional close-up. Although
the ”goal” of a cubic is also depicted theoretically, it cannot be distinguished anymore from the
green curve. Again, anything is presented as obtained by arc-length proportional parameterisation
on ”standard interval” [0,2π]. The penalty exponent was chosen as 𝜎 = 2.
point in the discretisation of the ESM, although this is theoretically not necessarily
unique. However, the results were nonetheless more than satisfactory, as we can
see in Fig. 6.3. This implies that the approach is rather robust towards inaccura-
cies in the projection.
In order to provide some practical convergence analysis, we will now consider in
addition to the inital example all the curves and functions presented in Fig. 6.4
and Fig. 6.5. There, we present curves with both comparably smooth and rather
intricate geometries, for equally and inequally spaced data sites, open and closed
curves and in particular also for one choice of sites that yields an intrinsic version
of a linear polynomial, so an optimal solution 𝑓∗ ∈ C∞(Ϻ).
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Figure 6.4: First column: Closed curves used for testing, with data sites depicted. Function values
for closed curve, starting from site (1,0) counter-clockwise: 1,1,0,2,2,3,3,2 for the ﬁrst and
third curve, and 1,1,0,3,3 for the second and fourth. Second column: Plot of respective optimal
solutions, depicted as arc-length proportional ”unrolled” functions on our standard interval [0,2π].
Convergence plots are presented in Fig. 6.6.
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Figure 6.5: First column: Open curves used for testing, with data sites depicted. Pictures contain
also (dotted) the closure that was used in a small region around boundary points for determining
the projections. Function values for closed curve, starting from site (1,0) counter-clockwise: 1,0,2
for the ﬁrst and third, and 1,2 for the second and forth curve. Second column: Plot of respective
optimal solutions, depicted as arc-length proportional ”unrolled” functions on our standard interval
[0,π]. Convergence plots are presented in Fig. 6.6.
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The observed order of convergence in Fig. 6.6 in the energy norm (L2-norm of the
second derivative) is surprisingly high: Roughly speaking, it is eﬀectively rather
ℎ2 than the expected value of about ℎ3/4. Several possible explanations seem con-
ceivable, in particular
• The division by 2 for 𝜎 and β2 that occurs in determining convergence expo-
nent 𝛼 from Theorem 5.5 is actually unnecessary, and the theoretical conver-
gence is nearly optimal also in the present case.
• The normal derivatives decay faster than expected by the penalty: In all cases,
we have essentially a decay by a factor of at least ℎ2 or even about ℎ3 instead
0.0078 0.0156 0.0313 0.0625
10 -6
10 -4
10 -2
10 0
10 2
0.0078 0.0156 0.0313 0.0625
10 -5
10 0
0.0078 0.0156 0.0313 0.0625
10 -6
10 -4
10 -2
10 0
0.0078 0.0156 0.0313 0.0625
10 -6
10 -4
10 -2
10 0
0.0039 0.0078 0.0156 0.0313 0.0625
10 -8
10 -6
10 -4
10 -2
10 0
0.0039 0.0078 0.0156 0.0313 0.0625
10 -6
10 -4
10 -2
10 0
10 2
0.0039 0.0078 0.0156 0.0313 0.0625
10 -6
10 -4
10 -2
10 0
0.0039 0.0078 0.0156 0.0313 0.0625
10 -10
10 -8
10 -6
10 -4
10 -2
Figure 6.6: Convergence orders for examples presented in Fig. 6.4 (ﬁrst quadruple of plots) and
Fig. 6.5 (second quadruple of plots), colors reference the respective curves and functions: — energy
error (colored: approximation, black: reference ℎ2), ⋅⋅⋅⋅⋅ L2 error (colored: approximation) for about
600⌈1/ℎ⌉ points (closed curves) and about 300⌈1/ℎ⌉ (open curves) points, ⋅−⋅−⋅ normal derivative
(colored: approximation). The thicker lines are for σC = 2,σϺ = 3, the thinner lines for σC = 2,σϺ =
2.
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of the expected ℎ1, depending on the penalty exponent. This can lead to a
change in the convergence behaviour because of the faster approximation of
”intrinsic energy” by ”extrinsic energy”. However, as the errors in normal
directions (depicted dash-dotted) are by orders of magnitude smaller than
those for the energy, and the decrease for σϺ = 3 has no eﬀect on the energy
error, this seems rather unlikely.
• The exact regularity of the solution is possibly higher than the H3.5−ԑ(Ϻ0)
available in determining β2: we may have even H
4−𝛿(Ϻ0) for some small value
𝛿 > 0.
• The regularity, and therefore the convergence, is further increased by con-
stant extension for this speciﬁc function, which itself does not feature singu-
larities but only breaks in the higher order derivatives. This cannot be covered
by our convergence analysis up to now, but might improve the convergence
behaviour further.
On the other hand, the convergence behaviour of the L2 error is not so easy to
describe, and it does not show such a clear convergence behaviour. Apparently,
it is still roughly controlled by the energy error, but the actual behaviour can (for
example in the green and cyan curve examples) but must not be better than that.
And it seems to reach a saturation at about 10−5 − 10−8, so at least several or-
ders of magnitude less that the saturation of the energy. As mentioned before, the
saturation that occurs in particular for σϺ = 3 might be introduced by numerical
dominanice of the penalised part of the functional, particularly for σϺ = 3: For
ℎ = 2−8 as in the last step of the convergence analysis, this means a penalty of
224 ≈ 16.78 millions.
Now we turn to practical examples on surfaces. As we have no analytical optimum
directly at hand here, we will just present examples that prove the validity of our
approach. This time, we will also for the ﬁrst time distinguish between energy
based on Laplacian and on Hessian, but it will turn out that there is not so much
diﬀerence when the outcome is concerned.
Inspired by the previous examples for curves, we consider a comparable surface,
roughly resembling a pumpkin and depicted in Fig. 6.7. It is obtained for 𝜃12(𝑥,𝑦) =
12 tan−12 (𝑥,𝑦) as the level-1-surface of function
(𝑥,𝑦,𝑧) ↦ (𝑥(1 − (1 − 𝑧
2)2 sin(𝜃12(𝑥,𝑦))
20 )
2
+(𝑦(1 − (1 − 𝑧
2)2 sin(𝜃12(𝑥,𝑦))
20 )
2
+𝑧2.
Note in particular that the surface is rotation symmetric for rotation around the
𝑧-axis by multiples of π/2, but it is not reﬂection symmetric to the (𝑥,𝑧)-plane or
(𝑦,𝑧)-plane.
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Figure 6.7: Left: 3𝑑-representation of the ”pumpkin” from several viewpoints. Right: The equator
of the ”pumpkin”, so its section with the (𝑥,𝑦)-plane.
This pumpkin is sampled in about 165′000 points and 330′000 triangles. We han-
dle it with cells of length ℎ = 0.1, which means that about 9′000 B-splines are
employed. Thereby, we show that we can achieve satisfactory results even with
comparably large ℎ; as we have no direct information on the regularity of the opti-
mum 𝑓∗, we use the penalty exponent 𝜎 = 2 for both σϺ and σC, because we found
this to give good results in the previous case, and it is less demanding in terms of
the regularity and approximation order than σϺ = 3.
6.5 Remark: When the data is obtained from a smooth implicit function as in the
case of the pumpkin, then it can be reasonable to use the gradient ﬂow to deter-
mine the directional derivatives in the ambient space — instead of the normal of
the closest point. By this choice, the problem of projection is circumvened; as the
resulting extension operator is still orthogonal we loose nothing on the approxi-
mation power even in theory. Such implicit representation can be obtained even
for point clouds by suitable approximation methods as proposed in [40, Ch. 30], if
normals in the points can be provided or extrapolated and no implicit function is
given already.
But let us now turn to the ﬁrst examples. We impose function values that make
us expect a function that is symmetric to the (𝑥,𝑧)-plane or (𝑦,𝑧)-plane, but not
rotation symmetric, and so we can verify that indeed the geometry of the ESM is
outruled. We demand function values given by assigning on the one hand
(1, 0, 0) ↦ 1, (0, 1, 0) ↦ 1, (−1,0, 0) ↦ 1, (0,−1, 0) ↦ 1, (0, 0, 1) ↦ 0, (0, 0,−1) ↦ 0
and on the other hand
(1, 0, 0) ↦ 1, (0, 1, 0) ↦ 0, (−1, 0, 0) ↦ −1, (0,−1, 0) ↦ 0, (0, 0, 1) ↦ 0, (0, 0,−1) ↦ 0
on the pumpkin. The results are depicted in Fig. 6.8. There, we see results for both
”Hessian” and ”Laplacian” energy in APA extrapolation, and we ﬁnd that there is
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Figure 6.8: First and third row: Results of extrapolation based on Hessian energy (left) and Lapla-
cian energy (mid) as well as restriction of a standard Ϸ3,2-extrapolation (right), all accompanied by
isolines. Second and fourth row: evaluations of extrapolation on the equator, for Hessian energy
(blue), Laplacian energy (green) and Ϸ3,2-extrapolation (orange). As usual, presented as unrolled on
standard interval [0,2π] for arc-length proportional parameterisation.
actually little diﬀerence between them. And we see that in particular the equator
evaluation of both results is essentially symmetric, which would not be the case if
we had serious artifacts by the ESM that was itself unsymmetric— recall that it was
only rotation symmetric, but not reﬂection symmetric as the function values are.
This becomes particularly clear if we compare the result to standard extrapolation
in the ambient space by polyharmonic spline Ϸ3,2 in the respective data sites that
actually reduces to a linear polynomial in the second case: If this interpolant is
evaluated on the ESM and the equator, we encounter precisely these artifacts.
We would further like to emphasise that the ”top view” on the second example
visualises the fact that the results of our new extrapolation have isolines that are
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intrinsically of about the same distance, while for the restricted interpolation that
knew nothing about the ESM these have extrinsically the same distance.
Figure 6.9: Upper row: Parameter space ”pumpkin” (left) for the standford bunny (right). Lower
rows: Samplings of the stanford bunny model with diﬀerent amounts of data, increasing from left to
right.
The other example is comparably nonstandard: One can get from [65] a scattered
data parameterisation of the stanford bunny as a function of the sphere 𝕊2, due
to an algorithm of [85]. This parameterisation was, for example, used in [74] for
approximation by the Ambient B-Spline Method. By an easy projection operation,
we can transfer this parameterisation onto the ”pumpkin”: the latter is star-shaped
and allows for projection onto 𝕊2 and vice versa. Consequently, we get the bunny
as a function of the pumpkin, as depicted in Fig. 6.9. And although this modeling
approach is not what we have in mind as the prime objective of our method, we
found it reasonable as an easy and impressive visualisation of the eﬀect of our
concepts, see Fig. 6.10. We have used samples of 21, 55, 112, and 248 data sites,
depicted in Fig. 6.9.
Considering the results depicted in Fig. 6.10, we see that again essentially no rel-
evant diﬀerence between Laplacian and Hessian energy is present, and that the
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Figure 6.10: First column: Extrapolation by APA based on Hessian energy to sites of Fig. 6.9.
Second column: Extrapolation by APA based on Laplacian energy to sites of Fig. 6.9. Third column:
Extrapolation mere restriction of Ϸ3,2 interpolation to sites of Fig. 6.9.
bunnys shape becomes more and more visible the more data sites are used, as one
would expect. Furthermore, comparing our method to simple restriction of a Ϸ3,2
interpolation, we see that particularly for sparse sites the advantage is signiﬁcant,
while it gets more and more lost if the data becomes denser. This is in fact what we
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would expect not only by the convergence results of [49] for RBF interpolation in
increasingly dense data sites, but also from a geometric point of view: The denser
the data becomes, the more the largest region without any data sites will approach
being ”ﬂat”, whereby the geometry of the ESM becomes increasingly irrelevant.
6.6 Remark: (1) At this point, it should be noted again that this method is not
designed for large amounts of data sites. This would require far too many degrees
of freedom to meet interpolation constraints and provide at the same time suﬀicent
decrease in normal derivatives. In our tests, we found it particularly diﬀicult to
achieve pleasant results once we have, roughly speaking, more than one data site
per active cell. In such cases, the interpolation constraints consumed too many
of the degrees of freedom to leave enough approximation power for reasonable
function values ”in between”. And further, from a certain point on it may simply
be more eﬀicient to use methods like that of [49] than extrapolation on dense data
sites, because the system — though sparse — contains the energy matrix and one
row and column per interpolation constraint.
(2) Whenever extrapolations of several sets of function values for the same set
of data sites has to take place, it will prove beneﬁcial to make use of a suitable
Lagrangian basis for these data sites in the extrapolation.
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Figure 6.11: Upper row: Evaluation of the cut pumpking extrapolation, seen from the side and from
above. Lower row: Evaluation of the extrapolation on the pumpkin equator. As usual, presented as
unrolled on standard interval [0,2π] for arc-length proportional parameterisation.
Ultimately, we also present an example of extrapolation on a surface with bound-
ary: We simply cut oﬀ the lowest quarter of the pumpkin. Then we impose the
interpolation constraints
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(1, 0, 0) ↦ 1, (0, 1, 0) ↦ −1, (−1, 0, 0) ↦ 1, (0,−1, 0) ↦ −1, (0, 0, 1) ↦ 0.
Clearly, this conﬁguration gives us suﬀicient unisolvency, as the resulting surface is
not developable. The resulting evaluation on the whole surface and on the pump-
kin equator is again symmetric and free of any serious artifacts induced by the
geometry for the Hessian energy. In particular, the evaluation is again essentially
reﬂection symmetric, while the surface is not.
6.2 Smoothing with Scattered Data Sites
In the previous section, we investigated extrapolation from exact data that corre-
sponds to the ideas of periodic and natural cubic splines. In this section, we are
going to look at situations where the function values in the data sites are noisy or
a smoother solution than implied by the given function values is desired for some
other reason — so a setting that corresponds to the objective of smoothing splines.
Like in the previous section, we have actually everything prepared for this, and just
need to ”insert” things appropriately. First of all, the intrinsic energy functional of
choice is now
ЄΞ𝜂(𝑓) ∶= 𝜂 ⋅ЄH(𝑓) + (1 − 𝜂) ⋅ ∑
ξ∈Ξ
(𝑓(ξ) − 𝑦(ξ))2
or a suitable adaption of it. In particular, we recall that we can replace the constant
𝜂 by a smooth, bounded, positive function η on the integral side and by suitable
pointwise positive weights ИΞ = {𝜂ξ}ξ∈Ξ to obtain
ЄΞИ,η(𝑓) ∶= ∫
Ϻ0
η ⋅ єH(𝑓) + ∑
ξ∈Ξ
𝜂ξ ⋅ (𝑓(ξ) − 𝑦(ξ))2.
As stated previously and easily veriﬁed, this remains continuous and coercive. This
speciﬁc choice aims at situations where either smoothness requirements or the
relevance of approximation in certain data sites varies. In particular, it can be
used to overcome irregular samplings to some degree, putting more stress on data
sites in sparse regions and less stress on those in dense regions, e.g. clusters. As
in the last section, we could replace the Hessian energy by Laplacian energy on
any compact ESM.
In any case, we can directly identify these functionals with their corresponding ex-
pressions in terms of tangent directional derivatives and deduce the corresponding
APA minimsation functionals of the form
P𝜂Ξ,Ϻ0(𝑆,σϺ,σC) ∶= Є
T,Ξ
𝜂 (𝑆) + ℎ-σϺN∇Ϻ(𝑆,Ϻ0) + ℎ-σCN∇C (𝑆,Ϻ0),
PИ,ηΞ,Ϻ0(𝑆,σϺ,σC) ∶= Є
T,Ξ
И,η(𝑆) + ℎ-σϺN∇Ϻ(𝑆,Ϻ0) + ℎ-σCN∇C (𝑆,Ϻ0),
142
for the tangent directional counterparts ЄT,Ξ𝜂 ,ЄT,ΞИ,η of ЄΞ𝜂 ,ЄΞИ,η on Ϻ0. As in the last
section, we can and will replace Cℎ(Ϻ0) in practice by suitable supersets: Instead
of Cℎ(Ϻ0), we use all cells whose center has distance at most ℎ to the considered
subdomain Ϻ0 ⋐Ϻ, and all the basis functions active on these.
We ﬁrst verify the validity of the concept by investigating the behaviour for diﬀerent
parameters on an open and on a closed curve, depicted in Fig. 6.12. The results
are also depicted in Fig. 6.12, indicating validity.
6.7 Remark: Because the factor 𝜂 in 𝜂 ⋅ ЄH(𝑓) has an impact on the relation of
ЄH(𝑓) to the penalty, it is in practice often convenient to change ЄΞ𝜂(𝑓) to
ЄH(𝑓) +
1 − 𝜂
𝜂 ⋅ ∑ξ∈Ξ
(𝑓(ξ) − 𝑦(ξ))2
in the APA functional, in particular when 𝜂 is small. This does no harm to solv-
ability and convergence, and it can improve the results substantially for small 𝜂 if
comparably few basis functions are available. Of course, it means in fact just to
use some positive weight ?̃? = 1−𝜂𝜂 on the function value error.
Following these initial considerations, we turn to a short analysis of the conver-
gence behaviour. First of all, we make use of the fact that the optimum is again
known for curves, namely it is again a natural (or periodic) cubic spline to the re-
spective arc-length-parameterised (or at least arc-length-proportional) curve, and
the knots are precisely the smoothing sites. Just the data values of the spline in-
terpolation are diﬀerent this time.
As in the last section, we can expect the optimum again to be at least H3.5−ԑ(Ϻ)
by our regularity considerations for univariate splines, and therefore can make the
same choices for the penalty exponents σϺ and σC as in case of extrapolation. By
our theory, we can thus expect the same theoretical upper bound on the conver-
gence order as in case of extrapolation, and in fact it turns out that we again have
also a comparably better convergence behaviour in practical terms. The tests were
performed for the curves and exemplary functions depicted in Fig. 6.13, while the
resulting convergence plots are provided in Fig. 6.14.
As in the last section, we use primarily the energy norm to measure the conver-
gence behaviour. But this time we have to consider function values in the sites as
well, because we have no strict interpolation constraints and therefore the ”func-
tion value part” of the energy norm is not constant over all functions. So we use a
suitably discretised version of
1
∫
Ϻ
1
√ЄH(𝑠ℎ − 𝑠∗) + √∑
ξ∈Ξ
(𝑠ℎ(ξ) − 𝑠∗(ξ))2
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Figure 6.12: First row: Closed (left) and open (right) curve with sample sites. Second row:
The smoothing results for diﬀerent weights along with the initial choice of the data sites to
the respective curves, for penalty exponent 𝜎 = 2. As usual, depicted as arc-length propor-
tional parameterisations over standard intervals [0,2π] and [0,π]. Closed curve sample values:
0,0,0, 12 , 1, 32 , 32 , 32 , 32 , 32 , 32 , 1, 12 , 0,0,0. Open curve sample values: 0,0,1,1,0,0,1,1. In both
plots, the sites are depicted in red, the result of extrapolation is depicted in dotted black, and the
smoothing results are depicted in blue, orange, green, cyan, violet, purple and teal for increasing
emphasis on the function values. Third row: Close-Ups of the diﬀerent results.
for the APA result 𝑠ℎ and the optimum 𝑠∗. Further, we use a correspondingly nor-
malised energy also in the implementation for the sake of comparability, so we
multiply all integrals by 1/vol(Ϻ). And as before and depicted in Fig. 6.14, the ac-
tual convergence behaviour seems to be at about ℎ3/2 to ℎ2 with a saturation that
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Figure 6.13: Exemplary curves with data sites and corresponding smoothing spline functions that
appear as optimal solutions for APA minimisation.
occurs at least below 10−3, and also the L2 seems to converge at least quadratically
until saturation at about 10−4 to 10−6.
However, in the current situation the choice σϺ = 2 apparently outperformes the
choice σϺ = 3: An explanation for this seems to be that as the function values
are part of the functional this time, the numerical dominance of the penalised part
now aﬀects the way the function values in the sites are considered by the func-
tional more directly: The function values become increasingly irrelevant from a
numerical point of view, and therefore the approximations saturate earlier and
less satisfactory in the rms, while the energy error is surprisingly little aﬀected
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Figure 6.14: Convergence order plots for the data of the last ﬁgure: Solid is the energy, dot-dashed
the normal derivative, dotted the L2 error for about 300⌈1/ℎ⌉ points. The thicker lines refer to
σϺ = 2 and the thinner lines to σϺ = 3, while we chose in both cases σC = 2. Reference ℎ2 is
depicted in solid thin black.
by this; that eﬀect is actually also the reason why we depicted σϺ = 2 bolder this
time, with thinner σϺ = 3 for the sake of comparison.
Now we will again turn to surfaces, where we choose once again 𝜎 = σϺ = σC = 2
as in the extrapolation case for surfaces. In our ﬁrst example, we make use of
the stanford bunny once more and sample it in 1′414 sites depicted in Fig. 6.15,
and we provide smoothened versions of the approximation for diﬀerent smoothing
factors. In this example we use ℎ = 0.125, whereby about 6′000 basis functions
are employed in the minimisation functional.
We see in Fig. 6.16 that while we start with something that is not much more
than a ”blob”, the actual shape of the bunny becomes more and more visible with
increasing emphasis on the data sites, until we have reached a version of the bunny
that is almost a product of interpolation.
Moreover, we also exemplify the smoothing power of this approach on an open
surface with boundary, namely the upper half of the unit norm ball in the 6-norm,
so the zero-surface of
𝑥6 +𝑦6 +𝑧6 − 1, 𝑥,𝑦,𝑧 ∈ ℝ, 𝑧 ≥ 0.
On this surface, we sample 857 (roughly) uniformly distributed data sites Ξ and as-
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sign uniform noise from [−12 , 12] to the sites. That noise is then added to evaluations
of the function
(𝑥,𝑦,𝑧) ↦ 𝑥2 +𝑦2
Figure 6.15: Bunny with sample sites.
Figure 6.16: ”Smoothened” stanford bunny, emphasis on the data site function value increasing.
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in the data sites to obtain noisy function values. These noisy function values will
then provide YΞ in the APA smoothing functional.
We obtain for diﬀerent weights (the emphasis on smoothness increases by a fac-
tor of about 3 in each step) diﬀerent levels of smoothing, depicted in Fig. 6.17.
Note that in particular for higher emphasis on smoothness the results are quite
satisfactory, particularly when considering the signiﬁcant original noise.
Figure 6.17: First picture: Surface with original function (𝑥,𝑦,𝑧) ↦ 𝑥2 + 𝑦2. Second picture:
Surface with 857 data sites and measurement error there. Other pictures: Results for smoothing
with diﬀerent smoothing weights, starting with a high emphasis on function values.
Finally, we suppose to be in a more diﬀicult situation: The data sites are no longer
uniformly distributed, but cluster around (0, 0, 1), and additionally the measure-
ment errors are higher in the clustered area. These are typical situations for point-
wise weighting, resembling the data density and / or the known information on local
error distributions or the like.
In our example, we can handle both by the same, as we suppose to know that
the measurement error increases with the density, and we handle them by simply
weighting each site ξ ∈ Ξ with the inverse count of data sites within the Euclidean
ball around ξ that has radius
𝑟0 =
1
2 maxξ∈Ξ minζ∈Ξζ≠ξ
∣∣ξ− ζ∣∣2 .
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We use this just to exemplify the concept, the actual choice of the pointwise weight-
ing is then of course depending on the speciﬁc circumstances of the actual problem.
The results, for 890 clustering sites, are depicted in Fig. 6.18. There, it becomes
particularly obvious that the local weighting can provide signiﬁcant advantages
over uniform weighting (which is depicted in the last row of the ﬁgure for the sake
of comparison).
Figure 6.18: First row: Initial function (left) and surface with 890 clustering data sites and error
in those sites (right). Second row: Results for certain global smoothing weight with local weighting.
Third row: Results for certain global smoothing weight with uniform weighting.
6.3 Irregular Samplings
In the ﬁrst section, we have proposed a novel approach for extrapolation of function
values in sparsely sampled data sites. While this was already an intricate task in its
own right, things become even more challenging when the sampling is irregular,
and we have both regions with sparse (or almost no) and regions with comparably
dense sampling.
The idea we propose is to use a bilevel approach, where in the ﬁrst level the extrap-
olation method of the ﬁrst section in this chapter is applied to some sparse subset
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of the given set Ξ. In a second level, this approximation is then reﬁned by suitable
local approximations in the densely sampled regions. But to accomplish the latter,
we need an approximation method for the second level!
It could be based on ideas of [49], where restriction of radial basis function inter-
polations to an ESM is proposed. This concept provides promising convergence
behaviour and a certain degree of independence from the respective submanifold,
in particular it is applicable to subdomains without any further requirements. But
for a reasonable overall solution after both levels we would have to require the sec-
ond level to provide a TP-spline function as well — whereby we would also gain the
favorably cheap evaluation of splines for the overall solution. To achieve this, one
can choose to combine the approach of [49] and TP-splines by a so-called two-stage
method.
6.3.1 A Two-Stage Approximation Approach
The idea of such an approach is to construct an approximation by two subsequent
approximation steps: The ﬁrst stage produces some (possibly local collection of)
approximant(s). This is then itself reapproximated in the second stage to obtain
the ﬁnal solution. It therefore stands in the tradition of various two-stage ormulti-
stage schemes, dating back to the seventies at least ( cf. e.g. [90]) and presented
in various subsequent variants (cf. [23] - [24], [42]). There, the ﬁrst stage is usually
of local nature, in order to reduce the computational complexity, while we restrict
ourselves here to the case of a global ﬁrst stage for the sake of simplicity, in par-
ticular in the error analysis; the following considerations should only serve as a
”proof of concept” that also in the manifold situation such an approach is viable
and reasonable.
We propose to use interpolation by radial basis functions as presented in [49] in
the ﬁrst stage, and quasi-projection by TP-splines in the second, and we shall give
a short convergence analysis of the matter here. To accomplish that, we will ﬁrst
have to give a very brief revision of some radial basis function theory.
We have already seen an important example, namely the polyharmonic splines, and
these have already illustrated the basic idea: Take a suitable univariate function ф ∶
[0,∞[ → ℝ and make a multivariate function Ф ∶ ℝ𝑑 →ℝ out of it by applying it to
suitable norm〈2〉. Thereby, one obtains Ф(𝑥) = ф(||𝑥||), and these functions ф and Ф
have to meet certain additional requirements (cf. [105, Ch. 8,9]), most of which lie
beyond the scope of this thesis. We just remark here that under suitable conditions
〈2〉usually either the Euclidean norm ||⋅||2 or a suitably transformed Euclidean norm ||⋅||𝑇 ∶= ||𝑇(⋅)||2
for a linear isomorphism 𝑇 ∶ ℝ𝑑 →ℝ𝑑, cf. e.g. [12, 17, 19, 20, 40, 105]
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on the coeﬀicients, on the distribution of data Ξ and possible enhancement by a
low-degree polynomial (cf. [105, Ch. 6-9]), there is a unique function of the form
фΞ,Y ∶= ∑
ξ∈Ξ
𝑎ξФ(⋅ − ξ) +∑
𝑖∈𝐼
𝑃𝑖(⋅)
that interpolates function values YΞ in points of Ξ, wherein the {𝑃𝑖}𝑖∈𝐼 form a basis
of the respective low-degree polynomial space. Thereby, the algorithmic descrip-
tion of our method can directly be given as follows:
6.8 Algorithm — Two-Stage Approximation Method —
1. Determine a spline grid of width ℎ and order𝑚, and choose all cells active on
a given ESM or a small tubular neighbourhood of it.
2. For each B-spline bℓ active on an active cell, determine a suitable set Ξℓ of
data sites from initial Ξ.
3. Calculate the RBF interpolantфΞℓ,Yℓ for that setΞℓ and corresponding function
values Yℓ.
4. Perform quasi-projection on objective фΞℓ,Yℓ to determine the coeﬀicient of bℓ.
5. Combine the resulting coeﬀicients to an overall solution.
This algorithm allows, up to this point, also local approximations by RBF: One can
choose the data sites employed to determine the coeﬀicient of a particular B-spline
just from a region around the cell or cell center, and the diameter of this region
can be chosen proportional to the cell diameter. For the upcoming convergence
analysis, we will however restrict ourselves as announced to one global RBF ap-
proximation in the ﬁrst step for the sake of simplicity. In our tests, we found that
suitable localisations would still yield satisfactory results, but a detailed analysis
of this situation would lead to far here.
6.9 Remark: (1) The advantage of the global approach is that the RBF approxima-
tion needs only to be calculated once, but this system may be (very) large, while
the local approach requires multiple solutions of, yet considerably smaller, sys-
tems. The global approach is therefore problematic if the number of data sites is
very large (say, more than 10′000 points), while it is favorable for medium sized
problems (say, less than 10′000 points), as in this case the solution of one system of
at most 10′000 coeﬀicients is presumably more eﬀicient than solving local systems
of still several hundreds of coeﬀicients for several thousand B-splines if paralleli-
sation is not employed excessively.
(2) The advantage of this two-stage approach over any direct spline approximation
method is that the spline step does not have to face the ESM. In particular, it does
not face the boundary of an open ESM, whereby no problems with boundary cells
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can arise. Instead, it does only require the RBF approximation, which is theoret-
ically available on all of ℝ𝑑, although in the end only evaluations near the ESM
are required. Moreover, in the end only spline basis functions and coeﬀicients for
cells active on the ESM have to be stored, as in the ambient B-spline method.
There are numerous choices for ф, but we shall restrict ourselves just to the well-
known compactly supportedWendland functions Փ𝑑0,𝑚 for the choice 𝜙𝑑0,𝑚 of the
univariate function, admissible for suitable dimensions 𝑑 ≤ 𝑑0 and depending on
some additional parameter 𝑚 as given in [105, Ch. 9] with prominent examples
𝜙1,1(𝑡) = (1 − 𝑡)4+(4𝑡 + 1) ∈ C2 (𝑑 ≤ 1)
𝜙3,2(𝑡) = (1 − 𝑡)6+(35𝑡2 + 18𝑡 + 3) ∈ C4 (𝑑 ≤ 3)
𝜙3,3(𝑡) = (1 − 𝑡)8+(32𝑡3 + 25𝑡2 + 8𝑡 + 1) ∈ C6 (𝑑 ≤ 3)
𝜙5,1(𝑡) = (1 − 𝑡)5+(5𝑡 + 1) ∈ C2 (𝑑 ≤ 5)
𝜙5,2(𝑡) = (1 − 𝑡)7+(16𝑡2 + 7𝑡 + 1) ∈ C4 (𝑑 ≤ 5)
For these, an additional scaling factor can be used to aﬀect the size of the sup-
port: division of the argument by 𝛿 > 0 rescales the support to 𝛿. Any of these
choices yields diﬀerent properties w.r.t. approximation power, stability of the in-
terpolation system and others (cf. [105, Ch. 11, 12]). What makes this choice so
favorable in our theory is that these functions satisfy a certain ”optimality” under
all interpolants in suitable Sobolev spaces (cf. [105, Sect. 10.5, Thm. 13.2])〈3〉:
6.10 Proposition For the featured RBFՓ𝑑0,𝑚 and any Ξ ⊆ ΩwithΩ ∈ 𝕃𝕚𝕡
∗
𝑑, there
is a constant c > 0 depending on the choice of 𝑑0 and 𝑚 such that the interpolant
𝜙Ξ,Y satisﬁes
∣∣𝜙Ξ,Y∣∣H(𝑑+1)/2+𝑚(Ω) ≤ c ∣∣𝑓∣∣H(𝑑+1)/2+𝑚(Ω)
for any 𝑓 ∈ H(𝑑+1)/2+𝑚(Ω) such that 𝑓(ξ) = үξ for all ξ ∈ Ξ, as long as 1 ≤ 𝑑 ≤ 𝑑0.
On any ESM Ϻ, we have the following nice convergence result due to [49]. It
was actually proven for compact ESMs alone, but the proof does not feature any
relevant properties of compactness and directly generalises to our concepts for
Sobolev spaces on open ESMs as subdomains of compact ESMs:
6.11 Proposition Let Ϻ ∈ 𝕄𝑘bd(ℝ𝑑), Փ𝑑0,𝑚 as above with 𝑑 ≤ 𝑑0 and ՓϺ,𝑚 its
restriction to Ϻ. Let further 𝜚= 𝑑+12 +𝑚− 𝑑−𝑘2 =𝑚+ 𝑘+12 and 𝜎 ∈ [0,∞[ such that
0 ≤ 𝜎 ≤ 𝜚. Then for all Ξ ⊆Ϻ ﬁnite s.t. ℎΞ,Ϻ is suﬀiciently small and any 𝑓 ∈ H𝜚(Ϻ)
∣∣𝑓 − ͲϺ𝜙𝑓,Ξ∣∣H𝜎(Ϻ) ≤ c ⋅ ℎ
𝜚−𝜎
Ξ,Ϻ ∣∣𝑓∣∣H𝜚(Ϻ) ,
〈3〉In fact, other choices have similar optimality properties in their respective so-called native space,
just we do not address the matter of native spaces here any further for the sake of brevity.
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where 𝜙Ξ,𝑓 is the interpolant to 𝑓 obtained as 𝜙Ξ,Y for YΞ = {𝑦𝜉 ∶= 𝑓(𝜉),𝜉 ∈ Ξ}
and ℎΞ,Ϻ is deﬁned for the distance dϺ(⋅, ⋅).
Proof: One only needs to verify that no features of compactness of Ϻ were ever
used in the proof of [49, Lemma 10, Thm. 11] once a suitable ﬁnite inverse atlas
like ours is provided, and to replace [49, Prop. 9] by [106, Thm. 4.6], both of which
can be accomplished easily. q
We obtain thereby almost immediately the convergence order for the correspond-
ing two-stage approximation on a single, ﬁxed region covering the whole ESM:
6.12 Theorem Let Ϻ ∈𝕄𝑘bd(ℝ𝑑) be sampled in some set Ξ ⊆Ϻ. Let 𝑓 ∈ H𝜚(Ϻ)
with 𝜚 = 𝜇 + (𝑘 + 1)/2 for the choice Փ𝑑0,𝜇 with 𝑑 ≤ 𝑑0, and let 𝜙Ξ,𝑓 be the cor-
responding interpolation to 𝑓 in Ξ. Let 𝑆ℎ,Ξ be the TP-spline quasi-projection of
order 𝑚 ≥ 𝜇+ (𝑑 + 1)/2 + 1 to 𝜙Ξ,𝑓 in ℝ𝑑, and let 𝑠ℎ,Ξ be its restriction to Ϻ. Let
ℎ and ℎΞ,Ϻ be suﬀiciently small. Then for any 0 ≤ 𝜎 ≤ 𝜚 and any ԑ ≥ 0 such that
max(ԑ,𝜎) > 0
∣∣𝑓 − 𝑠ℎ,Ξ∣∣H𝜎(Ϻ) ≤ c ⋅ (ℎ
𝜚−𝜎−ԑ + ℎ𝜚−𝜎Ξ,Ϻ ) ∣∣𝑓∣∣H𝜚(Ϻ) .
All statements remain valid in limiting cases 𝜇 + (𝑑 + 1)/2 ≤ 𝑚 < 𝜇+ (𝑑 + 1)/2 + 1
under the following conditions:
1. 𝑑 odd, 𝑚 = 𝜇+ (𝑑 + 1)/2 ∈ ℕ and 𝜎+ (𝑑 − 𝑘)/2 ≤ 𝑚− 1. (6.12.I)
2. 𝑑 even, 𝑚 = 𝜇+ (𝑑 + 2)/2 ∈ ℕ, 𝜎+ (𝑑 − 𝑘)/2 < 𝑚 and ԑ > 0. (6.12.II)
Proof: By the triangle inequality we have
∣∣𝑓 − 𝑠ℎ,Ξ∣∣H𝜎(Ϻ) ≤ ∣∣𝑓 − ͲϺ𝜙Ξ,𝑓∣∣H𝜎(Ϻ) + ∣∣ͲϺ𝜙Ξ,𝑓 − 𝑠ℎ,Ξ∣∣H𝜎(Ϻ) .
Due to convergence results for restricted RBF interpolation the ﬁrst term in that
relation satisﬁes
∣∣𝑓 − ͲϺ𝜙Ξ,𝑓∣∣H𝜎(Ϻ) ≤ cℎ
𝜚−𝜎
Ξ,Ϻ ∣∣𝑓∣∣H𝜚(Ϻ) ,
so we have to make further eﬀorts for the second term only. There, we ﬁrst restrict
ourselves to the case𝑚 ≥ 𝜇+(𝑑+1)/2+1 and set 𝑟 ∶= 𝜚+(𝑑−𝑘)/2 = 𝜇+(𝑑+1)/2 ≤
𝑚 − 1, 𝜍 = 𝜎+ 𝑑−𝑘2 . Then we ﬁnd by the trace theorem, the convergence result
for quasi-projections of Theorem 3.8 and its particular application to splines in
Corollary 3.15 due to 𝑟 − 𝜍 = 𝜚−𝜎 that whenever 𝜎 > 0 it holds
∣∣ͲϺ𝜙Ξ,𝑓 − 𝑠ℎ,Ξ∣∣H𝜎(Ϻ) ≤ ∣∣𝜙Ξ,𝑓 −𝑆ℎ,Ξ∣∣H𝜍(ℝ𝑑) ≤ cℎ
𝜚−𝜎 ∣∣𝜙Ξ,𝑓∣∣H𝑟(ℝ𝑑) . (6.12.1)
In case 𝜎 = 0 one obtains for suﬀiciently small ԑ > 0 similarly that
∣∣ͲϺ𝜙Ξ,𝑓 − 𝑠ℎ,Ξ∣∣L2(Ϻ)
≤ ∣∣ͲϺ𝜙Ξ,𝑓 − 𝑠ℎ,Ξ∣∣Hԑ(Ϻ)
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≤ ∣∣𝜙Ξ,𝑓 −𝑆ℎ,Ξ∣∣H𝜍+ԑ(ℝ𝑑) ≤ cℎ
𝜚−𝜎−ԑ ∣∣𝜙Ξ,𝑓∣∣H𝑟(ℝ𝑑) . (6.12.2)
In any case, by the (fractional) trace theorem and the universal bounded extension
operator Eℝ𝑑Ϻ we have
∣∣𝑓∣∣H𝜚(Ϻ) ≤ c1 ∣∣E
ℝ𝑑
Ϻ 𝑓∣∣H𝑟(ℝ𝑑) ≤ c2 ∣∣𝑓∣∣H𝜚(Ϻ) .
This ﬁnally gives the desired result thanks to optimality of RBF interpolation due
to Prop. 6.10 via the relation
∣∣𝜙Ξ,𝑓∣∣H𝑟(ℝ𝑑) ≤ c ∣∣E
ℝ𝑑
Ϻ 𝑓∣∣H𝑟(ℝ𝑑) ≤ c ∣∣𝑓∣∣H𝜚(Ϻ) .
To obtain the corresponding results in the limiting cases (6.12.I) and (6.12.II), we
need to modify the relations (6.12.1) and (6.12.2) as follows:
1. If 𝑚 = 𝜇 + (𝑑 + 1)/2 ∈ ℕ and 𝜎 + (𝑑 − 𝑘)/2 ≤ 𝑚 − 1, no adaptions need to
be made, but the second statement of Theorem 3.8 for TP-splines needs to be
employed.
2. If𝑚 = 𝜇+(𝑑+2)/2 ∈ ℕ and 𝜎+(𝑑−𝑘)/2 < 𝑚, we have 𝑟 = 𝜇+(𝑑+1)/2, so an
ԑ > 0 more than the admissible choice due to the regularity of splines. So we
deduce for any ԑ > 0 that by the trace theorem, Theorem 3.8 for TP-splines
(so Cor. 3.15) and fractional Sobolev embeddings
∣∣ͲϺ𝜙Ξ,𝑓 − 𝑠ℎ,Ξ∣∣H𝜎(Ϻ) ≤ cℎ
𝜚−𝜎−ԑ ∣∣𝜙Ξ,𝑓∣∣H𝑟−ԑ(ℝ𝑑) ≤ cℎ
𝜚−𝜎−ԑ ∣∣𝜙Ξ,𝑓∣∣H𝑟(ℝ𝑑) ,
where one needs to replace ԑ by ԑ/2 and 𝜎 by ԑ/2 in the further limiting case
𝜎 = 0.
With these adaptions, we can proceed as before to obtain the respective conver-
gence orders for limiting cases. q
We give now just one example for this, similar to the one chosen in [49]: We con-
sider a ”streched” torus as depicted in Fig. 6.19, and evaluate the function
𝑓0(𝑥,𝑦,𝑧) ∶= exp(𝑥𝑧) ⋅ 𝑥 ⋅ sin(5𝑥𝑦) ⋅ cos(6𝑦𝑧)
at about 100 roughly uniformly distributed sites. Then we compute the Matern-
kernel interpolant to these sites and values, as recommended and similarly per-
formed in [49] to obtain a function 𝑓 ∈ H4−ԑ(ℝ3) for any ԑ > 0. This 𝑓 is now
our target function for the approximation. By our choice of regularity of the tar-
get function, a suitable choice for the RBF is Փ3,2, which gives again H4(ℝ3) to
measure error. So we obtain 𝜚 = 3.5 and we consequently choose spline order 4.
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The expected rate of convergence in L2(Ϻ) is then eﬀectively ℎ3.5 + ℎ3.5Ξ,Ϻ, simply
because for any ԑ > 0
∣∣𝑓 − 𝑠ℎ,Ξ∣∣L2(Ϻ) ≤ ∣∣𝑓 − 𝑠ℎ,Ξ∣∣Hԑ(Ϻ) ≤ c ⋅ (ℎ
𝜚−ԑ + ℎ𝜚−ԑΞ,Ϻ) ∣∣𝑓∣∣H𝜚(Ϻ) .
We use consecutively 462, 943, 1′836, 3′639 and 6′960 approximately uniformly
distributed sites〈4〉. These are obtained by thinning a dense point cloud of 262′000
points until a certain threshold on the minimal mutual distance of 0.2, 0.14, 0.1,
0.07, 0.05 for any two points was reached. Then we choose corresponding spline
cells of length ℎ = 15 , 17 , 110 , 114 , 120 , and we ﬁnd the expected rate of convergence
veriﬁed.
2 -2 2 -1.5 2 -1 2 -0.5 20
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Figure 6.19: First picture: Target function of approximation in the ”streched torus”. Second pic-
ture: Convergence orders as obtained by root mean square in about 262′000 points. Black: refer-
ence ℎ3.5. Blue: Two-stage convergence for support radius 3.5. Red: RBF convergence for support
radius 3.5. Green: Two-stage convergence for support radius 1.0. Note that the abscissa of the con-
vergence plot is labelled by approximate relations of both ﬁll distance and grid width when compared
to initial. Second row: Employed data sites on the surface.
6.13 Remark: (1) It should be noted here that the convergence behaviour de-
pends on which of the two approximation methods is dominant. As there is also a
”doubling eﬀect” for the convergence order of radial basis functions if the target
function is considerably smoother (cf. [49]), this can lead to improved convergence
〈4〉In case of a surface, quadrupling the number of (uniformly distributed) sites reduces the ﬁll
distance by 1/2, this means that the ﬁll distance reduces roughly by 1/√2 in each step.
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order until the splines become dominant. Therefore, it can make sense to choose
the splines comparably ﬁne, even for comparably sparse sampling of the data sites.
(2) We stick to the second approach of Remark 3.14 for the spline quasi-projection,
as it provided superior results. There, it also turned out again that we loose nothing
on the expected rate of convergence if we consider only cells active on a tubular
ℎ-neighbourhood of the ESM instead of all cells in the respective basis function
support.
6.14 Remark: Regarding further varieties and modiﬁcations of the concept, we
can make the following further statements:
• We checked several support radii for the RBF, namely 𝛿supp = 3.5, 2.5, 1.5,
1.0, 0.5. There appeared no relevant deviation in the error and convergence.
We omitted them in the plot because the results were fairly indistinguishable
except for 0.5, which produced slightly weaker errors in particular for the
sparser sets of data sites, but still the same order.
• The convergence orders were also comparable if we multiplied the length of
the spline cells by 12 when compared to the lengths featured above. In that
case, we would eﬀectively reproduce the errors of the direct RBF approxima-
tion almost exactly.
• We also implemented and tested a corresponding localised version. There, we
chose the data sites for each cell by considering only those in a speciﬁc ball
around the cell center with radius proportional to ℎ. With suﬀiciently many
data sites, the results are still more than pleasant, but we found some mild
loss compared to the optimal convergence rate. The behaviour was about
that of the global version, just presumably slightly weaker in the end, and
yielded for ≈ 28′000 data sites and ℎ = 0.025 a root means square error of
≈ 1.5365 ⋅ 10−5.
6.3.2 A Bilevel Algorithm
With the previous statements in mind, we propose now an approach to handle
irregularly sampled data sites. The basic idea is simple and was to some degree
inspired by numerous hierarchical and multi-level approaches, e.g. [41, 67, 74]:
First, we need a rough solution, obtained by extrapolation via APA minimisation
for a thinned subset of the sites, then we calculate the RBF-approximations in the
densely sampled areas and apply the quasi-projection method to these. But we
use only those spline coeﬀicients whose support contains at least one of the sites
in the densely sampled area, while we set the others to zero. Thereby, we exploit
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the partition of unity property of the splines to accomplish a smooth blend of the
coarse and the ﬁne approximations. We formulate this in a further algorithm now:
6.15 Algorithm — Bilevel Scattered Data Approximation —
1. Determine a subsetΞ0 ⊆ Ξ that is suﬀiciently sparse to apply the extrapolation
method and roughly uniformly distributed.
2. Apply the extrapolation method from the ﬁrst section to determine an extrap-
olation 𝑆0.
3. Determine the error Ԑ0(Ξ) = {ԑξ = үξ −𝑆0(ξ)}ξ∈Ξ.
4. Apply the two-stage approximation method, w.r.t. function values ԑξ in those
areas of Ϻ where the data is suﬀiciently dense to obtain an approximation 𝑆ԑ.
5. Choose all coeﬀicients from the two-stage solution that belong to basis func-
tions whose support contains a site of a dense region, and create 𝑆∗ԑ by these
coeﬀicients for the respective functions, and zero coeﬀicients for all other
functions.
6. Combine the two approximations to overall approximation 𝑆Ξ,Y = 𝑆0 +𝑆∗ԑ .
6.16 Remark: (1) The function values for Ξ0 can also be achieved by local inverse
distance weighting of nearby sites instead of just taking the initial value, at least
in regions where the sampling is comparably dense; as long as it is local, this is
also comparably eﬀicient to achieve, either by calculation of in trinsic geodesic
distance to only nearby points, or even by calculation of the Euclidean distance to
such nearby points. In particular, this approach can be used to reduce noise in
function evaluations locally.
(2) One could implement diﬀerent and additional hierarchy levels of splines and
sites to resemble further nonuniformness or irregularity in the data, or to deal
with local deviations in the error.
(Ʒ) The thinning can be performed even by very simple algorithms, like iteratively
removing one of the points where the intrinsic separation distance
𝑞ϺΞ ∶= minξ1,ξ2∈Ξ
dϺ(ξ1, ξ2),
or even the extrinsic separation distance 𝑔Ξ is attained — an idea suggested in
[66], where also some additional tuning is proposed for the Euclidean case.
We exemplify the eﬀect of the proposed method again by the parameterisation of
the Stanford bunny over the pumpkin. This time, we suppose that our sampling
contains a signiﬁcant hole, leaving us without reasonable information on the rear
side of the bunny (depicted in the ﬁrst picture of Fig. 6.20).
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Figure 6.20: First picture: All sampled sites displayed over the model. Note the signiﬁcant lack
at the rear side of the bunny. Second picture: Remaining sites after thinning substantially. Third
picture: Bilevel reconstruction of bunny. The well-sampled part is approximated well, and the part
without data is satisfactory estimated or extrapolated.
Like in the previous situations, a direct approximation is again doomed to failure,
as it lacks any reasonable information on the ill-sampled part of the ESM. So as
before, our approach seems fully justiﬁed.
We then thin the initial 5589 sites accordingly to 120 sparse sites (depicted in the
second picture of Fig. 6.20), to which we can apply extrapolation with cells for ℎ =
0.125. Unfortunately, while this choice for ℎ is more than suitable for a reasonable
solution in the ﬁrst hierarchy level, it turned out to be insuﬀicient for the second
level, where the two-stage approach is applied. There, we use ℎ = 0.03125 instead.
Luckily, this causes no true harm, as the splines of ℎ = 0.125 are also contained in
the space of splines for ℎ = 0.03125 if the cells are suitably aligned, so we can still
obtain a combined overall solution in terms of a single spline function. Details on
the relation between diﬀerent hierarchy levels of splines can be found in [74].
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Chapter 7
Partial Diﬀerential Equations on
Embedded Submanifolds
In this chapter we are looking for approximate solutions to certain partial diﬀer-
ential equations. As the reader might already guess, we will apply the ambient
penalty approximation of minima to some speciﬁc energy functionals therein. Our
focus will be set on compact ESMs within this chapter, and we are only brieﬂy
commenting on situations with boundary. Furthermore, we will concentrate on
essentially just two model equations that correspond to some of the previously in-
troduced energy functionals; we leave the investigation of more general elliptical
partial diﬀerential equations with all matters of well-posedness, applicability of our
concepts and the like for the future, as it would lead to far here.
7.1 Elliptic Problems on Closed Submanifolds
In this section, we are going to present promising results for approximation of
solutions of some model partial diﬀerential equations. As the previous chapters
imply, we will concentrate on equations of the form
ΔϺ𝑓−𝜆𝑓 = 𝑔
for some 𝜆 ≥ 0 on compact ESMs — so there is no boundary, and thus there are no
boundary conditions either. In the case 𝜆 = 0 however, the problem requires ad-
ditional side conditions, because the kernel of ΔϺ contains the constant functions;
so we have to demand a single point and a function value to be ﬁxed.
In any case, this equation gives rise to the energies
159
Є𝜆∆(𝑓) ∶= ∫
Ϻ
(ΔϺ𝑓−𝜆𝑓)2 and ЄΞ∆(𝑓) ∶= ∫
Ϻ
(ΔϺ𝑓)2 + ∑
ξ∈Ξ
(𝑓(ξ))2
introduced in section 4.3. Consequently, they also imply tangent directional ver-
sions ЄT∆,𝜆 and ЄT∆,Ξ, and corresponding ambient penalty approximation function-
als. As we have seen in the respective section 4.3, we can directly include the right
hand side of the equation and obtain a residual minimisation problem suitable for
application of the results in Section 5.3. So we introduce the residual functional
R𝜆,𝑔∆,Ϻ(𝑆) ∶= ∫
Ϻ
(ΔT𝑆−𝜆𝑆−𝑔)2.
If 𝜆 > 0 and the equation has unique solution 𝑓∗ ∈ H2(Ϻ), we obtain APA functional
P𝜆,𝑔∆,Ϻ(𝑆,σϺ,σC) ∶= R𝜆,𝑔∆,Ϻ(𝑆) + ℎ
-σϺN∇Ϻ(𝑆) + ℎ-σCN∇C (𝑆).
In case 𝜆 = 0 for arbitrary ξ ∈ Ϻ and corresponding function value үξ ∈ ℝ we
obtain correspondingly the two functionals
PΞ,𝑔∆,Ϻ(𝑆,σϺ,σC,σξ) ∶= R0,𝑔∆,Ϻ(𝑆) + ℎ-σΞ(𝑆(ξ) − үξ)2 + ℎ
-σϺN∇Ϻ(𝑆) + ℎ-σCN∇C (𝑆),
P𝑔∆,Ϻ(𝑆,σϺ,σC) ∶= R0,𝑔∆,Ϻ(𝑆) + ℎ
-σϺN∇Ϻ(𝑆) + ℎ-σCN∇C (𝑆).
The last functional requires again a strict interpolation constraint 𝑆(ξ) = үξ to
reduce the kernel from all constant functions to the zero function alone.
The exact convergence rate we can hope for depends on the actual regularity of the
solution to the PDE. In our examples, we will always rely on smooth functions and
therefore can presume the achievable constants β1,β2 in the results of Section 5.3
to be eﬀectively optimal. That is, we can insert the convergence results for ambient
B-splines of Theorem 3.29, Corollary 3.33 and the respective results on normal
derivatives, so Corollaries 3.37 and 3.39. For splines of order 𝑚 ≥ 4 we can then
expect that there is a family (𝑠∗ℎ)ℎ<ℎ0 of restrictions of splines (𝑆
∗
ℎ)ℎ<ℎ0
∣∣𝑠∗ℎ −𝑓∗∣∣2H2(Ϻ) ≤ cℎ
2(𝑚−2) ∣∣𝑓∗∣∣2H𝑚(Ϻ)
∣∣ͲϺ(∇N𝑆∗ℎ)∣∣2L2(Ϻ) ≤ cℎ
2(𝑚−1) ∣∣𝑓∗∣∣2H𝑚(Ϻ)
and thus β2 = 2(𝑚 − 2) = 2𝑚 − 4 and β1 = 2(𝑚 − 1) = 2𝑚 − 2 in case of surfaces
in ℝ3 and curves in ℝ2. Inserting this in the results of Theorem 5.9 for the APA
convergence statement on residuals in the case without a side condition penalty,
we achieve 𝛼 = min{2𝑚− 4,2𝑚− 2−𝜎}, whereby an upper bound for 𝜎 is 2.
In our ﬁrst examples, we present the eﬀects in the curve case for σϺ = 1,σC = 1
and σϺ = 1.5,σC = 0.5. These examples are obtained by considering the equations
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ΔϺ𝑓 − 1𝑓 = 𝑔1, ΔϺ𝑓 − 2𝑓 = 𝑔2 and ΔϺ𝑓 − 4𝑓 = 𝑔3 on the three curves depicted
in Fig. 7.1 in the ﬁrst row, where 𝑔1 is obtained for curve length 𝐿 (depending on
the respective curve, of course) by insertion of the function
𝑓1 ∶ 𝑡 ↦ cos(5/𝐿 ⋅ (2π)𝑡), 𝑡 ∈ [0,𝐿[
in the equation. Similarly, 𝑔2, 𝑔3 are obtained by insertion of
𝑓2 ∶ 𝑡 ↦ cos(4/𝐿 ⋅ (2π)𝑡), 𝑡 ∈ [0,𝐿[.
The experimental convergence rates are also presented there, right below the re-
spective curves. We obtain roughly the expected convergence orders for spline
orders 𝑚 = 4,5, 6. However, at least the latter is running into some saturation.
This can presumably be attributed to the unfavorable ratio of stabilising cells ver-
sus support sizes in that case. We also see the convergence behaviour of the L2
error there, and once again cannot really draw a conclusion on a certain conver-
gence order, except that it is obviously controlled by the energy error.
In these examples, we also see that while diﬀerent penalty exponents produce the
expected convergence, the penalty on the space in particular should be chosen
lower if possible: This can be expected to have a positive eﬀect on the results,
although stability issues may arise if in particular σC = 0 is chosen.
As pointed out before, any choice for σϺ and σC between 0 and 2 is valid and has no
eﬀect on the convergence at least theoretically. However, particularly if the space
penalty exponent σC was small, like σC = 0, then the stability could suﬀer. And if it
was (too) high, we could run into saturation rapidly at least for higher spline orders.
There, the normal directional derivative can become dominant in the minimisation
problem at least from a numerical point of view. That does usually rarely occur for
cubics however, indicating further that the problem has numerical, not theoretical
reasons. On the other hand, exponent σC = 2 in the space penalty would consume
a lot of degrees of freedom also in the cubic case, and therefore have a negative
eﬀect on the actual quality — it was still reasonable, but better choices yielded
better results. Of course, one can also use diﬀerent penalties σC in space and σϺ
on the ESM again. If we take this into account, then the results for 0 ≤ σC ≤ 1 and
1 ≤ σϺ ≤ 2 were roughly comparable and all quite satisfactory: The exact outcome
would depend on the ESM geometry, and a good choice could still mean a gain of
one or two orders of magnitude in the L2 error, while the energy error was quite
stable under such modiﬁcations and only mildly aﬀected.
The expected convergence order in the energy norm as the square root of Є𝜆∆(𝑓)
is then the optimal ℎ𝑚−2, and we already know that this norm is equivalent to the
standard norm of H2(Ϻ). Similar to P𝜆,𝑔∆ , also the other functionals can be handled.
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Figure 7.1: Example curves and corresponding convergence orders: Convergence orders for exam-
ples (blue: bicubics, green: biquartics, orange: biquintics) with penalty exponents σϺ = 1,σC = 1
(thicker) and σϺ = 1.5,σC = 0.5 (thinner). — energy error (colored: approximation, black: refer-
encesℎ2,ℎ3,ℎ4), ⋅⋅⋅⋅⋅ L2-error (colored: approximation), all deduced for linear integral approximation
with about 600⌈1/ℎ⌉ points. First row: Insertion of 𝑓1 with 𝜆 = 4. Second row: Insertion of 𝑓2
with 𝜆 = 2. Third row: Insertion of 𝑓2 with 𝜆 = 1.
We will now turn to further examples presented in Fig. 7.2. These examples fea-
ture several further solutions 𝑓∗, one that is less ﬂuctuous and one that is more
ﬂuctuous than the ones before. Furthermore, we also consider curves with more
intricate geometry and with less intricate geometry, and with geometries that have
regular and irregular deformations. Similar to the previous examples, we now con-
centrate just on the equation ΔϺ𝑓−𝑓 = ?̃?𝑗 for 𝑗 = 1,2, 3. These 𝑔𝑗 are obtained by
insertion of functions 𝑓2, 𝑓3, 𝑓4 into the equation, for 𝑓2 as above and the functions
𝑓3 ∶ 𝑡 ↦ cos(9/𝐿⋅(2π)𝑡)+sin(3/𝐿⋅(2π)𝑡), 𝑓4 ∶ 𝑡 ↦ cos(1/𝐿⋅(2π)𝑡)+sin(1/𝐿⋅(2π)𝑡).
In our tests, we found the expected convergence behaviour veriﬁed again for all
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Figure 7.2: Example curves and corresponding convergence orders. Approximation of 𝑓2 (second
row) and 𝑓3 (third row) with orders 𝑚 = 4 (blue/violet, solid), 𝑚 = 5 (green/teal, dot-dashed) and
𝑚= 6 (orange/crimson, dashed). References ℎ2 (solid), ℎ3 (dot-dashed) and ℎ4 (dashed) all black.
spline orders, with a saturation at least in the quintic case around some 10−4 or
10−5. Again, we have also convergence of L2 error until some saturation about two
to three powers smaller, so at about 10−7 or 10−8. The saturation eﬀect occured
in particular for quintic splines, as the plots show — where of course these gave
also the best approximations of the three. We attribute this eﬀect particularly to
the fact that for quintic splines the conditioning of the system suﬀered most from
the increased ratio between support size and cell size. So for increasing order the
stabilizing eﬀect of the ”cell penalty” gets more and more lost.
That this eﬀect is indeed some kind of saturation is also supported by the plots and
results presented in Fig. 7.3, as there we have more intricate geometry, and thus
higher errors in the beginning, leading to the expected convergence behaviour
until at least an energy error of 10−4 or less. There, it seems also to have little
impact which of the penalty exponents we choose, so we just depict the results for
overall 𝜎 = 1. Note in particular that even for this intricate geometry, the error of
order zero decreases rapidly to a satisfactory value in all cases.
As the ﬁnal example for curves, we will also investigate the case 𝜆 = 0. As men-
tioned before, this case requires a special treatment, as the functional implied by
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Figure 7.3: Example curves and corresponding convergence orders. Approximation of 𝑓2 (second
row) and 𝑓4 (third row) with orders 𝑚 = 4 (blue/violet, solid), 𝑚 = 5 (green/teal, dot-dashed) and
𝑚 = 6 (orange/crimson, dashed). References ℎ2 (solid), ℎ3 (dot-dashed) and ℎ4 (dashed) all black.
All plots feature also the respective rms error of order zero, dotted in the respective color.
the equation itself does only give a positive semideﬁnite quadratic functional, be-
cause ΔT and ΔϺ both map constants to zero. Consequently, we have to ﬁx at least
one function value or have to enforce this function value by a penalty of the form
ℎ-σΞ ∑
ξ∈Ξ
(𝑆(ξ) − үξ)2.
Both mean no harm here. In the ﬁrst case, we still retain all relevant properties
for our choices of β1,β2 except for ”−ԑ”, and in the second we just have to make
the right choice for σΞ: For functions like those considered here, we can expect
convergence of function values to be of order ℎ𝑚 as well — we have stated in Re-
mark 3.20 that in this case we can expect optimal convergence in the maximum
norm, too. So we deduce that βco = 2𝑚 and we can choose σco ≤ 𝑚. But since we
expect that we loose nothing in the convergence if the interpolation is strict, we
would actually expect any choice of σco to work out. And indeed, for tests with dif-
ferent values from σco ∈ {2, 3, 4}we ﬁnd no relevant impact on the convergence and
an error of the function value in the speciﬁed point is close to machine precision.
We have depicted the results for insertion of functions 𝑓2 and 𝑓4 into the equation
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Figure 7.4: Example curves and corresponding convergence orders for approximation of 𝑓2 in case
𝜆 = 0: Convergence orders for examples: — Laplacian energy error (colored: approximations by
orders 4,5,6 (blue,green,orange), black: references ℎ2,ℎ3, in the right picture also thinner for
σϺ = 1.5, σC = 0.5). In the left picture also: ⋅−⋅−⋅ L2 error for approximations by orders 4,5,6
(blue,green,orange), all deduced for linear integral approximation with about 600⌈1/ℎ⌉ points.
Fig. 7.4. For the interpolation penalty variant, we used a penalty exponent σΞ = 3
here, which eﬀectively lead to interpolation as well, with a function value error of
about 10−15. Also, the resulting functions and errors for strict interpolation and
interpolation penalty were eﬀectively coincident. So we present only one version
in the plots. They show little to no deviations to the respective plots for the case of
𝜆 = 1 depicted in the preceding ﬁgures: Again, the convergence orders are about
what we have expected, and also with pleasant values of order zero rms.
Now it is once more time to switch to surfaces. We will investigate the surfaces
depicted in Fig. 7.5. These (smooth) surfaces are again required to be discretised
as a list of triangles with normals assigned to each vertex, so that we can apply
approximate piecewise linear integration.
In our tests, we used the insertion of the two functions 𝑓3,1 and 𝑓3,2 into ΔϺ𝑓−𝑓
to create our examples. The ﬁrst function is given as 𝑓3,1 = ͲϺ𝐹3,1 for
𝐹3,1(𝑥,𝑦,𝑧) ∶=
3
4e
−(9𝑥−2)2/4−(9𝑦−2)2/4 + 34e
−(9𝑥+1)2/49−(9𝑦+1)/10
+ 12e
−(9𝑥−7)2/4−(9𝑦−3)2 − 15e
−(9𝑥−4)2−(9𝑦−7)2
+ sin(𝑥 + 𝑦)exp(𝑥𝑦)cos(4𝑦 + 𝑧).
In the same way, the second function is given as 𝑓3,2 = ͲϺ𝐹3,2 for
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Figure 7.5: Example surfaces.
𝐹3,2(𝑥,𝑦,𝑧) ∶=
1
4e
−(9𝑥−2)2/4−(9𝑦−2)2/4 + 14e
−(9𝑥+1)2/49−(9𝑦+1)/10
+ 34e
−(9𝑥−7)2/4−(9𝑦−3)2 − 14e
−(9𝑥−4)2−(9𝑦−7)2
+ cos(𝑥 + 𝑦) log(𝑥2𝑦2 + 1) sin(4𝑦2 +𝑧).
Again, we ﬁnd the expected rates of convergence veriﬁed for both tricubics and
triquartics: The residual, and consequently also the energy, converges at the ex-
pected rate of convergence, ℎ2 or ℎ3. And as before, the L2-rms error is also quite
satisfactory, though not decreasing as regularly as the residual error. The results
are depicted in the subsequently following ﬁgures 7.6, 7.7 and 7.8.
7.1 Remark: (1) Unfortunately, triquintic splines can suﬀer from an early satu-
ration and also the creation of corresponding systems would become increasingly
costly. Thus we did not include them in the convergence analysis here any further.
(2) The saturation of the L2-rms error can probably be attributed to one of the
following eﬀects:
• The numerical integration might be not exact enough to represent the zero
order part of the functional suﬀiciently accurate, although it was suﬀicient for
the energy.
• The used penalty exponents make the respective part of the APA functional
numerically dominant compared to the zero order part of the functional.
• The zero order part of the functional is by orders of magnitude smaller than
the part of ﬁrst and particularly of second order. This means that when the
corresponding system becomes large and the numerical errors start to accu-
mulate, the zero order part is the ﬁrst to fall behind.
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• The discretisation of Ϻ itself is not accurate enough, as the triangulation al-
gorithm of Matlab employed is not necessarily giving exact vertices on Ϻ —
deviations by about 10−5 to 10−8 could easily occur.
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Figure 7.6: Surfaces and experimental convergence for energy (so second order) and zeroth order.
The L2 error of order zero (normalised via division by surface area) is dotted, and the (normalised)
error for the energy is solid (cubics) and dash-dotted (quartics). Results for cubics are blue/violet,
results for quartics are green/teal. All used a penalty exponent 𝜎 = 1.
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Figure 7.7: Further surfaces and experimental convergence for energy (so second order) and zeroth
order error. As before, the (normalised) error of order zero is dotted, and the (normalised) error for
the energy is solid (cubics) and dash-dotted (quartics). Results for cubics are blue/violet, results for
quartics are green/teal. All used a penalty exponent 𝜎 = 1.
168
0.04 0.056 0.08 0.112 0.16
10 -5
10 0
0.04 0.056 0.08 0.112 0.16
10 -6
10 -4
10 -2
10 0
0.04 0.056 0.08 0.112 0.16
10 -4
10 -2
10 0
0.04 0.056 0.08 0.112 0.16
10 -4
10 -2
10 0
0.04 0.056 0.08 0.112 0.16
10 -4
10 -2
10 0
0.04 0.056 0.08 0.112 0.16
10 -4
10 -2
10 0
0.04 0.056 0.08 0.112 0.16
10 -4
10 -2
10 0
0.04 0.056 0.08 0.112 0.16
10 -4
10 -2
10 0
0.04 0.056 0.08 0.112 0.16
10 -5
10 0
0.04 0.056 0.08 0.112 0.16
10 -5
10 0
Figure 7.8: Further surfaces and experimental convergence for energy (so second order) and zeroth
order error. As before, the (normalised) error of order zero is dotted, and the (normalised) error for
the energy is solid (cubics) and dash-dotted (quartics). Results for cubics are blue/violet, results for
quartics are green/teal. All used a penalty exponent 𝜎 = 1.
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7.2 Ideas for Open Subdomains of Submanifolds
In contrast to the case of compact ESMs, partial diﬀerential equations of the same
type on open ESMs (or subdomains of ESMs) require additional boundary condi-
tions to ensure unique solvability, for example an additional 𝑓 = 0 on the boundary
Γ0 of subdomain Ϻ0 ⋐ Ϻ ∈ 𝕄𝑘bd(ℝ𝑑). In this case, the square root of Є𝜆∆ is no
longer known to be an equivalent norm on H2(Ϻ0). However, we still retain what
we discussed in the end of section 5.3: We can include the boundary conditions in
the penalty and create a penalty functional of the form
P𝜆,𝑔∆,Ϻ0(𝑆,σϺ,σC,σco) ∶= R
𝜆,𝑔
∆,Ϻ0(𝑆) + ℎ
-σϺN∇Ϻ(𝑆,Ϻ0) + ℎ-σCN∇C (𝑆,Ϻ0) + ℎ-σco∫
Γ0
|𝑆|2 .
We can deduce at least residual convergence that corresponds to the energy norm
convergence of the last section: The results of Corollary 5.11 give us convergence
of the residual Є𝜆∆(𝑠ℎ − 𝑓∗) of order ℎ𝛼 for 𝛼 = min{(β1 + β2)/2,β2,β1 − 𝜎,βco −
σco}. While we can simply reuse the values of β1,β2,𝜎 from the previous situation
without boundary, we will have to make some further brief considerations for βco
and σco: By the (integer) trace theorem, we can expect that for 𝑠 = 𝑆|Ϻ0
∫
Γ0
|𝑆|2 = ∫
Γ0
∣𝑠 − 𝑓∗∣2 ≤ ∣∣𝑠 − 𝑓∗∣∣2H1(Ϻ0) ,
and therefore we can directly conclude that we can expect at least βco = β2 + 2
and thus see that we can choose at least σco = 2. In fact we would expect even
βco > β2 + 3− ԑ for any ԑ > 0, but we found σco = 2 suﬀicient in our tests.
Figure 7.9: Example surfaces cut along the section curves depicted in black. This decomposes the
surfaces in two parts, depicted in silver and yellow.
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For these tests, we simply cut some of the surfaces from the previous examples in
two parts — along the (𝑥,𝑧)-plane or (𝑥,𝑦)-plane. This gives us several situations
of subdomains with boundary that are ESMs in𝕄2sd(ℝ3), depicted in Fig. 7.9.
Our tests can then use almost the same functions as before, we just multiply by 𝑥 or
𝑧 appropriately to achieve a function that itself satisﬁes the boundary conditions:
We set therefore
𝐹3,3(𝑥,𝑦,𝑧) = 𝑥 ⋅ 𝐹3,1(𝑥,𝑦,𝑧), 𝐹3,4(𝑥,𝑦,𝑧) = 𝑧 ⋅ 𝐹3,1(𝑥,𝑦,𝑧),
𝐹3,5(𝑥,𝑦,𝑧) = 𝑥 ⋅ 𝐹3,2(𝑥,𝑦,𝑧), 𝐹3,6(𝑥,𝑦,𝑧) = 𝑧 ⋅ 𝐹3,2(𝑥,𝑦,𝑧)
In the tests, we use as before 𝜆 = 1. We further rely once again on a penalty
exponent 𝜎 = 1, and we use again a slightly enhanced set of cells, namely that
whose centers have distance to Ϻ0 less than ℎ. Projection is performed onto the
whole of Ϻ for those cells this time — or, to be more precise, on that part of Ϻ that
was necessary to do so.
The results of the tests are depicted in Fig. 7.10 and Fig 7.11. There we see the
expected convergence of the residual, and also convergence of the boundary values
as well as a behaviour of the zeroth order error like in the case of compact surfaces.
The only diﬀerence is that the residual is no longer directly equivalent to the norm
of H2(Ϻ), but apart from that the results are promising.
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Figure 7.10: Example surfaces and practical rates of convergence for (normalised) energy error
and (normalised) L2 error. As before, the L2 error of order zero is dotted, and the error for the
energy is solid and dash-dotted, respectively. The boundary condition root mean square error is
depicted dashed. Results for cubics are depicted in (blue/violet), results for quartics are depicted
in (green/teal). All used a penalty exponent 𝜎 = 1. The left convergence plot is based on the silver
part of the surface and approximation of function 𝑓3,3, while the right plot is based on the golden
part and insertion of 𝑓3,5.
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Figure 7.11: Example surfaces and practical rates of convergence for (normalised) energy error
and (normalised) L2 error a well as boundary error. As before, the L2 error of order zero is dotted,
and the error for the energy is solid and dash-dotted, respectively. The boundary condition root
mean square error is depicted dashed. Results for cubics are depicted in (blue/violet), results for
quartics are depicted in (green/teal). All used a penalty exponent 𝜎 = 1. The left convergence plots
are based on the silver part of the surface and approximation of function 𝑓3,4, while the right plot
is based on the golden part and insertion of 𝑓3,6.
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Chapter 8
Conclusion and Prospects
In this thesis, we have presented a number of new or enhanced approaches to many
approximation problems on embedded submanifolds. These include
• extended and enhanced convergence results for the ambient approximation
method, which gives us optimal convergence rates for suitable Sobolev norms
when applied to tensor product splines by local quasi-projections,
• convergence results for ambient approximation operators under point con-
straints and for normal derivatives,
• a thorough analysis of relations between ﬁrst and second order intrinsic (tan-
gential) and extrinsic (Euclidean) derivatives for functions on embedded sub-
manifolds,
• an analysis of the kernel of the second order tangential derivative operator
under ﬁnite interpolation constraints that transferred the concept of unisol-
vency to the submanifold setting,
• a general framework for the approximation of minimisers to a whole range of
intrinsic second order functionals, the augmented equivalently EN-extrinsic
functionals, by the ambient penalty approximation (APA) method,
• speciﬁc methods for extrapolation of sparse data and for smoothing on em-
bedded submanifolds that yield approximate functional minima via APA min-
imisation and provide also pleasant practical results,
• speciﬁc methods for the solution of a model PDE by APA-based residual min-
imisation that provide optimal convergence of the residual for both open and
closed submanifolds, with the latter providing optimal convergence of a sec-
ond order Sobolev norm as well.
Nonetheless, numerous extensions and further developments or deeper investiga-
tions remain open for future research:
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First of all, it would be interesting to check for other approximation methods that
meet the requirements of the ambient approximation method we proposed, for
instance radial basis functions, moving least squares or other methods providing
suitable quasi-interpolations. This could then also lead to applicability of the APA
functional minimisation with these approximation methods.
In the present thesis, all submanifolds were required to be bounded. Therefore, a
generalisation of all results to suitable unbounded embedded submanifolds would
be interesting and increase the applicability of the concepts introduced here.
One way to overcome the unsatisfactory restrictions with respect to the submani-
fold dimension 𝑘 when minimizing energy under ﬁxed interpolation constraints
would be to turn to higher orders for energy estimation, so to consider not the
second, but possibly the third, fourth or ℓth tangential derivative. In achieving this,
one would have to prove correspondence of tangential and Euclidean derivatives of
constant extensions also in this setting. And one would also have to ﬁnd conditions
under which a given set of points provides suitable intrinsic unisolvency.
Regarding the concept of APA minimisation in general, the conditioning of the sys-
tem and in particular the impact of the ”space penalty” on the stability was not
investigated systematically so far, and a deeper insight might help in further im-
proving convergence rates and actual results of the method.
Another interesting question is what happens if the underlying ESM is not (in-
ﬁnitely) smooth. Of signiﬁcant importance in practice are in particular the cases
of C0-, C1- and C2-submanifolds. In some brief numerical tests, it seemed that if
the presented method is applied straightforwardly to such ESMs, this is desperate
for the case C0, gives reduced convergence order for C1 and produces eﬀectively
the same orders as in the smooth case for C2, but the matter deﬁnitely requires
further investigation.
One major drawback of the APA approach seems to be that if the geometry is very
intricate, a signiﬁcant number of cells is required to resolve the geometry of the
ESM suitably. To overcome this, approaches based on hierarchical splines might
be beneﬁcial, and these could also be employed in adaptive reﬁnement for further
improvement of approximation results.
Another drawback of eﬀectively any ambient space method is apparantely what
could be called the curse of codimensionality, in correspondence to the well-known
curse of dimensionality: If the codimension increases, then the number of functions
on each spline cell is, roughly speaking, some 𝑚𝑑, not only some 𝑚𝑘. That means
that when the codimension is large, this can become prohibitive to reasonable
application: It even plays a crucial role if a surface is embedded into ℝ3 or in ℝ4,
and it would be interesting to ﬁnd out if there is some way to overcome this. So
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one would need to determine if the number of basis functions could be reduced in
that respect without loosing approximation power.
An application and further investigation of the presented method for energy min-
imisation might also be particularly interesting in terms of statistics and machine
learning: There is a huge demand for suitable fast and easy regression methods
that could presumably be deduced directly from our approach, also in terms of
Tikhonov regularisation — but the exact statistical properties would have to be in-
vestigated thoroughly.
Further, a detailed discussion of the actual regularity of the optimal solutions for
these problems, and of achievable convergence rates, would be beneﬁcial.
Regarding the solution of partial diﬀerential equations, it would ﬁrst of all be very
interesting to investigate the tangential formulations and suitable requirements
for such formulation in more general elliptic equations, and subsequently also for
other types of second or higher order PDE. Furthermore, convergence results in
the case with boundary, convergence orders for Sobolev norms of lower orders than
the energy order 2 and the inclusion of Neumann and other boundary conditions
into the APA functional would be interesting. And in the case with a boundary, we
could also hope to apply some kind of maximum principle to obtain a-posteriori
error bounds for our approximations.
Finally, a suitable adaption of our concept of equivalently EN-extrinsic functionals
in terms of a Galerkin formulation of intrinsic PDE and a corresponding APA-related
formulation seems to be a promising approach as well, as brief numerical tests
imply.
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Chapter 9
Appendix
9.1 An Atlas for Embedded Submanifolds
We are now going to provide a full construction scheme for a suitable inverse atlas
that meets all the requirements we have for our inverse atlases on ESMs.
9.1.1 The Exponential Map
The ﬁrst concept for the ESM itself we will require and use is that of the exponential
map of an ESM. We present it along with some basic results on how to employ this
map for the construction of a useful inverse atlas to an ESM (cf. [9, §3], [13, Prop.
88]):
9.1 Deﬁnition Let Ϻ ∈ 𝕄𝑘bd(ℝ𝑑), 𝑥 ∈Ϻ and T𝑥Ϻ ≅ ℝ𝑘 the tangent space in 𝑥.
Then for some suitably small open ball B𝑘𝑟𝑥(0) ∈ ℝ
𝑘 ≅ T𝑥Ϻ the exponential map
exp𝑥,Ϻ ∶ B
𝑘
𝑟𝑥(0) ⊆ ℝ
𝑘 →Ϻ is deﬁned by
exp𝑥,Ϻ(𝑧) ∶=
⎧{
⎨{⎩
𝑥 if 𝑧 = 0
γ𝑥,𝑧(||𝑧||2) otherwise
,
where γ𝑥,𝑧 is the uniquely deﬁned arc-length parameterised geodesic that contains
𝑥 and has direction 𝑣𝑧 for some suitable identiﬁcation 𝑣𝑧 in T𝑥Ϻ of 𝑧 in ℝ𝑘.
9.2 Proposition For a smooth Ϻ ∈ 𝕄𝑘bd(ℝ𝑑), the exponential map exp𝑥 is a
smooth diﬀeomorphism in a suitably small ball B𝑘𝑟𝑥(0) for any 𝑥 ∈Ϻ and 𝑟𝑥 ∈]0,∞]
called injectivity radius. If Ϻ is topologically complete, then 𝑟𝑥 = 𝑟(𝑥) depends
continuously on 𝑥.
We can also deﬁne a distance function dϺ(⋅, ⋅) on Ϻ: If we consider curves γ ∶
[0, 1] →Ϻ, then we obtain a distance function on Ϻ as
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dϺ(𝑥,𝑧) ∶= inf
⎧{
⎨{⎩
∫
[0,1]
∣∣γ′∣∣2 ∶ γ(0) = 𝑥,γ(1) = 𝑧
⎫}
⎬}⎭
.
Because the relative closure of any nonclosed Ϻ is compact in our case as it is
a subdomain of a compact ESM, this is well deﬁned and ﬁnite even in that case.
And if additionally 𝑧 ∈ exp(B𝑟𝑥(0)), then it is well known that the respective curve
realising the distance is a geodesic from 𝑥 to 𝑧. Even better, the following holds:
9.3 Corollary Within exp(B𝑟𝑥(0)), the squared distance function dϺ(𝑥,𝑧)
2 is as
smooth as Ϻ.
Proof: This is clear because of the smoothness of the exponential map and the
one-to-one correspondence between Euclidean distance of exp-1𝑥(𝑧) to 0 and the
intrinsic distance of 𝑧 to 𝑥 that is directly implied by the deﬁnition. q
9.1.2 The Construction of an Atlas
First of all, we can now ﬁnd a ﬁnite inverse atlas of a compact ESM that is made
up just of balls as parameter spaces and exponential maps as parameterisations:
The exponential map exp𝑥,Ϻ of Ϻ is injective in a radius 𝑟(𝑥) around the origin,
and that radius is a continuous function of 𝑥. So by compactness of Ϻ there must
be a minimal 𝑟∗ > 0 over all of Ϻ. Thus we can take the exponential map and any
0 < 𝑟 < 𝑟∗ to obtain an open cover of Ϻ by considering the images of the open
balls B𝑘𝑟(0) under exp𝑥,Ϻ to all 𝑥 ∈ Ϻ. By compactness, there is a ﬁnite subcover,
and exp𝑥,Ϻ for arbitrary 𝑥 ∈Ϻ is C-bounded on any closed ball B
𝑘
𝑟(0).
9.4 Remark: If we want to have ﬁxed functions T,N that map any point 𝑧 ∈ B𝑘𝑟(0)
to an orthonormal frame of the tangent or normal space in exp𝑥,Ϻ(𝑧), then we can
easily achieve this by application of Gram-Schmidt orthonormalisation. To make
these functions well-deﬁned on all of B𝑘𝑟(0), we can be required to reduce 𝑟 further,
but by compactness we can still ﬁnd a suﬀiciently small 𝑟 > that works on all of Ϻ
and gives a ﬁnite subcover.
This construction would suﬀice for our desired inverse atlas if we have only com-
pact ESMs. But as we do have subdomains with boundary as an option, we have to
invest considerably more work. So let us have a closer look at the parameterisa-
tions of our ESMs. To achieve our goal of a ﬁnite inverse atlas where any inverse
of a chart is suitably C-bounded and any parameter space is a Lipschitz domain
also in the case with boundary, we will need some auxiliary results that are also
interesting in their own right:
9.5 Theorem — Intrinsic Tubular Neighbourhood Theorem —
Let Γ ∈ 𝕄𝑘−1cp (ℝ𝑑) ∩ 𝕄𝑘−1bd (Ϻ) be orientable within Ϻ for Ϻ ∈ 𝕄𝑘cp(ℝ𝑑). Let ν ∶
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Γ → TϺ be a smooth unit vector ﬁeld that is normal to Γ. Then there is 𝛿 > 0 such
that on the set Γ × ]−𝛿,𝛿[ the map ψΓ,Ϻ is injective, where
ψΓ,Ϻ ∶ (𝑥, 𝑡) ↦ exp𝑥,Ϻ (𝑡 ⋅ ν(𝑥)) .
The image of this set under the respective map is the intrinsic tubular neighbour-
hood UϺ𝛿(Γ).
Proof: We note that by the required orientability of Γ it is easily veriﬁed that such
normal ﬁeld exists always. Almost copying the ideas of [44], we then note that the
Jacobian of ψΓ,Ϻ is clearly nonsingular in any (𝑥, 0), and that map is smooth: Ϻ
is a smooth ESM, exp is smooth and ν as well. Consequently, the inverse function
theorem and the compactness of Γ give the existence of a suitable 𝛿 > 0. q
Figure 9.1: Depicted on the left is a tubular neighbourhood of a curve in ℝ2 with Bɴԑ(⋅) to two
points. Depicted on the right is an intrinsic tubular neighbourhood of a curve in 𝕊2, again with
orbits of expϺ,𝑥 (𝑡 ⋅ ν(𝑥)) for ﬁxed 𝑥 and varying 𝑡.
The following theorem now gives us the existence of an inverse atlas with Lipschitz
parameter spaces and C-bounded parameterisations that will lead to our ”inverse
atlas of choice” for this thesis:
9.6 Theorem IfϺ ∈𝕄𝑘bd(ℝ𝑑), then there is a ﬁnite inverse atlas𝔸Ϻ = (ψ𝑖,ω𝑖)𝑖∈𝐼
such that any ω𝑖 ∈ 𝕃𝕚𝕡𝑘. Moreover ψ𝑖 is C-bounded on ω𝑖 with a constant indepen-
dent of 𝑖 ∈ 𝐼.
Proof: The proof for the compact case (so without boundary) is quite short: We
have already deﬁned a suitable inverse atlas by using the exponential map and
balls of certain ﬁxed radius 𝑟 > 0, which are obviously Lipschitz.
Turning now to the case with boundary, we have required in this case that Ϻ ⊆ Ϻ̂
with Ϻ̂ ∈ 𝕄𝑘cp(ℝ𝑑) a compact ESM without boundary. Our primary goal is now
to parameterise the area near the boundary of Ϻ suitably, because afterwards we
can simply ﬁll up with ”exponential” parameterisations in the interior. Therefore,
we use the intrinsic tubular neighbourhood of the boundary, which we will param-
eterise by using an exponential parameterisation of the boundary and extending
this. So let Γ = ∂Ϻ ∈ 𝕄𝑘−1cp (ℝ𝑑) be a hypersurface of some Ϻ̂ ∈ 𝕄𝑘cp(ℝ𝑑). By
conception, we know that Γ is a compact ESM without boundary, whereby there
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Figure 9.2: Depicted is the step from one parameter space for the intrinsic tubular neighbourhood
to the respective part of the intrinsic tubular neighbourhood. The boundary is depicted in teal, the
dashed green curve implies Ϻ, the dotted green curve completes Ϻ to become Ϻ̂. Intrinsic tubular
neighbourhood in blue.
is an exponential inverse atlas 𝔸Γ = {(⏜ψ𝑖, ⏜ω𝑖)}𝑖∈𝐼 with ﬁnite index set 𝐼 such that
any ⏜ψ𝑖 is C-bounded and any ⏜ω𝑖 is a ball of radius 𝑟Γ > 0. We will now make a
parameterisation of the intrinsic tubular neighbourhood out of this. We choose
therefore
ψ̂𝑖 ∶ ⏜ω𝑖 × ]−
𝛿
2,
𝛿
2[ → Ϻ̂ ψ̂𝑖(𝑥, 𝑡) = exp ⏜ψ𝑖(𝑥),Ϻ̂ (𝑡 ⋅ ν(⏜ψ𝑖(𝑥))) .
This yields a C-bounded parameterisation of UϺ̂𝛿/2(Γ) if applied on any ⏜ω𝑖 and ⏜ψ𝑖.
Moreover, we can demand that the radius 𝑟Γ is the 𝛿 > 0 of the intrinsic tubular
neighbourhood theorem without harm, as we just have to shrink one or the other
suﬀiciently. The resulting sets ⏜ω𝑖 × ]−𝛿/2,𝛿/2[ are obviously hypercylinders and
thus clearly Lipschitz domains.
We will achieve a parameterisation of UϺ̂𝛿/2(Γ) ∩Ϻ now by simply restricting the
parameter space to ⏜ω𝑖 × ]0,𝛿/2[ or ⏜ω𝑖 × ]−𝛿/2, 0[, depending on which side of Γ
the desired set Ϻ was. This choice shall be named ω̂𝑖. Then we have to enhance
the resulting inverse atlas {(ψ̂𝑖, ω̂𝑖)}𝑖∈𝐼 parameterizing UϺ̂𝛿/2(Γ) ∩Ϻ by suﬀiciently
many pairs (exp𝜉,Ϻ,B
𝑘
𝑟(0)) for suitable 𝜉 ∈ Ϻ with dϺ(𝜉,Γ) > 𝛿/2 to obtain an
inverse atlas for the whole of Ϻ, which is no problem by the relative compactness
of Ϻ in the compact ESM Ϻ̂. q
9.7 Remark: (1) We can thereby choose a restrictable Lipschitz inverse atlas for
an ESM Ϻ̂, which we use in deﬁning Sobolev spaces: We just have to change the
last step in the proof of the theorem, where we do not take the upper or lower half
of ⏜ω𝑖 × ]−𝛿/2,𝛿/2[, but the whole set, and ﬁll up again by exponentials as parame-
terisations and balls as parameter spaces, but this time covering all of Ϻ̂.
(2) The construction of suitable smooth maps T𝑖 ∶ ω𝑖 → TϺ and N𝑖 ∶ ω𝑖 → NϺ that
assign each element of ω𝑖 and thereby also each element of ψ𝑖(ω𝑖) to an orthonor-
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mal frame of the respective tangent and normal space is again easily achieved: For
T𝑖 we just have to apply orthonormalisation to the Jacobian of the parameterisation
ψ𝑖, and thereby we can also construct N𝑖 after possibly shrinking the parameter
spaces suitably.
(Ʒ) By this construction it is particularly obvious that in the case without boundary
we can always choose the radius of the parameter space balls slightly larger or
smaller if needed and still obtain an inverse atlas.
9.2 A Theory of Function Spaces on Embedded Subman-
ifolds
We now present a more detailed, though still brief, revision of important facts for
function spaces on ESMs. In particular, we give proofs for the respective results
from the main part that were omitted there.
9.2.1 Norm Equivalences for Integer Order Spaces
We begin this section with the proof of Theorem 2.26, which comes along with a
useful lemma that states the invariance of integer Sobolev spaces under diﬀeomor-
phisms:
9.8 Lemma If Ω ∈ 𝕃𝕚𝕡𝑑 and φ ∶ Ω → φ(Ω) is a bidirectionally C-bounded diﬀeo-
morphism, then ∣∣𝑓∣∣W𝑚𝑝 (ϕ(Ω)) is equivalent to the following norm:
∣∣𝑓∣∣W𝑚𝑝 (Ω,ϕ) ∶= ∣∣𝑓 ∘ φ∣∣W𝑚𝑝 (Ω) .
Proof: The claimed equivalence is actually well known and fairly obvious, but we
shall nonetheless give a short proof here to emphasise some aspects of uniformity
of constants. We deﬁne 𝑧 = φ(𝑥) and obtain for any smooth function 𝑓 that it holds
‖𝑓‖𝑝W𝑚𝑝 (ϕ(Ω)) = ∑|𝛼|≤𝑚
∫
ϕ(Ω)
|𝜕𝛼𝑓|𝑝 = ∑
|𝛼|≤𝑚
∫
Ω
|(𝜕𝛼𝑓) ∘ φ|𝑝 ⋅ | det𝐷φ|.
Faà di Bruno’s formula gives us a tool to bound the partial derivatives of 𝑓ϕ ∶= 𝑓∘φ
by partials of 𝑓 (cf. [82, 4.2.1, esp. Thm. 6]): We obtain that any partial derivative
of multi-index-order 𝜂 of 𝑓ϕ is a linear combination of partials of 𝑓 to multi-indices
𝛽 up to order |𝜂|, and the coeﬀicients are polynomials 𝑃𝜂,𝛽(φ) in partial derivatives
of φ up to order |𝜂|, which are known to be globally bounded up to any ﬁnite order
by C-boundedness:
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𝜕𝜂𝑓ϕ = ∑
1≤|𝛽|≤|𝜂|
((𝜕𝛽𝑓) ∘ φ) ⋅ 𝑃𝜂,𝛽(φ)⟹ |𝜕𝜂𝑓ϕ| ≤ c ∑
1≤|𝛽|≤|𝜂|
|(𝜕𝛽𝑓) ∘ φ|.
Consequently, we can apply Hölder’s inequality to obtain
|𝜕𝛼𝑓ϕ|𝑝 ≤ c ∑
|𝛽|≤𝑚
|(𝜕𝛽𝑓) ∘ φ|𝑝,
for some constant c independent of 𝑓 and φ. Additionally 0 < ԑ ≤ |det𝐷φ| for some
ﬁxed ԑ by C-boundedness and diﬀeomorphy, so we can deduce that
|𝜕𝛼𝑓ϕ|𝑝 ≤ c ∑
|𝛽|≤𝑚
|(𝜕𝛽𝑓) ∘ φ|𝑝| det𝐷φ| ≤ c ∑
|𝛽|≤𝑚
|(𝜕𝛽𝑓) ∘ φ|𝑝.
Integration and summation over 𝛼 yields one of the desired inequalities for smooth
functions, and the overall result comes by density. To obtain the other, we just have
to reapply this process in the inverse direction, so with φ-1 and 1/det𝐷φ. q
Proof of Theorem 2.26: Since we have a ﬁnite bounded Lipschitz inverse at-
las on Ϻ and Uℎ(Ϻ), we can restrict ourselves to one pair (ψ,ω), corresponding
(Ψ,ω×Bĸℎ(0)) and corresponding Uω,ℎ = Ψ(ω×Bĸℎ(0)). Then, the ﬁrst inequality is
eﬀectively just the statement of Lemma 9.8:
𝑎1‖𝐹‖W𝑚𝑝 (Uω,ℎ) ≤ ‖𝐹 ∘Ψ‖W𝑚𝑝 (ω×Bĸℎ) ≤ 𝑎2‖𝐹‖W𝑚𝑝 (Uω,ℎ).
Since the overlap count of the setsΨ𝑖(ω×Bĸℎ(0)) is bounded by deﬁnition, we obtain
the desired relation by summation. We have to take some care on the uniformity of
constants w.r.t. ℎ however. But by taking a close look at the proof of the preceeding
Lemma 9.8, we see that the extent of the regions never played a role there as long
as C-boundedness was guaranteed for a global constant over the regions — which
can be required as the regions just get smaller and are suitably nested. So we
can directly conclude the desired inequality by summing over all charts, as we
know that any Ψ is bidirectionally C-bounded with a global constant valid for all
parameterisations.
Turning to the second relation, we just have to achieve that for any (ψ,ω) with
corresponding (Ψ,ω × Bĸℎ(0)) and ⃡⃡ ⃡⃡ ⃡⃡𝐹ψ ∶= (EN𝑓) ∘Ψ we have the inequality
𝑏1ℎĸ/𝑝‖𝑓‖W𝑚𝑝 (ψ(ω)) ≤ ‖⃡⃡ ⃡⃡ ⃡⃡𝐹ψ‖W𝑚𝑝 (ω×Bĸℎ) ≤ 𝑏2ℎ
ĸ/𝑝‖𝑓‖W𝑚𝑝 (ψ(ω)).
This is suﬀicient because the overall result can then be deduced by ﬁnite summa-
tion. So it actually suﬀices to provide
𝑏1ℎĸ/𝑝‖𝑓‖W𝑚𝑝 (ψ(ω)) ≤ ‖⃡⃡ ⃡⃡ ⃡⃡𝐹ψ‖W𝑚𝑝 (ω×Bĸℎ) and ‖⃡⃡ ⃡⃡ ⃡⃡𝐹ψ‖W𝑚𝑝 (ω×Bĸℎ) ≤ 𝑏2ℎ
ĸ/𝑝‖𝑓‖W𝑚𝑝 (ψ(ω)).
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This is easy to see: By deﬁnition we have ⃡⃡ ⃡⃡ ⃡⃡𝐹ψ(𝑥,𝑦) = 𝑓(ψ(𝑥)) for 𝑥 ∈ ω and 𝑦 ∈ Bĸℎ.
Consequently, any 𝜕𝛼 ⃡⃡ ⃡⃡ ⃡⃡𝐹ψ(𝑥,𝑧) will vanish if at least one of the last ĸ entries of 𝛼 is
nonzero. And if all of these last ĸ entries in 𝛼 are zero, then 𝜕𝛼 ⃡⃡ ⃡⃡ ⃡⃡𝐹ψ(𝑥,𝑧) coincides
with the corresponding 𝜕𝛼(𝑓 ∘ ψ)(𝑥) and is thus constant in 𝑧. So for any 𝑥 ∈ ω
∫
Bĸℎ
∑
|𝛼|≤𝑚
|𝜕𝛼 ⃡⃡ ⃡⃡ ⃡⃡𝐹ψ(𝑥,𝑧)|𝑝 = c ⋅ ℎĸ ∑
|𝛼|≤𝑚
|𝜕𝛼(𝑓 ∘ ψ)(𝑥)|𝑝,
which gives the desired result by Fubini and insertion. q
9.2.2 Embeddings in Sobolev Spaces
The following proposition sums up a number of relevant embedding properties of
Sobolev spaces into one another and into spaces of continuous functions that we
refer to every once in a while and that are stated here for the readers convenience
(cf. [1, Th. 5.4], [2, Th. 6.3]):
9.9 Proposition — Integer Sobolev Embedding —
Let Ω ∈ 𝕃𝕚𝕡∗𝑑, 𝑚,𝜇 ∈ ℕ0 and 𝑝,𝑞 ∈ [1,∞[. Then we have the continuous embed-
dings
1. W𝑚𝑝 (Ω) ↪W𝜇𝑝(Ω), if 𝜇 ≤ 𝑚.
2. W𝑚𝑝 (Ω) ↪ C(Ω) if 𝑚> 𝑑𝑝 and 𝑝 > 1.
9.10 Proposition — Rellich-Kondrachov Embedding —
The embedding W𝑚𝑝 (Ω) ↪ W𝜇𝑝(Ω) from the last proposition is compact if 𝜇 < 𝑚.
That means, for any bounded sequence in W𝑚𝑝 (Ω) there is a subsequence that is
convergent as a sequence of W𝜇𝑝(Ω).
All of the above embedding results also hold for ESMs. To see this, note that 𝑓 ∈
W𝑚𝑝 (Ϻ) precisely if and only if for any (ψ𝑖,ω𝑖) in the ﬁnite inverse atlas with eachψ𝑖
being C-bounded up to order𝑚 it holds for any 𝑖 ∈ 𝐼 that 𝑓∘ψ𝑖 ∈W𝑚𝑝 (ω𝑖). On each
ω𝑖 we can apply the respective embedding, and since the inverse atlas is ﬁnite, we
can simply use the maximal necessary constant over all parameterisations.
Only the Rellich-Kondrachov embedding requires some further simple arguments:
If (𝑔𝑛)𝑛∈ℕ is bounded in W
𝑚
𝑝 (Ϻ), then the function 𝑔𝑛 ∘ ψ is bounded in W
𝑚
𝑝 (ω) for
any 𝑛 ∈ ℕ and any (ψ,ω) in the inverse atlas. So in particular there is a subse-
quence (𝑔1𝑛)𝑛∈ℕ of (𝑔𝑛)𝑛∈ℕ such that (𝑔1𝑛 ∘ ψ1)𝑛∈ℕ is convergent in W
𝜇
𝑝(ω1). We
repeat this argument for (𝑔1𝑛)𝑛∈ℕ as an obviously bounded set over (ψ2,ω2) to ob-
tain a subsequence (𝑔2𝑛)𝑛∈ℕ of (𝑔1𝑛)𝑛∈ℕ that is convergent in W
𝜇
𝑝(ω2). By repeating
this process until all pairs of the ﬁnite inverse atlas are covered we obtain the
desired Rellich-Kondrachov Theorem.
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We also have an embedding theorem that corresponds to Proposition 9.9 in the
fractional case〈1〉:
9.11 Proposition — Fractional Sobolev Embedding —
Let Ω ∈ 𝕃𝕚𝕡𝑑, 0 ≤ 𝜎 ≤ 𝑠 < 1 and 𝜇,𝑚 ∈ ℕ0. Then the following embeddings hold:
1. H𝑚+𝑠(Ω) ↪ H𝜇+𝜎(Ω) if 𝜇+𝜎 ≤ 𝑚+ 𝑠.
2. H𝑚+𝑠(Ω) ↪ C(Ω) if 𝑚+𝑠> 𝑑2 .
All relations also hold for Ω = ℝ𝑑.
9.2.3 A Note on Besov Spaces
Amongmany diﬀerent choices to deﬁne these very general class of function spaces,
we follow the concept applied in [68] and presented e.g. in [100, 1.11.9]. As al-
ready stated elsewere and presented e.g. in [77, 96, 97, 98, 99, 100], particularly
[96, Sect. 2.3.2, Sect 2.7.1], [98, Sect. 2.3, 2.8, 4.2, 4.6], [99, Sect. 2, Th. 2.13], our
Slobodeckij Hilbert spaces appear as special cases of these Besov spaces. More-
over, these Besov spaces can be obtained by a concept called function space in-
terpolation (cf. [14, 77, 96, 97, 98, 100]), and as the Slobodeckij spaces appear
as special Besov spaces, we can employ the powerful results of that concept in
our setting. We shall not go into detail here and refer the interested reader to the
profound amount of literature treating this topic. We just give the deﬁnition and a
simple but important example:
9.12 Deﬁnition For real 𝑟 = 𝑚+ 𝑠 with 𝑚 ∈ℕ0, 0 ≤ 𝑠 < 1 and 1 ≤ 𝑝,𝑞 < ∞, we
deﬁne the Besov space B𝑟𝑝,𝑞(ℝ𝑑) as the space of functions in W𝑚𝑝 (ℝ𝑑) for which
∫
ℝ
1
𝑡 (𝑡
−𝑟𝜔𝑚+1(𝑓, 𝑡)𝑝)
𝑞 𝑑𝑡 < ∞.
Therein, 𝜔𝑚(𝑓, 𝑡)𝑝 is the 𝑚th modulus of smoothness of 𝑓 w.r.t. 𝑡, so for the dif-
ference operator 𝛥𝑣(𝑓) ∶= 𝑓(⋅ + 𝑣) − 𝑓(⋅) it is given as
𝜔𝑚(𝑓, 𝑡)𝑝 = sup|𝑣||2≤𝑡
∣∣𝛥𝑚𝑣 (𝑓)∣∣L𝑝(ℝ𝑑) .
9.13 Example: Any univariate, compactly supported function that is piecewise
constant with a ﬁnite set of breaks is in the Besov space Bԑ𝑝,𝑝(ℝ𝑑) for any 0 < ԑ <
1/𝑝. This can be seen as follows: We restrict ourselves to the case of a function 𝑓
that is 1 in some [0, 𝑡0] and vanishes elsewhere. Then we can bound
〈1〉Cf. [1, 7.57ﬀ],[2, 7.30ﬀ,7.57ﬀ],[32] [80], [96, Sect. 2.3.2, Sect 2.7.1], [100, Sect. 1.11, 4.1] and
the identiﬁcation from [2, p. 255]
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sup
|𝑣|≤𝑡
∣∣𝛥1𝑣(𝑓)∣∣L𝑝(ℝ)
≤ ⎛⎜⎜⎜
⎝
0
∫
−min(𝑡,𝑡0)
1𝑑𝑡 +
𝑡0
∫
𝑡0−min(𝑡,𝑡0)
1𝑑𝑡⎞⎟⎟⎟
⎠
1/𝑝
≤ c min(𝑡, 𝑡0)1/𝑝.
Inserting this gives ﬁniteness of the respective seminorm precisely if 𝑠< 1𝑝 . As for
the modulus of smoothness it holds due to [89, Thm. 2.29]
𝜔𝑚+1(𝑓, 𝑡)𝑝 ≤ 𝑡𝑚𝜔1(D𝑚𝑓, 𝑡)𝑝,
we can thus derive in particular that any univariate B-spline of order𝑚with overall
knot multiplicity one is in B𝑟𝑝,𝑝(ℝ𝑑) for any 𝑟<𝑚−1+ 1𝑝 .
9.2.4 Consequences of Sobolev Space Interpolation
We will also make use of the interpolation property (cf. [77, Th. 1.1.6], [89, Th.
6.30], [14, Def. 2.4.1], [96, Sect. 2.4.1]):
9.14 Proposition LetΩ1 ∈ 𝕃𝕚𝕡∗𝑑1,Ω2 ∈ 𝕃𝕚𝕡
∗
𝑑2. Let 𝑟 = 𝜃𝑟1+(1−𝜃)𝑟2 for 𝜃 ∈ ]0, 1[
and reals 0 ≤ 𝑟1 ≤ 𝑟2 < ∞ and let 𝜚 = 𝜃𝜚1 + (1 − 𝜃)𝜚2 for reals 0 ≤ 𝜚1 ≤ 𝜚2 < ∞.
If Λ ∶ H𝑟𝑖(Ω1) ↦ H𝜚𝑖(Ω2) is bounded for 𝑖 = 1, 2, then Λ ∶ H𝑟(Ω1) ↦ H𝜚(Ω2) is
bounded as well and
||Λ||H𝑟→H𝜚 ≤ cΩ ||Λ||𝜃H𝑟1→H𝜚1 ||Λ||
(1−𝜃)
H𝑟2→H𝜚2 .
If a family {Λℎ}0<ℎ<ℎ0 of such operators satisﬁes
∣∣Λℎ∣∣𝜃H𝑟1→H𝜚1 ≤ c1ℎ
𝜆1 and ∣∣Λℎ∣∣(1−𝜃)H𝑟2→H𝜚2 ≤ c2ℎ
𝜆2,
then we have in particular the relation ∣∣Λℎ∣∣H𝑟→H𝜚 ≤ cℎ
𝜆1⋅𝜃+𝜆2⋅(1−𝜃).
Proof: The result forΩ𝑗 = ℝ
𝑑𝑗 is a consequence of [77, Th. 1.1.6] and the fact that
our Slobodeckij spaces are such interpolation spaces for interpolation of Hilbert
spaces. The latter is a consequence of the fact that the interpolation methods that
are employed in obtaining them have the respective property, cf. the theorems
3.1.2, 3.2.2 and 4.1.4 in [14]. In particular, the choice 𝑟2 = 𝑟1 or ϱ2 = ϱ1 is valid
by [14, Th. 6.4.5].
The respective result forΩ𝑗 ∈ 𝕃𝕚𝕡𝑑𝑗 comes by application of the universal extension
operator: We apply the operator E2ΛR1 for universal extensions E𝑗 ∶ H(Ω𝑗) →
H(ℝ𝑑𝑗) and restrictions R𝑗 ∶ H(ℝ
𝑑𝑗) → H(Ω𝑗), which is clearly bounded as a map
from H𝑟𝑖(ℝ𝑑1) to Hϱ𝑖(ℝ𝑑2). By the interpolation property, it is then also bounded
as a map from H𝑟(ℝ𝑑1) to H𝜚(ℝ𝑑2) and
∣∣E2ΛR1∣∣H𝑟→H𝜚 ≤ c ∣∣E2ΛR1∣∣
𝜃
H𝑟1→Hϱ1 ∣∣E2ΛR1∣∣
(1−𝜃)
H𝑟2→Hϱ2 ≤ c ||Λ||
𝜃
H𝑟1→Hϱ1 ||Λ||
(1−𝜃)
H𝑟2→Hϱ2 .
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Consequently, we obtain for any 𝑓 ∈ H𝑟(Ω1)
∣∣Λ𝑓∣∣H𝜚(Ω2) ≤ c2 ∣∣E2ΛR1E1𝑓∣∣H𝜚(ℝ𝑑2 )
≤ c ∣∣E2ΛR1∣∣H𝑟→H𝜚 ∣∣E1𝑓∣∣H𝑟(ℝ𝑑1 )
≤ c ||Λ||𝜃H𝑟1→Hϱ1 ||Λ||
(1−𝜃)
H𝑟2→Hϱ2 ∣∣E1𝑓∣∣H𝑟(ℝ𝑑1 )
≤ c ||Λ||𝜃H𝑟1→Hϱ1 ||Λ||
(1−𝜃)
H𝑟2→Hϱ2 ∣∣𝑓∣∣H𝑟(Ω1) .
The additional conclusion is now obvious by insertion of the respective operator
norms. q
An important consequence of the function space interpolation theory is that also
fractional spaces are invariant under diﬀeomorphisms. From this we can deduce
that they remain also unaﬀected if we consider the tubular neighbourhood of an
ESM on the one hand directly and on the other hand by a ﬁnite set of parame-
terisations subordinate to a foliation. We shall achieve the latter by a number of
intermediate steps:
9.15 Lemma If Ω ∈ 𝕃𝕚𝕡𝑑 and φ ∶ Ω → φ(Ω) is a bidirectionally C-bounded diﬀeo-
morphism, then ∣∣𝑓∣∣H𝑚+𝑠(ϕ(Ω)) is equivalent to the following norm:
∣∣𝑓∣∣H𝑚+𝑠(Ω,ϕ) ∶= ∣∣𝑓 ∘ φ∣∣H𝑚+𝑠(Ω) .
Proof: To see this, we construct the operator Λϕ ∶ H𝑚𝑖(φ(Ω)) → H𝑚𝑖(Ω) by 𝑓 ↦
𝑓 ∘ φ for 𝑖 = 1, 2 and suitable 𝑚𝑖 such that for an appropriate choice of 𝜃 it holds
𝑚+𝑠 = 𝜃𝑚1+(1−𝜃)𝑚2. By Lemma 9.8 and the interpolation property, this operator
is also bounded as an operator Λϕ ∶ H𝑚+𝑠(φ(Ω)) → H𝑚+𝑠(Ω). This gives one of the
required inequalities. The other follows by application of the same concept to the
inverse diﬀeomorphism and the map
Λϕ-1 ∶ H𝑚𝑖(Ω) → H𝑚𝑖(φ(Ω)), 𝑔 ↦ 𝑔 ∘ φ-1,
which gives the desired result for the choice 𝑔 = 𝑓 ∘ φ. q
9.16 Lemma Let Ϻ ∈ 𝕄𝑘bd(ℝ𝑑) and let U(Ϻ) = U𝜚(Ϻ) be a ﬁxed tubular neigh-
bourhood of Ϻ. Let 𝕌 = (Ψ𝑖,Ω𝑖)ո𝑖=1 be an inverse atlas of U(Ϻ) subordinate to the
normal foliation. Then there is an open cover {Θ𝑗}ո+1𝑗=1 of ℝ𝑑 such that
1. Θ𝑗 is bounded for any 𝑗 = 1, ...,ո
2. Θո+1 ∩Ψ𝑖(Ω𝑖) = ⌀ for all 𝑖 = 1, ...,ո
3. Θ𝑗 ∩U(Ϻ) = Ψ𝑗(Ω𝑗)
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and a smooth partition of unity {χ𝑖 ∶ ℝ𝑑 → [0,1]}ո𝑖=1 subordinate to this open cover.
Proof: Weﬁrst give the proof for an ESMwithout boundary: We can ﬁnd some ϱ⋆ >
𝜚 such that Uϱ⋆(Ϻ) still has the closest point property and can be parameterised by
a suitable modiﬁcation of the inverse atlas for Uϱ⋆(Ϻ). To accomplish this, we just
have to extend a little further in normal directions. This modiﬁed inverse atlas for
Uϱ⋆(Ϻ) shall be denoted 𝕌⋆ = (Ψ⋆𝑖 ,Ω⋆𝑖 )
ո
𝑖=1. We choose Θ𝑖 = Ψ
⋆
𝑖 (Ω⋆𝑖 ) for 𝑖 = 1, ...,ո.
Moreover, the closure of
U(Ϻ) =
ո
⋃
𝑖=1
Ψ𝑖(Ω𝑖)
is a compact set, and thus its complement is open and we choose it as Θո+1. This
already completes the construction for the case without boundary. In case Ϻ has
a boundary, then we also know that Ϻ ⊆ Ϻ̂ without boundary, and we can choose
an inverse atlas 𝔸Ϻ ∈ ℿ(Ϻ) for Ϻ with a corresponding restrictable inverse atlas
𝔸Ϻ̂ ∈ ℿR(Ϻ) of Ϻ̂, for example according to Theorem 9.6 and Corollary 9.7. Then
we construct the open cover {Θ⊹𝑗 } for Ϻ̂ ﬁrst. Afterwards, we skip the unbounded
set and any Θ⊹𝑗 that was constructed for a pair (Ψ⊹,Ω⊹) that does not correspond
to some (Ψ,Ω) and (ψ,ω) of the inverse atlas for Ϻ. Then we choose again the
additional unbounded set Θո+1 as the complement of the closure of
ո
⋃
𝑖=1
Ψ𝑖(Ω𝑖).
Finally, the existence of a smooth partition of unity is due to [73, Thm. 2.25]. q
The most important feature of this open cover is that whenever there is a function
𝐹 ∶ U(Ϻ) → ℝ and a set of functions 𝐹𝑖 ∶ Ψ𝑖(Ω𝑖) → ℝ such that 𝐹𝑖 = 𝐹|Ψ𝑖(Ω𝑖), then
𝐹 and the function
Figure 9.3: Depicted is on the left a circle with three corresponding extended cover sets in solid
green, teal and blue and their correspondingΘ𝑖 in dotted green, teal and blue. Depicted on the right
is what remains for a subarc of the circle as an ESM with boundary. Note in particular that the cover
elements do not change
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ո
∑
𝑖=1
χ𝑖 ⋅ 𝐹𝑖
coincide on U(Ϻ). This can be deduced from the fact that Θ𝑗 ∩ ⋃ո𝑖=1Ψ𝑖(Ω𝑖) =
Ψ𝑗(Ω𝑗) for any 𝑗 = 1, ...,ո and that the setsΨ𝑖(Ω𝑖) cover U(Ϻ) themselves. We will
make use of this property now and in the further course of this section:
9.17 Theorem LetϺ ∈𝕄𝑘bd(ℝ𝑑) and let U(Ϻ) = U𝜚(Ϻ) be a ﬁxed tubular neigh-
bourhood ofϺ. Let𝕌Ϻ = (Ψ𝑖,Ω𝑖)𝑖∈𝐼 be an inverse atlas of U(Ϻ) subordinate to the
normal foliation. Then there are ﬁxed 𝑎1, 𝑎2 > 0 such that for any 𝐹 ∈ H𝑟(U(Ϻ))
𝑎1‖𝐹‖H𝑟(U(Ϻ)) ≤ ∑
𝑖∈𝐼
‖𝐹 ∘Ψ𝑖‖H𝑟(Ω𝑖) ≤ 𝑎2‖𝐹‖H𝑟(U(Ϻ)).
Moreover, for any 𝑓 ∈ H𝑟(Ϻ) and suitable 𝑏 > 0 it holds
‖EN𝑓‖H𝑟(U(Ϻ)) ≤ 𝑏‖𝑓‖H𝑟(Ϻ).
Proof: With the last lemmas, it is clear that it holds for any 𝑖 ∈ 𝐼 = {1, ..., |𝐼|}
∑
𝑖∈𝐼
‖𝐹 ∘Ψ𝑖‖H𝑟(Ω𝑖) ≤ c ∑
𝑖∈𝐼
‖𝐹‖H𝑟(Ψ𝑖(Ω𝑖)) ≤ 𝑎2‖𝐹‖H𝑟(U(Ϻ)).
It is also clear by the same result that conversely
‖𝐹‖H𝑟(Ψ𝑖(Ω𝑖)) ≤ c ‖𝐹 ∘Ψ𝑖‖H𝑟(Ω𝑖).
But the step from the sum over the ‖𝐹‖H𝑟(Ψ𝑖(Ω𝑖)) to ‖𝐹‖H𝑟(U(Ϻ)) is subtle, because it
does not come directly by the deﬁnition. To prove this, we have to consider the
universal continuous extension operators E𝑖 ∶ H𝑟(Ψ𝑖(Ω𝑖)) → H𝑟(ℝ𝑑) for each pair
(Ψ𝑖,Ω𝑖). For given 𝐹, they give us functions 𝐹𝑖 ∈ H𝑟(ℝ𝑑) that coincide with 𝐹
in Ψ𝑖(Ω𝑖) and satisfy ∣∣𝐹𝑖∣∣H𝑟(ℝ𝑑) ≤ c𝑖‖𝐹‖H𝑟(Ψ𝑖(Ω𝑖)). Now we take the previously con-
structed open cover and partition of unity and achieve by the triangle and Hölder
inequality the missing step via
||𝐹||H𝑟(U(Ϻ)) = ∣∣∑χ𝑖𝐹𝑖∣∣H𝑟(U(Ϻ)) ≤ ∣∣∑χ𝑖𝐹𝑖∣∣H𝑟(ℝ𝑑) ≤ c ∑𝑖∈𝐼
∣∣𝐹𝑖∣∣H𝑟(ℝ𝑑) ≤ c ∑
𝑖∈𝐼
‖𝐹‖H𝑟(Ψ𝑖(Ω𝑖)).
To draw the conclusion on the normal extension, it suﬀices to prove the respective
equivalence on H𝑟(ω𝑖) and H𝑟(Ω𝑖) for arbitrary 𝑖 ∈ 𝐼. This can be achieved by
applying the interpolation property again: We have seen in 2.26 that for ﬁxed ℎ
(which is the case now) the operator EN ∶ H
𝑚𝑗(ω𝑖) → H
𝑚𝑗(Ω𝑖) is bounded for 𝑗 = 1,2
and suitable 𝑚𝑗 such that for an appropriate choice of 𝜃 it holds 𝑟 = 𝜃𝑚1 + (1 −
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𝜃)𝑚2. Consequently, it is also continuous as a map from H𝑟(ω𝑖) to H𝑟(Ω𝑖), which
is precisely the desired relation. q
9.2.5 Trace Theorems
We will now revise the trace theorems and provide proofs and / or literature refer-
ences as necessary:
9.18 Theorem — Integer Trace Theorem —
1. Let Ϻ ∈ 𝕄𝑘bd(ℝ𝑑) be equipped with ﬁnite inverse atlas 𝔸Ϻ = {(ψ𝑖,ω𝑖)}𝑖∈𝐼 ∈
ℿ(Ϻ) and let U(Ϻ) ∈ 𝕃𝕚𝕡𝑑 be some ambient tubular neighbourhood of Ϻ with
ﬁxed extent 𝜚 > 0. Let 𝐹 ∈ W𝑚𝑝 (U(Ϻ)) for some 1 ≤ 𝑝 < ∞ and 𝑚 ∈ ℕ. Then
ͲϺ𝐹 ∈W𝜇𝑝(Ϻ) for any 𝜇 ∈ ℕ0 with 𝜇<𝑚− 𝑑−𝑘𝑝 (𝜇≤𝑚− 𝑑−𝑘𝑝 in case 𝑝 = 1) and
‖ͲϺ𝐹‖W𝜇𝑝(Ϻ) ≤ c ‖𝐹‖W𝑚𝑝 (U(Ϻ)).
2. Let 𝑓 ∈ W𝑚𝑝 (Ϻ) for some Ϻ ∈ 𝕄𝑘bd(ℝ𝑑) and some 1 ≤ 𝑝 < ∞ and 𝑚 ∈ ℕ. Take
some open and bounded Ϻ0 ∈ 𝕄𝑘bd(ℝ𝑑) with Ϻ0 ⊆ Ϻ that has nonempty smooth
boundary Γ. Then ͲΓ𝑓 ∈W𝜇𝑝(Γ) for any 𝜇 < 𝑚 and
‖ͲΓ𝑓‖W𝜇𝑝(Γ) ≤ c ‖𝑓‖W𝑚𝑝 (Ϻ0).
Proof: The ﬁrst relation is known to be true if U(Ϻ) is an open domain Ω in ℝ𝑑
and Ϻ ∈ 𝕃𝕚𝕡𝑘 is given as Ω∩ℝ𝑘 due to [1, Th. 5.4]. The corresponding claim for
ESMs is then a direct consequence of this fact if we consider Lemma 9.8, where
we gave equivalence of norms under C-bounded diﬀeomorphisms.
The second claim ultimately is again a consequence of the ﬁrst: We choose ﬁrst
an arbitrary (ψ,ω) according to the inverse atlas of Ϻ. Then clearly ωΓ ∶= ψ-1(Γ∩
ψ(ω)) is just a subset of ℝ𝑘−1 if we take a suitable restrictable inverse atlas, for
example the one we presented in the construction process of the ﬁrst section of
this appendix. Then we can apply the ﬁrst statement to 𝑓 ∘ψ on ω with respect to
ωΓ and are already done. q
9.19 Theorem — Fractional Trace Theorem —
Let Ϻ ∈ 𝕄𝑘bd(ℝ𝑑) have ﬁnite inverse atlas 𝔸Ϻ = {(ψ𝑖,ω𝑖)}𝑖∈𝐼 ∈ ℿ(Ϻ) and let
U(Ϻ) ∈ 𝕃𝕚𝕡𝑑 be some tubular neighbourhood of Ϻ with ﬁxed extent 𝜚 > 0 and ex-
tended inverse atlas {(Ψ𝑖,Ω𝑖)}𝑖∈𝐼 ∈ ℿexN (Ϻ) subordinate to 𝔸Ϻ. Let 𝐹 ∈ H𝑟(U(Ϻ))
for 𝑟> 𝑑−𝑘2 . Then ͲϺ𝐹 ∈ H
𝜚(Ϻ) for 𝜚 = 𝑟 − 𝑑−𝑘2 > 0 and
‖ͲϺ𝐹‖H𝜚(Ϻ) ≤ c ‖𝐹‖H𝑟(U(Ϻ)).
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If conversely 𝑔 ∈ H𝜚(Ϻ) then there is a bounded extension operator EUϺ ∶ H𝜚(Ϻ) →
H𝑟(U(Ϻ)), so
∣∣EUϺ𝑔∣∣H𝑟(U(Ϻ)) ≤ c ∣∣𝑔∣∣H𝜚(Ϻ) .
Again, this extension operator is independent of 𝜚 and thus universally applicable
for any 𝜚 > 0 and 𝑟 = 𝜚+ ĸ/2. All statements remain valid if one replaces U(Ϻ) by
Ϻ and Ϻ by some ESM Γ ∈𝕄ℓbd(Ϻ) for 0 < ℓ < 𝑘.
Proof: First of all, the respective relation holds for ℝ𝑑,ℝ𝑘 due to [3, Sect. 1.10,
3.3] or [96, 2.7.2]. For the step fromℝ𝑑,ℝ𝑘 to some set Ω ∈ 𝕃𝕚𝕡𝑑 and Ω𝑘 = Ω∩ℝ𝑘
we rely on our universal extensions as stated in Proposition 2.29, particularly the
extension Eℝ𝑑Ω . Thereby we obtain
∣∣ͲΩ𝑘𝐹∣∣H𝜚(Ω𝑘) ≤ ∣∣Ͳℝ𝑘E
ℝ𝑑
Ω 𝐹∣∣H𝜚(ℝ𝑘) ≤ c ∣∣E
ℝ𝑑
Ω 𝐹∣∣H𝑟(ℝ𝑑) ≤ c ||𝐹||H𝑟(Ω) .
Similarly, we get for the bounded extension EΩΩ𝑘 ∶= RΩEℝ
𝑑
ℝ𝑘Eℝ
𝑘
Ω𝑘 that
∣∣EΩΩ𝑘𝑔∣∣H𝑟(Ω) ≤ ∣∣E
ℝ𝑑
ℝ𝑘Eℝ
𝑘
Ω𝑘𝑔∣∣H𝑟(ℝ𝑑) ≤ c ∣∣E
ℝ𝑘
Ω𝑘𝑔∣∣H𝜚(ℝ𝑘) ≤ c ∣∣𝑔∣∣H𝜚(Ω𝑘) .
The corresponding tracing claims for ESMs and suitable neighbourhoods can now
be concluded by application of the respective relations on domains on each ele-
ment of the inverse atlas and corresponding inverse atlas of the neighbourhood
subordinate to the normal foliation. Note therein in particular that due to Lem-
mas 9.8 and 9.15, the respective norms and spaces are equivalent under diﬀeo-
morphic transformations. For the extension part we have to work a bit harder:
Clearly, we can construct suitable extensions from each ω𝑖 into corresponding Ω𝑖.
Consequently, we can also extend from ψ𝑖(ω𝑖) to Ψ𝑖(Ω𝑖) by norm equivalences of
Lemmas 9.8 and 9.15, and even from there into all of ℝ𝑑. So we obtain some
functions 𝐺𝑖 ∈ H𝑟(ℝ𝑑) such that
∣∣𝐺𝑖∣∣H𝑟(ℝ𝑑) ≤ c𝑖 ∣∣𝑔 ∘ ψ𝑖∣∣H𝜚(ω𝑖) ∀𝑖 ∈ 𝐼,
and consequently
∑
𝑖∈𝐼
∣∣𝐺𝑖∣∣H𝑟(ℝ𝑑) ≤ ∑
𝑖∈𝐼
c𝑖 ∣∣𝑔 ∘ ψ𝑖∣∣H𝜚(ω𝑖) ≤ c ∣∣𝑔∣∣H𝜚(Ϻ) .
But these 𝐺𝑖 do not necessarily coincide as one overall extension. Instead, we will
have to blend the resulting extensions to obtain such. Therefore, we take again
the open cover and partition of unity from Lemma 9.16. Then an application of
Hölder’s inequality to the newly deﬁned
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𝐺 ∶= ∑
𝑖∈𝐼
𝐺𝑖 ⋅ χ𝑖
shows that because any χ𝑖 has compact support the blended function 𝐺 satisﬁes
||𝐺||H𝑟(ℝ𝑑) ≤ c ∑
𝑖∈𝐼
∣∣𝐺𝑖∣∣H𝑟(ℝ𝑑) ≤ c ∣∣𝑔∣∣H𝜚(Ϻ) .
By construction, the trace of 𝐺 on Ϻ coincides with 𝑔. Moreover, since both the
extension operators from the domains ω𝑖 into ℝ𝑘 and from ℝ𝑘 into ℝ𝑑 and the
restriction of these to Ω𝑖 are independent of 𝜚, so is our overall operator.
For the respective relation in case of submanifolds of an ESM, we can rely on the
restrictable inverse atlas. Then the desired relations can be deduced easily in
the same way. In particular for the extension from Γ to Ϻ, we can just apply the
extension from Γ to some ℝ𝑑 and take its trace on Ϻ. q
If we reconsider this proof, the following corollary is a particular conclusion:
9.20 Corollary — Chart Trace Theorem —
In the setting of the last theorem it holds for any pair (ψ,ω) from the inverse atlas
𝔸Ϻ ∈ ℿ(Ϻ), corresponding (Ψ,Ω) ∈ 𝕌Ϻ ∈ ℿexN (Ϻ) and 𝐹 ∈ H𝑟(U(Ϻ)) that
‖Ͳω(𝐹 ∘Ψ)‖H𝜚(ω) ≤ c ‖𝐹‖H𝑟(Ψ(Ω)) ≤ c ‖𝐹‖H𝑟(U(Ϻ)).
Conversely, there is a bounded extension operator EUω ∶ H𝜚(ω) → H𝑟(U(Ϻ)) such
that for any 𝑔 with 𝑔 ∘ ψ ∈ H𝜚(ω)
∣∣EUω𝑔∣∣H𝑟(U(Ϻ)) ≤ c ∣∣(𝑔 ∘ ψ)∣∣H𝜚(ω) .
We also give a proof that taking the trace of foliation based extensions represents
an identity operation:
9.21 Theorem — Foliation Trace Theorem —
Let Ϻ ∈ 𝕄𝑘bd(ℝ𝑑) have the ﬁnite inverse atlas 𝔸Ϻ = {(ψ𝑖,ω𝑖)}𝑖∈𝐼 ∈ ℿ(Ϻ) and let
U(Ϻ) ∈ 𝕃𝕚𝕡𝑑 be some tubular neighbourhood of Ϻ with ﬁxed extent 𝜚 > 0. If then
𝑓 ∈W𝑚𝑝 (Ϻ) it holds ͲϺEN𝑓 ∈W𝑚𝑝 (Ϻ) and
∣∣𝑓 − ͲϺEN𝑓∣∣W𝑚𝑝 (Ϻ) = 0.
Proof: There is a sequence (𝑓𝑛)𝑛∈ℕ of smooth functions approximating 𝑓 in
W𝑚𝑝 (Ϻ). Thereby, (EN𝑓𝑛)𝑛∈ℕ provides a sequence in W
𝑚
𝑝 (U(Ϻ)) that approximates
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EN𝑓 in W𝑚𝑝 (U(Ϻ)) by Theorem 2.26. As the trace is deﬁned via completion, we
have in the H𝑚(Ϻ)-sense
ͲϺEN𝑓 = lim𝑛→∞ͲϺEN𝑓𝑛 = lim𝑛→∞𝑓𝑛 = 𝑓.
q
And ﬁnally, we also give a proof for the existence of continuous extensions on ESMs:
9.22 Theorem — Manifold Extension Theorem —
Let Ϻ ∈ 𝕄𝑘bd(ℝ𝑑) be equipped with inverse atlas 𝔸Ϻ = {(ψ𝑖,ω𝑖)}𝑛𝑖=1 ∈ ℿ(Ϻ). Let
furtherϺ0 ∈𝕄𝑘bd(ℝ𝑑) be an open subdomainϺ0 ⋐Ϻ that is an ESM of dimension
𝑘 in its own right and 𝑟 > 0. Then there is an extension operator E ∶ H𝑟(Ϻ0) →
H𝑟(Ϻ) such that for any 𝑟 > 0 and any 𝑔 ∈ H𝑟(Ϻ0)
∣∣E𝑔∣∣H𝑟(Ϻ) ≤ c ∣∣𝑔∣∣H𝑟(Ϻ0) .
This holds also if one replaces Ϻ0 by an arbitrary parameter space ω with corre-
sponding parameterisation ψ according to the inverse atlas in the sense
∣∣EϺω𝑔∣∣H𝑟(Ϻ) ≤ c ∣∣𝑔 ∘ ψ∣∣H𝑟(ω) .
Proof: We obtain a suitable U(Ϻ0) by restriction. Further, by the fractional trace
theorem there is an extension EU(Ϻ0)Ϻ0 ∶ H
𝑟(Ϻ0) → H𝑟+ĸ/2(U(Ϻ0)) that is continu-
ous, and there is a continuous extension Eℝ𝑑U(Ϻ0) ∶ H
𝑟+ĸ/2(U(Ϻ0)) → H𝑟+ĸ/2(ℝ𝑑) by
Proposition 2.29. This gives with the restriction operator RU(Ϻ) ∶ H𝑟+ĸ/2(ℝ𝑑) →
H𝑟+ĸ/2(U(Ϻ)) and ͲϺ ∶ H𝑟+ĸ/2(U(Ϻ)) → H𝑟(Ϻ) the overall bounded operator
E = ͲϺ ⋅RU(Ϻ) ⋅ Eℝ
𝑑
U(Ϻ0) ⋅ E
U(Ϻ0)
Ϻ0
,
that is continuous by construction. The relation on a single parameter space comes
similarly by the chart trace theorem. q
9.2.6 Friedrichs’ Inequality
Finally, we will also provide proofs for the two versions of Friedrichs’ inequality in
the following:
9.23 Theorem — Multicodimensional Friedrichs’ Inequality —
Let ω ∈ 𝕃𝕚𝕡𝑘 and let Ωℎ = ω × B
ĸ
ℎ[0] for 0 < ℎ < ℎ0. Let 𝐹 ∈ Wĸ𝑝(Ωℎ) for some
1 ≤ 𝑝 < ∞ be a continuous function that vanishes on ω. Then we have the relation
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‖𝐹‖𝑝L𝑝(Ωℎ) ≤ c
ĸ
∑
ℓ=1
ℎ𝑝⋅ℓ ∑
|𝛼|=ℓ
𝛼1=...=𝛼𝑘=0
‖𝜕𝛼𝐹‖𝑝L𝑝(Ωℎ).
Proof: We can demand 𝐹 to be smooth, as the general relation then follows by
completion. We start with an iterated application of the fundamental theorem of
calculus:
𝐹(𝑥,𝑧1, ..., 𝑧ĸ) =
𝑧1
∫
0
𝜕𝑘+1𝐹(𝑥, ζ1, 𝑧2...𝑧ĸ)𝑑ζ1 +𝐹(𝑥,0,𝑧2, ..., 𝑧ĸ)
=
𝑧2
∫
0
𝑧1
∫
0
𝜕𝑘+2𝜕𝑘+1𝐹(𝑥, ζ1, ζ2, 𝑧3..., 𝑧ĸ)𝑑ζ1𝑑ζ2 +
𝑧2
∫
0
𝜕𝑘+2𝐹(𝑥,0, ζ2, 𝑧3..., 𝑧ĸ)
+
𝑧1
∫
0
𝜕𝑘+1𝐹(𝑥, ζ1, 0, 𝑧3..., 𝑧ĸ) +𝐹(𝑥,0, 0,𝑧3, .., 𝑧ĸ)
=
𝑧1,..,𝑧ĸ
∭
0..0
𝜕ĸ𝑘+1,..,𝑘+ĸ𝐹(𝑥, ζ1, ..., ζĸ)𝑑𝜁 + ... +
ĸ
∑
𝑖=1
𝑧𝑖
∫
0
𝜕𝑖+𝑘𝐹(𝑥,0, ..0, ζ𝑖, 0.., 0)𝑑ζ𝑖
+𝐹(𝑥,0, .., 0).
By assumption𝐹(𝑥,0) = 0, so the last summand vanishes. For any other summand,
we can apply Hölder’s inequality to the function 1⋅𝑔 for integrand 𝑔 for the spaces
L𝑝 and L𝑝⋆ with the Hölder-dual 𝑝⋆ = 𝑝/(𝑝−1) of 𝑝, after using Jensen’s inequality
‖ ⋅ ‖𝑝1 ≤ c1‖ ⋅ ‖𝑝𝑝 ≤ c2‖ ⋅ ‖𝑝1 , to obtain that
|𝐹(𝑥,𝑧1, .., 𝑧ĸ)|𝑝 ≤c ⋅ |𝑧1 ⋅ ... ⋅ 𝑧ĸ|
𝑝
𝑝⋆
𝑧1,..,𝑧ĸ
∭
0..0
∣𝜕ĸ𝑘+1,...,𝑘+ĸ𝐹(𝑥, ζ1, .., ζĸ)∣
𝑝 𝑑𝜁+ ...
+ c ⋅
ĸ
∑
𝑖=1
|𝑧𝑖|
𝑝
𝑝⋆
𝑧𝑖
∫
0
|𝜕𝑖+𝑘𝐹(𝑥,0, ..0, ζ𝑖, 0.., 0)|𝑝𝑑ζ𝑖
≤c ⋅ |𝑧1 ⋅ ... ⋅ 𝑧ĸ|
𝑝
𝑝⋆ ∫
Bĸℎ[0]
∣𝜕ĸ𝑘+1,...,𝑘+ĸ𝐹(𝑥, ζ1, .., ζĸ)∣
𝑝 𝑑𝜁+ ...
+ c ⋅
ĸ
∑
𝑖=1
|𝑧𝑖|
𝑝
𝑝⋆
ℎ
∫
−ℎ
|𝜕𝑖+𝑘𝐹(𝑥,0, ..0, ζ𝑖, 0.., 0)|𝑝𝑑ζ𝑖
We have for 1 ≤ 𝑗 ≤ ĸ, where we consider without restriction the ﬁrst 𝑗 variables
of the normal part, that by the transformation law
∫
B𝑗ℎ[0]
|𝜕𝑗𝑘+1,..,𝑘+𝑗𝐹(𝑥, ζ1, .., ζ𝑗, 0, .., 0)|𝑝𝑑ζ1...𝑗
= ℎ𝑗 ∫
B𝑗1[0]
|𝜕𝑗𝑘+1,..,𝑘+𝑗𝐹(𝑥,ℎζ1, .., ℎζ𝑗, 0, .., 0)|𝑝𝑑ζ1...𝑗
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The relative codimension of B𝑗ℎ[0] in Bĸℎ[0] is now ĸ−𝑗, and we apply the (integer)
trace theorem to the expression on the right hand side with respect to 𝐹(ℎ⋅). We
thus deﬁne a value ĸ𝑝(𝑗) as
𝑝 > 1 ∶ ĸ𝑝(ĸ) = 0, ĸ𝑝(𝑗) = min{𝑛 ∈ ℕ ∶ 𝑛 > (ĸ− 𝑗)/𝑝}, 1 ≤ 𝑗 < ĸ
𝑝 = 1 ∶ ĸ𝑝(𝑗) = ĸ− 𝑗, 1 ≤ 𝑗 ≤ ĸ
Then we see by the integer trace theorem that for c independent of 𝐹 and ℎ and
multi-indices 𝛼 of the last ĸ variables it holds
∫
B𝑗1[0]
|𝜕𝑗𝑘+1,..,𝑘+𝑗𝐹(𝑥,ℎζ1, .., ℎζ𝑗, 0, .., 0)|𝑝𝑑ζ1...𝑗
≤ c
ĸ𝑝(𝑗)
∑
|𝛼|=0
∫
Bĸ1[0]
ℎ|𝛼|𝑝‖𝜕𝛼𝑧𝜕𝑗𝑘+1,..,𝑘+𝑗𝐹(𝑥,ℎζ1, .., ℎζĸ)‖𝑝𝑝𝑑𝜁.
Rescaling onto B𝑗ℎ[0] = ]−ℎ,ℎ[𝑗 on the left and Bĸℎ[0] on the right gives a division
by ℎ𝑗 and ℎĸ on the left and right, respectively, and therefore
∫
B𝑗ℎ[0]
|𝜕𝑗𝑘+1,..,𝑘+𝑗𝐹(𝑥, ζ1, .., ζ𝑗, 0, .., 0)|𝑝𝑑ζ1...𝑗
≤ c
ĸ𝑝(𝑗)
∑
|𝛼|=0
∫
Bĸℎ[0]
ℎ|𝛼|𝑝−(ĸ−𝑗)‖𝜕𝛼𝑧𝜕𝑗𝑘+1,..,𝑘+𝑗𝐹(𝑥, ζ1, .., ζĸ)‖𝑝𝑝𝑑𝜁.
We proceed by applying Fubini’s theorem, thereby obtaining by 𝑝𝑝⋆ = 𝑝− 1 that
∫
𝑥∈ω
𝑧∈Bĸℎ[0]
|𝑧1 ⋅ ... ⋅ 𝑧𝑗|
𝑝
𝑝⋆
ĸ𝑝(𝑗)
∑
|𝛼|=0
∫
Bĸℎ[0]
ℎ|𝛼|𝑝−(ĸ−𝑗)‖𝜕𝛼𝑧𝜕𝑗𝑘+1,..,𝑘+𝑗𝐹(𝑥, ζ1, .., ζĸ)‖𝑝𝑝𝑑𝜁
≤ cℎ𝑗𝑝+(ĸ−𝑗) ∫
𝑥∈ω
ĸ𝑝(𝑗)
∑
|𝛼|=0
∫
Bĸℎ[0]
ℎ|𝛼|𝑝−(ĸ−𝑗)‖𝜕𝛼𝑧𝜕𝑗𝑘+1,..,𝑘+𝑗𝐹(𝑥, ζ1, .., ζĸ)‖𝑝𝑝𝑑𝜁
= c ∫
𝑥∈ω
ĸ𝑝(𝑗)
∑
|𝛼|=0
∫
Bĸℎ[0]
ℎ𝑝(|𝛼|+𝑗)‖𝜕𝛼𝑧𝜕𝑗𝑘+1,..,𝑘+𝑗𝐹(𝑥, ζ1, .., ζĸ)‖𝑝𝑝𝑑𝜁.
This last expression contains no derivatives of order less than 𝑗, and only some
of those at least of order 𝑗. Now we have to see that 𝑗 ≥ 1 and consequently for
ĸ⋆(𝑗) = ĸ𝑝(𝑗) + 𝑗 ≤ ĸ it holds that
∫
𝑥∈ω
ĸ𝑝(𝑗)
∑
|𝛼|=0
∫
Bĸℎ[0]
ℎ𝑝(|𝛼|+𝑗)‖𝜕𝛼𝑧𝜕𝑗𝑘+1,..,𝑘+𝑗𝐹(𝑥, ζ1, .., ζĸ)‖𝑝𝑝𝑑𝜁
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≤ c ∫
𝑥∈ω
ĸ⋆𝑝(𝑗)
∑
|𝛽|=𝑗
ℎ𝑝⋅|𝛽| ∫
Bĸℎ[0]
‖𝜕𝛽𝑧𝐹(𝑥, ζ1, .., ζĸ)‖𝑝𝑝𝑑𝜁.
Because we will always face that for 𝑗 = 1 derivatives of order 1 appear, and for
𝑗 = ĸ derivatives of order ĸ appear, we will loose nothing if we bound the latter by
∫
𝑥∈ω
ĸ⋆𝑝(𝑗)
∑
|𝛽|=𝑗
ℎ𝑝⋅|𝛽| ∫
Bĸℎ[0]
‖𝜕𝛽𝑧𝐹(𝑥, ζ1, .., ζĸ)‖𝑝𝑝𝑑𝜁 ≤ c ∫
𝑥∈ω
ĸ
∑
|𝛽|=1
ℎ𝑝⋅|𝛽| ∫
Bĸℎ[0]
‖𝜕𝛽𝑧𝐹(𝑥, ζ1, .., ζĸ)‖𝑝𝑝𝑑𝜁.
Taking all necessary sums and changing variable orders were necessary gives the
ultimate goal in the form
∫
𝑥∈ω
𝑧∈Bĸℎ[0]
|𝐹(𝑥,𝑧)|𝑝 ≤ c
ĸ
∑
|𝛼|=1
ℎ𝑝⋅|𝛼| ∫
𝑥∈ω
𝑧∈Bĸℎ[0]
‖𝜕𝛼𝑧𝐹(𝑥,𝑧)‖𝑝𝑝.
q
9.24 Theorem — Leafwise Polynomial Friedrichs’ Inequality —
Let ω ∈ 𝕃𝕚𝕡𝑘 and let Ωℎ = ω × B
ĸ
ℎ[0]. Let 𝐹 ∈ W1𝑝(Ωℎ) for some 1 ≤ 𝑝 < ∞ be
a continuous function that vanishes on ω. Let further the restriction of 𝐹 to any
{𝑥} × Bĸℎ[0] be a polynomial of maximal degree 𝑛 ∈ ℕ. Then we have the relation
‖𝐹‖𝑝L𝑝(Ωℎ) ≤ cℎ
𝑝 ∑
|𝛼|=1
𝛼1=...=𝛼𝑘=0
‖𝜕𝛼𝐹‖𝑝L𝑝(Ωℎ)
for a constant c = c (𝑛) > 0 independent of 𝐹 and ℎ.
Proof: We make the same assumptions as in the previous proof. Further, we
deﬁne 𝑃𝑥(𝑧) = 𝐹(𝑥,𝑧)|{𝑥}×Bĸℎ0 [0], and we notice that this is a polynomial of ﬁxed
degree for any 𝑥 ∈ ω by assumption. Then we obtain by Fubini’s theorem
∫
ω×Bĸℎ[0]
|𝐹|𝑝 = ∫
ω
∫
Bĸℎ[0]
|𝑃𝑥(𝜁)|𝑝.
Consequently, we just need to bound ∫|𝑃𝑥(𝜁)|𝑝 appropriately and reinsert the bound.
Let us therefore suppose that 𝑃𝑥 is in Taylor form w.r.t. variable 𝑧 and Taylor ex-
pansion center 𝑥, so 𝑧0 = 0. Then because 𝑃𝑥(0) = 0 by hypothesis, we have for
suitable coeﬀicients
𝑃𝑥(𝑧) = ∑
0≤|𝛽|≤𝑛
𝑐𝛽,𝑥𝑧𝛽 = ∑
1≤|𝛽|≤𝑛
𝑐𝛽,𝑥𝑧𝛽,
where in particular |𝛽| > 0 because 𝑃𝑥(0) = 0. Then we have that for an arbitrary
multi-index 𝛼 ≤ 𝛽 with |𝛼| = 1
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(𝜕𝛼𝑧𝑃𝑥)(𝑧) = ∑
𝛼≤𝛽
|𝛽|≤𝑛
𝑐𝛽,𝑥
⟨𝛽,𝛼⟩𝑧
𝛽−𝛼.
Now we transform Bĸℎ[0] to Bĸ1[0] and see
∫
Bĸℎ[0]
|𝑃𝑥(𝜁)|𝑝𝑑𝜁 = ℎĸ ∫
Bĸ1[0]
|𝑃𝑥(ℎ𝜁)|𝑝𝑑𝜁
∫
Bĸℎ[0]
|(𝜕𝛼𝑧𝑃𝑥)(𝜁)|𝑝𝑑𝜁 = ℎĸ ∫
Bĸ1[0]
|(𝜕𝛼𝑧𝑃𝑥)(ℎ𝜁)|𝑝𝑑𝜁.
So it suﬀices to prove that
∫
Bĸ1[0]
|𝑃𝑥(ℎ𝜁)|𝑝𝑑𝜁 ≤ cℎ𝑝 ∑
|𝛼|=1
∫
Bĸ1[0]
|(𝜕𝛼𝑧𝑃𝑥)(ℎ𝜁)|𝑝𝑑𝜁.
To see this, we apply the triangle inequality and Jensen’s inequality to conclude
that if ||𝑧||∞ ≤ 1
|𝑃𝑥(ℎ𝑧)|𝑝 = | ∑
1≤|𝛽|≤𝑛
𝑐𝛽,𝑥(ℎ𝑧)𝛽|𝑝 ≤ c ∑
1≤|𝛽|≤𝑛
ℎ𝑝|𝛽||𝑐𝛽,𝑥𝑧𝛽|𝑝
= c ∑
1≤|𝛽|≤𝑛
∑
|𝛼|=1
𝛼≤𝛽
| ⟨𝛽,𝛼⟩ |𝑝ℎ𝑝|𝛽| ∣
𝑐𝛽,𝑥
⟨𝛽,𝛼⟩𝑧
𝛽∣
𝑝
≤ c ∑
1≤|𝛽|≤𝑛
∑
|𝛼|=1
𝛼≤𝛽
ℎ𝑝|𝛽| ∣
𝑐𝛽,𝑥
⟨𝛽,𝛼⟩𝑧
𝛽∣
𝑝
≤ c∑
|𝛼|=1
ℎ𝑝|𝛽| ∑
𝛼≤𝛽
|𝛽|≤𝑛
∣
𝑐𝛽,𝑥
⟨𝛼,𝛽⟩𝑧
𝛽−𝛼∣
𝑝
|𝑧𝛼|𝑝.
In particular |𝑧𝛼|𝑝 ≤ 1, and so we can deduce that
|𝑃𝑥(ℎ𝑧)|𝑝 ≤ c ∑
|𝛼|=1
ℎ𝑝|𝛽| ∑
𝛼≤𝛽
|𝛽|≤𝑛
∣
𝑐𝛽,𝑥
⟨𝛼,𝛽⟩𝑧
𝛽−𝛼∣
𝑝
.
Further, the expression
⎛⎜⎜⎜
⎝
∫
Bĸ1[0]
∑
𝛼≤𝛽
|𝛽|≤𝑛
|𝑐𝛽𝑧𝛽−𝛼|𝑝
⎞⎟⎟⎟
⎠
1
𝑝
deﬁnes a norm on the ﬁnite dimensional space of polynomials spanned by the set
{𝑧 ↦ 𝑧𝛽−𝛼 ∶ 𝛼 ≤ 𝛽, |𝛽| ≤ 𝑛} .
This norm is hence equivalent to the standard L𝑝(Bĸ1[0])-norm because the dimen-
sion is ﬁnite. Moreover, there are only ﬁnitely many of those spaces that can ap-
pear, so an overall constant can be chosen. Additionally, the real numbers
{
𝑐𝛽,𝑥
⟨𝛼,𝛽⟩ℎ
|𝛽|−1 ∶ 𝛼 ≤ 𝛽, |𝛽| ≤ 𝑛}
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are valid coeﬀicients for the functions
{𝑧 ↦ 𝑧𝛽−𝛼 ∶ 𝛼 ≤ 𝛽, |𝛽| ≤ 𝑛} .
We can thus conclude by
∑
|𝛼|=1
ℎ𝑝|𝛽| ∫
Bĸ1[0]
∑
𝛼≤𝛽
|𝛽|≤𝑛
∣
𝑐𝛽,𝑥
⟨𝛼,𝛽⟩𝜁
𝛽−𝛼∣
𝑝
𝑑𝜁 = ∑
|𝛼|=1
ℎ𝑝 ∫
Bĸ1[0]
∑
𝛼≤𝛽
|𝛽|≤𝑛
∣
𝑐𝛽,𝑥
⟨𝛼,𝛽⟩(ℎ𝜁)
𝛽−𝛼∣
𝑝
𝑑𝜁
that indeed
∫
Bĸ1[0]
|𝑃𝑥(ℎ𝜁)|𝑝𝑑𝜁 ≤ cℎ𝑝 ∑
|𝛼|=1
∣∣𝜕𝛼𝑃𝑥(ℎ⋅)∣∣𝑝L𝑝(Bĸ1[0]) ,
which ﬁnishes the proof. q
9.3 Notes on Riemannian Geometry
In this section, we give a small revision of general concepts of Riemannian geome-
try that invoke our concepts of tangential calculus as special cases. We will be brief
and sloppy, just to give a short justiﬁcation of what we did for a reader unfamiliar
with Riemannian geometry. The purpose is to give the reader a short glimpse at
the ”world behind” and why for example we do not need to care about diﬀerences
of our deﬁnitions of concepts like gradient, Laplacian and Hessian from those in
terms of — for example — parameterisations the reader might have encountered
elsewhere. In our notation, we are a little more ”analytic” than it is usual, but
this seems appropriate in preparing the ground for a reader that is unfamiliar with
geometry and more familiar with analysis.
Our concept of ESMs can be seen as special cases of the general concept of a
Riemannian manifold (M,ɡ(⋅, ⋅)). There, ɡ(⋅, ⋅) is the so-called Riemannian metric
that essentially characterises the manifold as such. It is a symmetric, positive def-
inite pointwise bilinear form on the pointwise tangent space T𝑥M, and depends
smoothly on the point 𝑥, so we have ɡ𝑥(⋅, ⋅) varying with 𝑥 ∈ M. A special case is
of course the Euclidean scalar product on the manifold ℝ𝑑, and another example
is the ﬁrst fundamental form in classical diﬀerential geometry, which precisely de-
ﬁnes such a metric for the parameterised representation of a surface. Given this
metric, concepts like orthonormal basis, derivative, gradient, covariant derivative,
divergence etc. can be reasonably deﬁned for the manifold setting when the man-
ifold is smooth. For instance, a ɡ(⋅, ⋅)-orthonormal basis τ1, ..., τ𝑘 of T𝑥M will vary
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with 𝑥 ∈M just as ɡ(⋅, ⋅) does. One can then deﬁne the (Riemannian) gradient of a
smooth function 𝑓 ∶M→ℝ (sloppily) as
∇M𝑓 = (Dτ1𝑓, ...,Dτ𝑘𝑓),
where for any τ𝑖 one has in Dτ𝑖 the directional derivative along τ𝑖(𝑥) in 𝑥. This
gives for a smooth tangent vector ﬁeld v on M also the v-directional derivative as
𝑘
∑
𝑖=1
(Dτ𝑖𝑓) ⋅ ɡ(τ𝑖,v).
The covariant derivative ∇x of a tangent vector ﬁeld v along a tangent vector ﬁeld
x can be obtained from ∇τ1v, ...,∇τ𝑘v, where for any τ𝑖 one has
∇τ𝑖v(𝑥) = ΠT𝑥M ((Dτ𝑖v)(𝑥)) .
Then one gets suitable coeﬀicient functions α1, ..., α𝑘 such that v = α1τ1+...+α𝑘τ𝑘
the relation
∇xv =
𝑘
∑
𝑖=1
α𝑖 ⋅ ∇τ1v.
The coeﬀicient functions are necessary because, in contrast to the Euclidean set-
ting, the tangent space, and consequently the ɡ(⋅, ⋅)-ONB, depend on the point.
Following this, the (Riemannian) divergence appears as
divɡv =
𝑘
∑
𝑖=1
ɡ(∇τ𝑖v, τ𝑖)
and the Hessian for two tangent vector ﬁelds x,v with x = α1τ1 + ... + α𝑘τ𝑘 and
v = β1τ1 + ... + β𝑘τ𝑘 appears as
HΜ𝑓(x,v) = ɡ(∇x∇M𝑓,v) =
𝑘
∑
𝑖=1
α𝑖 ⋅ ɡ(∇τ1∇M𝑓,v) =
𝑘
∑
𝑖,𝑗=1
α𝑖 ⋅ β𝑗 ⋅ ɡ(∇τ𝑖∇M𝑓,τ𝑗).
Thereby one can deduce a matrix representation𝐻Μ𝑓 = (հɡĳ)𝑘𝑖,𝑗=1 for the Riemannian
Hessian, with entries
հɡĳ = ɡ(∇τ𝑖∇M𝑓, τ𝑗).
The Laplacian is then simultaneously obtained as the divergence of the gradient
or the trace of the Hessian. Further concepts like parallelism, curvature tensor
or sectional curvature appear in the same way as in our tangential calculus in the
general setting, where one inserts the respective general Riemannian operations
and the Riemannian metric instead of the Euclidean scalar product employed in
the main part of this thesis.
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In the situation of local coordinates (so parameterisations), one can explicitly ex-
press the respective concepts by suitable formulae in terms of the parameterisa-
tions and the matrix representation of the metric. Of course, all concepts intro-
duced, such as derivative, gradient and divergence, are parameterisation invari-
ants. Because of that, we can in fact always demand that they are given in normal
coordinates, so with respect to the exponential map, whereby the formulae simplify
signiﬁcantly. In particular, for normal coordinates in a point 𝑥 ∈ M, one obtains
precisely the expressions we stated for these concepts in the main part in that sin-
gle point〈2〉. Consequently, as the expressions coincide pointwise for each point
and smooth functions, they do also as operators in the general case.
This last conclusion can also be drawn in a diﬀerent way: In our case of embedded
submanifolds, we are in a technically more comfortable situation. The metric of
an ESM is induced by the ambient space, and can just be seen as the restriction
of the metric of the ambient space — so just the Euclidean scalar product. The
only thing that varies is the space it is deﬁned on, namely the tangent space. This
is precisely the metric representation of normal coordinates to a point 𝑥 ∈ M in
that point. With this ”induced” approach to the metric, one obtains the previously
mentioned concepts and constructs as well just in the way we have introduced
them in the main part of the thesis: The ɡ(⋅, ⋅)-ONB is then just an arbitrary, but
locally smooth choice of a Euclidean ONB τ1, ..., τ𝑘 of the tangent space T𝑥M. The
gradient is then easily seen to be the projection of the Euclidean gradient to the
tangent space, and anything else follows then in the same way by insertion. And as
anything is just determined by the metric, we do have the same object regardless
what approach we take to the metric — be it induced by the ambient metric or be
it by the parameterisations.
For a deeper insight, the reader is referred to, among others, the textbooks [7, 9,
34, 51, 73, 83]. For example, the introductory chapter of [9] gives a brief but quite
comprehensive introduction into the matter.
〈2〉This is a direct consequence of properties of normal coordinates, namely that the representation
matrix𝐺 of ɡ and its inverse coincide with the unit matrix in that point and that any partial derivative
of that matrix 𝐺 vanishes in that point, cf. [9, Prop. 1.25].
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