This paper treats the multiple-choice (continuous) knapsack problem P: n mi n mi maximize L .L cijxijsubjectto(l) I I aij x ij";b,(2)0,,;xij";1,i=I,2, i=l J=l i=l J=1 ... , n, j = 1,2, .... mi and (3) at most one of x il, x i2' ... , x im. is positive for i = 1,2, ., ., n, , where n, mi are positive integers and aij' Cij' bare nonnegative real numbers. Two approximate algorithms and an exact branch-and-bound algorithm are proposed, by making use of the property that the LP relaxation of P provides considerably accurate upper and lower bounds of the optimal value of P. Although the multiple-choice knapsack problem is known to be NP-complete, computation results are quite encouraging. For example, approximate solutions withing 0.001% of the optimal values are obtained in less than one second (on FACOM 230/60) for problems with n = 1000 and mi = 2, which are randomly generated from the uniform distribution. Exact optimal solutions of these problems with n = 500 and mi = 2 are also obtained in less th-an 0.2 seconds (on FACOM M190).
Introduction
A variant of the well known knapsack problem is discussed in this paper. For example, suppose that there are n different types of space foods to be loaded on a satellite. There are m i different brands in each type. and at most one of them is selected, where each brand has its own weight and value (measured by a real number). Our problem is to decide types, brands and their amount to be loaded on a satellite so that the total value is maximized under the total weight constraint.
Although this problem has apparently not been treated in the literature, a discrete version with the additional constraint xij=O or 1 was investigated by Chandra, Hirschberg and Wong [21 and Nauss [16] . As we shall see, some of their results are extensible to our problem. In case of m i =2 for every i, the problem P becomes a special case of the complementary programming problem [5] . Our first motivation was to use P as a relaxation problem to obtain upper bounds in a branch-and-bound algorithm for the general complementary programming problem.
It is emphasized here that the multiple-choice constraint (1.4) • n) and its dual D in Sections 3-4. These approxij=l 'tJ mate algor1tnms run 1n polynomial time, and their performance seems to be extremely good. As reported in Section 7. for example. approximate solutions within 0.001% of the optimal values are ohtained in less than one second on FACOM 230/60 for problems with n=IOOO and m.=2 for every i which are randomly 1. generated from the uniform distribution. This should be sufficient for practical purposes. In Section 8. we then construct a branch-and-bound algorithm for obtaining exact optimal solutions. by making use of the LP relaxation P and the above approximate solutions. Its computational results are also good as reported in Section 9. For example. problems with n=500 and m i =2 for every i.
which are randomly generated from the uni::orm distribution. are solved in less than 0.2 seconds on FACOM M190. The computation time seems to be O(n log n).
as opposed to the NP-completeness result. Therefore, we also test highly structured difficult problems. The computation time for these problems seems to grow exponentially with n.
In conclusion, we may say that the multiple-choice knapsack problem is rather easy in the sense of the average computation time (not the worst case time), among a variety of NP-complete problems.
Some Simplification of P
In the definition of P in Section 1, it was assumed that aij~O. This loses some generality of the problem. but it is satisfied in most cases practically encountered. We now give some further assumptions which do not lose generality but simplify the subsequent discussion.
First it can be assumed without loss of generality that 
0
This suggests that our problem P differs only slightly from its discrete, version P' discussed in [2] . Sinse P seems computationally easier than P' as will be shown in the subsequent discussion, it may be possible to use optimal solutions of P to construct approximate solutions of P' or to obtain upper bounds in branch-and-bound algorithms for solving P'.
LP Relaxation of P and Its Dual
The LP (Linear Programming) relaxation P of P is introduced in this section in preparation for the subsequent discussion.
This is an LP problem with a feasible region greater thanP. As will be shown in Section 4. an optimal solution of P can be easily obtained (without using the simplex method) by considering its LP dual D. j=l, 2, ... , m.
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In the rest of this section, we give an algorithm to obtain an optimal solution of D. Let A be fixed to a certain nonnegative value, and denote the resulting problem by D(A). Since each IJi can be independently determined, the optimal value V(A) of D(A) is given by (3.9) V(A) (3.14 ) Note that Sk is of the form either Sk=c, la.
Thus D is solved by finding a A that minimizes V(A).
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and Ex-..sl is satisfied by equality.
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and p-.(k»Q holds in case of (4.2). 
Thus the corresponding constraints are satisfied by equality.
The result for the computational complexity is obvious.
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A similar optimal solution of P is also considered in [2] , without using the concept of D. The next theorem is an obvious consequence of the above construction. In other words, x is very close to an optimal solution of P, and hence it may be effectively used to solve P. 
From this ;~. we construct the following solutions x(l) and x(2) feasible in P.
..... ,
where e is given by (3.25) . Their objective values are respectively given by
The better of x(l) and x (2) 
E~=b=y, a=(l-y)/(l-o) (by 0.25) and (4.3».
x is given by (4.2) as follows
x(l) and x(Z) are now given by (5.3) and (5.4).
Finally the optimal solution xO of P is given by Step Dl of DUAL(P) is dominant in determining the total computation time. 
Approximate Solutions by Breadth-l Search
A higher order approximate algorithm called breadth-K search is investigated in [9] , as a generalization of the approximate solution by rounding.
For a given £>0, the seleetion of an appropriate K can yeiled an approximate solution x(B) with its objective value z(B) satisfying in computation time bounded by a polynomial of N. In this section, only an outline of the approximate algorithm by breadth-l (i.e., K=l) search is given. Its' computational results are also included in Section 7.
First we introduce the third approximate solution x(3) of P, in addition to x(l) and x (2) . Assume that (6.1) holds in DUAL(P). Alt:hough C"T" l/a"T" 1 is not stored in list L of DUAL(P), it
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where ji(k') is given by (3.25) with K replaced by k'. Then x(3) is obtained as follows: 
z<-max [2, 2 (T)] .
B3 : Q+Q(x~~ 1=0), where ST.=(c~~ l-c~·.)/(a~~ l-a~~) holds in DUAL(Q).
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As discussed so far, the first Q (i.e . . , P ) requires O(N log N) time in B2. If we treat other problems in the same manner, the total time is OCN2 log N) since at most N problems are generated. However, Q(x..,.., 1=0) can 
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for Ui, C. As a model of difficult problems, coefficients of type C problems are generated as follows. type, and it tends to make x relatively far from the optimal solution of P.
The constant 70 in (7.6) is introduced as a perturbation since otherwise the case of Theorem 4.2 (b) (the case of e=a~, 1) always occurs.
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The computational results for type A problems are summarized in Tables   7.1-7. 3. These were run on FACOM 230/60. 10 problems were generated for each n=IOO, 200, ... , 1000. Table 7 .1 shows the number of problems (out of 10) for which either (2.4) is not satisfied (i.e., trivially solved) or LP optimal solutions X are feasible in P (i.e., optimal in P). For a large d, the number increases because (2.4) tends to be not satisfied. For a small d, it also increases because x tends to solve P because r is large (and case (b) of Theorem 4.2 is likely to occur). We see that the approximate algorithm by rounding is successful to obtain exact optimal solutions for the majority of type A problems.
To show the accuracy of approximate solutions, Table 7 .2 lists the maximum of (7.7)
«Z-Z(*»/Z)XlOO, where *=R, B,
for type A problems (all eases d=0.2, 0.3, •.
•• 0.6 are considered for each n).
Note that the ratio is computed against z (not ZO). Thus the real accuracy
The Multiple-Choice Knapsack Problem it also runs very quickly and gains a noticeable improvement. 
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(the case of Theorem 4.2 (b». Although the structure of type B problems may be too restricted, we may conclude that approximate algorithms tend to be more accurate if many i3 k ' s tak,= the same values.
Finally, computational results for type C problems are summarized in Tables 7.4 and 7.5. Only approximate solutions by rounding are computed for these problems. Comparing Table 7 .5 with Table 7 .2, we see that the accuracy of the obtained approximate solutions is about the same as that of type A problems. However, the number of type C problems for which exact optimal solutions are obtained by the approximate method (Table 7 .4) is noticeably less than the case of type A problems (Table 7 .1). This may indicate that type C problems are more difficult than type A problems, in order to obtain exact optimal solutions. (This tendency is actually confirmed in the experiment of Section 9.) The computation time for type C problems is about the same as type A problems, and the detailed statistics are not cited. Table 7 .4. The number of type C problems (out of 10) for which the LP optimal solution x is feasible (i.e., optimal) in P or (2.4) is not satisfied (i.e., trivially solved). The branch-and-bound algorithm of this section is constructed by following the standard recipe described in papers such as [15) [14) , in particular [7) [8) . Therefore we describe only basic ideas necessary to specify a branch-and-bound algorithm.
( holds in DUAL(P t ). A partial problem is therefore specified by a set of variables x .. fixed to O.
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(2) Upper bound of the optimal value of Pt' The LP optimal value of Pt is used for this purpose. The LP relaxation Pt is also used as a test to terminate Pt; Pt is terminated if its LP optimal solution x solves Pt' As seen from the computational results in Section 7, this termination occurs very frequently.
(3) Lower bound of the optimal value of Pt' The objective values of approximate solutions of Pt are used. Although z(R) of (5.7) is used in our implementation, z(B) of Section 6 can also be used (probably more desirable).
(4) Search strategy. Search strategy determines the order in which generated partial problems Pt are tested in a branch-and-bound algorithm. Although any search strategy can be used in principle, depth-m search [6] based on the LP optimal value is coded in our implementation in order to test a variety of search strategies relalizable by changing parameter m. According to our computational results, depth-first search is best from the view point ef total computation time (though it sometimes generates more partial problems than other search strategies such as best-bound search (e.g., [7) for the theoretical results».
It is now possible in principle to implement a branch-and-bound algorithm from the above constituents. It is however important from the view point of efficiency to consider how data of each partial problem Pt are maintained and updated. This aspect is briefly sketched below.
In our implementation, lists L storiqg 8 1 Further details of the above algorithm are given in [10] .
Computational Experiments of Branch-and-Bound Algorithm
The branch-and-bound algorithm explained in the previous section is coded in FORTRAN and type A, C problems (defined in Section 7) are solved on 85 The sorting algorithm implemented in this code is MERGE SORT (e.g., [1] [13] ). Table 9 .1 summarizes the results for type A problems. Each figure is the average of 50 problems (which are different from those used in Section 7).
As shown in Table 7 .1, exact optimal solutions of Po (Le., the original problem P) are usually obtained as approximat'~ solutions of Po for the majority of
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Iwase type A problems. In such cases, the branch-and-bound algorithm of course terminates after generating only PO' i.e., the number of generated partial problems is 1. In other cases, Po is decomposed into finer and finer partial problems. Table 9 .1 however shows that the numbers of the generated partial problems are relatively snlall in all cases. Interestingly enough, the number is almost independent of the problem size n, though it is dependent on parameter d (defined in (7.1)). (N log N) .
Finally, to see the effects of search strategies in the branch-and-bound algorithm, type C problems with 0=5.0 (which are different from those used in Table 9 .3) are solved with both depth-first search and best-bound search. Three problems could not be solved because the memory space bound (1000 partial problems) was exceeded.
Judging from Table 9 .4, best-bound search (which is theoretically known to minimize the number of the generated partial problems) generates slightly less number of partial problems than depth--first search. Depth-first search, however, is definitely better from the view point of computation time. The reason for this was discussed in Section 8.. The numbers of problems for which best-bound search generates less number of partial problems than depth-first search are as follows. However. except for only two problems with n=120. depth-first search always requires less computation time than best-bound search.
Iwase [10] contains some further details of the computational results of the branch-and-bound algorithm.
Conclusion
Two approximate algorithms and one exact branch-and-bound algorithm are proposed for the multiple-choice knapsack problem. Judging from our computational experience. approximate algorithms are quite fast and yet give extremely good approximate solutions. The exact algorithm is also quite efficient and can be practical except for some difficult problems deliberately constructed. We may thus conclude that the multiple-choice knapsack problem is a rather easy one in the sense of the average computation time among many NP- Therefore, approximate and exact algorithms may also be constructed in a similar manner. These extensions may be subjects of the future research.
