A typical a posteriori error analysis for numerical methods for differential equations consists of two elements: the stability of the continuous problem and an a posteriori computed residual estimate. If the problem is nonlinear, then this is only possible if it is strictly monotone. In this paper, we will estimate the stability constant a posteriori as well, in order to apply the Inverse Function Theorem to derive the existence of solutions from the numerical computation, and thus obtain rigorous a posteriori error estimates for non-monotone equations.
1. Introduction. In this paper an extension of the a posteriori error analysis for numerical solutions of nonlinear (differential) equations is proposed, which attempts to extend and strengthen existing methods by deriving the existence of exact solutions from the computation. This approach is particularly interesting when it is not known a priori whether solutions exists.
To explain the principle, suppose that a differential equation is represented by an operator F : X → Y where X and Y are Banach spaces. Suppose also that, by some numerical method, we have computed an approximate solution U ∈ X , i.e., F (U ) ≈ 0. Typically, if we wish to perform an a posteriori error analysis, we would establish (i) the existence of an exact solution u; (ii) the stability of the continuous problem, i.e., σ u − U X ≤ F (u) − F (U ) Y = F (U ) Y ; and (iii) a computable bound on the residual F (U ) Y ≤ η to obtain the a posteriori error estimate
This approach can only succeed if the operator F is strictly monotone, however, there are numerous nonlinear differential equations, for which this is not the case. As a remedy, Verfürth (see [31, [1, Lemma 9.5] ) proposes the following strategy: suppose that F is Fréchet differentiable at u, that F (u) is an isomorphism, and that u − U X is sufficiently small; then we may estimate
Since u is unavailable, we also do not know F (u) −1 explicitly, however, by the same argument as above we can simply replace it by F (U ) −1 which can be bounded by a computable number. In fact, once a stability bound F (U ) This simple idea will be made rigorous in § 2 in an abstract setting. In § 3, the two main ingredients, the residual and stability estimates, are made concrete at one of the simplest nonlinear differential equations, a semilinear Dirichlet problem. The main extension over previous methods is the efficient computation of the stability estimate σ. A simple yet asymptotically exact bound is established in Theorem 3.8 and in Corollary 3.9. The numerical experiments in § 4 demonstrate the promise of the method. Finally, in § 5, we will further analyze the a posteriori existence method (aka. enclosure method) derived in § 3, discussing under which conditions the method can be guaranteed to succeed, and interpreting the meaning of failure of the method.
The idea briefly laid out in the previous paragraphs is a special case of a numerical enclosure method or a shadowing theorem. This class of techniques are used to establish quantitative facts about nonlinear differential equations or dynamical systems which purely analytical methods cannot provide easily. The present article is intended to connect the ideas of enclosure methods to those of a posteriori and a priori error analysis of finite element methods for nonlinear differential equations, with the aim to give new impulses to both fields. In particular, it is not the purpose of this paper to present new applications of enclosure methods but rather to present a careful analysis for a simple example. From a technical point of view, the main contributions are the stability estimate of Theorem 3.8 and its subsequent analysis, as well as some aspects of the analysis in §5.
Numerical Enclosure Techniques for Differential Equations.
Although, on an abstract level, there should be little difference between enclosure methods for static and dynamic problems, they are nevertheless treated separately for reasons which will become clear momentarily. Following Plum [28] , we review several methods employed for problems of elliptic type, followed by a brief outline of the difficulties which arise in dynamical systems and parabolic partial differential equations.
Most enclosure methods for elliptic PDE reformulate the equation as a fixed point problem. The particular choice of fixed point operator and the structure of the set in which a solution is sought distinguish different enclosure techniques. For example, the monotonicity method of Collatz [10] requires a certain strong notion of monotonicity of a linearized operator in order to deduce the existence of an exact solution in a function interval. The requirement of monotonicity of the operator places severe restrictions on the applicability of the method and makes it impractical for numerical computations.
Plum [28] linearizes the problem in a ball in an appropriate function space, centered at an accurate numerical approximation, which leads to a Newton-like fixed point map. Compactness principles are then used to prove the existence of an exact solution in the ball. The crucial ingredients in this method are the estimation of the residual and the stability of the numerical solution. It is the approach which is most naturally married with the ideas of a posteriori error control for finite element methods, and a minor modification thereof will be used in the present paper.
A third approach for elliptic equations, which must be mentioned, is the method of Nakao, Yamamoto, et al. (a similar idea can be found in [11] ) which avoids the computation of the stability constant, possibly the most arduous task in Plum's approach. The differential equation is once again linearized at an approximate solution, and formulated as a fixed point problem which is reduced to a low-dimensional subspace. A verified solution of a linear system then gives a rigorous enclosure result in a specially designed neighbourhood of the approximate solution. In contrast to Plum's method, this idea is more in the spirit of a priori error analysis. In particular, most of the work must be done "by hand", which is why Plum's a posteriori approach will appear more appealing to most numerical analysts.
Finally, since they are not the focus of this paper, we discuss dynamic (including discrete dynamics) problems only very briefly. For most dynamical systems and even large classes of parabolic equations, at least local existence and uniqueness is easily proven. The main question, therefore, is how to derive sharp error bounds for a computed solution. Particularly for chaotic systems, the standard error bounds obtained from Gronwall's Lemma are useless in practise since they only analyze the worst-case scenario which predicts exponential error growth (unless of course the system is globally monotone). An improvement can be made if the global worst-case stability constant is replaced by a local estimate which can be obtained by linearizing the differential operator about the exact, or the numerical solution. This approach was pursued by Kessler et al. [19] and by Bartels [2] for the Allen-Cahn equation with mixed success. On the one hand, a significant improvement over previous analyses is observed, but still, the error cannot be controlled in some interesting solution regimes.
The idea of shadowing is to look for any orbit of the dynamical system, rather than a specific orbit with specific initial conditions. In some cases, it is possible to prove that for a numerically computed trajectory there exists a true orbit of the dynamical system, with slightly perturbed initial data, which shadows the numerical solution, i.e., which remains close for much longer times than predicted by Gronwall's Lemma. A recent review of this active field which cites most of the important contributions to the subject can be found in [17] . For the time-space discretization of PDE, the only result that appears to be available in the literature is an a priori analysis for trajectories of reaction-diffusion equations near a hyperbolic critical point [22] . No publications containing a posteriori results can be found at this moment.
2. Abstract Methodology. Let X and Y be real Banach spaces. For v ∈ X and R > 0 we use B(v, R) to denote the closed ball with centre v and radius R in X . The space of bounded linear operators from X to Y is denoted L (X , Y ). To avoid a cluttered notation, we shall often use L to denote the operator norm for a linear, bounded operator L between Banach spaces, e.g., L = L L (X ,Y ) . It will always be clear from the context which spaces are meant.
Let F : dom F → Y be a continuous map, where dom F is called the domain of definition of F and is assumed to be an open subset of X . We say that F is (Fréchet) differentiable at a point u ∈ dom F if there exists a bounded linear operator
A crucial ingredient of our analysis will be a measure for the oscillation of F (a.k.a. its modulus of continuity). We shall assume that there exist maps ω,ω : dom
If ω is monotone in the second component, which is natural, thenω(u; R) = Rω(u; R) is a trivial bound forω.
We will now discuss a quite natural approach to rigorous a posteriori existence proofs and error estimation which, for the moment, is independent of the numerical method used. Suppose we have computed a point U which we hope is a good approximation to some root u of F . We can rewrite the problem F (u) = 0 as
and we may now view the residual on the left-hand side as a small perturbation of the operator v → (F (v) − F (U )). Since (F (v) − F (U ))| v=U = 0, we can apply the Inverse Function Theorem to deduce the existence of a solution to (2.3), provided F (U ) Y is sufficiently small. Thus, we need to to identify a proof of the Implicit Function Theorem from which sharp conditions emerge under which such an existence (and local uniqueness) result can be obtained. An approach which appears to be particularly suited for the problem at hand can be found in a review article of Plum [28, Section 3] . The following theorem is a minor modification of the result contained therein, which is based on compactness rather than Banach's Fixed Point Theorem. The proof is given here mainly for the convenience of the reader. 
where ω andω satisfy (2.
1). Then there exists a unique u ∈ B(U, R) such that
Proof. We begin by linearizing (2.3) and rewriting it as a fixed point problem. By a purely algebraic manipulation, we find that (2.3) is equivalent to
This motivates the definition of the fixed point map N : X → X ,
Since F (U ) is assumed to be invertible, N is well defined and, in particular, F (u) = 0 if, and only if, N (u) = u. In order to apply Banach's Fixed Point Theorem in the ball B(U, R), we need to prove (i) that N (B(U, R)) ⊂ B(U, R) and (ii) that N is a contraction.
(i) We begin by estimating the linearization error. For any v ∈ B(U, R), we have
Suppose that v ∈ B(U, R), then, by the above estimate,
and hence, condition (2.5) 
guarantees that N (B(U, R)) ⊂ B(U, R).
(ii) To prove that N is a contraction, given v 1 , v 2 ∈ B(U, R), we use (2.6) twice to obtain
The linearization error on the right-hand side can again be estimated by
which immediately gives
Thus, N is a contraction, provided that (2.5) is satisfied. In addition to the traditional a posteriori error quantity, the residual estimate η, Theorem 2.1 requires two further pieces of information: the stability constant σ and the variation of the linearization ω. The fourth quantity R can be obtained easily once η, σ and ω are available. In the following we will discuss each of the four quantities, first in a general setting, and then make those ideas precise at two concrete examples.
(a) The computation of a residual estimate is fairly standard in the literature on a posteriori error estimation. The reader may refer to the monographs of Verfürth [32] and of Ainsworth & Oden [1] for excellent reviews. However, many of the established techniques give estimates which are sharp only up to some multiplicative constant which is typically overestimated by two orders of magnitude, while it is crucial in our application to obtain sharp bounds. Only recently, an analysis of "constant-free" residual estimates has emerged which we will review in Section 3.2.
(b) The a posteriori estimation of the stability constant σ has received very little attention in the literature on finite element methods for nonlinear problems, which are the focus of the present paper. For example, if X is a Hilbert space and if Y = X * then σ is an inf-sup constant or singular value for the operator F (U ). In the numerical approximation one usually only has a projection of F (U ) to the approximation space at one's disposal. Thus, a natural approach to the computation of σ is to simply estimate the error between the computed and extact singular values. All estimates of this type require a priori knowledge of the regularity of the eigenvalue problem which crucially enters the analysis (cf. Section 3.3).
(c) The variation of F is a purely analytical object which needs to be provided by the 'user' and which cannot be obtained numerically -at least if one requires 'rigorous' results. However, with a more pragmatic point of view, one could estimate ω from F (U ).
(d) The radius R which defines the set in which the solution is sought, can be obtained by a simple iterative algorithm which is presented below.
We conclude the general theory with the description of a simple algorithm describing how to implement the a posteriori existence principle, and which includes the computation of a nearly optimal value for R, provided η, σ, ω are known. The constant 1.01 in Step 2.2 is fairly arbitrary and can be replaced by any number which is strictly larger than, but close to 1.
Algorithm A
1. COMPUTE: compute a numerical approximation U 2. ESTIMATE: compute a residual bound η and a stability estimate σ 3. VERIFY: compute a near-optimal radius R:
If necessary, refine the computational method (e.g. mesh refinement) and continue at 1.
An interesting question arises: if the algorithm does not terminate, can we deduce that the numerical solutions do not converge to a solution of the equation? The answer to this question is most likely negatory as the discussion in § 5 suggests. Deciding (local) non-existence of solutions appears to be a much more difficult problem and the methods presented in the present work are unable to tackle it.
A Semilinear Elliptic Equation.
In this section, we apply the idea of a posteriori existence to a semilinear Dirichlet problem,
where Ω is a polygon in R 2 . Most ideas can be generalized to higher dimensions (taking care that the correct embedding results are used), however, in order to fix the main ideas it is helpful to restrict to the two-dimensional case.
Throughout this analysis, we will make heavy use of the Poincaré-Sobolev Inequality,
If r = 2 we call it simply the Poincaré Inequality and set C P = C S (2). It will be crucial to know the constants C S (r) explicitly (cf. §A). We assume that f :Ω × R → R is continuous, and continuously differentiable in the second component (with the first component fixed), and that the first partial derivative with respect to u, denoted f u , obeys the bound
for constants C 1 ∈ R and q ∈ [1, ∞). Due to the bound (3.3), the problem (3.1) can be posed in H 
Proof. The proof that F is well-defined and differentiable is standard and rests, in essence, on the growth condition (3.3) and on the embedding
Continuity of F follows in a straightforward fashion from Fatou's Lemma, taking into account the growth condition (3.3) again.
Finally, we recall some regularity results for the Laplace operator on polygonal domains. In order to understand the main ideas in the present articles, these technical details may be safely ignored and replaced by an assumption that Ω be convex.
In the following result, To see that ∆ is an isomorphism, assume first that ∆u ∈ L 2 (Ω). In this case, it follows from [16, Rem. 2.
(Ω) (this follows from a simple duality argument, using the fact that
, and using (3.6), we deduce the result. Remark 3.3. Using the semilinear structure of the operator F and the compactness of ∆ −1 , Plum [28] gives an existence and enclosure theorem which requires only the first condition in (2.5). While this comes at the expense of possible nonuniqueness in the neighbourhood B(U, R) it may be easier to satisfy in computations. The numerical experiments suggest that this is indeed the case when f is not Lipschitz continuous in the u-component.
Finite element discretization.
We discretize the equation F (u) = 0 by a P1-Galerkin finite element method. The restriction to low-order elements is made for the sake of simplicity of presentation. We can expect that all results can be generalized to high-order methods, however, some more technical details would need to be established first, particularly regarding the efficiency of the residual estimates discussed in §3.2. It will be seen in §4 that, in practise, low order finite elements present a severe restriction for the a posteriori existence method, since high accuracy computations are often required to satisfy the existence condition (2.5).
Let T be a regular triangulation (cf. [5] ) of Ω with interior faces collected in the set E and vertices collected in the set N , and define
For T ∈ T and E ∈ E, we define h T = diam T and h E = diam E. We let h T : Ω → R be the local mesh size function which takes the values h T = h T in T and h T = h E in E. The global mesh size is denotedh T = max T ∈T h T . Two further important symbols,ĥ T andĥ T , are defined below Lemma 3.4.
We define the nodal interpolation operator I :
and the Ritz projection operator Π :
Furthermore, we use Π 0 to denote the L 2 -projection operator onto piecewise constant functions, i.e., Π 0 v| T = (v) T := − T v dx, for T ∈ T and v ∈ L 1 (Ω). The standard Galerkin finite element discretization of (3.1) is
Without approximations to the nonlinear term, the variational form (3.7) can only rarely be evaluated in practise. A typical approximation which we shall use here, is
This variational form results in a nonlinear algebraic system of equations which can be evaluated exactly and which is typically solved by (a globalization of) Newton's method, possibly combined with a continuation algorithm. In sections 3.2 and 3.3 we turn, respectively, to the questions of estimating the residual F (U ) and the stability constant for F (U ), where U is a solution of (3.8).
We conclude this section with two approximation results which will be frequently used later on.
Lemma 3.4 (Two Nodal Interpolation Error Estimates). (i) For a non-degenerate triangle T let θ T denote the largest angle in T , then, for any
Proof. The first statement is a standard interpolation error estimate and follows essentially from the embedding H 2 (T ) ⊂ C(T ) [5] . The fairly sharp constant can be found in [20] .
The second statement is straightforward to establish using standard methods for interpolation error analysis:
where V is an arbitrary affine function. Choosing V so that (V ) T = (v) T and (∇V ) T = (∇v) T , the result follows from the Poincaré-type inequality
For future reference we define the quantitieŝ For general s, the estimate is obtained from the theory of interpolation of linear operators [5, Ch. 14].
Residual Estimate.
Residual estimates are a standard tool in the a posteriori error analysis of the finite element method [32, 1] . The present section is intended as a review with the application of a posteriori existence in mind which requires explicit and reasonably sharp estimates.
Following, for example, Verfürth [32, Chapter 1] , if U is a solution of (3.7) (the discretization (3.8) requires only minor modifications) then
where [∇U ] denotes the jump of ∇U across interior edges and is set to zero on the boundary. The constants C T originate from a quasi-interpolation error estimate [33, 7] and depend only on the local shape-regularity of the mesh.
Because (3.11) is cheap to compute and mathematically very well-understood it is possibly the most popular residual estimate in the finite element literature. In particular, it has been shown that adaptive finite element methods based on estimates of this type exhibit optimal convergence rates for many linear and even some nonlinear problems [3, 29, 8, 12] . The crucial property ofη which makes this analysis possible is its efficiency: there exists a constant C eff which depends only on the shaperegularity of T , such that
This property guarantees that, up to a higher order term, we never overestimate the residual by more than a fixed constant. Nevertheless, there is a significant disadvantage for our application, namely, the constants C T featuring in (3.11) cannot be made sharp but are typically overestimated by about two orders of magnitude [7] . A different approach to residual estimates, advocated by Neittaanmäki and Repin [23] as well as Plum [28, Formula (67) ] is the following: suppose that g ∈ H(div; Ω) and |ϕ|
Taking the supremum over ϕ ∈ H 1 0 (Ω) with unit norm we obtain
An advantage of this residual bound which makes it particularly useful for enclosure methods is that it does not require U to be a solution to (3.7). Variational crimes, or inexact (e.g., iterative) solution of the finite element equations require no further modification of the residual estimate. The main challenge is to find a suitable function g, and it is not clear whether an efficient residual estimate can be obtained in this way at all. A minor modification of the above argument leads to a provably efficient estimate. For any g ∈ H(div; Ω), we split F (U ) into
The first term is estimated via the Cauchy-Schwarz Inequality, the second using the Cauchy-Schwarz and Poincaré's Inequalities, while the last term is estimated using a universal Poincaré inequality on each element [25] ,
to obtain
To determine g,
The optimization problem (3.14) need not be solved exactly. For example. a cheap local construction of a 'good' candidate is described by Braess and Schöberl [4] . While, for arbitrary U , estimate η may not be sharp either, the construction of Braess and Schöberl [4] relates (3.14) to (3.11) and shows, provided U solves (3.7), that η is indeed efficient up to higher order terms. We can use their result to deduce a similar bound for solutions to the perturbed Galerkin method (3.8).
Theorem 3.6. There exists a constant C eff which depends only on the shaperegularity of T such that, if U solves (3.8),
Proof. Let z,z ∈ H 1 0 (Ω) be the solutions of, respectively, ∆z = f (x, U ) and ∆z = If (x, U ), then
The result of Braess and Schöberl [4, Theorem 4] states that
Furthermore, we can estimate
to obtain the desired result.
Stability for H
2 -regular problems. Having found a computable residual estimate, we turn to the estimation of the stability constant.
Throughout
, and σ L = 0 otherwise. The same operator L can also be understood to map S 
if L is an isomorphism between those spaces, and Σ L = 0 otherwise. Since L is self-adjoint, by a standard result of functional analysis, σ L and Σ L are respectively given by
A natural idea to estimate the optimal stability constant σ F (U ) is to compute Σ F (U ) , the smallest singular value of the finite element projection, followed by an error estimate to obtain a reliable lower bound for σ F (U ) . In order to make this approach practical, sharp and explicit regularity estimates for the differential operator need to be available, which seems to be the case only for a constant diffusion matrix on polygonal domains. An entirely different technique to obtain rigorous eigenvalue inclusions will be discussed elsewhere [24] .
Even in this simple situation, several obstacles have to be overcome. Typical eigenvalue bounds which can be found in the literature such as the Weinstein bounds [9] , the Kato bounds [18] , and typical a priori or a posteriori error estimates in the finite element literature [21] all require unavailable a priori information about the problem. In essence, to obtain rigorous bounds on the first N eigenvalues of F (U ), a lower bound on the N + 1th eigenvalue is required. Goerisch [15] and Plum [26] have introduced a homotopy method which obtains this bound and thus gives explicit and rigorous error estimates. The reader may refer to [27] for a detailed review of different eigenvalue inclusion methods, and for further detail on the homotopy method.
Here, we will follow a much simpler approach. Note, that we are not interested in obtaining bounds for specific eigenvalues but only for the inf-sup constant, which simplifies matters to some extent. Furthermore, it is not important to obtain very sharp estimates, but slightly suboptimal bounds are entirely sufficient. We will compute some fairly rough a priori error estimates for Σ F (U ) which will be sufficient in practise to give a good stability estimate, and which do, in fact, converge to the exact stability constant σ F (U ) ash T 0 (cf. Theorems 3.10 and 5.2). Before we motivate the idea, we state some simple observations about the H 1 0 -eigenvalues of operators of the same type as F (U ).
The set {v j : j ∈ N} is an orthonormal basis of H 
Taking gradients on either side and testing with ∇ϕ, we obtain
, and hence, setting λ j = 1 + µ j , we obtain (3.15). SinceL is compact, the eigenvalues ofL are clustered at 0 and hence the eigenvalues of L are clustered at 1.
It only remains to prove that v j ∈ H 1+s (Ω), provided λ j = 1. To this end, we rewrite (3.15) as (3.17) implies that the right-hand side in this variational form lies in L 2 (Ω) and hence, Lemma 3.2 shows that v j ∈ H 1+s (Ω), and that
where we have used the estimate
Since ∇v j L 2 = 1, we obtain the stated result. The first consequence of Lemma 3.7 is that, except possibly in the case σ = 1, there exists an eigenvalue λ ∈ {±σ L } with a normalized eigenfunction v for which we have a sharp bound on |v| H 1+s . Unfortunately, this bound is in terms of the unknown quantity σ F (U ) . The second observation is that the H 1 -eigenvalues of F (U ) are clustered at one. This actually indicates the ill-posedness of the eigenvalue problem, however, for our application it is helpful since it demonstrates that σ = 1 is the best possible bound we may hope for.
The idea is to fix some constant ρ < 1 and to assume that σ F (U ) ≤ ρ. If it were larger than ρ then we would simply take σ = ρ as a lower bound without sacrificing much. In the first case, however, we can use the explicit regularity estimate (3.16) for v to control the error σ F (U ) − Σ F (U ) . Optimizing with respect to ρ will give the final bound. In the following theorem, and the remainder of the paper, we use the convention C S ( (0, 1 − ε) , which gives the optimal value for σ(ρ). 
then there exists exactly one solution of the equation ρ = σ(ρ) in
Let Πv be the Ritz projection of v onto S 1 0 (T ), then
Using the fact that |Πv|
Employing the error estimate for the Ritz projection from Lemma 3.5, gives
Note, that the right-hand side is continuous as a function of s, and hence, we are now allowed to choose s = π/θ Ω as well. Setting ε =ĥ We could compute Σ F (U ) and set c = f u (x, U ) in Theorem 3.8 in order to obtain a rigorous bound for σ F (U ) . However, as was the case with the Galerkin method (3.7), it is rarely possible to evaluate the linear operator F (U ) exactly. We will therefore compute an approximationf u ≈ f u (x, U ), setLv = −∆v +f u v, and compute ΣL instead. A natural choice isf u = If u (x, U ), which will also be used in computations.
Corollary 3.9. 
then, applying a generalized Hölder inequality,
Since this holds for any δ > 0, it is also true for δ = 0. Combining this estimate with Theorem 3.8, applied with c =f u , we obtain the desired result.
To show that the stability estimates of Theorem 3.8 and Corollary 3.9 are sharp, we prove a lower bound on Σ L in terms of σ L , which will be employed in § 5 to prove convergence of σ to σ F (u) ash T 0. 
and hence,
In particular, if √ Jĥ
) c L r < 1 then Π is an isomorphism between span{v j } and span{Πv j }, and hence, dim span{Πv j : j = 1, . . . , J} = J. In the following, let ε =ĥ
Take ϕ ∈ span{v j : j = 1, . . . , i}, 1 ≤ i ≤ J, with |ϕ| H 1 = 1, and let Φ = Πϕ, then
Ifĥ T is sufficiently small then λ i + 2 √ Jε 2 is negative. Hence, from the Rayleigh-Ritz principle for Λ i , and from |Πϕ| H 1 ≤ |ϕ| H 1 = 1, it follows that
In particular, since σ L ≤ |λ i | for all i, we have shown that
To conclude the proof, we show that the next discrete eigenvalue Λ J+1 is bounded below by σ L . Since the functions V 1 , . . . , V J+1 are linearly independent, there exists Φ ∈ span{V 1 , . . . , V J+1 } \ {0} satisfying (∇Φ, ∇v j ) = 0 for j = 1, . . . , J. From this, it follows immediately that 22) and, by the Rayleigh-Ritz principle for
the result follows after combining (3.21) and (3.22) . The assumption thatĥ T be sufficiently small, which we have employed throughout the proof, may be removed upon noticing that Σ L ≥ 0 is always true.
Implementation and Numerical Experiments.
We begin by describing some practical aspects of the implementation, followed by two instructive computational examples.
Solution of the nonlinear system. The numerical method (3.4) is implemented in Matlab. We introduce a continuation parameter α, i.e., we replace f (x, u) with f α (x, u) where f 0 (x, 0) = 0, and hence u = 0 is always a trivial solution for α = 0. We then use Newton's method to solve (3.8) for slowly varying α, to compute several points along the solution branch passing through (α = 0, u = 0). In all examples below, the only non-trivial situation which occurs is a turning point, i.e., there exists α t > 0 so that, for α > α t , no solution exists in the neighbourhood of the computed branch, while for α < α t two solutions exist. The turning point is traversed by manually adjusting the initial condition for the next Newton iteration. For more general problems, one should, of course, use more sophisticated continuation algorithms.
Residual Estimate. In order to implement a residual estimate one should, ideally, use the local construction of Braess and Schöberl [4] to approximately solve the minimization problem (3.14), however, it is quite awkward to implement this efficiently in Matlab. A simple, yet competitive solution is to replace the exact L 2 -norm ∇U − τ L 2 by a discrete norm,
where x E is the barycenter of an edge E and ν E is a unit normal. It can be easily verified that the two norms are equivalent up to constants which depend only on the shape-regularity of the mesh, and that the latter is represented by a diagonal matrix which is cheap to assemble. Thus, instead of (3.14), we use
where τ = argmin
Since the matrix associated with ||| · ||| is diagonal, the saddle point problem associated with (4.1) can be reduced to a much smaller system. In numerical experiments, the resulting estimate was always within a factor of 1.01 of the optimal estimate where (3.14) is solved directly. The cost of evaluating the residual estimate is roughly equivalent to the solution of the nonlinear system. The term ∇U − τ L 2 can be evaluated exactly, however, in order to evaluate Π 0 f (x, U ) and
, quadrature must by used. Strictly speaking, one should verify this approximation, estimating the error committed, however, this was not done here.
Stability Estimate. We use the estimate (3.20) withf u = If u (x, U ) and r = r = +∞. To evaluate ΣL we use the Arpack-based routine eigs. This is possibly the least justified step in the practical implementation of the a posteriori existence algorithm, since no rigorous error bound between ΣL and the numerically computed value is guaranteed.
The interpolation error term, .20) is bounded using the interpolation error estimate (3.10) which leads to
whereε andσ are given in (3.20) , and with the convention that σ = 0 if (4.2) is either not well-defined or leads to a negative estimate. The minimization for ρ is solved using bisection. The norms f uuu L ∞ (T ) , etc., are easy to evaluate or at least estimate. For example, if f uuu is monotone then it is sufficient to take the maximum over the nodal values. In all numerical experiments the perturbation error was negligible compared to the discretization error contained in the definition ofσ(ρ).
Remark 4.1. For problems with strong singularities in the gradient, estimating the perturbation as above may be too rough, since ∇U may blow up ash T 0. In that case, it can be advisable to choose a finiter and use quadrature to estimate the perturbation. The valuesr = 2, 4 are good choices, since the integrands are smooth, yet the Sobolev constants are fairly small. For example, with the bounds discussed in §A, and for Ω = (0, 1) 2 , we would obtain C S ( Mesh refinement. The mesh is refined using newest vertex bisection which preserves the mesh regularity. If the stability estimate is deemed sufficiently accurate (for instance σ ≥ 1.5ΣL) then elements are marked for refinement using Dörfler's strategy [14] . Otherwise the mesh is refined uniformly. Apart from demonstrating the success of the a posteriori existence Theorem, the focus in all examples is also a study of the efficiency of the numerical method. In Figure 4 .1 we see that the error estimate has the optimal convergence rate, which is not too surprising for an H 2 -regular problem. We see, furthermore, that the rigorous error estimate R approaches the heuristic error measure η/Σ in the limit as η/Σ 0. Some heuristic error measures indicate that, in fact, (η/Σ)/|u − U | H 1 ≈ 3 throughout the computation, i.e., that the error estimate (and thus the residual estimate) are reasonably efficient.
It is interesting to investigate how the algorithm behaves near and beyond the turning point mentioned above. To this end, we apply the method with α = 84.2 and α = 84.45 (note that the relative distance between these two values is approximately 0.003), and show some iterations in Table 4 .2. We see that, for the first value, we obtain a verified solution, while, for the second value, the a posteriori existence condition tends to infinity. After the seventh iteration, Newton's method did not converge. In view of Proposition 5.1, it may seem surprising that ∇U L 2 appears to be bounded. The explanation for this is, that the pair (λ, U ) is an approximation to the turning point, and only when λ becomes too inaccurate in relation to U , the numerical solution ceases to exist, however, it does not explode. This simple example makes a strong case for tracking boththe residual and the stability constant in the numerical approximation of nonlinear problems.
Example 2: −∆u
One way to raise the difficulty of the problem is to increase the nonlinearity of f . As a first example, we compute a verified non-trivial solution to −∆u = u 4 on the unit square. The solution is plotted in Figure 4 .2(a). As can be seen from Table 4 .3, it takes about 3.4 × 10 6 elements to verify the numerical solution, i.e., this problem is only barely within the reach of the method. A simple remedy which would make solution verification much easier would be to raise the polynomial degree of the finite element method, as this would lead to much smaller residuals.
In order to demonstrate that the significant effort required to verify the solution, in the above problem is not due to the more severe nonlinearity, but because of the specific numerical solution sought, we also solve the simpler problem with α = 10. Here, the solution is verified already for 512 elements. A numerical solution on a coarse mesh and the convergence rate are shown in Figure 4 .3. Here, the effectivity of the heuristic estimate η/Σ is roughly √ 2.
Example 3: −∆u
2 (the L-shape). For our last example, we return to the quadratic nonlinearity but increase the difficulty of the problem by solving it on an L-shaped domain. The solution is plotted in Figure  4.2(b) , and several refinement iterations can be seen in Table 4 .4. Because of the corner singularity, the convergence rate for the stability estimate is slower and, as a consequence, some uniform refinement steps are taken initially. This is followed by strong local refinement in order to resolve the singularity. Similarly as in Example 2, this problem is only barely within the reach of the method, since about 3.6 × 10 6 elements are needed to verify the solution. Again, it is conceivable, that a higher order finite element method would be helpful, however, a resolution of the singularity for the stability estimate seems even more crucial. The straightforward regularity theory which we used to obtain Theorem 3.8 is not sufficient to treat this problem effectively.
As in Example 2, we can apply our methods to a simpler problem by setting α = 100. The results are shown in Figure 4 .4. In this case, the existence conditions are satisfied from the beginning, and we obtain an optimal convergence rate. The effectivity is roughly √ 2 again.
Analysis of the A Posteriori
Existence Algorithm. So far, we have not addressed a question, which we have have posed at the end of § 2. What can we conclude if the existence condition of Theorem 2.1 is never satisfied? We have already hinted that the answer to this may be difficult. This is further highlighted by the following result.
Proof. Since the sequence (U j ) j∈N is bounded in H 
We split F (u) into
The first term tends to zero by assumption, the second term tends to zero since ∇U j k converges weakly to ∇u, while convergence of the third term is guaranteed by (5.1). It remains to establish the strong convergence of U j k to u. Since F (u) = 0, we have
The strong convergence follows after dividing the estimate by |u − U j k | H 1 , using the assumption that F (U j k ) H −1 → 0, and employing (5.1) again. convergence of the numerical method. However, Example 1 in §4 demonstrates clearly that, in practise, this idea has to be used with great care. Furthermore, the strength of the a posteriori existence idea is that we can make rigorous statements about a solution without letting the mesh size tend to zero.
The second result of this section is, in some sense, the reverse of Theorem 2.1 in that it establishes the existence of approximate solutions near certain exact solutions. Note that it follows trivially that the solution u whose existence is established in Theorem 2.1 is regular (i.e., F (u) is an isomorphism). In Theorem 5.2 we will see that such solutions can always be found by the enclosure method presented in this paper: if u is a regular exact solution to (3.1), then, for a sufficiently small mesh size, there exists a numerical solution U of (3.8) for which the output of the a posteriori existence theorem is the original exact solution u. This means, in particular, that we can expect the a posteriori existence method to be successful in 'most' cases.
In order to make the analysis as close as possible to the implementation described in § 4, we make the following assumptions:
(a) In addition to (3.3), f is three times continuously differentiable inΩ × R. The modulus of continuity ω is continuous in The numerical approximation is a solution of (3.8), the residual estimate is given by (4.1), and the stability estimate by (4.2). All are evaluated in exact arithmetic. In addition to assumptions (a) and (b), we need to make a regularity assumption on the mesh. We define the class τ ε of uniformly shape-regular and quasi-uniform meshes,
The assumption of quasi-uniformity is not a true restriction for the P1-FEM on convex domains, since uniform refinement typically yields optimal convergence rates. In general, however, it is a severe restriction which can only be dropped if we disregard all variational crimes and choose r,r < ∞ in (d).
In the remainder of this section, we will use to indicate an upper bound up to a constant which may depend on the data of the problem, the exact solution u, and on the mesh regularity parameter ε, but not on the specific mesh from the class τ ε nor on the numerical solution on that mesh. Each item of Theorem 5.2 will be proved separately. Item (i) is based on classical ideas for the error analysis for nonlinear problems which go back to the work of Strang [30] in the context of finite difference methods and to Brezzi, Rappaz & Raviart [6] and Dobrowolski & Rannacher [13] in the context of finite element methods. 
Proof of (i)
where 2 < t and δ 1 = 1 − 2/t > 0. In particular, for any fixed c * > 0 there exists h 0 such that, for
From here on, we will always assume thath T ≤ h 0 .
Step 
Globally, we can therefore estimate
In particular, setting V = Iu, we obtain
Step 2: Stability ofF (Iu). Fix W ∈ B(Iu, c * h
Arguing as for (5.2) we obtain
T ∇V L 2 , where δ 2 > 0 is fixed but arbitrarily small, to conclude
Combining (5.5) with (5.4), we deduce
for some constant C 2 which is independent of the choice of T ∈ τ ε .
Step 3: Variation ofF .
We use the local norm-equivalence relation
and thus, obtain
Step 4: Conclusion. It now follows from (5.3), (5.6) and from (5.7) that, if we choose c * sufficiently large andh T sufficiently small, the two a posteriori existence conditions (2.5) are satisfied. Hence, there exists U ∈ B(Iu, c * hT ) such thatF (U ) = 0. This establishes the desired result.
Proof of (ii). Item (ii) follows immediately from the error estimate |u − U | H 1 hs T , Theorem 3.6, and from (5.2).
Proof of (iii). Let
Using Assumption (a) and the same argument as the one leading to (5.2), we estimate
We insert this bound into the definition ofσ(ρ) to deducẽ
On the other hand, if σ L = 1 then we can choose ρ = 1 −h β T for some β > 0. Balancing β so that the asymptotic behaviour of ρ ∼σ(ρ) ash T 0, requires us to choose β = 2s/3 as the optimal choice, i.e.,
It remains to estimate the term bounding the perturbation f u (x, U )−If u (x, U ) L ∞ in the definition of σ, which we chose to estimate via an interpolation error estimate. Recalling that U L ∞ ≤ 1 + u L ∞ , providedh T is sufficiently small, and employing Assumption (a) again, we deduce the bound
Let t > 2 so that H 1+s−δ0 (Ω) ⊂ W 1,t (Ω) holds, then a simple scaling argument,
where we used the fact that ∇Iu L t u W 1,t |u| H 1+s−δ 0 , gives
Choosing t such that 2 − 4/t = s, leads to t = 4/(2 − s) which does indeed admit the embedding W 1,t (Ω) ⊂ H 1+s−δ0 (Ω), provided δ 0 is sufficiently small.
Proof of (iv)
. It follows from items (i)-(iii) that, for T ∈ τ ε andh T sufficiently small, a solution U ∈ S 1 0 (T ) of the perturbed Galerkin method (3.8) exists for which σ ≥ which shows that for c * > C 3 /σ and forh T sufficiently small, the first condition of (2.5) is guaranteed as well. Since all conditions of Theorem 2.1 are satisfied, we deduce the existence ofũ T ∈ H 1 0 (Ω) such that F (ũ) = 0 and ∇U −∇ũ T L 2 hs T . In particular, ∇u−∇ũ T L 2 hs T which would contradict the assumption that F (u) is an isomorphism, unless u T = u for sufficiently smallh T . Thus, we have established item (iv) and concluded the proof of the theorem.
Conclusion. In this paper, a numerical existence and enclosure method for semilinear elliptic boundary value problems was suggested and analyzed. The numerical examples both demonstrate its practicality as well as shortcomings. It is clear, in particular, that the existence result becomes rigorous only for highly accurate approximations which are difficult to obtain with the P1-FEM used here. It is obviously crucial to extend the analysis (or at least its practical aspects) to higher order methods.
Throughout this paper, we have completely ignored the effect of round-off error and quadrature error in the evaluation of the residual estimate. This can, in principle, be removed by evaluating all residual and error estimates in a computer algebra system, and using verfied integration techniques to rigorously estimate the quadrature errors. The only quantity, for which a rigorous verification seems more difficult and requires further investigation, is the discrete inf-sup constant ΣL appearing in (3.20) .
Finally, it is worth mentioning that enclosure methods can be generalized in order rigorously compute entire bifurcation diagrams, including enclosures for turning and bifurcation points. sonable bounds on the Sobolev embedding constants and particularly on the Poincaré constant is as important as sharp residual and stability estimates for the practical application of the methods discussed in this paper.
Using Fourier analysis, it is fairly easy to see that, if Ω is contained in a rectangle with sides L x , L y , then
If the domain is a rectangle, then this is in fact an equality. By Hölder's Inequality, we obtain C S (r) ≤ |Ω| 1/r−1/2 C P whenever r ≤ 2. A good bound for the general Poincaré-Sobolev constants C S (r), in the case r > 2 can be found in [28, (69) ]. Let ν ∈ N be the largest integer such that ν ≤ r/2, then PC S (4) 2/3 ≈ 0.383, whilẽ C S (3) ≈ 0.530. It will be clear from the subsequent computations that these seemingly small differences can have a significant impact on the modulus of continuity of F , and thus on the existence condition (2.5).
Equipped with this information, we will compute the modulus of continuity ω : H 1 0 (Ω) × R → R for the paradigm case f (u) = |u| p where p = 2 or p ≥ 3. More general nonlinearities can be treated by the same method or sometimes even reduced to this case.
It follows quite easily in these two cases that F is twice differentiable in H We now distinguish two cases. If p = 2 then |f uu | ≤ 2, and hence,
and hence we may use
In the case p ≥ 3, some straightforward algebra gives We now split the estimate into two parts. We observe that u 1 takes the role of U in Theorem 2.1 which is expected to have a moderate bound in L ∞ (Ω). Given that our Sobolev embedding constants are not very sharp for large p, it seems reasonable to estimate
instead. For the second term, we cannot use this trick and will instead balance the required embedding constants, 
