We study the asymptotic behavior of the solutions of a nonlinear integrodifferential Volterra equation with a convolution kernel. More specifically, we give conditions which imply that a solution x satisfies x(t) = 0(t~p) (t -* oo), where p is an arbitrary, positive real number.
1. Introduction and summary of results. We study the asymptotic behavior of the solutions of the nonlinear integrodifferential equation
x'(t) + f'a(t-s)g(x(s)) ds = /(/) (t G R+).
(
1.1) •'o
Here R + = [0, oo), a, g, and / are given, real continuous functions, and x is the unknown solution. In particular, we give conditions which imply that x(t) = 0(t~p) (t -► oo) forp > 0.
Our assumptions are the following (the notations are explained immediately after the list of assumptions; p is a nonnegative real number).
a(t) = a + a0(t) (t G R +), where a > 0, anda0
is continuous and strongly positive definite on R+, ( 1.2) (1 + tYa0(t) G L\R +), (1 + tYa'0(t) G L1 n BV(R +), (1.3) (l + tyf(t),(l + tYf'(t)EL2(R+), (1.4) g G C(R), Íg(Í) > 0 (í * 0), -f ° *({) di = Cg(Í) di = oo, (1.5)
•'-oo ■'O lim inf g(Í)/i > 0, hm sup g(Í)/Í < oo.
í-»° i-»o
Here the strong positive definiteness of a0 means that there should exist e > 0 such that a0(|f|)-ee-''' (/ G R) is a (Bochner) positive definite function. The statements concerning a' and /' should be interpreted as requirements that a, f be locally absolutely continuous, together with the given conditions on the derivatives. BV stands for functions (which a.e. are equal to a function) of bounded variation. MacCamy and Wong [4] treat (1.1) as a perturbation of a hnear equation, and they give (global) conditions which imply x(t) = 0(e~"') (t -» oo) for some constant a > 0. 
) (tER +). Assume that aq G L\R +), yq_2, <p E L2(R +). Then kq_x G L2(R+).
(ii) Let the hypothesis of (i) hold. In addition, suppose that a'q G Ll(R +). Then k'q_xEL2(R+).
Observe that the conclusion of Lemma 2.3 holds trivially when a = 0, as obviously k_x = 0. Also note that the assumption on <p9_2 and <p is equivalent to <pq_2 E L2(R +) for a > 2, and to <p G L2(R +) for a < 2. In particular, for a > 1 it is implied by <pq_x G L2(R +), where <pq_x(t) = (1 + r)(,~1)/2<p(0 (f G Ä +).
In the proof of Lemma 2.3 we use the fact that 0 < s < t and r G R implies 6) where Cr = max{l, 2r"2}. This inequahty is trivial when r < 1. To prove it when r > 1 one divides (2.6) by (2 + t)r~l, substitutes x -(1 + s)/(2 + t), and minimizes the function xr~l + (l-x)r-1 for x E [0, 1].
Proof of Lemma 2.3. To simplify the notations, replace below the exponent q/2 by r, i.e. define r = q/2. Thus, by Young's inequality, we again get kq_x G L2(R +), and the proof of (i) is complete.
(ii) Differentiate k x to get k'q_x = hx + h2, where
By part (i) of Lemma 2.3, with a0 replaced by a0, hx G L2(R +). The fact that h2 G L2(R +) also follows directly from (2.6) and Young's inequality. This completes the proof of Lemma 2.3.
3. Proof of Theorem 1. We begin by introducing some notation. Define
<?(') = i?O(0). «KO = ^ [ W) ds (tER +),
and put yq(t) = (1 + ty/2y(t) (/6fi+), where q > -1, and y is one of the functions x, x', x", <p, tp, a0, / and /' (i.e., xq(t) = (1 + t)"/2x(t), (x')q(t) = (1 + t)«/2x'(t) etc.; in particular, aq(t) = (1 + t)q/2a0(t)). Moreover, for q as above, define
(observe that the exponent in the definition of Gq is q, whereas in all the other cases it was q/2).
We first give an induction proof of Theorem 1 in the case when 2p is an integer (the case when 2p is not an integer is treated in §4). and it implies xq,(x')q,^qEL2nLx(R+), (3.3)
as long as 1 < q < 2p. By applying the induction step 2p times one gets
X2p,(x')2pEL2nL°°(R+). (3.4)
At the end of this section we show that (3.4) imphes (1.6), (1.7) (in this last step 2p need not be an integer). We omit the proof of the initial step, as it is easily obtained from the proof of the general step (i.e. take q = 0, and observe that all terms with subindex -1 drop out from the estimates).
We are now ready to begin with the proof of the induction step. In addition to (1.1)-(1.5), assume that (3.2) holds for some q, 1 < a < 2p. (For the moment we think of a as an integer, but the same argument applies when q is real.) We deduce from (1.5) and (3.2) that %_XEL2(R+), Gq_xEL\R+). 
G«(T) + \ WT)T + ß(%. T)<C+ fo\(t)[fq(t)-kq_x(t)] dt, (3.8)
where C is some constant independent of T.
To simplify the notation below we shall use the letter C in the same way as in (3.8), namely, C represents a constant independent of T. The actual value of C may change from one line to the next.
Observe that all terms on the left-hand side of (3.8) are nonnegative. Using w,(0 = f'a0(t-s)%(s) ds + kq_x(t) (tER +).
-'o That /0 a0(t-s)<pq(s) ds E L2 n L°°(R +) follows from (1.2), (1.3), (3.10), (3.11) and Lemma 2.2. Also by (1.3), (3.5) and Lemma 2.3, kq_x E L2 n LX(R+). Thus wq G L2 n L°°(Ä+). Together with (1.4) (which implies/9 G L°°(Ä+)), (3.6) and (3.9) this yields (x')q E LX(R +) and completes the proof of (3.12).
By now we have obtained the ¿"'-estimates in (3.3), but the crucial L2-estimates are still missing. To get these we have to develop two more basic inequalities ((3.13) and (3.17) below). First, multiply (3.6) by (x')q and integrate over [0, T] to get fT\(x')q(t)\2dt-afTxq(t)%(t)dt = -V¿ xq(T)iq(T) + qV¿ f r*,_,(/)*,_,(/) dt
Hence, by (1.4), (3.2), (3.9), (3.11), (3.12) and the Schwarz inequality, foT\(x')q(t)\2-afJxq(t)%(t)dt < c(l +[/j(x')9(0|2aï]1/2). (3.13) Unfortunately, the second term on the left-hand side of (3.13) has the wrong sign (except when a = 0), and to take care of this term we have to produce one more inequality. Differentiate (1.1), and multiply it by (1 + t)q/2 to get (x")q + (a + a0(0))% = (f%-vq, (3.14) where vq(t) = (1 + ty'2 f 'a'0(t-s)<p(s) ds (tER +).
We claim that vqEL2(R+). Combining (1.4), (3.6), (3.9), (3.11), (3.12) and (3.18) one gets (3.3), and the proof of the induction step is complete. We assert that (3.4) implies (1.6), (1.7) for arbitrary real values of p > 0. As (1.6) is a consequence of (1.7), it suffices to show that (1.7) holds. But (3.14) (with q = 2p) combined with (1.4), (1.5), (3.4) and (3.15) (with a = 2p) imply (x')^ G L2(R +) (observe that (3.15) follows from (1.3), (2.6) (with r-1 = q/2), the fact that <pq G L2(R +) and Young's inequality). Hence (1.7) holds.
In particular, the proof of Theorem 1 in the case when 2p is an integer is complete. 4 . Nonintegral values of 2p. Examining the proof of the induction step given in §3 one observes that it is also valid for nonintegral values of a, as long as 1 < a < 2p (for 0 < q < 1 one needs more than (3.5) in order to be able to apply Lemma 2.3).
To prove Theorem 1 when 2p is real, 2p > 1, one first applies Theorem 1 with 2p replaced by the largest integer m satisfying m < 2p. This yields (3.3) with a replaced by m. However, as 2p-l < m, this implies (3.2) with a = 2p, and so one final application of the induction step gives (3.4), hence (1.6), (1.7).
For 0 < 2p < 1 the argument has to be modified slightly. That (3.1) holds is proved in the same way as before. In the proof of the general induction step, replace (3.2) and (3.5) by (3.1) and <pEL2(R+), G0EL\R+), and take q = 2p. Then the argument remains valid, and we again obtain (3.4).
