Abstract. We show that weights in the Gurov-Reshetnyak class GR ε (μ) satisfy a weak reverse Hölder inequality with an explicit and asymptotically sharp bound for the exponent, thus extending classical results from the Euclidean setting to doubling metric measure spaces. As an application, we study asymptotical behaviour of embeddings between Muckenhoupt classes and reverse Hölder classes.
Introduction
Muckenhoupt's weights are used extensively in harmonic analysis and the theory of partial differential equations. They serve as a natural substitute for the Lebesgue measure in the Euclidean space, since these weights span a rich enough realm sufficient to be applied in physical problems. They are fundamental in understanding the interplay of maximal operators and L p -functions as well as quasiconformal mappings and functions of bounded mean oscillation; see [10] .
In 1975, L. G. Gurov and Yu. G. Reshetnyak [12, 13] introduced another class of weights, defined in terms of mean oscillation. This class was used in the study of deformations and has found several applications. Surprisingly, the union of all the Gurov-Reshetnyak weights coincides with the largest of the Muckenhoupt's classes, A ∞ [20] .
Weights are not only useful in Euclidean spaces but also in more general metric spaces. Here we will consider a metric space equipped with a doubling measure μ, with the weights studied against this underlying measure. We ask how Muckenhoupt's weights are related to Gurov-Reshetnyak weights and what is its connection to reverse Hölder inequalities. Moreover, we study the behaviour of weights under tightening conditions. As the defining constants are set to the strictest possible, the only remaining weights are constants. Hence, approaching these limits should ameliorate the properties of the weights themselves, and this is indeed the case.
In a doubling metric measure space the Euclidean results on Muckenhoupt's weights and related classes mostly hold; see [22] and [33] . It follows from the examples in the literature that the Gurov-Reshetnyak class is larger than the Muckenhoupt class A ∞ and that a Gurov-Reshetnyak weight need not even be doubling [22] . However, we show that for small defining constants also Gurov-Reshetnyak weights are doubling.
Our results rely on a weak reverse Hölder inequality for Gurov-Reshetnyak weights. To obtain it, we use standard tools of analysis on metric spaces including Whitney type coverings, smooth partitions of unity and a Calderón-Zygmund type decomposition. We got inspired by the works of A. A. Korenovski, A Lerner and A. Stokolos [20] and B. Bojarski [3] . As an application of the main theorem, we investigate stability of Muckenhoupt classes and reverse Hölder inequalities. In particular, we show how knowledge of Gurov-Reshetnyak classes may be used to provide information about their asymptotical behaviour. Stability questions have been studied in many research articles; see, for instance, [3, 16, 17, 18, 21, 29, 32, 34, 35] . Our approach to the subject seems to give some new results even in R n ; see the remarks at the end of the last section.
The paper is organized as follows. Sections 2 and 3 contain mainly background information. The statement of the main result (Theorem 3.1) can be found in subsection 3.1 and is proved in sections 4 and 5. In the remaining sections 6-8 consequences of the main result are studied.
Doubling metric measure spaces
Throughout the paper X = (X, d, μ) is a metric space endowed with a metric d and a Borel regular doubling measure μ. An open ball always comes with a center and a positive finite radius, that is,
We denote by λB the λ-dilate of B, that is, a ball with the same center as B but λ times its radius. We assume that open balls have positive and finite measure. The doubling condition means there exists a constant c μ ≥ 1, called the doubling constant of μ, such that for all balls B in X we have
The doubling condition implies the important geometric property that a ball B can only contain a limited number of pairwise disjoint balls of size comparable to that of B. This implies a covering argument, often referred to as Vitali's covering theorem: given a collection of balls with uniformly bounded radii, there exists a pairwise disjoint, countable subcollection of balls whose 5-dilates cover the union of the original collection. We shall use Vitali's theorem several times. First, we shall prove auxiliary Lemma 4.1 below and, second, construct Whitney type coverings, where bounded open sets are covered by balls with bounded overlap. For these results and more background on doubling metric measure spaces, we refer to monographs [6] and [33] .
Various weight classes
We are interested in various different classes of non-negative, locally integrable functions (weights). Here we list the relevant definitions and some basic properties of them which will be needed in the sequel. Given a weight w and a measurable set E ⊆ X, we often denote the w-measure by w(E) = E w dμ. For averages we use the notation
A weight is said to be doubling if it defines a doubling measure, that is, w(2B) ≤ cw(B) for all balls B.
3.1. Gurov-Reshetnyak classes GR ε (μ). We say that a weight w belongs to GR ε (μ), where 0 < ε < 2, if
for all balls B ⊆ X. It should be observed that the condition is trivial for ε larger than 2. A basic result in R n equipped with the Lebesgue measure is that if the above condition holds for all subcubes Q of a fixed cube Q 0 instead of balls, it implies higher integrability for w. Moreover, the order of integrability increases as ε decreases. This was already observed by Gurov and Reshetnyak [12, 13] . Different proofs in one-and multidimensional situations for the Lebesgue measure and doubling measures have appeared in [3, 4, 8, 9, 16, 19, 34] . Some arguments only work for ε close to 0. Finally, a very simple proof in R n , for any ε ∈ (0, 2) for arbitrary absolutely continuous measures, was obtained in [20] . It shows that weights belonging to Gurov-Reshetnyak classes satisfy the reverse Hölder inequality with an explicit and asymptotically optimal bound p(ε) for the exponent: p(ε) c(n)/ε as ε → 0, meaning that the ratio of the two quantities tend to 1 as ε → 0. Certain generalizations of Gurov-Reshetnyak classes have been studied in the metric setting by D. V. Isangulova [14, 15] , but there are some geometric restrictions because of the argument used. Our main result is the following extension to the setting of doubling metric measure spaces without any additional structure. It should be observed that the order we obtain, p(ε) c/ε, as ε → 0, is the same as in the Euclidean setting, and therefore sharp; see [3, 8] . In particular, this implies that as ε → ∞, the admissible values of p → ∞.
Throughout the paper, estimates of the form (3.2), where the right-hand side average is over the larger ball 2B, will be referred to as weak reverse Hölder inequalities.
Muckenhoupt classes A p (μ). We say that a weight w belongs to
for all balls B with a constant c w ≥ 1 independent of B. In R n there are several equivalent descriptions of the class A ∞ , the union of all A p classes, but they are not all equivalent in the metric setting; see R. Korte and O. E. Kansanen [22] . In particular, if for some α, β ∈ (0, 1) it holds that
it does not follow that w belong to any A p (μ) for a finite p. Therefore, we cannot conclude the equivalence (w ∈ A p (μ) for some finite p if and only if w ∈ GR ε (μ) for some ε) between the A p (μ) and GR ε (μ) conditions as can be done in R n for any absolutely continuous measure; see [20] . However, all A p (μ) weights satisfy (3.3), which allows us to conclude the A p (μ) ⇒ GR ε (μ) part. Assuming a priori that the weight w is doubling, the converse implication is true as well. This follows from Theorem 3.1 and characterizations of A ∞ (μ) in [22] .
Our first application concerns the asymptotical behaviour of the A 1 (μ) condition as the constant c w in the definition tends to one. We shall see that as c w → 1, the values of p for which we have w ∈ RH p (μ) tend to infinity.
3.3. Gehring classes RH p (μ). The Gehring class or reverse Hölder class RH p (μ), where 1 < p ≤ ∞, consists of weights satisfying the inequality
w dμ for all balls B ⊆ X with a constant c w ≥ 1 independent of B. These classes are connected to the Muckenhoupt classes in a similar way as the Gurov-Reshetnyak classes. In particular, in the metric setting w ∈ RH p (μ) does not imply that the weight belong to any A p (μ) for finite p unless we assume a priori that the weight w be doubling, as is demonstrated in [22] .
Observe that for p = ∞ we have ess sup B w on the left-hand side of the reverse Hölder condition. The smallest reverse Hölder class RH ∞ (R n ) has been studied systematically by D. Cruz-Uribe and C. J. Neugebauer [7] . Our second application deals with the asymptotical behaviour of the RH ∞ (μ) condition as c w → 1. It is dual to the result we had for A 1 (μ) weights and shows that as c w → 1, the values of p for which we have w ∈ A p (μ) tend to one as well.
Finally, we consider Gehring's lemma, to which Theorem 3.1 gives a new proof (for weights w having reverse Hölder constant c w close to 1) with the expected asymptotical behaviour. Namely, w ∈ RH p (μ) implies w ∈ RH q (μ) for some q > p, where the larger exponent q → ∞ as c w → 1.
Auxiliary results
To prove our main result we wish to adapt the approach of Korenovskyy et al. [20] . To begin with, we need a suitable substitute for the covering lemma in [26] . The following lemma can also be found in a previous paper by the first author [2] , but we have included it here for completeness.
and since x is a density point of E, there exists the greatest integer k so that
We apply Vitali's covering theorem to the balls B x , each of which is associated with a density point x of E. We obtain a countable family of pairwise disjoint balls {B i } satisfying condition ii). Since almost every point is a density point, condition i) also follows. To see that iii) holds, we observe that the maximality of k implies
for all j > k. Using this, we get
The following two lemmas are given without proofs. Lemma 4.2 is due to Korenovskyy et al. [20] . Their paper also contains a converse result to the statement and therefore shows the aforementioned connection between Muckenhoupt classes and Gurov-Reshetnyak classes in R n . Lemma 4.3 is a well-known argument due to Muckenhoupt [28] , a proof of which can also be found in [17] . Then, whenever 1 < p < c/(c − 1), we have
We need one more lemma. The proof makes use of standard arguments of theory of A p weights. (See [10] , p. 405.) The upper bound ε < 2c −1 μ in the lemma cannot be improved. Indeed, Example 4.1 given in [22] provides an example of a non-doubling weight w ∈ GR 1 (μ), where the doubling constant of the underlying measure is c μ = 2. 
To prove the lemma we want to choose certain α. Let us assume w(S) > βw(B), where β is to be chosen. Then w(B \ S) ≤ (1 − β)w(B). Now write
From Lemma 4.2 and Chebyshev's inequality, we get
The expression in the parentheses above will be α. We wish to choose α :
μ . To this end, we set β := 1 − (
We now apply (4.5) to show that w is a doubling weight. Clearly, we have
μ(2B \ B) ≤ αμ(2B).
This implies w(2B \ B) ≤ βw(2B), and, consequently,
Proof of Theorem 3.1
In this section we will prove the main theorem. The proof is divided into several steps. Whereas constants with subscripts have fixed values, constants c and C without subscripts are generic and depend only on the doubling constant c μ of the underlying measure. We also want to point out that the several parameters involved here (ρ, λ, . . .) are there just to guarantee that the argument works for any ε ∈ (0, 2).
For technical reasons we shall formulate a localized version of the definition of Gurov-Reshetnyak classes as follows. Given a ball B, we write w ∈ GR ε (μ, B) if the above Gurov-Reshetnyak condition GR ε (μ) holds for all balls (of the space X) contained in B.
Lemma 5.1. Assume w ∈ GR ε (μ, 3B), where 0 < ε < 2. Moreover, let ε < λ < 2 and
Proof. Fix a ball B 0 and set
An application of Chebychev's inequality shows that μ(F ) ≤ ρμ(B 0 ) for all s ≥ ρ −1 c 2 μ w 3B 0 , and we may apply Lemma 4.1. Let {B i } i be the family of balls thus obtained.
By i) of the covering lemma, we get
Let us estimate the second term in the parentheses above, We have, by ii) of Lemma 4.1 and the definition of F ,
Now combine the previous estimates and use w ∈ GR ε (μ, 3B 0 ) to get
By Lemma 4.2 and ii) of Lemma 4.1, we get
Therefore, we have (1 − ε/λ)w 5B i ≤ s. From this and iii), we get
The reader should observe that our Lemma 5.1 is a metric counterpart of Theorem 2 in [20] , although our result is much weaker since the distribution set on the right-hand side of (5.2) is contained in the larger ball 3B. For this reason Lemma 4.3 is not yet applicable. Let us view the essence of the forthcoming argument we use to overcome this obstacle. We can form a Whitney type covering for a ball B by balls B j in such a way that 3B j ⊆ B and the balls 3B j have bounded overlap. Then we would like to argue
But this doesn't work since the estimate (5.2) only applies to large s ≥ ρ −1 c 2 μ w 3B j , and there is no obvious way to control the averages w 3B j . Therefore, we replace w ∈ GR ε (μ) by another function w which is locally Gurov-Reshetnyak and has the property that its averages over small balls are uniformly bounded; see Lemma 5.4 below. To this end, we shall construct an auxiliary weight function v and then define w := vw. This is carried out in the next two lemmas. Proof. Fix a ball B 0 and let ε > 0 be arbitrary.
We shall form a Whitney type decomposition for the ball 2B 0 . For each x ∈ 2B 0 , we associate the radius
Then apply Vitali's covering theorem for the balls Now let {ψ k } k be a partition of unity subordinate to the covering {B k } k with every ψ k being Lipschitz with constant L/r k , where L only depends on the doubling constant of the measure. We have spt(ψ k ) ⊆ B k and k ψ k = 1. The construction can be found, for instance, from a previous paper by the first author [1] .
Let us define the auxiliary weight function by
Observe that 4) and spt(ψ k ) ⊆ B k together imply that the sum if actually finite.
We shall verify properties i)-iii). To start with, we notice that clearly 0 ≤ v(x) ≤ 1 for all x. To see that v is bounded away from zero on B 0 , take
μ for all x ∈ B 0 . To verify condition ii), consider a ball B with center x ∈ 2B 0 and radius r ≤ δ dist( x, X \2B 0 ), where, say, δ ≤ 10 −4 . Vitali's theorem then implies that B ⊆ B k 0 for some k 0 . We consider the oscillation of v on B. For x, y ∈ B, we have
By 2) and 3), we have
Further, by 3) we have μ(B
Finally, combining the previous estimates and remembering 4), we conclude
Now take δ := ε/(800c 4 μ NL) to get ii). Finally, we turn to iii) and take a ball B with center x ∈ 2B 0 and radius r = δ 2+δ dist( x, X \ 2B 0 ). Then it is contained in some B k 0 and
This gives r k 0 ≤ r/δ, implying that μ(B k 0 ) ≤ Cμ( B) for some C > 0. Taking into account 3), we get from the property ii) that
Lemma 5.4. Let B be a ball and assume w ∈ GR ε 0 (μ, 2B), where 0 < ε 0 < 2. Then, given ε 1 ∈ (ε 0 , 2), there exists a function w and γ > 0 such that whenever B is a ball with center x ∈ 2B and radius r = γ dist( x, X \ 2B), we have
Proof. Fix a ball B 0 . Let v be the function given by the previous lemma. Then choose ε such that ε 1 = (1 + ε)ε 0 + ε and apply the lemma to get the corresponding δ. Now set w(x) := w(x)v(x) and γ := δ/(2 + δ). The properties in i) follow directly from those of v in the corresponding part of the previous lemma. To prove ii), let B be a ball with center x ∈ 2B 0 and radius r = γ dist( x, X \ 2B 0 ) and let B = B(y, r) be any ball (of the space X) contained in B. Then we may assume r ≤ 2 r (for otherwise B = B) and
Thus, the requirements in part ii) of Lemma 5.3 are fulfilled. Denote
and B − = B \ B + . Moreover, set S := sup B v and s := inf B v. Then, we have sw ≤ w ≤ Sw. By the estimate for the oscillation of v in part ii) of Lemma 5.3 and the assumption w ∈ GR ε 0 (μ, 2B 0 ), we get
Consequently, w ∈ GR ε 1 (μ, B) .
It remains to prove iii). But this follows from the corresponding part of the previous lemma:
We are now in a position to complete
Proof of Theorem 3.1. Let w ∈ GR ε 0 (μ), where 0 < ε 0 < 2. Let ε 0 < λ < 2 and ρ/(1 − ρ) < 1 − λ/2. Then, given a ball B 0 , take ε 1 ∈ (ε 0 , λ) and let w and γ > 0 be as in the previous lemma.
Embedding A 1 (μ) into reverse Hölder classes
Let w be a weight satisfying the A 1 (μ) condition of Muckenhoupt,
It is not difficult to see that if c w = 1, then w is a constant function (up to a set of μ-measure zero). Therefore, one might expect that as c w → 1, the order of local integrability of w increases, and this (and even more) is indeed true: as c w → 1, the values of p for which w ∈ RH p (μ) tend to infinity. In the Euclidean setting this has been proved by B. Bojarski [3] , by a method similar to ours, and by J. Kinnunen [17] , using a different method. In the metric setting this can be derived as a simple application of our main result.
Lemma 6.1. If w ∈ A 1 (μ) with constant c w , then w ∈ GR ε (μ), where
Therefore, we have
Having seen that A 1 weights belong to Gurov-Reshetnyak classes with an ε explicitely depending on the A 1 constant, we may apply Theorem 3.1 to prove the following embedding theorem. 
Embedding RH ∞ (μ) into Muckenhoupt classes
We have seen how knowledge of the Gurov-Reshetnyak classes can be used to obtain asymptotically sharp embedding of the Muckenhoupt class A 1 into the reverse Hölder classes. Here we will see that it works the other way around as well. If the RH ∞ (μ) constant c w = 1, then the weight is a constant function. Therefore, as c w → 1, it seems reasonable to expect that the values of p, for which we have w ∈ A p (μ), tend to 1. In R n this has been proved by A. Politis [31] and independently by T. Mitsis [27] , who both used knowledge of BMO. We shall apply our main result to see that it holds in the metric setting as well.
We recall that the RH ∞ (μ) condition is Proof. The RH ∞ (μ) condition is readily seen to be equivalent to the fact that 1 w ∈ A 1 ( dw) with the same defining constant, that is,
.
The claim now follows from Lemma 6.1.
There is an important technical detail to take into consideration before we can apply Theorem 3.1. The theorem only applies to doubling measures, while in the metric setting w ∈ RH p (μ) does not necessarily imply that the measure dw = w dμ be doubling. However, we are interested in the asymptotical beheviour of the RH ∞ (μ) condition. The next lemma shows that if the RH ∞ (μ) constant is close to 1, then the weight must be doubling. In fact, we prove a more general result for later purposes.
We recall that here and elsewhere, p denotes the conjugate exponent of p. Then the weight w is doubling with constant
Proof. Standard arguments (see [10] ) give, for any ball B and a measurable S ⊆ B,
Replacing B by 2B and setting S = 2B \ B gives
This in turn implies what we wanted.
We are ready to state and prove the main result of this section, the embedding theorem dual to Theorem 6.2.
Proof. By the two previous lemmas, we have 
Asymptotical behaviour of Gehring's lemma
Our third application is concerned with the asymptotical behaviour of the famous lemma due to F. W. Gehring [11] . The classical result states that if w ∈ RH p (R n ), 1 < p < ∞, then w ∈ RH q (R n ) for some q > p. It was observed by B. Bojarski [3] that as the reverse Hölder constant c w → 1, the larger exponent q → ∞.
In the context of doubling metric measure spaces a weaker version of Gehring's lemma holds. It states that w ∈ RH p (μ), 1 < p < ∞, implies that a weak reverse Hölder inequality with doubled ball on the right-hand side for a larger exponent holds; see, for instance, [23] . We use Theorem 3.1 to prove Gehring's lemma in metric spaces for weights with reverse Hölder constant c w close to 1. Our argument yields an explicit bound for the larger exponent q and shows that q → ∞, as c w → 1. We argue as in the previous sections, but we have two cases (p ∈ [2, ∞) or p ∈ (1, 2)) to treat separately. A closing remark is due. While all the embedding theorems in sections 7-9 are known results in the Euclidean space for the Lebesgue measure (see [3] , [17] , [27] and [31] ), it is not obvious if the arguments used in the cited articles work for other measures. Our methods imply that Theorems 6.2, 7.3 and 8.3 hold true for arbitrary absolutely continuous (non-doubling) measures in R n . This is a consequence of the result of A. Korenoskyy, A. Lerner and A. Stokolos [20] (the reverse Hölder inequality for Gurov-Reshetnyak weights, in R n for absolute continuous measures) and our Lemmas 6.1, 7.1, 8.1 and 8.2 (whose simple proofs do not use the doubling property of the underlying measure μ). Previously, A p weights, reverse Hölder inequalities and Gehring's lemma for absolutely continuous measures were studied by J. Orobitg and C. Pérez [30] and by J. Martín and M. Milman [25] , but our approach gives explicit and asymptotically optimal bounds for the exponents.
