Editorial
D
espite a rich and growing history of predictive modeling in medicine, few such models have been successfully incorporated into routine practice and decision support at the point of care. In 1981, a young cardiologist predicted that point-of-care predictive models would be in widespread use in the near future. 1 But more than 30 years later, even with the advent of electronic health records, clinicians continue to struggle through rounds and clinic with little practical decision support-a situation that contrasts sharply with the worlds of business, finance, and politics, where prediction models are routinely used for this purpose.
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This relative lack of applied prediction modeling in medicine is due in part to the insufficient adoption of available, thoroughly validated models (eg, the Framingham risk algorithms in primary prevention).
2 A more significant contributor, however, is the preponderance of insufficiently validated prediction models, as can be seen clearly in the arena of heart failure. A new systematic review of predictive models for patients with heart failure by Alba et al 3 in this issue of Circulation: Heart Failure provides important insights into deficiencies that have hindered uptake and use of these models by the clinical community.
One key problem derives from the fact that the models with the greatest levels of validation are derived from clinical trials or populations with limited generalizability and, therefore, represent only a sliver of the population of patients with heart failure seen in practice. These models are certainly useful for understanding risks attributable to the measured factors for critical outcomes in heart failure, as well as for adjusting for differences in subgroup analyses within trial populations, but the degree to which such a model can be used to make accurate predictions in an unselected population is questionable.
This point is underscored by the variable discrimination and calibration of the Seattle Heart Failure Model and the Heart Failure Survival Score documented by Alba et al. 3 In contrast, the massive analysis of the SHOCKED model in the Centers for Medicare and Medicaid Services heart failure data set provides a generalizable model for a large segment of those heart failure patients who undergo implantable cardioverter/defibrillator placement, but because it is based on claims data it lacks many key measurements that discriminate among patients with heart failure with different prognoses and is directed only at the minority of heart failure patientswho receive implantable cardioverter/defibrillators. Alba et al 3 raise another important issue, namely, the fragmentation of efforts aimed at model development and validation. As the authors point out, many centers or groups develop their own models, each of which is necessarily based on a limited sample. In the course of their systematic review, the authors identified 20 different risk models developed for patients with heart failure. The field would benefit substantially if these efforts were united around the goal of creating a comprehensive, generalizable, well-validated model.
In general, attempts to obtain appropriate validation samples for these models have fallen short. However, the quality of the validation process itself is also a critical element in building a useful and accurate model. The use of samples from populations that differ in major ways from those used to create the original model to assess performance cannot be considered validation. Thus, it is not entirely clear to what extent the results pertaining to model validation gathered by Alba et al describe the application of a given model to the population for which it was designed. This problem has important ramifications, especially regarding the assessment of model calibration. We agree with Alba et al that calibration is essential for prognostic models and that in general it is insufficiently quantified. But we also note that the essential issue concerns the population and outcome of interest-if the model is not applied to a sample from the same population and does not predict the same outcome, there are few reasons to expect that it would calibrate well.
Another limitation of the validation process relates to the sensitivity of the c-statistic to the distribution of key predictors in the sample under study. It is conceivable that some of the differences in discrimination noted by Alba et al 3 could be explained by the width of the age ranges in the validation samples. Given that the outcome of mortality is highly dependent on age, it is likely that wider age ranges result in higher discriminative ability for a given model. As the authors correctly point out, other measures of model performance may be less sensitive to this issue. that in severe illnesses, a patient's changing situation may indicate that a prediction made at baseline is not as accurate as when that patient is seen on rounds on the second day of hospitalization or in clinic a month later. Models that are updated based on changes in the patient's condition could potentially be more useful in decision making. 5 In many major industries, big data are routinely applied to inform key decisions, together with frequent updates as conditions change. Such dynamic decision support is purported to have been a major factor in our most recent presidential election 6 : using data mining and analytics, campaign staff could predict people likely to vote and identify optimal ways to reach these potential voters and motivate them to get to the polls. The chronic heart failure models examined in the article by Alba et al 3 take patients with a diagnosis of heart failure; in most cases, the inception point is the time of entry into a clinical trial. The model predicts a key outcome (death; death or rehospitalization) at an unspecified time in the future but does not predict differential outcomes depending on a decision.
We are entering an era in which almost all Americans have an electronic health record that is increasingly coordinated with disease registries and integrated with patient-reported outcomes. In the near future, personal mobile devices will record and feed physiological data to electronic health records, as well as information about quality of life and patient preferences. Unfortunately, the heavily regulated environment of electronic health record technology makes the incorporation of flexible decision support extremely challenging, but over time the technology will become more adaptable and fit for this purpose. The new data fabric will enable development of algorithms that can make predictions in real time about nearterm and long-term prognosis and enable evaluation of the comparative effectiveness of choices about diagnosis, prevention, and treatment.
Ultimately, the review of Alba et al 3 sheds needed light on how far we have to go in providing clinicians, administrators, and patients with useful predictive models. Such models should be gathered across generalizable populations to inform important decisions and may need to be updated over time to account for periodic ascertainment of follow-up information and, in the future, the continuous data supplied by remote monitoring. We encourage investigators seeking to create risk prediction models to work together to build models with the broadest possible applicability and to provide ample opportunities for rigorous validation.
