We present chemical evolution models for metal poor galaxies and for the Galaxy using the usual notation X, Y and Z to represent the hydrogen, helium and heavy elements abundances by mass, respectively. Based on these models we study the increase of helium, ∆Y , as a function of the increase of C, O, F e, and Z by mass. We compare our models with H ii regions observations in metal poor galaxies and find that ∆Y /∆O = 3.3 ± 0.7, and that this relationship can be used to determine the primordial helium abundance Y p . We compare our models for the Galaxy with the solar and Galactic H ii regions abundances considering the time since the Sun was formed and the presence of gravitational settling and diffusion that might affect the solar atmospheric composition. The solar and Orion nebula O/H values are in good agreement if the presence of temperature variations in the Orion nebula is taken into account. Similarly the ∆Y /∆O ratio predicted from the galactic chemical evolution model is in agreement with the ∆Y /∆O value derived for M17 taking into account the presence of temperature variations in this H ii region. We present also an equation for the increase of Y with O during the chemical evolution of the Galaxy that can provide the initial Y and O values for a set of stellar evolution models, this equation is practically independent of infalls, outflows or the star formation history.
Introduction
Most galaxies form with a helium abundance very similar to the primordial helium abundance, Y p , and practically no heavy elements; afterwards the chemical composition of their interstellar medium is affected by the enrichment in helium and heavy elements produced by stellar evolution and by outflows to and inflows from the intergalactic medium. Two of the purposes of this work are: a) to study the Y versus O relationship to provide a reliable extrapolation to O = 0.00 and obtain from it an accurate Y p value, and b) to produce a set of Y and O values for the initial abundances needed for models of stellar evolution of the Galaxy.
In Section 2 we discuss the general properties of the chemical evolution models. In Section 3 we present closed box models. In Section 4 we discuss outflow inflow models for NGC 6822, an irregular galaxy of the Local Group. In Section 5 we discuss inflow models for the Galaxy with two sets of stellar yields and present the chemical abundances for the disk at 5 galactocentric distances. For all the models discussed in Sections 3, 4, and 5 we present the increase of helium by mass ∆Y , relative to the increase of carbon, oxygen, iron and heavy elements by mass, ∆C, ∆O, ∆F e, and ∆Z. In Section 6 we discuss the evolution of the Y and O abundances for our models, the determination of Y p derived from O-poor H ii regions, and present an equation that predicts for the Galaxy the Y enrichment as a function of the O enrichment of the interstellar medium; this equation can be used to provide the initial Y and O abundances needed to produce a set of stellar evolutionary models with different heavy elements content. In Section 7 we discuss the absolute calibration of the O/H ratio in the local ISM, this ratio is one of the most important observational constraints for Galactic chemical evolution models, the absolute calibration of the O/H ratio is obtained based on the Orion nebula and the solar abundances. In Section 8 we compare the solar initial helium abundance, inferred from the standard solar models by Bahcall et al. (2006) , with our Galactic chemical evolution model. In Section 9 we present a new determination of the helium abundance for the metal rich H ii region M17; this abundance is also compared with our Galactic chemical evolution models, and the conclusions are presented in Section 10. Throughout this paper we will use the Y p value derived by Peimbert et al. (2007a) based on direct helium abundance determinations of metal poor extragalactic H ii regions that amounts to 0.2477±0.0029, this value is in excellent agreement with the Y p value determined by Spergel et al. (2007) , based on the Ω b h 2 value derived from WMAP observations and the assumption of standard big-bang nucleosynthesis, that amounts to 0.2482 ± 0.0004. A preliminary account of some of the results included in this paper was presented elsewhere (Peimbert et al. 2007b ).
Chemical Evolution Models
We present chemical evolution models for metal poor objects, NGC 6822, and the Galactic disk.
Some results have been shown in previous papers and some results are new and were computed for this work. All models have been built to reproduce the present-day O/H value for each galaxy, the values were obtained from observations of H ii regions in these galaxies. The star formation history, gas infall from the intergalactic medium, and gas outflow to the intergalactic medium are different for each type of model but all models have identical properties, such as: age, initial mass function, and stellar yields. Specifically, the common characteristics of the models are: i) 13 Gyr as the age of the models, the time elapsed since the beginning of the formation of each studied object.
ii) The Initial Mass Function (IMF) proposed by Kroupa, Tout & Gilmore (1993) , in the mass interval given by 0.01 < m/M ⊙ < M up . This IMF is a three power-law approximation, given by IMF ∝ m −α with α = −1.3 for 0.01 -0.5 M ⊙ , α = −2.2 for 0.5 -1.0 M ⊙ , and α = −2.7 for 0.5 -M up . M up is fixed to reproduce the present-day O/H ratio in each studied object.
iii) Two sets of stellar yields. Since the main difference between these sets is the mass-loss rate assumed in massive stars at Z = 0.02, we will call the two sets of stellar yields as high-wind yields (HWY) and low-wind yields (LWY).
The HWY set is the one considered in the best model (model 1) of Carigi et al. (2005) . The HWY set includes: A) For massive stars (MS), those with 8 < m/M ⊙ < 80, the following yields by: a) Chieffi & Limongi (2002) for Z = 0.00; b) Meynet & Maeder (2002) for Z = 10 −5 and Z = 0.004; c) Maeder (1992) for Z = 0.02 (high massloss rate); d) Woosley & Weaver (1995) only for the Fe yields (Models B, for 12 to 30 M ⊙ ; Models C, for 35 to 40 M ⊙ ; while for m > 40 M ⊙ , we extrapolated the m = 40 M ⊙ Fe yields). B) For low and intermediate mass stars (LIMS), those with 0.8 ≤ m/M ⊙ ≤ 8, we have used the yields by Marigo et al. (1996 Marigo et al. ( , 1998 and Portinari et al. (1998) from Z = 0.004 to Z = 0.02. C) For Type Ia SNe we have used the yields by Thielemann et al. (1993) . We have assumed also that 5 % of the stars with initial masses between 3 and 16 M ⊙ are binary systems which explode as SNIa.
In the LWY set we have updated the yields of massive stars only for Z = 0.00 and Z = 0.02 assuming the yields by Hirschi (2007) and Hirschi et al. (2005) respectively. The rest of the stellar yields are those included in the high wind set.
Fig. 1.-Processed and ejected mass, in M ⊙ , by massive stars with initial metallicity Z = 0.02. Continuous lines: high wind yields by Maeder (1992) , dashed lines: low wind yields by Hirschi et al. (2005) .
Since the main differences between LWY and HWY are due to the contribution of massive stars at Z = 0.02, in Fig. 1 we compare the He, C, and O yields (fresh material ejected to the ISM by stars). The main difference between the HWY and the LWY models is the stellar yields assumed for massive stars at high Z. The HWY assume a relatively high mass-loss rate for massive stars with Z = 0.02 (yields by Maeder 1992) , while the LWY assume a relatively low mass-loss rate for massive stars with Z = 0.02 (yields by Hirschi et al. 2005) . These difference between a high and a low massloss rate produces opposite differences in the C and O yields (see Fig. 1 ), the reasons are the following: a) a high mass-loss rate produces a high loss of C and consequently a high C yield, and b) since C is needed to produce O, the high loss of C reduces the O yield.
In each type of the following chemical evolution models we will present the specific ingredients.
Closed box models for metal poor objects
We have built closed box models that reproduce low values of O × 10 +3 = 0.2, 0.6, 1.0, 1.4, and 1.8, values similar to the values found by Peimbert et al. (2007a) for O-poor galaxies (O × 10 +3 = 0.26, 0.39, 1.06, 1.21, 1.63).
These models are computed assuming the general ingredients presented in the previous section and the following specific assumptions: i) a continuous SFR proportional to the gas mass with different proportionality coefficients for each object to be able to reach the final O value, these coefficients are constant with time, ii) a common initial gas mass, iii) ages of 1 and 13 Gyr in order to study objects with a recent burst of star formation and objects with longer period of star formation and at a lower rate, and iv) two M up values for the IMF, 60 M ⊙ and 80 M ⊙ .
These closed box models reach low Z (Z < 4.2 × 10 −3 ) values and since the main differences between LWY and HWY are due to the contribution of massive stars at high metallicities, Z >> 0.004, the results using the LWY and the HWY are practically the same. Another difference between both types of yields is due to the contribution of massive stars with Z = 0.0, but that contribution is negligible at the final metallicities reached by the models.
In Figures 2 and 3 we present the evolution from the beginning until 1 and 13 Gyr, respectively, of ∆Y vs ∆O and the gas consumption for the closed box models that consider M up = 80. The gas mass and consequently the SFR show time decreasing behaviors, the higher the O value, the higher the early SFR and consequently the lower the current SFR. While in Tables 1 and 2 we present the final ∆Y /∆Xi of the closed box models for both ages and for M up = 80 and 60 M ⊙ , respectively.
Since the long-lived stars, that is LIMS and SNIa, produce a larger fraction of C, and F e than that of Y the , ∆Y /∆C and ∆Y /∆F e values are lower in the 13-Gyr models than in the 1-Gyr models. Similarly since long-lived stars produce a higher fraction of Y than that of O and Z the ∆Y /∆O and ∆Y /∆Z values are higher in the 13-Gyr models than in the 1-Gyr models. More-over, at a fixed final time, the ∆Y /∆Xi values decrease with O f inal because the Y yields decrease with Z for massive stars between Z = 10 −5 and Z = 0.004.
Since models with M up = 60 M ⊙ need a more efficient SFR to reach the O f inal values than models with M up =80 M ⊙ , and considering the stellar yields properties we find that: i) the Z values reached by models with M up =60 M ⊙ are higher (4.1 × 10 −4 < Z < 4.2 × 10 −3 ) than the Z values reached by models with M up =80 M ⊙ (3.4×10 −4 < Z < 3.7×10 −4 ) and ii) the ∆Y /∆C and ∆Y /∆F e values for different O f inal values for the M up =60 M ⊙ models are higher than those for the M up =80 M ⊙ models.
To compare with models of stellar evolution and with stellar observations of the Fe/H ratio it is customary to use the ∆Y /∆Z ratio instead of the ∆Y /∆O ratio. For this reason we decided to present also the ∆Y /∆Z values predicted by our models and the ∆Y /∆Z values derived from H ii regions present in the literature. The Z evolution is more complicated to compute than the O evolution because it depends on more stellar ingredients.
NGC 6822
Carigi et al. (2006) computed models for NGC 6822, a dwarf irregular galaxy of the Local Group. These models were built to reproduce the O value of Hubble V, the brightest H ii region of the galaxy (12 + log (O/H)= 8.42 ± 0.06, O × 10 +3 = 3.11 and 3.75 for 7L and 8S models, respectively). The models are complex in gas flows; they include gas infalls during the whole lifetime of the galaxy according to a cosmological model, and early gas outflows. Moreover, we inferred a robust star formation history for NGC 6822, based on the colormagnitude diagram of eight stellar fields and the photometric properties of the whole galaxy. This SFH presents a SFR with a mean behavior increasing with time and the presence of several bursts of star formation.
In both models M up = 60 M ⊙ and most of the evolution (t < 11.6 and t < 9.6 Gyr for 7L and 8S models, respectively) corresponds to yields for Z < 0.004. Practically, we cannot distinguish between high and low wind yields because the maximum Zs reached are 6.9 ×10 −3 and 8.4 ×10 for 7L and 8S models, respectively, and at these metallicity ranges both sets of yields are very similar.
In Table 3 and Figure 4 we present ∆Y /∆Xi for the two best models for NGC 6822 and the evolution of Y with O, M gas , and the star formation rate. Even if the SFH and flows histories are very different to those of the closed box models, the ∆Y /∆O value of NGC 6822 is similar to those of the closed box models that assumed the same M up values (60 M ⊙ ). Therefore, for this object the ∆Y /∆O value is practically independent of the star formation and flow histories and presents only a small dependence on the IMF M up value.
The Galaxy
Since the solar vicinity and the Galactic disk contain stars and H ii regions of a broad range of metallicities, our galaxy is a proper laboratory to study the ∆Y /∆Xi behavior at high Z values and to try to observationally test the predictions of the HWY and LWY.
We have built models of the Galactic disk to Table 2 . reproduce the observed O/H present-day gradient, following the general assumptions presented in Section 2 and the specific assumptions shown below: i) an inside-outside scenario with infalls but without any type of outflows;
ii) two initial mass functions with M up = 80 and 60 M ⊙ ;
iii) two sets of yields with HWY and LWY; iv) a star formation rate that depends on time and galactocentric distance, that varies from almost constant and low (at large r values) to bursting and high (at short r values), this SFR has been represented by the following relation SF R(r, t) = νM 1.4 gas (r, t) (M gas + M stars ) 0.4 (r, t), where ν is a Fig. 4 .-Two chemical evolution models for NGC 6822 with different gas infall and outflow histories, the same star formation rate derived from observations and M up = 60 M ⊙ , see Table 3 . The models are the 7L (continuous lines) and 8S (dashed lines) studied by Carigi et al. (2006) . constant in time and space, that is chosen in order to reproduce the present-day radial distribution of gas surface mass density. A ν value of 0.016 is needed when the HWY and M up = 80 M ⊙ are adopted (best model of In Fig. 6 we present the evolution of the model that assumes HWY and M up = 80 M ⊙ at different galactocentric radius (4, 8, 12 , and 16 kpc) that correspond to different final metallicities (Z = 0.028, 0.016, 0.009, and 0.004, respectively). We note a ∆Y /∆O increase at O > 4 × 10 −3 due to lower O yields for massive stars with Z = 0.02. In Table 4 we show the present-day O values and the ∆Y /∆Xi values for each galactocentric radius. We note that ∆Y /∆Z increases slightly with Z for large r values or low O, while ∆Y /∆Z increases significantly with Z for short r values or high O. It is remarkable the agreement with M17, the H ii region at r = 6.75 kpc, when He and O are determined assuming t 2 = 0.0 (see also Section 9).
In The main difference between the HWY and the LWY models is the stellar yields assumed for massive stars at high Z. The HWY considered a high mass-loss rate in massive stars with Z = 0.02 (yields by Maeder 1992) , while the LWY assumed a low mass-loss rate (yields by Hirschi et al. 2005) . By adding our previous results (Akerman et al. 2004; Carigi et al. 2005 ) with those of this paper we insist that the stellar winds with a high mass loss rate are essential to reproduce the high C/O values observed in the disk stars of the solar vicinity. Gibson (1997) Arnett (1991) yields in our model we may obtain flatter C/O gradients and might not be able to reach the C/O values observed in the H ii regions and dwarf stars of the solar vicinity. The yields by Arnett (1991) do not consider stellar winds. Chiappini et al. (2005) using LWY studied the C and O evolution in the solar vicinity and the Galactic disk, they reproduce also the C/O vs O/H behavior in the solar vicinity, but they predict flatter C/O gradients than the observed ones.
Recently, McWilliam et al. (2007) suggested that strong metallicity-dependent yields for massive stars, those by Maeder (1992) , can explain the O/Mg vs O-Mg/H and O/Fe vs Fe/H relations in the Galactic bulge and in the solar vicinity in agreement with our results that favor the HWY over the LWY. The HWY predict low O yields at high Z and therefore explain the low O increase in the solar vicinity since the Sun formed until now and the flattening of the O gradient in the direction of the Galactic center. Massive stars with high Z values have strong winds, lose a considerable amount of C and produce high C yields. With this C lost, the stars keep a small amount of C needed to produce O and their O yields are low. Therefore for massive stars their C yields are important at high metallicities, while their O yields are more important at low metallicities, as has been shown previously by Akerman et al. (2004) and Carigi et al. (2005) .
Based on the previous discussion we conclude that the presence of high mass loss rates in metal rich stars has been proved and we suggest to include these high mass loss rates in the stellar evolution models for high Z.
Since stellar winds change significantly the C and O yields, but not the Y yields, we are interested to quantify the evolution of the Y contribution due to massive stars and due to low and intermediate mass stars at different metallicities. For that reason we show in Fig. 8 the accumulative percentage of Y for four Galactic radii obtained from our successful model of the Galactic disk and the solar vicinity (with HWY) due to MS and LIMS.
The fraction of helium in the interstellar medium due to MS and and to LIMS depends strongly on time, but not on galactocentric radius or Z. At present about half of the Y in the interstellar medium has been produced by MS and half by LIMS.
The strong dependency on time of the Y contribution is due to the lifetime of the stars. The Y contribution of LIMS decreases less than 5 % with galactocentric radius due mainly to the star formation history. In the inside-outside scenario the SFR is more intense at smaller galactocentric radii and at earlier times (see the lower panel in Fig. 6 ), therefore the big number of LIMS formed in the first Gyrs at smaller radii enrich the gas at later times. This fact produces also the O dilution at 4 kpc that can be seen in the right hand side panels of Fig. 8 , just after the model reaches the value of O = 2 × 10 −3 for the first time.
Evolution of the Y and O abundances and the determination of Y p
The helium to oxygen mass ratio, ∆Y /∆O, is an important constraint in the study of the chemical evolution of galaxies. In addition it is needed to extrapolate the Y values of O poor objects to the expected Y value for objects without any heavy element abundances, the so called primordial helium abundance, Y p , of cosmological significance (e.g. Peimbert et al. 2007a , and references therein).
To determine the Y p value it is customary to use the Y values of a set of O poor galaxies and to extrapolate the Y values for the case of no O using the following equation (e.g. Peimbert 1995 , and references therein)
where O is the oxygen abundance per unit mass. To obtain an accurate Y p value a determination of a reliable ∆Y /∆O value for O poor objects is needed. To reach this end we have decided to use a combination of observed and theoretically computed values.
We have studied the variation of ∆Y /∆O as O increases in our chemical evolution models. For the models presented in this paper we have adopted the same IMF but have considered: 1) different SFRs, 2) different gas flow histories, 3) two M up values for the IMF, and 4) two sets of yields. We will discuss these four effects on the ∆Y /∆O value.
We will consider first the low metallicity mod- els and the low metallicity stage or region of the models for the Galaxy, we define the low metallicity regime as O(t f inal ) < 4.3 × 10 −3 .
Low metallicity models
We define the low metallicity models as O(t f inal ) < 4.3 × 10 −3 , therefore they include the closed box models, the NGC 6822 models, and the models of the Galaxy for galactocentric distances of 12 and 16 kpc.
In all the low metallicity models the ∆Y increase is, to a very good approximation, proportional to the ∆O increase (see Figures 2, 3 , 4, 6 and 7). But the ∆Y /∆O slope is slightly different for the different models.
In Tables 1 and 2 we explore the effect of drastic changes in the SFR. The models with a high value of the SFR, t f inal = 1 Gyr, yield ∆Y /∆O values of about 2.6, while those with a low value of the SFR, t f inal = 13 Gyr, yield values of about 3.4. The models with a high SFR could be representative of recently formed galaxies (that might not be present close to our Galaxy), or of galaxies experiencing a recent and very strong burst of star formation responsible of most of the stellar content of such galaxy. For NGC 6822 where Carigi et al. (2006) have determined the history of the star formation rate no such strong burst is observed.
For the closed box models, NGC 6822 (inflowoutflow), and the Galaxy (inflow), the ∆Y /∆O slopes are practically the same, this can be seen by comparing: 1) the closed box value ∆Y /∆O = 3.28 for O(t f inal ) = 1.8 × 10 −3 (see Table 1 ) with 3.23 and 1.95 the corresponding values for the disk of the Galaxy at a galactocentric distance of 16 kpc (see Table 4 ), and 2) the average of the two models for NGC 6822 (see Table 3 ), with the value for the disk of the Galaxy at a galactocentric distance of 12 kpc (see Table 4 ). Notice that the outflows considered in our models of NGC 6822 are of well mixed material.
At low metallicities both sets of yields are practically the same and no differences are expected in the ∆C/∆O and ∆Y /∆O values.
M up is the parameter that affects the most the ∆Y /∆O value. Our models for M up = 80 M ⊙ predict ∆Y /∆O values around 3.3 while the models with M up = 60 M ⊙ predict values around 4.3 (see Tables 1 to 4) .
Consequently from our models it is found that for reasonable SFR histories and for a constant IMF ∆Y /∆O is almost constant and amounts to about 3.3. By allowing small changes in the upper mass limit of the IMF and for reasonable bursts of star formation it is found that ∆Y /∆O = 3.3±0.7. This result is independent of the mass flow history as long as the outflows are of well mixed material and the inflows show the primordial helium abundances.
Models with substantial outflows of O-rich material can produce large ∆Y /∆O ratios but they are ruled out by the low C/O values observed in irregular galaxies (Carigi et al. 1995 (Carigi et al. , 1999 .
The ∆Y /∆O value derived by Peimbert et al. (2000) from observational results and models of chemical evolution of galaxies amounts to 3.5 ± 0.9. More recent results are those by Peimbert (2003) that finds 2.93 ± 0.85 from observations of 30 Dor and NGC 346, and by Izotov et al. (2006) that from the observations of 82 H ii regions find ∆Y /∆O = 4.3 ±0.7. We have recomputed this value considering two systematic effects not taken into account by these authors: the fraction of oxygen trapped in dust grains that we estimate to be about 10%, and the increase in the O abundances due to the presence of temperature fluctuations, that for this type of H ii regions we estimate to be about 0.08 dex (Relaño et al. 2002) , from these considerations we obtain for the Izotov et al. sample that ∆Y /∆O = 3.3 ±0.6.
High metallicity models
At high metallicities the stellar winds included in the HWY eject larger amounts of C and the stars remain with less C to produce O than in the LWY, consequently the ∆C/∆O and ∆Y /∆O values predicted by the HWY are higher than those 
Absolute calibration of the O abundance in the solar vicinity
The predicted abundances by chemical evolution models are often compared with stars and with H ii regions abundances. The most popular comparisons are made with the solar and the Orion nebula abundances. The comparisons among the models, the Sun, and the Orion nebula are based on the absolute abundances, therefore it is necessary to estimate not only the statistical errors but also the systematic ones in the observational determinations.
We will start by considering the solar O/H abundance. What we want from the Sun is the O/H value when it was formed the so called initial value, and to keep in mind that it is representative of the interstellar medium 4.5 Gyr ago when the Sun was formed. We have also to consider that the photospheric and the interior solar abundances might be different due to diffusion and gravitational settling.
In Table 6 and Figure 9 we present the most popular O/H photospheric determinations of the last fifty years, the quoted values and the errors are the original ones published by the authors, by looking at the differences among the different determinations it is clear that for many determinations probably the errors represent only the statistical errors and that systematic errors have not been taken into account, in short that the total errors have been underestimated. The last two determinations those by Asplund et al. (2005) and by Allende Prieto (2007) are qualitatively different to the previous five because they are based on 3D models while the other five are based on 1D models.
The abundances inferred from interior models of the Sun, that are based on stereosismological data, are in disagreement with the 3D photospheric models and predict heavy element abundances about 0.2 dex higher than the 3D photospheric ones (e. g. Basu & Antia 2007, and references therein) .
To compare with our models we will use as the low O/H value the 3D photospheric by Asplund et al. (2005) and as the high O/H value the 1D photospheric value by Grevesse & Sauval (1998) that is in good agreement with the helioseismic value. The next step is to have reliable stellar interior models to determine the initial O/H value, for this purpose we will use the models by Bahcall et al. (2006) presented in Table 6 .
The models by Bahcall et al. (2006) indicate that the photospheric values of Z and Y do not represent the initial values due to diffusion and gravitational settling. By assuming that the O/Z ratio is not affected by these processes the initial O/H values correspond to 12 + log O/H = 8.70 for the AGS05 and to 8.89 for the GS98 surface abundances respectively. To obtain the present day ISM value we have to consider that the Sun was formed 4.5 Gyr ago and according to the Galactic chemical evolution model by Carigi et al. (2005) the O/H ratio in the ISM has increased by 0.13 dex since the Sun was formed. Therefore we obtain for the present 12 + log O/H value of the ISM 8.83 and 9.02 respectively.
In Table 6 we also present the most popular O/H determinations for the Orion nebula including the errors presented in the original papers. The predictions from the solar abundances and chemical evolution models have to be compared with the total abundances in the nebula that have Goldberg et al. (1960) . 2 Lambert (1968) . 3 Ross & Aller (1976) . 4 Anders & Grevesse (1989) . 5 Grevesse & Sauval (1998 ). 6 Holweger (2001 . 7 Asplund et al. (2005) . 8 Allende Prieto (2007) .
b 9 Peimbert & Costero (1969) . 10 Peimbert & Torres-Peimbert (1977) . 11 Osterbrock et al. (1992) . 12 Esteban et al. (1998) , this value includes the fraction of O tied up in dust grains that amounts to 0.08 dex. 13 Deharveng et al. (2000) . 14 Pilyugin (2003) . 15 Esteban et al. (2004) , this value includes the fraction of O tied up in dust grains that amounts to 0.08 dex. to include gas and dust, with the exception of the determinations by Esteban et al. (1998 Esteban et al. ( , 2004 ) that take into account the dust fraction all the other determinations only include the gaseous content. The other difference is that there are two possible sets of values: a) those that assume constant temperature over the observed value given by the 4363/5007 ratio of [O iii], the t 2 = 0.00 case, where t 2 is the mean square temperature variation (Peimbert 1967) , or b) those based on the O ii recombination lines, that are in agreement with those derived from the 5007/Hβ ratio taking into account the presence of temperature variations over the observed volume, and consequently that t 2 = 0.00. From the determinations by Esteban et al. (2004) the Orion abundances for t 2 = 0.00 and considering the dust correction amount to O/H = 8.73 a value 0.1 dex smaller than that based on the AGS05 value and the Galactic chemical evolution model and 0.29 dex smaller than that based on the GS98 value and the Galactic chemical evolution model. From the Orion nebula values for t 2 = 0.00 and without considering the fraction of dust embedded in dust grains the O/H value amounts to 8.49 a value 0.34 dex and 0.53 dex smaller than the values predicted by the solar interior together with the Galactic chemical evolution models.
From the previous discussion it follows that the best agreement between the solar and the Orion nebula abundances is obtained for the high nebular abundances that are derived from the t 2 = 0.00 values and that include the fraction of atoms tied up in dust grains.
The solar helium abundance
We want to compare also our Galactic chemical evolution model with the helium abundance when the Sun was formed, the initial Y value. Basu & Antia (2004) based on seismic data have derived the Y value in the solar convective envelope and amounts to 0.2485 ± 0.0034. To derive the initial value we need a model of the solar interior that takes into account helium and heavy elements diffusion and that agrees with the helium abundance of the envelope.
Again we have at our disposal the solar interior models by Bahcall et al. (2006) presented in Table  6 . The GS98 model agrees with the Y value in the envelope derived by Basu & Antia (2004) , but not with the O/H value in the envelope derived by Asplund et al. (2005) . On the other hand the AGS05 model agrees with the O/H value in the envelope derived by Grevesse & Sauval (1998) but not with the Y value derived by Basu & Antia (2004) . Based on the discussion of the previous section we conclude that the Orion nebula O/H value agrees with the O/H value predicted by the Galactic chemical evolution model and the photospheric value by Asplund et al. (2005) and not with the photospheric value by Grevesse & Sauval (1998) . The discrepancy between the photospheric abundances by Asplund et al. (2005) and the Y value derived from helioseimological data is a very important open problem, an excellent review discussing this issue has been presented by Basu & Antia (2007) . Bahcall et al. (2006) present the initial Y , Z, and O solar values for their standard solar models, see Table 6 . By adopting the Y p value by Peimbert et al. (2007a) it is also possible to obtain the ∆Y /∆Z and the ∆Y /∆O values for the GS98 and the AGS05 standard solar models. The values so derived are in fair agreement with the predictions of the HWY and LWY Galactic chemical evolution models. To try to make a more rig- Bahcall et al. (2006) . The GS98 and AGS05 columns correspond to models with the heavy element abundances derived from photospheric observations by Grevesse & Sauval (1998) and by Asplund et al. (2005) respectively.
b The errors are the conservative ones adopted by Bahcall et al. (2006) . orous comparison between the solar interior and Galactic chemical evolution models it is necessary to estimate the errors in the initial solar values by Bahcall et al. (2006) , a task which is beyond the scope of this paper.
9. The helium and oxygen abundances of M17, a high metallicity Galactic H ii region
We will compare the predictions of the HWY and the LWY models with observations of Y and O in the Galactic disk. At present the best H ii region in the Galaxy to derive the Y and O abundances is M17. The reason is that the correction for the presence of neutral helium in the abundance determination is the smallest for the well observed galactic H ii regions. This is due to the high ionization degree of M17 (Peimbert et al. 1992; Esteban et al. 1999; García-Rojas et al. 2007 ). Due to the large amount of neutral helium present in the other well observed galactic H ii regions, the error in the Y determination is at least two times larger than the error for M 17, therefore the Y determinations for the other galactic H ii regions will not be considered in this paper.
To determine very accurate He/H values of a given H ii region we need to consider its ionization structure. For objects of low degree of ionization it is necessary to consider the presence of He 0 inside the H + zone, while for objects of high degree of ionization it is necessary to consider the possible presence of a He ++ zone inside the H + zone. Peimbert et al. (1992) , hereafter PTR, found for M17 an upper limit of N (He ++ )/N (H + ) of 8 ×10 −5 a negligible amount; alternatively they found differences with position of the N (He + )/N H( + ) ratio correlated with the sulphur ionization structure, result that implies that M17 is ionization bounded and the presence of a small but non negligible amount of He 0 inside the H + zone. Therefore for this object the helium abundance is given by
To minimize the effect of the correction for neutral helium we took into account only regions M17-1, M17-2, and M17-3, from now on M17-123, that show the highest degree of ionization of the observed regions by PTR, Esteban et al. (1999), and García-Rojas et al. (2007) , as well as the highest accuracy in the line intensity determinations by PTR. Following PTR we will assume that He is neutral in the regions where S is once ionized, that is N (He 0 )
therefore To obtain the N (He + )/N H( + ) value for M17-123 we decided to recompute the determinations by PTR based on their line intensities and the new helium recombination coefficients by Porter et al. (2005) , with the interpolation formula provided by Porter et al. (2007) . In addition we used the hydrogen recombination coefficients by Storey & Hummer (1995) , and the collisional contribution to the He i lines by Sawey & Berrington (1993) and Kingdon & Ferland (1995) . The optical depth effects in the triplet lines were estimated from the computations by Benjamin et al. (2002) .
At the temperatures present in M17 the collisional excitation of the hydrogen lines is negligible and was not taken into account.
To determine the N (He + )/N (H + ) value we took into account the following He i lines λλ 3889, 4026, 4471, 4922, 5876, 6678, and 7065 . We corrected the 4922 line intensity by considering that it was blended with the [Fe iii] 4924 line and that the contribution of the Fe line amounted to 5% of the total line intensity (Esteban et al. 1999; García-Rojas et al. 2007 ). The M17-123 line intensities adopted are presented in Table 7 .
We did not correct the H and He line intensities for underlying absorption, the reasons are (Aller 1984) , therefore about 1/3 of the continuum is due to the nebular contribution and 2/3 to the dust scattered light from OB stars, consequently the underlying stellar absorption only affects two thirds of the observed continuum, d) considering the nebular contribution to the observations and based on the models by González Delgado et al. (1999 Delgado et al. ( , 2005 for a model with an age of 2 Myrs as well as the observations by Leone & Lanzafame (1998) for λ 7065 (since λ 7065 was not included in the models by González Delgado et al. (1999 Delgado et al. ( , 2005 ), we estimated that the EW ab of the λλ 3889, 4026, 4471, 4922, 5876, 6678, and 7065 lines amount to 0.4, 0.4, 0.4, 0.1, 0.1, 0 .2Å respectively, an almost negligible amount considering the large EW em observed values (see Table 4 in Peimbert et al. 1992 ), e) the weighted increase in the helium line intensities amounts to about 0.7%, again an almost negligible amount, f) the Balmer lines also show underlying absorption and the average correction to the line intensities amounts to about 0.5%, again a negligible amount that cancels to a first approximation the underlying correction effect on the He/H line ratios.
To determine the helium physical conditions of the nebula simultaneously with the N (He + )/N (H + ) value we used the maximum likelihood implementation presented by Peimbert et al. (2002) . This implementation requires as inputs: a) the oxygen temperatures, T [O iii] and T [O ii], and the oxygen ionization degree that provide us with the following restriction
and b) a large set of helium to hydrogen line intensity ratios. In addition an estimate of the electron density, n, in the region where the He lines originate is not required but it is useful. This implementation can determine the conditions of the H ii regions either with the restriction of uniform temperature, or relaxing this restriction.
From PTR we adopted T [O iii] = 8200 ± 200 K. From the I(3727/7325) ratios for M17-123 by PTR and for M17-3 by Esteban et al. (1999) , after correcting the λ 7325 A lines for the recombination contribution (Liu et al. 2000) , we obtained 8100 ± 1300 K and 9900 ± 1300 K respectively, therefore we adopted for (7) we obtained that
To estimate the electron density we used three determinations the n[S ii] for M17-123 by PTR that amounts to 720 ± 250 cm −3 , the n[O ii] for M17-3 by Esteban et al. (1999) that amounts to 790 ± 250 cm −3 , and the n[Cl iii] for M17-123 that we estimated from the observed I(5518)/I(5538) ratios by PTR and the atomic physics parameters Where we adopted Y p = 0.2517 ± 0.0028 for t 2 = 0.000 from Peimbert et al. (2007a) .
b Where we adopted Y p = 0.2477 ± 0.0029 for t 2 = 0.000 from Peimbert et al. (2007a) .
by Keenan et al. (2000) that amounts to 650 ± 450 cm −3 . From the average of these three determinations we adopted a value of n = 740 ± 250 cm −3 for M17-123.
By using as inputs for the maximum likelihood method T [O ii + O iii] = 8300 ± 200 K, n = 740 ± 250 cm −3 , and the helium line intensities presented in Table 7 we obtain for M17-123 the n, τ 3889 , and N (He + )/N (H + ) values presented in Table 8 . The results for M17-123 are presented in Table 8 for t 2 = 0.000 (constant temperature over the observed volume) and for t 2 = 0.000 (the temperature variations method). Without the restriction of uniform temperature the maximum likelihood of the temperature fluctuation parameter amounts to t 2 = 0.036 ± 0.013. This t 2 value is in good agreement with those for M17 derived by PTR, Esteban et al. (1999), and García-Rojas et al. (2007) Table 8 and the ICF(He) given by equation (6) we obtain N (He)/N (H) ratios for M17-123 of 0.1049 and 0.1016 for t 2 = 0.000 and t 2 = 0.036 respectively. These values are similar to but more precise than those derived by PTR for M17-123, that amount to 0.106 and 0.100 for t 2 = 0.000 and t 2 = 0.040 respectively.
We obtained the ∆Y /∆O and the ∆Y /∆Z values presented in Table 8 based on the Y p determinations by Peimbert et al. (2007a) . The O abundance presented in Table 8 includes both the gaseous and the dust contribution and corresponds to the average of the values derived by PTR, Esteban et al. (1999), and García-Rojas et al. (2007) , these three values are in excellent agreement.
M17 is located at a galactocentric distance of 6.75 kpc, under the assumption that the Sun is located at a galactocentric distance of 8 kpc (Dias et al. 2002) . In Figure 6 we have plotted the ∆Y /∆O value for t 2 = 0.036, from this fig-ure it can be noted that this value is in excellent agreement with the Galactic chemical evolution model based on the HWY and that the O value corresponds to the prediction by the models for a galactocentric distance of about 6-7kpc (see also Peimbert et al. (2007a) we obtain that ∆Y /∆O = 9.96 for t 2 = 0.000, and ∆Y /∆O = 4.38 for t 2 = 0.036. Therefore the use of the indirect Y p value the discrepancy between the observations of M17 for t 2 = 0.000 and the Galactic chemical evolution model becomes even larger, while for t 2 = 0.036 the agreement between the observations and the model is excellent. Chiosi & Matteucci (1982) based on stellar evolution models determined a value of ∆Y /∆Z ∼ 2.0. Jiménez et al. (2003) from a set of isochrones and observations of nearby K dwarf stars found that ∆Y /∆Z = 2.1±0.4. Casagrande et al. (2007) found also that ∆Y /∆Z = 2.1±0.9 from the newly computed set of Padova isochrones and observations of nearby K dwarf stars around and above solar metallicities. These three results are in very good agreement with the results presented in this paper.
Conclusions
To determine the Y p value from O poor extragalactic H ii regions, those with O < 4.3 × 10 −3 , we recommend to use ∆Y /∆O = 3.3 ±0.7.
For 4.3 < O × 10 −3 < 9 and using the HWY we find the following equation to estimate the initial helium abundance with which stars form in the Galactic disk With the use of the LWY the quadratic term becomes negligible. From chemical evolution models for different types of objects it is found that ∆Y /∆Z = 1.75 ±0.13 for O < 9×10 −3 . This small variation in the ∆Y /∆Z ratio is produced because the increase in ∆Y /∆O with increasing O is compensated by the decrease of ∆Y /∆C and ∆Y /∆F e with increasing O.
The increase of ∆F e/∆Z has to be taken into account in order to determine the ∆Y /∆Z value based on the [Fe/H] abundances of stars in the solar vicinity.
High mass loss rates should be adopted in the evolutionary stellar models for massive stars of high metallicity, because only with stellar yields that assume the high mass loss rate for the Z = 0.02 models reproduce the O/H and C/O gradients, the C/O versus O relation in the solar vicinity, and the ∆Y /∆O value in the inner Galactic disk.
Based on the O/H value of the Orion nebula and the solar photospheric value together with a chemical evolution model of the Galaxy we recommend for the local ISM a value of 12 + log O/H = 8.77 ± 0.08, where both the gaseous and the dust components of O are taken into account. By comparing the O/H value of the Orion nebula with the solar value we find that the nebular ratio derived using O recombination lines, that is equivalent to the adoption of a t 2 = 0.00 and that 20% of the oxygen atoms are tied up in dust grains, is in considerably better agreement with the solar value than the Orion nebula value derived adopting t 2 = 0.00.
The ∆Y /∆Z = 1.97 ± 0.41 value derived from observations of M17 for t 2 = 0.036 is in very good agreement with the 2.1±0.9 value derived by Casagrande et al. (2007) from K dwarf stars with metallicities similar and higher than solar. On the other hand the value ∆Y /∆Z = 4.05±0.75 derived from observations of M17 for t 2 = 0.000 is not. Both Galactic chemical evolution models with the HWY and the LWY are in agreement with the observed ∆Y /∆Z for t 2 = 0.036 but not with the ∆Y /∆Z for t 2 = 0.000. Higher accuracy determinations of ∆Y /∆Z for high metallicity objects are needed to discriminate between the HWY and the LWY predictions.
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