Abstract-With the development of wireless transmission technology, the coexistence of a variety of network protocols is inevitable in industrial control networks for a certain period of time. Due to the lack of a necessary coordination mechanism between different network protocols, this may impact the transmission performance of the backhaul network connecting several subnetworks with different protocols when there are traffic bursts in certain subnets. This paper solves the problem from the perspective of dynamic routing that is based on power control. When a subnet gateway node cannot meet the bandwidth demands of the traffic burst, the interference-reducing dynamic power control method (IR-DPC) is proposed to resolve the impact on backhaul networks. It via the nodes can be connected to the gateway (1) directly, (2) by increasing the power of the gateway and (3) by adjusting the antenna direction and power respectively to conduct power control and routing recovery. Then, the method was analyzed through theoretical analysis and simulation. The results show that the routing recovery time is within 10 ms and the traffic burst bandwidth demand that is satisfied is more than twice that of traditional methods within a given range.
I. INTRODUCTION AND MOTIVATION
As wireless communication technology develops, wireless technologies based on protocols such as WirelessHART [1] , WIA-PA [2] , ISA100.11a [3] and ZigBee [4] are widely applied in the industrial control field. However, because of the restrictions on capital, technology, equipment and other conditions, multiple network technologies may coexist in a given period, thus forming a heterogeneous industrial wireless control network. The IEEE 802.11 WiFi based long distance networks (WiLD networks) [5] can provide long-distance transmission of signals since their nodes rely on high-power IEEE 802.11 wireless cards and high-gain directional antennas. Its singlehop links can be tens or hundreds of kilometers in length and has high bandwidth, low cost and wide coverage features. As a result, it can provide backhaul access to wireless networks for the long-distance transmission of data.
This paper focuses on heterogeneous industrial control networks [6] , and the wireless networks (including WIA-PA, WirelessHART, ISA100.11a and ZigBee) used in factories that serve as subnets. Each subnet connects to the data center using the WiLD backhaul network. The data collected in the subnet is sent to the backhaul network through a gateway and then transmitted to the data center. The control command from the control center is sent to controlled devices in the subnet through the backhaul network and the subnet gateway in turn. At the same time, the backhaul network provides connectivity between the industrial control network and the Internet, as shown in Fig. 1 .
Because of the heterogeneity, the network lacks an overall coordination mechanism for each subnet. When a burst of bandwidth demand increases in a subnet, the gateway that originally met the bandwidth demand may not be able to continue meeting the demand. As shown in Fig. 2 , nodes A, B and C are gateway nodes that connect with different types of subnets. The traffic flow from A, B, and C is forwarded by WiLD node D and finally arrives at the data center node E. Assuming that the bandwidth demands of the three subnets are 20 Mbps at the start, the total bandwidth that node C provides is 60 Mbps, which can meet the demand exactly. However, due to an unexpected situation, the bandwidth demand of the subnet that node A connects to has increased dramatically to 40 Mbps (shown in the circle of the Fig. 2) . Thus, node C will not be able to meet the bandwidth demands of the three subnets at the same time, which will lead to the degradation of the network performance.
Therefore, in order to address the problem that the relay node of the WiLD backhaul network cannot meet the bandwidth demands of traffic bursts, this paper proposes an adaptive routing mechanism that is based on power control. Although there are many adaptive routing [7] [8] [9] [10] and power control algorithms [11] [12] [13] [14] [15] , they are not suitable for the WiLD network in traffic burst scenarios. The main contributions of this paper are:
(1) we approach the traffic burst bandwidth demand problem as an adaptive routing problem based on power control; (2) we propose an interference-reducing dynamic power control method (IR-DPC) to cope with traffic burst bandwidth demands; (3) we analyze the method theoretically and experimentally and compare the solution to that of traditional methods.
II. SYSTEM MODEL
The WiLD backhaul network is denoted by the graph G = (V, E), where V is the set of all WiLD nodes including gateway nodes, and E is the set of all the links between nodes. We assume that WiLD nodes are homogeneous, each node v i ∈ V has a unique ID, and is equipped with one or more directional antennas with the same specifications. The transmission power P i of the antenna can be adjusted continuously between its maximum and minimum value, that is 0 ≤ P i ≤ P max , where P max is the maximum transmission power of each antenna. For simplicity, we set the transmission power of each antenna at the same node to be the same. Additionally, links are two-way links between nodes. According to the path loss model of the network, the wireless signal power loses according to the β (β ≥ 2) power of the Euclidian distance between the transmitting antenna and the receiving antenna [16] , and for the free space model, β = 2 [17] . Under the condition of satisfying the demands of the transmission rate and the error rate, the minimum transmission power from
, where P r min is the minimum received power that a node can receive, and G i , G j are the sending and the receiving antenna gains. The sending and the receiving antenna heights are h i and h j . Definition 1. maximum interference radius. We define the distance between node v i and the furthest node within its maximum transmission radius r max when using maximum transmission power as the interference radius of v i , denoted by r i max , and r Assume that each node has the same time slot length. When there is no link between nodes v i and v j at the start, node v i builds a new direct connection link with node v j through adjustment of the antenna's direction. Then, the total time slot length of all the nodes in the coverage of nodes v i and v j will be reduced 
III. THE TOPOLOGY CONTROL STRATEGY AND METHOD
When providing power control to a node v i , the rest of the nodes in the network can be divided into three categories:
(1) The directly connected nodes before power control, which forms the node set V C ;
(2) The nodes that can be connected by increasing the power of v i , which forming the node set V B ; (3) The nodes cannot be connected by increasing the power but can be connected through an adjustment of antenna direction and power, which forms the node set V D .
Topology control strategy 1: When some nodes in set V C have remaining path bandwidth (the data center σ is the destination node in this path), all these nodes form set
is the remaining path bandwidth of the path v i → v j → σ and Δτ i is the burst bandwidth demand) with the largest remaining bandwidth and build another transmission path. Thus, we can form two transmission paths and increase the bandwidth. In this case, we complete the traffic transmission without changing the network topology.
Topology control strategy 2: When some nodes in set V B have remaining path bandwidth (the data center σ is the destination node in this path), all these nodes form set V B . Choose the nearest node v j (v j ∈ V B , ΔB i,j,σ ≥ Δτ i ) with v i and adjust the power of v i so v i and v j can communicate with each other exactly. Thus, we can form another transmission path and increase the bandwidth. Definition 4. direction angle of the antenna. Along the clockwise direction, the angle between the vertical direction and maximum radiation direction of the antenna is the direction angle.
Topology control strategy 3: When the demand for transmission bandwidth still cannot be met by increasing the transmission power of the antenna, we need to adjust the direction of the antenna. As shown in Fig. 4 , the direction angle of antenna a 
The power control algorithm needs to be implemented in two stages: a routing construction phase and a routing recovery phase. For the routing construction phase, the goal of power control is to improve the stability of the routing; for the routing recovery phase, the goal of power control is to reduce the amount of routing reconstruction. This paper is mainly concerned with the increase of traffic burst in a subnet, and we propose an interference reducing dynamic power control method (IR-DPC). When the bandwidth of a node cannot meet demand, we bring power control to this node, which belongs in the category of routing recovery.
Definition 5. path isolation rate. For two paths L i and L j with the same source and destination, the path length is |L i | and |L j |, respectively. The number of nodes in common for these two paths, besides the source and destination nodes, is m i,j . We define the path isolation rate of L i and L j to be
The path isolation rate is used to represent the influence of the two paths on each other. The smaller the path isolation rate, the more one path influences the other. The greater the path isolation rate, the more independent the two paths, and the less likely that the two paths will fail at the same time. Therefore, in order to avoid the multiple path failure because of interference, we choose the paths with greater path isolation rate as much as possible.
When choosing the next hop node, node v i chooses nodes from within the range Δθ
of the original antenna direction, and calculates the link interference when choosing between different nodes. Choosing the node with minimum link interference satisfies the demand for increased bandwidth. And sending routing update information to the corresponding nodes. The information mainly includes the source node, the destination node, packet ID, traffic flow ID and the current existing path path j i , where path j i is the node set from the source node to the current node. When there are multiple nodes that can meet the bandwidth demands, we choose the node whose transmission path has the largest path isolation rate with respect to the original path.
When the destination node σ receives the updated routing information, it will send the information by the reverse path path σ i back to the source node immediately. After the source node has received this information, it begins to send traffic by path path If we can find the node in set V C that can meet the demand of the traffic burst, we use the method of strategy 1 (lines 7-12 in Algorithm 1).
If there is no node in V C that can meet the traffic burst demand, we will look for it in set V B and use the method of strategy 2 (lines 13 to 20 in Algorithm 1).
If there is still no node in V B that can meet the traffic burst demand, we will use the method of strategy 3 (lines 21-29 in Algorithm 1).
If all of these methods cannot meet the traffic burst demand, we need to apply topology control and perform route planning for the entire network.
IV. THEORETICAL ANALYSIS OF THE ALGORITHM
In this section, we will analysis the IR-DPC in theory. Proof. We will analyze it under the three strategies respectively. When using strategy 1, because the topology of the network has not changed, the original network connectivity is also not changed. When using strategy 2, since the topology is changed by increasing the power of the nodes, the nodes in the original scope are still in its coverage after increasing the power. Therefore, strategy 2 will not reduce or destroy the connectivity of the network. When using strategy 3, there may be some nodes that were covered by node originally but cannot communicate with it after the change in direction of the antenna. However, the IR -DPC method is based on the premise that without changing the bandwidth demands of the original nodes, the change in the direction of the antenna will not destroy the original nodes transmission bandwidth that it can provide. Therefore, the change in the direction of antenna will not isolate some nodes and disconnect them from the network. In conclusion, the IR -DPC method will not change the connectivity of the network. Theorem 2. Assume that the turning time of the antenna is τ . Thus, when a traffic burst arises, the routing recovery time of the IR-DPC algorithm is no more than 
Algorithm 1 IR-DPC Method
set up V C , V B and V D ;
3:
V B ← φ;
5:
V D ← φ;
6:
for ∀v j ∈ V C do 8:
if ∃ΔB i,j,σ ≥ Δτ i & the bandwidth of interfered nodes can still be met then 9: 
V. SIMULATION EXPERIMENTS AND RESULTS
Since there is no specific power control routing algorithm in the traditional WiLD network, we compared the results of the IR-DPC algorithm with traditional methods based on the network routing protocols DSR and AODV. Under the condition of a different number of nodes, we calculated the routing recovery time and the traffic burst bandwidth demand that can be satisfied. The routing recovery time was tested using on the same node density and a variable node density respectively. Node density is defined as the number of nodes per unit area (1 m2). The traffic burst bandwidth demand that can be satisfied is reflected by the increased rate of bandwidth demand. The increased rate of the traffic burst bandwidth demand is defined as the ratio between the traffic burst bandwidth demand and the original average transmission bandwidth of the network. The simulation results are shown in Fig. 5 to Fig. 8 .
As we can see from Figs. 5 and 6, with an increase of the number of nodes, the routing recovery time increases. However, because the AODV routing protocol does not support multipath routing, when there is situation where the bandwidth demands of traffic bursts cannot be met, the AODV protocol must use a rerouting mechanism. Therefore, the calculation time is much longer. While the DSR routing protocol supports a multipath routing mechanism, it can choose multiple transmission paths. When the original path cannot meet the bandwidth demands of traffic bursts, it can use an alternative path to meet the growth in bandwidth demands. Only when the alternate path cannot meet the demands of traffic burst bandwidth, it selects a new path according to the routing protocol. Therefore, the routing recovery time is less than that with the AODV protocol. The IR-DPC algorithm can cope with traffic burst bandwidth via three methods: directly connected node selection, increasing the power of the node and changing the direction and power of the antenna. It only changes some transmission links without changing the overall routing, so the routing computation time can be greatly reduced.
As can be seen from Figs. 7 and 8, the IR-DPC method can meet the higher demand of traffic burst bandwidth than the Fig. 7 : The demand for burst bandwidth that can be met with a change in the number of nodes at a constant node density. method based on the DSR and AODV protocol as a whole. When the node distribution density is constant, the number of overlap links of the paths decreases with the increase in the network size. Thus, it can meet higher transmission bandwidth demands. Therefore, the increase in the rate of burst bandwidth demand that can be met increases with the number of nodes. When the node distribution scope is constant, the number of overlap links of the paths decreases with the increase of the network size at the start. Thus, it can meet higher transmission bandwidth demands. However, when the number of nodes increases to a limiting number, the interference between the nodes will be bigger and bigger, and it will eventually affect the increasing rate of the burst bandwidth demand. Therefore, the rate of the burst bandwidth demand that can be met decreases with the increase in the number of nodes.
VI. CONCLUSIONS
Heterogeneous industrial wireless networks lack an overall coordination mechanism for each subnet. When a burst of bandwidth demand increases in a subnet, the gateway that met the bandwidth demand originally may not continue to meet the demand. This paper discusses how to resolve the impact on backhaul networks that is due to traffic bursts in subnetworks of heterogeneous networks from the perspective of power control. When a subnet gateway node cannot meet the bandwidth demands of the traffic burst, we apply the interference-reducing dynamic power control method (IR-DPC) to implement power control and routing recovery to meet the demands of the traffic burst on the bandwidth. We analyzed the IR-DPC through theoretical analysis and simulation. The results show that the routing recovery time and the traffic burst bandwidth demand that is satisfied are superior to those achieved using traditional methods.
