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PREFACE 
The present work is a slightly revised version of my thesis which was 
written under the supervision of my promotor Prof. Dr. J. Th. Runnenburg and 
coreferent Dr. H. Jager. The research which led to it was motivated by 
Mr. A.A. Balkema's treatment of Engel's and Sylvester's series during the 
seminar "Getal en Kans" (Number and Chance) in 196tl. In my first approach I 
obtained large parts of Chapter 5, which in their turn were starting points 
for further study. I did this research as part of my work at the Institute 
for Applications of Mathematics of the University of Amsterdam. 
The book owes much to the valuable suggestions of Prof.Dr. J.Th. Runnen-
burg, Mr. A.A. Balkema, Dr. H. Jager, Prof .Dr. W. Whitt (Yale University) 
and many others. 
Amsterdam, August 1972 Wim Vervaat 
The second edition differs from the first only by the correction of some 
misprints and minor errors. 
Since the appearance of the first edition much progress has been made on 
the Balkema-Oppenheim expansion and related series expansions. The recent 
monograph by GALAMBOS (1976) presents a different and fruitful approach to 
this topic. 
Nijmegen, April 1977 Wim Vervaat 

CHAPTER O. INTRODUCTION 
0.1. INTRODUCTION AND SUMMARY 
Consider a sequence of independent Bernoulli trials, i.e. a sequence of 
. d d d . 1 *) . . t in epen ent ran om variab es £1 ,~,£3 ,... with possible ou comes 
1 (= "success") and O (= "failure"). We denote by pk the probability that £k 
results in success. Here we admit that the probability of success depends on 
k. For convenience of language we say that the trials £ 1 ,£2 , .•. take place 
at epochs 1 ,2,. • • • 
Considering the sequence £ 1 ,£ , ••• ,we can speak about the epoch at which 
- -2 
th . . d f th . 'd d then success occurs, i.e. the in ex o then one in £1 ,~, •• , provi e 
that nor more ones occur. We denote the epoch of the nth success by b_(n). 
Of course b_(n) depends on chance. The object of the present work is to study 
the limit behaviour of b_(n) for n + 00 , given the probabilities of success 
P1•P2··· 
The experiment introduced above is described in detail in chapter 2. In 
chapters 3 and 4 limit theorems in terms of 1_(n) are obtained by two quite 
different approaches. Chapter 1 provides the probabilistic concepts and means 
needed in the subsequent chapters. The theory is applied in chapter 5, where 
probabilistic (or "metric'') limit theorems are derived for some special 
classes of series expansions of the real numbers in the unit interval. 
After this rather global review we now describe the contents in more 
detail. 
In section 1.1 some general concepts and fundamental results of proba-
bility theory are presented in the context of metric spaces along the lines 
of BILLINGSLEY (1968), to which the reader is referred for most proofs. More-
over a version of a theorem of Skorohod, Dudley and Wichura is given. Accord-
ing to this theorem there exists for any in distribution converging sequence 
of random elements in a separable metric space an almost surely convergent 
sequence of random elements in that space such that the corresponding compo-
nents of both sequences have the same distribution. This theorem has impor-
tant practical consequences: in many situations we can handle convergence in 
distribution as almost sure convergence. A similar remark can be made about 
convergence in probability, and is made in section 1,2. In this section the 
fundamental 
*)Random variables are underlined (cf. section 0.2). 
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properties of convergence in probability are treated in the context of random 
elements in metric spaces (~random variables with values in a metric space). 
Apart from the problem of the existence of the distance between two random 
elements as a random variable all results and proofs are obvious analogues of 
the corresponding theory for real-valued random variables. 
In sections 1.3 and 1.4 the function spaces C(.) and D(.) are studied. 
If A is a real interval, then C(A) is the class.of all real-valued continuous 
functions on A, and D(A) the class of all real-valued right-continuous func-
tions on A with only jump discontinuities. A general class of topologies T 
on D(.) is introduced in section 1.3. These topologies Tare supposed to be 
metrizable, so we can consider random elements in D(.) as introduced for 
general metric spaces in section 1.1. An example of such a topology is 
Skorohod's J 1 topology as is shown in section 1.4. All results of the present 
work are valid for D(.) endowed with a topology T satisfying conditions 
(1.3.3) of section 1.3. In this way we avoid the use of special properties 
of the J 1 topology and obtain results of fairly general nature. 
Section 1.5 deals with the weak invariance principle (Donsker's theorem) 
and the strong invariance principle (Strassen's law of the iterated loga-
rithm). For the present work it was more convenient to formulate them for the 
space D[0, 00 ) rather than D[0,1] or C[0,1], so some additional proofs were 
needed. 
In section 2.1 the process of epochs of successes in a sequence of inde-
pendent Bernoulli trials is defined in detail. An important example is pre-
sented in section 2.2. Let £1 ,~···· be a sequence of independent identical-
ly distributed random variables. Call ~ a record if ~ > ij for 
j = 1,2, ••• , k-1; by definition £1 is a record. Let b_(n) be "the epoch of the 
th 11 • • • • th • r !::~ n record, i.e. the index of that~ which is then record in .:z.1 ,42 , •••• 
If the distribution of .£.1 is continuous, then it does not make any difference 
for the joint distributions of b_(n) if we consider b_(n) to be the epoch of 
t th . . . . th he n success in a sequence of independent Bernoulli trials where the k 
trial has probability pk = 1/k of success. 
In sections 3.1 and 3.2 we derive limit theorems for certain sequences 
of random elements in D[0, 00 ). In a slightly watered down version the princi-
pal result is that under some general conditions on x (t) the random element 
--n 
in D[0, 00 ) (~random function on [0, 00 )) 
x (t) - t 
--n 
E 
n 
onverges in distribution to a continuous random element ;y_(t) in D[0, 00 ) if 
and only if 
£ 
n 
converges in distribution to -;t:_( t), provided that E'n -+ 0 for n -+ 00 • Here 
x- 1(.) is a generalized inverse of the random function x (.).This generali-
-n -n 
zed inverse is defined in section 3.1. It coincides with the usual inverse 
for increasing continuous functions. The above result and the first applica-
tion below were recently obtained in IGLEHART & WHITT (1971) by more compli-
cated arguments. 
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As a first application weak and strong invariance principles for partial 
sum processes and the corresponding counting processes are related in section 
3.3. The second application in section 3.4 brings us back to the epochs of 
,uccesses. Here it is shown that under some general conditions and with su',t-
b 1 . . . \L(nt) d. b t' t a le norma izations the random function lk=l pk converges n istri u ion o 
the Wiener process on [O , 00 ) as n -+ 00 and also satisfies an iterated logar',thm 
aw of the Strassen type. 
Section 3,5 stands a little apart from the other material in this book. 
Starting from a side result in section 3 2 an interesting limit theorem is 
obtained for empirical processes. Let~ be the empirical distribution func-
tion constructed from the first n observations of an infinite sample from the 
rectangular distribution on [0,1]. Then the random function oft : 
nf~(~(u) + ~1 (u) - 2u)du converges in distribution to ~~(t), where~ 
is the Brownian bridge. Related iterated logarithm results are also obtained. 
Until here, only section 3.4 dealt with limit theorems for success 
epochs in a sequence of independent Bernoulli trials. In chapter 4 many 
others are obtained by quite different methods. In section 4.2 a large class 
of sequences of independent Bernoulli trials is embedded in a Poisson process. 
By tr's we mean that new random variables £k are defined as functions on a 
stationary Poisson process in such a way that the joint distributions of the 
.fk: are the same as those of the .f.k· So it does not make any difference if 
we study .Ek instead of .f.k· The Poisson process is defined in section 4.1, 
where also some of its basic properties are formulated. 
The embedding mentioned above turns out to be useful, since now the se-
quence of Bernoulli trials can be regarded as an "observed Poisson process", 
a close approximation to the original Poisson process. The technique in the 
remaining part of chapter 4 is: show that well-known properties of the 
4 
Poisson process carry over to the approximating "observed process". Section 
4.3 contains technical results concerning the size of the deviation of the 
observed process from the Poisson process. In section 4.4 weak and strong 
invariance principles are obtained for partial sums of 
f(1_!:!(n) 
l j=_!:!(n-1) +1 I 1og ( 1-p . l I l . J 
for rather wide classes of functions f. In particular we can take f(t) t, 
in which case these partial sums become 
1L(n) I ( ) I 1L(n) (IL(n) 2 l}=1 log 1-pj = l}=l pj + 0 l}=l pj). 
The results of section 4.4 are applied in section 4.5 to record epochs. In 
section 4.6 it is shown that the components of 
( 1L(n+k+l) I 1)00 l}=L(n+k)+l log(l-pj) 
- k=1 
are asymptotically independent and exponentially distributed for n + 00 • This 
result is applied to record epochs in section 4.7, which gives rise to the 
study of an interesting semigroup of probability distributions (Qa)a > 0 with 
Fourier-Stieltjes transforms 
e -st dQ ( t) = exp (-a ~ dx) • Joo Is -x 
0 . a 0 x 
The research which is here presented started originally with the study 
of the subject of chapter 5. Balkema and Oppenheim independently defined 
classes of series expansions for the reals in (O,l] which contain classical 
expansions as Engel's, Sylvester's and Liiroth's as special cases. The two 
classes are not the same but have a large intersection. In the present work 
we follow Balkema's definition. The expansion is defined in section 5.1 where 
also the (nonprobabilistic) properties are studied. Section 5.2 provides a 
set of examples including all classical expansions. 
We do not define the Balkema-Oppenheim (BO) expansion here, but we shall 
give an informal description of Engel's and Sylvester's series. Any x E (0,1] 
can be approximated from below by sums 
with natural numbers d1,d2 ,d3 , ... ,dn. If we require that sn < x and that the 
approximation sn of x is stepwise best possible (i.e. having obtained 
5 
d1 ,d2 , ... ,dn_ 1 we choose the natural number dn with sn < x and sn maximal), 
then we obtain the partial sums of Engel's series expansion of x. We obtain 
the partial sums of Sylvester's series expansion of x if we perform a similar 
approximation, but now with 
s 
n 
1 
+-
d 
n 
For Engel 's and Sylvester's series probabilistic (or "metric") results were 
already known. For instance, with Engel's series 
lim (d ) 1/n 
n 
n+oo 
= e 
for almost all x E (0,1]; with Sylvester's series 
lim = e . ( dn+ 1 ) 1/n d d 1 ..• dl n-+co n n-
for almost all x E (0,1]. In section 5.4 these and other limit results are 
obtained for large classes of BO expansions. Most limit results are presented 
in the form of invariance principles (or "functional central limit 
theorems"). In this way section 5.4 generalizes and supplements work of 
GALAMBOS ( 1970) . 
Section 5.4 and the theory of the preceding chapters are connected in 
section 5.3. If x is chosen at random in (0,1] according to a rectangular 
distribution on (0,1], then the numbers d in the BO expansion form a sta-
n 
tionary Markov chain of a special type, which on its turn can be described 
by means of sequences of independent Bernoulli trials. 
Sections 5,5 and 5.6 are almost independent of section 5.4. Having re-
marked in section 5,5 that two BO expansions determine a homeomorphism ~ 
from (0,1] onto itself, provided that they both have the same set of possible 
sequences of significant numbers (d )00 1 and that in both expansions there n n= 
is a one-to-one correspondence between x e: (0, 1J and the sequence (dn):=l 
determining its expansion, we pose two questions: when is ~ absolutely con-
tinuous or singular, and can ~be of mixed type; Partial answers are given 
in section 5.6. It turns out that one has to determine the almost closed 
sets of the Markov chain (d ) considered in section 5,3, 
n 
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0.2. CONVENTIONS AND NOTATIONS 
Here we explain some conventions and notations which are used throughout 
this book, mostly without further comment. A list of symbols is given on 
p.165, an index of definitions on p.163. 
0.2.1. Organization 
Items as lemmas, theorems, remarks, corollaries are numbered indiscrimi-
nately; formulae follow a separate numbering between brackets; 
0 marks the end of a proof; 
:= is used in a definition if a new symbol occurs on the left-hand side, 
=: in a definition with a new symbol on the right-hand side. 
0.2.2. Sets 
{x : A(x)} denotes the set of all x with property A; 
A ~ B := A\B u B\A is the symmetric difference of A and B; 
classes of sets are denoted by script capitals, e.g. B, C, F; 
W, w0 , ~, ~. R, ~ denote the sets of the positive integers, the nonnegative 
integers, the integers, the rational numbers, the real numbers and the com-
plex numbers; 
the notation of real intervals is demonstrated in the examples 
(o, 1J := {x 
[0, 00 ) := {x 
O<x<1}, 
x_:_o}, 
~O,oo] ;= [O,oo) U {oo}. 
0.2.3. Sequences and functions 
Examples of finite and infinite sequences are (~)~=l' (~)== 1 ; when 
there is no risk of misunderstanding we simple write(~); often the whole 
sequence is denoted by the corresponding letter without index and brackets: 
a:= (~)== 1 ; such a notation is always introduced explicitly. 
f x -+ y 
means that f is a function with domain X and range in Y; f is defined more 
specifically by 
7 
x>+ f(x); 
sometimes we write f(.) instead off; if Kc X, then 
is the restriction of f to K. 
If f is a function on a real interval, then 
f( t+) := lim f( t), 
s+t 
f( t-) := lim f( t), 
stt 
provided that these limits exist; 
XA is the indicator function of the set A: 
{: 
if t € A, 
xA(t) := 
if t ~ A; 
I is the identity map on the real line or a real interval I ( t) := t; 
t+ := max{O,t} fort€~; 
[t] := integral part oft := max{k € Z k ~ t} for t € R. 
0.2.4. Asymptoties 
f(t) O(g(t)) fort+ a, if J~i~iJ is bounded in some neighbourhood of a; 
f(t) o ( g ( t ) ) for t + a, if lim f( t) = 
t+a g(t) O; 
f( t) "' g(t) for t + a, if l" f( t) 1 • 1m (t) = 
t+a g 
Warning: The symbol~ is used in chapter 5 to relate x E (0,1] to its BO ex-
pansion. 
0.2.5. ProbahiZity 
(n,F,P) denotes a probability space; 
Q is the sample space with generic element w; 
8 
F is a a-field of subsets of Q and P is a probability measure on F; 
a special terminology is used when Q is a metric space (see section 1.1). 
Symbols representing random variables and random elements (~ metric 
space-valued random variables) are underlined e.g.~. ~(w), s_, 1, Q(x2 ). This 
convention is merely a typographical warning that we are dealing with items 
not to be confused with deterministic ones. Where consistency leads to less 
desirable effects we drop this convention (cf. ~in formula (5,5.1)). Several 
probabilists and statisticians in the Netherlands underline random variables 
and moreover attach a special meaning to this convention which goes beyond 
a merely typographical distinction (cf. HEMELRIJK (1966,1968), VAN ROOTSELAAR 
& HEMELRIJK (1969)). Here we do not follow this philosophy and the casuistic 
peculiarities it sometimes causes in the notation. 
Expectation is denoted by E and variance by var; {w : A(w)}, the set of 
outcomes with property A, is often shortened to {A}, for instance 
{w ~(w) = 1} becomes {~ = 1 } , 
{w lim x (w) exists} becomes {lim x exists}. 
-n 
-n n-+m n-+oo 
The last convention enables us to handle random elements without specifying 
the underlying probability space (Q,F,P). However, the existence of such a 
probability space is always understood. Expressions like ~ + y_ or 
{lim x exists} have meaning only if the relevant random elements are defined 
-n 
on one common probability space. This is always assumed, not always stated. 
d Convergence in distribution is denoted by+ (see def. 1.1.4), conver-
gence in probability by~ (see def. 1.2.1, 1.2.3). 
CHAPTER 1. PROBABILITY THEORY ON METRIC SPACES 
1.1. GENERAL CONCEPTS AND THEOREMS 
This section gives an outline of some general concepts of probability 
theory on a metric space. For a real introduction the reader is referred to 
BILLINGSLEY (1968) or PARTHASARATHY (1967). In this section S (or s1 ,s2 ) is 
a metric space and S (S 1 ,S 2 ) its Borel field, i.e. the a-field generated by 
the open subsets of S. A probability on S is a probability measure on S. A 
map h from s 1 into s2 is measurable if h- 1s2 c S 1• 
Example. A probability on Rn is a probability measure on Bn, where Bn is the 
a-field of Borel sets in ITTn. 
9 
1.1.1. Definition. A sequence of probabilities (P )00 1 on S converges weakly n n= 
to a probability P on S if 
lim J fdP =JfdP S n S n-+oo 
for all bounded continuous real-valued functions f on S. Notation: P ¥ P. 
n 
1.1.2. Theorem. Let P,P 1 ,P2 , ... be probabilities on S, then the following 
four assertions are equivalent: 
( i) p '! p 
n ' 
(ii) lim sup P (A) < P(A) for all closed A c s' 
n-+oo n -
(iii) lim inf 
n-+oo 
P (A) > P(A) 
n -
for all open A c s, 
(iv) lim P (A) = P(A) for all A E S such that P( 3A) = O, 
n n-+oo 
where <lA is the boundary of A. 
Proof. BILLINGSLEY ( 1968, p.12). 0 
1.1.3. Definition. A random element in Sis a measurable map~ from some pro-
bability space (n,F,P) into S (measurable means: x- 1S c F). The probability 
P = Px- 1 on S defined by 
x 
P (A) := P(x- 1A) =: P{~ EA} 
x -
for A E S 
is called the probability distribution or distribution of x. 
10 
It is convenient to distinguish typographically letters representing 
random elements from other ones. We shall do this by underlining them. The 
letters themselves may be Greek or Latin, small or capital. 
The basic probability space (n,F P) is no>, always explicitly specified. 
If two or more random elements appear in one expression as for instance .!. 
and y_ in E + y_, then it is understood that they are defined on a common pro-
bability space. If,!. is a random element and the letter P in expressions like 
P{,!. E A} has not been introduced before, then P is the probability measure of 
the probability space (n,F,P) on which.!. is defined. 
Random elements in R are ·alled random variables. Random elements in Rn 
are called random vectors. If S is some function space then often the expres-
sion random function or stochastic process are used for random elements in S. 
1.1.4. Definition. A sequence of random elements (~):= 1 in S converges in 
distribution to a random element x in S if P ¥ P . Notation: x ~ x. We 
- x x -n -
write x g y_ if the random elements .!. and y_ h~e th; same probability distri-
bution. 
1.1.5. Definition. If his a map from s 1 into s2 then Disch is the set of 
points in s 1 where his not continuous. 
Rema:t>k. Disch E S1 even if his not measurable (BILLINGSLEY (1968, p.225)). 
1.1.6. Theorem. (continuous mapping theorem). Leth be a measurable map from 
S 1 into s2 and ,!., ~1 , ~, ••• be random elements in S 1. If ~ ~ .!. and 
P (Disch) = 0, then h(x ) $ h(x) as random elements in s2 . x -n -
Proof. BILLINGSLEY (1968, p.31). 0 
1.1.7. Definition. Let.!.• ,!.1 , ~····be random elements in S. We say that~ 
converges almost surely (a.s.) to.!.• notation~-+.!. a.s., if,!., .!.1' ~·· .• 
are defined on a common probability space (n,F,P) and there exists a set 
n0 E F such that P(n0 ) = 1 and lim x (w) = x(w) for w E n0 . n-+= -n -
1.1d8. Lemma. Let.!.• ~1 , ,!.2 , ... be random elements in S. If~-+ x a.s., then 
x -+ x. 
-n -
Proof. For every continuous real-valued function f on S we have f(x ) -+ f(x) 
a.s .. If moreover f is bounded, then Jn f(~)dP-+ Jnf(~)dP by Leb::gue's -
theorem on dominated convergence. But f 
and f f(x)dP = f f dP . Hence P ¥ P ~ 
rl - 8 x ~ E 
f(x )dP 
-n 
11 
D 
Even if E, E1 , E2 , ... are defined on a common probability space, then 
. d . still~+ E need not imply~+ E a.s .. 
. . 1 ( )n d bability 2 and~ := -1 E• then~ = E• 
For instance, if E = .:!:. 1 with pro-
d therefore x + x, whereas (x ) does 
-n - -n 
not converge a.s .. However the following theorem provides a sort of converse 
to lemma 1.1.8. 
1.1.9. Theorem. (8korohod-Dudley). If E• 2S_1 , ~, ... are random elements in 8 
d 
such that~+ 2S_ and if 8 is separable, then there exist random elements 
E: Ej, ~, ... in 8 defined on a common probability space and such that 
x' g x for n e: IN , 
-n -n 
d E' = 2S_, 
x' + ~· a.s. 
-n 
Proo f. DUDLEY ( 1968, theorem 3) . D 
Theorem 1.1.9 was first proved for 8 separable and complete in 8KOROHOD 
(1956). In WICHURA (1970) the theorem is proved under still weaker condi-
tions. 
Under the restrictive condition that 8 1 be separable theorem 1.1.6 can 
be obtained from theorem 1.1.9. (This is observed first in PYKE (1969), 
where also the earliest practical applications of 1. 1 .9 can be found). For 
th • t d 1 I I I 0 8 I d I d ere exis ran om e ements x , 2S_1 , ~·· .. in 1 such that~=~· 2S. = x, 
x' + x' a.s. But then h(x') + h(x') a.s. since P = P, and, consequently, 
-n- -n - x x 
P ,(Disch)= O. By lemma 1.1.8 h(x') ~ h(x') and, co~sequently, h(x) ~ h(x) 
x -n - -n -
since h(x') g h(x ), h(x') g h(x). 
-n -n - -
Theorem 1.1.9 applied in this way does not provide results which could 
not be obtained already by theorem 1.1.6. However, the direct use of theorem 
1.1.9 o~en makes proofs simpler and more concise (cf. remark 3.2.6) 9 since 
it reduces probabilistic theorems on convergence in distribution to in fact 
nonprobabilistic theorems on a.s. convergence. 
1.1.10. Produat spaaes. Let 8 1 and 82 be metric spaces with metrics p 1 and 
p2 and Borel fields S1 and S2 and let 8 := 8 1 x 82 be their Cartesian pro-
duct. The product topology on 8 (i.e. the topology of coordinatewise con-
12 
vergence is metrizable and for instance specified by the metric 
Let S be the Borel field of 8 and let S 1 x S 2 be the a-field generated by the 
measurable rectangles, i.e. by the sets A1 x A2 with A1 E s1 , A2 E S2 . We 
have S 1 x S2 c S (see BILLINGSLEY (1968, p.224-225) for this and the next 
results). Moreover, if 8 1 and 82 are separable, then S 1 x S2 = S, but this 
identity need not be true for more general 8 1 and 82 . Consequently, if E1 is 
a random element in 8 1 and E2 a random element in 82 , 8 1 and 82 are separable 
and El and~ are defined on a common probabi ity space, then (E1 ,~) is a 
random element in 8 = 8 1 x 82 . Without the separability of 8 1 and 82 the last 
assertion need not be true. In particular, if 8 is a metric space with metric 
p and~ and y_ are random elements in 8, then we need the separability of 8 
to be sure that p(1f,;y_) is indeed a random variable. 
In the sequel we shall need the following theorem. 
1.1.11. Theorem. If E• Ei• E2 , ... are random elements in 8 1 , x_1 , ~, ... are 
random elements in 82 , 8 1 and 82 are separab~e, ~ and~ are defined on a 
common probability space for each n EN,~+ 1f and~+ a E 82 , then 
d (~,~) + (2S_,a) as random elements in 8 1 x 82 (here a E 82 represents a 
random element in 82 which equals a with probability one). 
d Proof. BILLINGSLEY (1968, theorem 4.4, p.27). Note that~+ a if and only 
if~ ~ a (see lemma 1.2.2). D 
1.2. CONVERGENCE IN PROBABILITY 
In this section 8 is a metric space with metric p and Borel field S. 
Further E• ~ are random elements in 8. 
1.2.1. Definition. If b E 8, then~ converges to bin probability, notation 
p 
~ + b, if for each E > 0 
lim P {x 
x 
n-+oo -.n 
1. 2. 2. Lemma. x 
-n 
p(x,b) .::_ d o. 
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Proof. "===;.". If A E S and Pb ( 3A) = 0, then b f. ClA. Hence b is an interior 
point of A or of its complement. Suppose b E A. Then there is an E > 0 such 
that {x : p(x,b) < s} c A. Hence 
lim P (A) 
x 
n-+oo -n 
> lim inf P 
x 
n-+oo -n 
{x p(x,b) < d 
In a similar way it follows that lim sup P (A) = O = Pb(A) if b ~ A. 
d n-+oo ~ 
"-= ". If x ->- b, then by theorem 1.1.2 (i)=(ii) it follows that 
-n 
lim sup Px {.x : p(x,b) .:_ d .:::_Pb {x 
n-+oo -n 
p (x,b) .:_ d o. D 
In the remaining part of this section we want to consider p(~,~).There­
fore it is necessary to assume S separable (cf. 1.1.10). We do so from now on. 
1.2.3. Definition. The random elements x converge to~ in probabiZity, 
p . -n 
notation ~->- E• if E• ~ 1 , ~2 , ••• are defined on a common probability space 
and 
(1.2.1) lim P{p(E,~) .:_ d 0 for all E > O. 
n-+oo 
Remark. If E equals b ES with probability one, then x ~bin the sense of 
-n 
definition 1.2.1. 
p 
1.2.4. Lemma. ~->- x a.s.~ ~->- E· 
Proof. We have ~ ->- E a.s. if and only if 
P(lim sup {p(E,~) .:_ E}) 0 for all E > 0. 
n-+oo 
The left-hand side equals 
lim P( ~ {p(x,x ) > E}) > lim sup P{p(x,x ) > E}. 
--m - - --n -
n-+oo m=n n-+oo 
D 
The converse implication in lemma 1.2.4 is not true. A sort of converse 
is given in the next theorem, which will be proved at the end of this sec 
section. 
1.2.5. Theorem. We have~~ E if and only if each subsequence of (~) con-
tains a subsequence which converges to x a.s. 
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The above theorem has important implications. The "only if" part of the 
theorem makes also sense for spaces S which are not separable or even not 
metrizable provided that random elements are defined for more general topolog-
ical spaces. Therefor.e convergence in probability can be defined for such S 
by requiring the "only if" part of the theorem. 
Since the metric p does not appear in the "only if" part of the theorem 
(1.2.1) clearly is satisfied for all p generating the same topology as soon 
as (1.2.1) is satisfied for one such p, 
Furth p . . d . d t . f t . f er 24i + x implies 24i + ~' since for boun ed con inuous unc ions 
on S every subsequence of (J f(x )dP) 00 1 contains a subsequence converging I I n -n n= to f(x)dP. But ( f(x )dP)is a sequence of real numbers and therefore the n - n -n 
whole sequence converges to that limit. 
The following theorem is the most important consequence of theorem 1.2.5. 
1.2.6. Theorem. (continuous mapping theorem for convergence in probability). 
If h is a measurable map from a metric space 8 1 into a metric space 82 , s 1 
and s2 are separable and~' ~1 , ~, .•. are random elements in s 1 such that 
x ~ x and P{_x € Disc h} = 0, then h(x ) ~ h(x) as random elements in 82 . 
-n - -n -
Proof. Every subsequence of (x) contains a subsequence converging to x a.s .. 
-n 
Therefore every subsequence of (h(x )) contains a subsequence converging to 
-n 
h(~) a.s. D 
Proof of theorem 1.2.5. If 24i I~. then 1 .2.1 implies that there exists an in-
creasing sequence of natural numbers (I\: );=l such that 
{ ( ) 
.'.'... 2-k} -k P p lS.•24i < 2 for k .:_ I\:. 
Now 
P(lim sup {p(x,x ) .:_ 2-k}) 
k-700 - -Uk 
< lim I 2-1 o. 
k+co l=k 
and this implies that x--;. x a. s. . So ( x ) contains a subsequence con-
-n - -n 
verging to~ a.s .. But ~his result can also be applied on every subsequence 
of (x ), since these subsequences also converge in probability to~· 
-n p 
Now suppose that it is not true that 24i + ~· Then there exists an E > 0 
and a c > 0 such that 
lim sup P{p(x,x ) > E} = o > Q, 
- --n -
n-+<» 
Hence there exists a subsequenc_ (x ) of (x ) such that 1\ --n 
limP{p(x,x )~d o. 
k-+<» -1\ 
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Therefore, neither (x ) nor a.riy of its subsequences converges in probability 
1\ to x. Hence no subsequence of (x ) converges a.s. to x because of lemma 
- --n -
1.2.4. This contradicts the "if p~t" of the theorem. 0 
1.3. THE SPACES D AND C 
In this and the following section A is an interval in B and we denote by 
D(A) or DA the set of real-valued functions x(t) on A which are right-conti-
nuous and have finite le~-hand limits at every point t € A which is not the 
le~-hand boundary of A. By C(A) or CA we denote the subset of continuous 
functions in D(A). 
1.3.1. Lemma. If A is compact, say A= [a,b], then for each x € D[a,bl and 
each positive E there exists an r € N and points t 0 , t 1 , t 2 , ••• , tr such that 
(1.3.1) 
••• < t = b and 
r 
sup { jx(t)-x(u) I t, u € [t, ,,t.), i 
i- i 
1 ,2,, . ,r} < E. 
P~oof. Let s be the supremum of those t in [a,b] for which [a,t] can be de-
composed into finitely many s~bintervals [t. 1,t.) satisfying (1.3.1) Since i- i 
x(a) = x(a+) we have s >a; since x(s-) exists, [a,s] itself can be so de-
composed; s <bis impossible because we have x(s) = x(s+). 
1.3.2. Co~oZZa:I'lf. If A is an interval in B then 
a) each x € D(A) is locally bounded (i.e. bounded on compact subintervals 
of A); 
0 
b) each x € D(A) is locally Riemann integrable (i.e Riemann integrable over 
compact subintervals of A); 
c) each x € D(A) has at most countably many discontinuities (in a compact 
subinterval the number of points t at which the jump lx(t ·-x(t-) I exceeds 
a given positive number is finite). 
Henceforth we shall make the following assumpt i.on unless the converse is 
stated. 
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1.3.3. Asswr1ption. For each interval Ac Ra topology T(A) on D(A) is given 
satisfying the following conditions: 
1) T(A) is metrizable and separable; 
2) for x E C(A) the sequence (x )00 1 with x E D(A) converges to x in the to-n n= n 
pology T(A) if and only if x converges to x locally uniformly (i.e. 
n 
uniformly on compact subintervals of A); 
3) V(A), by definition the a-field generated by the open sets in D(A), is 
also the smallest a-field which makes the maps x,>+ x(t) from D(A) into 
IR measurable for all t E A. 
Condition 1) implies that we may consider random elements in D(A) as in-
troduced for general metric spaces in section 1.1. Moreover, without trouble 
we may consider vectors of random elements in product spaces with D(A) as 
component, since D(A) is separable (cf. 1.1.10). Frciin condition 3) it follows 
that C(A) is a measurable subset of D(A) since the values of x E D(A) at the 
rationals in A already determine whether x is in C(A) or not. There are to-
pologies satisfying 1.3.3. This will be shown in section 1.4. 
The measurability of C(A) follows also from condition 2), which implies 
that the topology on C(A) induced by T(A) coincides with the standard topolo-
gy of locally uniform convergence. Hence C(A) is separable and complete and 
consequently a G0 set. Note, however, that C(A) need not be closed in D(A). 
For instance, in the M1 topology on D[0,1] (see SKOROHOD (1956) for defini-
tions) C[0,1] is dense in D[0,1]. 
The next two lemma's show some consequences of condition 2) in 1.3.3. 
1.3.4. Lem-na. Let x E C(A), x 1 , x2 , ... E D(A) and let T(A) and T 1 (A) be two 
metrizable topologies on D(A) satisfying condition 2) in 1.3.3. Then x + x 
n 
in the topology T(A) if and only if x + x in the topology T'(A). 
n 
1. 3, 5. Lem-na. Let x E C(A) and x 1 , x2 , E D(A) and let D(B) for B u A be 
endowed with a metrizable topology T(B) satisfying condition 2) in 1.3,3, 
Then x + x in the topology T(A) if and only if for each compact interval n 
Kc A 
x I + xj in the topology T(K). 
n K K 
1. 3. 6. Lem-na. The maps 
a) (x,y) >+ x+y from D(A) x D(A) into D(A), 
b) (x, c) >+ ex from D(A) x 1R into D(A) 
are measurable. 
Proof. Leth be the map (x,y) f+ x+y and denote the projections x f+ x(t) for 
-1 ( t EA by nt. We have to prove h VA) E V(A) x V(A). By condition 3) in 
1.3.3 V(A) is generated by n~ 1 B fort EA, where Bis the Borel field of R. 
Hence it is sufficient to prove that for all t E A 
-1 -1 B 
h Tit 
-1 ( nt 0 h) . B c V(A) x V(A), 
in other words that nt 0 h: (x,y) >+ x(t) + y(t) is measurable for all t E A. 
But nt 0 h equals also the composition of the maps 
(x,y) * (x(t),y(t)) * x(t) + y(t), 
which clearly are measurable. Hence nt 0 h is measurable and a) is proved. 
By similar arguments b) follows. D 
1.3.?. Lemma. If x E C(A), x, y E D(A) for n EN, x + x and yn + x + O, 
n n n n 
then yn + x (all converges considered in the topology •(A)). 
Proof. From yn - xn + 0 locally uniformly and xn + x locally uniformly it 
follows that yn = x + (y -x ) + x locally uniformly. 
n n n D 
1.3.8. Lemma. Let A and B be intervals in R. If x E C(A), x 1, x2 , •.. E D(A), 
xn + x in the topology T(A), A E C(B), A1, A2 , ... E D(B), AnB c A for all 
n EN, AB c A, An+ A in the topology •(B) and A is a homeomorphism from B 
onto AB, then xn ° An+ x 0 A in the topology T(B). 
Proof. Let K be a compact subinterval of B. We have to prove that 
x 0 A + x 0 A uniformly on K. Now AK is a compact subinterval of A and 
n n 
therefore there is a positive n such that 
L := {t E A inf lt-sl 2_ n} 
sdK 
is a compact interval in A. Fix such L. Because of 2) in 1.3,3 A +A uni-
n 
formly on K and hence there is an n 1 such that AnK c L for n .:_ n 1• Take 
£ > O. We shall prove that for sufficiently large n 
( 1. 3.2) lx(A(t))-x (A (t)) I < lx(A(t))-x(A (t)) l+lx(A (t))-x (A (t)) I < £ 
nn n n nn -
for all t E K. 
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Since x is uniformly continuous on L there is a o > 0 such that 
!x(t) - x(s) I < h: for s, t € L, ls-tl < o. Take n0 > n, such that for n .:_ n0 
Ix (t l - x( t l I < .f. for t E L, 
n 2 
I" (tl - A.(tl I < 0 for t E K. n 
Now A.(t), A. (t) E L for n .:.. no > n 1 and hence (1.3.2) holds for n.:.. no. D n 
Now let us consider random elements in D(A). A random element E in D(A) 
is a map from some probability space (Q,F,P) into D(A) such that E- 1V(A) c F. 
Since V(A) is completely determined by condition 3) in 1.3.3 2£ remains a 
random element in D(A) if the topology T(A) is replaced by another one which 
also satisfies the conditions in 1.3.3, Moreover, condition 3) implies that 
the distribution of E is completely determined by the distribution of all 
random vectors (E(t 1),E(t2 ),. .. , E(tr)) with r E l'I and {t 1 , t 2 ,. . ., tr} c A. 
From lemma 1.3.6 it follows that CE and_?£+~ are random elements in D(A) if x 
and~ are. 
1.3.9. Lemma. Let T(A) and T1 (A) be two topologies on D(A) satisfying the 
conditions in 1.3.3 and let E• El,~·· .. be random elements in D(A) such 
that x is a. s. continuous. 1rhen x 1 x as random elements in D(A) endowed 
- -n -
with the T(A) topology if and only if x ~ 2£ as random elements in D(A) en-
-n 
dowed with the T 1 (A) topology. 
Proof. By theorem 1.1.9 there exist random elements 2£ 1 , 2£;, ~···· in D(A) 
such that x' g x x' g x and x' + _x' a.s .. Replacement of T(A) by T'(A) 
- _, -n -n -n 
does not affect the probability distributions of the random elements. More-
over x' + x' a.s. also in the new topology because of lemma 1.3.4. Therefore 
d -n d ~ + E' and hence ~ + 2£ in the new topology. D 
1.3.10. Theorem. Let 2£, EJ' 2£2 , ... be random elements in D(A) such that 2£ is 
a.s. continuous. Then~+ 2£ if and only if for each compact interval Kc A 
as random elements in D(K). 
d Proof. If ~ + 2£, then 
2£', .?£j• x2•··· in D(A) 
1.3.5 x'\ + ,?£'1 a.s. 
-n K K 
by theorem 1.1.9 there are random elements 
d d 
such that~=~· E' = x and~+ 2£ 1 a.s .• By lemma 
for each compact interval K c A. But then x' I ~ E' I 
-n K K 
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d d d 
by lemma 1.1.8 and hence ~IK ~ ~1K since ~IK ~ ~1K and ~·1K = ~1K· 
To prove the converse part of the theorem suppose that the random ele-
ments x in D(A) are defined on probability spaces (Q ,F ,P ) for n E ~.the 
~ n n n 
random element x in D{A) on (Q,F,P), that x is a.s. continuous and that 
x I ~ ~1 for :ach compact interval K c A~ Let F be a closed subset of D(A). 
~ K K 
We shall prove that . 
(1.3.3) lim sup P {x E F} .:_ P{~ E F}, 
n~ n-+<x> 
from which~~~ follows by theorem 1.1.2 (ii)-(i). 
For compact intervals K c A set 
By theorem 1.1.2 (i) =(ii) it follows from ~1K ~ ~IK that 
(1.3.4) 
where "clos" denotes closure in D(K). Clearly 
{x \ E FI } = {x E FK}. ~K K ~ 
Moreover,~ E C(A) a.s. and therefore (1.3.4) can be rewritten 
(1.3.5) lim sup Pn{~ E FK}.:. P{~ E C(A), 2S.JK E clos (F/K)}. 
n-+<x> 
Now let (K ) be an increasing sequence of compact intervals in A such that 
m 
A= lim K (if A itself is compact then necessarily Km= A for sufficient-m-+<x> m 
ly large m). It is clear that FK + F for m ~ 00 and hence we have for each 
n E IN m 
( 1. 3.6) P {x E FK } + P {x E F} 
n~ n~ 
for m ~ 00 • 
Next 
that 
that 
m 
suppose that x E C(A) and that there is an infinite subset M of~ such 
xjK E clos(FIK ) for m E M. Then for each m E M there is a ym E F such 
m m 
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sup 
tEK 
m 
lx(t) - y (t)I < l 
m m 
Hence ym converges to x locally uniformly if m varies through M to infinity, 
so x E F since Fis closed. We now have shown*) 
lim sup{~ E C(A), _2SIK E clos (FIK )} c {~ E C(A) n F} 
fil"7<X> · I m m 
and, consequently1 
(1.3.7) li:+:,up P{~ E C (A), ~,Km E clos (FI Km)} .::._ P{~ E C (A) n F} = 
p{~ E FL 
Suppose (1.3.3) does not hold. Then there is an£ > O and an infinite subset 
N of IN such that 
P{~ E F} + £ < P {x E F} 
n -n 
for n E IN. 
Because of (1.3.6) the right-hand side is not larger than P {x 
n -n 
all m E IN, hence 
P{~ E F} + E < lim sup P {x 
n -n 
n-+<x> 
E F } < K -
m 
E FK } for 
m 
.::_ P{~ E C(A), ~iK E clos(FIK )} for all m E IN. 
(1.3.5) m m 
From (1.3.7) it follows that P{~ E F} + £ .::_ P{~ E F}. Contradiction. 
Hence (1.3,3) is true and the theorem is proved. D 
By applying theorem 1.1.9 lemma 1.3.9 has been obtained from lemma 
1.3.4 and the "easier" half of theorem 1.3.10 from the corresponding half 
of lemma 1.3.5. In the same way the following two lemmas follows immediately 
from lemmas 1.3.7 and 8. 
One can even prove that 
{~ E C(A), ~\Km E clos (FIKm)} + {~ E C(A) n F} form+ oo, 
but we do not need this result. 
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1.3.11. Lerrona. Let~. ~1 , ~····, ;y:1 , ;y:2 , ... be random elements in D(A) such 
. . d d d th;;i.t 2S_ is a. s. continuous , ~ -+ 2-S and ~ - ~ -+ O, then ~ -+ lS.. 
1.3.12. Lerrona. Let A and B be intervals in R. If 2_S, 2_S1, ~2 , ... are random ele-
ments in D(A), lS. is a.s. continuous,~~~. A E C(B), A1, A2 , ... E D(B), 
AnB c A for n E ~. AB c A, An-+ A in the topology T(B) and A is a homeomor-
d phism from B onto AB, then~ o. An-+ lS. o ;\ as random elements in D(B). 
The next lemma will be used frequently. 
1. 3.13. Lerrona. Let ~1 , ~, ... be random elements in D(A), then ~ j: O if and 
only if for each compact interval Kc A the random variables supt E Kl~(t)I 
converge to zero in probability. 
Proof. By lemma 1.2.2 
sup Ix (t)I ! 0 {====;>sup Ix (t)I g O. 
tEK -n tEK -n 
The last assertion for all compact intervals Kc A is equivalent to~~ 0 
because of theorem 1.3.10. D 
1.4. THE J 1 TOPOLOGY 
In this section a standard topology J 1 on D(A) will be defined, which 
satisfies assumptions 1.3.3 on T(A). This topology is a generalization of 
the J 1 topology defined on D[0,1] in SKOROHOD (1956) and generalized to 
D[0, 00 ) in STONE (1963). In SKOROHOD (1956) still other topologies are defined 
on D[0,1] which also can be generalized to topologies on D(A) satisfying 
1.3.3, We shall not discuss them here. In WHITT (1971 b, sections 3 and 4) 
the different topologies on D[O,oo) are studied by means of the theory of 
Radon measures on arbitrary topological spaces as given in SCHWARTZ (1972). 
His approach clarifies much of the relations between the J 1 and other topo-
logies on D(.) as, for instance, the generalizations of SKOROHOD'S other to-
pologies. 
Motivation of our approach 
The results of section 1.5 are well-known in the context of D[0,1] en-
dowed with the J 1 topology (or of C[0,1] with the topology of uniform con-
vergence). Here we emphasize that the assumptions,1.3.3 are the only pro-
perties we need in order to prove all results. All other special properties 
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of the J 1 and other topologies are jmmaterial for the present work. 
1.4.1. Definition. Let x, x 1, x2 , ... E D(A) then xn aonverges toxin the J 1 
topology on D(A) if there exists a sequence (An):=l of homeomorphisms from A 
onto itself such that 
x (t) - x'A (t))-+ 0 
n n 
A (t) - t 
n 
-+ 0 
locally uniformly on A. 
Before proving that the J 1 topology indeed satisfies assumptions 1.3.3 
we first discuss some other properties. 
1.4.2. Properties. 
a) If A and B are intervals in ~ and A is a homeomorphism from A onto B then 
the map x -+ x 0 A from D(B) into D(A) is a homeomorphism from D(B) onto 
D(A), both endowed with the J 1 topology. In this way we see that there are 
in fact three J 1 topologies since there are three types of mutually homeo-
morphic intervals. These three types here will be represented by [0,1], 
[O,oo) and~. 
b) The operations addition and restriction to smaller intervals are not con-
tinuous in the J 1 topology. Let for a E ~ 
(1.4.1) l ( x) : = 
a 
{ 0
1 if x ~ a, 
if x < a, 
then, for instance, ll+l/n-+ 1 1, -1 1_1/n-+ -1 1 for n-+ 00 in D[0,2], where-
as ll+l/n - ll-l/n does not even converge. If in D[0,2] restriction to 
[0,1] were a continuous operation, then ll+l/n-+ 1 1 in D[0,2] would imply 
0-+ 1 1 in D[0,1], which clearly is not true. See however lemma 1.3.8 for 
the case that the limit function is continuous. 
1.4.3. Theorem. The J 1 topology on D(A) satisfies assumptions 1.3.3 on T(A). 
Proof. Assumption 1. In BILLINGSLEY (1968, section 14) metrics on D[0,1] are 
defined which generate the J 1 topology on D[O, ]. For compact intervals K 
this metric can be generalized to a metric on D(K), ay PK' which generates 
the J 1 topology on D(K). This follows from property 1.4.2 a. Set for 
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x, y E D[O,oo) 
In WHITT (1970) it is proved that p[O,oo) is a metric on D[O,oo) and generates 
the J 1 topology on D[O,oo) (the proof is far from trivial because of property 
1.4.2b). In the same way it can be proved that 
defines a similar metric on D(~). Now all three types of D(A) are metrized. 
A countable dense subset of D[0,1] is given by the rational-valued step 
functions with jumping points k/n (k,n € m,k .::_ n). So D[0,1] is separable. 
In the same way a countable dense subset of D(K) can be defined for each com-
pact interval K. Each x E D[O,T] can be extended to an x E D[O,oo) by defining 
x(t) := x(T) for t > T. Now a countable dense subset of D[O,oo) is given by 
the union over n € N of such extensions of the countable dense subsets of 
D[O,n]. So D[O,oo) is separable. The separability of D(R) follows in the same 
way. 
Assumption 2. The locally uniform convergence of xn to continuous x follows 
from the inequality 
lx(t) - x (t) I < lx(t) - x(A (t)) I + lx(A (t)) - x (t) I 
n - n n n 
and the fact that x is uniformly continuous on compact intervals. 
Assumption 3. The methods of BILLINGSLEY (1968, p. 121-122) carry over in an 
obvious manner. D 
Remark. The space D[0,00 ) was also studied in ITO (1971) and LINDVALL (1971). 
Other metrics on D[O,oo) generating the J 1 topology were given in WHITT 
(1971a, section 2) and in ITO (1971, p. 42) or WHITT (1971b, section 4). 
In the sequel we shall consider mostly the space D[O,oo). Therefore we 
shall use the abbreviations D for D[O,oo), C for C[O,oo) and V for V[O,oo), It 
is understood that D is endowed with some topology T satisfying assumptions 
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1 .3.3, for instance the J 1 topology. 
1.5. INVARIANCE PRINCIPLES 
In this section the weak invariance principle 'Donsker's theorem) and 
the strong invariance principle (Strassen's theorem) are formulated and 
proved in a version which in s·ome respects is more general than is usual. It 
will be shown how these two fundamental theorems imply other limit results. 
1.5.1. Definition. The (standard) normal distribution function is the 
function 4 defined by 
for t E IR. 
1.5.2. Definition. The Wiener mea,sure is the unique probability PW on C 
(and hence on D ~ C) such that 
a)Pw{XEC:x(O)=O} 1; 
r 
( n {x EC: x(t.) -x(ti_ 1) .::._si}) i=l i 
r 1 
II 1'(s.(t.-t. 1)- 2 ) i=1 i i i-= 
for r E N, O = t 0 < t 1 < • • • < t r and s 1 , s 2 ,. . , s r E !R. 
A (or "the") Wiener process or Brownian motion is a random element F.. in C 
(and hence in D ~ C) with the Wiener measure as probability distribution. 
1.5.3. Properties. 
a) - F.. g. F_; 
l d b) c 2w(-=-) = W for c > o. 
-c -
For the existence and uniqueness of the Wiener measure see FREEDMAN 
(1971, section 1.2). Properties 1.5.3 follow immediately from a) and b) in 
definition 1.5.2 and the uniqueness of the distribution of W. 
1.5.4 Theorem. (weak invariance principle). Let (~k)~= 1 be a sequence of 
independent random variables with mean 0 and positive finite variances. Set 
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'i.[t] ~(t) := lk=1 £k for t ;:_ O, 
vn := l~=1 var ,4_ for n € IN0 , 
and suppose v + oo as n + oo. Then we have for each homeomorphism A from [0, 00 ) 
n 
onto itself such that A(vn) = n for n € IN0 , 
(1.5.1) 
as random elements in D, provided that 
a) the random variables ~ are identically distributed, 
or that 
b) the random variables £k are uniformly bounded, i.e. there is a c > 0 such 
that P{ IS.k I 2_ c} = 1 for all k € IN. 
1.5.5. Remark. In case a) we can take A(t) = t if var £ 1 = 1. If (£~)~= 1 is 
a sequence of independent identically distributed random variables with mean 
d . 2 µ an variance cr , then 
( 1.5.2) -~ -1 * d n cr (~ ( n. ) - nµ. ) + li. 
For theorem 1.5.4 applied to (£~-µ)/cr instead of~ gives 
-~ -1( *( ) ) d n cr ~ n. - µ[n.] + li· 
-~ -1 The left-hand side differs at most n cr µfrom the left-hand side of (1.5.2) 
and so (1.5.2) follows by lemma 1.3.11. 
The proof of theorem 1.5.4 is deferred to the end of this section. Next 
we give some examples of consequences of theorem 1.5.4. For more and more 
complicated examples see BILLINGSLEY (1968, section 11) and FREEDMAN (1971, 
section 1 • 7) • 
1.5.6. Lemma. If x_1, ~····are random elements in D and~~!£, then 
(writing P for the probability in the basic probability space of .!'£) 
a) ~(1) ~ W(l), where P{W(1) < t} = ~(t) fort€~; 
- d - -
b) sup y (t) + sup W(t) , 
0$t$1 -n Osts1 -
where P{supOstsl W(t) > s} = 2(1 - ~(s)) for s ;:_ O; 
c) A(yn) ~ A(.!'£), where A(x) := f dt for x € D 
b<t<1 
x\tT>o 
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and P{A(}i) < t} = ~ arcsin t~ fort E [0,1]. 
1T 
Proof. The functions x ~ x(1) and x ~sup Jx(t)J on Dare continuous at O<t<1 
all x E C and R E C a.s .. The function A "ls-not continuous at all x E C but 
P{~ E Disc A}= 0 (cf. BILLINGSLEY (1968, section 11), FREEDMAN (1971) sec-
tion 1.7). Now the convergences in distribution in a), b) and c) follow by 
theorem 1.1.6. In the above references also the distributions of the limits 
are determined. Of course the distribution function of R(1) is w because of 
a) and b) in 1.5.2. D 
1.5.7. CoroZZa:ry. If (~k):=l is a sequence of independent identically distri-
buted random variables with meanµ and variance a2 , then (writing P for the 
probability in the basic probability space of (_s;_k):=l) 
a) lim P{n-~o- 1 (~(n) - nµ) < t} w(t) fort E ~(central limit theorem); 
n-+oo 
b) lim P{n-~a- 1 sup J.e_(k) - kµJ > t} = 2(1 - w(t)) fort.::_ O; 
n-+oo 1<k<n 
-1 2 ., 
c) lim P{n u < t} = - arcsin t 2 fort E [0,1], 
-n - 1T 
n-+oo 
where u :=number of k with 1 ::._ k ::._ n and ~(k) > kµ. 
-n 
1.5.8. Definition. Strassen's set of Zimit points is the set K of real-valued 
absolutely continuous functions g on [0, 00 ) such that g(O) = 0 and 
J:(g' (t) )2dt ~ 1. 
1.5.9. Theorem. (strong invarian e principle). Let (~k):=l be a sequence of 
independent random var·iables with mean 0 and positive finite variances. Set 
[t] ~(t) := lk=1 .s;.k for t .::_ 0, 
and suppose vn 7 "" as n ~ ""· If 
a) the random variablEs _$.k are identically distributed, 
or if 
b) the random variabl<'S _s;_k are uniformly bounded, 
then for each homeomor1Jhism ;\ from [0, 00 ) onto itself such that :\(v ) 
n 
n E N0 the sequence of random elements in D, 
( 1.5.3) 
1 
((2n log log n)- 2 ~(:\(n.)))~=3 
n for 
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is a.s. relatively compact with set of limit points Strassen's set K. 
Remark. The last assertion means that with probability one we are in the si-
tuation that 
a) every subsequence of (1.5.3) contains a convergent subsequence with limit 
in K, 
b) every g EK is limit of some subsequence of (1.5.3). 
The subsequences depend on chance. 
1.5.10. Notation. If Sis a metric space, x1 , x 2 , ... ES and Ac S, then 
x v--" A means : 
n 
a) (x )00 1 is relatively compact, n n= 
b) A is the set of limit points of (xn):=1 . 
So the conclusion of theorem 1.5.9 can be rewritten to 
1 
(2n log log n)- 2 ~(l,(n.)) rK a.s .. 
Theorem 1.5.9 will be proved at the end of this section. Next we shall 
show that the classical law of the iterated logarithm is a consequence of 
this theorem. For other and more sophisticated applications see STRASSEN 
( 1964) and FREEDMAN ( 1971 , section 1 . 8) . All applications depend on the fol-
lowing lemma, which is easily proved. 
1.5.11. Lemma. Let Sand S' be metric spaces, x 1 , x2 , ... ES, Ac S, xn ,,-'>A 
and let h be a map from S into S' such that h is continuous at each x E A. 
Then h(x ) ~h(A). 
n 
1.5.12. Lemma. (classical law of the iterated logarithm). Under the con-
ditions of theorem 1.5.9 we have 
~(1-(n)) 
(1.5.4) lim sup 1 
n+oo (2n log log n) 2 
a.s. 
Proof. We apply lemma 1.5.11 with the function h 
tinuous at each point of C and K c C. Therefore 
1 
(2n log log n)- 2~(1-(n)) .---"{g(1) 
x ~ x(1) on D; his con-
g E K}. 
But then the left-hand side of (1.5.4) a.s. equals sup{g(1) : g EK}. Since 
g with g(t) := min {t,1} lies in K we have sup {g(1) : g EK}> 1. From 
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f 1 f 1 f 1 , g(1) = 0 g'(t)dt.::. ( 0(g'(t)) 2dt • 0 dt) 2 < 1 
it follows that sup {g(1) : g EK}.::._ 1. D 
1.5.13. Corollary. (cf. FREEDMAN (1971, (136) on p. 86)). If (!\)~=l is a 
subsequence of m such that 
§.(A(!\)) 
lim ~~~~~~~--.- a.s. 
k-+oo (2!\ log log !\) 2 
(note that (.!!k) depends on chance), then with probability one 
+ min {t,1} as k + 00 
uniformly on compact subsets of [O,oo). 
Comments on theorems 1.5.4 and 1.5.9 and their proofs. 
The proofs below are for a large part a refrasing of similar proofs in 
FREEDMAN (1971). They are based on the existence of some particular stopping 
times in the Wiener process (th. 1.5.14 below). For the strong invariance 
principle this is the only approach which has been used until now. For the 
weak invariance principle there is another approach by proving tightness of 
1 
the sequence (n-2§_(;..(n.))) and convergence of the finite-dimensional margi-
nal distributions, as is done in PROHOROV (1956), BILLINGSLEY (1968) and 
PARTHASARATHY (1967). By this method one can obtain even a stronger result 
then our theorem 1.5.4: the sufficient conditions a) orb) in that theorem 
may be replaced by the necessary and sufficient condition 
1 . 1 1n f 2 im -V- lk=l ~ dP = O 
n-+oo n 
{s.;>cvn} 
( 1. 5. 5) for all c > 0 
(a) and b) each imply (1.5.5)). This result is proved in the context of 
C[0,1] and D[0,1] in PROHOROV (1956) and PARTHASARATHY (1967, section VII 4). 
It seems very difficult to obtain this result by our approach. For this 
reason similar necessary and sufficient conditions for the strong invariance 
principle are as yet unknown. However, in STRASSEN ,967) several sufficient 
conditions were obtained. The weak invariance principle is formulated and 
proved here under more restrictive conditions than Prohorov's and 
Parthasarathy's for two reasons. 
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1). The proof of theorem 1.5.4 as we present it here is a simplified version 
of the proof of theorem 1.5.9. 
2). The present version of theorem 1.5.4 suffices for our purposes. 
Proof of theorem 1.5.4. We shall use the following theorem. 
1.5.14. Theorem. Let (~ )00 1 be a sequence of independent random variables 
--n n= 
with mean o and finite variances. Then there exists a probability space 
(n,F,P) with on it defined a Wiener process li and a sequence of random 
variables (1 )00 0 such that 
--n n= 
1) 0 = .lo 2. .!.1 2. ~ 2. ... ; 
2) the differences T - T 1 are independent for n = 1,2, •.• ; if the E are 
-n -n- -"n 
identically distributed, then so are the differences ln - ln-l; 
3) 00 d 00 (:!f(.:I.n) - :!i_(ln-1) )n=l = (~)n=l' i.e. the 
are independent for different n and have 
random variables R(.!.n) - W(ln- l ) 
the same distribution as ~ for 
4) 
5) 
each n E IN; 
E (t - T 1 ) = var k for n E IN; 
--n -n-
var ( T - T 1) < 2 c2 var E for n E IN, 
--n -n- - n ""'n 
where en:= sup {t: P{!~I > t} > O}. 
Proof. The theorem is proved for identically distributed ~ in FREEDMAN 
(1971, section 1.6). His proof carries over immediately to our case that the 
~ are not identically distributed. D 
N~I set i(t) := ~[t] fort~ O, then :!f(i(.)) g.§. and we have to prove 
that n :!f(.!. (A(n.))) ~ li· But n- 2}f(n.) g :!f. Therefore, by lemma 1.3.11 it is 
sufficient to prove that 
( 1. 5.6) n-~(}f(n.) - :!f(i(>..(n.)))) ~ 0 
as random elements in D[O,oo), By theorem 1.3.10 this is the case if and only 
if (1.5.6) holds in D[O,T] for each T > O. But (1.5.6) in D[O,T] is equi-
valent to 
(1.5.7) l lim P{n- 2 sup !R(nt) - :!f(J:.(A(nt)l)! > £} O for all £ > O 
n~ O<t<T 
by lemma 1.3.13. Now (1.5.7) holds for each T > 0 if and only if 
( 1. 5 .8) 
1 
lim P{n- 2 
n~ 
sup 
O<t<n 
!li<t) - li<iU,(tl)) I > £ = O for all £ > O. 
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We shall prove (1.5.8). Choose o, M > 0 and 1 < < 2. Set 
A 
n 
B 
n 
c 
D 
n 
1 
:= {n-2 
1 
:= { n -2 
:= {sup 
t>M 
1 
:= {n-2 
sup 
O<t<n 
sup ilf(t) - lf(i(!.(t)))j 
O<t<M 
1i(i(t)) 
- 11 > r-1}, t 
sup llf(t) - Ji( s l I > 
O<s<n 
S<t<___!'._ S 
- -2-r 
d, 
d, 
then A c B u Cu (A \(B u C)). But A \(B u C) c D . For if the event n n n n n n n 
A \(B u CJ occurs, then there is a!.,., E (M,n] such that n n 1 v 
JiC:r_(!.(!..all' - Ji(io) > n2E and li(!.(io)) -1.ol .::._ (r- lio· But then 
.§.1 := min {io, i(!.(io))} and !_1 := max {io, i(!.(io))} satisfy 0 2...§.1 < n and 
.§.1 .::_!_1 .::._ r.§_1(2-r). So we have proved An c Bn u Cu Dn and thus 
(1.5.9) P(A) ~ P(B) + P(C) + P(D ). 
n n n 
B n-~W ~ w(-=-) it follows that y - n 
P(D ) 
n 
P{ sup 
O<s<1 
s<t<____E_ s 
- -'2-r 
llf(t) - }i(sll > d, 
which is independent of n. Since }i E C a.s. we have 
sup IJi(t) - }i(s) I -+ O a.s. for r f 1 
O<s<1 
s<t<____E_ s 
- -2-r 
and, consequently, P(D) + O for r f 1. Chooser r(o,£) such that 
n 
P(D ) < o/3. We shall prove that 
n 
(1.5.10) 
T T(/.(v )) 
-n - n 
- = ---- + 1 a.s. for n-+ '"" v v 
n n 
which clearly implies 
i(!.(t)) 
t 
-+ 1 a.s. fort+ oo, 
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Therefore, there exists an M = M(r,c) such that P(C) < 6/3. Clearly there is 
an n = n (M,E) such that P(B ) < c/3 for n > n . So P(A ) < c for these n 0 0 n - 0 n 
because of (1.5.9) and (1.5.8) is proved. 
Only (1.5.10) has still to be proved. In case a) v = no 2 with 
n 
2 d th . . "d o := var .s;_1 an 1u is the n partial sum of a sequence of independent i en-
tically distributed random variables with expectation o2 because of 2) and 4) 
in theoram 1.5.14. Therefore (1.5.10) follows by the strong law of large 
numbers. In case b) 
l 
n=1 
var( T - T 1 ) 
___ --n __ --n_-_ < 2 c 2 l 
(ET ) 2 n=1 
-n 
because of 4) and 5) in theorem 1.5.14. Here c is the uniform bound of the 
l~I. Now the series on the right-hand side converges because of lemma 6.4 
and (1.5.10) follows by theorem 6.2. This completes the proof of theorem 
1.5.4. D 
Proof of theorem 1.5.9. Our starting point is the following theorem. 
1.5.15. Theorem. Let W be the Wiener process, then in C 
(1.5.11) 
1 
Z := (2n log log n)- 2 ~(n.) ~ K, 
-n 
where K is Strassen's set of limit points (see 1.5.10 for the definition of 
..,.--->). 
Proof. Set~ := {gl[O,T] : g EK} for T > O. It is clear that~ is the set 
of absolutely continuous functions g on [O,T] such that g(O) = 0 and 
f~(g'(t)) 2dt .::_ 1. In STRASSEN (1964) and FREEDMAN (1971, section 1.5) theorem 
1.5.15 is proved with C[0,1] instead of C = C~0, 00 ), ~l[O,l] instead of~ 
and K1 instead of K. Let ~T be the map x ~ T- 2 x(T.) for T > O, for either 
x E C or x E C[O,T]. Then ~a is a homeomorphism from C onto C or from C[O,T] 
onto C[0,1]. Moreover,~~=~· Therefore,~~ satisfies Strassen's version 
of theorem 1.5.15, i.e. in C[0,11 
1 
(2n log log n)- 2 ((~~)(n.))[[O,l]t7K 1 a.s. · 
But then by lemma 1.5.11 
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-1 One easily verifies that $T K1 = ~· Now we have proved that the analogues of 
theorem 1.5.15 hold in C[O,T] for each T > O. 
Let (n,F,P) be the probability space on which }i is defined and set 
QT := {~l[O,T]v--4~ in C[O,T]} 
proof the following three assertions: 
n 
n=1 
Q . In Q 
n "" 
( i) every subsequence of (Z ) contains a convergent subsequence; 
--n 
we shall 
(ii) K0 c K, where by definition K0 is the set of limit points of(~); 
(iii) K0 :o K. 
Consider a subsequence (Z(O)) of (Z ). Since Z(O)l[O l],,..--.K1 in C[0,1] there (1) --n (0) --n --n , 
is a subsequence (Z ) of (Z ) (depending on chance) such that (1) --n --n (k) (~ l[O,l]) (~)verges to a g1 E K1. Having obtained a sequence(~ ) 
such that ( Z I [ k]) converges in C[ O ,k] to a g E Kk, we can select a 
--n(k ?· (k) k (k+1) 
subsequence (Zn +1 of (~ ) (depending on chance) such that (~ l[O,k+l]) 
converges in C[O,k+1] to a gk+l E Kk+l· Now there is exactly one g EK such 
that gl[O,k] = gk for all k E IN (of course g1 l[O,k] = gk for 1 ~ k). The 
restrictions of the "diagonal sequence" (Z(n)) converge to gk = gl [O,k] in 
[ J ( (n)) · --n . C N (. ) d C O,k for every k E IN, so ~ itself converges to g in . ow i an 
also (ii) are proved. In order to prove (iii) take a g E K. Since 
~I [O,k]~Kk for all k E IN, 
there is an Qk such that 
sup lz (t) - g(t) I 2_ ~­
O<t<k !lk 
Then (~ (t) lco k])~=l converges to gl[O,k] in C[O,k] for every k EN and 
-1 , 
hence (Z ) converges tog in C. Now (iii) and theorem 1.5.15 are proved. D 
!:!.1 
To continue the proof of theorem 1.5.9 let (T ) be as in theorem 1.5.14 
d --n 
and set ..I.(t) := T[t] fort.::_ O, then }i(..I.(.)) =E..· Hence it is sufficient to 
prove theorem 1.5.9 with }i(..I.(.)) instead of E..· Because of theorem 1.5.15 and 
lemma 1.3.7 it is sufficient to prove that 
}i(n.) - }i(I..(),(n.))) 
l ( n log log n) 2 
--70 a.s. , 
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which is equivalent to 
1 
lim (n log log n)- 2 sup IK(nt) - }i(..!_(A(nt)))J 0 a.s. 
n->= O<t<T 
for all T > O. 
This in its turn is equivalent to 
1 
(1.5.12) lim (n log log n)- 2 sup JK(t) - }i(..!_(A(t)))J O a.s. 
n->= O<t<n 
We shall prove (1.5.12). Choose o,E,M > O and 1 < r < 2. Set 
A 
n 
B 
n 
c 
:= { (n log log 
:= { (n 
:= {sup 
t>M 
log log 
1 
n)-2 
1 
n)-2 
1 
D := {(n log log n)-2 
n 
sup IK(t) - }i(.!._(A(t))) I > d' 
O<t<n 
sup IK(t) -.!'!.(.I.(A(t)))J > d' 
O<t<M 
1 I > r-1}, 
sup JK(t) - }i(s)J > E}, 
O<s<n 
s<t<___E_ s 
- -2-r 
then it follows as in the proof of theorem 1 • 5. 4 that A c B u C u D and 
n n n 
hence 
lim sup An c lim sup Bn u C u lim sup Dn. 
Now P(lim sup D) = 0 for r sufficiently close to 1 (see FREEDMAN (1971, 
n 
lemma 1.20)). Fix such an r. As in the proof of theorem 1.5.4 it follows that 
-+ 1 a.s. 
Hence there is an M = M(r,o) such that P(C) < o. Clearly P(lim sup B ) = O. 
n 
Therefore P(lim sup A ) < P(C) < 8. This holds for fixed E > 0 for every 
n - -
o > O. Therefore P(lim sup A)= 0 for every E > 0 and (1.5.12) is proved. 
n 
This completes the proof of theorem 1.5.9. D 
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CHAPTER 2. EPOCHS OF SUCCESSES IN A SEQUENCE OF INDEPENDENT BERNOULLI TRIALS 
2.1. DEFINITIONS 
Let (.f..k):=l be a sequence of independent Bernoulli trials, i.e. inde-
pendent random variables with possible values 0 and 1 and let Pk := P{.f..k = 1} 
fork EN. Speaking about the event {.f..k = 1} we sometimes call it the event 
"a success occurs at epoch k". This means that we associate the outcomes 
"success" and "failure" with the outcomes 1 and 0 of .f..k· 
By the Borel-Cantelli lemma the sequence (~)~=l contains infinitely 
many ones a.s. if and only if 
(2.1.1) 00. 
Henceforth we assume that (2.1.1) is satisfied. Next we define a random 
function 1_( . ) by 
(2.1.2) 
1.(o) := O, 
1_(n) .- min {k: k > 1_(n-1), .f..k 
1.(t) := 1_([t]) fort <: O. 
1} for n E W, 
Now L(n) is the index of the nth one in (.f..k):=l for natural n. Because of 
(2.1.1) 1_ is a.s. defined. Moreover, 1_ is a right-continuous nondecreasing 
step function on [O,oo), and therefore a random element in D. 
In the present work functional limit theorems in terms of L will be 
proved. For instance, the following result is obtained (see th. 3.4.4). 
Theorem. If LPk = 00 and pk ~ O then 
-~(\1_(nt) t) ~ _W(t) 
n lk=l Pk -
as random functions oft, i.e. as random elements in D. Here W is the Wiener 
process. 
We shall derive results of this type in two different ways. In chapter 
3 first limit theorems in terms of \n 1 E are obtained, which then are lk= -k 
transformed into the desired limit theorems. This is done by means of a gen-
eral theorem which relates convergence of nondecreasing random elements 
x in D to convergence of their inverses x- 1 . In fact here the methods of 
-n 
-n 
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RENYI (1962 a) are generalized for processes. 
Chapter 4 contains the second approach. There the sequence (£k) is em-
bedded in a stationary Poisson process. This means that the E are redefined 
-k 
as functions on a stationary Poisson process such that (.§:..k) has the same dis-
tribution as the sequence (~) considered before. In this way the random 
variables b_(n) are related with random variables of the Poisson process and 
so well-known limit theorems for the Poisson process entail similar limit 
theorems for L. 
If we look at the conditions we have to impose on (pk), then the latter 
method is less powerful. It works only if pk tends to zero as k tends to in-
finity, and, moreover, in most cases we have to assume that this convergence 
-1/3 is sufficiently fast, roughly speaking, faster thank . However, the 
latter method appears to be the more powerful if we look at the variety of 
the limit results we obtain by both methods. 
As fas as the author knows, this method of embedding a sequence of inde-
pendent Bernoulli trials in a Poisson process has not been used earlier for 
obtaining limit results. However, PICKANDS (1971) has embedded the process of 
record values together with the epochs at which they occur (cf. next section) 
in a two-dimensional Poisson process. His method is more powerful in as far 
as he obtains also limit results concerning the record values themselves, 
whereas we shall obtain only limit results for the epochs at which the 
records occur (a special case of the epochs at which successes occur, as will 
be shown in the next section). But his method of embedding cannot be genera-
lized for sequences of independent Bernoulli trials. 
Remark. The process 1_ defined above will be referred to as the process con-
cerning "epochs of successes". The notations of this section are then ueed 
without further amplification. 
2.2. EPOCHS OF RECORDS IN A SEQUENCE OF INDEPENDENT RANDOM VARIABLES 
This section deals with an important example of the ~rocess studied in 
the preceding section. This example will be referred to as the process con-
cerning "epochs of records" and then the notations of this section are used 
without further explanation. 
Let (~):= 1 be a sequence of independent identically distributed random 
variables and suppose that the distribution function of £1 is continuous. 
Then with probability one all components of the sequence (~) are different. 
Now we define a sequence of Bernoulli trials (E )00 1 by 
--n n= 
36 
if~> max {_s_ 1 ,~ ••• ~- 1 },} 
else 
for n 2 ,3'... . 
In other words, ~ = 1 of~ is a record in the sequence (sk)~= 1 while g_1 
is a record by definition. 
2.2.1. Theorem. The Bernoulli trials~ are independent and 
1} 1/n for n E IN. 
We shall prove this theorem by formulating and proving a stronger one. 
Let for n E IN the rank ~ be defined as the number of g_k with < k < n such 
that .s;_k .'.:.~·Then~ 1 if~ is a record,~ 2 if there is exactly one 
£..k with 1 < k < n which is larger than~· etc. Clearly the events{~= 1} 
and {r 
--n 
1} are the same. 
2.2.2. Theorem. The ranks r are independent and 
--n 
p{r 
--n 
k} 1/n fork, n E ft, 1 < k < n. 
Proof. Arrange .s;_1 , ~, ... ,~in increasing order. This determines a permu-
tation of the indices {1,2, ... , n}. For reasons of symmetry all permutations 
are equally probable and occur with probability (n!)- 1 • But there is a one-
to-one correspondence between these permutations and the realizations of 
(.E.1 , ~, ... , ~) such that _:_ .E.k _:_ k for k = 1 ,2, ... , n. Therefore 
P{.E_ = r 1 , ~ = r 2 , ..• , ~ = rn} = (n!)-1 = kfi1 -kif 1 _:_ rk < k for 1 < k < n. 
This is true for all n Em and the theorem follows. D 
,. 
Historical note. Theorem 2.2.2 is formulated and proved explicitly in RENYI 
(1962 a). It is very improbable that this result was not known long before. 
According to DWASS (1964) this result is pointed out in DWASS (1960). In 
FOSTER & STUART (1954) theorem 2.2.2 has been used apparently as starting 
point for obtaining other results. 
Starting from the sequence (E )00 1 of independent Bernoulli trials as 
--n n= 
obtained in this section we can define the random function 1 by (2.1.2). In 
the context of the present section 1(n) is the index of that fk which is the 
nth record in ({k):=i· Hence limit results in terms of epochs of successes 
specialize to limit results in terms of epochs of records if pk = 1/k is 
chosen. 
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CHAPTER 3 PROCESSES WITH POSITIVE DRIFT AND THEIR INVERSES 
3.1. THE JPACE D0 AND THE GENERALIZED INVERSE 
Consider the space D = D[O,oo) defined n section 1.3. By D0 we shall 
denote the subspace of D consisting of the nondecreasing nonnegative un-
bounded functions in D Recall that all elements of D are right-continuous 
functions. 
3.1.1. Definition. For x E D0 the generalized inverse x- 1 is defined by 
X -1 (t) inf {u · x(u) > t} for t > O. 
-1 Note that x (t) O for O < t .:::_ x(o). 
3.1.2. Lemma. If x E D0 , then 
) -1 a x E D0 , 
-1 -1 b) (x ) = x. 
-1 . Proof. a) Clearly x is nondecreasing, nonnegative and unbounded. Its right-
continuity follows from 
{u x(u) > t} lim {u 
n->-oo 
-1 
x(u) > t + n } . 
b) Immediate consequence of observation (3.1.1) after the following defini-
tion. 
3.1.3. Definition. For x E D0 the completed graph rx is the subset of 
[0,oo) x [O,oo), defined by 
rx .- {(t.,u) t .::__ O, x(t-) .:::_ u .:::_ x(t)}, 
where "x(O-)" should be read as "O". Further 
rTx := rx n ([O,T] x [O,T]) for T .::__ O. 
D 
Note that also the line segment between (O,O) and (O,x(O)) belongs to 
rx. This is necessary in order to have 
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{(t,u) (u,t) E fx}, 
(3.1.1) 
{(t,u) : (u,t) E fTx} for T > O. 
Next we shall prove two theorems which are basic for the results of the 
following section. 
3.1.4 TheoPem. Let (on):=1 be a vanishing sequence of positive real numbers, 
x1 ,x2 , .•. E D0 and y E c. Then 
(3.1.2) 
x (t) - t 
n -=~8~~ + y(t) locally uniformly on [O,oo) 
n 
if and only if 
(3.1.3) 
x- 1(t) - t 
~n~0~~- + -y(t) locally uniformly on [O,oo). 
n 
PPoof. Assertion (3.1.2) is equivalent to 
(3.1 .4) lim sup { lu~t - y(t) I ; (t,u) E rTxn} 
n+oo n 
0 for all T > 0, 
which by (3.1.1) also can be read as 
. , I t-u ( ) I lim sup ~0- + y t 
n-+-oo n 
O for all T > O. 
Now (3.1.3) is equivalent to 
lim sup { lt~u + y(u) I 
n+oo n 
O for all T > O. 
Hence it is sufficient to prove that 
(3.1.5) lim sup {ly(t) - y(u)\ O for all T > 0. 
n+oo 
From (3.1.4) it follows that 
lim sup { lt-ul : (t,u) E fTxn} = 0. 
n+oo 
But then (3.1.5) follows by (3.1.1) and the uniform continuity of yon 
[O,T]. 0 
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3.1. 5. Theorem. Let (o ) 00 1 be a vanishing sequence of positive real numbers., n n= 
x 1 x2 ,. . . E D 0 and y E C. If (3. . 2) holds then 
(3 1.6) 1 Jt -1 2 1 2 ~ ( (x (u) + x (u))du - t ) + 2 y (t) locally uniformly on o 0 n n 
n [ 0 ,oo). 
t . 
Proof. Grafically J (x (u) + x- 1(u))du is easily seen to equal the area of 0 n n 
the square with vertices (O,O) and (t 1 ,t 1 ) to which the region between rxn 
and the lines t 
x-1 (t) :::._ t) 
t 1 and u t 1 is joined. Hence (we do not assume 
n 
r 1 t2 +r (x (u) - t)du for t (x (u) + x- (u))du 0 n n n 
x-1 (t) 
Denoti ·,g n 
x (t) =: t + 0 y (t), 
n n n 
x- 1 (t) 
n 
=: t - 0 y*(t) 
n n ' 
we have 
> o. 
(3.1.7) r (xn(u) - t)du 1 rt (u - t + o y ( u) ) du 02 - 02 n n J 
n x-1 (t) n t-o y*(t) n n n 
1 (y*(t) )2 1 r y (u)du. 2 +-n 0 n n 
t-o y*(t) 
n n 
* But yn + y and yn + y locally uniformly on [O,oo) because of (3.1.2) and 
2 theorem 3.1 .4. Hence the right-hand side of (3.1 .7) converges to ~y (t). It 
is not hard to see that this convergence is locally uniform on [0, 00 ) and so 
( 3. 1 . 6) follows. D 
3.2. MAIN THEOREMS 
Suppose D endowed with a topology T satisfying assumptions 1.3.3, for 
instance with the J 1 topology (see section 1.4). From assumption 3) of 1.3.3 
it follows that D0 E V, since the values of x(t) for rational t already de-
termine whether x lies in D0 or not. Therefore random el~ments in D0 are 
also random elements in D. By I we denote the identity map on [0, 00 ), i.e. 
I(t) := t for t ~ O. 
-1 3.2.1. Lerrvna. The map x >+ x from D0 onto D0 is measurable. 
Proof. Because of assumption 3) in 1.3.3 we need only prove that the maps 
x >+ x-1(t) are measurable fort > O. This follows from 
{x € D0 : x- 1(t) < s} = {x € D0 : x(s-) > t} € V. 
-1 3.2.2. Corolla:Py. If.!. is a random element in D0 , then so is.!. 
D 
3.2.3. Theorem. Let ,!_1 ,~, ... be random elements in D0 , .Q.1 ·~·· .• positive 
random variables such that o ~ O and y:_ a random element in C. Then 
-n 
(3.2.1) 
x - I 
-n d 
--0---+ y:_ 
-n 
if and only if 
-1 ~ - I ~ - y:_. 
0 (3.2.2) 
-n 
Remark. A slightly different version of theorem 3.2.2 is proved by other 
means in IGLEHART & WHITT ( 1971 ) . 
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3.2.4. Theorem. Let x, o , y:_ be as in theorem 3.2.3. If (1) holds, then the 
-n -n 
random element ~ defined by 
~(t) := : 2 J: (~(u) + ~1 (u) - 2u)du fort> O 
-n 
satisfies 
Proof of theorem 3.2.3. Suppose (3.2.1) is given. Let S denote the product 
space D x [0,oo). This space is metrizable and separable. Set 
i4i := (~ - I)/~. Then (i4i,~) is a random element in S and (i4i,~) ~ (y:_,O) 
because of theorem 1.1.11. By theorem 1.1.9 there exist random elements 
(v' 0) and (y' o') in S such that 
L ' --n '-n 
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(Y 1 0 I) g. (y 0 ) 
-n '-n 11 '--n ' 
(x._' ,O) g. (x._,O), 
(x.:i&;)->- (x._' ,O) a.s. 
d -1 d -1 I+ o'y', then x' = x. Hence (x') = x and Set .:!S_~ := 
((x')-1 -
--n 
--n--n 1 11 --n --n --n 
I)/o' ~ lx- - I)/o . By theorem 3.1.4 and assumption 2) rn 1. 3. 3 
--n -n -n 
we obtain 
( ( x' )- 1 - I)/ o' ->- -x_' a. s. . 
11 11 
This implies convergence in distribution and hence also (3.2.2). The implica-
tion (3.2.2)=;> (3.2.1) is dual to the converse implication because of lemma 
3.1.2 b. Note that~·~· (~)- 1 and ~1 are random elements in D because 
of lemmas 1.3.6 and 3.2.2. D 
Proof of theorem 3.2.4. This theorem reduces by theorem 1.1.9 to theorem 
3.1.5. Only the question whether~ is indeed a random element in D needs 
comment. It suffices to prove that the map 
x >+ J>(u)du 
from D into C is measurable. Because of assumption 3) in 1 .3.3 we need only 
prove that the functions 
(3.2.3) x >+ f x(u)du 
0 
on D are measurable for t .'.'... O. But all x E D are Riemann integrable over 
[O,t] and therefore function (3.2.3) is the pointwise limit for n->- 00 of the 
functions 
x >-+ 
These functions are measurable and, consequently, also (3.2.3) is. 
D 
As by-product of the proofs of theorems 3.2.3 and 3.2.4 we obtain imme-
diately: 
3.2.5. Theorem. Theorems 3.2.3 and 3.2.4 remain true if everywhere conver-
gence in distribution is replaced by a.s. convergence or by convergence in 
probability. 
Proof. The assertion concerning a.s. convergence is trivial. The assertion 
about convergence in probability follows from theorem 1 .2.5. D 
3.2.6. Remark. In principle theorem 3.2.3 can lso be obtained from theorem 
1.1.6. Then the proof goes along the following lines. Set 
S := (D0 x (O,oo)) u (C x {O}). 
Let p be a metric on D generating the topology T· Then Sis metrized by 
d( (x,E), (y,o)) := p(x~I, y) if E # o. 
Define h s -+ s by 
h(x,E) := (x-1 ,£) if E # O, 
h(y,O) := (-y,O). 
Then his continuous at C x {O} and theorem 1.1.6 applies. 
Here we see the advantage of the approach by means of theorem 1.1.9. 
The remaining part of this chapter is devoted to several applications 
of theorems 3.2.3 and 4. 
3.3. PARTIAL SUM PROCESSES AND COUNTING PROCESSES 
Let (~):=l be a sequence of nonnegative random variables and set 
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~lt) := l~:~ ~k and n(t) :=number of ~(n) with n Ewin [O,t] (t ~ o). Now 
~and g are random elements in D0 , provided that l~=l~k = 00 a.s .. Suppose so. 
-1 Note that~ = fl. + 1. Let W be the Wiener process and let µ,a be positive 
real numbers, then 
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( 3. 3. 1) s(n.) - nµI 1 
on 2 
~ w ~_g_(n.) - nµ -1I ~ _w 
- -3/2 ~ 
O]J n 
BILLINGSLEY (1968, theorem 17.3) states that the left-hand side of (3.3.1) 
implies the right-hand side (in D[0,1] instead of in D[0, 00 )). IGLEHART & 
WHITT (1971) proved the equivalence in (3.3.1) and noticed the duality. 
The left-hand side of (3.3.1) is known to be true, for instance, if the 
. . . . 2 
.!i_k are independent and have the same distribution with mean µ and variance a 
( cf. 1 . 5. 4 and 1 . 5. 5). 
The following sequence of equivalences proves (3.3.1). Here 
-1 
x := (nµ) .e_(n.). 
-n 
.e_(n.) - nµI 
1 
on 2 
x- 1 - I 
~--n=--........­
-1 -2 
O]J n 
x - I 
-n ~ w ~ 
-1 -~ 
O]J n 
.£. -1 ( nµ . ) 
- nI d 
+ 
-W d 
-1 ~ 
O]J n 
-1 -1 
_e. ( n. ) - nµ I -1 _g_(n.) + 1 - nµ I 
~ -3/2 2 
O]J n 
-1 ~_g_(n.) - nµ I ~ W. 
-3/2 ~ 
O]J n 
-3/2 ~ 
O]J n 
Theorem 3.2.3 and the a.s. continuity of W are used in the first equivalence, 
lemma 1.3.12 in the second and lemma 1.3.11 in the last one. 
We can also relate the strong invariance principles for _e. and n. From 
theorem 3.1.4 it follows that 
(3.3.2) 
if and only 
(3.3.3) 
_e.( n. ) 
- nµI 
2 r--7K a.s. (2o nµlog log n) 2 
if 
-1 
_g_(n.)-nµ I 
( 2 -3 -2o µ log log n) 2 
~-K a.s. 
(see 1. 5. 10 for the definition of ~). 
From theorem 1.5.9 it follows that (3.3.2) holds with Strassen's set of limit 
points K if the £ are independent and identically distributed with mean µ 
2 k 
and variance a . Hence also (3,3.3) holds with -K = K, if, moreover, JJ > O. 
Until now we assumed the .!i_k nonnegative. We shall see that this assump-
tion is not essential. 
3.3.1. Definition. For x € D the function xt is defined by 
xt(t) := sup {x(u) 0 < u < t} for t > O. 
One easily verifies that xt £ D. 
3.3.2. Theorem. Let~,·~···· be random elements in D, ..Q. 1 ,~,. •• positive 
random variables such that o ~ O and y_ a random elements in C. If 
-n 
x 
- I d ::g___ 
0 
_,.. y_, 
-n 
then also 
x+ - I d 
-n 
0 
_,.. y_ • 
-n 
Proof. By theorem 1. 1. 9 the proof of this theorem reduces to the proof of the 
next lemma. Clearly the map x >+ xt from D into D is measurable, since 
xt(t) .::_ u if and only if x(s) .::_ u for s t and all rational s £ [O,t). 
Therefore x+ is a random element in D. 
-n 
3.3.3. Lemma. If x 1 ,x2 , .•. s D, y s C, o1 ,o2 , ... £ (0, 00 ), on-> 0 and 
then also 
x (t) - t 
n 
0 
n 
on 
_,.. y(t) locally uniformly on [0,oo), 
-> y(t) locally uniformly on [O,oo), 
Proof. Since x (t) < xt(t) it suffices to prove that for £ > 0 and T > 0 
n n 
there exists an index n0 such that 
(3.3.4) 
xt(t) - t 
_n_o __ - y(t) < 2£ 
n 
for all n .:_ n0 and all t £ [O,T]. There exists an index n1 such that 
x (s) - s 
_n_o __ - y(s) < £ 
n 
for all n .'.'.._ n1 and all s £ [O,T]. Since y is uniformly continuous and 
bounded on [O,T] there exists an index n0 .:_ n1 such that 
D 
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t-s y(s) - y(t) < E + ~8~ 
n 
whenever n .::_ n0 and O < s < t < T. By combining the last two formulae we ob-
tain for n .::.. no 
x (s) - t 
_n_o __ - y(t) < 2o: 
n 
for alls and t with 0 < s < t < T. This implies (3.3.4). D 
Now suppose, in the context of the beginning of this section, that the 
~ have negative values with positive probability. If the left-hand side of 
.2.k 
(3.3.1)holds for some positiveµ and o, then it holds also with§_ replaced 
t t 1m by~ because of theorem 3.3.2. Note that ~ (t) = max {lk= 1 s;_k : 1 < m < [t]} 
and that st lies in D . Hence the equivalence (3.3.1) remains true in this 
- 0 
·f . . ( t)-1 ( t)-1 case, i .!:!. is interpreted as E. or E. -1. 
3.4. LIMIT THEOREMS FOR EPOCHS OF SUCCESSES 
We use the notations of section 2.1. We are given a sequence (£k)~=l 
of independent Bernoulli trials and pk := P{£k = 1} = 1 - P{£k = O}. Further 
1(n) is the place of the nth one in (£k) for n E ITT, 1(0) := 0 and 
1( t) .- 1( [ t]) for t ;,, O. The following two theorems are the central results 
of this section. Their (rather tedious) proofs are postponed to the end of 
the section. 
3.4.1. Theorem. If 
a) I:=, min {pk, 1-p } 00, k 
l~=1 2 b) Pk converges to some real number, in [ 0, 1 ) say p, as n -+ 00' l~=1 Pk 
then 
(3.4.1) 
,1(n.) nI 
lk=1 Pk -
(n(1-p)) 2 
as random elements in D. Here W is the Wiener process and I(t) := t for 
t > o. 
3.4.2. Theorem. If (pk) satisfies conditions a) and b) in theorem 3.4.1, 
then with probability one the sequence of random elements in D 
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(3.4.2) Lk=1 Pk -(
1_1(n.) nI ) 00 
is relatively compact with set of limit points Strassen's set of limit points 
K. 
3.4.3. Remark. If pk + p E (0,1) then condition a) is automatically satisfied 
and b) holds with the same p. If pk + O and, moreover, lPk = 00 (which is 
equivalent to a) in this case), then b) holds with p = O. So we obtain the 
following theorem as special case of theorems 3. 4. 1 and 3. l+. 2. 
3.4.4. Theorem. If pk + 0 and lPk = 00 , then 
1.1(n.) nI 
Lk=1 Pk - d 
_,. !!. ' 
and with probability one the sequence of random elements in D 
(
1_1(n.) I ) 00 Lk=1 Pk - n 
(2n log log n)~ n=3 
is relatively compact with set of limit points Strassen's set K. 
3.4.5. Remark. If pk-+ p E (0,1), then in general it is not possible to re-
11( n.) place Lk= 1 pk by p_1(n.) in (3.4.1) and (3.4.2). However, if 
(3.4.3) for n -+ oo, 
then this replacement is allowed. 
Proof. Because of theorem 3.4.2 we have with probability one 
Therefore 
,1(t) 
Lk=1 Pk~ pb_(t) ~ t 
11.( t) 
Lk=1 Pk - p_1(t) 
1 
t2 
for t -+ oo, 
(pb_(t))2 
because of (3.4.3). Consequently, for n + oo 
a. s . for t -+ oo 
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11(nt) p_L(nt) lk=1 Pk -
-+ 0 a.s. locally uniformly on [0, 00 ). 
Now apply lemma 1.3.11. 
11( n.) 3.4.6. Remark. If pk = p E (0,1) for all k E ®,then lk=l pk = pL(n.) and 
1(n) is the sum of n independent random variables which all have the same 
geometric distribution: P{k(n) - k(n-1) = k} = (1-p)pk fork, n E ~.In this 
case theorems 3.4.1 and 3.4.2 follow immediately from the invariance princi-
ples for partial sums of independent identically distributed random variables 
(case a) of theorems 1.5.4 and 1.5.9). 
3.4.7. Remark. If l~=l pk - np' for some p' E (0,1) and conditions a) and b) 
in theorem 3.4.1 are satisfied, then it is not necessarily true that p = p' 
in b). 
Example. Take pk + (-1 )kE with 0 < 
{Jn if n lS 
~n-E if n lS 
{n(l+/) if n 
n( ~+E2 )-E if n I~=1 P~ 
Hence l~=l pk ~ ~n, but 
I~=1 P~ 
I~=1 Pk 
3.4.8. Applications of theorem 3.4.4. 
E < 1 then 2 , 
even, 
odd, 
lS even, 
is odd. 
a). In the case of epochs of records (cf. section 2.2) pk = t and 
II~=l Pk - log nl is bounded. 
Hence 
and 
n-~(log 1(n.) - nI) ~ W 
log 1(n.) - nI 
(2n log log n) 2 
,r-->K a.s. 
These results generalize results of RENYI (1962a), who proved that the 
distribution function of 
log 1.(n) - n 
rn 
tends to the normal distribution, and that 
log 1.(n) - n 
lim sup . 1 a.s. 
n-+oo (2n log log n) 2 
b). If pk aka-l with 0 <a< 1, then 
is bounded. Hence 
and 
1 a (2n log log n)- 2 (1 (n.) - nI) v->K a.s .. 
c). Let (J;_k):=l be a sequence of independent identically distributed random 
variables with values in the natural numbers, and let 1*(n) be defined by 
* 1(1):=1, 
1*(n+1) := min {k : J;_k > J;_.1.*(n)} for n E ~. 
Then 1*(n) is the index of that -5;.k which is the nth record in (..~_k):=l· 
Note that the theory of section 2.2 does not apply, because (J;_k)~=l con-
tains equal components with positive probability. In the present nota-
tion (_s.1.*(n)):=l is the sequence of record values in (.5;.k):=1 . One can 
prove that 
where 1.(n) is the index of the nth one in a sequence of independent 
Bernoulli trials (£k):= 1 such that 
P{J;_1 k} 
P{.S.1 > k} 
fork E w. 
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In this way limit results concerning record values in (.f.k)~=l become a 
special case of the limit results of the present section. In a subsequent 
publication we shall present results obtained along these lines. Corres-
ponding results concerning record values for J;_k with a continuous dis-
tribution were obtained in RESNICK (1972). 
3.4.9. Remark. The applications 3.4.8 entail results of the type 
log b_(n) - n d (3.4.4) 
-+.[(0,1) 
n2 
and 
1a(n) - n d (3.4.5) 
-+.[(0,1), 
n2 
where J'!.(0,1) represents a normally distributed random variable with mean 0 
and variance 1. In both cases one can ask whether there exist normalizing 
constants b E IR and a E ( O, oo) such that 
n n 
b_(n) - b 
a 
n 
n 
converges in distribution to a nondegenerate random variable. One can show 
that in case (3.4.4) such normalizing constants do not exist and that in 
case (3.4.5) 
The last result can be obtained by elementary methods (from 3.4.8b it follows 
that b_(n) ~ nl/a a.s. and hence by the mean value theorem of differential 
a 1/a a 1/a (a-1 )/a calculus 1 (n) - (n ) ~ a(b_(n)-n )n a.s.). Both results are 
special cases of a general theory developed in a BALKEMA (1972). 
Proof of theorem 3.4.1. Set 
(3.4.6) .§..( t) ·= l[t] 
. k=1 .2.k for t .::. 0' 
(3.4. 7) v .- l~=1 pk(l-pk) var E._(n) for n E [i!Q' n 
(3.4.8) v1 ( t) := max {n E IN0 l~=1 Pk < t} for t > o, -
(3.4.9) 
(3.4.10) µ(t) .-
v < t} 
n-
for t :::_ O, 
for t > 0. 
Further for n E ITT0 we define a(n) and b(n) to be the unique nonnegative in-
tegers such that 
va(n)-1 < va(n) v n vb(n) < vb(n)+1 
(where a(n) := 0 if v 
n 
0). 
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Note that pk = 0 or 1 for a(n) < k .::._ b(n), but not fork= a(n) or b(n) + 1. 
Assume first that 0 < pk < 1 for all k E ~.Then we apply theorem 1.5.4 
(case b) with s_k := .f.k - pk, since Es_k O, var s_k = var .f_k = pk(l-pk) > O, 
ls.kl < 1 for all k E Wand I:=1 var s_k = 00 because of condition a) in theorem 
3.4.1. It follows that 
~(A(n.)) l[A(n.)] 
- k=1 Pk ~ W 
n2 
for every homeomorphism A from [0, 00 ) onto itself such that A(v ) = n for n 
n E w0 . Clearly (using [A(nt)] = v2(nt)) the left-hand side remains unchanged 
if A is replaced by the step function v2 , so 
( 3. 4. 11 ) d --> }I. 
Now if zeros and ones are inserted in the sequence (pk) then the left-hand 
side of (3.4.11) does not change, although both terms of its numerator do 
(note that .f.k = pk if pk = O or and that the set of real numbers 
{vk : k E ITT 0} does not change). Therefore (3.4.11) remains true if (pk) con-
tains zeros and ones. 
Set 
(3.4.12) A (t) := J_ µ(nt) 
n n 
for n E ITT, t > O. 
We shall prove that fo~ n --> oo 
(3.4.13) An(t)--> (1-p)t locally uniformly on [O,oo). 
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From (3.4.8) and (3.4.10) it follows that 
µ(l~=1 pk) 
l~=1 Pk 
v 
n 
for n + 00 because of condition b). From this it follows easily that 
-1 t µ(t) + 1 - p for t + 00 • Hence for n + oo 
J_ µ(nt) + (1-p)t locally uniformly on [0, 00 ), n 
and (3.4.13) is proved. Now we may apply lemma 1.3.12 with An defined by 
(3.4.12) and A(t) := (1-p)t. In this way we obtain from (3.4.11) 
v2( µ(n.)) 
~(v2(µ(n.))) - l p d , (3.4.14) k= 1 k ~ W((1-p).) = (1-p) 2.Y!_. 
n2 
Set 
( 3.4. 15) 
Then E is a (random) right-continuous step function which can jump only in 
L~= 1 Pk with n EN. Further 
= 1b(n) E _ 1b(n) 1n 1n 
lk=1 -k lk=1 Pk= lk=1 £k - lk=1 Pk' 
since £k = pk for n < k .::._ b(n). Hence 
But 
v 1 ( t) 
I p -· t r(t) with 0 _< r(t) < 1 lk=1 k - . - ' for t .:._ O, 
so 
(3.4.16) E(t) = ~(v 1 (t)) - t + r(t). 
Combining (3.4.14), (3.4.15) and (3.4.16) we obtain 
(3.4.17) 
..§. ( v 1 ( n. ) ) - nI 
1 
n2 
d 
-+ 
1 
(1-p) 2 w 
(r(n.) may be omitted because of lemma 1.3.11). By theorem 3.2.3 with 
..§.(v 1(n.)) =: n~ we obtain from (3.4.17) 
= 
-1 
x - I 
-n 
\L(n.+1) _ nI 
lk=1 Pk d 
-+ (1-p)~ w ~ (1-p)~ w. 
Here we used that 
X-1(t) 1 ( ( )) = inf {u : - s v 1 nu > t} = 
-n n -
= J_ inf \j ( ) = J_ ,1_(nt+1) 
n {lk=1 Pk : ..§. j > nt} n lk=1 Pk· 
. ( ) ( 1 )+ . By lemma 1.3.12 with \n t .- t - ; it follows that 
\1.(n.) (nI - 1)+ lk=1 Pk - d 
-+ 
1 
( 1-p) 2 w. 
+ But (nI - 1) may be replaced by nI because of lemma 1.3.13 and (3.4.1) 
follows. 
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0 
Proof of theorem 3.4.2. We proceed in the same way as in the proof of theorem 
3.4.1. Use theorem 1.5.9 instead of 1 .s.4. 0 
3.5. LIMIT THEOREM FOR EMPIRICAL DISTRIBUTION FUNCTIONS 
In this section we consider D[0,1] instead of D[O,oo), endowed with the 
J 1 topology. Because of lemma 1.3.4 and theorem 1.3.10 theorems in sections 
3.1 and 3.2 formulated for D = D[O,oo) carry over in an obvious manner to the 
space D[O, 1]. 
Let (~k)~=l be a sequence of independent random variables which have a 
rectangular distribution on [0,1]. Let nF (t) for n E ~. t E [0,1] be the 
-n 
number of ~k in [O,t] with 1 .::_ k -2.. n, then~ is the so-called nth empirical 
distribution function constructed from (~k). It is well-known that 
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( 3. 5. 1) 
where W is the BrOUJnian bridge on [0,1] (see BILLINGLEY (1968) for defini-
-o 
tions and proofs).Applying theorem 3.2.3 we obtain 
Here F- 1 is a random step function with jumps at k/n (k = 1,2, ... , n) and 
--n k 
such that f(1) = 1 and .E(;-l = (k+1)st smallest under ..s_ 1 ,~, •.. , ~for 
k = 0,1, ..• , n-1 (F- 1 is the so-called nth quantile function constructed from 
--n 
R := F + F- 1 - 21, 
--n --n --n 
then .!\i is a random element in D[0,1]. The study of .!\i has been started by 
BAHADUR (1966) and continued by KIEFER (1967, 1970) and EICKER (1970). By 
applying theorem 3.2.4 we obtain starting from (3.5.1) 
(3.5.2) n f' R (u)du ~ ~ _R~. 
0 --n 
Apparently this result has not been noted before. 
From (3.5.2) some conclusions can be drawn. Suppose that 
(3,5,3) 
where (a ) is some sequence of positive real numbers and x.. is a nondegenerate n 
random element in D[0,1], i.e. x_ does not equal a fixed y E D[0,1] with pro-
bability one. The map x ~ J" x(u)du from D[0,1] into C[0,1] is continuous, 
hence by theorem 1.1.6 O 
(3,5.4) a J'R (u)du ~ 
n --n 
0 
J'x.(u)du, 
0 
where0f
0
x..(u)du E C[0,1]. Consequently, 
(3.5,5) a f\ (u)du 1 n --n 
0 
fx(u)du 
0 
for each t E [0,1]. Choose at E [0,1] 
(such at exists, otherwise x would be 
such that 0Jt ,y(u)du is nondegenerate 
degenerate). For this t we have by 
(3.5.2) 
ft d 2 n 0 ~(u)du-+ ~ }i0(t) 
It follows from the type convergence heorem (FELLER (1971 p.253 lemma 1)) 
that in fact we can replace a by n in (3.5.5) and t at then 
t d 1 2( ) n · J0 ;y:(u)du = 2.!'.!.a t -But then also an~ n in (3,5.4) d, consequently 
J' ;y:(u)du = ~ ~· 
0 
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This is impossible since ~ }'.!_~ is a.s. nowhere differentiable (for 
lio g }'.!_ - }'.!_(1).I (BILLINGSLEY (1968, p.65)) and}'.!_ s a.s. nowhere differen-
tiable (FREEDMAN (1971, p.40))). Therefore a limit relation like (3,5.3) does 
not exist. 
This is consistent with a result in KIEFER (1967): the random variables 
314 (t) . d" . . . 1 d n ~ converge in istribution to nondegenerate random variab es an are 
asymptotically independent for different t. This entails that ;y: in (3,5,3) 
should be such that the marginals ;y:(t) are independent for differert t. The 
only ;y: in D[0,1] satisfying this condition are degenerate. 
However, in KIEFER (1967) it is proved that U(p)defined by 
-:n 
converges in distribution to some continuous process. Note that here the 
scale of the ordinate of~ varies depending on n. 
Now we shall prove a strong limit theorem concerning~· Our starting 
point is a result in FINKELSTEIN (1971): 
1 a.s. 
(2 log log n) 2 
(see 1.5.10 for the definition of~), where G is the set of absolutely 
continuous functions g on [0,1] such that g(O) = g(1) = 0 and 
J~ (g'(t)) 2dt .:::_ 1. By applying theorem 3.1.5 we obtain 
3.5.1. Theorem. In C[0,1] endowed with the topology of uniform convergence 
1 ~ f' (F (u) + F- 1(u) - 2u)du r>{g2 og og n 0 -:n -n g E G} a.s. 
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The next theorem contains some corollaries of (3.5.2) and theorem 3.5.1. 
3.5.2. Theorem. Let M 
-n 
a) lim P{nM < u} = 1 
-n -
n+oo 
:= sup Jt R (u)du, 
Q<t<1 0 -n 
-- 2 \"" ( )k -4k u 
+ 2lk=1 -1 e 
b) . ~ 1 lim sup 1 1 n = 4 a. s .. n+oo og og 
then 
for u > O, 
Proof. a) The function x>+ supO<t<l x(t) on C[0,1] is continuous. By theorem 
1.1.6 and (3.5.2) it follows that 
But 
nM .c;: 
-n 
sup 
O<t<1 
~ w2 ( t ) = H sup 
-Q O<t<1 
P{ sup I W 0 ( t ) J < b} 
O<t<1 
(see BILLINGSLEY (1968, p.85)). 
b) From theorem 3.5.1 and lemma 1.5.11 it follows that 
nM 2 lim sup -n g E G} log log n sup {sup g (t) n+oo O<t<1 
We have 
for b > O, 
=: m. 
g2( t) (I: g'(t)dt)2 2.. I: dt I: ( g' ( t) ) 2 dt =: t 8 ( t) , 
l(t) (J: g'(t)dt) 2 .:. J: dt J: (g'(t)) 2dt 2.. (1-t)(1-8(t)), 
As (1-t)(1-8(t)) 1 - t - e(t) + te(t), we have 
g2(t) 2._ tB(t) 2._ t(1-t) if 1 - t - B(t) ~ O, 
g2(t) 2._ (1-t)(1-8(t)) < t(1-t) if 1 - t - B(t) .:_ 0, 
2 1 1 1 and hence g ( t) .'.:_ 4 for 0 .:_ t .'.:_ 1 . Consequently, m .'.:_ 4· We have m ~ 4, since 
g with g(t) := min {t,1-t} lies in G. 
D 
CHAPTER 4. EMBEDDING INDEPENDENT BERNOULLI TRIALS IN A POISSON PROCESS 
4.1. THE SPACES IRIN AND R0 ; THE POISSON PROCESS 
IN 
a) The space lR 
By IRIN we denote the space of sequences of real numbers x 
With the distance 
{ 1 , Ix -y I} 
n n 
IRIN is a complete separable metric space. The topology of IRIN induced by p is 
the product topology or the topology of coordinatewise convergence 
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limn+oo x(n) = x if and only if limn+oo x~n) = xk for each k E IN. We shall al-
ways take IRIN with this topology. Hence we may consider random elements in 
IRIN, as they are introduced for general metric spaces in section 1.1. 
A subset C of IRIN is called a cylinder set if 
k for some k E IN and some Borel set Ak in IR . By C we denote the class of all 
cylinder sets. 
4.1.1. Theorem. 
a) The Borel field of IRIN is the a-field generated by C. 
b) A probability on~ is completely determined by its values on C. 
c) The class C is convergence-determining, i.e. if P,P 1 ,P2 , ... are probabi-
lities on IRIN, then P ¥ P if and only if P (A)+ P(A) for all A EC with 
n n 
P( aA) = 0. 
Proof. See BILLINGSLEY (1968, p.19). D 
(n) (n) IN (n) d 4.1.2. Lemma. If~·~ ,x for n E IN are random elements in lR , x ~ ~ 
d (n) (n) d (n) d an xk - ~k + O for each k E IN, then x + ~· 
Proof. The lemma is trivial if convergence in distribution is replaced by 
a.s. convergence. But then the lemma follows by applying theorem 1.1.9. D 
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b) The space R0 • 
By R0 we denote the subset of RIN consisting of all increasing divergent 
sequences of positive real numbers. Clearly R0 
we define the shift-operators ut for t > 0 by 
• • IN is a Borel set in R . On R0 
th 00 
:= n positive number in (xk-t)k= 1 (n E IN), 
t 00 t 
thus U x = (xm+k)k= 1 if xm+ 1 is the smallest xk larger than t. Clearly U is 
s t s+t 
a measurable map from R0 onto R0 • Further U U = U for s, t > o. In some 
formulae it is convenient to have the notational convention 
hence (Utx) 0 = O. Note, however, that x0 and (Utx) 0 are not considered to be 
t 
components of the sequences x and U x. 
We now define 
for subsets A of (0,oo) and x = (xk)~= 1 E R0 . This function Nx on the subsets 
of (0,00 ) is called the counting measure of x. For convenience we shall al-
ways apply Nx only on subintervals A of (O,oo) in order to avoid measurability 
problems when x is a random element in R0 . The following lemma provides a 
connection between the above concepts and the space D0 and the generalized 
inverse introduced in section 3.1. 
4.1.3. Lemma. If x E R0 and ;;:(t) := x[t] fort 
are elements of D0 • Moreover, 
~-1 
x = N (O,.] + 1. 
x 
~ O, then both x and N (O,.] 
x 
Proof. The first assertions are trivial. Further 
;;:- 1 ( t ) : = inf { u ;;:(u) > t} inf {n x > t} 
n 
N(O,t]+1. 
x 
D 
(n) (n) 4.1.4. Remark. If x,x E R0 then x + x in R0 if and only if 
Nx(n)(O,.] + Nx(O,.] in D0 endowed with Skorohod's J 1 topology (see WHITT 
(1971b, section 6)). 
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c) The stationary Poisson process on (0,oo), 
We follow the approach of RENYI (1970, section 4.6), to which the reader 
is referred for the proofs of 4.1.6 and 7. 
4.1.5. Definition. Let A be a positive real number. A stationary Poisson 
process with intensity A on (O,~) (shortly a Poisson process) is a random 
element t = (~):= 1 in R0 such that the differences ~ - ~-l for n E W are 
independent and identically distributed with 
P{t - t < t} 
-n -n-1 
1 - e -.At for t .:_ 0 , n E IN • 
The random variables t are called the points of the Poisson process. The 
-n 
distribution of~ - ~- 1 is called the exponential distribution with mean A. 
4.1.6. Lemma. If t is a Poisson process with intensity A, then 
1 Jt n-1 -u P{~ .::._ t} = (n-l)! 0u e du for n E IN, t E [O,oo). 
4.1.7. Theorem. A random element 1 in R0 is a stationary Poisson process 
with intensity A if and only if for each finite collection A1 ,A2 , ... , ~of 
disjoint subintervals of (0, 00 ) the random variables Nt(A.) with 
- J j = 1,2, ... , k are independent and, moreover, for each subinterval A of (0, 00 ) 
for k E 1N0 . 
Here I. I denotes Lebesgue measure. 
The properties of Nt in the above theorem are usually taken as the de-
finition of a Poisson process. However, the present approach is easier, 
since it avoids the difficulties of proving the existence of the process 
which are encountered in the usual approach. 
4.1.8. Theorem. If 1 is a Poisson process, then fort ~ O 
a) 
b) 
t d t U 1=1 (so U t is again a Poisson process), 
t U 1 and the set of random variables 
*) Ac (O,tJ} are independent 
*) It is always understood that the argument A in Nt(A) is an interval. 
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Proof. Set ~t(s) := Nt (t,t+s] + 1 for s,t .::_ O, then the ~t are random ele-
ments in D0 . From theorem 4.1.7 it is clear that ~t g io and that ~t and 
{Nt(A) : A c (O,t]} are independent. Now the theorem follows since Uti = ~ 1 
- -1 
and t = _t0 (cf. lemma 4.1.3). 0 
4.2. THE EMBEDDING 
We return to the situation of section 2.1 
independent Bernoulli trials and 
1} = 1 - P{e: 
-k O} for k E IN. 
In the present chpater we shall, moreover, assume that 
(4.2.2) 
Pk E [ 0' 1 ) 
lim pk = O, 
k-+oo 
l~=1 Pk 
is excluded), 
As in section 2.1 we define the random functions 1 by 
(4.2.2) { 
L(O) := 0, 
__ LL((nt)) :=index of the nth one in (.f.k)~= 1 for n E IN, 
:= 1([t]) for t > O. 
Now consider a stationary Poisson procession (0, 00 ) with intensity 1. 
Recall that t is a random element in R0 • We shall construct functions e:k on 
R0 such that 
(4.2.3) 
as random elements in RIN. This means that the random variables e:k(i) are in-
dependent and that 
Here P denotes the probability of the basic probability space for the 
Poisson process i· Set 
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for k E IN, 
(4.2.4) 
for k E IN. 
It follows from (4.2.1) that (ck)==l is a nondecreasing sequence of nonnega-
tive real numbers such that 
for k ->- ''" 
(4.2.5) 
Conversely, each nondecreasing sequence of nonnegative real numbers (ck)~=l 
satisfying (4.2.5) determines a sequence (pk)==l satisfying (4.2.1) by 
{ :: : : :k --e :~: 1 fork E IN (c 0 := O), (4.2.6) 
for k E IN. 
Now (O,oo) is split into disjoint intervals (ck_ 1 ,ck] with lengths Ak· Set 
4. 2 .1. 'l'heorem. The random variables £' ( t) are independent for k E IN and k-
P{£'(t) = 1} = 1 - P{£ 1 (t) = O} k- k-
Proof. By theorem 4.1.7 the random elements Nt(ck_ 1 ,ck] are independent for 
k E IN and hence the same holds for the Ek(!_).-Clearly O and 1 are the only 
possible values of Ek(!_) and by theorem 4.1.7 
O} 
(recall that i has intensity 1). D 
In fact we have proved (4.2.3). This entails that each theorem concern-
ing probabilities of events in terms of Ek(i) remains true if Ek(!_) is re-
placed by £k· This provides us with a new method for obtaining limit 
theorems in terms of (£k)and particularly in terms of 1.· From now on we shaZZ 
identify £k and Ek(!_), so £k = Ek(!_) . 
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This identification we call the err/bedding of a sequence of independent 
Bernoulli trials in a Poisson process 1· 
Next we define some new random variables in order to facilitate the 
study of the f..k· Maintaining the definition of 1 by (4.2.2) we have that in 
the sequence of intervals ((ck_ 1 ,ck])~= 1 1(n) is the index k of the right-
hand endpoint of the nth nonempty interval, i.e. the nth interval containing 
points of the Poisson process t. Denote this endpoint by T , so 
- -n 
and set 
T:=(T) 00 1 , 
- -n n= 
then l is a random element in R0 . Actually we shall study.!. rather than 1 in 
this chapter. This is motivated by the following intuitive reasoning. 
The Poisson process t marks the time axis at 11 ,~···· • If we assume 
that we can only observe the epochs i1 ,~, ••• , then we see only the crude 
approximation .!. rather than 1· The observation .!. differs from the original 
Poisson process 1 in two respects: 
1) 1n can be the net result of more than one lk and, consequently, the 
indices of the 1n are outpaced by those of the ~ generating them; 
2) 1n falls to the right of the lk generating it, but by not more than 
;\.1(n)' 
By (4.2.1) or (4.2.6) ;\.k vanishes ask tends to infinity. Consequently, the 
inaccurracy of the observations l vanishes as we move to infinity. Far 
away from the origin the probability that a 1n represents more than one ~ 
is very small and so is the distance between~ and the 1n it generates. Of 
course, the indexing of the 1n never catches up with the lk' but very prob-
ably it will not fall further behind. 
After these considerations we may expect to carry over limit theorems 
in terms of 1 into corresponding limit theorems in terms of .!.· That is 
exactly what we shall do in this chapter. From now on we call.!. the observed 
Poisson process. 
Next we introduce some other random variables in order to clarify the 
relation between 1 and its observation .!.· 
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4.2.2. Definition. 
a) n := 
-u 
Il := 
b) ~ := 
1- := 
c) Ci := 
-n 
I. 1.( n-1 ) 
I:! 
_h(n-1 )-1 
T 
- ~-1 -u 
(.!\i):=1 · 
T (u-u- 1t) 
-1 
of ~-1 
(~):=1' 
.!\i - ~ 
~-1 
for n E IN, 
= distance between T and the first t to the right 
-u-1 -m 
(nEIN), 
for n E IN • 
"1(n) 
I 
-+-~~~--!----·~~+-~~~+-~X~~~x'----~4XHtL---
' I 
' I 
I 
I 
c_h(n-1 )+1 
I 
I 
I 
' 
c.h( n )-1 
T 
-n 
c 
_h( n) 
x epoch of the Poisson process !_, 
e : epoch of the observed Poisson process T. 
4. 2. 3. Lemma. a) T > t for n E IN; 
-u --u 
b) 0 < 0 
--n 
for n E IN. 
The next two results, which are formulated and proved here for comple-
teness' sake, are in fact immediate consequences of the "strong Markov pro-
perty". 
4.2.4. Lemma. For each n E IN we have 
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b) 
T 
U --n1. and A are 
n 
events { Nt (A) = 
speaking:-A is 
n 
0 < t < T ), 
- --n 
independent, where A is 
n 
k, -r =c.} for j E W, k 
--n J 
the a-field generated by the 
E W and Ac (O,c.] (roughly 
0 J 
the a-field of events in terms of N1.(0,t] for 
Proof. It is sufficient to prove that 
T 
P(C n {U--n!_ E B}) P(C)P{!_ E B} 
for all C E An and all Borel sets B in R0 . The le~-hand side equals 
Now C n {In = ck} is an event in the a-field generated by 
{N1.(A) Ac (O,ck]}. Therefore, by theorem 4.1.8 the last sum equals 
l~=n P(C n {ln =ck}) P{i E B} = P(C) P{!_ E B}. D 
4.2.5. Theorem. The random variables -1u are independent and identically dis-
tributed with 
P{-1u .::._ t} = 1 - e -t for t ::::_ 0, n E W. 
Proof. By definition J;.1 = 11 and 
pose that for some n E W and all 
-t indeed P{i1 .::._ t} = 1 - e for t > O. Sup-
(4.2.7) 
n 
P( n {J;.k .::._ tk}) 
k=1 
T 
t 1 ,t2 , ... , tn E [O,oo) 
n 
IT 
k=1 
-tk 
( 1-e ) . 
By lemma 4.2.4 -1u+ 1 (U--ni) 1 has the same distribution as 1 1 and, moreover, 
n 
is independent of n 
by n + 1. k=1 
{J;;.k .'.:.. tk} E An. Hence (4.2.7) holds with n replaced 
The above theorem is one of the two important tools we shall use for 
proving limit theorems. We have 
(4.2.8) T = 1n = 1n + 1n o 
--n ~=1~ ~=1~ ~=1~· 
D 
Since the .f_k are independent and identically distributed the ususal classical 
limit theorems can be applied to l~=l .f.k· If the contribution of l~=l .£.k to 
T for n + 00 is not too large, then similar limit theorems hold for T • We 
-n -n 
study the order of magnitude of l~= 1 .Q_k in the next section. A first result, 
the strong law of large numbers for 1n• can be obtained immediately. 
T 
4.2.6. Theorem. lim ::::!! = 1 a.s. 
n 
n+oo 
Proof. By theorem 4.2.5 the .f_k are independent and identically distributed 
with mean 1. Hence 
. 1 ,n 
llm -;:;: lk=1 .1.k = 
n+oo 
a.s. 
by the strong law of large numbers. By (4.2.8) it is sufficient to prove that 
(4.2.9) 
But 
l \n 6 + 0 a.s. 
n lk=1 -k 
,n 1 ,n 
n lk=1 .§_k .::._ n lk=1 >-1.(k). 
Now (>- )00 is a random subsequence 1.(k) k=1 
Therefore >-1.(k) vanishes as k + 00 and 
theorem are proved. 
4.3. ORDER OF MAGNITUDE OF I~=1 .§_k. 
of (>-k) and Ak vanishes as k + oo. 
1 ,n 
also n lk=l>.1_(k)' Thus (4.2.9) and the 
D 
We start with studying conditional probabilities given 1_. Note that it 
does not matter whether .1 stands in the conditional part of the probabilities 
or the sequence of its value (1.(k)):=l' since Land (_1(k)):=l completely de-
termine one another. 
4.3.1. Lemma. 
n 
P(k~1 {..§.k > >-1.(k) - tk} l.1) 
for n E IN, t 1 , t 2 , ... , t n E [ 0, oo) • 
n 
I! 
k=1 
- exp(- min{{>.L(k)'tk}) 
1 - exp(- A_1(k)) 
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4.3.2. CorollG:f'Y. The fk are conditionally independent given 1_. 
Proof of lemma 4.3.1. Take m _>n and let (L(k))m be an increasing sequence 
n=O 
of integers with L(O) = O. Then 
n m 
P(k~1 {_£.k > A.1.(k). - tk} lk~1 {b_(k) = L(k)}) = 
n 
n k~1 {Nt(cL(k)-1' min {cL(k)-1+tk, cL(k)}] .:_ 1} n 
m 
n k~1 {N.i(cL(k)-1' CL(k)J.:. 1}) 
m -(cL(k)-1 - cL(k-1)) n 
IT e IT 
-min{A.L(k)'tk} m -A.L(k)). (1-e ) IT (1-e 
k=l k=1 
m -(cL(k)-1 - cL(k-1)) m I IT e IT 
-A. (1-e L(k)) 
k=l k=l 
n 
IT 
k=1 
- exp(- min {A.L(k)'tk) 
1 - exp(- A.L(k)) 
So we have proved that for m > n 
n 
P( n Uk > "_L(k) - tk} I (b_(k) )~=1) 
k=l 
k=n+1 
equals the product in the theorem. By BREIMAN (1968, theorem 5.21) we may 
replace (b_(k))~=l by (~(k)~=l' and therefore by 1_. D 
4.3.3. Lemma. 
a) L~= 1 A.1.(k) < oo a.s. if and only if l~=l A.~ < oo • 
b) rr I~=1 2 Ak 
lim 
n-+oo 
Proof. We have 
= 00' then 
I~=1 A.1_(k) 
ll:.(n) A 2 
k=1 k 
(recall that f.k 
A2 var E k -k 
a.s. 
A~ for k -+ "" 
A 3 for k ->- 00 • 
k 
If I:= 1 A~ < 00 then also l:=1 E _s_kAk < co and by the monotone convergence 
theorem of integration theory 
\
00 A < 00 a. s . . lk=1 1:.(k) 
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This proves the "if" part of a). If I:=l A~ 
lemma 6.4 
oo and by 
var E A 
l:=1 ln --n n 2 < co, 
( k=1 E §..kAk) 
since the terms asymptotically equal A3/(ln Ak2)2 . But by theorem 6.2 n lk=1 
I~=1 §_kAk 
I~=1 E §_kAk 
~ 1 a.s. 
This remains true if n varies through (1:_(m)):= 1 to infinity, which proves b) 
and, consequently, the "only if" part of a). D 
4.3.4. Lemma. 
a) l~=l .§.k < co a.s. if and only if l~=l A~ < co 
b) If I~=1 A2 k = oo, then 
lim I~=1 .§.k ll:.(n) = a.s. 2 n->-oo k=1 Ak 
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Proof. By lemma 4.3.1 the o are conditionally independent given 1 and a 
-n 
trite calculation shows that 
exp(-Ab_(n)) - (1-Ab_(n)) 
E(§.j 1_) = --------
- exp(-Ab_(n)) 
2(- exp(:-Ab_(n)) + 1 - Ab_(n) + ~ Ar(n)) 
E(~J :k) "' ----------------
1 - exp(-\_(n)) 
Since An+ 0 and b_(n) + cc a.s. we have Ab_(n) + 0 a.s. Hence with probability 
one 
and 
\cc 2 \cc for n + cc, If lk= 1 Ak < cc, then by lemma 4.3.4 a) lk=1AL(kJ < oo a.s. and 
hence l==l E(.2.kl1l < cc a.s. Hence P{L== 1 .2.k < ccjb_} = 1 for almost all 1 and 
the "if" part of a) follows. If l== 1 A~= cc, then by lemma 4.3.3 a) 
l== 1 Ab_(k) = cc a.s. and hence l:=1 E(.2.kl.b) = cc a.s. Furthermore 
(L~=1 E(~l1.)) 2 a.s. 
1 2 ( ,n 1 by lemma 6.4, since the terms asymptotically equal 3 Ab_(n)/ lk=1 2 
a.s. for n + 00 • But then by theorem 6.2 
for almost all 1_, and hence 
l~=1 ik 
P{lim 
n+oo l~= 1 A1.( k) 
for almost all 1_, since l~= 1 E(.2.klb.) ~ ~ l~= 1 AL(k) a.s. This combined with 
lemma 4.3.3 b) proves b) and, consequently, the-"only if" part of a). 
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4.3.5. Definition. 
o, 
µ(t) := {
o if t 
inf { n : c > t} 
n-
if t > o. 
4.3.6. Properties. 
a) 
b) 
c) 
µ is nondecreasing and left~continuous, 
t E (cµ(t)- 1' cµ(t)] if t > O, 
L(n) = µ(T ). 
- -n 
4.3.7. Theorem. Let~ be a positive nondecreasing function on (0, 00 ) such that 
( 4. 3. 1) sup ~ ( 2n) < oo 
nEIN ~(n) 
Then the following four assertions are equivalent. 
( i) 1 ln J. 2 -+ 0 00 ~ k=1 as n -+ ' k n 
(ii) 1 lµ(n) ~ k=1 ;i. 2 -+ 0 k as n + 00 , 
(iii) 1 ln 0 -+ 0 as n -+ 00 ~ k=1 -k a.s. ' 
(iv) 1 ln ~ k=1 0 p -k -+ 0 as n -+ 00 
Proof. 
(i)~(ii). Both assertions are restrictions of 
(4.3.2) ~(~) l~~~) A~-+ 0 for t -+ 00 through the reals. 
In (i) t varies through (cn):= 1 and in (ii) through (n):=i· Now (ii) implies 
(4.3.4) since 
1 1µ(t) 2 p([t]+1) 1 1µ([tl+1) J.2 ~ ( t ) l k= 1 ;i._k ::._ ~ ( [ t] ) . ~ ( [ t ]+ 1 ) lk= 1 k' 
which vanishes fort-+ oo since ~([t]+1)/~([t]) is bounded. In the same way 
(i) implies (4.3.2). 
(ii) -.(iii). From theorem 4.2.6 it follows that with probability one 
lri cL(n) < 2n for sufficiently large n ("sufficiently" depending on chance). 
Conseq-;:;-ently, we have b(n) < µ(2n) for these n and hence 
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_1_ r~(n) A.2 < ~ _1_ lµ(2n) A.2 
~ ( n ) k= 1 k ~ ( n) · ~ ( 2n ) k= 1 k · 
The right-hand side vanishes as n + oo by (ii) and (4.3.1). So 
1 \L(n) ,2 ~(n) lk=1 "k + 0 a.s.' 
and (iii) follows by lemma 4.3.4. 
(iii)"'"""l>(iv). Trivial (lemma 1.2.4). 
(iv) ==>(ii). By lemma 4.3.4 it follows that 
1 \L(n) 2 P ~(n) lk=1 A.k + o. 
By theorem 4.2.6 we have with probability one Ic(n) > µ(~n) for sufficiently 
large n, so 
f.Li£2_ 1 \ll(~n) A.2 ~ ~(n) ~( ~n) lk=1 k O, 
where ~may be replaced by + , as we have here numerical constants. Now (ii) 
follows by ( 4. 3. 1 ) . D 
4.3.8. Theorem. All four assertions in theorem 4.3.7 are true with ~(t) = t 
for t > O. 
Proof. In this case (iii) is true as is shown in the proof of theorem 4.2.6. 
D 
4.4. LIMIT THEOREMS FOR l~=l f(..!J.k) 
We shall derive limit theorems in terms of l~=l f(.!1.k) for two classes 
of real functions f on [0, 00 ) : the Lipschitz functions and the functions of 
locally bounded variation satisfying a certain integrability condition. It 
will turn out that the latter class contains the first. However, the proofs 
and conditions for the latter class are much more intricate and for this 
reason we start 
such a function 
theorems concern 
with the Lipschitz functions. The most important example of 
is the identity map : f(t) = t for t > O. Then our limit 
\n n T • In this way we obtain limit theorems in terms lk=1 -k -n 
of 1n as special case. 
4.4.1. Definition. A real function f on [0, 00 ) is called a Lipschitz function 
if there exists a positive real number q such that [f(s) - f(t)[ .::_ q[s - t[ 
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for s, t E [ O ,00 ) • 
4.4.2. Properties. f is continuous, f(t) = O(t) fort+ 00 • 
4.4.3. Lemma. If f is a Lipschitz function on [O,oo), then 
(4.4.1) a.s .• 
Proof. The right-hand side is defined and finite since f(t) = O(t) for t + 
By theorem 4.2.5 and the strong law of large numbers 
J: e-t f(t)dt a.s •• 
Hence it is sufficient to prove that 
But with q from 4.4.1 the left-hand side is not larger than 
g_ 'i'n o 
n lk=1 -k" 
The last quantity vanishes a.s. for n + oo (see proof of theorem 4.2.6). 
D 
Remark. By taking f(t) = t we reobtain theorem 4.2.6 
Lemma 4.4.3 entails a similar result for a much larger class of 
functions f. 
4.4.4. Theorem. If f is a bounded function on [0, 00 ) such that the improper 
00 -t Riemannintegral J0 e f(t)dt exists, then (4.4.1) holds. 
-llu 
Proof. Set~ := e for n E ~. Since the functions x ~ e-mx on [0, 00 ) are 
Lipschitz functions form E ~Owe have by lemma 4.4.3 
-m.n l \n e k 1 'i'n m 
n l..k=1 n lk=1 .!2.k foo -(m+1 )t + e dt 0 
1 
m+l 
a.s. for each m E ~O separately, and hence 
ly. Therefore the sequence (e ) 00 1 is a.s. 
-n n= 
a.s. for all m E ~O simultaneous-
uniformZy distributed in [0,1] 
(see P6LYA & SZEGO (1970, p.70) for definitions and properties). 
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Consequently 
1 1n 1 1n -.!lk J1 Joo -t -t 
n lk=1 g(~k) = ~ lk=1 g(e ) + og(s)ds = 0 g(e )e dt 
a.s. for each properly Riemann integrable function g on [0,1]. Now the 
theorem follows by observing that 
-t f(t) = g(e ) fort ~ O 
defines a one-to-one correspondence between the functions f mentioned in the 
theorem and the equivalence classes of properly Riemann integrable functions 
g on [0,1] whose restrictions to (0,1] are equal. 
4.4.5. Rema:rk. Theorem 4.4.4 does not hold generally for f such that 
J; e-t f(t)dt exists as Lebesgue integral. For instance, take 
f(t) , {: 
if t E {c - c : n, m E ~. n > m} , 
n m 
else. 
D 
Then f is the indicator function of a countable dense set in [0, 00 ) and there-
fore does not satisfy the Riemann integrability condition of theorem 4.4.4. 
For this f the left-hand side of (4.4.1) equals 1 a.s., whereas the right-
hand side is zero. 
4.4.6. Definition. Let f be a Borel measurable function on [0,00 ) such that 
J; e-t fj(t)dt exists and is finite as Lebesgue integral for j = 1,2. Then 
M(f) 
D(f) 
Joo -t := f(t) e dt, 
0 Joo 2 -t 2 ~ : = ( O f ( t) e dt - M ( f) ) . 
If f is a Lipschitz function, then f(t) 
D(f) exist. 
O(t) fort + 00 , so M(f) and 
4.4.7. Theorem. If f is a Lipschitz function on [0, 00 ) and 
(4 .4.2) 
then 
l~=l A~ lim ----"''--.-
n+oo (In A )2 
lk=1 k 
o, 
(4.4.3) 
l~~;]f(11k) - n M(f)I 
n 2D(f) 
d 
+ }'!:, 
where}'!: is the Wiener process. 
Proof. From (4.4.2) it follows that 
lµ (n) ;\2 lµ(n) k=1 1 A2 + (4.4.4) k ~ n-2 n~~~) A ) 2 k=1 k k 
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0 for n + 00 • 
By theorem 4.2.5 the random variables f(1:k_) are independent and identically 
distributed with mean M(f) and variance n2(f). Hence by theorem 1.5.4 a) and 
remark 1.5.5 formula (4.4.3) is true with 1.k instead of .!.Ix· By lemma 1.3.11 
it is sufficient to prove that 
Therefore, by lemma 1.3.13 we have to prove that for all T > O 
Let q be as in 4.4.1. Then the left-hand side is not larger than 
( [nT]+1)~ ([ T]+l)-~ 1[nT]+1 0 
n q n lk=1 -'ii:' 
which vanishes in probability for n + co by (4.4.4) and theorem 4.3,7 
1 
(ii)=;.(iv) with ~(t) := t 2 • 0 
4.4.8. Theorem. If f is a Lipschitz function on [0,00 ) and 
l~= 1 A~ lim ~~~~~~~~~~~---.-
n+oo (L~=l Ak . log log l~=l ;\k) 2 (4.
4.5) o, 
then 
1[n.] f( ) - nM(f)I lk=1 ..!l.k 
(4.4.6) 1 ~K a.s., 
(2nD(f) log log n) 2 
where K is Strassen's set of limit points. 
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Proof. Completely analogous to the proof of the preceding theorem. By 
theorem 1.5.9 a) formula (4.4.6) holds with ~k instead of ..!lk and 
1 
by (4.4.5) and theorem 4.3,7 (ii) =>(iii) with ip(t) := (t log log t) 2 for 
t > e. 0 
4.4.9. Corolla.ry. Let f be a Lipschitz function on [O,oo). If (4.4.2) is sat-
isfied then all assertions of lemma 1.5.6 hold with 
In particular they hold with 
Xn(t) := .I.[nt]- nt 
(choose f(t) := t fort?: o). 
If (4.4.5) is satisfied then 
l~=1 f(..!lk) - nM(f) 
lim sup 1 
n-+= (2n D(f) log log n) 2 
In particular 
1n - n 
lim sup ---=-----.... 
n-+= (2n log log n) 2 
for t > O. 
for t > o. 
a. s .. 
a.s .. 
4.4.10. Corrrpa.rison of the theorems of seations 3.4 and 4.4. 
Recall that in this chapter (4.2.1) is assumed, so 0 2-_Pk < 1, Pk+ 0 
and lPk = 00 • Theorem 3.3.4 states that 
\'L(n.) 
lk=1 Pk - nI ~ W (4.4.7) 
without further conditions on pk, whereas theorem 4.4.7 with f(t) := t for 
t .:_ 0 implies that 
(4.4.8) 
,en. J I 
lk=1 ..!lk - n l1_(n.) (- log(1 - p )) - nI k=l k ~ w 
n2 n2 
provided that condition (4.4.2) is satisfied. It is clear that (4.4.7) and 
75 
(4.4.8) hold simultaneously if 
(4.4.9) -~11.(n.) + ( ))d n lk=1 (pk log1-pk +O, 
and it is not hard to prove that (4.4.9) is also a necessary condition. Now 
(4.4.9) is equivalent to 
-~ 1 L(n) 2 d 
n lk=1 Pk + 0, 
which in its turn is equivalent to 
(4.4.10) -~ 1L(n) ,2 ~ n lk=1 "k O, 
since pk ~ Ak fork+ oo, Now (4.4.10) and (4.4.4) (and therefore (4.4.10) 
and (4.4.2)) are equivalent, as follows from the proof of theorem 4.3.7 
(ii)=*(iii). So we see that condition (4.4.2) in theorem 4.4.7 is essential 
and cannot be improved. Similar remarks can be made about condition (4.4.5) 
in theorem 4.4.8. 
In the remaining part of this section we shall prove analogues of 
theorems 4.4.7 and 4.4.8 for a wider class of functions f. 
4.4.11. Definitions. Let f be a real function on [O,oo), then for each sub-
interval A c [0,oo) 
VI' := vf(A) := sup jf(s) - f(t) I 
s,tEA 
is the va:riation of f on A, and 
sup 
n€1N 
is the total variation of f on A. If TVf(K) < oo for all compact subintervals 
K of [0, 00 ), then f is of locally bounded total variation. 
4.4.12. Property. If f is a function on [0, 00 ) of locally bounded total va-
riation, then there exist two nonnegative nondecreasing functions f 1 and f 2 
on [O,oo) such that f 1(o) = f 2(o) = 0 and 
76 
for t > 0. 
(Choose f 1(t) := TVf(O,t] fort> 0). 
4.4.13. Notations. 
a) K(t) := sup A = supremum of the lengths of the intervals (ck-l' ck] 
k.'.'._)J ( t) k 
which are totally or partially contained in [t,oo); 
K is nonincreasing; K(t) + 0 for t + "°· 
{: 
if t E A, 
b) XA ( t) := 
else 
for subsets A of IR. 
4.4.14. Lemma. If f is a Borel measurable function on [0,00 ), then with pro-
bability one 
(4.4.11) If( n ) - f( 1'. ) I < r : = 
--n l:l -11 
for sufficiently large n ("sufficiently" depending on chance}. The r are 
-n 
independent nonnegative random variables (eventually defective), and 
E rj < d~n} '1'.(f,K(~n)) 
-n - J 
for n E IN, j E [ 0 , 00 ) , 
where 
'!'.(f,E) :=I"' e-ve: VJf.[ve:,(v+2)e:J. J lv=O 
Proof. If 
(4.4.12) 
then it follows from~ E [vK(~n),(v+1)d~n)] that~ E [vK0n),(v+2)K(~n)J 
and thus If(~) - f(~)j .:_ Vf[vK0n),(v+2)K0n)J. So (4.4.11) is true if 
(4.4.12) is. But o <A ( ) < K(T ). By the monotonicity of K and theorem 
-n- µ~ - -n 
4.2.6 we have K(T ) < K(~n) a.s. for sufficiently large n. For these n 
-n -
(4.4.12) holds and so does (4.4.11). 
The r are independent because the r are. We obtain the formula for 
-n . -n ~ if we replace Vf by V~ (= jth power of Vf) in the right-hand side of 
(4.4.11), since with probability one at most one term in the series differs 
from zero. So 
J (v+1)K(~n) . \ 00 e-Xdx VJf[VK(~n), (v+2)K(~n)J lv=O VK0n) · 
4.4.15. Lemma. Let ~be a positive nondecreasing function on [0,00 ) and fa 
Borel measurable function on [0,oo). If 
(4.4,-13) lim ~~n) l~=l K0k) 'l'j(f, K0k)) O for j = 1 and 2, 
n-+<>0 
then 
(4.4.14) lim ~~n) I~=l jf(..!Jx) - f(~) I = O a.s .• 
n-+<>0 
Proof. Combining lemma 4.4.14 and (4.4.13) we obtain for n + 00 
1 ,n 1 ,n 2 ~(n) lk=1 var ~ ~ ~(n) lk=1 E ~ + O, 
1 ,n ~(n) lk=1 E .!:.k + O. 
Moreover, the ~ are independent and by theorem 6.3 it follows that 
(~(n))- 1 I~=l .!:.k + 0 a.s .• Now (4.4.11) implies (4.4.14). D 
4.4.16. Theorem. Let f be a Borel measurable function on [O,oo) such that 
J~ e-tfj(t)dt exists as a finite Lebesgue integral for j = 1 and 2. 
1 
a) If (4.4.13) is satisfied with ~(t) = t 2 , then 
I~~1Jf(l4t) - nM(f)I d 
(4.4.15) + w, 
n 2D(f) -
where }i is the Wiener process. , 
b) If (4.4.13) is satisfied with ~(t) = (t log log t) 2 fort> e, then 
I~~1Jf(llx) - nM(f)I 
(4.4.16) ~K a.s., 
n 2D(f) 
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where K is Strassen's set of limit points. 
Proof. Formulae (4.4.15) and (4.4.16) hold with~ instead of .!Jx• By lemmas 
4.4.15 and 1.3.11 or 1.3.7 they follow as they stand. O 
The conditions on f in the above theorem are rather awkward. Their 
meaning becomes more apparent in the next two lemmas, of which the proofs are 
postponed to the end of this section. 
4.4.17. Lemma. If 
(4.4.17) 
then ~.(f,E) = 0(1) for E + O and j = 1 and 2. J 
4.4.18. Lemma. If$ is a positive nondecreasing function on [0,00 ) such that 
sup <J>( 2n) < oo, 
nEIN $(n) 
and if (Ak)~= 1 is nonincreasing, then 
(4.4.18) 1 1µ(n) 2 . . 1 1n $(n) lk= 1 Ak + 0 if and only if $(n) lk=1 K(~k) + o. 
Combining 4.4.16, 17 and 18 we obtain 
4.4.19. Theorem. Let f be a function on [O,oo) such that 
I: (TVf[O,tJ) 2 e-tdt < oo 
and let (Ak)~= 1 be nonincreasing. Then (4.4.2) implies (4.4.3) and (4.4.5) 
implies (4.4.6). 
With respect to theorems 4.4.7 and 8 we have gained that the limit re-
sults also hold for functions f like f(t) = tn (n E IN) or f = xA with A a 
subinterval of [O,oo), 
If (4.4.17) holds then clearly (4.4.13) is satisfied with $(t) = t. 
Therefore we obtain the following variant of theorem 4.4.4 with another con-
dition on f. 
4.4.20. Theorem. If f is a function on [0, 00 ) such that condition (4.4.17) is 
satisfied, then (4.4.1) holds. 
Proof of Zemma 4.4.17. Suppose first that f is nonnegative and does not de-
crease. Then (4.4.17) reduced to f~ f 2(t) e-tdt < oo and hence 
00 -t J0 f(t) e dt < oo, Setting f(t) := O fort< Owe have 
-1 (£3£ rf(t) -t r f( t) -t = £ e dt - e dt) = 
2£ 0 
-1 ((e3£-1) 1: -t 3£ J2£ -t £ f( t) e dt - e 0 f( t) e dt) + 
+ 3 1: f(t) e-tdt - 2f(O+) for £ + o. 
. . ( )2 2 2 Further, by the inequality b-a .::._ b - a for O < a < b 
100 -v£ 2 2 
.::._ lv=O e (f ((v+2)£) - f (v£)) 0(1) for 
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£ + o, 
as is shown above. If more generally f satisfies (4.4.17), then f is of lo-
cally bounded total variation. Using the decomposition of 4.4.12 we have for 
j = 1 and 2 
loo -VE j ~j(f ,£) = lv=O e Vf[v£, (v+2)£] .::._ 
.::._ l:=O e-VE(Vf [VE, (v+2)£] + Vf [v£, (v+2)£J)j < 
1 2 
< 2j- 1 l~=O e-v 8 (V~ 1 [v£, (v+2)£] + V~2 [v£, (v+2)£]) 
= 2j-1 (~j(f 1 ,£) + ~j(f2 ,£)) = 0(1) for£+ O. 
Proof of Zemma 4.4.18. The right-hand formula in (4.4.18) is equivalent to 
1 1n 1 1n (4.4.19) cp(n) lk=1K(k) = cp(n) lk= 1\(k) + 0 for n + 00 • 
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Now the left-hand formula in (4.4.18) follows from (4.4.19) since 
\µk __ (n1) A2 = ,n \µ(j) 2 \n lµ(j) A < 
l k lj=1 lk=µ(j-1 )+1 Ak ~ lj=1 Aµ(j-1 )+1 k=µ(j-1 )+1 k -
Conversely, the left-hand formula in (4.4.18) implies (4.4.19) since (with 
k0 so large that Aµ(ko) < 1) 
\µ(n) A2 ,n A ,µ(j) 
Lk=µ(k 0 )+1 k::... Lj=k0+1 µ(j) Lk=µ(j-1)+1 Ak::... 
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4.5. EXAMPLES. 
We shall apply the results of the preceding section. First we consider 
the epochs of records, which were introduced in section 2.2. Because of 
condition 4.2.1 we cannot take pk 
allowed. So we choose 
1/k for all k .::_ 1, since p 1 = 1 is not 
{ 
0 if k = 1' 
(4.5.1) Pk:= kl 
if k > 2. 
( ) . . . . th d As a consequence 1. n is now the index of that lk which is the n recor 
after J;.1• In other words: the b_(n) of the present section equals 1_(n+1) of 
section 2.2. This change does not affect the limit theorems in terms of L 
as can easily be verified in each case. 
From (1) it follows that 
(4.5.2) 
A = k 
c := 
n 
T := 
-n 
{: log I 1 - ~I if k = 1, if k ::... 2; 
for n E IN; 
cL(n) = log b_(n) for n E IN; 
- b_(n) 
~ := ~ - ~-l log b_(n- 1) for n > 2. 
In the following theorem we list some results concerning the epochs of 
records in order to demonstrate the power of the theorems of the preceding 
section. In R~NYI (1962 a)assertions a), b) and c) of this theorem were 
proved. The other results seem to be new. Results like Renyi's for b_(n) are 
proved for the differences b_(n) - b_(n-1) in NEUTS (1967), STRAWDERMAN & 
HOLMES (1969, 1970) and in a very elegant way in SHORROCK (1972). 
4.5.1. Theorem. If .!:i_(n) is the epoch at which the nth record occurs as de-
fined in section 2.2 or as in the present section, then 
1 
a) a. s.; 
n-+<» 
n+oo 
log L(n) 
lim P{----.---- ~ t} 
n2 
- n 
b) <l> ( t) for t E IR; 
log .!:i_(n) - n 
c) lim sup a.s.; 
n-+oo n 
log .!:i_(n.) - nI d d) 
-+ JI., 
n2 
where JI. is the Wiener process; 
log b_(n.) - nI 
e) v->K a.s., 
(2n log log n) 2 
where K is Strassen's set of limit points. 
1 
f) lim P{n- 2 sup (log .!:i_(k) - k) > t} 2( 1-<l>(t)) for t ::_ O; 
g) 
h) 
i) 
j ) 
n->-oo 1 <k<n 
lim P{n k -1 £ k:_(k)::_e 2 1 ~ t} = - arcsin t 2 for 0 < t ~ 1; 1T 
1.5k:::n 
L(n-1 ) 
the sequence (---)"° 
.!:i_(n) n=1 is a.s. uniformly distributed in [0,1]; 
tl~=1 ~~:~ 1 ) - ~n } lim P --.--- ~ t = 
n+oo (n/12) 2 
lim sup 
n-+oo 
L(k-1) l n -
--- ~n k=1 .!:i_(k) . -
((n/6)log log n) 2 
<!> ( t) for t E IR; 
a.s. 
Proof. 
a) From theorem 4.2.6 it follows that (log b_(n))/n-+ 1 a.s .. 
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b) Follows from d) by lemma 1.5.6 a. 
c) Follows from e) (cf. proof of lemma 1.5.12). 
d) Apply theorem 4.4.7 with f(t) := t fort> o. 
e) Apply theorem 4.4.8 with f(t) := t for t > O. 
f) Follows from d) by lemma 1.5.6 b. 
g) Follows from d) by lemma 1.5.6 c. 
h) See the proof of theorem 4.4.4. 
i) Follows by lemma 1.5.6 a from theorem 4.4.7 with f(t) := e-t fort.'.'.... O. 
j) Follows along the lines of the proof of lemma 1.5.12 from theorem 4.4.8 
. ( ) -t with f t : = e for t .'.'.... O. D 
Next we suppose 
(4.5.3) 
The conditions (4.2.1) on p are satisfied for a€ (0,1). In this case we 
n 
have 
1-a 
c = \n A ~ .£E__ for n -+ 00 , 
n lk=1 k 1-a 
and hence 
cb,1-a(n) 
1n = cb,(n) ~ 1-a for n -+ ao, 
Consequently we obtain by theorem 4.2.6 
4.5.2. Lemma. If (4.5.3) holds then 
1,(n) ( ) 
lim _11,..,.(_1 -a~) = ( 1~ci) 1/ 1-a 
n-+m n 
a.s. 
An important question is to settle for which values of a conditions 
(4.4.2) and (4.4.5) are satisfied. For 0 < a < ~ we have 
l~=1 A; (1-a)~ c3/2 l 
-=------.... ~ ~ ----- n2 (L~= 1 Ak) (1-2a) 
for n -+ 00 , 
whi~h vanishes if and only if a > }. So condition (4.4.2) is satisfied if 
and only if a>} (for~ ~a< 1 a direct verification is easy). For exactly 
the same values of a condition (4.4.5) is also satisfied. 
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If we , still assuming (4.3.5), are interested in limit results which 
can be obtained by substituting f(t) := t in the limit theorems of the pre-
ceding section, then theorem 3.4.4 is a better instrument, since there con-
ditions like (4.4.2) and (4.4.5) are not required (see application 3.4.8 b 
for an evaluation of the present case). However, if we are interested in 
other results obtainable only by substituting other functions than the iden-
tity map, then we have to use the theorems of the preceeding section at the 
1 
cost of extra conditions on pk entailing that a should be larger than 3· 
4.6. TAIL LIMIT THEOREMS 
All results of the preceding sections are based on the fact that for 
large n the Il,i are approximately equal to the 1n• which are independent and 
all have the same exponential distribution with mean 1. In some sense the 
n also have these properti~s in the limit, as the following theorem shows. 
;:te that besides (4.2.1) nA other conditions are imposed on (pk) or (Ak). 
4.6.1. Theorem. For n + oo 
a) 00 d (Il,i+k)k=1 + £, 
b) 00 d (1n+k - 1n)k=1 + ~ 
as random elements in ~-
Proof. a) We have~ g (1n+k):= 1 for n E W, hence (1n+k)~= 1 ~ ~· Further for 
each k E W 
n+k - C = a + 0 a.s. for n + oo, 
--n -n+k --n+k 
d Hence ~+k - ~+k + O and a) follows by lemma 4.1.2. 
00 \k 00 w ~ 
b) The map (xk)k=l ,_,. (lj=1 xj)k=l from~ onto R is continuous. Hence by 
theorem 1.1.6 
) 00 d \k )00 g t. (1-n+k - 1n k=l + (lj=1 ~j k=1 0 
From theorem 4.6.1 a) it follows that for each m E W the distribution 
function of (~+k)~= 1 converges to that of (£~= 1 ). The following theorem 
provides bounds for the difference between these distribution functions. 
4.6.2. Theorem. If n, m E ~. t 1 , t 2 , ... , tm E (0, 00 ) and~' is one of the 
intervals [O,tk), [O,tk], [tk,oo), (tk,oo) fork= 1 ,2, •.. , m, then 
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m m 
IP( n {~+k € Ak} - IT 
k=1 k=1 
with K as defined in 4.4.13 a. 
Proof. We shall use the inequality 
( 4. 6. 1) 
r e-tdtl < 
J -
~ 
(E e 
K( T 
-:n 
) 
-t 
1) l~=1 e k 
Since 1n+k ~~+k = 1n+k + ~+k < 1n+k + K(~), we have by (4.6.1) 
m m 
IP( n {~+k € Ak} - P( n {1zi+k € Ak}) I < 
k=1 k=1 
Now K(~) and 1zi+k are independent by lemma 4.2.6, so the last sum equals 
z:m E k ft 
k= 1 (t -K(T )t 
k -:n 
1) l~=1 
m m 
Now the theorem follows, since P( n {1zi+k € ~}) = IT 
k=1 k=1 
f -t e dt. 
l\ D 
Analogous theorems can ~e proved for UtT with t + oo (theorems 4.6.1 
and 4.6.2 deal in fact with U-nT). However, the proofs are a little compli-
- c 
cated. We therefore confine out attention to U nT for n + oo. This restriction 
is sqmewhat justified by the following consideration. Assertions in terms 
of U-:n.!. = (~+k)~=l can be t~anslated into assertions concerning Cf.k)~=L(n) 
and assertions in terms of U nl into assertions concerning (.fx)~=n· But-
assertions concerning UtT for t > O have no appropriate equivalent in terms 
of (.f.k) . 
4.6.3. Definition. For k, n € ~ 
a) distance between the (k-1)st and kth T 
-m 
right from en, en itself being the "zeroth" 
(n) (n) oo 
!l := (!J.k )k=1; 
such -1m, 
b) (n) 1.k 
c 
c + (U n_:dk-1 
:=(Un 1.)1 distance between the (k-1)st T after 
-m 
en and the first ~· after this .:Em· 
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(n) 
As in theorem 4.2.5 it follows that for fixed n the 1.k are independent 
and exponentially distributed with mean 1. Further we have fork, n Em 
(n) (n) 
0 .::_ ~ - ~ .::_ ~up ;\ . 
J>n J 
K(c 1). 
n+ 
Now the following two theorems can be proved in exactly the same way as 
theorems 4.6.1 and 4.6.2. 
4.6.4. Theorem. For n + oo 
a) (n) d 
.11 + 1_, 
b) 
4.6.5. Theorem. If n, m E ITT, t 1 , t 2 , ••• , tm E (0,oo) and~ is one of the in-
tervals [O,tk), [O,tk], [tk,oo), (tk,oo) fork= 1,2, •• ., m, then 
(rr~n) E ~}) - ; J e-tdtl .::_ 
k=1 
m 
IP( n 
k=1 
Ak 
ITT 4.6.6. Corollary. If his a measurable map from R 
then for n + oo 
} if P(.< ' Di'' hl 
a) h( (~+k):= 1 ) ~ h(1.) 
b) h(.!J.(n)) .1 h(.f.) 
c) 
d) 
h( (-UCT +k - l_n):=1) ~ h(!_)} 
if P{i E Disc h} 
h(U n_:~J _CJ: h(!_) 
O, 
o. 
into a metric space S, 
Now we want to compare Nt(A) and NT(A) for subintervals A of (0, 00 ). We 
shall see that Ni(A) and Nl(A) are equal with large probability if A lies 
far from zero and its length is not too large. However, here we meet an 
f . if e feet we could neglect until now: two or more 1u generate only one 1m 
they fall both in one interval (ck_1 ,ck]. This hardly affects the relation 
between .!lui and~· The corresponding 2ru = .!lui - ~ is a little bit larger, 
but not larger than ;\L(m), and just this fact we used before. It is clear 
that due to the same -;;-oincidence the relation between Nt(A) and NT(A) is 
rather complicated. Therefore, compared with theorems 4-:-6.2 and 4-:-6.4 the 
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upper bounds in the next theorem are of another type and much cruder. 
4.6.?. TheoPem. If A1, A2 , ••• ,An are finite subintervals of (o,~) and 
n B c IN0 , then 
(4.6.2) 
n 
j: (c. 1,c.] nu ~:f r/J J- J k=1 
P:t'oof. The le~-hand side in (4.6.2) is not larger than 
n 
P( u N_T(~) :/: N_t(~).) ~ 
k=1 
~ P( 
j 
< 
u n 
(c. 1 ,c.] n u ~ = r/J J- J k=1 
j : (c 1,c.l n n A. :/: r/J J- J kM1 -K. 
Nt(c. 1 ,c.J > 1} < 
- J- J 
P{Nt(c. 1 ,c.J > 1}. 
- J- J 
-A. 
But P{N (c C J 1} 1 - (1+'.) e J < ' 2. t . 1• . > = I\ I\ 
- J- J J - J 
4.6.8. Rema.Pk. Note that 
n n 
= ~) jP( n {Nt(~) = vk}) - P( n {NT(~)= vk})i. 
( )n ~ k=1 - k=1 -
vll:. k=l€ ~ 
Apparently the' r.iglrt-haiicl side of (4.6.2) is also an upper bound for this 
expression. Related results were obtained in HODGES & LE CAM (1960). 
0 
We conclude with a result about convergence of moments. From corollary 
4.6.6 a) with h (~)~=l >+ x1 we obtain that 
or, equivalently, 
lim P{ n < t} 
-n -
n-+oo 
1 - e-t fort > O. 
The following theorem expresses that all moments of ~ converge to the cor-
responding moments of !_1. 
4. 6. 9. Theorem. 
Cl 
lim E ~ r(a+1) for a> o. 
n-+oo 
Proof. For a > 0 we have 
r (a+ 1 ) ' 
d since~= !_1• By definition 4.2.2 c) we have for natural m 
m m )m m 
0 ~ E ~ - E ~ = E( (~ + ~ - ~) 1m (m) E £ i:m-k < lk=1 n " -'1:l 
It follows that supnEW E ~~ < oo. This combined with ~ ~ ~1 implies that 
a 
lim E ~ 
n->-oo 
E ta for 0 < a < m 
-1 
(cf. FELLER (1971, example e) onp. 251-252)). Sincemmaybe any natural 
number, (4.6.3) is proved. 
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4.7. APPLICATIONS TO EPOCHS OF RECORDS; A PARTICULAR SEMIGROUP OF PROBABILITY 
DISTRIBUTIONS 
All results of this section concern epochs of records, so formulae 
(4.5.1) and (4.5.2) apply. 
4.7.1. Example. Upper bounds in theorems 4.6.2 and 4.6.5. 
( i) 1 00 -n -n 1 ~ lk=2 k ~ 2 for n ->- "'· 
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(ii) 
Proof. For n .:::_ 2 we'have 
exp K(~) = exp A,1.(n) 
t 
< 1 + (e-n-1 )- 1, 
since t < T • Hence for n > 2 
-n --n 
1 + (f=.(n)-1 )- 1 1.i -1 1+(e -1) < 
n-1 -t 
t e dt 
( n-1 ) ! ( et -1 ) 
l oo Joo tn-1e-(k+2)t = loo (k+2)-n k=O O (n-1) ! lk=O 
K(cn+1) An+1 1 
e - 1 = e - 1 = - for n E IN. 
n 
4.7.2. Example. For n +"'we have 
(!=.( n+k-1 l\00 ~ 8 
\1.(n+k)Jk=1 -
0 
where ~ = (~k)== 1 is a random element in RN such that the ~k are independent 
and have a rectangular distribution on [0,1]. 
oo -xk oo IN IN Proof. The map h : (xk)k= 1 ,...._ (e )k= 1 from R into R is continuous. Apply 
corollary 4.6.6 a) and note that h(_r;) g ~· D 
4.7.3. Corollary. If m EN, t 1 , t 2 , •.. , tm E [0,1], then 
m 1.(n+k-1) 
lim P( n { b_(n+k) .::_ tk}) = t 1t 2 . · .tk. 
n+oo k=1 
This result has been discovered by many authors, often only for m = 1. 
00 IN I"' I I 4.7.4. Example. If (ak)k= 1 ER and lk=1 ak < oo, then 
f=.(n+k-1) 
a k f=.(n+k) ~ I"' a e lk=1 k -k for n + "'• 
Proof. The function (xk)== 1 >+ l== 1 ak xk on [0,1]1N is continuous. Combine 
theorem 1.1.6 and example 4.7.2. D 
4.7.5. Example. Let a E (O,oo), Then 
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(4. 7 .1) 
with .l2_ = (&_k)~= 1 as in 4.7.2 (the distribution of the limit will br. discussed 
in 4.7.7, 8 and 9). 
Proof. In 4.7.6 it will be proved that the map 
from [0,1]~ into [0,oo] is not continuous, but is lower semicontinuous, i.e. 
-1( -1 h c,oo] is open for each c € [O,oo) or, equivalently, h [O,c] is closed for 
a a 
each c € [0,oo). Hence by theorem 1.1.2 (i)==>(ii) 
But 
Hence 
b_(n+k-1) 
_k(n+k) 
Consequently, 
-.lln+k -~+k 
e < e 
L(n+k-1) 
P{ha((J:(n+k) )~= 1 ) ~ c} ~ P{ha(Q) ~ c}. 
This combined with (4.7.3) gives 
and (4.7.1) is proved. D 
4.7.6. Lemma. The map ha defined by (4.7.2) is lower semicontinuous but not 
continuous. 
Proof. We have h = h1 o ga' where ga is the map 
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IN from [O, 1] onto itself. Clearly ga is a homeomorphism, so we need prove the 
lemma only for a= 1. Now 
-1 h 1 [O,c] = IN 'i'n k n {x E [O, 1] : lk=l Ilj= 1 x . .:_ c} 
n=1 J 
is closed as intersection of closed sets, so h1 is lower semicontinuous. Next 
-1 . 
we shall show that h 1 [O,c) is not open for any c > O, so h is not continuous. 
Take x = (x1,o,1,1,1, ••• ) with O < x1 < min{c,1}. Then h 1(x) = x1 E [O,c). 
Set for n ~ c/x1 
(n) 
x := ,1,1, ..• ,1,0,o, ... ). 
(n-1 )times 
-1 h 1 [O,c). 
D 
Next we shall study the probability distribution of the limit in theorem 
4.7.5, which is of independent interest. 
4.?.?. Theorem. Let (!Z_k)~= 1 be a sequence of independent random variables 
which are rectangularly distributed on [0,1] and set 
(4.7.4) for a > O, 
for t E IR. 
Then 
fooo t fs1-e-x a) e-s dQa(t) = exp(-a 0~x~ dx) for s E C, 
b) Qa is absolutely continuous with density 
for t > O. Here y is Euler's constant. In particular 
(4.7.5) for 0 < t < 1. 
c) The QC! form a convolution semi group of distribution functions: 
Qa * QB = Qa+B for Cl' f3 > o. 
d) The function qa satisfies the differential - difference equation 
(4.7.6) tq' (t) + ( 1-a) q (t) + aq (t-1) = O 
Cl Cl Cl 
(t>1). 
e) The function q (t) decreases for sufficiently large t. 
a 
Proof. a) We first show that Q is a nondefective distribution function. By 
a 
the strong law of large numbers we have with probability one 
(TI~ e ya) 1/k - xp .L 1k log e.->- exp l E log _e1 J=1 -J - e ak lj=1 -J a 
-1/a 
e < 1 for k ->- oo, 
Hence the series in (4.7.4) converges a.s. and, consequently, 12a and Qa are 
not defective. From the definition of 12a it follows that 
(4.7.7) 
with JZ.1 and E~ independent and~ g 12a· Hence for s > 0 
-s:12a ( 1 I a ( , ) ) 
cp(s) := E e = E exp -s.!2,1 1+pa = 
J1 1/a 1/a -a Js -x a-1 0 cp(sh ) exp(-sh )dh =as 0<P(x) e x dx. 
Multiplying both sides by sa and differentiating we find 
-s 
ae s a-1 cp ( s) . 
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All solutions of this differential equation are 
of a) multiplied by a constant. Since Qa is not 
the solution cp satisfying cp(o) = 1. This proves 
equal to the right-hand side 
oo -st ( ) defective,!0 e dQa t is 
a) for positive real s and, 
consequently, for complex s by analytic continuation. 
b). We shall invert the Laplace-Stieltjes transform in a): 
Js 1 - e-x exp - a dx 
0 x 
~(f 1 1 - e-x 
exp - ~ 
0 x 
exp - a(y +log s + 
-sy 
_e_ dy) 
y 
Js dx + J"° e:x dx) 1 x s 
= e-ay s-a 100 ~ ( _e_ d )k = k Joo -sy 
lk=O k! 1 y y 
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-ay( -a \"° (-a)k Jco J"°, exp(-s s:~=1 Y,j) 
= e s + lk=1 ~ 1 • • • 
-ay(Jco -st ta-l 
= e 0 e r (a) dt + 
+ I==1 ¥I:··· ( re-st 
I~=1Yj 
\k )a-1 (t-l·-1Y· 
,J- J dt 
r(a) 
dy1 ••• dyk) = 
y, ... yk 
= Jco -st e-ay ( a-1 
0 e r(a) t + 
CO (-N)k J J dy, •.. dyk k 1 \ k~ ... ---'---=(t-'. 1y.)a- )dt= lk=1 • Y1 • • •Yk lJ= J 
y. > 1 
J 
I~=1 yj < t 
= Jco e -st dQ ( t) • 
0 a 
It follows that Q is absolutely continuous with density q as given in the 
a a 
theorem. 
c) Immediate consequence of a). 
d) Since the density q apparently is continuous for t > O, we have 
a. 
Q'(t) = q (t) fort> o. From (4.7.7) it follows that fort> O 
a a. 
Q (t) = f 1Q (th-l/a. - 1)dh =a.ta. J"° Q (u-1) d~1 • 
a. O a. t a. ua. 
Since the last integrand is continuous, we can conclude once more that Qa. is 
differentiable on (0,co) and, moreover, that 
(4.7.8) q (t) = a.2ta.- 1J00 Q (u-1) ~ - .f!. Q (t-1) = 
a. t a. ua.+1 t a. 
=_ta. (Q (t) - Q (t-1)) =_ta. ft q (u)du 
a. a. + a. 
(t-1) 
fort > O. By multiplying by t and differentiating we obtain (4.7.6). 
e) From (4.7.5) and (4.7.8) it follows that q (t) > 0 fort > o. If 
Cl 
0 <a< 1 then q (t) < 0 fort> 1 by (4.7.5) and (4.7.6), so q (t) de-
- a. a. 
creases fort> 1. Next suppose a.> 1. Then q'(t) exists for all t > O (in 
a 
particular fort= 1) and, moreover, is continuous. Suppose that the set 
{t : q'(t) > O} is unbounded. Certainly the set {t : q'(t) < O} is unbounded, 
a - a. 
since 1;q~(t)dt = 1 < "°• Hence the set Z of those t 0 such that 
1) ~(t0 ) = O, 
2) there exists an E > O such that ~(t) ~ O and <\x(t) > qa(t0 ) for 
t 0 - E < t < t 0 , 
is not empty. Further Z 
t 0 e z. From (4.7.6) it 
c ( 1 •"') , since q' ( t) > 0 for 0 ~ t < 1. Take a 
a 
follows that 
a-1 q ( t-1 ) > - q ( t) 
a - a a 
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Hence qa decreases in (t0-1-E, t 0-1) and, since qa(t0-1) < qa(t0 ), must start 
increasing somewhere between t 0 - 1 and t 0 - E· Therefore Z contains also a 
point < t 0 . Let z be the infimum of z. It is impossible that z e z. Therefore 
there is a sequence (t ) of points in Z such that t + z. But then z is a 
n n 
zero of q', since the t are and since q' is continuous. Consequently, 
a n a 
q (z-1) = a-l q (z) < q (z) 
a a a a 
Now choose at such that t < z + 1 and q (t -1) < ~(q (z-1) + q (z)) < 
n n a n a a 
< q (z). Then q must start increasing somewhere between t - 1 and z, 
a n 
having decreased on the left-hand side oft - 1. Hence Z contains a point 
n 
smaller than z. Contradiction •. We conclude that Z is empty. Consequently, 
{t : q'(t) > O} is bounded and e) is proved for a> 1. 
a -
4.7.8. Remaroks. 
D 
a) In a) of theorem 4.7.7 the Laplace-Stieltjes transform of Q is written 
a 
in the standard form of FELLER (1971, th. XIII. 7.2) for Laplace-
Stieltjes transforms of infinitely divisible distribution functions con-
centrated on [O,=). 
b) The function q1 occurs in the theory of primes (see DE BRUIJN (1951 a) 
and VAN DE LUNE & WATTEL (1968)), and in the theory of symmetric groups 
(see GONCAROV (1944, p. 44-46)). The differential-difference equation 
axf'(x) + f(x-1) = O, which coincides with (4.7.6) for a= 1, was 
studied in BEENAKKER (1966). A table of eyq1(t) is contained in 
VAN DE LUNE & WATTEL (1969). 
c) The terms of the sum in the expression for qa(t) in theorem 4.7.7 b) 
vanish for k > [t]. So the sum is finite for each t > o. Note that for 
a > 1 each term in this sum diverges to infinity as t + "'· However, the 
terms strongly cancel, since q (t) =exp(- t log t (1+o(1))) fort+ 00 Cl 
(see lemma 5.7.9). 
d) From 4.7.7 b) it follows that fort E [0,1] 
1 I a So, given~ -2_ 1, ~has the same distribution as the first term .!!_1 
of the series in (4.7.4) which defines~· 
The asymptotic behaviour of q1(t) fort+ oo was studied in DE BRUIJN (1951 b). 
In the next lemma one of his results is generalized to q (t) with a > O. 
Cl 
4.7.9 Lemma. Fort+ oo 
(4.7.9) q (t) 
Cl 
exp(- t(log t +log log t - (1+loga)(1 + ~1~) + log t 
2 
+log log t + O((log log2t) ))). 
log t (log t) 
Proof. The proof follows the arguments of DE BRUIJN (1951 b) combined with 
those of example 4b in DE BRUIJN (1950). Here we indicate only how to modify 
his arguments in order to obtain (4.7.9) also for a~ 1. First we remark 
that, without affecting the results, we can weaken the conditions in the de-
finitions and theorems of DE BRUIJN (1950) by requiring them only for some 
neighbourhood of infinity instead of for [0,oo) or [1 ,oo). We cannot apply his 
results as they stand, since q (t) + oo fort+ O if O <a< 1. Moreover, Cl 
q (t) starts increasing at t = O if a> 1, so a literal transcription of the a 
arguments is his example 4 b is impossible. It is, however, sufficient that 
qa(t) decreases for sufficiently large t, and so the conclusions of example 
4 b remain valid. 
Now, following the arguments of DE BRUIJN (1951 b) we can prove that there 
exists a positive constant C, such that for t + oo 
(4.7.10) 
where t;(u) 
It follows 
(4. 7 .11) 
1 r(t/a) s s q (t) = (C + O(t- 2 )) exp(- a se e +1 ds)' a s 
0 
is the positive root of the equation et; - 1 
that 
- log q (t) 
a 
t 
- a log q (-) + 0(1) fort+ oo 1 a 
ut;. 
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and then (4.7.9) follows from the special case a= 1 already obtained in 
DE BRUIJN (1951 b). Of course (4.7.9) can be obtained also directly from 
(4.7.10). 0 
Remark. An easier proof starting from (4.7.9) for a 
one could prove (4.7.11) directly. 
1 could be obtained if 
4.7.10. Remark. From (4.7,9) and 
Joo -u log u 1 -t log t e du ~ ~~- e t log t 
it follows that 
- log (1 - Q (t)) ~ t log t 
a 
for t + 00 
for t + co, 
F.W. Steutel (oral communication) proved that all infinitely divisible 
distribution functions F satisfy 
- log(1 - F(t) + F(- t)) O ( t log t) for t + co 
unless F is normal or degenerate (a slightly weaker result was given in 
HORN (1972)). So we see that the tail of Q is approximately the thinnest 
a 
possible for infinitely divisible nondegenerate distribution functions con-
centrated on [0, 00 ). Of course a similar remark can be made about the tail of 
Poisson distribution. 
CHAPTER 5. THE BALKEMA-OPPENHEIM EXPANSION 
5.1. DEFINITIONS AND PROPERTIES 
We shall define a class of series expansions of real numbers in (0,1] 
which contains the series expansions of Engel, Sylves er and Lliroth and, in 
a way, Cantor's product expansion as special cases. I should be noted that 
the continued fraction expansion does not belong to the class we shall study 
here. BALKEMA (1968) and A. Oppenheim have defined independently series ex-
pansions generalizing the special expansions mentioned above Oppenheim's 
definition can be found in GALAMBOS (1970). At some points the definitions 
of Balkema and Oppenheim differ. The foregoing investigation was undertaken 
in order to study Balkema's expansion, so we follow his definition.*) 
All special cases mentioned above are studifd from a number theoretical 
point of view in PERRON (1960) (first edition: 1920), where also many re-
ferences to the older literature can be found. Here we shall study these 
expansions with probabilistic tools. In this way we supplement and continue 
work of BOREL (1947, 1948), L~VY (1947), R~NYI (1962 a, b), SA.Ll\.T (1968 , 
JAGER & DE VROEDT (1969), BALKEMA (1968), GALAMB08 (1970) and SCHWEIGER (1972) 
Let (a(n)):=l be a strictly decreasing sequence of real numbers with 
a(1) = 1 and a(n) + O for n + oo, Let the integer-valued functions don (0,1] 
be defined by 
(5.1.1) d(x) := n if a(n) < x .'.:.. a(n-1) for n > 2. 
Hence 
(5.1.2) a(d(x)) =sup {a(n) a(n) < x} for x E (0,1]. 
Let further be given a map h from W\{1} into~. Now take x E (0,1]. Then by 
(5.1.2) we have 
0 < x - a(d(x)) 2_ a(d(x) - 1) - a(d(x)). 
Consequently, 
x - a(d(x)) 
a(d(x)-1) - a(d(x)) E (O,l] 
*) . Added in proof: Balkema's expansion is a special cas of an expansion con-
sidered in BERG (1956). I thank F Schweiger for drawing my attention to 
this reference. 
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and hence 
In fact we have obtained x2 as image of x 1 := x by mapping the interval 
(a(n), a(n-1)] which contains x linearly onto (0, a(h(n))]. Since x2 E (0,1] 
we can start the whole procedure with x2 instead of x 1 , which gives us an x3 
instead of x2 , etc. In this way we obtain a sequence (x )00 1 of real numbers n n= 
in (0,1] (and, consequently, a sequence of natural numbers (d(xn)):=1), 
which is defined recursively by the algorithm 
a) = x (x E (0,1]), 
( 5.1.3) 
b) 
x - a(d(x )) 
n n a(h(d(x ))) 
n 
a(d(x )-1) - a(d(x )) 
n n 
where 
(5.1.4) y(k) a(k-1) - a(k) := a(h(k)) for k 2 ,3'... . 
In order to simplify the notation we write 
d := d(x ). 
n n 
x - a(d(x )) 
n n , 
y(d(x )) 
n 
The dn are functions of x x 1 with values in ~\{1}. Now we can rewrite 
(5.1.3 b) 
( 5.1.6) x = a(d) + y(d) x 1• n n n n+ 
By iteration of (5.1.6) we obtain for each n E W 
• • • y( d 1) x . 
n- n 
This suggests the identity 
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which holds in most but not in all cases, as we shall see in 5.1.10. 
5.1.1. Definition. If (a(n)):=1 is a decreasing sequence of real numbers with 
a(1) = 1 and a(n) + O for n + oo and if his a map from fil\{1} into m, then for 
x E (0,1] the formal series I°" 1 a(d )Tin- 11 y(d_) with y and d defined by n= n k= -k n 
(5.1.1), (5.1.3), (5.1.4) and (5 1.5) is called the Balkema-Oppenheim ex-
pansion, shortly the BO expansion, of x generated by a and h. Notation 
\°" ) n-1 ) 
x ~ ln=1 a(dn nk=1 y(<\ . 
5.1.2. Remark. We are only acquainted with Oppenheim's expansion through 
GALAMBOS (1970). In the latter expansion one uses exclusively a(n) = 1/n, 
but they(<\) in (5.1.6) are replaced by rational-valued functions 
rk(d1,d2 , .•• , <\),depending not only on<\ but also on k, d1 , d2 , ... , <\_ 1 . 
5.1.3. Definition. Leth be a map from N\{1} into N. A finite sequence of 
integers (jk)~= 1 is called realizable (with respect to h), if 
a)j 1 ~2, 
b) jk+l ~ h(jk) + 1 for 1 < k < n-1. 
An infinite sequence of integers (jk)~=l is called realizable if each finite 
sequence (jk)~= 1 with n E m is realizable. 
5.1.4. Lerro'na, Let (jk)~=l be a sequence of integers. Then for n E fil 
a(j1) + y(j1) a(j2) + •·• + y(j1) y(j2) ••· y(jn-2) a(jn-1) + 
+ y(j 1) y(j2) .. · y(jn-1) (a(jn)' a(jn- 1 ) J 
if (jk)~=l is realizable, 
r/J else. 
Proof. Because of (5.1.7) the lemma is equivalent to the validity of the two 
statements 
1 ) { x : d1 
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2) if (jk)~= 1 is realizable, then exactly all x with d1 j 1 , d2 = j 2 , ••• , 
dn = jn are obtained by taking d1 = j 1 , d2 = j 2 , ••• , dn = jn and 
x € (a. ( j ) , a. ( j -1 ) ] in ( 5. 1. 7) . 
n n n 
For n = 1 assertions 1) and 2) are trivial. Only the induction step starting 
from case 2) is not trivial. Therefore suppose that (jk)~= 1 is realizable. 
From (5.1.3 b) and (5.1.5) it follows that dn+l = jn+1 if and only if 
x - a.( j ) 
xn+1 = n n a.(h(j )) € (a.(jn+1), a.(jn+1 - l)J. 
a.(j -1) - a.(j ) n 
n n 
Now x >+ x 1 is a one-to-one map from (a.(j ), a.(j -1)] onto (0, a.(h(j ))], n n+ n n n 
so 
= {x 
But 
{:(jn+1}, n(jn+1-1) l 
~ h(j ) . 
n 
So 1) and 2) follow with n+1 instead of n. D 
5.1.5. Definition. The (possibly empty) sets 
are called the fundamental intervals. 
5.1.6. Lemma. Let (jk)==1 be a sequence of integers, then 
a) (In(j 1,j 2 , ••• , jn)):=l is a nonincreasing sequence of sets; 
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b) {x 
c) {x 
d1 = j 1 ' d2 = j 2 •••• } 
... 
= n In(j1,j2, ... , jn); 
j=1 
~ ~ if and only if (jk)~=l is realizable. 
Pl'oof. a) and b). Immediate consequences of the definition of the fundamental 
intervals. 
c).We shall show that n:=1 I_n(j 1,j2 , .•• , jn) ~~if and only if (jk)~= 1 is 
realizable. If (jk)~= 1 is not, then by lemma 5.1.4 In(j 1,j 2 , ••• , jn) =~for 
some n, and so is the intersection. In the other case it follows from lemma 
5.1.4 that (In(j 1,j 2 , •.• , jn)):=1 is a sequence of right-closed intervals 
and that the le~-hand endpoints strictly increase. Moreover, the right-hand 
endpoints do not increase by a). So the intersection contains at least the 
limit of all left-hand endpoints. D 
5.1.7. Lemma. If x ~ I:=1 a(dn) rr~:~ y(dk), then the series converges and 
"' Pl'oof. From lemma 5.1.6 b) it follows that n~ 1 In(d1,d2 , •.• , dn) is the set 
of all y with the same BO expansion as x. This set is not empty since x be-
longs to it. Moreover, 
5.1.8. Le17U11a. If (j )"' 1 and (j•)"' 1 are two different realizable sequences n n= n n= 
of integers, n0 := min {n: j ~ j'} and j' > j , then n n no no 
a) In(j 1 ,j2 ,. .. , jn) n In(ji ,j2•· .. , j~) = ~ for n ~ n0 , 
b) I:=1 a(jn) rr~:~ y(jk) > I:=1 a(j~) rr~:~ y(jk). 
Pl'oof. a) For n = n0 a) follows immediately from the definition of In. But 
then a) follows for n > n0 , since the intervals at both sides of the inter-
section decrease for increasing n. 
b) For n .::_n0 the interval In(j1,j2•···• j~) lies to the le~ of 
In(j 1,j2 , ••. , jn). This follows for n = n0 from lemma 5.1.4 and then for 
n > n0 by lemma 5.1.6 a). So we have for the endpoints 
l:=1 a(j~) ~=~ y(jk) < I::~ a(j~) ~=~ y(jk) + 
+ a(j~-1) rr~:~ y(jk) ~ I:=1 a(jm) ~=~ y(jk) · 
Now the outmost sides of the inequality increase for increasing n, whereas 
the middle part is nonincreasing. Hence the same inequality holds for the 
limits of the outmost sides, as equality in the limit is impossible. 
5.1.9. Theorem. The following three assertions are equivalent. 
(i) x = l:=l a(dn) IT~=~ y(dk) for each x E (0,1]. 
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D 
(ii) The map x >+ (dn):=l by means of the BO expansion of x is a one-to-one 
map from(0,1] onto the set of all realizable sequences of integers. 
(iii) lim y(d1) y(d2 ) •.. y(d 1)(a(d -1) - a(d )) = 0 n- n n n-+oo 
for each realizable sequence of integers (d )00 1 • n n= 
Proof. (i)=*(ii). Lemma 5.1.8 b) and (i) imply that the map in (ii) is 
one-to-one. The map is onto by lemma 5.1.6 c). 
(ii)=="'(iii). The set in 5.1.6 b) contains only one point if (dn):=l is 
realizable. Therefore the lengths of In(d1 ,d2 , ••• , dn) converge to zero 
= y1(d1) y(d2 ) ... y(dn_ 1)(a(dn-1) - a(dn)) + 0 for n + oo, 
D 
5.1.10. Definition. A BO expansion is called separating if the assertions in 
theorem 5.1.9 are true. 
5.1.11. Exwrrple. There do exist non-separating BO expansions. Take for n E ~ 
a(n) := e -~n(n-1) 
h(n) := n 
then y(n) = en-l - 1 and (d ) 00 with d := n + 1 is realizable. For this 
n n=1 n 
(d ) we have 
n 
y(d1) y(d2 ) ... y(d 1 )(a(d -1) - a(d ) ) = n- n n 
( )( 2 ) ( n-1 )( -~n(n-1) -~(n+1)n) e-1 e -1 • . . e -1 e - e 
( -1 -2 -(n-1)) -n 1-e )(1-e ) ... (1-e (1-e ). 
102 
This product converges to a positive number for n + ""• So (iii) in theorem 
5.1.9 is not satisfied. 
5.1.12. Lemma. (BALKEMA (1968)). A BO expansion is separating if at least one 
of the following conditions is satisfied. 
(i") ~ 
sulNp a(n+1) < ""• 
nf 
(ii) y(n) < 1 for n = 2,3, .•• 
Pr>oof. (i).By lemma 5.1.7 we have 
( 5.1.8) for n + ao 
for each realizable (d ). This combined with (i) gives condition (iii) in 
n 
theorem 5.1.9. 
(ii). The sequence (TI~=~ y(~)):=2 converges. If its limit is O, then (iii) 
in theorem 5.1.9 follows since ia(dn-1) - a(dn)i < 1. If its limit is posi-
tive, then a(d) + 0 by (5.1.8) and hence a(d -1) + O. Again (iii) in theorem 
n n 
5.1.9 is satisfied. D 
5.1.13. Remax>k. Two separating BO expansions with the same h but different 
sequences (a(n)) and (a'(n)) define a homeomorphism $from (0,1] onto itself 
by 
Therefore every separating BO expansion can be obtained by applying a BO ex-
pansion with a(n) = 1/n to $(x) instead of x, where $ is a homeomorphism 
from (0,1] onto itself. We shall see in section 5,5 that probabilistic limit 
theorems in terms of (d ) remain valid after replacement of x by $(x) pro-
-1 n . -1 . . 
vided that $ is absolutely continuous. If $ is not absolutely continuous, 
then such limit theorems may change essentially. Therefore it does make sense 
to consider other sequences (a(n)) than the one with a(n) = 1/n. 
5.1.14. Remax>k. In the proof of theorem 5.1.9 (iii)~(i) we saw that 
( 5.1.9) 
if 
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So the right-hand side of (5.1.9) is an upper bound for the speed with which 
x is approximated by the partial sums of its BO expansion. In GALAMBOS (1971) 
the speed of this approximation is studied from a probabilistic point of view 
for some classes of expansions. 
5.2. EXAMPLES 
See the table on the subsequent pages • 
.Comments. 
1 . All expansions except # 3. 1 ( cf. example 5. 1 . 1 O) are separating. For all 
remaining expansions except #3.8 this can be seen by verifying one of 
the sufficient conditions of lemma 5.1.12. For #3.8 we prove condition 
(iii) of theorem 5.1.9 directly: 
(d 1-1) (d2-1) ••. (dn_ 1-1) (dn-1) 
-----=--------"------ < d ! 
n 
(d-1)! ~~n __ = l_ < _1_ + 0 
d ! d - n+1 
n n 
for n + 00 • For the last inequalities note that dn+ 1 > dn' d1 ~ 2, so 
d > n+1. 
n-
2a) Expansion #2.9 can be obtained from expansion #1.2 by the substitutions 
y = 1 - e, 
d~ I~= 1 dk - 2(n-1l, 
where the d from #2.9 are denoted by d'. 
n n 
b) Expansion #3.9 can be obtained from expansion #2.9 by the substitutions 
3. 
where 
If in 
1 
-- = 1+o 
d" 
n 
the d 
n 
1 - y, 
d'+n-1, 
n 
from #3.9 
expansion #3.9 o 
are denoted by 
= 1 1.S chosen, 
th 
n one in the dyadic expansion of x. 
d". 
n 
then d - 1 1.S the place of the 
n 
1 o4 
# h(n) 
1. 1 
1.2 
a(n) 
1. 
n 
6n-1 
(0<6<1) 
y(n) 
1 
n(n-1) 
( 1-6 )6 n-2 
2.1 n-1 rr~=2(1-y(k)) general, 
h(n)=oo, 
O<y(n)< 1 
2.2 n-1 
2.3 n-1 
2.4 n-1 
2.5 n-1 
2.6 n-1 
2.7 n-1 
1 
n 
-a 
n 
( a>O) 
n 
1 t 
1+t(n-1) l+t(n-1) 
(t>O) 
2 
n+l 
2 
n+1 
1 
n+1 
-a 
n 
(O<a.2_1) 
2. 81 n-1 1 i 1- .l 
n' I n :~j __ :~~-----~~~:~:~~-l--~~:::~~--
nSJlle 
Liiroth's series 
Engel's series 
literature 
LUROTH 
PERRON 
( 1883) 
( 1960) 
~ALKEMA (1968) 
ENGEL 
PERROfil 
( 1913) 
( 1960) 
BALKEMA ( 1968) 
BALKEMA (1968) 
BALKEMA (1968) 
BALKEMA (1968) 
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BO expansion # 
x=.L+ 1 .L+ 1 1 .L+ 
d1 d1(d,-1) d2 d1(d1-1) d2(d2-1) d3 
1 . 1 
d -1 d +d -3 d +d +d -5 
81 +(1-8)81 2 +(1-8)281 2 3 + .•. 1 .2 x = 
----------------------------------------------------
-------------------- ---
x = (1-y(2))(1-y(3)) ... (1-y(d,)) + y(d1)(1-y(2)) ... (1-y(d2)) + 
+ y(d,)y(d2)(1-y(2)) ... (1-y(d3)) + ... 2.1 
2.2 
-a d 1-1 a d -1 a d -1 a 
x = d 1 + ( 1-(--) )d-a + ( 1-(+) ) ( 1-(-f-) )d-3a + 
d1 2 1 2 
2.3 
1 
x = ---:----:- + t t 1 + ... 2.4 1+t(d,-1) l+t(d2-1) 1+t(d3-1) 1+t( d1-1) 
2 
x = d +1 
1 
2 1 2 1 1 2 
x = d +l + d +1 d +1 + d +1 d +1 d+1 + 
1 1 2 1 2 3 
2.5 
2.6 
( -a -a -a -a -a -a -a -a -a x = 1-2 ) .•. (1-d, ) + dl (1-2 ) ... (1-d2) + d1 d2 (1-2 ) .•. (1-d3) + 2.7 
+ ••• 
2.8 
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# h(n) ~w-1-.---~(n) name literature 
3. 1 n 1 /JI~=2 ( 1+y( k) ) general 
h(n)=oo 
1 Engel's RENY I ( 1962 a) 
3.2 n n-1 modified n 
series 
3,3 -a (_g_)a-1 n n 
n-1 
(a>O) 
3.4 1 t n 1+t( n-2) 1+t(n-1) 
(t>O) 
2 
3,5 n 2 
n( n+1) n-1 
2 1 3.6 n 
n+1 n 
3,7 rrn _1_ -a n n k=2 -a 1+k ( O<a::._1) 
3.8 n 
n! n-1 
I 
i 
3,9 n (1+o)-n+1 /) 
____________ J _________________ (c>O) 
fo----
--------- -------------- -------------------
4.1 n(n-1) 1 Sylvester's I SYLVESTER ( 1880) 
n series PERRON ( 1960} 
4.2 n(n-1) 
e1/n_ 1 1/n 
e 
e-1 
107 
BO expansion # 
1 y(d1) y(d1 )y(d2) 
x ~ --,.--,-..,...-----,---,-~~ + ----"'------- + + 3 1 ( 1+y ( 2) ) ... ( 1 +y ( d1 ) ) ( 1+y ( 2) ) ... ( 1+y ( d2) ) ( 1 +y ( 2) ) ... ( 1 +y ( d3) . . . . 
1 
x = - + 
d1 
x = 1 + 1+t(d1-1) 
x - 2 + _2_ 2 + _2 __ 2 __ ,,..::2:;___ + ... 
- d1(d1+1) d -1 d (d +1) d -1 d -1 d (d +1) 
x = 
1 2 2 1 2 3 3 
(d1-1 )(d2-1) 
d3! 
+ ... 
-d +1 -d +1 -d +1 
(1+6) 1 + 6(1+6) 2 + 02 (1+0) 3 + ... 
3.2 
3.3 
3.4 
3,6 
3,7 
3.8 
3,9 
---------------------------------------------------------------------------~---
4 .1 
1/d1 1/d1 1/d2 1/d1+1/d2 1/d 
( e-1 )x = ( e -1 ) + e ( e -1 ) + e ( e 3-1) + ... 4.2 
==o;. log(1+(e-1)x) 
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# h(n) a(n) y(n) name literature 
-1/n 
e-1 /n 4.3 n(n-1) 1-e 
1-e -1 
----1-------------~---------------- ---------- ---------------------------------
1 t 
Oppenheim 
5. 1 ( n+t) ( n-1) - 1+ Cantor's product GALAMBOS ( 1970) 
n n 
(td>T) (for t=1) 
For Cantor's 
I 
product: 
5.2 ( n+t) ( n-1 ) log( 1+tin) 1 Cantor's product CANTOR ( 1869) log( 1+t) PERRON ( 1960 (tdn (for t=1) 
----
-------------
-----------------!'---------------------------- ---------------
6.1 (n-1)n+1 4 1 1 
1T 
arctg 
n 
---
------------------------------ ---------- ----------------- ---------------
7.1 n(n-1 )n(n) 1 h(n) -
n 
~ 
h : N\{1} ~~IN 
---
------------ ---------------- ----------
----------------- ---------------
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BO expansion # 
--~~~~--
-1 -1/d -1/d -1/d -1/d -1/d -1/d 
(1-e )x = (1-e 1 ) + e 1(1-e 2 ) + e 1 2 (1-e 3 ) + ••. 4.3 
-1 1 1 1 
= - log( 1-( 1-e )x) = - + - + - + 
d1 d2 d3 
-----------------
-----------------
-----------------
-----------------
---------
1 t 1 ( 1 + ~ )(1 t 1 x = - + (1 + -) -+ +-) -+ 
d1 d1 d2 1 d2 d3 
5.1 
====="' ( 1+tx) ( 1 + ~ )(1 + ~ )(1 t +a:-) ... 
1 2 3 
t t t 
x log(1+t) = log(1 + d) + log(1 + d) + log(1 + -) + ... 
1 2 d3 
x t t t 
= (1+t) = (1 + d)(1 + d)(1 + d) ... 
1 2 3 
-------------------------------------------------------------------------~---
1T 1 1 1 4 x = arctg d + arctg d + arctg d + 
1 2 3 
6.1 
i (1 +a:-). 
n 
------------------
------------------
------------------
------------------
------
t = ±- + h(d1) ±- + h(d1) h(d2) ±- + 7.1 1 2 3 
-----------------
-----------------
-----------------
-----------------
---------
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4. 
Similar remarks can be made for expansions #2.9 and #1.2 if y 
chosen. 
8 
Expansion #4.2 can also be obtained by regarding expansion #4.1 for x 
as being an expansion attached to q, 1 (x) := log( 1 + (e-1 )x). 
is 
Expansion #4.3 can also be obtained by attaching expansion #4.1 for x to 
q, 2(x) := - log(l - (1-e- 1)x). 
. -1 -1 . The functions q, 1 ,q, 1 ,q,2 ,q,2 are absolutely continuous . 
Expansion #5.2 can also be obtained by attaching expansion #5.1 for x to 
( ) ( 1 +t) x - 1 -1 . 
<J> 3 x := t • Both q, 3 and q, 3 are absolutely continuous. 
5. 
5.3. THE ASSOCIATED MARKOV CHAIN 
Consider the probability space ((0,1],B,P), where Bis the a-field of 
Borel sets in (0,1] and P is the Lebesgue measure. By lemma 5.1.4 the sets 
{x: d1 = j 1, d2 = j 2 , ..• , dn = jn} are Borel measurable for all 
n,j 1,j 2 , ••. , j E IN. Hence the map x >+ (d )00 1 from (0,1] into~ c RIN is n n n= 
Borel measurable (cf. th. 4.1.1 a). So we may interpret (d )00 1 as a random n n= 
elemnt in ff'f or in RIN. From now on we shall underline the dn and put 
.£ = (~):=l· We are now free to use the dn without underlining to denote 
possible values of d . The next lemma follows immediately from lemma 5.1.4. 
-n 
5.3.1. Lemma. For n, d1, d2 , ... , dn E W 
d } 
n 
y(d2 ) ... y(d 1 )(a(d -1) n- n 
else. 
5.3.2. Theorem. The random element d = (~):=l in ff'f is a stationary Markov 
chain. Its state space is W\{1}, its initial distribution is 
P{d = j} = a(j-1) - a(j) 
-1 for j 2,3, •.• , 
its transition probabilities are 
( 5. 3. 1 ) j} {
a(k-l) - a(k) fork, j E IN\{1}, k > h(j), 
a(h(j)) 
0 else. 
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Proof. It is sufficient to prove that the right-hand side of (5.3.1) equals 
in all cases that the condition has positive probability, thus if 
(d1 ,d2, ..• , dn_ 1,j) is realizable. Then indeed£ is a stationary Markov chain 
with transition probabilities (5.3.1). The other assertions of the theorem 
are trivial. If (d1,d2····' d 1 ,j ) is realizable, then (5.3.2) equals n-
P{£1 dl ' ~ d2, ... ' ~-1 d n-1' ~ j ' ~+1 k} 
P{Q.1 dl ' ~ d2' .•• ' ~-1 d n-1' ~ j} 
0 if k:::.. h(j), 
a(k-1)-a(k) y(d1 )y(d2 ) ... y(dn-l )y(j )(a(k-1 )-a(k)) 
-----if k > h(j), 
y(d1 )y(d2 ) ... y(dn-l) (a(j-1 )-a(j)) a(h(j)) 
because of lemma 5.3.1 and formula (5.1.4). D 
5.3.3. Remark. The Markov chain (d )00 1 can be embedded in a larger Markov 
-n n= 
chain (d )00 0 , where d = 1 with probability 1 and (5.3.1) holds also for 
-n n= -o 
n = 1 , j = 1 with h ( 1 ) : = 1 . 
Theorem 5.3.2 is not new. It is already proved in BALKEMA (1968) and 
GALAMBOS (1970). We can characterize the BO expansion of x also by (x )00 1 n n= 
instead of (d )00 1. With the underlying probability space ((0,1],8,P) the n n= 
( ) oo • • IN ( • . ) sequence ~ n=l is a random element in R we underline again . The re-
quired measurability is easily verified. 
5.3.4. Theorem. The random element x 1/a(h(d )) has a rectangular distribu-
-n+ -n 
tion on [0,1] for all n EN and is independent of (~)~=l' 
Proof. From the proof of lemma 5.1.4 it follows that 
a(d1) + y(d1) a(d2 ) + ... + y(d1) ... y(dn_ 1) a(dn) + 
+ y(d1) ... y(d )(0, min{y, a(h(d ))}]if (d )n 1 is realizable, n n k k= 
0 else. 
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Hence we have for realizable sequences ('\:)~=l and y E [0,1] 
y(d1) ... y(d 1 )(a(d -1) - a(d ) ) n- n n 
and the theorem follows. D 
5.3.5. Remark. For many BO expansions (such that d ~ 00 a.s.) one can show 
--n 
that the random variables x 1/a(h(d )) in a sense are asymptotically inde-
--n+ --n 
pendent for large n. Furthermore ~+l z a(~+ 1 ) for large n. In this way 
GALAMBOS (1970) obtained most of his results (see also SCHWEIGER (1972)). 
Next we shall connect the Markov chain .9:. with sequences of independent 
Bernoulli trials as studied in sections 2.1, 3.4 and in chapter 4. Set 
{
o for k = 1 
p = 
k illL 
1 - a(k-l) fork.::_ 2, 
(5.3,3) 
then 
(5.3.4) a(n) 
Now the transition probabilities in (5.3.1) can be rewritten 
(
Pk IT~=~(j)+l (1-p1 ) if k > h(j), 
P{~+1 =kl~= j} = 
0 ifk:_h(j). 
On the right-hand side we recognize the probability that in a sequence of 
independent Bernoulli trials (~)==l with P{~ = 1} = pk the first succes 
a~er epoch h(j) occurs at epoch k. The initial distribution in theorem 
5,3.2 can be rewritten 
( 5.3.6) 
the probability that in the sequence of Bernoulli trials introduced above 
11 3 
the first success occurs at epoch j. 
( n) oo 
5.3.6. Theorem. Let (fx )k= 1 for n E ~be independent sequences of indepen-
dent Bernoulli trials and let 
P{ (n) 
f_k 1} 1 - P{ ( n) f_k O} = pk fork, n E ~. 
where pk is defined by (5.3,3) (hence r_;n) = O a.s.). Let further Q. = Cshk)== 1 
be a sequence of random variables defined recursively by 
.£1 :=index of the first one in (£~ 1 ))==l' 
(n+1)oo ( ) ~+ 1 := index of the first one in (fx )k=h(d )+1 n E ~ • 
-n 
Then.£. is a stationary Markov chain with initial distribution and transition 
probabilities as in theorem 5,3,2. 
Proof. Only the Markov property still needs proof. But this follows easily 
( n) oo 
from the independence of the sequences (fx )k=1 for n = 1, 2,... . O 
5.3.7. Remark. If h(k) > k for all k, then the theorem remains true if one 
single sequence (£k) is substituted for the infinitely many sequences (£~n)) 
(see section 5.4.2). 
5.3.8. Corollary. If we want to study the distribution of a Markov chain d 
associated with a BO expansion, then 
d of theorem 5,3.6. Note that (E(m)) 
-
-=t 
we can study instead the Markov chain 
d((n))~ 1 = £k ior m, n E ~. Consequent y, 
1.(m) g 1.(n) form, n E ITT, where 1.(m) for m E ITT is the random function de-
fined by 
1.(m)(O) 
.- 0 
1.(m) (n) := min {k : k > L(m)(n-1) (m) 1 } for n E ~, 
- , fx 
1.(m)(t) := 1.(m)([t]) for t > 0. 
In the next section we want to apply the limit theorems in terms of 1. 
of section 3.4 and chapter 4. In both cases some extra conditions on pk are 
required. In the theorems of section 3,4 we required that 
11 4 
(r 
I k=1 min {pk, 1-pk} = 00' 
(5,3,7) 
l~=1 2 Pk [ 0' 1 ) for n + co, _,. p E 
l~=1 Pk 
The assumptions of chapter 4 are 
for k + oo, 
(5.3.8) 
Note that (5,3.8) implies (5,3,7) with p = O. 
5.3.9. Lerruna. If pk is defined by (5,3.3) and (a(n)):=1 is a decreasing se-
quence of real numbers such that a(1) = 1 and a(n)->- 0 for n->- 00 , then 
(5,3.7) is equivalent to 
\ 00 • {a(k) 
lk=2min a(k-1)' ~} 
- a(k-1) 00' 
\TI ( 1 ~)2 lk=2 - (k1) 
-----"-a.>..:;;;..--'-'--~ p E [ Q , 1 ) 
\TI (1 - ~) lk=2 
a( k-1 ) 
and (5.3.8) is equivalent to 
( 5.3.10) filE.L_ _,, 1 
a( n-1) for n + co, 
for n + 00 , 
Proof.The least trivial thing to prove is that always l== 1 pk = oo, This fol-
lows from the assumption 
a(n) = rr~=1 (1-pk) _,. 0 for n _,. oo, D 
5.3.10. Review of the expansions in section 5.2. 
Only expansions #2.8 and #3.8 (and consequently #2.3 and #3.1) do not 
satisfy any of the requirements (5.3.9) and (5.3.10). Further expansions 
#1.2, 2.9 and 3.9 do satisfy (5.3,9) but not (5,3.10). Since in these 
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examples pk does not depend on k, limit theorems for these cases can be 
proved by simpler means than theorems 3.4.1 and 3.4.2 (cf. remark 3.4.6). So 
we focus our attention on the remaining expansions which all satisfy 
(5,3.10). Note that theorem 3.4.4 applies in this case. Since in some of the 
theorems in chapter 4 extra conditions on the pk are imposed, we sometimes 
have to fall back on that theorem to avoid these conditions. 
In formula (5,3,3) we related (pk) and (a(k)). We can also connect 
(a(k)) and the "observed Poisson process" of chapter 4. The observed Poisson 
process described the embedding of a sequence of independent Bernoulli trials 
. P . . . . . ( ( m) )"' in a oisson process. Since we here deal with independent versions fx k= 1 
of such sequences, we have to consider independent observed Poisson processes 
.1.(m) = (i~m))~= 1 generated by independent Poisson processes t(m). Some im-
portant relations are 
(5.3.11) a) Ak - - log( 1-pk) = (O 
1 a(k-1) og~ 
- log a(k) 
for k 1, 
for k .'.'.... 2; 
for k E IN; 
c) (m) T 
11 
- log a(b_(m) (n)) for m, n E IN. 
5.4. LIMIT THEOREMS FOR d 
11 
5.4.0. Introduction. 
Throughout section 5.4 we assume that 
(5.4.0.1) ili.L 
a(n-1) ->- for n ->- 00 , 
so (5,3.8) is satisfied by lemma 5.3.8. We shall derive limit theorems in 
terms of .9' = (~):= 1 in each of the following cases 
1. h(k) = 1 (section 5.4.1), 
2. h(k) > k (section 5.4.2), 
3. h(k) > k - v(k) with v(k) < k (section 5.4.3). 
For the principal example of case 1 several limit theorems were obtained by 
SALAT (1968) and JAGER & DE VROEDT (1969), for the case that h(k) = k - 1 by 
11 6 
BALKEMA (1968) and for the case a(k) = 1/k, h (k) > k - 1 by GALAMBOS (1970), 
n 
who admits that hn also depends on the index n of S!n· 
5.4.1. Case 1: h(k) = 1. 
In this case it follows from theorem 5.3.6 that d = L(n)(1), so the d 
-n - -n 
are independent and identically distributed. Consequently, many classical 
limit theorems apply and we do not need the apparatus developed in the 
present work. The only example in section 5.2 satisfying (5.4.0.1) is the 
Liiroth series (expansion #1.1). Note that in this case P{d = k} = (k(k-1))-1 
-n 
for k .::_ 2, so E S!n = oo and the "classical limit theorems" referred to above 
are not the first ones that come to mind. The probabilistic aspects of the 
Luroth series were studied in SALAT (1968) and JAGER & DE VROEDT (1969), to 
which the reader is referred for results and proofs. An important tool in 
these papers is the fact that in this case the map 
x>->- Tx .- x - a ( d( x)) y(d(x)) 
is a measure preserving ergodic transformation of the unit interval. This 
approach fails in the other cases considered here (cf. SCHWEIGER (1970)). 
Supplementing the work of Salat and Jager & De Vroedt here we prove another 
central limit theorem for the numbers d in the Luroth series. 
--n 
) 00 5.4.1.1. Theorem. If£= (S!n n=l is the Markov chain associated with the 
Lilroth series (expansion #1.1 in section 5.2), then 
. r 1 1n } lim P,~ lk=l ~ - 1 - log n < x 
n-+-oo 
F(x) for x E IR, 
where F is a distribution function with characteristic function 
exp(- ~nit! - it log ltl) fort E IR 
and with continuous density 
(5.4.1.2) F'(x) = .l f00 sin rrt exp(- xt - t log t)dt for x E IR. 
TI 0 
5.4.1.2. Remark. The theorem is a special case of general results about 
partial sums of independent identically distributed variables attracted to 
stable laws (see GNEDENKO & KOLMOGOROV (1954) or FELLER (1971)). The limit 
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distribution Fis stahle with exponent one (cf. FELLER (1971, formula (3.19) 
on p. 570)). In the proof we do not use the general theory just referred to. 
Proof of theorem 5.4.1.1. The~ are independent with distribution 
P{d 
-n 
1 
= k} = k(k-1) 
and characteristic function 
cj>(t) := E e 
itd 
-n 
fork= 2,3, ... , 
itk loo e 
lk=2 k(k-1) = { 
1 for 
it it it 
e +(1-e )Log(1-e ) 
t € 
t E 211Z, 
for 
IR\211Z. 
Here Log denotes the principal value of the logarithm. If l)J( t) is a character-
istic function without real zeros, the by log l)J(t) is meant the analytic 
continuation of log z along the path (l)J(t))t ER' starting from log l)J(O) = O. 
We shall prove that for all t E IR 
1 . ( 1 1n 1 1 ) og E exp it ~ lk=l ~k - - og n n log cj>(i) - it(1 +log n) n 
converges to the logarithm of the characteristic function in (5.4.1.1.). 
For t E IR, t ~ O and n + oo we have 
Log(1 - eit/n) = i arg(1 - eit/n) + log!1 
- e 
it/nl 
1 • 
2111 sign t +log l..tl + o(1) 
n 
and, consequently, 
Hence 
+hi sign t - log l..tl + 0(1)). 
n 
lim (n log cj>(i) - it(1 +log n)) 
n 
- ~11ltl - it log It\. 
The limit is the logarithm of a characteristic function, since it is the 
limit of such functions and tends to zero fort+ 0 (see FELLER (1971, 
theorem XV. 3.3)), Since (5.4.1.1) is absolutely integrable over (-00 , 00 ) we 
have by theorem 3.2.2 in LUKACS (1970) that Fis absolutely continuous with 
continuous density 
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1 f 00 -i tx F'(x) = 2TI _ 00e exp(- ~Tiltl - it log ltl)dt 
Re l f00 exp(- ~rrt - itx - it log t)dt 
TI 0 
= Re l f-1:xp(- ~TIZ - izx - iz log z)dz 
TI 0 
=-Rei f00 exp(rrit - tx - t log t)dt, 
rr 0 
and (5.4.1.2) follows. 
5.4.2. Case 2: h(k) ~ k. 
D 
Consider the definition of d in theorem 5,3.6. It follows that 
-n 
( (2))00 __ dindex of first one in ~ k=h(d )+1 
-1 
d (1) 00 
= index of first one in (~ )k=h(d )+ 1 
-1 
since h(£1) ~ _2:1 and _2:1 depends only on the £~ 1) with k .::_ £1 . By induction it 
follows that 
~+1 index of first one in (n+1) oo g (.f.k )k=h(d )+1 
-n 
g index of first one in ( 1 ) 00 (~ )k=h(d )+1 
-n 
Therefore, without changing the distribution, £ can be redefined on a single 
sequence of independent Bernoulli trials (.f.k)~= 1 (we omit here the super-
script altogether) with 
( 5.4.2.1) P{ E = 1 } = 1 - P{E = 0} = p = {O 
-k -k k 1 illL_ 
- a(k-1) 
if k 1, 
if k > 2. 
In this way£ becomes a subsequence of (1_(n)):= 1 constructed in the following 
manner 
[
d1 : = 1_( 1)' 
(5.4.2.2) 
~+ 1 := inf {1_(k) k E N, b_(k) > h(d )}. 
--:n 
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In other words: if d = L(m) then all L(k) in {L(m)+l,L(m)+2, ..• h(L(m))} 
. -n - - - - -
are deleted and d 1 is the first remaining L(k). We now introduce some 
-n+ -
random variables which are analogues of those defined in 4.2.2. We suppose 
(~k) embedded in a Poisson process t as in section 4.2. 
5.4.2.1. Definition. For j E IN 
jT := kth T after c. 
-k -n J 
(k E IN); 
jT := cj; 
-o 
jn j 
-
j 
.-
.lk .lk-1 
-k (k E IN); 
j j 
.- distance between lk_ 1 and the first ~ after lk_ 1 
(k E IN); 
(kEIN). 
From the relations between L and d it follows that 
(5.4.2.3) 
a(h(d )) 
log -n 
a(S!n+1) = c S!n+1 - ch(d ) = -n 
h(d ) 
-n 
.!l.1 
h(d ) 
-n 1. + 
1 
h(d ) 
-n 6 
-1 
h(d ) 
5.4.2.2. Theorem. For n E IN the random variables -n J;.1 are independent and 
exponentially distributed with mean 1 : 
Proof. Similar to the proofs of 4.2.4 and 4.2.5. Note that the event 
{h(d) m} depends on (s )m 1 , thus on {N~(O,t] : 0 < t < c }. D 
-n ~~ -m 
5.4.2.3. Lemma. 
a) 
h(d ) 
O < Lls <' ~1 "K(T )' 
-n 
with K as defined in 4.4.13a. 
b) 
Proof. 
h(d ) 
a) -n 6 
-1 
b) Trivial. 
A~(n) if (t.k)~= 1 is nonincreasing. 
D 
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Now we are in the same situation as in sections 4.4 and 4.6. We intend 
to prove limit theorems for 
a(h(d )) 
-n co (log )n-1 
a(~+1) -
h(d ) 
Their components are approximately equal to the components of ( -n £1):=1• 
which are independent and exponentially distributed with mean 1. The 
respective differences are bounded above by AK(T ) and by AL(n) if (Ak)~= 1 
is nonincreasing. In section 4.3 we obtained reSllits concerning l~=l AL(n)" 
So obvious analogues of the limit theorems in sections 4.4 and 4.6 can-be 
written down, some containing the extra condition that (Ak) does not increase. 
5.4.2.4. Theorem. 
1 a(h(~ ) ) 
. ln .-..K !.!: n k=1 log a(9:.k+1)) = a.s. 
Proof. 
1 n a(h(-9x)) 
ln lk=1 log a(~ ) 
- +1 
1 ,n 
- il lk=1 
h(d ) 
-k £ 1 I < .l ,n 
- n lk=1 
which vanishes a.s. since T +co 
-n 
a.s. for n +co and AK(t) + 0 fort + 00 
(cf. proof of theorem 4.2.6). 
stl.k1l co 5.4.2.5. Theorem. If (a(k) )k=l is nonincreasing and 
,n ( a(k-1) )2 
lk=1 log a(k) 
~~~~~"-"-'""'-,1,--~ + 0 
(-log a(n)) 2 
for n + co, 
then 
l[n. J log a(h(-9x)) - nI 
a) k=1 a(£k+1) d 
n2 
+ !J:, 
where R is the Wiener process; 
[n.] a(h(-9x) 
lk=1 log (-9x ) - nI b) Cl +1 ~K a.s. 
' (2n log log n) 2 
0 
where K is Strassen's set of limit points. 
Proof. By (5,3,11 a) and (5,3.11 b) the conditions on (a(k)) become 
1) (Ak)~= 1 is nonincreasing , 
2) for n + oo, 
Now the proof is completely analogous to the proofs of theorems 4.4.7 and 
4.4.8 with f(t) := t. The relevant estimate is here 
1 
_'.:_ n-2 l~=1 Ab_(k)' D 
5.4.2.6. Theorem. 
a(h(~+k-1)) oo d 
(log a(~+k) )k=l + .£. for n ->- oo. 
Proof. Analogue of the proof of theorem 4.6.1. 
5.4.2.7. Corollary. 
for n + 00 , 
where .2_ = (§._k)~=l has independent components and §._k has a rectangular dis-
stribution on [0,1] fork E W. This follows by theorem 1.1 .6 with 
oo -xk oo 
h : (xk\=1 >+ (e )k=1' 
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5.4.2.8. Example. For Sylvester's series (expansion #4.1 in section 5.2) we 
have 
a(~+1) 
a((h(d )) 
-n 
d (d -1) 
-n-n 
~+1 
since d + oo a.s .• Further 
-n 
( 1 + :::_( 1 ) ) for n ->- oo, 
~+1 
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.9:.k+l l~=l log d (d -1) 
-k -k 
~+1 
=log + Q(l) a.s. for n-+ 00 , 
.9:.1 ~···~ 
I~=1 ~+1 1n log -2~ + O(lk=l 
.9:.k 
1ro 1 I"" 1 
since lk= 1 ~ :5.. lk=1 1.(k) < 00 a.s., because log b_(k) ~ k a.s. (cf. theorem 
4. 5.1a). 
d 
Hence theorems 5.4.2.4 and 5 hold with log ~+ 1 d instead of d ••• 
a(h(d ) ) -1 -'°2 -n 
1n -k lk= 1 log a(~+ 1 ) and theorem 5.4.2.6 and corollary 5.4.2.7 hold with 
~+k/~+k- 1 instead of a(h(~+k- 1 ))/a(~+k). The conditions on a(k) in 
theorem 5.4.2.5 are satisfied since a(k) = 1/k. 
The next theorem was first proved for Sylvester's series in R~NYI 
(1962 b) and more generally for a(n) = 1/n in GALAMBOS (1970). 
5.4.2.9. Theorem. If for a real number b > 1 there exist positive constants 
K1 and K2 such that 
a(h(k)) 
K1 < b < K2, 
a (k) 
then -b-n log a(d ) converges a.s. to a nonnegative random variable. 
-n 
5.4.2.10. Example. In expansions ##4.1, 4.2, 4.3, 5.1, 5.2, 6.1 in section 
5.2 we have 
for n -+ °"· 
Hence for all these expansions 2-n(- log a(d )) converges a.s. to a nonnega-
-n 
tive random variable. 
Proof of theorem 5.4.2.9. We have 
-b-n log a(d ) 
-n 
-1 
-b log a(.£1) 
b(d ) 
1n-1 -(k+1) a ""k 
+ lk=1 b log -a~(~~+-1~) ' 
and the theorem follows if we prove that 
( 5.4.2.4) 
ab(d ) 
I"" lb-(n+1) -n I ln=1 log (d ) 
a -n+1 
< 00 a.s. 
(it is clear that the limit random variable is nonnegative a.s., since 
-b-n log a(d ) > 0 for all n). A sufficient condition for (5.4.2.4) is 
-n 
ab(d ) 
I"'' b-(n+1) I -n I (5.4.2.5) ln=l E log (d ) < ""· 
a -n+1 
But 
Hence 
a(Bn+1) 
log --- - -
ab(d ) 
-n 
h(d ) 
-n + 
h(d ) a(h(d )) 
-n iS - log -n 1..1 
ab(d ) 
EI log a ( d -n ) I < 
-n+1 
-1 ab(d ) 
-n 
1 +sup Ak + max{Jlog K1 J ,I log K2 J} 
k 
and (5.4.2.5) follows. D 
In the remaining part of this section we shall study the particular 
case h(k) = k fork.::_ 2. Now expansion #3.1 in section 5.2 is the general 
example. It follows from (5.4.2.2) that£= (1_(n))~=l and we can apply 
theorem 3.4.4 directly. In this way we obtain here the following theorem, 
stronger than 5.4.2.5. 
5.4.2.11. Theorem. If h(k) = k for k > 2 then 
r£[n. J :x(k) 
- nI 
a) k=2 1 + y(k) d l + }:!:. 
n2 
where W is the Wiener process; 
b) 
ld[n.] J:(k) - nI 
_k=_2 __ 1_+~y( .. k"')'--..,,.,- ,,.--- K a. s., 
(2n log log n) 2 
where K is Strassen's set of limit points. 
Proof. Apply theorem 3.4.4. Note that Bn = 1_(n) and pk = y(k)/(1+y(k)). 
5.4.2.12. Remark. From a(k) -+ 0 (~ \"" 1 p = oo) it follows that lk= k 
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I:=1 y(k) =""•The general assumption (5.4.0.1) (<=>pk-+ 0) implies y(k) + O. 
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5.4.2.13. Example. The relevant quantities for some expansions with h(k) = k 
have been tabulated on the next page, Note that theorem 5.4.2.11 applies to 
all expressions equal to 
'd .ill.L_ ~ l-n 1+ (k) + ~(n ). k=l y 
Theorem 5.4.2.6 and corollary 5.4.2.7 apply to all expressions equal to 
a:(.3n+1) 
a: ( d ) + ~( 1 ) 
-n 
(cf. lemma 4.1.2). 
5.4.2.14. Remark. Note that in expansion #3.2 (the modified Engel series) 
(pk) is the same as in (4.5.1). Therefore d ~ (l!(n):=l if l!(n) is the epoch 
of the nth record as defined in section 4.5. This correspondence was already 
observed in R~NYI (1962 a). 
5.4.3. Case 3: h(k) .::_ k - v(k) with v(k) < k. 
We want to study BO expansions with h(k) .::_k - v(k) for which limit 
theorems like those in section 5.4.2 hold. Clearly we must then impose some 
restrictions on v(k). If h(k) = 1 (hence v(k) = k-1), then we return to the 
case treated in section 5.4.1 with quite different limit theorems. If 
v(k) = 0 then we return to the case already treated in section 5.4.2. So we 
expect that v(k) should not increase too fast. We show in this section that 
under general conditions on v the Markov chains d associated with the BO 
expansions considered here are very similar to certain Markov chains d* 
associated with BO expansions considered in section 5.4.2. 
5.4.3.1. Definition. Let£ be a Markov chain associated with a BO expansion 
(or defined as in theorem 5.3.6). Then 
* 1 (n+1) := inf {k * k > 1. (n), ik > il!*(n)} for n E IN; 
~ : = .£1. *( n) for n E IN; 
l f ' \  
C \ J  
I  
#  
i n  s e c t i o n  
5 . 2  
3 . 2  
3 . 3  
3 . 4  
3 . 5  
3 . 6  
3 . 7  
I  
i  
I  
I  
o ( n )  =  ~1 ~ 
=  r r n  _ 1  _ _  
k = 2  1 + y ( k )  
l  
_ 1 _  
I  
n  
n - 1  
I  
I  
- a  
( _ ! 1 . _ ) a - 1  
n  
n - 1  
( a  >  O )  
1  
t  
1 + t ( n - 1 )  1 + t ( n - 2 )  
( t  >  O )  
2  _ g _  
n l n + 1 )  n - 1  
_ g _  
1  
n + 1  n  
~=2 
1
+ : - a  
- a  
n  
(  O<a~1) 
<  
I  
- - - - - ·  
-~ 
d  
a ( d  d  
P n  - 1 + Y ( n )  
l - n  _ t i l l _  
- n - 1 )  d I - n  1  
k = 2  1 +  ( k )  
a ( d  )  - k = d  + 1  1 + y ( k )  
- n  - n - 1  
d  
l o g  d  +  0 (  1 )  
- n - 1  
- n  - d  
- n  
d  
I  
1  -
a  l o g  d  +  0 (  1 )  
( - n - 1  ) a  
- n  - d  
- n  
I  
I  
1 + t d  
~-1 
l o g  d  +  O (  1 )  
- n - 1  
- n  -
1 + t d  
=  - d - +  Q . . ( 1 )  
- n  - n  
?  1  n a  n  
+  n l  1  )  
i  
~-1 (~-1+
1
) ~-1 
.  =--+~11\ 
n  + 1  
0  t - + 1  
- = n - 1  
d 1 - a  ( d  ) )  
=  : : : : : ! L _  +  Q (  1 / J 1 - 2 a  - n  '  
1 - a  
I  
I  w h e r e  f o r  t  >  O  
I  { t b  i f  b  >  O ,  
1
1 1 / J b ( t ) : =  l o g  t  i f  b  =  O ,  
1  i f  b  <  o .  
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It follows that £ is the increasing subsequence of £ obtained by suc-
cessively deleting each 2t which is not larger than all its predecessors, 
starting at £ 1 . 
5.4.3.2. Theorem. Let£ be the Markov chain associated with the BO expansion 
* determined by a and h and let, moreover, h be nondecreasing. Then£ has the 
same distribution as the Markov chain associated with the BO expansion deter-
mined by the same a and by h*, where h*(k) := max {k,h(k)} fork= 2,3, .... 
Given£* the differences 1_*(n+1) - b_*(n) are conditionally independent, and 
for n, j E IN 
where 
* * P{b_ (n+1) - L (n) · 1d* d} J -n 
( ~i~~1~l) for j = 1, d P{d1 < d for 1 < 1 < j, d. oig_1 d} 
a( h * ( d)) lo=2 -------a(.,...h__,.(-o "'"') --~----
5.4.3.3. Remark. Without a conditioning like his nondecreasing the theorem 
does not hold. 
* Proof of theorem 5.4.3.2. For n E IN and d1 .::_ 2, dk+1 > h (dk) for 
1 < k < n-1 we have 
(5.4.3.1) 
n-1 
d } I n 
n k=1 
{d*=d})= 
-k k 
* n-1 * n * l ... l P({~=dn}J n {£k=dk}n n {1_ (k)=L(k)}). 
1=L(1)<L(2)< ... <L(n)< 00 k=1 k=1 
n n-1 
* I * ) P( n {1. (k) L(k)} n {£k dk} · 
k=1 k=1 
From definition 5.4.3.1 and the fact that dis a Markov chain it follows 
that 
(5.4.3.2) 
n-1 n * 
P({d* = d }in {d* = dk} n n {L (k) = L(k)}) = 
-n n k=1 -k k=1 
= P{d_( )=d Id ( l)=d 1,d.<d 1 for L(n-1)<j<L(n)..9:_1 ( )>d 1}. 
""'L n n -L n- n- -J- n- n n-
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We distinguish two cases. If h(d 1) > d 1, then Q.1 ( 1) 1 > h(d ) > d , n- - n- n- + n-1 - n-1 
given .2:.r.(n- 1) = dn_ 1. Hence the event in the c ndition has positive probabil-
ity if and only if 1(n-1) = 1(n) - 1. In this case the right-hand side of 
(5.4.3.2) equals 
a( d -1 ) - a( d ) 
n n 
a(d -1) - a(d) 
n n 
a(h(dn_ 1)) 
If h(dn_ 1) < dn_ 1, then the right-hand side of 5.4.3.2) equals 
(5.4.3.3) dn-1 ld=2 P{~ = dnl£1 = d, ~ > dn-1} 
But for d :5_ dn_ 1 
P{d = d Id, 
-2 n - d, ~ > dn-1} = 
P{~ dn' Q.1 = d} P{~ dnl£1 = d} 
P{~ > dn_ 1, Q.1 = d} P{~ > dn_ 1 j.2,.1 = d} 
a(d -1) - a(d )/ a(max{h\d), d 1}) n n -
a(h(d)) a(h(d)) 
a(d -1) - a(d) 
n n 
a(d -1) - a(d) 
n n 
a(dn-1) 
Here we used that his nondecreasing and hence h(d) :5_ h(dn_ 1) < dn_ 1 
= h*(d 1). Since the result does not depend on d, the whole sum in n-
( 5. 4 3.3) equals 
(5.4 3.4) 
a(d -1) - a(d) 
n n 
a(h*(dn_ 1)) 
So we have proved that in both cases (5.4.3.2) equals (5.4.3 4) And so does 
(5.4.3.1), since (5.4.3 4 does not depend on 1(1), 1(2),. , 1(n). In this 
* way we have proved that Q_ is a stationary Markov chain with the proper 
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transition probabilities. The initial distribution fits since.£~= ,£1 . 
T · · · *c l *c l · * o prove the conditional independence of 1 n+1 - 1 n given .£ , con-
sider form, n € ~. m > n, d1 > 2, d > h*(a._) for 1 < k < m-1, k+1 K - -
1=1(1) < 1(2) < •.. < 1(n), 1(0) := 0 
n 
P( n {1* (k) 
k=1 
n 
= P( n {.£1(k) 
k=1 
m 
1(k)}I n {~ = dk}) 
. k=1 
dk, .5!.j ~ <\-1 for 1(k-1) < j < 1(k)} n 
m m 
n n {~ = dk}) / P( n {~ = dk}) = 
k=n+1 k=1 
n 
k~2 P{.£1 (k) = dk, S!_j ~ <\_1 for 1(k-1)<j<1(k)j.£1 (k-1) = <\_1}. 
* Here we used that both.£ and.£ are stationary Markov chains. From the fac-
torization in factors depending on 1(k) - L(k-1) it follows that the differ-
ences 1*(n) - L*(n-1) are conditionally independent given (~)~= 1 for each 
m €@,hence given.£* (cf. BREIMAN (1968, th. 5.21)). In particular it fol-
lows that 
* * I* * * ·1 * * P{1 (n+1) - L (n) = j .£} = P{1 (n+1) - 1. (n) = J .9n• .9n+1} 
(the kth factor depends on the values of ~-l and~ and not on those of 
* other g_1 ) and for j 2,3, ••• we have 
(5.4.3.5) P{!!_*(n+1) - 1.*(n) = jld* = d, d* 
-n n -n+1 
= P{~ ~ dn,d3 ~ dn•···&,; ~ dn' .9:.,j+1 = dn+1i.9:.1 = 
P{~ = dn+1 i.9:.~ = d } n 
d } 
n 
= 
d a(dn+1-1) - a(dn+1) 
129 
_l_<S=_~_P_{_-'d1~~-d~n_f_o_r_1 _<_l_<_J_· ,_£JJ..j_=_<S_l_£..:..1 _=_d~n_l ____ a_(_h_( <S_)_) _ = 
a(dn+1-1) - a(dn+ 1) 
a(h*(d )) 
n 
d P{d, < d for 1 < 1 < j, d. 
a(h*(d )) l n -.L - n -.1 
n <5=2 a(h(<S)) 
d } 
n 
The last expression is independent of d 1, so all expressions in (5.4.3.5) n+ 
equal 
P{L*(n+1) - L*(n) 
- -
for j =-2,3, ... , A similar result can be obtained for j = 1, which proves the 
second half of the theorem. 0 
5.4.3.4. Theorem. Let h be nondecreasing, then the sequence (~):= 1 increases 
a.s. for sufficiently large n if and only if 
(a(h(d*)) - a(d*))+ 
l;'co -n -n l < co 
n=l a(h(d*)) 
-n 
(5.4.3.6) a.s. 
Proof. The sequence (d ) increases for sufficiently large n if and only if 
-n 
1_*(n+1) - b_*(n) > 1 occurs only finitely often. By theorem 5.4.3.2 the events 
{b_*(n+1) - 1.*(n) > 1} are conditionally independent, given£*. Hence by the 
Borel-Cantelli lemma 
(5.4.3.7) P(lim sup{b_*(n+1) - 1.*(n) > 1}1£*) = O 
n.....,., 
if and only if 
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Now by theorem 5.4.3.2 
a(h*(d*)) 1 - ___ -n __ 
a(h(d*)) 
-n 
since a decreases and h*(k) = max{k,h(k)}. Consequently (5.4.3 7) holds for 
almost all.£ if and only if (5.4.3.6) is satisfied. This proves the theorem. 
5.4.3.5. Theorem. If a(k) 
h(k) = k-v(k) where v+(k) 
1/k for k E m, h is nondecreasing and 
O(ka) for some a E [0,1) and k ~ 00 , then (d) 
-n 
increases a.s. for sufficiently large n. 
Proof. In this case condition (5.4.3.6) in theorem 5.4.3.4 becomes 
(5.4.3.8) a.s. 
D 
and we shall prove (5.4.3.8). Since d* is the Markov chain associated with 
the BO expansion with a(k) = 1/k for k E ITT and h*(k) ~ k, we may consider 
* 00 00 (~)k=l as a subsequence of the sequence of epochs of successes (b_(n))n=l 
in a sequence of independent Bernoulli trials (~k)~=l with 
1 } 1 - P{E = 0} 
-k {k~ for k = 1, for k > 2 
(cf. formulae ( 5.4.2.1) and ( 5.4.2.2)). In this case 
lim ~ log 1_(n) a.s. 
n~ 
(cf. th. 4.5.1 a). Therefore with probability one 
* ln d > L(n) > e 2 for sufficiently large n.· 
-n --
Consequently 
(d* - h(d*) )+ 
-n -n 
d* 
-n 
and ( 5. 4 . 3. 8) follows . 
a.s. 
D 
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The importance of theorems 5.4.3.4 and 5 becomes clear from the follow-
ing theorem. 
5.4.3.6. Theorem. Leth be nondecreasing. If (d )00 1 a.s. increases for suf-
--n n= 
ficiently large n, then theorems 5.4.2.4, 5 and 6 hold for fl both with h and 
with h* instead of h, where h*(k):= max{k,h(k)} fork~ 2. 
Proof. Clearly the theorems mentioned above hold with !J.* instead of d and h* 
instead of h, since !J.* is the Markov chain associated with a BO expansion 
with a and h* satisfying the conditions of section 5.4.2 (cf. theorem 
5.4.3.1). Since(~) increases, say for n ~ .!!o where .!!a< co a.s., there is a 
. * ·1 nonnegative random variable~ such that~= ~-m for n .'.:..!!a· So the tai s 
of fl and !J.* coincide after some random shift. It-is clear that the same limit 
theorems then also hold with fl instead of !J.* (but still with h* instead of 
* h). Now (5.4.3.6) holds for fl and hence also for fl· Therefore 
+ 
co (a(h(.9x)) - a(.9x)) 
lk=1 log (1 - a(h(g )) ) 
k 
converges a.s .• So the changes in the numerators in theorems 5.4.2.4 and 5 
by replacing h* by h are bounded a.s •• Consequently these theorems hold also 
with h instead of h*. For theorem 5.4.2.6 note that the terms of the series 
above vanish a.s. and apply lemma 4.1.2. D 
One may wonder whether in theorem 5.4.3.6 the condition that (d ) in-
--n 
creases a.s. for sufficiently large n is necessary. At the end of this 
section, when we study the special case h(k) = k-1, we shall see that this 
condition can be weakened. 
It is clear that limit theorems as in section 5.4.2 cannot hold if we 
do not have~+ co a.s •• We shall show that if a(k) =~and h(k) ~ ka for 
some a€ (0,1), then d f co a.s •• We do this by heuristic arguments which, 
--n 
however, can be made exact without much effort. Let d be defined as in 
theorem 5,3,6. If a(k) = 1/k, then pk = 1/k fork.::_ 2 and in section 4.5 we 
have seen that the "observed Poisson process" .!.(m) then takes the form 
T(m) log _L(m)(n) f IN 
--n or m, n € • 
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Hence the differences 
(m) 
T 
--n 
(m) 
- T 
--n-1 
.1.(m) (n) 
log ( ) 
.1. m (n-1) 
are approximately independent and exponentially distributed with mean 1. 
M . th (m) . . (j (m)( )/") oreover, since e l are approximately PoJ.sson processes, log .1. 1 J 
is approximately exponentially distributed with mean 1, where jL(m)(1) is the 
index of the first one in (Ek(m)) 00 • 1 . In view of theorem 5.3.6-and because 
- k=J+ 
h(k) ~ ka we can approximate £ in the following way: (~)~= 1 is a sequence of 
independent exponentially distributed random variables with mean 1 and 
log S!n+l z a log .9n + 1"u+ 1 . 
Consequently, 
log .9n n-1 n-2 z a X1 + a X2 + . . . + a~-1 + ~. 
But the right-hand side converges in distribution to a nondefective random 
variable with characteristic function 
so P{S!n + 00 } > 0 is impossible. 
Now we shall consider the special case h(k) = k-1. Expansion #2.1 in 
section 5.2 is a general description of this case. Note that by 5.3,3 
(5.4.3,9) p =1 ~ k - ct(k-1) a(k-1) - a(k) ct(h(k)) y(k) for k > 2. 
Therefore we have y(k) + O fork+ 00 by (5.4.0.1). From a(n) + O it follows 
100 ( ) * * 4 * that lk=2 y k = 00 • Let 1. and d be defined as in 5 .. 3.1. Then d is the 
Markov chain associated with the BO expansion determined by the same et and 
h*(k) = k fork > 2. So the considerations of section 5.4.2 apply, in par-
ticular those of its second half. We may assume that one sequence of inde-
pendent Bernoulli trials (i_k)~= 1 is given{:ith if k 
P{E = 1} = 1 - P{E = 0} = 
-k -k a(k) 
1 - ct(k-1) y(k) if k.:::.. 2, 
and d* = L(n) 
-n -
section 5.4.2 
and y * instead 
is the place of the 
hold with d * instead 
of y, where 
a(k-1) - a(k) 
a(h*(k)) 
n 
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th in (~). The limit theorems of one 
* instead of h, where h*(k) of .9:., h = k, 
a(k-1) - a(k) = ~ for k > 2 
a(k) 1-y(k) 
(cf. (5.4.3.9)). In view of theorem 5.4.3.6 it is important to know whether 
d is a.s. ultimately increasing. If so, then all limit theorems of section 
5.4.2 hold for this .9:_ with y* instead of y, h* instead of h and with the same 
a. In this way we obtain from theorems 5.4.2.4, 11 and 6 
5.4.3.?. Theorem. If h(k) 
a) lim 1 (- log a(d )) 
k-1 and d is a.s. ultimately increasing, then 
b) 
c) 
d) 
n -n n-+oo 
a. s. ; 
- log a(.9,_[n.]) - nI d 
-+ !!_, 
n2 
where W is the Wiener process; 
- log a(£[n.J) - nI 
,..-----;- K a. s., 
2 
n 
where K is Strassen's set of limit points; 
a(~+k-1)oo d 
(log a(d ) )k=1 -+ £ 
-n+k 
for n -+ 00 • 
In the next theorem we see when £ is ultimately increasing. 
D 
5.4.3.8. Theorem. If h(k) = k-1, then d increases ultimately a.s. if and 
only if 
(5.4.3.10) \"" * ln=1 y(~) < "" a.s. 
If (y(k))~=2 is nonincreasing then (5.4.3.10) is equivalent to 
(5.4.3.11) l oo 2 Y (n) < ""· n=2 
5.4.3.9. Corollary. Condition (5.4.3.10) is satisfied for expansions ##2.2, 
2.3, 2.4, 2.5, 2.6 and 2.7 with ~ < a:._ 1 in section 5.2. In all cases this 
can be seen by verifying (5.4.3.11). 
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Proof of theorem 5.4.3.8. Condition (5.4.3.6) of theorem 5.4.3.4 becomes 
(5.4.3.10) in our special case, so (5.4.3.10) is necessary and sufficient. 
If (y(k))~=2 is nonincreasing, then we have (with~ := 1) 
d* d* 
I~=2 y2(kl = I:=1 I~d* +1 y2(kl ~ I:=1 y(d*l I~d* +1 y(kl 
--n-1 --n --n-1 
d* 
\00 * * \-U 
= Ln=1 (y(S!n) - y(S!n+1)) Lk=2 y(k)" 
Now the nth term of the last series asymptotically equals n(y(~) - y(~+ 1 )), 
since 
d* d* 
L~2 y(k) ~ I~2 (-log (1-y(k))) 
by theorem 5.4.2.4 with£ replaced by£* and h by h*, in this case the 
identity map. Hence the last series converges if and only if 
So (5.4.3.11) is sufficient for (5.4.3.10). Its necessity follows from the 
inequality 
(with y(~) := y(2)) and similar reasoning. D 
Until now we obtained results for d with h(k) = k-1 only when£ ulti-
mately increases a.s .. We intend to weaken this condition. In theorem 
5.4.3.11 a it will be shown that d increases ultimately a.s. (which is 
--n 
equivalent to limn-+co (b_*(n) - n) < oo a.s.) if and only if I:=2 y2(k) < 00 • In 
theorems 5.4.3.14 and 5.4.3.15 we shall obtain limit results under conditions 
on y(k) which are satisfied also by sequences (y(k)) such that 
I"' 2 ( ) . . Lk=2 y k = 00 • Note, however, that because of our general assumptions it is 
always assumed that y(k) + 0 and I:=2 y(k) = 00 • Our starting point is the 
following theorem. 
5.4.3.10. Theorem. If h(k) = k-1, then 
a) £* is the Markov chain associated with the BO expansion determined by 
the same a and h* with h*(k) = k fork> 2, 
b) given!!* the differences 1*(n+1) - 1*(n) are conditionally independent 
and 
P{1* (n+1) jll} 
Proof. Immediate consequence of theorem 5.4.3.2. It follows that 
· 1 d* J -n d} 
did = d}~ = yj- 1(d)(1-y(d)). 
-1 a(d-1) 
0 
* 00 • As we remarked before we may assume _c! = (1(n))n= 1 ' where 1(n) is the 
index of the nth one in a sequence of independent Bernoulli trials (~):= 1 
with 
, [:, for k 1, P{.f.k 1} 1 - P{.f.k O} y(k) for k > 2. 
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In section 4.2 we embedded (~k), and thus also d* (1(n)):=1 ' in a Poisson 
. 
* process .!_. This means: we constructed a random element, say (_<! ) ' , such that 
( *\ . ( *)• d * £ ,• is a function of.!. and £ = _c!. The situation is now much more com-
plicated than in section 4.2. The random element d* is defined on the same 
* * 00 probability space as _c! and 1 := (1 (n))n=1 ' but there is no obvious way in 
which the last two random elements and the Poisson process .!. should be 
related. In fact we want to solve the following problem. Construct random 
elements £", (1*)", (_c!*)" and t" such that 
( (£*)11 > .!_") d ( (d*) 1 > .!_) • 
* * Let P1 be the probability distribution of (£, 1 , £ ) and P2 the probability 
distribution of ((d*)•, t). Then P is a probability on R@ x R0 x R0 and 
- -
1 
P2 on R0 x R0 • We look for a probability P*on ~:=*RN x R0 x R0 x R0 (P will 
be the probability distribution of(£", (1 )", (_c! )",.!_"))such that 
where 1T 1 and 1T 2 are the projections 
( x1 , x2, x3, x4)~(x1, x2, x3), 
( x1 , x2, x3, X4 ) I----!> ( X3 ' X4) 
for (x1, x2 , x3 , x4 ) E Q, Probably there exists more than one P having these 
properties. Since we intend to derive results in terms of the distribution 
* * of(£, 1, £),thus in terms of P1, it does not matter which P we take. 
* For convenience we choose for P the probability on Q such that (£", (1 ) ") 
" ( *)" . and t are conditionally independent, given £ , 1.e. P is the unique 
Probability such that for all Borel sets Ac 11- 111Q and B c 11-111 ~ 1 2 2 
If we define£", (1*) 11 , (£*)", i" to be the projections on the four compo-
nents of ~ = ~W x R x R x R · then these random elements have the required 0 0 0, 
properties. According to this construction and omitting the double primes we 
may and do assume that (£, 1*) and i are conditionally independent, given d*. 
For£*= (1(n)):=l the limit theorems of sections 3.4, 4.4 and 4.6 hold. 
Since d* = d *( )'the same limit theorems will hold ford if L*(n) - n does 
ci -1 n * - -
not increase too fast (note that 1 (n) - n does not decrease). 
5.4.3.11. Theorem. If h(k) = k - 1, then 
a) lim (1*(n)-n) < 00 a.s. if and only if I:=2 y2(k) < 00 , 
n->= 
b) Let, moreover, <I> be a positive nondecreasing function on (0, 00 ) such that 
~ sup (n) < oo, 
nEW <I> 
then the following three assertions are equivalent: 
( i) 
<1>(- log a(n)) 
In 2 k=2 y (k) + 0, 
(ii) 
1*(n) - n 
<1>(n) + 0 a.s. 
1*(n) - n p (iii) 
rj>( n) + o. 
Proof. From theorem 5.4.3.10 it follows that the random variables 
.J:o*(n+1) - .J:o*(n) - 1 are conditionally independent given 1 (recall that 
d* (.J:o(n) ):= 1), and that 
~y(1(n)) a.s., 
y(.J:o(n)) 
1-y(1(n)) 
y(1(n)) 
-----2 ~ y(1(n)) a.s. 
( 1-y(.J:o(n)) )-
By argUlllents as in the proofs of lemmas 4.3.3 and 4.3.4 a) follows and, 
moreover, 
.J:o*(n) - n 
lim ( ) a.s. 
n->= '11 n 2(k) lk=2 y 
137 
if l~=2 y2 (k) = oo. The proof of the equivalence of the assertions in b) fol-
lows the lines of the proof of theorem 4.3.7 and is left to the reader. Note 
that - log a(n) = c . 
n 
D 
5.4.3.12. Remark.From theorem 5.4.3.11a it follows that conditions (5.4.3.10) 
and (5.4.3.11) in theorem 5.4.3.8 are always equivalent, also if (y(k))~=2 
is not monotone.For the first part of a) holds if and only if Q. increases 
ultimately a.s., which on its turn is equivalent to (5.4.3.10). 
5.4.3.13. Remark. The assertions in theorem 5.4.3.11 bare always satisfied 
with ~(t) .- t, since - log a(n) ~ l~=2 y(k) for k + 00 and y(k) + O. This im-
plies (i). 
5.4.3.14. Theorem. (BALKEMA (1968)). If h(k) k - 1, then 
- log a(d ) 
lim -n = 1 a.s. 
n->= n 
Proof. By theorem 4 2.6 we have 
log a(1(n)) 
n 
1 
- ;:;- log a(Q.L*(n)) + 1 a.s . 
The th8orem follows if 1*(n) - n a.s. But this follows by remark 5.4.3.13. 
5.4.3.15. Theorem. If t(k) = k - 1 and, moreover, 
l~=2 /(k) (5.4.3.12) ----~ + 0 n -( lk=2 y(k) )2 for n + 
00 , 
D 
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then assertions b) and c) of theorem 5.4.3.7 hold. 
Proof. As argued just before theorem 5.4.3.7 assertions b) and c) of that 
. * . theorem hold with£ instead of d. Hence by lemmas 1.3.11 and 1.3.13 it is 
sufficient to prove that for all T > O 
1 
n- 2 sup I - log a(£*[ntJ) +log a(£[nt])I + 0 a.s .. 
O<t<T 
But a* = d so the left-hand si"de 1 
-n -.f!*(n)' equa s 
(5.4.3.13) 
where 
sup I - log a(£_L*(k)) +log a(£k)I ~ 
1~k~[nT]+1 
* (.f! ([nT]+1) - [nT] - 1), 
a(k) 
c :=sup log a(k+1) 
kEIN 
(c is finite, since a(k)/a(k+1) + 1 fork+ 00 ). Since l~=2 y(k) - - lo~ a(n) 
condition (5.4,3.12) implies (i) in theorem 5.4.3.11 b) with ~(t) := t 2 • But 
then by (i)==>(ii) the right-hand side of (5.4.3.13) tends to zero a.s. 
D 
5.5. ABSOLUTE CONTINUITY 
In the preceeding section limit theorems in terms of d = (d )00 1 were 
- -n n= 
derived in the following situation. We are given a probability space 
((0,1],B,P), where Bis the o-field of Borel sets in (0,1] and P is the 
Lebesgue measure on (0,1]. For fixed a and h to each x E (0,1] a sequence 
(~(x)):= 1 is assigned via the BO expansion of x determined by a and h. The 
limit theorems concern the distribution of this sequence (d (x)) 00 1. 
-n n= 
Now if the Lebesgue measure P is replaced by another probability 
measure Q on B, then the sequence of random variables (d ) gets another dis-
-n 
tribution and in general the limit theorems of section 5.4 are no longer 
valid. However, the following theorem indicates a class of probability mea-
sures Q for which these theorems remain true. 
5.5.1. Theorem. If in the probability space ((0,1],B,P) the Lebesgue measure 
P is replaced by a probability measure Q on B which is absolutely continuous 
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with respect to P, then theorems 4,5,6,9,11 in section 5.4.2 and 4,5,6,7,8, 
14,15 in section 5.4.3 remain valid as they stand. 
Proof. The theorem is trivial where it concerns theorems stating that a 
certain event has P probability 1. Clearly such an event has also Q proba-
bility 1. For the theorems concerning convergence in distribution the argu-
ments of BILLINGSLEY (1968, p.139-140) carry over in an obvious manner. D 
5.5.2. Example. Let B be a Borel set in (0,1] with P(B) > O. Then the theo-
rems mentioned in theorem 5,5.1 remain valid with underlying probability 
space 
((o,1J,B,P(.IB)). 
In particular, considering the BO expansions only on a subinterval A of 
(0,1] does not change the limit behaviour of.£_. 
Let us consider two separating BO expansions determined by the same 
h: W\{1} +Wand two different decreasing sequences (a(j)(n)) 00 1 for j = 1,2 ( . ) ( . ) n= 
such that a J (1) = 1 and a J (n) 7 O for n + 00 • Each of the two BO expan-
. . 
(j) (' ) ( l sions determines a one-to-one map.£. J = 1,2 from 0,1. onto the set of 
sequences (dn):= 1 which are realizable with respect to h. Therefore 
qi := (,£.( 2 ))-1 ° .£_ (1) is a one-to-one map from (0, 11 onto itself. Specifically 
we have 
(5.5.1) 
Here 
x = l:= 1 a ( 1 ) (~ 1 ) ) rr~: ~ Y ( 1 ) (~ 1 ) ) ,___,, 
f-+ l:=1 a(2)(~1)) JI~=~ Y(2)(~1)) =: qi(x). 
a(j)(k-1) - a(j)(k) 
:= a(j) (h(k)) for k 2,3,. . ., j 
1 ,2. 
As both BO expansions are assumed to be separating lemma 5.1.8 band theorem 
5.1.9 imply that qi is a homeomorphism from (0,1] onto itself. 
We want to answer the following question. Under which circumstances do 
,£.( 1) and _g,( 2 ) with underlying probability space ((0,1],B,P) have the same 
probabilistic limit behaviour? As ,£.( 1) = ,£.( 2 ) o qi, for Borel sets A in 
w Ill we have, 
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P{x E (o, 1 J : <J>(x) E (£( 2 ) )-\} 
X E 
where Pq,- 1 is the probability measure on B defined by P<t>- 1(B) P(<t>- 1B) for 
BE B. So, for a fixed <jJ, we have to answer the question : does £( 2 ) have the 
same probabilistic limit behaviour with the underlying probability spaces 
((0,1],B,P) and ((0,1],B,Pq,- 1), or equivalently, for reasons of symmetry, 
( 1 ) does £ have the same probabilistic limit behaviour with the underlying 
probability spaces ((0,1],B,P) and ((0,1],B,P<J>)? By theorem 5.5.1 it follows 
that these questions can be answered affirmatively if at least one of the 
probability measures P<jJ and Pq,- 1 is absolutely continuous with respect to 
the Lebesgue measure P or equivalently, if at least one of the functions <jJ 
-
1 
. 1 . . f . . th t d( 1 ) and <jJ is abso utely continuous. Moreover, i we know a priori a 
d ( 2 ) . ' . . t . l 0 t h . th . th - "' an £ do have differenc probabilis ic imi be aviour, en nei er ~ nor 
-1 
<jJ is absolutely continuous. 
So it is useful to study the question for which pairs of separating BO 
. -1 expansions determined by the same h the homeomorphisms <jJ or <jJ defined by 
(5.5.1) are absolutely continuous. From (5.5.1) it follows that <jJ maps the 
inteval 
{x d2' ... , ~ 1) d } 
n 
homeomorphically onto 
{x d } . 
n 
Hence we obtain for the endpoints 
where (dk)~=l is a realizable sequence and~= dk for 1 .::_k .::_ n-1 and 
d 1 = d or d -1. Since <jJ increases the derivative <J>' exists almost every-n n n 
where on (0,1] and where it exists we have 
<P' ( x) 
<jJ(b ) - q,( a ) 
lim ~~n~~~~n­
b - a n-roo n n 
for each pair of sequences (a ) and (b ) such that a ~ b , an + x, bn + x. n n n n 
Choosing 
we obtain 
cji(b ) - cji(a ) 
n n 
b - a 
n n 
(2)(d(1)) 
y -'-11: (1) 
(1) (1) =: '\i(.9:_ ). 
y (.£k ) 
Consequently we have almost everywhere in (0,1] 
cjJ'(x) = lim '\i(£( 1)) 
n-+<><> 
and for reasons of symmetry 
-1 I . 1 ( cjJ ) ( x ) = lim ---.,...( 2....,-)-
n-+<><> '\i (£ ) 
y ( 2) (~ 1 ) ) 
y ( 1) (~ 1)) 
In particular lim a (d( 1 )) exists and is finite and nonnegative a.s .. 
n-+0011-
By applying theorem 6.5 we obtain 
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5.5.3. Theorem. The function cjJ- 1 defined by (5.5.1) is absolutely continuous 
if and only if lim q (d( 1 )) > O a.s .. Further both cjJ and cjJ- 1 are singu-
n + oo n - (1) 
lar if and only if lim a (d ) = O a.s .. n-+ 00 11-
We now want to know more about the Lebesgue measure of the sets 
{x: lim q (d( 1)(x)) = O} and {x: limn~ 000 (£( 1(x)) > O}. This will be n-+ 00 n- ---, ll 
the subject of the next section where rather deep results of the theory of 
Markov chains are used. 
5.5.4. Examples. Any pair of BO expansions from ##4.1, 4.2 and 4.3 and also 
the pair expansions #5,1 and #5.2 (see section 5.2) determine transforma-
. -1 . tions cjJ such that cjJ and cjJ are absolutely continuous. Any two expansions 
from #2.3 with a different a determine a transformation cjJ of (0,1] such that 
-1 
cjJ and cjJ are singular, because the limit behaviour of d depends on a. We 
-n 
have here a log~~ n a.s .. 
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5.6. INVARIANT SETS; ALMOST CLOSED SETS 
We want to continue our study of the absolute continuity of 
<P = (d(2))-1 ( 1 ) . . • . • 0 
_9, started in the preceding section. For this reason we in-
troduce some concepts for Markov chains along the lines of CHUNG (1967, 
section I 17), to which the reader is referred for proofs. 
Let (~):= 1 be a stationary Markov chain with countable state space I 
and underlying probability space (n,F,P). Then~:= (~):= 1 is a random 
element in IIN := {(jk):=1 : jk € I} provided with the topology of coordinate-
wise convergence. Its Borel field is the a-field generated by the sets 
(cf. theorem 4.1.1 a). 
5.6.1. Definition. 
a) The shift is the map T IN IN . I + I defined by 
b) A function f on IIN is invaPiant if it is Borel measurable and 
f(Tj) = f(j) for almost all j (jk)~= 1 €~(almost all with respect to 
th . . -1 IN) e probability P~ on I • 
c) A subset B of IIN is invaPiant if it is a Borel set and xB is an invariant 
function, where 
if j E B, 
else. 
-1 . (Consequently, B and T B differ by at most a null set (cf. def. 
5.6.5 a)). 
d) A subset A of n is invariant 
variant subset of IIN. 
if A € F and {(~(w)):=l :w € A} is an in-
5.6.2. Lemma. The class of all invariant subsets of n is a sub-a-field of F. 
5.6.3. Definition. For subsets A of I 
l:.(A) := lim inf {x 
€ A}' 
n+oo 11 
L(A) := lim sup {~ € A}. 
n+oo 
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5.6.4. Properties. l(A) c L(A); l(A) and L(A) are invariant subsets of Q, 
5.6.5. Definition. 
a) Two sets B, C E F differ a null set if P(B ~ C) O. Notation: B C[P]. 
b) A subset A of I is almost closed if 
c) 
d) 
P(1.(A)) P(L(A)) > o. 
A subset A of I is transient if P(L(A)) = O. 
The Markov chain (x )00 1 is called almost irreducible if all almost 
-n n= 
closed sets differ only a transient set from I. 
Remark. If A is almost closed, then 1.(A) = L(A)[P]. 
5.6.6. Lemma. If A, B c I, A is almost closed and A~ Bis transient, then 
B is almost closed. 
5.6.7. Theorem. For each invariant set A E F there exists a set Ac I such 
that A= l(A) = L(A)[P]. The correspondence A?-:;.A is one-to-one modulo null 
sets on the left-hand side and modulo transient sets on the right-hand side. 
5.6.8. Corollary. All invariant sets have probability 0 or 1 if and only if 
the Markov chain (x )00 1 is almost irreducible. 
-n n= 
Now let ((0,1],B,P) be the probability space as given in section 5,5, 
Leth be a map from IN\{1} into IN and let (a(j)(n)) 00_ 1 for j = 1,2 be de-( . ) n- ( . ) 
creasing sequences of real numbers such that a J (1) = 1 and a J (n) + 0 for 
n + 00 • The two BO expansions determined by h,a( 1 ) and h,a( 2 ) define two maps 
(1) (2) . IN (1) (2) i . and£ from (0,1] into I where I := W\{1}. Both£ and d are 
random elements in ~ and, moreover, by theorem 5,3.2 stationary Markov 
chains with I as state space and ((0,1],B,P) as underlying probability space. 
We suppose that the two BO expansions introduced above are separating. As in 
th . . . f t ( d ( 2 ) )- 1 ( 1 ) . h . e preceding section it allows tha $:= _ 0 £ is a homeomorp ism 
from (0,1] onto itself. Furthermore we have seen that almost all x E (0,1] 
lie in one of the sets {x : $'(x) > O} and {x : $'(x) = O}, and that 
a(1)(h(~1)) n Y(2)(~1)) 
(5.6. 1) $'(x) ;: a(2)(h(~1)) Tlk=1 y(1)(~1)) 
for almost all x E (0,1]. Since y( 1)(k)/y( 2 )(k) > O for all k EI, the be-
( (1) oo • haviour of £k )k=n determines whether $'(x) is positive or not, regardless 
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of the value of n. So we obtain 
5.6.9. Theorem. With respect to the Markov chain d( 1 ) the subsets 
{x: $'(x) > O} and {x : $'(x) = O} of (0,1] are invariant. 
In view of corollary 5.6.8 it is important to know whether .5!_( 1 ) is al-
most irreducible ot not. If £(l) is, then the sets in theorem 5.6.9 have 
measure 0 or 1 and, consequently, by theorem 5,5,3 we are in one of 
the following two cases: 
1) $- 1 is absolutely continuous (and hence .5!_(l) and d( 2 ) have the same limit 
behaviour in the sense of theorem 5.5.1); 
-1 2) both $ and $ are singular. 
-1 So $ cannot be of mixed type. 
In the remaining part of this section we shall analyze the almost closed 
sets (and hence the invariant sets) of Markov chains d associated with BO 
expansions for some types of these expansions. 
5.6.10. Theorem. For each decreasing sequence (a(n)):= 1 with a(1) = 1 and 
a(n) + 0 for n + 00 there exists a nondecreasing map h : W\{1} + W such that 
the associated Markov chain d is not almost irreducible. 
Proof. Select an increasing sequence of natural numbers (vk)~=l such that 
v, = 2 
a(vk) 
a( vk-1) 
< for k > 2. 
k2 
This selection is possible, since a(k) + 0 for k + oo, Define h by 
h(j) := vk+ 1 if vk_ 1 < j .:_ vk fork E W (here v 0 := 1) 
and set 
A := u {v2k+1, v2k+2, ••. , v2k+1} c I = IN\ { 1 } • 
k=O 
We shall prove that A is almost closed. In the same way it follows 
I\A is almost closed. In order to prove that A is almost closed we 
to show that 
that 
have 
{ a) P(lim inf {d E A}) > 0 ' --n ( 5.6.2) !1-7<Xl b) P(lim sup {d E A}\lim inf { d E A}) o. 
--n --n 
!1-7<Xl n+><> 
We first prove (5.6.2 b). For j E A, say v2k < j ::_ v 2k+1 , we have 
(5.6.3) { i AJd = j} = \ a(l-1) : a(l) 
p £ln+1 --n l;h(j) a(h(J)) 
lr/A 
-
1 l (a(l-1) 
- a(v2k+2) 1 
>v2k+3 
a(v2k+3) < 1 
a(l))< ( ) 2 , 
- a v2k+2 - (2k+3) 
l(.A 
provided that P{d = j} > O. From the definition of h and from 
--n 
£ln+1 .::_ h(£!n) + 1 it follows that £!n > v2n_ 1 for n E ~. Hence 
P{d 1 t A, d E A} 
--n+ --n 
\ P{d 1 t Ajd j}P{d j} < l --n+ --n --n 
j>v2n-1 
jEA 
::_ l 1 P{ d = j } < _1 __ 
j=v +1 (2n+3) 2 --n - (2n+3) 2 2n 
Now 
lim sup {d E A}\lim inf {d E A} lim sup {d E A, £ln+1 i A} 
--n --n --n 
n-+«> n-+«> n+><> 
and this event has probability zero, since 
z::=1 P{d E A, d 1 --n --n+ I: A} ::_ l:=1 (2n+3)-2 < 00. 
This proves (5.6.2 b). In order to prove (5.6.2 a) consider 
n+1 
P( n {~ E A}) 
k=1 
n-1 
l l P( n {~ EA} n {£ln = j}) P{£ln+1 l\d j}. jEA lEA k=1 --n 
By (5.6.3) and since £!n > v2n_ 1 , it f~llows that 
n+1 1 n 
P( n {~ E A}) .::. ( 1 - 2) P( n {~ E A}). 
k=1 (2n+3) k=1 
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Consequently, 
P(lim inf { d 
-n 
n-+<><> 
E A}) .:_ P( n 
n=1 
{ d E A}) > 
-n 
00 (1 - 1 ) 
-
> P{Q.1 E A} IT 2 
n=2 (2n+3) 
> o, 
which proves {5.6.2 a). 
5.6.11. Example. Consider the Markov chain d determined by 
so 
a ( n ) . - ( n ! ) - 2 for n E IN, 
h(n) := n + 1 for n E IN\{1}, 
y(n) a(n-1) - a(n) 
a(n+1) 
3 (n+1) (n-1) for n E N\{1}. 
D 
In this case the choice vk k + 1 satisfies the construction in the proof 
of the preceding theorem and therefore the sets {2,4,6, ... } and {3,5,7, •.• } 
are almost closed. The corresponding BO expansion is not separating. To see 
this note that (2k)~= 1 is a realizable sequence and that 
y(2) y(4) ..• y(2n-2) (a(2n-1) - a(2n)) 
4 4 4 3 5 ••• (2n-1) (2n+1) 
((2n)!) 2 
rrkn =1 ( 1 - _1_) 
4k2 
does not vanish for n + 00 • So condition (iii) of theorem 5.1.9 is not satis-
fied. 
There are also separating BO expansions whose associated Markov chains 
£.are not almost irreducible. To see this, note that all BO expansions with 
a(n) = 1/n are separating by lemma 5.1.12 (i).Now apply theorem 5.6.10 with 
this a. A less artificial example is provided by theorem 5.6.15. There it is 
shown that the Markov chain associated with Sylvester's series is not almost 
irreducible. 
5.6.12. Theorem. All Markov chains d associated with BO expansions such that 
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h(n) = n for n 
ible. 
2, 3, • • • or h ( n) n - 1 for n 2,3, •.• are almost irreduc-
5.6.13. Corollary. For all transformations$ = (d( 2 ))-1 0 d( 1) determined by 
-1 
two separating BO expansions with has in theorem 5.6.12 either$ and$ 
are both absolutely continuous or both are singular. 
Proof of theorem 5.6.12. Consider first the case h(n) = n. Then the distri-
bution of£ does not change if we take£= (.k(n)):= 1' where _k(n) is the place 
th 00 
of the n one in the sequence of independent Bernoulli trials (.fx)k=1 with 
Cl ( k) 
P{£k = 1} = 1 - P{.fx = O} = 1 - cx(k- 1) 
Suppose that A is an almost closed subset of I 
definition 5.6.5 b that 
N\{1}. Then it follows from 
(5.6.4) ! P(lim sup {d E A}) > 0' -n n+oo P(lim sup {d E A} n lim sup {d i A}) o. -n -n n+oo n+oo 
But 
lim sup {1n E A} = {~ = 1 for infinitely many k E A} 
and a similar identity holds for I\A. Moreover, {~}k E A and {~}k £ A are 
independent sets of random variables, so the events lim sup {d E A} and 
n+oo -n 
lim sup {d 
n+oo -n 
£ A} are independent. But then it follows from (5.6.4) that 
P(lim sup {d £A}) = 
-n 
O, so I\A is transient. This proves that d is almost 
irreducible. 
Now suppose h(n) = n - 1. Starting from theorem 5.4.3.10 it is easy to 
prove that again lim sup {d E A} and lim sup {d £ A} are independent and 
n+oo -n n+oo -n 
the theorem follows in the same way as above. D 
5.6.14. Example. Expansions #2.2 (referred to by £( 1)) 
b d ( 2)) ( . ) . . Y _ see section 5.2 determine a transformation $ 
and #2.6 (referred to 
= (£( 2))-1 o d( 1) such 
-1 that$ and$ are both absolutely continuous. By formula (5.6.1) 
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which is positive a.s., since 
continuous, and by corollary 
log d(l) ~ n a.s .. Hence ~- 1 is absolutely 
-n 
5.6.13 also~ itself. 
The same results can be obtained for the pair of expansions #2.2 and 
#2.4. Note that expansions #2.2 and #2.5 determine a singular transformation 
~' since log d ~ n 
-n 
a.s. for expansion #2.2 and log .9:n ~n a.s. for expan-
sion #2,5. Now apply theorem 5.5.1. 
In the remaining part of this section we show that the Markov chain 
associated with Sylvester's series is not almost irreducible. 
5.6.15. Theorem. The Markov chain£ associated with Sylvester's series 
(expansion #4.1 in section5.2) possesses infinitely many disjoint almost 
closed sets of states. 
5.6.16. Remark. Because of this theorem very little can be said a priori 
about the absolute continuity of transformations~ of (0,1] determined by the 
Sylvester series and another BO expansion for which also h(n) = n(n-1). How-
ever, the most striking examples of pairs of BO expansions determining a ~ 
-1 
such that~ and~ are absolutely continuous are just the pairs (#4.1, #4.2) 
and (#4.1, #4.3) in section 5.2. 
For the proof of theorem 5.6.15 we need the following theorem which 
supplements theorem 5.4.2.9 for the case of Sylvester's series. 
5. 6. 17. Theorem. 
a) Let (Dn):= 1 be the increasing sequence of integers defined by 
D1 := 2, 
Dn+1 := Dn(Dn-1) + 1 for n E IN, 
then 2-n log D decreases for increasing n and converges to a positive 
n 
limit D. 
b) If£ is the Markov chain associated with Sylvester's series, then 2-nd 
-n 
converges a.s. for n + oo, say to ~· The probability distribution of~ 
is concentrated on [D, 00 ) and assignes positive probability to each sub-
interval of [D, oo). 
Proof. a). From 
2-(n+1) log -n D Dn+ 1 - 2 log n 
( ) D -1 
- n+1 ( n ) 2 log 1 - ~2-
D 
< 0 
n 
it follows that 2-n log Dn decreases and hence has a limit for n + 00 • 
Furthermore 
so 
2 D 1 - ~ > (D - ~) , n+ n 
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log D >log (D - ~) > 2n-k log (Dk - ~) fork= 1,2, ••. , n-1. 
n n 
b) 
Applying this formula for k 1 we obtain 
log D > 2n • ~ log l 
n 2 
so D := lim 2-n log D > ~ log -23 > O. n-n+m 
By induction one easilY. verifies that d > D with probability one and 
• -n - n 
that P{d = k} > O for each integer k > D • Hence it is clear that 
-n - n 
lim 2-n log .9n E [Dm) a.s., provided that the limit exists. We shall now 
n+m -n prove that 2 log~ converges a.s. for n + m and, moreover, that this con-
vergence has some aspects of uniformity. In the present situation the 
transition probabilitieef'of dare given by 
J.} =-{Jo'{j-1 )(k~1 - ~) P{d = kjd = for k ~ j ( j-1 ) + 1 , 
-n+1 -n 
else. 
Therefore we have for £ > O and integer d > D 
- n-1 
($.6.5) P{j2-n log~ - 2-(n-1) log ~-1 I > £1~_ 1 = d} 
d(d-1) l 
k>d(d-1) 
Set n0 = n0(£) := (loglog 2 - log E)/log 2. Then we have for n ~ n0 and all 
.. 
Hence for n ~ n0 both sides of ( 5. 6. 5) equal 
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I 1 1 d(d-l) l n (k-1 - k) 
k>d2e£2 
So we have for£> O, n ~ n0(£) and d ~ Dn-l 
n -(n-1) 
-£2n P{l2- log SL, - 2 log d I >£Id = d} < e . 
" -n-1 -n-1 -
Note that the conditional part of this probability may be omitted, or even 
replaced by a condition~ = d with 1 .::_ k .::_ n-1 and d ~Dk, since the upper 
bound does not depend on d. For each sequence (nk)~=l with nk > O,n0(£nk)sn0(£)+k, L==l nk = 1 and for E > O, n ~ n0 (£) and d ~ Dn we have 
P( u {J2-(n+k) log ~+k - 2-n log ~I > £}1{~ = d}) < 
k=1 
< P( u {12-(n+k) 1 d - 2-(n+k-l) 1 d I> }J{d og -n+k og -n+k-1 £nk -n 
- k=1 
I"' (n+k) -(n+k-1) I J 
.::. lk= 1P{l2- log ~+k - 2 log ~+k-l > Enk ~ 
Choosing nk ~ -~k := (2 -1) 2 we obtain 
"' I -( n+k) -n I I P( u { 2 log d k - 2 log d > £} {d k=1 
-n+ -n -n 
d}) < 
, n+,k 
-£(22-1 )2 2 
e --+ 0 for n -r 00 • 
d} ).::_ 
d} < 
-n From this it follows first that 2 log~ converges a.s. for n -r 00 , say to 
i!.o• and further that for£> O, n ~n0 (£), d ~Dn 
(5.6.6) 
=: 0 • 
n 
As we have seen above£.., E [D, 00 ) a.s .. Now let J be a subinterval of [D, 00 ). 
Then there exist an£> O, an n > n0 and an integer d ~Dn such that on< 1 
and 
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[2-n log d - e, 2-n log d + e] c J. 
Note that P{d = d} > o. Now it follows by (5.6.6) that 
-n 
P{d e J} > P{ld - 2-n log d I< eld = d}P{d = d} > 
--00 - -00 -n - -n -tn 
> (1-6 ) P{d = d} > O, 
- n -n 
and all assertions of the theorem are proved. D 
Proof of theorem 5.6.15. Let J be an open subinterval of (1,2), then clearly 
00 
-n {lim 2 log ~ e u 
n-+oo k=-oo 
is an invariant set, which has positive probability by theorem 5.6.16. We can 
choose infinitely many disjoint subintervals J of (1,2) which determine as 
many disjoint invariant sets. Then by theorem 5.6.7 there exist infinitely 
many disjoint almost closed subsets of I = E \ { 1}. D 
5.6.17. Remark. A~er the first edition of the present monograph appeared 
the result of theorem 5.6.17b has been improved by GALAMBOS (1977), who 
shows that £._, has a continuous density. From this it follows that the Markov 
chain associated with Sylvester's series has no atomia almost closec sets. 
An almost closed set is called atomic, if it cannot be split into two dis-
joint almost closed sets. 
5.6.18. Remark. Theorem 5.6.15 contradicts theorem 3 in SCHWEIGER (1970) 
according to which .£. should be almost irreducible in the Sylvester case. 
The validity of this statement became an open question in the addendum to 
SCHWEIGER (1970). I thank F. Schweiger for drawing my attention to this. 
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6. APPENDIX 
6.1. Theorem. Let (~):= 1 be a sequence of independent random variables with 
finite variances and (bn):= 1 a nondecreasing divergent sequence of positive 
real numbers. 
If 
( 6. 1 ) 
then 
var x 
-n 
~ 
n 
< 00' 
Proof. This theorem is proposition A on p. 238 in LO~E (1963). 
6.2. Theorem. Let (~):= 1 be a sequence of independent nonnegative random 
variables with finite variances. If l:= 1 E~ = oo and 
then 
l~=1 ~ lim = a.s. 
n-+«> l~=1 E~k 
Proof. Apply theorem 6.1 with bn := l~= 1 E~ (see also R~NYI (1970, th. 
D 
5. 4. 5 on p. 282) ) . D 
6.3. Theorem. Let (x ) 00 1 be a sequence of independent random variables with 
-n n= 
finite variances and (bn):=l a nondecreasing divergent sequence of positive 
real numbers. If 
then 
c := sup b~ 1 l~= 1 var ~k < 00 , 
nEIN 
0 a.s .• 
Proof. We shall show that condition (6.1) is satisfied. We have, using Abel's 
summation formula, 
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IN b-2 var x ln=1 n --n 
1N-1 -2 -2 1n -21N 
ln=1 (bn - bn+1)lk=1 var ~k + bN lk=1 var ~ .'.:. 
for N -+ "', 
and (6.1) follows. D 
6.4. Lemma. Let (~)~= 1 be a bounded sequence of positive numbers then 
(6.2) 
converges form> 1. 
Proof. If l~= 1 ak < "'• then also l~= 1 a~ < 00 for m > 1 and the convergence 
of (6.2) follows immediately. Next suppose l~= 1 ak = oo and ak < c for k E IN. 
Then there is an increasing sequence of natural numbers (n1 )~= 1 such that 
Then 
m-1 
< c 
for 1 E IN. 
l~=1 
m-1 I"' 1 n1+1- 1 m-1 oo 2c 
.'.:. c l1=1 22 ln=n an .'.:. c l1=1 22 < 00 1 c 1 1 c 
< 
Related results can be found in KNOPP (1951, section 39: theorem of 
Abel and Dini). Part a) of the next theorem is contained in ZAANEN & 
LUXEMBURG ( 1 96 3) . 
6.5. Theorem. If f is an increasing continuous function on [0,1], then 
a) f is singular if and only if f- 1 is singular; 
D 
-1 b) f is absolutely continuous if and only if f'(x) > 0 almost everywhere. 
Proof. Generally we have for increasing continuous functions g on [0,1] and 
Borel sets Ac [0,1] that 
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J dx = J -1 dg(x) 
A g A 
(both sides define measures which coincide on the subintervals of [0,1]). 
Furthermore g is differentiable almost everywhere by Lebesgue's theorem (cf. 
SAKS (1964, th. 5.4 on p.115)) with g'(x) ~ O. We have g = gac + gs• where 
g is absolutely continuous, g is singular and g and g are nonde-
ac . s ac s 
creasing. Further 
gac(x) = Jx g'(y)dy + g (0) 
0 ac 
for x E: [0,1] 
and g is singular if and only if g'(x) = O almost everywhere. 
First we prove that the condition f'(x) > O almost everywhere is suf-
f . . f . . _, -1 . icient or the absolute continuity of f • Suppose f is not absolutely 
a Borel set N c [f(O), f(1)] such that JN dx = O continuous. Then there is 
and JN df- 1(x) > o. But 
0 = J dx = J _1 df(x) ~ J _1 f'(x)dx, N f .N f N 
which is positive unless J _1 dx = 
f N 
O. So J _1 dx = o. But 
f N 
J _1 dx 
f N 
=JN df- 1(x) > O. Contradiction. 
Next we prove a). Suppose f- 1 is singular and f is not, then there is a 
Borel set Ac [0,1] of positive measure where f' is positive almost every-
where. Hence 
JfA dx = JA df(x) ~JA f'(x)dx > O. 
In the same way as above it follows that the restriction of f- 1 to fA is ab-
solutely continuous. Contradiction. 
Finally we prove that the condition f'(x) > O almost everywhere is 
necessary for the absolute continuity of f- 1 • Suppose there is a Borel set 
Ac [0,1] of positive measure where f' = O almost everywhere. If fA has 
. . -1 . . -1 . positive measure, then f is singular on fA, so f has a singular part. If 
. -1 . . fA has measure zero, then again f has a singular part, since 
J df- 1(x) = J dx > O. fA A 
T f f -1 . . here ore is not absolutely continuous. D 
6.6. Remark. There exist increasing absolutely continuous functions f on 
-1 [0,1] such that f is not absolutely continuous. An example is given in 
LUXEMBURG & SMIT (1966). Here we give another example. 
Let (rn):=1 be an enumeration of the rationals in [0,1] and set 
I"' -n 2n 
s(x) := ln=l 2 h(2 (x-rn)) for x E [0, 1], 
where 
h(x) •= { : - lxl for JxJ ~ 1, 
for Jx I > 1. 
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Then f(x) := Jx s(y)dy defines an absolutely continuous increasing differen-
tiable functioR on [0,1], whereas the Lebesgue measure of 
{x f'(x) > O} 
is not larger than 
\"" 2.2-2n 
ln=1 
2 
3 
[0,1] n u 
n=1 
(r 
n 
-2n r + 2-2n) 
2 ' n 
Hence f' (x) 
tinuous. 
O on a set of positive measure and f- 1 is not absolutely con-
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