Abstract.-In the age of genome-scale DNA sequencing, choice of molecular marker arguably remains an important decision in planning a phylogenetic study. Using published genomes from 23 primate species, we make a standardized comparison of four of the most frequently used protocols in phylogenomics, viz., targeted sequence-enrichment using ultraconserved element and exon-capture probes, and restriction-site-associated DNA sequencing (RADseq and ddRADseq). Here, we present a procedure to perform in silico extractions from genomes and create directly comparable data sets for each class of marker. We then compare these data sets in terms of both phylogenetic resolution and ability to consistently and precisely estimate clade ages using fossil-calibrated molecular-clock models. Furthermore, we were also able to directly compare these results to previously published data sets from Sanger-sequenced nuclear exons and mitochondrial genomes under the same analytical conditions. Our results show-although with the exception of the mitochondrial genome data set and the smallest ddRADseq data set-that for uncontroversial nodes all data classes performed equally well, that is they recovered the same well supported topology. However, for one difficult-to-resolve node comprising a rapid diversification, we report well supported but conflicting topologies among the marker classes consistent with the mismodeling of gene tree heterogeneity as demonstrated by species tree analyses of single nucleotide polymorphisms. Likewise, clade age estimates showed consistent discrepancies between data sets under strict and relaxed clock models; for recent nodes, clade ages estimated by nuclear exon data sets were younger than those of the UCE, RADseq and mitochondrial data, but vice versa for the deepest nodes in the primate phylogeny. This observation is explained by temporal differences in phylogenetic informativeness (PI), with the data sets with strong PI peaks toward the present underestimating the deepest node ages. Finally, we conclude by emphasizing that while huge numbers of loci are probably not required for uncontroversial phylogenetic questions-for which practical considerations such as ease of data generation, sharing, and aggregating, therefore become increasingly important-accurately modeling heterogeneous data remains as relevant as ever for the more recalcitrant problems.
The development of high-throughput DNA sequencing technologies initiated a gradual transition away from the traditional amplicon-based Sangersequencing method for generating data for molecular phylogenetics (Lemmon and Lemmon 2013; McCormack et al. 2013) . Researchers are also no longer restricted to using a small number of well known and often groupspecific loci and at the same time can generate great volumes of genome-wide data at a substantially lower per-base cost. There is also no longer a requirement for significant a priori knowledge of the genome, and so data can readily be collected from nonmodel organisms (Davey and Blaxter 2010; Lemmon et al. 2012) . However, until whole genome sequencing is financially and computationally viable for phylogenetic projects with dense/broad taxon coverage, there still remains the need for an a priori choice of which genomic regions are to be sequenced and used in phylogenetic analyses. Two general methodologies have been the most widely used in empirical phylogenomic studies: "restriction-site-associated DNA sequencing" and "targeted enrichment." The aim of this study is to make a standardized comparison of the two methods in terms of their phylogenetic performance and consistency in estimating clade ages.
Methodologies
Restriction-site-associated DNA sequencing.-Genomic reductions can be created by enzymatic digestion of template DNAs at restriction sites followed by adapter ligation, size selection, and the sequencing of flanking sites on a high-throughput platform. This technique is most commonly known as "RADseq" (Baird et al. 2008; Davey et al. 2011) , but the method is also sometimes referred to as "reduced genomic representation," although targeted enrichment methods are also a type of reduced genomic representation . Several different RADseq protocols exist-for example double-digest RADseq (ddRADseq), ezRAD, 2bRAD etc.-and each has its own pros and cons (see Puritz et al. 2014; Andrews et al. 2016) . Although initially developed for population genetic studies, RADseq data have been applied to interspecific phylogenetic problems, particularly in nonvertebrate groups (e.g., Rubin et al. 2012; Eaton and Ree 2013; Cruaud et al. 2014) . One of the key issues arising from these studies is whether a sufficient number of restriction sites are conserved across increasingly divergent species to permit resolution of the deeper nodes of a tree (Rubin et al. 2012; Cariou et al. 2013; Eaton et al. 2017 ). 
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Targeted enrichment.-An alternative approach to accessing phylogenetically representative genomic regions is via the use of targeted enrichment, whereby templates are hybridized to oligonucleotide probes and sequenced along with their flanking sites (Faircloth et al. 2012b ; Lemmon et al. 2012 ). The method is sometimes referred to as "sequence capture," "exon capture," or "anchored hybrid enrichment." Although a priori knowledge of the genomes are required to design the probes, sufficient genomic resources are now available for many groups to make this feasible (Bragg et al. 2016) . One target of targeted enrichment are the ultraconserved elements (UCEs), highly conserved but probably functional sections of noncoding DNA scattered across the genome (Katzman et al. 2007) . While the UCE cores themselves can be informative, it is their flanking regions that contain the majority of the phylogenetic information, and this information increases with distance from the UCE core (Smith et al. 2014; Gilbert et al. 2015) . Faircloth et al. (2012b) provided the first protocol and probeset for amniotes comprising 2386 UCEs, and this was followed by a probeset for fishes (Faircloth et al. 2013 ). While UCEs have been used mainly for deep phylogenetic studies (e.g., Crawford et al. 2012; McCormack et al. 2012a,b; Faircloth et al. 2013) , they have also proved useful in studies of recently diverged species such as cisand trans-Andean bird species pairs (Smith et al. 2014; Harvey et al. 2016) .
Another enrichment method developed by Lemmon et al. (2012) targets exons and their flanking regions, but in contrast to the UCEs, most of the phylogenetic information comes from the targeted element, the exons; these authors provided a 512-locus probeset for exon capture, and the protocol has been used to generate data for phylogenetic studies of snakes (Pyron et al. 2014) , lizards (Leaché et al. 2014) , and fishes (Eytan et al. 2015) . Although this technique captures more than exon datathe proportion of intronic data increases as distance from the probes increases (see Fig. 2 of Lemmon et al. 2012 )-for brevity we refer to the method as "exon-cap" because the final loci are predominantly coding regions (around 80%).
Study Aims
Obtaining a set of loci representative of the phylogenetic history of the organisms under study is the primary motivation when choosing a protocol, but practical and technical issues are also important in ensuring experimental data are collected in a cost effective manner. Therefore when using highthroughput sequencing platforms it is important to ask a priori how much data is sufficient to answer the question with confidence, and avoid unnecessarily sequencing an excessive number of loci/sites at the expense of the number of individuals or the sequencing depth.
Here, we aim to provide an assessment of five published protocols: RADseq using the SbfI enzyme (Baird et al. 2008) , ddRADseq using the SbfI and Csp6I enzymes(ddRADa), ddRADseq using the SphI and EcoRI enzymes (ddRADb), UCEs using the 2386-locus probeset of Faircloth et al. (2012b) , and exon-cap using the 512-locus probeset of Lemmon et al. (2012) . We aim to examine the power of these protocols to resolve a known phylogeny and provide precise clade-age estimates. Specifically, for each data set we will measure: (1) the number of recovered loci and proportions of missing data; (2) topological uncertainty and statistical support for resolving dichotomies; (3) consistency in branch length estimates after application of fossilcalibrated molecular-clock models; and (4) phylogenetic informativeness (PI) over a standardized time scale.
To facilitate this in silico study we will use 23 primate species that have whole-genome data available. Primates were chosen since complete genomes became available in GenBank in 2015 and thus could be mined for the different data types we wanted to compare. Secondly, given that comprehensive phylogenies of primates have already been published (Jameson et al. 2011; Perelman et al. 2011; Finstermeier et al. 2013 )-with the backbone primate phylogeny largely resolved and only a small number of controversial relationships remaining, such as the cebid subfamilies )-we can therefore compare our results directly to those of Sangersequenced nuclear exons (Perelman et al. 2011 ) and mitochondrial genomes (Finstermeier et al. 2013 ) under identical analytical conditions. While several studies have made standardized comparisons including UCE and RADseq data sets on empirical examples Harvey et al. 2016; Manthey et al. 2016; Edwards et al. 2017) , all have focused upon topological relationships using species tree methods rather than investigating the ability of the different data sets to estimate clade ages at different time scales. Furthermore, none have compared UCEs and RADseq to exon-cap, Sanger sequenced exons, or mitochondrial genome data for the same species.
MATERIALS AND METHODS

Availability
All data, scripts, and program settings to reproduce this work are available from a public git repository hosted at http://github.com/legalLab/publications. Alignments can be found in the Dryad data repository at http://dx.doi.org/10.5061/dryad.8hs71. genomes were not released until August 2015 and thus were not included in this study either. RADseq data were extracted by performing an in silico digest with the SbfI restriction enzyme, an 8-cutter enzyme, and saving 100 bp on either side of the restriction cut site. Generated fragments on either side of the restriction enzyme were treated as being unlinked (sensu the premises of the RADseq protocol; Baird et al. 2008) . We implicitly assumed that these data would have been generated on an ILLUMINA HISEQ 2500, and thus we assumed 100 bp single end reads.
Data Set Assembly
Two sets of ddRADseq data were prepared. The first (ddRADa) was extracted by performing an in silico digest with the SbfI restriction enzyme followed by a digest with Csp6I, a 4-cutter enzyme; all fragments with an SbfI cut on one end, an Csp6I cut on the other end, and within a 320-400 bp range, were saved; the 320-400 bp range corresponds to the "tight" cut on the PIPPINPREP size selection tool, centered on 360 bp. The decision to use this size range was based on several considerations: (i) the ability to select a fragment within a range of about 80 bp on the PIPPINPREP; (ii) most ILLUMINA paired-end RADseq protocols work with library inserts of 300-500 bp; and (iii) the ability of the IONTORRENT PGM to sequence fragments of up to 400-500 bp.
Because this SbfI/Csp6I digest is subset of the full RADseq SbfI digest, we prepared an additional ddRADseq data set (ddRADb) using the SphI/EcoRI enzyme combination. This decision was to reflect the large number of possible enzyme combinations that could be used to generate data sets of varying sizes (Andrews et al. 2016) .
To extract the UCE and exon-cap data, we converted the downloaded genomes into local BLAST databases.
Given that the 2560 tiled UCE baits target 2386 UCEs using 120-mer tiled DNA probes (Faircloth et al. 2012b) , and the 56,664 tiled exon-cap probes target 512 loci (Lemmon et al. 2012) , we merged all tiled probes to constituent loci. We subsequently queried these merged probes using BLASTN MEGABLAST (default settings for highly similar sequences) against the BLAST database of each species, and extracted the probes plus associated flanking regions on either side of the probes. Only the highest similarity match was kept. For the UCEs we selected 240 bp flanking either side of probe, and exoncap we selected 180 bp, in addition to the core probe region. Due to the difference in probe lengths, this resulted in a standardized locus length of 600 bp for both methods.
Postprocessing.-Postextraction from the genomes, all output was formatted so that it could be processed in the PYRAD v3.0.5 pipeline (Eaton 2014) . We used PYRAD since it was designed to assemble data for phylogenetic studies where variation between divergent taxa may include indels. PYRAD was used only to cluster loci across species, align the loci, filter for paralogs, assemble the loci into a concatenated matrix, and generate summary statistics (i.e., only the pipeline steps six to seven of PYRAD were used). We formed data matrices for analyses such that at least four individuals shared any given locus, which is the minimum number of individuals needed to form a quartet. Clustering threshold was set to 88% similarity, the default in PYRAD.
Next, each data set was filtered to keep only the loci that included sequences for at least 12 of the 23 636 SYSTEMATIC BIOLOGY VOL. 67 taxa (≈ 50%) using GBLOCKS (Castresana 2000) ; this step also removed any ambiguously aligned sites from the matrices.
Additional data sets.-The Perelman et al. (2011) (="Perelman-exon") and Finstermeier et al. (2013) (="Finstermeier-mtDNA") alignments were accessed from online appendices of each study. Because some of the taxa in these studies did not match those of our genomes, some individuals were substituted: for Perelman- Both of these data sets were also subjected to the same alignment cleaning step using GBLOCKS.
Phylogenetic Analyses
Topologies.-Topological uncertainty was assessed using Bayesian posterior probabilities (BPP) and bipartition data generated by the program EXABAYES under the GTR+ substitution model (Aberer et al. 2014) . Two independent runs were carried out from random starting topologies for three million generations for each data set. Convergence and stationarity of parameter estimates were verified using TRACER (Rambaut et al. 2013 ). Runs were combined and then summarized into maximum clade credibility (MCC) consensus trees using TREEANNOTATOR with a 10% burn-in.
In order to account for gene tree heterogeneity, we also estimated species trees using the multispeciescoalescent software SNAPP (Bryant et al. 2012) . To reduce search space, data sets were first reduced to the hard-to-resolve taxa Callithrix, Saimiri, and Aotus, plus two outgroups (Homo, Macaca mulatta). Data sets were first assembled into unlinked single nucleotide polymorphisms (SNPs) using the PHRYNOMICS package (https://github.com/bbanbury/phrynomics).
Divergence times.-We estimated divergence times using penalized likelihood using the strict molecular clock methods employed in the chronos function of the R package APE (Sanderson 2002; Paradis et al. 2004; Paradis 2013) . To test for rate heterogeneity (clocklikeness), we compared the strict clock to the uncorrelated relaxed clock using the IC criterion (Paradis 2013) . For confidence intervals for each data set, we dated all 9000 postburnin EXABAYES trees. Temporal information was incorporated in the form of six fossil calibration points taken from Perelman et al. (2011) : root (all primates), B (Simiiformes), C (Catarrhini), E (Papionini), G (Hominidae), and H (Homo-Pan); these calibration points are illustrated in Figure 1 and are described in more detail by Perelman et al. (2011) . Because chronos does not support normally distributed calibration densities, these were converted to uniform distributions by taking the 95th percentile of the normal distribution.
Penalized likelihood was chosen for its speed, but in order to compare with more sophisticated dating methods, we carried out a full Bayesian analysis of clade age using the uncorrelated lognormal relaxed clock model (Drummond et al. 2006 ) employed in the BEAST2 (v2.4.2) software package (Bouckaert et al. 2014 ). All substitution model and fossil calibration settings were the same as those of the EXABAYES and chronos analyses. Priors on rates were diffuse exponential densities. Chain lengths were variable due to the lengthy run times, but chains were checked for convergence and stationarity using TRACER.
Visualization and PI.-Topological uncertainty in the posterior EXABAYES samples was visualized using RWTY (Lanfear et al. 2016 ) software implemented in R, but based on the "Are We There Yet?" (AWTY) program of Nylander et al. (2008) . A consensus MCC tree from the strict-clock-dated Perelman-exon data set was used to assess the temporal PI of each data set using the software TAPIR Townsend 2007) .
RESULTS
Summary Statistics
The raw total number of loci per species produced by our 8-cutter RAD enzyme SbfI varied between 104,568 and 214,876, and when combined with a 4-cutter Csp6I ddRAD enzyme produced between 8804 and 14,386 loci (Supplementary Table S1 available on Dryad). Other enzyme combinations using SbfI produced different numbers of loci, depending in large part on the GC content of the common restriction enzyme recognition sites. Typically the number of ddRAD loci recovered by any enzyme combination is highly correlated with the number of RAD loci (Supplementary Table S1 available on Dryad).
The number of recovered loci after using PYRAD set at a minimum of four loci per species differed by several orders of magnitude from between 409 (exon-cap) to 235,074 (RADseq), as did the overall number of sites in each data set ( Table 2 ). The ddRADseq SbfI/Csp6I digest (ddRADa) produced 15,913 loci, and the alternative ddRADseq digest using the SphI/EcoRI combination (ddRADb) produced 33,701 loci. After further cleaning in GBLOCKS to remove ambiguously aligned sites and all loci with less than 12 taxa, the size of the data sets (total number of sites) were reduced, often substantially, from their original sizes (Table 3) : 93.7% (RADseq), 98.0% (ddRADa), 97.0% (ddRADb), 61.8% (UCE), and 29.4% (exon-cap). Characteristics of the data sets after running through the PYRAD pipeline and requiring that at least four individuals share a given locus (minimum number of individuals needed to form a quartet) For all data sets the number of recovered loci declined as the number of taxa increased, although this dropout was substantially more pronounced in the restrictionsite-associated DNA sequencing data sets (RADseq, ddRADseq) than in the targeted enrichment (exon-cap, UCE) data sets (Fig. 2) . The proportion of pairwise shared loci decreased with phylogenetic divergence (Fig. 3 and Table 4), and followed an exponential function in the RADseq ( AIC i = 110.6; R 2 = 0.81); ddRADa ( AIC i = 203.3; R 2 = 0.82) and UCE ( AIC i = 299.8; R 2 = 0.95) data sets, but a linear function in the exon-cap data set ( AIC i = 131.4; R 2 = 0.89). Downloaded genome sizes varied from 2520 Mb (O. garnettii) to 3441 Mb (Pongo abelii), but for all data sets linear regressions indicate genome size (Table 1) to be a poor predictor of the number of loci recovered (P = 0.318; R 2 = 0.047); see also Supplementary Table S1 available on Dryad. Topologies inferred from all the data sets were supported with high BPP ≥ 0.99, with the following exceptions: (i) the Perelman-exon data set and both the ddRADseq data sets did not resolve the relationships within the Cebidae with high confidence and (ii) the ddRADa data set failed to resolve the basal relationships at the root of the primates.
The well-supported (BPP ≥ 0.99) relationships inferred from all the data sets were consistent, with the following exceptions: (i) the RADseq and FinstermeiermtDNA data sets recovered Callithrix as the sister group of Aotus+Saimiri, while the UCE and exon-cap data sets recovered Saimiri as the sister group of Aotus+Callithrix; (ii) the Finstermeier-mtDNA data set placed Papio as sister group to Cercocebus+Mandrillus+Macaca, as opposed to Cercocebus+Mandrillus (other data sets). This topological uncertainty in the data sets is illustrated in Figure 4 , with the ddRADa data set showing that the MCMC sampled a greater set of possible trees in this data set; the UCE and exon-cap data sets had almost no topological discordance.
The SNP data sets comprised the following number of characters: RADseq, 6276; ddRADa, 111; ddRADb, 301; 425; and UCE, 278 . The species tree analyses with SNAPP failed to recover any topology with high posterior probability, although the Callithrix, (Aotus,Saimiri) relationship received the greater support in the UCE (BPP = 0.74) and RADseq (BPP = 0.72) FIGURE 3. Proportion of missing loci as a function of divergence time for each data set. The chronos strict clock tree resulting from the analysis of the Perelman-exon data set was used for the divergence time calculations. Note that the proportion of missing data increases exponentially with divergence time in the RADseq, ddRAD, and UCE data sets, while it increases linearly in the exon-cap data set. data sets (Table 5 ). The SNAPP analyses of the ddRADa, ddRADb, and exon-cap SNPs resulted in unresolved polytomies (Table 5) .
Divergence times, parametric estimates, and PI.-A graphical summary of the dating analyses showing calibrated nodes, topology, and taxa is provided in Figure 1 , while parameter estimates and statistical test results are presented in Table 6 . GC content estimates varied from 0.39 (UCE) to 0.51 (exon-cap). Among site rate variation as measured by the -shape of the parameter varied from 0.09 (exon-cap) to 0.69 (ddRADb). The IC criterion indicated greater support for the strict clock model over the relaxed clock model, with a score greater than 39 for all data sets. The FinstermeiermtDNA data set was the least clocklike, with a likelihood ratio of 13.29 (Table 6) . From the BEAST analysis, evolutionary rate estimates (mean substitutions per site, per Ma) varied from 0.0004 (UCE) to 0.012 (FinstermeiermtDNA) . Branch rate heterogeneity as inferred by BEAST was low in all data sets-lowest, ddRADa; highest, Finstermeier-mtDNA-but all data sets rejected the strict molecular clock (none of the HPDs for the coefficient of variation of branch rates encompassed zero).
Divergence time estimates for selected clades under the uncorrelated BEAST relaxed clock are shown in Figure 5 . At the deepest node (Haplorrhini), the Perelman-exon and exon-cap data sets were both older and had larger HPDs than the other data sets. The discrepancies were large, with for example, Finstermeier-mtDNA estimated at mean 46.7 Ma, and Perelman-exon at mean 88.9 Ma for this node. For the divergences more recent than around 20 Ma, all data sets were largely congruent in age, but with the Finstermeier-mtDNA data set presenting older dates for the youngest nodes (e.g., Macaca) and younger dates for the older nodes. We explored with linear regressions the possible variables that may correlate with older ages and larger HPDs, including: total number sites, total number loci, number parsimony informative sites, proportion parsimony informative sites, -shape, GC content, evolutionary rate, clocklikeness, number of trees in posterior sample, and age of peak PI. Only the age of peak PI was correlated with node age and HPD width, respectively (P = 0.016, R 2 = 0.752; P = 0.009, R 2 = 0.807). Strict clock dates estimated by penalized likelihood in chronos were generally consistent with BEAST-derived dates for the younger clades, although they were generally slightly older for most of the data sets except exons, and had considerably smaller HPDs (Fig. 5) . For the oldest Haplorrhini node, all strict clock estimates were consistent with one another between around 69.7 and 80.0 Ma, but differed substantially when compared to the BEAST dates, with ages being older for the UCE, RAD, ddRAD, and Finstermeier-mtDNA, and younger for Perelman-exon and exon-cap. Figure 6 shows PI over time; peaks in PI can be seen at 5 Ma (Finstermeier-mtDNA), 21 Ma (ddRADa), 22 Ma (ddRADb), 22 Ma (RADseq), 32 Ma (UCE), 33 Ma (exon-cap), and 51 Ma (Perelman-exon). The RADseq, Finstermeier-mtDNA, ddRAD, and UCE data sets show more steeply sloping profiles than the exon-cap and Perelman-exon data sets, with these latter data sets not showing a rapid decay in PI either side of the peak.
DISCUSSION
Our results show that the five protocols examined here are mostly similar in their ability to estimate relationships for a relatively tractable group, but important differences are noted in estimating clade ages. We examine below the main differences of the data sets in terms of phylogenetic/dating performance, and also in respect to analytical and data modeling issues, but we also provide an assessment and summary of the technical differences between the protocols in Supplementary Appendix S1 available on Dryad.
Restriction-site-associated DNA Sequencing
Restriction-site-associated DNA sequencing protocols are universally applicable to nonmodel organisms since restriction sites are abundantly present in genomes of all organisms (Miller et al. 2007 ). However, we found sharing of RAD loci to be highly correlated with phylogenetic distance rather than genome size; that is the more closely related taxa are, the more likely they will share a restriction site and thus a given locus (Eaton et al. 2017) . Although the dropout of ddRAD loci paralleled RADseq, the total number of shared loci was lower (Figs. 2 and 3) , and this loss of loci came at the expense of phylogenetic resolution; our smallest ddRAD data set (ddRADa) was unable to resolve the basal nodes of the primates with confidence, and this was reflected in the uncertainty in the MCMC tree search (Fig. 4) . However, when the full ddRADa data set-6,202,215 sites, minimum four taxa per locus instead of 12-was analyzed, the basal split received full support, although the cebid relationships continued to be not well supported (BPP 0.75 for Saimiri+Aotus). With approximately ≈ 3.5× more loci in the larger ddRADb data set, the basal node was well supported, but the cebids remained uncertain (Fig. 4) . With the considerably larger RADseq data set, all clades were recovered with unambiguous support. These results are in agreement with Eaton et al. (2017) , emphasizing that despite common misconceptions, restriction-siteassociated DNA sequencing can be readily used for Notes: Tree length was calculated from the sum of branch lengths (EXABAYES). The clocklikeness of each data set is estimated from the maximum clade credibility (MCC) tree from the dated EXABAYES trees using IC score of the chronos relaxed clock model, and the likelihood ratio between the chronos relaxed clock model and chronos strict clock model (lower values indicate greater clocklikeness). Rate was calculated using the BEAST posterior samples (mean number of substitutions per site per Ma). Rate heterogeneity (rate het.) signifies coefficient of variation of branch rate from the BEAST analyses (rate.coefficientOfVariation parameter).
estimating relationships among taxa having diverged many tens of millions of years ago.
In terms of clade ages, RADseq and ddRAD data sets were consistent, indicating that the large increase in data that RADseq provides does not lead to increased precision in this case (Fig. 5) . Both of these data sets also showed a similar pattern of relative PI (Fig. 6) .
It should also be stressed that our ddRAD results were using two of many possible enzyme combinations, and other combinations (e.g., Supplementary Table S1 available on Dryad) will produce different size data sets (Lepais and Weir 2014) . Therefore, choosing the optimum enzyme combination will be somewhat group specific, and our ddRAD digests may not be generally applicable to other groups, but it is possible to tailor the common and rare cutter combinations to suit an experiment (Andrews et al. 2016) . The bioinformatic scripts we provide will allow researchers to harness published genomic materials and a priori estimate data set sizes and plan experiments (also see Lepais and Weir 2014) . Regardless, the results show that both a significantly reduced subset of RAD loci (i.e., the ddRADa portion of the full RAD) are generally congruent with the larger sample in terms of phylogenetic and temporal information content, as is a totally independent sample of loci (i.e., ddRADb using different enzymes).
Targeted Enrichment
In theory the UCE and exon-cap protocols are universally or nearly universally applicable due to the conserved nature of the designed probes (Faircloth et al. 2012b; Li et al. 2013) . Despite the availability of probesets for several phylogenetically broad groups (e.g., amniotes, vertebrates, teleost fishes), there may be a substantial bioinformatic investment in probe design if one is interested in the less well-studied branches of the tree of life.
We found that both methods had roughly similar proportions of recovered loci, at 45% (UCE) and 57% (exon-cap), after data sets were filtered to include no more than ≈ 50% missing taxa per locus. With filtering set at a minimum of four taxa per locus, more loci (2771) were reported than probes (2386) for the UCE data set (Table 2 ). This is due to the clustering step breaking up putatively orthologous sequences into more than one locus, with this being affected mainly as a result of the length of the incorporated flanking sequences; sequence variability increases with distance from the cores in both the UCE and exon-cap markers (Lemmon et al. 2012; Gilbert et al. 2015) , so highly divergent intronic sites become difficult to cluster and align. Choosing shorter flanking sequences will result in a greater number of orthologous loci, but at the same time may lower perlocus PI. For the purpose of this study, we found a total length of 600 bp a reasonable compromise between number of loci and site variability.
In an in vitro experiment it is possible to control the length of the recovered loci by altering the sequencing library protocols to produce a larger insert size, up to, for example 1700 bp (Lemmon et al. 2012) . In practice, however, length of recovered loci is somewhat smaller. UCE studies using the standard tetrapod probe set achieved an average of 393 bp in birds and 412 bp in primates (Faircloth et al. 2012b) , 604 bp in birds (Harvey et al. 2016) , and 615 bp in lizards . Using a different probeset for fishes, Faircloth et al. (2013) recovered an average UCE locus length of 457 bp. Harvey et al. (2016) also reported diminishing returns in species tree estimation at locus lengths greater than 500 bp. For exon-cap using the Lemmon et al. (2012) Both data sets performed identically in terms of phylogenetic performance, with all clades recovered with high support and no topological ambiguity (Fig. 4) . Although the total number of exon-cap loci was roughly one quarter that of the UCE data set, the exon-cap data had roughly double the proportion of parsimony informative sites (6% vs. 3%; Table 3 ). Proportion of total missing sites was also lowest in the exon-cap data set, as it showed the lowest locus dropout rate (Fig. 2) and a more steady loss of loci as phylogenetic distance increased (linear vs. exponential loss; Fig. 3 ). This linear versus exponential loss may possibly be explained by differences in the variability of the flanking sites with more variation in the UCEs causing clusteringby-similarity step to reject some of the loci.
Caveats and Discrepancies
Our objective was not necessarily to assess accuracythat is in recovering the true phylogeny or the true ages of primate clades-but rather to characterize whether the different data sets resulted in the same parameter estimates given identical analytical conditions. Therefore, we did not examine techniques that may have improved the likelihood of recovering the 644 SYSTEMATIC BIOLOGY VOL. 67 FIGURE 6.
PI over time for each data set as calculated using TAPIR. The chronos strict clock MCC tree resulting from the analysis of the Perelman-exon data set was used for the TAPIR calculations.
true tree. Thus, we did not explore the effects of data partitioning, variable missing data, we used standard models, and we did not test the fit or adequacy of these models. Rather, we compared the consistency of our phylogenies to previously published results using independent data sets (Perelman et al. 2011; Finstermeier et al. 2013 ) and identical analytical conditions. We discuss briefly the justifications for doing so.
Species trees and concatenated supermatrices.-Despite the known theoretical advantages of models that account for gene tree heterogeneity over supermatrix concatenation methods (Kubatko and Degnan 2007; Edwards 2009; McCormack et al. 2012a; Edwards et al. 2015; Ogilvie et al. 2016) , it has been suggested that these problems may not be universal to all data sets (see Roch and Warnow 2015) , and that supermatrix concatenation may display some advantage in making fewer assumptions about the data (Gatesy and Springer 2014; Tonini et al. 2015) .
Despite incomplete lineage sorting (ILS) being known in primates (Heckman et al. 2007; Ting et al. 2008; Wang et al. 2012; Mailund et al. 2014 ), overall our clades were well supported and almost entirely consistent between data sets. Therefore we did not suspect the stochastic effects of ILS to be having a pernicious effect on the overall results of our primate backbone phylogeny. However, three species-Aotus, Callithrix, and Saimiri representing the three subfamilies of the Cebidae, and which diverged from one another in rapid succession in the mid Miocene (Rosenberger 2002 )-were problematic and could not be resolved with satisfaction due to a short internodal branch at the base of family. We suspected that the conflicting but highly supported relationships (Table 5) were indicative of a mismodeling of gene tree heterogeneity. To address this shortcoming, we used species tree methods (SNAPP) on the reduced SNP data sets, but these analyses failed to strongly support any single result; posterior probabilities were higher for Callithrix, (Aotus,Saimiri) , which was the topology of the RADseq and FinstermeiermtDNA concatenated analyses. Interestingly, the wellsupported Saimiri, (Aotus, Callithrix) relationship found in the concatenated exon-cap and UCE analyses was not recovered by SNAPP. The species tree analyses are therefore more accurately reflecting uncertainty than the concatenated analyses, some of which were potentially misleading with their high posterior probabilities. Edwards et al. (2017) also found discrepancies for one of their similarly hard-to-resolve nodes, with their conserved nonexonic element (CNEE) analysis conflicting with the intron and UCE results, a result they attributed to base compositional heterogeneity among lineages (another potentially misleading factor).
We additionally highlight that the mitochondrial genome data set (Finstermeier-mtDNA) was inconsistent with the nuclear genomic consensus in respect to the position of Papio anubis, and therefore we suggest caution in using single locus data sets, given that gene trees may not represent the species tree (Maddison 1997) .
Data partitioning and branch length estimation.-Partitioning of data into subsets of similarly evolving sites is another frequently used method for addressing heterogeneity in empirical data (Brandley et al. 2005; Brown and Lemmon 2007) . It was reported by Kainer and Lanfear (2015) that suboptimal partitioning mostly affected topologies at uncertain nodes (e.g., the Cebidae), but also that branch lengths, and therefore clade ages, could be poorly estimated if the models were not sufficiently complex. However, these effects appeared to decrease as data sets got larger, and all of our data sets are considerably greater in size than those tested by Kainer and Lanfear. In fact, due to the large quantity of data, branch lengths are often estimated in genomic data sets with very small error (Table 6 ; Ho 2014), and age estimates will depend more on the clock model, and even more on the number and quality of fossil calibrations (Warnock et al. 2014; Zheng and Wiens 2015) .
Our results show that the dates estimated were sensitive to clock model used, with the strict clock having smaller credible intervals than the uncorrelated relaxed clock. Rate variation in primates has been well documented (Peng et al. 2009; Heath et al. 2012; Jameson Kiesling et al. 2014) , and our BEAST analyses inferred low but detectable rate heterogeneity in all data setsthe mtDNA data set was the least clocklike-suggesting a better fit for that model (under the assumption that HPDs not encompassing zero justify the use of a relaxed clock model). However, the IC test Paradis (2013) could not reject the null model of a single rate, although Paradis (2013) reported that the IC appears to be a conservative test, with it sometimes rejecting autocorrelated and relaxed clocks when the data were simulated under those models. Therefore, better Bayesian model-selection procedures or dual analyses may be required on many phylogenomic data sets.
Discrepancies between the data classes were also apparent, with the exon data sets (exon-cap, Perelmanexon) estimating consistently younger ages for younger nodes and older ages for older nodes than the RADseq, ddRAD, UCE and Finstermeier-mtDNA data sets. As demonstrated previously by Dornburg et al. (2014) , our correlations imply that this discrepancy can be explained by patterns in the PI of the markers, with the data sets showing PI profiles more strongly sloping and peaking toward the present-RADseq, ddRAD, Finstermeier-mtDNA-tending to exhibit the reverse of this behavior (Fig. 6) . We suggest that this corresponds to "tree extension/compression" errors in branchlength estimates sensu Phillips (2009) , whereby hidden substitutions older than the peak PI are increasingly underestimated due to sequence saturation, and hidden substitutions close to the age of the peak PI are overestimated. Therefore, phylogeneticists should be aware of the dangers of false precision in molecular dating (Graur and Martin 2004) , as well as the influences of clock models (Paradis 2013) , fossil calibrations (Parham et al. 2012; Pozzi et al. 2014; Warnock et al. 2014) , and patterns in molecular evolution (Phillips 2009; Dornburg et al. 2014; Ho and Duchêne 2014; Ho 2014) .
Missing data.-Due to mutations at restriction sites the dropout rate of traditionally generated RADseq loci increases dramatically with phylogenetic divergence (Figs. 2 and 3; Cariou et al. 2013) , causing a highly uneven distribution of missing data. Wagner et al. (2013) demonstrated that if the permitted proportion of missing data is set too low, support and resolution can be eroded because otherwise informative and variable loci are discarded (Arnold et al. 2013; Huang and Knowles 2016) . But conversely, as increasing amounts of missing data are included the benefits can diminish (Streicher et al. 2016) . The effects at deep phylogenetic levels can be seen in the ddRADa analysis, which when set at ≈ 50% missing data, very few loci were available to resolve the basal nodes (Table 4 and Fig. 4) . When set at a maximum of ≈ 80% missing taxa per locus, the support increased for the uncontroversial basal relationships, although it must be noted that support for the controversial cebid node did not improve.
Although we standardized the analysis by fixing the level of missing taxa a priori to a seemingly arbitrary proportion of ≈50% at any given locus, this value was reported by Streicher et al. (2016) as showing the maximal level of support in their analyses, and it appears to be a good compromise value. However, the effect of VOL. 67 missing data may be ultimately be unequal between our data sets due to the nonrandom nature of this missing data (Hovmöller et al. 2013; Roure et al. 2013; Shavit Grievink et al. 2013) . Therefore, it is important to note the difference between the amount of missing taxa per locus, and the overall proportion of missing sites (Streicher et al. 2016 ); all of our data sets had the same number of missing taxa per locus, but varied considerably in the overall proportion of missing data (Table 3) , due to the unevenness of where the loci are dropping out (Fig. 2) . The UCE and exon-cap data sets were considerably less affected by uneven distribution of loci than the RADseq data sets, which could represent an advantage in terms of project costs, as discarding loci unnecessarily can add to the sequencing costs, while analyzing matrices with large amounts of missing data can be time consuming.
Bioinformatics and other issues.-An additional, but important aspect that we did not consider fully is that of the settings of the bioinformatic assembly parameters. In particular, the clustering step that establishes sequence orthology is known to significantly influence the total number and taxon composition of recovered RAD loci (Rubin et al. 2012; Cariou et al. 2013; Leaché et al. 2015) . Applying more liberal conditions, that is a lower sequence similarity threshold, will result in fewer loci and consequently a greater number of shared loci, but can introduce what Leaché et al. (2015) term "RAD noise," stemming from increasing frequency of treating paralogous loci as orthologous (Cariou et al. 2013 ). This noise led to reported inconsistencies between ddRADseq and UCE results of Leaché et al. (2015) , with clades associated with short internal branches being inconsistently recovered by the ddRADseq data sets. However, Leaché et al. used ddRAD data comprising 39 bp sequences versus UCE data with mean contig length of 615 bp, and the RAD noise reported is more a consequence of the difficulty of establishing orthology of short-read sequences (Cariou et al. 2013) , than a fundamental property of RAD sequence data. Therefore when using "traditionally generated" RADseq loci-that is 50-100 bp ILLUMINA reads before removing barcode and restriction site sequences-establishing orthology for such short sequences will be a much greater problem than for longer RAD sequences generated from pairedend ILLUMINA sequencing experiments, or the up to 500 bp reads generated on the IONTORRENT PGM.
Despite this, Rubin et al. (2012) reported benefits from the greater number of loci recovered with more liberal settings and showed that even when clusters are not fully orthologous they will nevertheless contain phylogenetic information. Therefore, it appears that the influence of this parameter is dependant on tree shape and phylogenetic informativeness of the loci, so for ease of comparison we left the similarity threshold at an intermediate value (PYRAD default of 88%), but for empirical studies, and particularly for trees with short internodes, we encourage a more thorough examination of the effects of changing these settings (see Leaché et al. 2015) .
As this was an in silico study, we were also unable to control for some aspects of an in vitro lab experiment, and in particular we did not explicitly model whether our MEGABLAST "capture" of the UCEs and exons reflected hybridization conditions in vitro. However, the proportion of recovered loci was roughly consistent with empirical studies: 333 loci (Pyron et al. 2014, exoncap) ; 215 (Leaché et al. 2014, exon-cap) ; 107 (Eytan et al. 2015, exon-cap) ; 1145 (Crawford et al. 2012 , UCE); 854 (Faircloth et al. 2012b , UCE); and 776-1516 (Smith et al. 2014, UCE) . We also did not consider variable template quality and its effect on enrichment success and sequencing depth (McCormack et al. 2016) , nor did we consider sequencing depth (and therefore likelihood of errors in the genomes we used), nor different genome assemblies. Most of the genomes we used had a sequencing depth > 50× (Table 1) . However, the difficultto-resolve taxon Callithrix had a low coverage at around 7×, meaning miscalled bases may have exasperated the problems with its phylogenetic placement.
It is also important to note that we only examined single published protocols, and so results may not necessarily be completely representative of that general type of nucleotide data. New methods are continuing to be developed, and new probesets for additional taxonomic groups have been published (ultraconserved. org, anchoredphylogeny.com) Alternatively, custom probes can also be designed (Bragg et al. 2016) , and other targeted enrichment methods have been used in empirical studies (Li et al. 2013 (Li et al. ,2015 .
CONCLUSIONS
In spite of these caveats, the phylogenetic hypotheses based on the five different genomic data sets were largely congruent with each other and also with respect to the independent multigene and mitogenomic data sets of Perelman et al. (2011) and Finstermeier et al. (2013) , respectively. While the modest number of loci in the the smaller ddRADseq data set (ddRADa) had insufficient power to resolve deeper nodes (at the 50% missing data threshold), all marker types examined show the same ability to robustly reconstruct phylogenetic relationships of primates, both recent as well as ancient (up to ≈80 Ma). The temporal breadth of the primate phylogeny and the diversity of ancient as well as recent speciation events probably will represent the range of phylogenetic questions addressed by a great majority of systematists and evolutionary biologists. Therefore, our conclusions should not be viewed as being restricted to primates, but can be viewed as general and most likely broadly applicable to many taxonomic groups.
However, genome-scale data do not magically resolve all phylogenetic relationships, and cannot be considered a panacea (Philippe et al. 2011; Pyron 2015) . For certain classic, phylogenetically hard-to-resolve problems such as ancient, rapid radiations or extreme rate variation, only much improved models and data quality assessments may be able to reduce incongruence or avoid systematic biases in these cases (Phillips et al. 2004; Jeffroy et al. 2006; Rodríguez-Ezpeleta et al. 2007; Jarvis et al. 2014; Doyle et al. 2015) . Here we show an example of this in the case of the Cebidae, whereby competing hypotheses were recovered with high support by different data sets under concatenation, but more sophisticated species tree analyses failed to support either. It is therefore essential that any type of genomic data be explored thoroughly and tested for the effects of competing assumptions before conclusions are made (even if particular phylogenetic hypotheses are strongly supported). This is especially true regarding the estimation of clade ages with genomic data, where we show that PI can have a large impact on the precision and accuracy of the estimation of older nodes.
When compared to the results from the targeted enrichment methods, it is possible that the RADseq protocol generated more data than was actually necessary for resolving the phylogeny over the time scales studied here. However, the RADseq and ddRAD data also have much higher relative information content-and in the case of RADseq, absolute information content-and thus are likely a better choice for resolving relationships at the population to species boundaries. Despite misgivings , and also the large proportions of missing data, here we found the relatively small ddRADa data set was capable of resolving nodes up to around 40 Ma, and its date estimates were consistent with a much larger RADseq data set and the independent ddRADb data set. Therefore, in instances where investigators only have access to a low capacity machine such as the IONTORRENT PGM, a ddRADseq protocol offers best value for money since an entire experiment can be carried out in one or two sequencing runs without seriously compromising data quality or phylogenetic resolution, especially at shallower time scales. In terms of dating, at up to around 25 Ma, the RAD/ddRAD data sets estimated clade ages consistently, but after this peak PI, it is likely that saturation of substitutions will lead to underestimated dates.
Comparing the UCE and exon-cap protocols, the latter provided the most complete data matrix, was least affected by phylogenetic divergence between taxa, and also displayed the most reliable, constant rate PI profile for molecular dating. With their greater degree of standardization and lower anonymity of the loci, both protocols also offer a better solution to data sharing than RADseq. For data sets where a large number of individuals need to be sequenced, the 512-locus exon-cap probe-set represents one-fifth of the potential number of loci of the UCE protocol, and given that phylogenetic performance was similar with these fewer loci, and the exon-cap data retains its phylogenetic informativeness at deeper phylogenetic divergences, it would be possible to expand taxon sampling considerably. Unfortunately, enthusiasm for coding regions as phylogenetic markers may be tempered by the results of Jarvis et al. (2014), who reported consistent incongruence between their favored trees and their exon-only trees, and particularly so for a high variance subset of coding sites comprising nonstationary third positions. Although this issue appears more relevant to the hardest-to-resolve parts of the tree, it reinforces the need to understand potential sources of systematic error in each data set (Rodríguez-Ezpeleta et al. 2007; Philippe et al. 2011; Eytan et al. 2015) . Recently, an additional class of marker has been proposed-conserved nonexonic elements (CNEEs)-representing a promising alternative to UCEs and exons, with a slower evolutionary rate and lower base compositional heterogeneity (Edwards et al. 2017) .
In summary, any of the phylogenomic data types analyzed in this study will confidently resolve most phylogenetic relationships over the evolutionary time scales studied here, but care should be taken to avoid potential systematic bias in temporal PI when applying molecular dating techniques, and also to avoid the pitfalls associated with very short internodes and concatenated data. Ultimately the choice of phylogenomic protocol should also depend on a laboratory's existing expertise, equipment and funding, phylogenetic breath of a laboratory's projects, as well as the necessity to generate standardized data sets in collaborative projects, or for comparison with existing data. 
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