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Résumé - Nous présentons une méthode s’adressant plus particulièrement à des sélection-
neurs d’espèces végétales qui veulent modéliser leurs observations dans le cadre des
modèles linéaires multivariables à effets aléatoires et fixes. Cette méthode est basée sur
une description par un schéma de la généalogie des plantes manipulées dans un protocole
de sélection. Nous proposons des règles de construction du schéma et les illustrons sur un
exemple. En utilisant une représentation de ce schéma à l’aide d’un graphe orienté, nous
donnons une méthode pour construire le modèle statistique pour la valeur génétique des
individus et énonçons les règles qui permettent de trouver les variance-covariances entre
apparentés.
sélection végétale / modèle statistique / modèle linéaire / graphe
Summary - Selection schemes : from the genealogical representation to the statistical
model. Model development. We present a methodology addressed particularly to plant
breeders who want to model their data by a linear multivariate mixed model. The first part
of this methodology is the description of the genealogy for the plants used in the protocol
of selection, by a diagram. We propose the rules for drawing the diagram and give an
example. Using an oriented graph related to the diagram we present the second part of the
methodology for constructing the statistical model for the individual genetic value and set
forth a rule for finding the variance-covariances between related individuals.
plant breeding / statistical model / linear model / graph
INTRODUCTION
Pour prédire la valeur génétique d’un individu pour un caractère quantitatif
dans le cadre des protocoles de sélection utilisés en amélioration des plantes,
il est maintenant classique d’essayer d’utiliser au maximum toute l’information
disponible, c’est-à-dire toutes les mesures faites sur l’individu et sur ses apparentés
(Gallais, 1990). Nous nous placerons dans le cas où un modèle linéaire à effets
aléatoires ou fixes permet de modéliser les observations et nous considérerons que
la méthode statistique permettant la prédiction de la valeur génétique est le BLUP
(Henderson, 1973). La seule chose requise est alors de pouvoir écrire l’espérance et
la matrice de variance-covariance des observations qui constitueront l’information.
Pour ce faire, nous supposerons que l’observation est la somme de 2 variables
aléatoires. La première d’espérance nulle est la valeur génétique de l’individu (pour
un lieu, une année et un plan d’expérience donnés). La seconde est liée au milieu,
son espérance et sa variance sont modélisées en tenant compte du plan d’expérience
mis en place dans le milieu. Nous allons proposer une méthode pour trouver la
matrice de variance-covariance des valeurs génétiques en les modélisant par un
modèle statistique. qui ne dépendra que de la généalogie des individus. Ce modèle
sera trouvé à partir d’un schéma qui décrira le protocole de croisement ayant permis
d’obtenir les individus observés en plein champ. La méthode de construction du
modèle est basée sur des graphes orientés.
Les graphes sont des objets qui ont été déjà largement utilisés en génétique des
populations et dans les analyses de pédigrés. Leur utilisation, soit pour obtenir
les coefficients d’identité par descendance (Maruyama et Yasuda, 1970), soit pour
trouver la loi conjointe des observations (Cannings et al, 1978) est toujours
subordonnée à un modèle de transmission des gènes, ce qui n’est pas notre cas.
D’autre part, les graphes qui vont vous permettre de trouver un modèle statistique
et ceux qui sont utilisés dans les analyses de pédigrés n’ont pas du tout le même
niveau de complexité. La différence réside dans le fait que pour les premiers, un
sommet du graphe est un type de géniteur (ou d’ancêtre) tandis que pour les
seconds, chaque sommet est un individu.
Nous allons d’abord clairement exposer ce que nous entendons par descendance,
type de descendance et type de géniteur. De plus, pour chaque descendance, nous
rappellerons quels sont les ancêtres qui sont intéressants pour la généalogie. Puis
nous poserons les bases de construction du schéma représentatif d’un protocole de
création de descendances. De ce schéma, nous déduirons le modèle statistique pour
la valeur génétique de chaque type de descendance, en utilisant des graphes orientés.
Nous terminerons en donnant des règles algébriques permettant de construire
simplement la matrice de variance-covariance recherchée.
DESCENDANCES, TYPE DE DESCENDANCE ET TYPE
DE GÉNITEUR
En amélioration des plantes, on parle de descendance lorsque l’on a des individus
qui ont tous été obtenus :
- soit à partir d’une plante par autofécondation ou clonage; pour la descendance
d’autofécondation ou de clones obtenue, le seul ancêtre retenu dans sa généalogie
est la plante autofécondée ou clonée;
- soit à partir d’une plante servant de mère et d’un pollen non contrôlé; pour
la descendance de demi-frères ou soeurs obtenue ; seule la mère est présente dans la
généalogie ;
- soit à partir d’une plante et d’un testeur (ensemble de plantes à base plus ou
moins étroite, voire réduite à génotype) ; pour la descendance en croisement avec
le testeur, le seul ancêtre présent dans sa généalogie est la plante croisée avec le
testeur ;
- soit à partir d’une plante mère et d’une plante père par pollinisation contrôlée;
c’est le seul type de croisement où les 2 parents entrent dans la généalogie de la
descendance de plein-frères ou soeurs obtenue.
À cette notion de descendance vient se rajouter une notion plus floue de
population qui sont des plantes dont la généalogie est oubliée, qui sont regroupées
par le sélectionneur et forment le matériel de départ du protocole de sélection.
Un type de descendance sera le regroupement de toutes les descendances qui
possèdent une généalogie « comparable », et un type de géniteur sera l’ensemble
des individus qui sont les ancêtres « comparables » dans la généalogie d’un type de
descendance. Cette notion de « comparable » aurait pu être explicitée en étudiant les
graphes généalogiques de chaque plante prise individuellement ; nous avons préféré
présenter une démarche plus simple qui consiste à regrouper automatiquement les
plantes dont les généalogies sont « comparables ». Nous verrons, dans le paragraphe
suivant, que cette démarche qui conduit à un schéma simple, peut être comprise de
façon intuitive.
Décrire la généalogie des plantes à l’aide d’un schéma
Nous allons pour illustrer notre propos, utiliser le protocole de sélection proposé
par Gallais (1977). Ce protocole est basé sur 2 populations de départ A et B, pour
lesquelles les descendances de A sont obtenues par autofécondation et pollinisation
non contrôlée avec le pollen de la population B. Une étape de test, puis de sélection,
permet de choisir les individus des populations de départ qui serviront à créer les
plantes de deuxième génération obtenues par pollinisation contrôlée entre 2 plantes
de la Sl (ensemble des descendances obtenues par autofécondation de plantes d’une
population de départ). Nous ne nous intéresserons pas à l’étape de test et de
sélection, notre propos étant de décrire la généalogie des plantes impliquées dans le
protocole proposé. Comme il est fastidieux de vouloir représenter la généalogie de
toutes les plantes prises individuellement, notre idée est de poser des règles pour
dessiner un schéma dans lequel bien qu’aucune plante ne sera explicitement pointée,
toutes les plantes trouveront leur place.
Règles de construction d’un schéma
Nous allons représenter par un cercle les populations de départ et par un carré les
populations de testeurs. Puis nous représenterons par un unique point intérieur au
cercle tous les individus ayant servi de la même façon pour créer des descendances,
ce que nous appellons un type de géniteur. À partir de ces points, nous dessinerons
la manipulation effectuée comme proposé par la figure 1.
Nous disposons alors sur le schéma, de cercles représentant maintenant chacun
un type de descendance. Nous avons choisi volontairement de ne pas chercher à
représenter l’information (car elle n’est pas nécessaire pour trouver le modèle) qui
au niveau des plantes individuelles des populations de départ permettait de savoir :
- si une plante n’avait jamais servi;
- si la même plante avait servi à créer plus d’un type de descendances.
La figure 2 présente le schéma pour les premières manipulations des plantes de
la population A dans le protocole de Gallais (1977).
Intéressons-nous maintenant à la suite du protocole. Étudions, en particulier,
les pollinisations contrôlées à l’intérieur de la Sl (cercle c3 de la figure 1). Cette
pollinisation dans la 6*1 va permettre, soit de recombiner la même plante de
A, ce qui sera fait en prenant un père et une mère dans la même descendance
d’autofécondation; soit de recombiner 2 plantes différentes de A, ce qui sera fait
en prenant un père et une mère dans 2 descendances différentes. Du point de vue
de la généalogie pour les descendants du croisement père x mère envisagé, il est
très différent d’avoir un seul ancêtre dans A ou d’en avoir deux. Or, à cette étape,
nous ne disposons que d’un cercle dans le schéma pour représenter la Sl. Nous
avons dû faire des choix pour pouvoir dessiner à partir de cet unique cercle, 2 types
différents de descendances. Ces choix, que nous avons voulu généraux, nous ont
amenés à définir des règles concernant les cercles et les points intérieurs aux cercles
du schéma.
e Un cercle du schéma représente soit une population de départ, soit un type de
descendance.
e Un point à l’intérieur d’un cercle représente un type de géniteur c’est-à-dire
l’ensemble des plantes ayant servi de la même façon pour créer une descendance
(une même plante peut donc être représentée par plus d’un point).
e Lorsqu’un cercle a plus d’un point ancêtre dans un cercle antérieur représentant
un type de descendance, ces points représentent, soit la même plante, soit des
plantes qui ont les mêmes parents mais jamais des plantes qui appartiennent à des
descendances différentes.
e Lorsqu’un cercle a plus d’un point ancêtre dans un cercle antérieur, on conviendra
de rajouter comme une suite d’égalités entre ces points ancêtres, l’information
concernant le fait qu’il s’agit des mêmes plantes.
e Deux cercles du schéma peuvent être équivalents. C’est-à-dire qu’ils représentent
les mêmes plantes mais sont nécessaires dans le schéma pour décrire un nouveau
cercle.
Pour la même raison que dans le cas des populations, on ne cherche pas à
représenter les informations concernant :
- les descendances qui ne servent plus par la suite;
- les descendances qui ne servent qu’à une manipulation si plusieurs manipulations
sont représentées dans le cercle. On peut ainsi avoir un schéma pour lequel un
cercle sert à 2 manipulations, mais où aucune des descendances ne sert aux 2
manipulations ;
- les points qui représentent les mêmes plantes lorsque l’information n’est pas
nécessaire.
Le schéma de la figure 3 représente l’ensemble du protocole de Gallais (1977), et
permet d’illustrer les choix faits.
Graphe orienté d’un cercle du schéma
Une fois un schéma dessiné, on numérote les K cercles du schéma par ck k = 1... K
et les Pk points intérieurs au cercle ck par ck/plP= 1... P!. Pour les cercles sans
descendance, on crée un point à l’intérieur du cercle, qui représente l’ensemble des
individus du cercle (ce point est numéroté logiquement Ckll).
On associe de façon bijective à tout cercle du schéma ek le graphe orienté G!!> de
la relation «être un descendant par une manipulation élémentaire ». Cette relation
opère sur l’ensemble des sommets E(k) défini par :
où chaque E;k) est un sous-ensemble de l’ensemble des points intérieur au cercle c; .
Il est associé au cercle ck considéré et vérifie : 
’
Ek () = {Ck/l j
E;k) = 0 si un individu de ck n’a pas d’ancêtre dans c; .
E;k) _ {... , ci/!, ...} si Ct/p est le point associé à un type de géniteur ancêtre d’un
individu de ck. Lorsque deux points Ct/p et c; /p, sont égaux pour ck, on élimine le
point de plus grand indiçage.
La relation considérée créant un graphe simple (pas de boucle, au plus un arc
entre 2 sommets; Berge, 1983; p 5), on convient de noter G!!‘1 = (!!),{7!), où
U(k) est l’ensemble des couples correspondant à un arc du graphe. De plus, on
marque le graphe a(k) , en conservant dans une table T!!1 la nature de la relation
ancestrale pour tous les couples de U(k), que l’on désigne de façon abrégée par les
lettres A, P, M, T, C (A pour autofécondation, P pour père, M pour mère, T pour
croisement avec un testeur et C pour clone).
Si l’on prend comme exemple, le cercle c6 de la figure 2.
Du graphe orienté au modèle
Les idées directrices de ce paragraphe sont de construire les effets du modèle
statistique pour la valeur génétique des individus d’un cercle ck en utilisant le
graphe a(k). Notre première idée est d’associer chaque effet du modèle à un sous-
graphe de G(!) . Cependant, il existe de nombreux sous-graphes dans G!ki, aussi
nous ne considérons que les sous-graphes qui ont au moins Ckll comme sommet et
dont les sommets ont le même demi-degré intérieur (nombre d’arcs arrivant à un
sommet; Berge, 1983; p 6) que dans G!!>. Notre deuxième idée est de proposer une
«lecture» d’un sous-graphe (noté G 1 (k» qui permette de trouver l’ordre de l’effet
associé ainsi que ces niveaux. Pour cela, nous nous intéressons dans chacun des
sous-graphes à S 1(k) l’ensemble des sommets dont le demi-degré extérieur (nombre
d’arcs partant d’un sommet; Berge, 1983; p 6) est nul, c’est-à-dire des sommets
n’ayant pas d’ancêtre, ainsi qu’aux chemins liant c!!l et les sommets de , «
Les propositions 1 et 2 ont pour but de montrer qu’il existe toujours un chemin
entre ck fl et chacun des sommets de Sl !‘1. Ce qui permet de proposer une « lecture »
des sous-graphes G 1 (k) d’où découle le modèle statistique pour la valeur génétique
des individus du cercle c!. Il reste, bien entendu, à valider un tel modèle. C’est-à-
dire, à démontrer que cette méthode ne crée ni trop ni trop peu d’effets. C’est l’objet
de la première partie de l’article de Goffinet et Mangin, 199x (Schéma de sélection :
de la représentation généalogique au modèle statistique. Validité asymptotique.
Document interne).
Proposition 1 .
Un graphe G!!‘i associé à un cercle du schéma est soit réduit au graphe sans arc
d’unique sommet c!!l, soit il admet une racine (point à partir duquel tout sommet
peut être atteint; Berge, 1983; p 30), qui est Ckll-
Démonstration
Prenons un graphe G!k! qui n’a qu’un sommet (c’est le cas des graphes associés aux
populations de départ des protocoles). Par définition, l’unique sommet de G!!1 est
c!!l, le graphe étant, de plus, un graphe simple, C(k) n’a pas d’arc.
Prenons alors un graphe G!k! qui a au moins 2 sommets. Soit cill un sommet
différent de ckll, il existe donc une suite de manipulations élémentaires qui a permis
d’obtenir à partir d’un individu représenté par un point intérieur de ci un individu
de c!, d’où il existe un chemin issu de Ckll qui permet d’atteindre ci/,. Ckli est donc
une racine de G!!>.
Remarque : Bien que G(k) admette des cycles (Berge, 1983; p 8), il n’admet aucun
circuit (Berge, 1983; p 8), ce qui permet de démontrer que c!!l est l’unique racine
de G(k).
Proposition 2
Si le sous-graphe c}k) n’est pas réduit au graphe sans arc, il existe au moins un
chemin qui part de Ckll pour atteindre chacun des sommets de 81(k).
Démonstration
Puisque G!k> a une racine, il est quasi-fortement connexe (Berge, 1983; p 30). On
a donc :
où dH(x) est le demi-degré intérieur du sommet x dans le graphe H.
Comme nous ne nous intéressons qu’aux sous-graphes C 1 (k) ayant au moins ck /i
comme sommet et dont les sommets ont même demi-degré intérieur que dans G(k)@
on en déduit que Ck/l est aussi la racine de Gfk) (si ce dernier n’est pas le graphe
sans arc), ce qui est suffisant pour conclure.
Nous proposons de faire une «lecture» de chaque sous-graphe G?) en lui
associant un effet du modèle, noté de la manière suivante :
- le sous-graphe sans arc est associé à l’effet 7! qui d’un point de vue statistique
représentera l’effet de variabilité intra;
- pour les autres sous-graphes, l’effet est une interaction dont l’ordre est égal au
nombre de sommets de S?) moins 1. Chaque sommet de S!’!1 est associé à un
facteur de cette interaction que l’on indice supérieurement par ck et inférieurement
par le cercle du sommet considéré. Le facteur est noté par réunion des marques
trouvées .dans la table Tik> pour un chemin reliant Ck/l et le sommet considéré et
l’interaction est notée comme la suite des facteurs séparés par des points.
Re!narque : La notation choisie pour les interactions et les facteurs de ces interac-
tions est purement conventionnelle. Ce qu’il faut retenir, c’est l’importance pour un
effet du modèle de l’ensemble S?) associé au sous-graphe G!!1, puisqu’il détermine
l’ordre de l’effet et les types de géniteurs représentant les individus qui créent les
niveaux de cet effet.
Proposition 3
Il existe une bijection entre un sous-graphe G!k) et son ensemble S(k)
Démonstration
Par définition, à chaque G!k) est associé un Sik) et un seul.
Supposons que la réciproque soit fausse, alors il existe S?) ensemble des sommets
de demi-degré extérieur égal à 0 pour 2 sous-graphes différents Gl!‘1 et G/Î! . Il existe
donc un sommet co qui appartient par exemple, à E, mais n’appartient pas à If-
La seule solution pour que de ce sommet, il n’existe aucun chemin vers un sommet
de k) (ce qui modifierait son demi-degré intérieur) est que co appartienne à un
circuit qui ne passe par aucun des sommets de !, B D’où la contradiction, car la
relation «être descendant par une manipulation élémentaire est anti-symétrique,
il ne peut donc exister de circuit dans les graphes lui étant associés.
On trouvera dans la figure 4 (resp 5), les sous-graphes et les effets du modèle
pour la valeur génétique des individus du cercle c6 (resp c7) de la figure 3.
Intéressons-nous par exemple à un individu de c7, on peut lire le modèle trouvé
en disant que sa valeur génétique est égale à la somme :
- de l’effet de son ancêtre dans ci utilisé en tant que l’ancêtre d’autofécondation
de son père (ou de sa mère selon le chemin choisi) ;
- de l’effet de l’ancêtre dans c4 utilisé en tant que père;
- de l’effet de l’ancêtre dans c4 utilisé en tant que mère;
- de l’effet de l’interaction entre ses 2 ancêtres dans c4 dont l’un est son père et
l’autre sa mère;
- et de son effet individuel dans C7.
Où encore, si l’on note i un individu de cl, i j un individu de c4, i j j’k un individu
de c7 si i j est son père et i j’ sa mère, la valeur génétique d’un individu de c7 est
égale à :
Ce qui est le modèle statistique complet naturel pour les individus issus d’un
croisement dans une famille obtenue par autofécondation.
Trouver les covariances entre valeurs génétiques
La méthode des sous-graphes permet d’écrire un modèle et le caractère aléatoire des
effets trouvés est une hypothèse classique des modèles de génétique quantitative.
Cependant, il reste à déterminer pour la valeur génétique de chacune des plantes
modélisées, la corrélation avec la valeur génétique des autres plantes.
Nous allons énoncer 3 règles algébriques qui permettent de construire facilement
la matrice de variance-covariance entre valeurs génétiques, lorsque le modèle a été
trouvé en utilisant la méthode des sous-graphes. L’objet de la deuxième partie de
l’article de Goffinet et Mangin, 199x (document interne), est de transformer ces
3 règles en 3 propositions, dont les démonstrations respectives sont basées sur le
tirage aléatoire dans des populations infinies.
Pour ne pas alourdir la suite de l’article, nous allons définir des notations
simplifiées pour les effets des modèles obtenus pour chacun des cercles du schéma.
Notation : Un effet obtenu par la méthode des sous-graphes est entièrement défini
par :
- des facteurs notés de façon simplifiée F’, F2, ... , pn, qui correspondent à la
réunion, indicée supérieurement par c!, des marques de la table T!k> pour un chemin
choisi entre c!!l et chacun des sommets de S!!i;
- des indices inférieurs c1, c2, ... , cn attachés à chacun des facteurs, qui correspon-
dent aux cercles dans lesquels sont pris les sommets de S¡(k). .
L’effet est alors noté : F’ CI F2 C2 ... Fz
Covariance intra
Considérons : le n-uplet E = (ci,..., cn), le n-uplet F = (Fl, ... , Fn), et l’ensemble
des permutations possibles d’un ensemble de n éléments dans lui-même. Notons ces
permutations uo = Id, 0&dquo;1, ... , Uni-1-
Règle 1
Il y a une covariance intra associée à la permutation ui ou variance pour i = 0,
entre deux niveaux de l’effet tels que :
Remarquons cependant que, si cri n’est pas sa propre inverse, (1) permet d’obtenir
que :
où uj = Qz1.Chaque covariance intra peut donc être associée à une permutation
involutive ou 2 permutations inverses.
Prenons, par exemple, une interaction d’ordre 3, PPcl.MPC1PM2’effet
présent dans le modèle pour la valeur génétique des descendants obtenus par
pollinisation contrôlée entre un père pris dans les descendances d’un croisement
à l’intérieur d’une population A (représentée par le cercle cl) et une mère prise
dans les descendances d’une pollinisation contrôlée entre un père pris dans A et
une mère prise dans une population B (représentée par c2). La règle énoncée nous
dit que pour la covariance de la valeur génétique de 2 plantes soit en partie due à
l’interaction d’ordre 3 considérée, il faut et il suffit qu’elles aient les mêmes grands-
parents. Par contre, la covariance ne sera pas identique entre la valeur génétique de
2 plantes qui ont les mêmes grands-parents maternels mais dont les grands-parents
paternels sont échangés, et celle de 2 plantes qui ont les mêmes grands-mères mais
dont les grands-pères sont échangés.
Définissons la relation d’équivalence ci ! ej par :
- soit Ci = c! ,
- soit ci est équivalent c!, c’est-à-dire qu’ils représentent les mêmes individus.
Considérons :
E un n-uplet (CI,...,Cn) et E’ un n-uplet (c!,...,c!), et définissons E EÉ E’
par : 
. , ! . ,
Proposition 4
Il n’est pas nécessaire de passer en revue toutes les n! permutations car seuls les
permutations telles que !i(E) = E sont associées à une covariance intra ou à la
variance.
Démonstration
Par définition, le niveau d’un facteur est associé à un des individus représentés par
un point intérieur au cercle qui indice inférieurement le facteur.
Pour que tout 1 E [1,..., n] :
niveau de Fl = niveau de F°!!1! il faut que :
ci et cQ!!l! représentent les mêmes individus. Ce qui peut se traduire par
cl cQ;!!!. Cette relation d’équivalence étant nécessaire pour tout 1, on obtient :
E ^-’ o-j (E).
Covariance inter
Règle 2
Seuls les effets de même ordre covarient entre eux.
Considérons : le n-uplet E = (cl, ... , cn ) ; le n-uplet E’ = (c’1, ... , c! ) ; le r!uplet
F = (Fi, .... F! ) ; le n-uplet F’ = (F’1, ... , F’!) ; et l’ensemble des permutations
possibles d’un ensemble de n éléments dans lui-même.
Règle 3
Il y a une covariance inter entre les niveaux des effets tels que :
(3) n’est plus symétrique entre F et F’ ; chaque covariance inter est donc associée
à une et une seule permutation.
Proposition 5
De même que pour les covariances intra, seules et permutations telles que u; (E) EÉ
E’ sont associées à une covariance inter.
Conclusion
Le modèle statistique trouvé à l’aide de cette méthode peut comporter un grand
nombre de paramètres de variance-covariance, mais il est très simple de prendre en
compte toutes les considérations ou hypothèses génétiques qui s’expriment comme
l’égalité de 2 de ces paramètres ou comme la nullité d’un des paramètres.
Cette modélisation a été présentée dans un cadre univariable, mais la généra-
lisation à plusieurs variables est immédiate. En effet, lorsque plusieurs variables
sont modélisées simultanément, les effets trouvés par la méthode des sous-graphes
doivent être regardés comme des vecteurs d’effets dont chaque élément est associé
à une des variables. Quant aux règles pour trouver les variances-covariances entre
apparentés, elles restent identiques, si ce n’est le fait qu’une permutation est alors
associée à une matrice de variance-covariance.
Notons, pour finir, que la méthode que nous avons exposée existe sous la forme
d’un module d’un logiciel (Select, 1991) qui génère automatiquement le modèle
statistique après entrée du protocole à l’aide d’une interface graphique.
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