We present an approach for image retrieval using a very large number of highly selective features and efficient learning of queries. Our approach is predicated on the assumption that each image is generated by a sparse set of visual "causes" and that images which are visually similar share causes. We propose a mechanism for computing a very large number of highly selective features which capture some aspects of this causal structure (in our implementation there are over 46,000 highly selective features). At query time a user selects a few example images, and the AdaBoost algorithm is used to learn a classification function which depends on a small number of the most appropriate features. This yields a highly efficient classification function. In addition we show that the AdaBoost framework provides a natural mechanism for the incorporation of relevance feedback. Finally we show results on a wide variety of image queries.
Introduction
In the image retrieval task a user must search a database of many thousands, or millions, of images. User goals vary, in some cases the task is to find a particular image, in other cases any image from a class will do. The optimal interface would provide a very flexible query mechanism, perhaps through a natural language interface. In fact, many "stock photo houses" currently provide such an interface to their collections. Advertisers and publishers present a description of their requirements: "an image of the beach with athletic people playing volleyball". Human clerks then scan many images by hand using keywords.
A large number of automated image retrieval systems have appeared (a few examples include (Flickner et al., 1995; Kelly and Cannon, 1995; Pentland et al., 1996; Rui et al., 1997; Bach et al., 1996; Huang et al., 1997 ) and see reviews by Rui et al. (1999) , Smeulders et al. (2000) ). Rather than describe an image using text, in these systems an image query is described using a set of example images. In some of these systems a user's only interaction with the retrieval engine is through example images, in others the user is also asked to weight a set of "intuitive" features, such as color, texture and shape.
In this paper we present a new framework for image database retrieval that includes four novel techniques which are tightly inter-related. Highly selective features: We propose and justify a new type of highly selective feature set, which represents each image using many thousands of features. AdaBoost learning process: The user queries the database by specifying a few positive examples. AdaBoost is then used to select a very small set (less than 50) of critical features used for retrieval (Freund and Schapire, 1997) . Because retrieval time is related to the number of features selected, not the total number of highly selective features, the resulting query is very efficient. AdaBoost naturally supports relevance feedback: The margin of the AdaBoost classifier can be used to estimate the confidence on database images. Images with high margin are likely to be of interest to the user. Examples with low margin are critical to the learning process and most appropriate for relevance feedback. Finally, the weight assigned to negative training examples during the boosting process can be used to flag potentially mislabeled examples. Negative examples are free: AdaBoost requires both negative and positive examples. For any given query, negative examples make up an extremely large proportion of the existing database. Thus, negative data can be drawn at random from the database as a whole. This negative data improves retrieval performance significantly. Surprisingly it appears more useful than a small number of hand selected "true" negative examples.
Highly Selective Features
Image retrieval differs from the more common task of classification, which includes tasks such as face detection and character recognition. In retrieval the number of potential image classes is extremely large and the number of example images is very small. For example, a user may wish to retrieve example images of "cars on the road" using perhaps three example images. Conventional machine learning methods, such as neural networks or support vector machines, are not well suited to this task because they often require a small number of known classes and large set of labeled data (see LeCun et al. (1989) , Rowley et al. (1998) , and Papageorgiou et al. (1998) for example).
An effective solution to this problem hinges on the discovery of a simplifying structure in the distribution of images. A learning algorithm can then take advantage of this structure to learn an image class from a small number of examples. Imagine a situation where a human clerk is shown three example images containing: {car, road, sky, trees}, {car, road, buildings, peo-ple}, and {car, road, sand, water} . From these images the clerk concludes that other images must contain both "car" and "road". This conclusion is justified because while the set of possible objects is extremely large, including "car", "road", "Eiffel Tower", "giraffe", "Taj Mahal", etc., any particular image will contain at most a few of these objects. As a result, the probability of "car" and "road" appearing by random chance in all three images is vanishingly low. We conclude that the task of learning from natural images is simplified by the fact that the objects which cause images are rare. In other words the causal structure of images is sparse.
Placed in this context, previous feature based retrieval approaches face a daunting task. There are usually just a few types of features used in such schemes, such as color, and oriented edges. These features are likely to appear in a large percentage of images and since the Eiffel Tower and the Taj Mahal have vertical edges, these features clearly cut across the boundaries of the causal structure. Learning the concept of "Eiffel Tower" from example images using these features will require the learning algorithm to stake out a complex region in this feature space. In order to construct selective queries, many systems attempt to learn conjunctive concepts. One common example is the histogram which encodes the relative frequencies of primitive properties (e.g. there are 1.3 times as many vertical edges than there are horizontal edges). Since the features are non-selective, it is likely that the background of an image will contain these features as well. As a result histograms of non-selective features are very sensitive to changes in the background.
In contrast we define a very large set of highly selective visual features. A highly selective feature responds to only a small percentage of images in the databasesuch a feature might return a large numerical value for only 5% of images. Because most of the features will not respond strongly to any given image, many features will be required to accurately express a wide variety of image classes. One could not hope to define such a large set of features by hand, instead an algorithm for automatically generating plausible features is given.
Another key advantage of highly selective features is an insensitivity to background and clutter. As mentioned above, primitive color and edge based features are just as likely to be present in the object or scene of interest, as they are to be in the background or clutter. Because highly selective features are so rare, they are also unlikely to occur at random in the background and clutter.
Computing Highly Selective Features
Highly selective features are a natural extension of the primitive features used in other image database systems. Given a set of "first order" features such as oriented edges or color (see Fig. 1 ), highly selective features measure how these first order features are geometrically related. By finding arrangements of first order features, a set of second order features can be defined. Arrangements of second order features form third order features. Our approach is based on earlier work by DeBonet and Viola (1998) and is related to the work of Amit and Geman (1997) .
The process begins by convolving the input image with 25 primitive, linear features including "oriented edges", "center surround" and "bar" filters (shown in Fig. 1 ) to create a set of feature maps. Each feature map is then rectified and down-sampled by two. The 25 feature maps are then used as the input to another round of feature extraction, yielding 25 × 25 = 625 feature maps. The process is repeated again to yield 15,625 feature maps (over the red, green, and blue color channels, this yields 46,875 feature maps). Three levels of filtering were possible for the resolution of our images. Finally each feature map is summed across all pixels to yield a single feature value. This feature extraction process is shown schematically in Fig. 2 . The feature values can be normalized by image size to account for different image resolutions.
More formally, feature g i, j,k,c is computed from an image as:
where M i, j,k,c is the feature map associated with filters i, j and k, and c is the red, green, or blue color channel.
M i, j,k,c is recursively defined as:
where X is the input image, f is a linear filter, * denotes convolution, and ↓ 2 is the down-sample by two operation. The support of each filter on the image plane is effectively enlarged because the feature maps are down-sampled before the next level of filtering. This enables the features to capture complex arrangements of low-level features, while at the same time reducing the computational cost of the convolutions.
Example Features
Each level of feature processing discovers arrangements of feature responses from the previous level. Thus a second order feature might be sensitive to diagonal arrangements of horizontal features-a feature visible as a staircase pattern. One example feature is shown in Fig. 3 . It might be called a tiger stripe feature. First a low-pass filter smoothes the image and removes high-frequency noise. The second order feature finds vertical edges. The third order feature detects a horizontal arrangement of these vertical edges. This particular feature is selective for images of tigers over waterfalls. Notice that the response in the final feature map is peaked over the tiger's stripes, while there is no discernible peak in the waterfall image. Figure 4 shows another filtering sequence that is more difficult to explain intuitively. The example shows two types of highly textured images which might appear similar under a primitive texture measurement. This more complex, and selective measurement, seems to emphasize the "roof lines" of the church over the more diffuse texture of the field.
Sparseness of the Features
We conjecture that these features reflect some of the sparse causal structure of the image formation process. One piece of evidence which supports this conclusion is the statistical distribution of the highly selective feature values. Evaluated across an image database conta ining 3000 images, these features are very sparse. The average kurtosis is approximately 8 and some of the features have a kurtosis as high as 120 (the Gaussian Figure 3 . Responses of an image of a tiger and a waterfall to a particular filter sequence. The final feature map has a strong peak at the arrangement of the stripes on the body of the tiger, whereas there is a weak response to the waterfall image. has a kurtosis of 3). Observing this type of distribution in a filter is extremely unusual and hence highly meaningful. It is well known that the response of certain linear filters (such as Laplacian or wavelet filters) are somewhat sparse and have higher kurtosis than Gaussian (Burt and Adelson, 1983; Simoncelli and Adelson, 1996) . The sparse response of the highly selective features is much more significant. Recall that each highly selective feature response is a summation across the entire image, and that the sum of independent random variables tends quickly toward Gaussian. The pixel-wise kurtosis of the feature maps, before this summation, can be as high as 304. 1 In contrast, the distribution of the summation of a rectified Laplacian filter across the image database is Gaussian. Figure 5 shows a histogram of the tiger stripe feature's response to 500 images. Notice that observation of the tiger's strong response (light dot) would be considered much more statistically significant than observation of the waterfall's weak response (dark dot). Figure 6 shows the histogram of another feature that responds strongly to images of churches and weakly to images of fields. Further evidence for the significance of these highly selective features is a theorem from the projection pursuit literature, which states that random projections of a high dimensional random variable are almost always Gaussian (Diaconis and Freedman, 1984) . This holds even when the high dimensional random variable does in fact have significant statistical structure, as is the case for natural images. Figure 6 . A histogram of feature responses to a set of 500 images. One particular image of a church has a strong response (light dot), while an image of a field has a weak response (dark dot). The histogram is super-Gaussian with a kurtosis of 7.8.
Relationship to Wavelets
There is a superficial similarity between the highly selective feature approach and retrieval based upon a set of wavelet coefficients (Jacobs et al., 1995) . In a wavelet approach images are represented as a vector of wavelet coefficients. Like our features, many of the wavelet coefficients of an image are close zero. But unlike our approach, these coefficients are very sensitive to changes in the image such as a small translation in the image plane.
Typical wavelet transforms are orthogonal and some are orthonormal (i.e., the linear wavelet transformation amounts to a rotation). Therefore squared distance in the "wavelet space" is equal to the squared distance in pixel space. Viewed in this context, a wavelet based approach is best thought of as an efficient approximation to template matching (because distance in the image space is a simple function of the distance in wavelet feature space).
The highly selective features defined above are nonlinear, due to rectification, and insensitive to shifts in the image plane because of the summation.
AdaBoost Learning Process
At first it might seem that the introduction of tens of thousands of features could only make the query learning process infeasible. How can a problem which is difficult given 10-20 features become tractable with 10,000? Two recent results in machine learning argue that this is not necessarily a terrible mistake: support vector machines (SVM) (Cortes and Vapnik, 1995) and AdaBoost (Freund and Schapire, 1997) . Both approaches have been shown to generalize well in very high dimensional spaces because they maximize the margin between positive and negative examples. Ad-aBoost provides the closer fit to our problem because it is efficient, incremental, and can be used to greedily select a small number of features from a very large number of potential features.
In its original form, the AdaBoost learning algorithm is used to boost the classification performance of a weak learning algorithm. It does this by combining a set of weak classification functions to form a stronger classifier. So for example, if the best possible perceptron is no better than 70% correct, in some cases AdaBoost can be used to combine a set of perceptrons that yield better performance. In this case, the perceptron rule is called a weak learner because no single perceptron classifies the training data well. In order for the weak learner to be boosted, it is called upon to solve a sequence of classification problems. In each subsequent problem, examples are re-weighted in order to emphasize those that were incorrectly classified by the previous classifier. The final strong classifier is a linear combination of the weak learners.
The formal guarantees provided by the AdaBoost learning procedure are quite strong. Freund and Schapire proved that the training error of the strong Table 1 . The AdaBoost algorithm for learning a query. T hypotheses are constructed each using a single feature. The final hypothesis is a linear combination of the T hypotheses where the weights are inversely proportional to the training errors.
• Given example images (x 1 , y 1 ), . . . , (x n , y n ) where y i = 0, 1 for negative and positive examples respectively.
• Initialize weights w 1,i = 1 2m , 1 2l for y i = 0, 1 respectively, where m and l are the number of negatives and positives respectively.
where e i = 0, 1 for example x i classified correctly or incorrectly respectively, and
• The final hypothesis is:
where α t = log 1 βt classifier approaches zero exponentially in the number of rounds. More importantly a number of results were later proved about generalization performance (Schapire et al., 1998) . The key insight is that generalization performance is related to the margin of the examples, and that AdaBoost achieves large margins rapidly. Recently Guo et al. (2002) have shown improved results on some queries using SVMs and and a constrained similarity metric. However, our AdaBoost technique results in a much more efficient system which is crucial for searching large image databases.
In support of this goal, we design our weak learning algorithm to select the single highly selective feature for which the positive examples are most distinct from the negative examples. For each feature, the weak learner computes two Gaussian models, one for the positives and a second for the negatives, and returns the feature for which the two class Gaussian model is most effective. Effectively this is a decision tree stump which finds a threshold to separate the two classes. This simple classifier is quick to compute. However future work is needed to more accurately represent the negative class distribution. Subsequent features are forced to focus on the remaining errors through example re-weighting. In the experiments below, the algorithm is typically run for 20-50 rounds, yielding a strong classifier which depends upon 20-50 features. While the learning time is proportional to the total number of highly selective features, the retrieval time depends only on the number of selected features. Table 1 shows the learning algorithm. 
Conditional Distributions in Feature Space
By examining the features selected for various queries, we notice that different features are required to handle different queries. Figure 7 shows how a feature chosen by AdaBoost better separates images of waterfalls from other natural images than a randomly chosen feature. However, although this particular feature is useful for discriminating waterfalls, Fig. 7 shows that the same feature is not useful for images of sunsets. This is further evidence that many rich features are needed to capture the wide variety of image content possible in images. In addition, for any particular query, most of the features are irrelevant. Selecting the few, key features for a particular class of images both improves retrieval performance and makes searching a large image database efficient.
Query Interface
The 
Negative Examples are Free
An examination of typical queries leads to the following surprising conclusion: almost every image in a typical image database is a negative example. Given a large database, such as the Corel image library, far less than one percent of images contain a "car", a "plane", or a "sunset". So a random subset of the database will be a fairly high quality negative example set for any query. Nevertheless, this policy for selecting negatives is somewhat risky because it is possible that the randomly selected negative set may contain a few positives examples. For our experiments 100 images from the database were randomly chosen and used for all queries. As detailed in Section 6.1.1 a large set of random negative examples was often better than a small set of hand-picked negative examples.
AdaBoost is run for 20-50 rounds which is usually sufficient to achieve zero training error. 2 Because the number of positive training examples is typically smaller than the number of negative examples, the examples are initially weighted so that the sum of the weights of the positive examples and negatives are equal. This encourages correct classification of the positive examples at the outset. The resulting classifier is a simple weighted summation of the 20-50 most discriminating features. Provided that these features are pre-computed and stored on disk, querying the data is very fast (a few hundred instructions per image).
AdaBoost Naturally Supports Relevance Feedback
Because the image retrieval system is used interactively, there is an opportunity for the user to improve the query by iteratively adding positive and negative examples. In information retrieval this is called relevance feedback and is a natural way for the system to obtain further information from the user (Nastar et al., 1998; Cox et al., 1998) . We view this situation as an opportunity for the image retrieval system to perform active machine learning (Cohn et al., 1994) . That is, instead of the system passively receiving training examples, the system suggests additional examples for the user to label. For example, initial query results sometimes contain highly ranked false positives that are readily seen by the user. The most egregious (highly ranked) of these may be added as negative examples.
Other sorts of feedback are also very useful. In addition to receiving feedback about highly ranked errors, it is often useful for the system to receive labels for examples whose classification is more uncertain. Given that the set of negative examples is generated automatically, it is also very important that the Sometimes a few of the randomly chosen negative examples turn out to be true positives. The second image set (ii) displays the negatives in the training set which are closest to the decision boundary (recall that the training error is zero, so all negative examples are below the decision threshold). This allows the user to eliminate those images from the randomly chosen negative example training set.
The third image set (iii) presents users with images in the test set which are near the threshold. The user can then add any true positives which are below threshold in order to provide a wider range of examples for the learning algorithm. This is useful because any positive examples added which are already well above threshold will not change the input distribution as much as one which is still classified as negative. In Fig. 14, the last row contains three images of cars which are close to the decision boundary. The user can add these as positive examples to update the query.
Experimental Results
Experimental verification of image retrieval systems is a very difficult task. There are few, if any, standard data sets. It is also difficult to unequivocally determine whether an image is relevant to a given query. In this section we will describe a variety of experiments which range from narrow and quantitative toward anecdotal.
The majority of these experiments were performed with an image database consisting of image sets 1-30 from the Corel Stock Photo Collection (for a total of 3000 images). 3 The 30 image sets vary in content along a diverse set of axes and include a collection of "Sunsets" as well as one of "Buddhist Imagery". The sets have varying levels of homogeneity and in some cases overlap significantly (e.g. the images of "Cars" in some cases have sunsets as well). The Corel images we used were sized 72 × 108 or 108 × 72. We also tested our system on two more controlled image databases: a collection of faces and non-faces, and a collection of handwritten digits.
Although there is no absolute agreement regarding the most appropriate performance metric for image retrieval systems, precision/recall curves are widely used. Given a particular query, the user of a retrieval system may request that any number of images be returned (in our experience users prefer to scan through no more than 10-30 returned images). Recall is defined as the ratio of the number of relevant images returned to the total number of relevant images. Precision is the ratio of the number of relevant images returned to the total number of images returned. A precision-recall curve plots precision as a function of recall. In the ideal case, precision remains perfect at 1.0 for all levels of recall from 0.0-1.0.
Natural Scene Classification
In this set of experiments a database of five classes of natural images (sunsets, mountains, lakes, waterfalls, and fields from Corel image sets 1, 2, 26, 27, 28) was used (this database was developed and first tested in earlier work (Lipson et al., 1997; Ratan and Maron, 1998) . Each class contains 100 images. Figure 8 shows a sample image from each class.
We split each class into 10 subsets of 10 training examples and tested retrieval performance using 20 features. Following the protocol described in Section 4, 100 negatives were selected entirely at random from the 3000 Corel images described above. No attempt was made to remove false positives from this negative set. Figure 9(A) shows the average precision-recall over the 10 trials.
Best performance is achieved for the sunset and waterfall classes. Sunset images are relatively low frequency with a few strong, extended horizontal edges. Waterfall images have a strong vertical edge component as shown in Fig. 3 . The other classes are more visually heterogeneous (e.g., a field may contain flowers, hills, etc., and many images of lakes contain mountains and fields in the background).
Sensitivity to Query Images. For comparison
we have also included precision/recall curves for three other types of queries. In each of these experiments the negative set is varied while the feature set, learning algorithm, and positive training set were held constant.
The first experiment measures query performance when the random set of 100 examples is unavailable. Since AdaBoost requires negative data, these queries are given additional information: a set of four true negatives from the four distractor classes (see Fig. 9(B) ). One might guess that having four true negatives would be better than 100 randomly selected images; the results show that performance is reduced significantly. The second experiment includes both the 100 random negatives as well as the 4 true negatives (see Fig. 9(C) ).
The third experiments tests the value of relevance feedback by including 4 egregious (i.e., most highly ranked) negatives in the negative set. This experiment requires two phases. In the first phase 10 positives are selected and a 100 random negatives are used. In the second phase the 4 most egregious negatives are added to the negative set (see Fig. 9(D) ).
For this dataset it is clear that a large set of random negative data has larger effect than even carefully chosen negative data.
Sensitivity to Feature Set and Learning
Algorithm. For this simple dataset we also explored the relative value of different feature sets and learning algorithms. These results are summarized in the precision/recall curves shown in Fig. 10 .
One important issue is the relative value of highly selective features for retrieval performance. To test this issue we performed two experiments. In the first experiment, the set of queries described above were per- Fig. 9(A) . formed using the 75 features measured using one layer of the filtering tree (see Section 2.1). In each case 10 positives are given and 100 random negatives are used. AdaBoost is used to select 20 features. The resulting lower performance is shown in Fig. 10(A) .
We have also investigated the value of the color histogram 4 for retrieval on this database. The color histogram is perhaps the most widely used non-selective image feature. For initial calibration on this task, a recall/precision curve for classical chi-square histogram retrieval is shown in Fig. 10(B) . Images are ordered based on the chi-square distance from the histogram computed over the positive training set. Since no negatives are used, the most valid comparison is with Fig. 9 (A) which does not have explicit knowledge of the negative classes.
The color histogram can also be used as the input to the AdaBoost feature selection algorithm. Figure 10(C) shows retrieval results using the same query protocol and color feature set used in panel (A). The good performance on this small database is a result of the color uniformity of some of these image classes. Note: since AdaBoost selects 20 color features for this query it is more efficient than chi-squared distance query which requires the comparison if 216 numbers.
Although color is fairly discriminative for images such as sunsets, it is clearly inadequate for other classes such as sports cars. In fact it is common for similar man-made objects to be colored differently. The Ad-aBoost color classifier suffers from this problem on larger databases. Figures 11 and 12 show poor retrieval results using color features on a 3000 image Corel database using AdaBoost (similar results are obtained with a chi-squared comparison).
Empirically we found that using different sets of primitive filters (see Fig. 1 ) gives comparable results Figure 11 . A query for waterfalls using color histograms and AdaBoost. Note that AdaBoost finds images with similar color distributions, but most of these images are not of waterfalls.
as long as they are cascaded in the manner described in Section 2.1 to generate highly selective features. Selective features such as these can be used more conventionally as well. De Bonet and Viola use similar selective features and construct queries using the Mahalanobis distance to yield good retrieval results (DeBonet and Viola, 1998) . Without AdaBoost, these queries require 500-5000 highly selective features. As a result query times are increased significantly. AdaBoost also provides a much more natural framework for relevance feedback.
Results on a Larger Image Database
In practice, image databases contain thousands or millions of images. However obtaining quantitative results on a large image database is difficult because class Figure 12 . A query for sports cars using color histograms and AdaBoost. Note that AdaBoost finds images with similar color distributions, but most of these images are not of cars. labels for the images are very tedious to determine. We have taken a compromise and performed the same natural scene classification task described above on a more manageable database of 3000 images (see Section 6.3). The top 100 ranked images were hand-labeled as relevant or not for each class. Then we computed the precision as the number of images returned increases from 1 to 100 as shown in Fig. 13 . This measures how many of the images returned by the system satisfy the query. For this database random performance would be approximately 0.03 (see Section 6.3). The precision of our system remains fairly steady at levels well above random.
Anecdotal Retrieval Results
A number of anecdotal experiments were performed on a larger image database containing Corel image sets 1-30 for a total of 3000 images. Figures 14-17 show results from a variety of queries. The number of images relevant to a particular query is typically 100 (3% of the images in the database). The example queries shown used between 1 and 5 additional negative examples (in addition to 100 random negatives) selected from the egregious false positives. Note that many of the false positives retrieved have visual structure similar to the desired image class. For example, at a coarse level, coral looks like flowers, birds like jets, airplanes like cars, etc. This is further evidence that highly selective features indicate interesting visual structure. For com- puter retrieval systems to match human performance, finer-grained measurements and contextual cues will play an important role.
Face Detection Scenario
To see if highly selective features and AdaBoost are useful for detection, we tested the system on a database of 923 images of faces and 923 images of non-faces. Initially a large number of images were collected from the World Wide Web. Each frontal face image was obtained by hand segmenting the original image. A nonface image was generated by selecting a random patch of the same size as the face segment from the the same image. This ensures that the set of non-face images comes from a similar distribution of images as that of the face images. All face and non-face images were then resized to 64 × 64.
We split the data set into 92 sets of 10 face training images and 10 non-face training images. Once again, the 10 most egregious false positives were added as additional negative examples following an initial query. Performance was quite satisfying with only 10% false alarms for over 95% detection as shown in Fig. 18 . In addition, only 20 features were used. Figure 19 shows the results of a typical query. It remains to be seen whether this idea can be extended to detect other types of objects. 5
Digit Classification: A Negative Result
We tested performance of our image retrieval method on a database of ten digits with 100 examples per class. One example image from each class is shown in Fig. 20 . These images are part of a set of training examples of the National Institute of Standards and Technology (NIST) handwriting database. Precision on this data set degrades very quickly as recall increases (Fig. 21) . It seems that our features are unable to capture the detailed shape of the digit classes and is not invariant to the various transformations from one image to another. Because at a coarse level, all images of digits look similar, higher fidelity features may be needed discriminate between them.
Related Work
The image retrieval literature is enormous (Swain and Ballard, 1991; Ogle and Stonebraker, 1995; Aslandogan et al., 1996; Huang et al., 1997; Belongie et al., 1998; Lipson et al., 1997; Ratan and Maron, 1998; Flickner et al., 1995; Smith and Chang, 1996; Kelly and Cannon, 1995; La Cascia and Ardizzone, 1996; Abdel-Mottaleb et al., 1996; Pentland et al., 1996; Jacobs et al., 1995; Wu et al., 2000; Rui and Huang, 2000; Vasconcelos and Lippman, 2000) ; see Smeulders et al. (2000) for a review. At the heart of every system is a representation of images and a method for determining the relevance of an image to a query. Our approach differs by using highly selective features and AdaBoost for feature selection, so that concept learning is simple and retrieval is fast.
Early Approaches
One of the earliest approaches (Swain and Ballard, 1991) used color histograms to represent images and a histogram intersection similarity metric. As previously discussed, color has limited discriminatory power in a large image database because different objects may share similar colors, and objects within a class may be colored differently. For example, both flowers and cars come in a variety of colors, and either may be red, or white, etc.
To address the shortcomings of global color histograms, other approaches have attempted to capture the spatial distribution of colors in an image Lipson et al., 1997; Smith and Chang, 1996) . Other features such as wavelets, shape, and texture measures have also been used (Belongie et al., 1998; Flickner et al., 1995; Pentland et al., 1996; Jacobs et al., 1995; Kelly and Cannon, 1995) . These features are often successful in limited domains, but are nonselective in a large image database, and hence also sensitive to background clutter.
To summarize, early approaches used non-selective features and a fixed similarity metric (often a variation of Euclidean distance in feature space). Also, they did not provide a natural way to incorporate multiple examples or relevance feedback.
More Recent Approaches
More recently the use of machine learning techniques for learning queries has become popular. (Ratan and Maron, 1998) used multiple instance learning to automatically construct templates for natural scene classification. (Wu et al., 2000) reported improved performance by incorporating unlabeled examples in the training phase. These approaches still used relatively simple features such as color so learning accurate hypotheses can be difficult and querying a large image database can be slow. Progress has also been made in formalizing the image retrieval problem with regard to learning and relevance feedback (Rui and Huang, 2000; Vasconcelos and Lippman, 2000) .
Summary
We have presented a framework for image retrieval which represents images using a very large set of highly selective features and learns key features for any given query using the AdaBoost learning algorithm. This framework reflects the diverse content of large image databases and the need for fast, efficient retrieval.
Image database retrieval is potentially intractable, since the space of queries is very large and the number of training examples is very small. Successful retrieval is only possible because of the sparse causal structure of images. While an intermediate representation for images which identifies objects such as "cars", "tigers", or "birds" would be optimal, practical systems must be based on currently computable features. We proposed a set of highly selective features which is an attempt to extract "sparse" causal structure which is related to object identity. So rather than determine that there is a tiger in an image one highly selective feature is sensitive to horizontal arrangements of vertical edges. For a large image database, many such features are required to capture the variety of image content. However for any given image, only a few features are relevant.
AdaBoost is used to select the few features critical for a given image class. The high selectivity of the features allow effective concepts to be learned with just a small number of training examples. In addition, Ad-aBoost enables a natural interface for relevance feedback by assigning a confidence to the examples. By focusing on a few, key features, database queries are extremely efficient.
Experiments have shown improved performance over non-selective features such as color histograms and fixed similarity metrics such as the chi-square measure in a natural scene classification task.
Other experiments demonstrated that a large set of random negative examples provides better retrieval performance than a small set of hand-picked negative examples. The addition of egregious negative examples produced a small additional improvement.
Anecdotally in a database of 3000 images, color was shown to be a poor feature for various image classes such as waterfalls and sports cars, especially when compared to highly-selective features. We also demonstrated reasonably accurate retrieval for a wide variety of other queries such as flowers, jets, and cacti.
Based on the promising results of this framework for detecting faces, one area of future work is to apply our methods to other object recognition domains. In addition it may be interesting to study the reasons for the degraded performance of this method in the digit classification task.
