Thanks to its flexibility and power to handle even complex geometric relations, 3D geometric modeling with nonlinear constraints is an attractive extension of traditional shape editing approaches. However, existing approaches to analyze and solve constraint systems usually fail to meet the two main challenges of an interactive 3D modeling system: For each atomic editing operation, it is crucial to adjust as few auxiliary vertices as possible in order to not destroy the user's earlier editing effort. Furthermore, the whole constraint resolution pipeline is required to run in real-time to enable a fluent, interactive workflow. To address both issues, we propose a novel constraint analysis and solution scheme based on a key observation: While the computation of actual vertex positions requires nonlinear techniques, under few simplifying assumptions the determination of the minimal set of to-be-updated vertices can be performed on a linearization of the constraint functions. Posing the constraint analysis phase as the solution of an under-determined linear system with as few non-zero elements as possible enables us to exploit an efficient strategy for the Cardinality Minimization problem known from the field of Compressed Sensing, resulting in an algorithm capable of handling hundreds of vertices and constraints in real-time. We demonstrate at the example of an image-based modeling system for architectural models that this approach performs very well in practical applications.
Introduction
Modeling with constraints is an important tool for the construction and modification of 3D geometric models. Especially in the case of modeling man-made structure like architecture or machine parts, geometric constraints are able to create and preserve ubiquitous alignment properties like element parallelism, collinearity, fixed angles and distances, or symmetry relations. The automatic satisfaction of these constraints greatly simplifies the modeling process by reducing the degrees of freedom and furthermore strongly improves the quality of the results. Consequently, geometric constraints have a long-standing history in Computational Geometry and CAD/CAM. Thanks to the high computation power of commodity PCs, several interactive constraintbased shape editing [ZFCO * 11, GSMCO09, XWY * 09] and resizing [KSSCO08, CLDD09] approaches have been proposed recently.
The central problem of interactive constrained editing is, given a user modification in the form of re-positioning a set of vertices, to adjust the positions of the remaining vertices such that all constraints are satisfied. Various solutions to handle this problem have been proposed, ranging from simple (weighted) least squares solutions [XWY * 09] over adhoc propagate-and-fix approaches [ZFCO * 11, GSMCO09] to elaborate strategies from the field of Computational Geometry [JTNM06, HL01, FASR08] . However, the main challenge of any incremental editing approach is not handled satisfyingly: In order to not destroy the results of earlier (manual or automatic) editing operations, it is of crucial importance to modify the positions of as few additional vertices as possible during the automatic constraint satisfaction phase. Figure 1 illustrates this problem at a simple example.
The main contribution of our work is an interactive constrained modeling approach with a well-defined strategy that, for an atomic editing operation, computes as small as possible model updates in terms of the total number of adjusted vertices. Similar to traditional constraint satisfaction approaches [JTNM06] , our method consists of two phases, Only when the optimization is performed on a minimal subset of vertices such that all constraints are guaranteed to be satisfiable (i.e., when leaving the vertices of the roof ridge fixed), we obtain the desired result in (e).
an analysis phase that determines a set of vertices that need to be updated in order to satisfy all constraints, and a solution phase that computes actual vertex positions. The central idea of our approach is to perform a linear analysis by considering infinitesimal editing operations, and to take the full editing operations into account in the nonlinear solution phase only. Inspired by the Inverse Kinematics approach [BB04] , the analysis phase is based on the nullspace of the constraints' Jacobian. For this to be feasible, we make three simplifying assumptions:
1. Editing operations performed by the user are limited to linear displacements of one or more vertices. That is, the vertices affected by an atomic editing operation are considered to be simultaneously shifted on straight lines towards their target positions. 2. All constraints are invariant under global translation. 3. Each editing operation is performed on a (input) model instance that satisfies all constraints.
The first assumption is quite natural, especially in the case of modeling man-made structure where it is common to move vertices along existing edges or known scene directions. Section 5 discusses how we integrate this assumption with an interactive modeling system that requires the model to be updated for visual feedback before the actual target position of an element is known. While the third assumption might seem to be rather strong from a traditional constraint satisfaction point of view, we will demonstrate it to be easily satisfiable by an effective, incremental initialization procedure that is able to "bootstrap" a suitable model instance. Thus, all three assumptions do not pose limitations in practice.
In our approach we assume the given constraint system is under-constrained. Well-constrained systems are of little interest for interactive modeling since no degrees of freedom are left. Over-constrained systems or contradicting constraints can be detected but we leave the resolution up to the user. Redundant sets of constraints do not pose a problem to our algorithm. The three above assumptions enable an algorithm that has several advantages over existing systems: By linearizing the constraint functions and examining their nullspace, the analysis phase can be formulated as a Cardinality Minimization Problem [RFP10] for which efficient (approximate) solutions are known from the field of Compressed Sensing [DDEK12] . Furthermore, the solution phase can be based on a standard nonlinear solver since the initialization required for reliable convergence is always provided by the model instance satisfying all constraints. Consequently, in contrast to existing image-based constrained reconstruction approaches [FF09, TW06] , our algorithm is able to cope with hundreds of vertices and constraints in realtime, enabling a truly interactive modeling system.
In this work, we assume that constraints are defined on the vertices of a 3D polygonal model. Our main target application is image-based 3D modeling (i.e., modeling in image overlay). At the example of a prototypical image-based modeling system for 3D building models from oblique aerial images we demonstrate that our approach works very well in practice. Notice, however, that the proposed method is not limited to this particular application. Geometric constraints and various strategies to fulfill them are at the core of every CAD/CAM system. The surveys of [JTNM06] and [HL01] give an excellent overview of the field. As outlined by Jermann et al. [JTNM06] , traditional constraint satisfaction approaches usually try to identify solvable subproblems and then incrementally construct a complete solution. The more powerful bottom-up strategy (as, for instance, in the image-based 3D reconstruction approach [TW06] ) has the disadvantage that it is impossible to control which vertices of the solution are free and which are dependent. Thus it is unclear how to integrate user input. Furthermore, such approaches are known to have problems with redundant constraints. Similarly, the image-based reconstruction system [FF09] stabilizes the reconstruction process by automatically detected constraints, but is not able to incorporate interactive editing. Traditional constraint solution strategies like [TW06, FF09] often require computation times in the order of at least a few seconds even for moderately complex problems and are thus not applicable to realtime interactive editing systems. Also related to our work is the Dynamic Geometry system based on geometric constraints [FASR08] . However, this system is able to handle sets of constraints with exactly one degree of freedom only.
Related
Interactive Image-Based Modeling The Façade system [DTM96] is an early image-base reconstruction system. Façade is based on the manual construction of box-like geometric elements and the specification of links to 2D features in the input images. The system then recovers correct model dimensions and camera calibration parameters automatically. Façade does not, however, provide modeling operations in images space. Thus, in case a reconstruction fails, the only way of interacting is to add more 3D-to-2D links. VideoTrace [vdHDT * 07] as well as the architectural modeling system [SSS * 08] are also based on the user-guided construction of planar polygons. Both require additional scene information like 3D points or vanishing lines recovered by a pre-process and thus work for relatively dense image sequences only. While both approaches allow for modifications of the 3D model in image overlay, the interactions are rather simple thus often requiring tedious adjustments of many elements.
Inverse Kinematics The problem solved by Inverse Kinematics is strongly related to the problem of interactive constrained editing: For a robotic component consisting of joints and limbs, the goal is to find joint positions such that an end effector reaches a desired target. The resulting optimization problem usually is under-constrained. Instead of computing simple least-squares solutions, several ideas have been proposed to exploit the remaining degrees of freedom: For instance, [BB04] tries to reach secondary target positions, [DW97] minimize the maximal joint velocity. To our knowledge, however, the problem of moving as few joints as possible has not been considered.
Compressed Sensing
The central insight of Compressed Sensing [DDEK12] in signal processing is that many real-world signals are sparse, i.e., can be represented as sparse vector x ∈ R n with respect to a suitable basis. Given a measurement process modeled as y = Ax with A ∈ R m×n , m n, the goal is to reconstruct the sparse signal x from the measurement y. We will see in Section 3.2 that the constraint analysis can be formalized in a very similar way, i.e. as the solution of a linear system with as few non-zero elements as possible. The main difference of our setting regards the measurement matrix A: While finding suitable matrices A with favorable properties is a major research topic in Compressed Sensing, in our constraint analysis it is defined by the modeling constraints and does not allow for adjustments.
Constraint Resolution Approach

Method Overview
In our modeling system, constraints are encoded as func-
where n is the total number of vertices and x i ∈ R 3 are the vertex positions. Constraint functions c j can be nonlinear, with the only requirement that the gradients are well defined and |c j | is a meaningful measure of constraint deviation. We denote by X = (x
with all vertex coordinates stacked upon each other, and by c(X) = (c 1 (X), . . . , cm(X)) T : R 3n → R m a vector-valued function that contains all constraints.
As stated earlier, we assume that each editing operation is performed on a model instance X 0 with c(X 0 ) = 0. An editing operation is given in the form of a displacement d ∈ R 3n where d has non-zero elements for the explicitly modified vertices only. The central goal of our constraint resolution approach is, for a given editing displacement d, to find a 
T is a viable choice. However, the basis vectors allow for the integration of application-specific knowledge such as local geometric alignment into the constraint analysis phase. In Section 5.2 we will discuss the construction of a basis specifically targeted at image-based modeling. For the sake of notational correctness, we extend the 3-dimensional basis vectors to vectors
with 3(i − 1) leading zeros. The correction displacement d can then be represented as linear combination
The computation of the correction displacement d is split into two parts. In the analysis phase, only an as small as possible set of basis vectors, i.e., set of non-zero α i,k , is determined. The actual displacement, i.e., the values of the previously selected α i,k , are computed in the solution phase.
Analysis Phase
The determination of the basis vectors required to compute a correction displacement is formulated as a relaxation process. Initially, all vertices x i , i ∈ I(d) are fixed at their positions defined by the initial configuration X 0 by setting all α i,k = 0. The algorithm then allows for specific values α i,k to take on non-zero values.
For the analysis, we examine the nullspace of the constraints' Jacobian Jc ∈ R m×3n , where the jth row of Jc contains the gradient of c j . The Jacobian can be considered as a map from vertex movement directions in R 3n to variations of the constraint functions c. Thus, given that all constraints are satisfied at X 0 , a vertex movement in the nullspace of Jc(X 0 ) does not violate any constraint. In most cases, the vertex displacement d is not in the nullspace of Jc(X 0 ). Consequently, our goal is to construct a correction displacement d such that the total displacement d + d is in the nullspace again. Clearly, in general the above argument is valid for infinitesimal displacements d and d only, while actual displacements have finite extend. However, the nullspace is employed to solve the combinatorial problem of relaxing vertices (respectively basis vectors) only. The actual correction displacement is determined by a nonlinear solver in the solution phase. As discussed in Section 3.4, the set of relaxed vertices obtained by this approach is correct except for a few singular cases which are easy to handle.
An alternative interpretation in analogy to [YYPM11] is derived from the observation that the vertex positions X of all model instances satisfying c(X) = 0 define a manifold M in R 3n . The nullspace of the constraint's Jacobian is the tangent space of M at X, each non-zero coordinate in d can be considered as an intersection of the tangent space with a (3n − 1)-dim. hyperplane. Hence, finding the correction displacement d is equivalent to finding a point in the intersection space with the least number of non-zero coordinates.
A straight forward formalization of the search for a total displacement d + d in the nullspace of Jc is to solve the linear system P(d + d ) = 0 with P := Jc. However, as discussed in Section 6, superior results can often be achieved by exploiting the projection onto the nullspace of Jc instead of using the Jacobian directly. Let N J = (n 1 . . . 
which is a linear system in the unknowns α i,k .
Our main goal is to relax as few vertices as possible, i.e., to compute a solution vector with minimal cardinality. While this problem is known to be NP-hard in general [RFP10], research in Compressed Sensing has developed several approximate solution strategies with favorable properties. One that suits our needs particularly well is the Orthogonal Matching Pursuit (OMP) [TG07] . Its main advantage over more elaborate techniques is that the actual cardinality does not have
// Idx of largest col. solve A| Λ x = y // A restricted to columns in Λ r ← y − Ax // Updated residual end while end procedure to be known a-priori. OMP is outlined in Algorithm 1. It is called with the matrix A = P(· · B i,k · ·) and the right-hand side vector y = −P d. OMP then iteratively increases the cardinality of the solution by selecting columns of A (that is, by relaxing basis vectors) which best reduce the residual error. Λ is the set of selected columns of A, A| Λ denotes a matrix that contains these columns only. The procedure terminates when enough basis vectors have been relaxed to solve (2) with sufficient precision. In our implementation, we set ε 1 = 10 −6 . For an under-or well-constrained set of constraints, the procedure is guaranteed to find a suitable set Λ since we made the assumption that a uniform displacement of all vertices satisfies all constraints. A solution with all columns of A selected and a non-vanishing residual indicates that the constraints are contradicting. Please notice that, while the relaxation of individual basis vectors is possible, it is usually (geometrically) more meaningful to relax all three basis vectors of a vertex at once. In Section 5.2 we will discuss a specific strategy for image-based modeling that either relaxes a single or all three basis vectors of a vertex.
The intuition behind the above procedure is to relax the movement direction that best reduces the residual error, i.e., that brings the total displacement d + d closest to the nullspace. Due to the greedy nature of the algorithm (and the NP-hardness of the problem in general), a minimal solution cannot be guaranteed. A simple means to find a smaller set of relaxed vectors is to loop over all (but the last) basis vectors and to try to individually remove them from Λ again.
Solution Phase
Due to the linearization, the total displacement d+d emerging from the analysis phase often is not a solution of the nonlinear constraint functions, i.e., c(X 0 + d + d ) = 0. However, the degrees of freedom provided by the relaxed basis vectors allows for the computation of a correct solution (except for rare singular cases discussed in Section 3.4). To find a suitable correction d , we minimize the objective function
Figure 2: Analysis of (a) an orthogonality constraint, (b) two edges with fixed lengths, and (c) a planarity constraint.
(a) and (b) are 2D, (c) is a 3D example. Top: the arrows depict the gradient directions of the respective constraints, i.e., the directions of maximal constraint violation (orthogonal to the nullspace). Bottom: red arrows depict user-specified displacements d, green arrows the computed corrections d .
with C being the set of all constraint indices that involve the vertices affected by the displacements d or d , and Λ being the set of relaxed basis vectors. We employ the wellestablished, iterative Levenberg-Marquardt algorithm (cf.
[NW06]) to solve (3). Since the number of relaxed vertices (respectively basis vectors) usually is much smaller than the total number of vertices, the Levenberg-Marquardt iteration can be computed in real-time to provide visual feedback during interactive editing operations.
The set of relaxed vertices, combined with all affected constraint functions, often yields a slightly underconstrained system, in particular when the basis vector selection strategy of Section 5.2 is employed. That is, the number of relaxed basis vectors is slightly larger than the degrees of freedom of the involved constraint functions. To fix these redundant degrees of freedom, we add a penalty term for each relaxed basis vector that drags the respective vertex back to its original position. More formally, let x i,0 ∈ R 3 be the position of vertex i in the initial configuration X 0 . We add a constraint function ω(x i − x i,0 ) T b i,k , with b i,k being the relaxed basis vector and ω a small weight. In our implementation, we set ω = 10 −3 . This approach has the advantage that each relaxed vertex, independent of the actual degrees of freedom, stays as close to its original position as possible. The weight ω is chosen small enough such that all constraints in c can be satisfied with sufficient numerical precision.
Discussion and Solution of Singular Cases
As illustrated in Figure 2 , posing the constraint analysis as a linear problem by considering infinitesimal displacements works well in practice. Although the initial correction displacements usually are not a solution of the nonlinear constraints c, in most situations they correctly determine which vertices need to be relaxed.
In two particular cases, however, the consideration of infinitesimal displacements may not yield enough relaxed vertices. The first case is caused by a user-specified displace- ment (or a correction displacement) that happens to exactly lie in the linearization of an actually curved (e.g., quadratic) nullspace (cf. Figure 3a) . Notice, however, that this happens almost never in practice: in the example in Figure 3a , the displacement has to be exactly horizontal while the edge is exactly vertical without being constrained as such. If the edge was constrained to be vertical, the additional constraint would cause more vertices to be relaxed. In fact, to provoke such cases in our experiments, we had to artificially construct them, e.g. by first adding and subsequently removing an orthogonality constraint from a length-constrained edge.
The second case is caused by the fact that considering infinitesimal displacements does not take possible length restrictions into account. This happens, for instance, when two or more length-constrained edges are combined as illustrated in Figure 3b . The linear analysis correctly relaxes the vertex next to the vertex moved by the user. However, once the displacement becomes too large during the interaction, the length constraints cannot be satisfied anymore.
Both above cases are easily detectable by a non-zero residual of the nonlinear solution algorithm and allow for a simple solution that seamlessly integrates with the linear constraint analysis approach. In both cases the (linearized) nullspace is too "permissive", i.e., allows displacements which are actually not feasible. Hence, this problem can be solved by reducing the degrees of freedom of the nullspace by adding more constraints and then re-run the linear relaxation process. In our implementation, we add stiffening constraints to affected vertices. More specifically, for two vertices x i1 , x i2 we add a constraint
that enforces the vertices to remain in the same relative configuration as in X 0 . Stiffening is applied to all vertices of the constraint with the largest residual error of the linearly determined displacement, i.e., to all vertices affected by cmax = arg maxc j (|c j (X 0 + d + d )|). Notice that the stiff- ening constraints are only considered in the analysis phase to relax more vertices, but are not used in the solution phase. The resulting algorithm that interleaves the linear analysis and the nonlinear solution phases is outlined in Algorithm 2. The threshold ε 2 to detect unsatisfied constraints clearly depends on the actual implementation of the constraints. In our modeling system, we formulate all constraints in terms of Euclidean distances and set ε 2 = 10 −3 , i.e., all constraints have to be satisfied with a precision of at least 1mm.
Constraint Initialization
To initialize new constraints we basically perform the same procedure as for the regular editing (linear analysis and nonlinear solution), with a slight modification of the linear system used in the OMP algorithm. We separate all constraints into a set of satisfied constraints csat(X 0 ) = 0 and a set of new, unsatisfied constraints cnew(X 0 ) = 0. As before, the nullspace and the projection P = I −N J N T J is computed from the satisfied constraints csat only. Since no explicit displacement d is given, we employ the Taylor expansion
to construct a suitable right-hand side of the linear system. That is, to compute a correction displacement d that lies in the nullspace of csat and in addition fulfills the above Taylor approximation, the input to the OMP algorithm is
.
Notice that, similar to the regular analysis phase, in rare cases the relaxed basis vectors do not allow for the nonlinear computation of a correct solution. We hence employ Algorithm 2 for the initialization of new constraints as well.
Image-Based Modeling System
In this section we discuss the integration of our constraint resolution approach into a prototypical image-based 3D modeling system. For more details on the system itself, please refer to [Hab12] and the supplemental video.
System Overview
As for most image-based modeling systems, the main source of information is a set of calibrated input images. The interface provides one or more views of the current model, rendered over the images that show the object to be reconstructed. The actual editing is performed by dragging vertices, edges, and faces or by adding constraints. Similar to other image-based modeling systems, we exploit epipolar geometry (cf.
[HZ03]) to simplify the editing process. During editing, the user declares one view as reference. In this view, elements of the 3D model are allowed to be moved according to simple rules (vertices move on adjacent edges, edges move on adjacent facet planes, etc.) In contrast, in all other (non-reference) views, vertices are restricted to move on viewing rays through the reference camera center. This enables the precise 3D positioning of a vertex by (at most) a 1D / 2D operation in the reference image and a subsequent 1D adjustment in any other view.
Due to ubiquitous alignments, in the specific application of architectural modeling from aerial images large parts of a building can be implicitly generated by extrusion operations. Consequently, in many cases it is sufficient to construct a sparse set of polygons to define the roof shape and possibly geometric detail on the facades, cf. Figure 5 . For the generation of building surfaces from a sparse set of polygons we employ a volumetric CSG-like approach. The creation of new facets is based on a sketch-based interface enabling the user to draw the shape of a planar polygon in one of the images. Automatic image fitting procedures are employed to initialize the supporting planes of new polygons and to precisely align existing model components with the underlying images.
Integration with Constrained Modeling
Basis Construction While the canonical basis works well in many modeling scenarios, Figure 4 illustrates that imagebased modeling with the concept of epipolar geometry requires adjusted basis vectors. For a vertex x i and a reference camera center p ∈ R 3 we therefore construct the first basis vector as b i,1 = x i − p, and the two remaining vectors
, where o is an arbitrary direction not parallel to b i,1 . Clearly, relaxing only b i,1 and keeping b i,2 and b i,3 constrained in the analysis phase enables the vertex x i to move on its respective viewing ray.
Basis Vector Relaxation Strategy
The above construction implies a simple basis vector relaxation strategy for image-based modeling. In each relaxation step, we only consider two possible cases, either {b i,1 } is relaxed alone, or all three basis vectors {b i,1 , b i,2 , b i,3 } of a vertex are relaxed at once. In the actual implementation (cf. Algorithm 1), after finding the basis vector with the largest dot product with the residual vector, we potentially add two more indices to the set Λ, depending on which basis vector has been selected in the first place. Interactive Editing Thanks to the interleaved application of the linear analysis and the nonlinear solution discussed in Section 3.4, it is an easy task to extend the algorithm to a fully interactive editing system. The basic idea is to initialize Λ = ∅ in Algorithm 2 only when an interactive editing operation is started. When the displacement d is updated by the user dragging a model element, we call Algorithm 2 again but reuse the set of previously relaxed basis vectors. Consequently, in most cases the nonlinear solver quickly converges to an updated solution. If the residual of any constraint is larger than ε 2 , we distinguish two cases. In case the direction of d has not changed (w.r.t. a small tolerance) since the last run of the linear analysis, we add stiffening constraints in order to trigger the relaxation of more vertices. If the direction has changed, we simply run the analysis again on the new direction.
Implemented Constraint Types In our modeling system, all facets are constrained to be planar by default. In addition, we have implemented the following set of constraints:
• Plane / edge horizontal, • plane / edge vertical, • pair of planes / edges parallel, • pair of planes / edges orthogonal, • vertices / planes coplanar, • vertices / edges collinear, • fixed vertex distance, • two vertices symmetric with a vertical symmetry plane, • "cloned" groups of vertices with identical shape.
Notice that in this list "planes" can either be the supporting planes of facets (e.g., when snapping vertices to a facet), Example A1 Example A2 Figure 5 : Modeling of a roof structure with dormers. Left: original configuration. Center: editing operation such that the baseplane of the dormers changes its orientation (example A1). Right: the dormers' base plane does not change (example A2). Blue vertices are relaxed in the analysis phase and automatically updated by the editing system. Please see text for more details.
but also more general planes (e.g., a vertical plane spanned by a (non-vertical) edge). Clearly, this list is by no means exhaustive and other modeling tasks might require different constraints. A major advantage of our general constraint analysis and solution scheme is that it can easily be extended by additional constraints (for instance, rotational symmetry).
For the task of architectural modeling in aerial images, however, we have found that this set of constraints is sufficient.
Results and Discussion
We have performed several experiments to demonstrate the practical applicability of our approach. Table 1 lists the details. Figure 5 (examples A1 and A2) demonstrates two editing operations on a building roof with several dormers. The dormers' base-vertices are constrained to be coplanar with the roof. Thus, in case A1 these vertices are required to be updated in order to satisfy all constraints. In example A2, the plane to which the dormers are attached does not change. This situation is correctly recognized and only the required vertices are updated. Examples B1 and B2 (cf. Figure 6 ) show two editing operations on a snake-like roof structure. While B1 is performed in the reference view, the operation of B2 is performed in a non-reference view. Again, in both cases the correct minimum cardinality solution is found.
In the spring example S depicted in Figure 7 all edges are constrained to have fixed lengths. This case requires the incremental relaxation of additional vertices by Algorithm 2 during the interactive dragging. Our algorithm correctly relaxes one vertex after the other, enabling the structure to unfold. In Table 1 the respective row contains the values of the last analysis step only. As all previous steps work on smaller input data sets, their running times are even shorter. Notice that such combinations of length-constrained edges are difficult for propagate-and-fix solution strategies such as employed in iWires [GSMCO09]: When propagating the modification from vertex to vertex, each vertex has (in the 2D case) one degree of freedom. However, by fixing these degrees of freedom with only local knowledge, it cannot be guaranteed that e.g. a desired target position is reached. All experiments in Table 1 employ the nullspace projection in (2) rather than directly using the constraints' Jacobian. This choice influences the two main computation steps of the analysis phase, the construction of the transformed basis P B i,k (T Ba in Table 1 ) and the OMP algorithm (T OMP ). While the basis construction usually is faster for the Jacobian-only approach (e.g. A1: T Ba =110ms, B1: T Ba =4.6ms), for two reasons the OMP algorithm performs better with the nullspace projection. First, the size of the matrix P usually is smaller, leading to faster solutions of the linear system in Algorithm 1. Second, the greedy relaxation often is more effective. The orange vertices in examples A1 and B1 depict cases in which the respective vertices have been relaxed during the OMP iteration and then have been fixed again in the final pass over all relaxed basis vectors. Notice that these are the only such cases for the nullspace projection. When using the Jacobian in (2) directly, in example A1 the algorithm relaxes #rx=75 and later fixes #fx=27 basis vectors, and thus takes T OMP =72ms. In example B1, #rx=117, #fx=33, T OMP =58ms. Hence, due to the better performance of the greedy OMP algorithm, the nullspace pro-Example B1 Example B2 Figure 6 : Editing of a snake-like roof structure. In each quad, the upper and lower edges are constrained to be parallel. Furthermore, all ridge vertices as well as all lower vertices are aligned horizontally. Center: moving a lower quadedge downwards in its supporting plane results in the relaxation of all lower vertices (blue). Right: moving one of the ridge vertices along its viewing ray in a non-reference view yields the relaxation of only the first basis vectors (which are aligned with the respective viewing rays) of all other ridge vertices (blue).
jection is the method of choice for interactive systems. The main drawback of the nullspace projection is the requirement of computing the nullspace basis. In our current implementation, the basis is computed by a standard singular value decomposition (SVD) and thus constitutes the main bottleneck especially for the larger examples. However, notice that the transformed basis does not depend on the actual editing operation. The basis for editing operation k can therefore be constructed immediately after operation k − 1, thereby effectively hiding its computation from the user. Furthermore, the Jacobian Jc has a sparse structure which can be exploited during the nullspace computation [GT08] .
Examples G5, G7, and G10 are based on the grid structure depicted in Figure 8 (a). G5 has been performed on a grid of 5 × 5 quads, G7 on 7 × 7 quads, and G10 on 10 × 10 quads. Notice that, as in all examples, all vertices of the quads are defined in R 3 . All quads are constrained to be coplanar, all neighboring edges (depicted by arrows in the figure) are constrained to be collinear. The results in Table 1 correspond to the operation of moving a vertex along an adjacent edge. These artificial examples clearly are extremal cases. However, they demonstrate that the OMP algorithm and the nonlinear solution phase (T OMP and T Up in Table 1 ) can be performed in real-time even for very large constraint systems.
Figure 8(b) compares the behavior of our approach to propagate-and-fix strategies (like iWires) on the same grid structure with collinear edges. The red vertex is assumed to be fixed. Our approach detects that the blue vertices have to be relaxed, and then computes suitable positions in the nonlinear solution phase. In contrast, propagate-and-fix strategies determine final vertex positions for each individual quad. When fixing the first quad (affected by the editing operation), the algorithm is not aware of the fixed vertex at the end of the propagation chain. It is thus not able to determine Figure 7 : Unfolding a spring-like structure. All edges are length-constrained. Due to the incremental relaxation of vertices in Algorithm 2, the structure unfolds as expected.
the correct position of the lower left corner in the first quad and the propagation strategy gets stuck in an unsolvable situation eventually.
Column "Alg2" in Table 1 demonstrates that in all experiments except the spring configuration in example S a single iteration of Algorithm 2 was sufficient. Thus, in practice the linear analysis finds suitable sets of vertices, stiffening constraints are required to handle rare cases only.
Notice that the minimal set of vertices which are required to be updated in general is not unique. Furthermore, in certain situations editing operations with more relaxed vertices "feel" more natural than the minimal solution. This is the case in example A1: Each dormer has three vertices in the roof plane. The minimal solution (cf. the supplemental video) rotates the roof plane about the axis through the fixed lower pairs of vertices, only the five upper vertices are relaxed. As a simple means to guide the analysis algorithm, our interface allows for the manual exclusion of vertices from the relaxation process. In particular, the red vertex in example A1 has been marked for exclusion to achieve a more natural editing operation with more relaxed vertices.
In its current formulation, the choice of vertices affected by the correction displacement d is dominated by a combinatorial process rather than by the actual geometry of the model. Due to our goal of altering as few auxiliary vertices as possible, geometric primitives with low numbers of vertices may be preferred over primitives with many vertices in the relaxation process. In our interactive modeling system we consider this behavior a feature: primitives with many vertices usually require more editing effort and thus should be changed with lower probability. Cases in which this is not desired could, for instance, be handled with an extended relaxation strategy. Simultaneously relaxing groups of vertices belonging to the same primitive would reduce the strong combinatorial influence of the analysis procedure.
Computing a correction displacement d may be achievable by alternative means, e.g. by optimizing a displacement of all vertices while imposing a l 1 -norm regularizer. However, we chose the 2-phase procedure presented in Section 3 over such approaches for two main reasons: Regularizing energies are usually unable to completely prevent undesired vertex movements. That is, while the majority of d s "en- ergy" is distributed to a few vertices only, many other vertices move slightly and thereby compromise previously generated alignments. Furthermore, such a formulation would require the optimization of all vertices in parallel. Even for only moderately complex models this would contradict our goal of real-time interactive modeling operations.
In contrast to traditional constraint analysis approaches, our algorithm is based on several (well-established) numerical techniques with two simple thresholds. Due to inevitable numerical inaccuracies, these thresholds cannot be set arbitrarily low. Hence, all constraints are satisfied up to a threshold only (a maximal deviation of 1mm in our implementation) which might not be acceptable for certain applications.
Conclusion
We presented a novel approach to analyze and solve nonlinear constraints for geometric modeling. Given an explicit editing operation, the main problem we are considering is to find an as small as possible set of auxiliary vertices such that, after these vertices have been adjusted, all constraints are satisfied again. Our analysis strategy is based on linearized constraint functions which enables a very efficient algorithm and allows for the application of well-established nonlinear solution techniques to compute actual vertex positions. At the example of several real-world modeling problems, we have demonstrated that this approach works well in practice and can easily be integrated into interactive 3D modeling systems with real-time visual user feedback.
