ABSTRACT Centrality of nodes is very useful for understanding the behavior of systems and has recently attracted plenty of attention from researchers. In this paper, we propose a new eigenvector centrality based on node similarity for ranking nodes in multilayer and temporal networks under the framework of tensor computation, referred to as the ECMSim. We define a fourth-order tensor to represent the multilayer and temporal networks. The relationships between different layers(or time stamps) can be depicted by using node similarity. Based on the defined tensor, we establish the tensor equation to obtain nodes centrality values. The nodes centrality values also can be viewed as the Perron eigenvector of a multi-homogeneous map. Furthermore, we show the existence and uniqueness of the proposed centrality measure by existing results. Numerical experiments are carried out to demonstrate that the proposed centrality outperforms some existing ranking methods.
I. INTRODUCTION
Evaluation the importance of nodes is a core part of studying the network topological structure and has a wide range of applications in many fields, such as identifying novel drug targets in biological systems [1] , extracting communities in social networks [2] and ranking the results of search engines [3] . Centrality, ranking the nodes or edges, has been defined across different fields, such as sociology, mathematics and biology. In fact, it is hard to judge whether one centrality outperforms another. Scholars generally believe that different centrality measures are suitable for different applications. Thus, researchers have defined several centrality measures for complex networks, including HITS centrality [3] , degree centrality [4] , closeness centrality [5] , betweenness centrality [6] , [7] , eigenvector centrality [8] , PageRank centrality [9] and so on.
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Although many centrality measures have been proposed for mono-layer static networks, most networks have multilayer or temporal features(called multilayer network and temporal network, respectively), and the centrality described above are restricted to these two types of networks. Therefore, extending the centrality of static networks to multilayer networks and temporal networks has recently attracted lots of attention from researchers. Many centrality of static networks have been generalized for ranking nodes in multilayer networks [10] - [14] and temporal networks [15] - [19] .
Eigenvector-based centralities are very effective ranking methods for identifying the core nodes in multilayer and temporal networks [28] . Eigenvector-based centralities obtain the nodes centrality values by solving the dominant eigenvector of the corresponding centrality matrices. Centrality matrices contain network's adjacency matrix A and various functions of matrix A, scuh as Markov matrix [20] . Solá et al. [21] proposed two multiplex eigenvector centrality measures(called local heterogeneous and global heterogeneous eigenvector centralities) for multiplex networks by defining VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ two influence matrices to depict the relationships between different layers. De Domenico et al. [22] extended PageRank, HITS and eigenvector centrality to rank nodes in interconnected networks, which assumes that there exists inter-layer coupling in multiplex networks. Based on the matrix eigenvector centrality measures only obtain the ranking results of nodes. Tudisco et al. [23] proposed a third-order tensor to represent multiplex networks and defined a co-rank algorithm for multiplex networks by solving tensor equations(or the Perron eigenvector of a multi-homogeneous map). Multidimensional PageRank and HITS centrality based on random walks have been established for multiplex networks in [24] , [25] . In [26] , Wang et al. used a fourth-order tensor to represent multiplex networks with inter-layer coupling and extended the HITS centrality to multilayer networks. All the proposed centrality measures in [23] - [26] can obtain the ranking results of nodes and layers simultaneously. Similar to multilayer networks, Eigenvector-based centralities have been successfully applied to temporal networks. Taylor et al. [27] developed Eigenvector-based centrality measures(ECM) to temporal networks. They transformed temporal networks into multilayer networks and proposed a supra-centrality matrix to represent multilayer networks. Recently, Taylor et al. [28] established tunable EigenvectorBased centrality measure(TECM) for multiplex and temporal networks. In [28] , Taylor et al. think that the connection between the nodes is not only dependent on the information about neighbour time layers, but also relies on the other time layers. Based on this consideration, a new supra-centrality matrix is proposed to represent multiplex and temporal networks. However, how to characterize the relationships of inter-layer is crucial for ECM and TECM. Yin et al. [29] proposed an improved Eigenvector-based centrality for identifying the key nodes in temporal networks. They introduced node similarity to depict inter-layer weights. Huang et al. [30] proposed a novel eigenvector centrality for temporal networks by introducing the time series analysis to learn automatically relationships of inter-layer. These methods only can obtain the nodes importance. Thus, for temporal networks, this paper aims at proposing a new Eigenvector-based centralities that can rank the nodes and time layers simultaneously.
In this paper, motivated by the idea of Taylor [28] and Yin [29] , we propose a novel eigenvector centrality based on the node similarity for multilayer and temporal networks by introducing a fourth-order tensor to represent multilayer and temporal networks, referred to as the ECMSim. For multilayer networks, we consider that there exist inter-layer edges between a node in one layer and that same nodes in other layers. For temporal networks, we consider that the connection between the nodes is not only dependent on the information about neighbour time layers, but also relies on the other time layers. Meanwhile, the relationships between different time layers should follow the time order. Based on these considerations, we define a fourth-order tensor to represent multilayer and temporal networks. According to the established tensor, we propose a set of tensor equations with parameters to get nodes centrality values in multilayer and temporal networks. In particular, the solutions of tensor equations can be viewed as the Perron eigenvector of a multi-homogeneous map. Furthermore, the existence and uniqueness of solutions are guaranteed by existing theorem. Finally, we test the proposed ranking method on two realworld networks and compare the different behaviors with other existing methods.
The rest of this paper is organized as follows: In Section 2, we provide a fourth-order tensor to represent multilayer and temporal networks. A new eigenvector centrality and an iterative algorithm are proposed in section 3. Finally, Section 4 and Section 5 present numerical experiments and conclusion, respectively.
II. TENSOR REPRESENTATION OF MULTILAYER AND TEMPORAL NETWORKS
In this paper, we focus on two types of complex networks (see Fig.1 ): multilayer network, in which nodes connected by different types of links; and temporal networks, in which nodes and edges appear and disappear over time. We show the formal definitions of these two types of networks as follows [28] . 
is the set of interconnections between nodes of different layers. Here, each layer is a mono-network
each layer has the same N nodes), and E k is the set of intralayer connections in the layer G k . We can use a set of adjacency matrices {A t } to represent multilayer networks, where A t represents the adjacency matrix of mono-network G t = (V , E t ).
Definition 2: A temporal network is defined as a timeordered sequence of mono-layer networks G 1 , G 2 , . . . , G T over N nodes. We can use a set of adjacency matrices {A t } to represent temporal networks, where t = 1, 2, . . . , T and A t represents the adjacency matrix of mono-network G t .
Taylor et al. [28] proposed the following the supracentrality matrix M ∈ R NT ×NT to represent multilayer and temporal networks:
where C t is a function of matrix A t (such as PageRank matrix, hub and authority matrices), I is the identity matrix and parameterÃ i,j > 0 is an element of interlayer adjacency matrixÃ, 1 ≤ i, j ≤ T . The parameterÃ i,j is applied to character interactions between layer(time layer) i and layer(time layer) j. For simplicity, the authors set
However, the selection of parameters is a difficult problem. In other word, how to character the relationships between different layers(or time stamps) is a crucial for representation of networks.
In this paper, similar to the idea of [29] , we introduce node similarity to portray inter-layer weights and assume that the inter-layer edges only exist between the nodes in one layer and that same nodes in other layers. On the other hand, for temporal network, the relationships between different time layers should follow the time order. Based on these considerations, we define the following supra-centrality matrix to represent multilayer and temporal networks:
where C [t] represents centrality matrix at layer(time) t, i.e., the function of matrix A t . The definition of S (t 1 ,t 2 ) is given by:
represents the inter-layer interaction between the layers t 1 and t 2 . The element s
is the similarity of node j at layers t 1 and t 2 . If we use supra-centrality matrix N to represent multilayer networks, the value of ω is set to 1. On the other hand, if we use supracentrality matrix N to represent temporal networks, the value of ω is set to 0(i.e., The relationships between different time layers follow the time order). The node similarity indices which are used in our paper are shown as follows:
• Common Neighbor(CN):
• Salton Index(SAL) [31] :
• Jaccard Index(JAC) [32] :
• Hub depressed index(HDI) [33] :
• Preferential Attachment(PA) [34] :
Furthermore, we reshape the supra-centrality matrix N into a fourth-order tensor A ∈ R N ×T ×N ×T , and the each element of tensor A is given as follows:
where
represents that node i in layer(or time layer) α points to node j in layer(or time layer) β. In this paper, we set
. Note that the inter-layer edges may exist between different nodes in different layers. For simplicity, this paper only considers that the inter-layer edges only exit between the nodes in one layer and that same nodes in other layers.
III. THE PROPOSED CENTRALITY
Before giving our centrality measure, we first show the definitions of tensor-vector product and the eigenvector of multihomogeneous map that will be used in following section. R N ≥ (R N > ) represents the set of non-negative(positive) vectors of dimension N . Given two vectors x ∈ R N ≥ and y ∈ R M ≥ , the definitions of Axyy and Axxy are given by
where Axyy ∈ R N and Axxy ∈ R T . A tensor is called nonnegative if all its elements are non-negative.
Definition 3:
for any λ ∈ R and any i, j = 1, . . . , d. Moreover, we call a non-zero vector (x 1 , . . . ,
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Based on the defined tensor A, we establish a new eigenvector centrality measure based on node similarity for multiayer and temporal networks, referred to as the ECMSim. Assume that vectors x and y are centrality values of nodes and layers(or time layers) in networks, respectively. We construct the following tensor equations to obtain the importance of nodes and layers(or time layers):
with (x, y) ∈ S N ×T , where
The purpose of introducing parameters γ , v is to guarantee the uniqueness of the solution of tensor equations (2) . According to the definition of tensor-vector product, we rewrite model (2) as follows:
with (x, y) ∈ S N ×T . The equations (3) is a generalization of model from [23] . From equations (3), it is easy to find that our method can obtain the importance of nodes and layers simultaneously. Now, we show that every solution to tensor equations (3) is an eigenvector of a multi-homogeneous map. We define multi-homogeneous mapping
with (x, y) ∈ S N ×T . Then, every solution to tensor equations (3) can be viewed as an eigenvector of multihomogeneous map f , i.e.,
where λ 1 = µ 1/γ and λ 2 = λ 1/ν . The existence and uniqueness of the solutions to equations (3) can be provided by following theorem, whose proof can be provided by Theorem 4.1 in [23] .
Theorem 1: Suppose tensor A is constructed in section 2 and let γ , ν > 0. If 2/ν < (γ − 1), then tensor equations (3) has a unique non-negative solution (x,ȳ).
A. THE ITERATIVE ALGORITHM
In this subsection, we develop an iterative algorithm to solve tensor equations (3). The proposed iterative algorithm is given as follows.
The algorithm 1 can be viewed as a higher order version of the power method (or called fixed point algorithm). The main computational cost of Algorithm 1 depends on the cost of performing tensor operations in Steps 4 and 5. Suppose that tensor A has O(N ) nonzero entries, the tensor calculations cost is O(N ).
The convergence and convergence rate of the proposed iterative algorithm can be guaranteed by following theorem, whose proof is similar to Theorem 4.4 in [23] .
Theorem 2: Suppose tensor A is constructed in section 2 and let γ , ν > 0 be such that 2/ν < (γ − 1). Furthermore, let (x,ȳ) be the unique solution to tensor equations (3). Then, we have
with I = {i : x 1 i > 0} and J = {α : y 1 α > 0}. Thus, for any > 0 and for any k such that
we have
The value of C is a constant. When given a tensor A, we can obtain C by (7) . Parameter ρ is a Lipschitz constant of function multi-homogeneous mapping f . The (6) provides an explicit bound on the number of iterations k required to achieve a desired approximation accuracy.
IV. NUMERICAL EXPERIMENTS
In this section, we test the proposed centrality on multilayer network (called European Air Transportation Multiplex Network(EuAir) [36] ) and temporal network (called Workplace network [37] ) and compare different behaviors with other existing ranking methods. The other existing centrality measures contain f -Eigenvector centrality [23] (TUEIG), Tunable Eigenvector-based Centrality Measures (TECM) [28] , Improved Eigenvector-based Centrality Measures (IECM) [29] , where IECM is proposed for temporal networks. The value of ε, γ and ν are set to 10 −6 , 2.1 and 2, respectively. We set interlayer matrixÃ = 11 T in TECM, where 1 = [1, 1, . . . , 1] T . The initial point (x 0 , y 0 ) is set to (ones(N /1)/N , ones(T /1)/T ).
A. WORKPLACE TEMPORAL NETWORK
In this subsection, we use the ECMSim, IECM [29] and TECM [28] centrality measures for identifying important nodes in Workplace temporal Network [37] . This network is a face-to-face interaction network, where node represents employee and edge represents interaction between different nodes. This network contains 92 nodes and 10 time layers. We use Common Neighbor(CN) in ECMSim to depict interaction between different time layers.
We construct the tensor A ∈ R N ×T ×N ×T as follows: if node i points to node j in layer α, the element A iαjα of tensor A is set to one, where
. . , N , α, β = 1, 2, . . . , T , otherwise A iαjβ = 0. Matrix B α represents the adjacency matrix of layer α. When the tensor A is constructed, we use algorithm 1 to obtain the centrality values of nodes and layers. For TECM, we set C t = B t , t = 1, 2, . . . , T in supra-centrality matrix N. For IECM, the adjacency matrix is constructed as follows: we set C t = B t , t = 1, 2, . . . , T in matrix N.
is an element of matrix S (α,β) , otherwise S (α,β) = 0. When the adjacency matrices in TECM and IECM centrality are constructed, the eigenvector corresponding to the largest eigenvalue of adjacency matrix gives the centrality values of nodes in each layer. Table 1 presents the top ten nodes when ECMSim, IECM and TECM are applied to Workplace network. The results of ECMSim and IECM present that five same employees appear in both lists. In particular, we also find that node 10 is a most important node in both lists. The ranking results of ECMSim and TECM present that there are six same employees appear in both lists. We now compare the correlation among ECMSim and IECM, TECM by using Pearson correlation coefficient. The values of Pearson correlation coefficient between each two of centrality measures are shown in Table 2 . As we can see, from the Table 2 , ECMSsim and TECM show a high value of Pearson correlation coefficient(i.e., 0.9028). Thus, there exists strong linear correlation between these two centrality measures. However, the Pearson correlation coefficient between the ECMSsim and IECM is equal to 0.5570. The value show that there exists weak linear correlation between ECMSsim and IECM. In order to better illustrate these results, We show the scatter plots in Fig. 2 . In order to compare the ranking results of nodes between any two of the centrality measures, we introduce intersection similarity [38] . This index is used to compare the top K nodes of two ranked lists that may not contain the same entries. We show its definition as follows: Given two ranked lists L 1 and L 2 , and
i and |S| denotes the cardinality of the set S. According to Eq. (8), it is easy to get that intersection similarity between these any two ranked lists must be in the range Fig.3 shows the evolution of the intersection similarity for the top K nodes. From the Fig.3 , we see that the values of intersection similarity between ECMSim and IECM are small, especially for small K . It indicates that the top K nodes got by ECMSim and IECM are similar. However, the values of intersection similarity between ECMSim and TECM are high, especially for small K . This means that the top nodes in these two centrality measures are different significantly. We also can find these results in Table 1 .
As there are no objective criteria to rely on, it is hard to judge whether one centrality outperforms another. Moreover, comparing the ranking results is open to interpretation and need application specific expertise. To demonstrate the superiority of our ranking method, we compare the robustness of ECMSim with IECM and TECM in original and noisy Workplace temporal Network. The definition of robustness of a centrality is given by:
where R o i and R n i are the ranking of ith node in the original and noisy Workplace temporal networks, respectively. A smaller value of I R means more robustness. In the following simulations, the noisy Workplace temporal is established by stochastically deleting or adding a certain proportion of edges in the original one. The number of added or deleted edges is given by fH , where f is the proportion and H denotes the number of edges in the original Workplace temporal network. We set f = ±0.1, . . . , ±0.5, where negative f means deleting edges, and positive one means adding edges. Table 3 gives the experiment results. From the Table 3 , the values of ECMSim are always lower than the other two centrality measures(i.e., IECM and TECM). This indicates that ECMSim is more robust than IECM and TECM. In other words, our ranking method is more robust against topological perturbations(or data noise).
B. EUROPEAN AIR TRANSPORTATION MULTIPLEX NETWORK
In this subsection, we apply ECMSim, f -Eigenvector centrality [23] (TUEIG) and TECM [28] for ranking the nodes in European Air Transportation Multiplex Network(EuAir network). The EuAir network contains 37 layers and 450 nodes. Nodes represent European airports and layers represent European airline companies. Each layer is unweighted and undirected and is formed by the flight connections operated by a given European airline company. We use Preferential Attachment(PA) in ECMSim to depict interaction between different layers.
The tensor A ∈ R N ×T ×N ×T is constructed as follows: if node i points to node j in layer α, the element A iαjα of tensor A is set to one, where
, where
Matrix B α represents the adjacency matrix of layer α. When the tensor A is constructed, we apply algorithm 1 to obtain the centrality values of nodes and layers. Table 4 shows the top 15 nodes in EuAir network when ECMSim, TUEIG and TECM are used. By observing the Table 4 , we see that LEMD airport is ranked number one in three ranked lists. We have also found some other interesting results as follows:
• By assessing the ranked lists of ECMSim and TUEIG, the top fifteen lists of airports get using the BORW and PC-M are quite similar. There are twelve same airports appear in ECMSim and TUEIG. We also see that EBBR(Brussels) and LFPG(Charles de Gaulle) airports appear in ranked list of ECMSim. Indeed, these two airports play key roles in EUAir network because their flights are operated by almost all airlines. However, EBBR(Brussels) can not be identified by TUEIG.
• The ranking results of ECMSim and TECM display that the top fifteen airports are similar. Nine same airports appear in both lists. In particular, we also see that EBBR(Brussels) and LFPG(Charles de Gaulle) airports can be identified by ECMSim and TECM. However, EBBR has lower centrality value(rank number fifteen) using our ranking method. Table 5 ranked nodes obtained by these centrality are similar, this is because the intersection similarity between these ranking methods are small for small values of K . This can be observed also by looking at the Table 4 .
Before ending this subsection, we see how different choices of node similarity indices in the proposed centrality (i.e., ECMSim) influence the identification of essential nodes. Table 6 shows the top fifteen nodes when five node similarity indices are used in ECMSim. From Table 6 , we see that ECMSim with some node similarity indices(CN,JAC,HDI and SAL) can not identify the EBBR(Brussels) and LFPG(Charles de Gaulle) airports. As mentioned above, these two airports play important roles in EuAir network. However, ECMSim with the node similarity index PA can identify these two important airports. Thus, the use four indices(CN,JAC,HDI and SAL) in ECMSim may not be effective for EuAir network.
V. CONCLUSION
In this paper, we have proposed a new Eigenvector centrality based node similarity for multilayer and temporal networks, referred to as the ECMSim. The ECMSim centrality values of nodes were obtained by computing tensor equations. Furthermore, the ECMSim centrality values of nodes also can be obtained by solving the Perron eigenvector of a multi-TABLE 6. The top fifteen nodes in EuAir network when we select different node similarity indices. VOLUME 7, 2019 homogeneous map. The existence and uniqueness of the proposed centrality were guaranteed by existing theorem. Numerical experiment demonstrate that effectiveness of the proposed centrality by comparing with the other existing centrality measures.
However, in this paper, how to select proper node similarity index is crucial for our method. We have shown that EICSim with some node similarity indices (i.e., CN,JAC,HDI and SAL) can not identify the important nodes in EuAir network. We believe that ECMSim with these node similarity indices may be suitable for other multilayer networks. We will demonstrate this conjecture in future work. 
