Semi-supervised clustering uses a small amount of supervised information to aid unsupervised learning. As one of the semi-supervised clustering methods, metric learning has been widely used to clustering the centralized data points. However, there are many distributed data points, which cannot be centralized for the various reasons. Based on MPCK-MEANS framework [1] , the method of distributed Mahalanobis distance learning, called Distributed MPCK-MEANS, is proposed. Similar to MPCK-MEANS, Distributed MPCK-MEANS adopts EM iteration framework to performance clustering and metric learning simultaneously. To decrease the communication costs and protect the data security and privacy, corresponding transmission parameters are designed; furthermore, the transmission techniques are realized too. The proposed method is different to Parallel K-means, but is similar to Parallel K-means with some degrees. The proposed method is tested on artificial data sets and real data sets. Compared with Parallel K-means, Distributed MPCK-MEANS can effectively improve the quality of clustering.
Introduction
In many learning tasks, algorithms are often designed to deal with centralized data. However, there is another kind of application scene, i.e. distributed data set, which data sources are distributed at multiple sites. To operate on such large scale data points, centralized all data at a centre site is not desirable and not possible for various limitations, such as communication costs, storage costs, data privacy and data security etc. [2] . From the point of view of data partition, distributed data can be classified as horizontal partitioning data set and vertical partitioning data set. Horizontal partitioning data set assumes that all sites contain the same attributes of data, but different data records. In contrast, vertical partitioning data set assumes that all sites contain the different attributes of the same data records [3] [4] .
Clustering is one of the major tasks of machine learning. As the extension of K-means algorithm, Parallel K-means is a kind of parallel technique and just fit for operating on distributed data. Now, Parallel K-means has been widely used to extract useful knowledge from horizontal distributed data sets. As traditional K-means algorithm, Parallel K-means also adopts square error criterion which each point computes its squared distance from the corresponding cluster center on its own site. However, site users must send local messages, including the local cluster centers and the objects numbers of every local cluster, after every iteration is accomplished and receive global cluster centers from central processor before the next iteration is executed [5] . However, the parallel k-means algorithm is also a local search procedure and suffers from the same serious drawback of local optimization.
In many application domains, supervision information, such as some labeled instances or pairwise instance constraints, is available. Using some limited supervision information to aid clustering, semisupervised clustering can significantly improve the clustering performance. Existing methods for semisupervised clustering fall into two general approaches called constraint-based and metric-based methods [1] . In constraint-based approaches, the clustering algorithm itself is modified so that available constraints are used to bias the search for an appropriate clustering of the data. In metric-based approaches, a distance metric is first trained to satisfy the given supervision and an existing clustering algorithm, such as k-means, using the particular measure is performed [6] .
However, mostly existing semi-supervised clustering algorithms are designed to deal with centralized data and few methods can be directly used to operate on distributed data. The key challenge is how we can learn a metric by distributed processing manner. In this paper, based on the scheme of MPCK-MEANS, we propose a Mahalanobis distance metric learning method to realize the semi-supervised clustering of distributed data set.
Related work and motivation
Given two data points iD x  R and j D x  R , where D denotes the dimension of data points. The Mahalanobis distance between the two points is defined as:
Where, DD A   R is a positive semi-definite matrix to ensure it is an effective metric. Indeed, A is the inverse of covariance matrix of data points. Typically, Xing et al. studied the problem of learning a Mahalanobis matrix from must links and cannot links [7] . Given pairwise data points ( , ) ij xx , the constraints set of must links, denoted as ML , and the constraints set of cannot links, denoted as CL , are defined as:
x x x and x has same cluster label  (2) {( , ) | } j i ij DL
x x x and x has different cluster label 
The basic idea of Mahalanobis metric learning is that the distance between ( , ) ij x x ML  should be smaller and the distance between ( , ) ij x x CL  should be larger. Consequently, the metric learning problem is changed into the following convex programming problem [7] :
Many Mahalanobis metric learning methods are related to the criterion, the differences between them are the optimization objectives and optimization methods [8] [9] [10] . Obviously, all these methods cannot be directly used to distribute data set, but the basic idea is useful for semi-supervised distributed clustering. The main difficulty is that distributed data points should not be transported to a center site, but the calculation of matrix A need involve every constrained pairwise data points.
MPCK-MEANS algorithm, proposed by M. Bilenko et., is a framework of metric learning by integrating constraints and metric learning into semi-supervised clustering. The main idea of MPCK-MEANS is to learn separate weight matrixes for each cluster during the process of clustering. To obtain the optimized clustering result and the expected Mahalanobis distance, MPCK-MEANS adopts EM framework to optimize objective function and the update of parameters is realized by iteration manner. This is similar to the manner of K -means algorithm.
Motivated by the idea, we adopt the method of parameters update and transmission, which are used in Parallel K-means, to deal with the update of metric parameters and the transmission of interactive parameters based on the framework of MPCK-MEANS. Consequently, during the process of learning distributed metric, the data security and data privacy are g uaranteed and at the same time, the communication cost is also acceptable.
Distributed MPCK-MEANS algorithm
MPCK-MEANS integrates the both semi-supervised clustering methods, i.e. constraint-based methods and distance-function learning methods, into a uniform framework. Depending on the framework, semi-supervised clustering is performed and the separate weight matrixes of each cluster are obtained simultaneously. We extend the application field of MPCK-MEANS and propose a method of distributed metric learning, called Distributed MPCK-MEANS algorithm, to deal with distributed data set. Before exactly describing Distributed MPACK-MEANS algorithm, we will firstly introduce MPCK-MEANS algorithm. X is generated from a mixture Gaussian with K Gaussian components and each cluster is generated from one Gaussian component. We use 1 () k A  to denote the covariance matrix of the k th cluster (i.e. k th Gaussian component). Then the probability of i x generating from k th Gaussian component can be calculated according to formula (5):
MPCK-MEANS algorithm
So, we can maximize the complete data log-likelihood to maximize the probability of ( | , )
Where, 11 log(det ) 1/ log det(( ) ) log det(( ) ))
The last item of formula (6) is a constant; maximization the log-likelihood is equivalent to minimize the following objective function:
To introduce constraints for learning separate weight matrix of each cluster, MPCK-MEANS need minimize the total squared distance between the data points and the cluster centroids under the learning metrics and the penalty costs for violating the constraints in ML and CL . This is equivalent to minimize the objective function of formula (8) . Since the objective function cannot be directly minimized, the iteration optimization framework is adopted.
( , )
As the above definitions, ML f is the penalty function for violating a must-link constraint between distant points should be higher than that between nearby points; CL f is another penalty function for violating a cannot-link constraint between two points that are nearby according to the current metric should be higher than for two distant points.
Distributed MPCK-MEANS algorithm
To describe the Distributed MPCK-MEANS Algorithm, let us assume that the whole data set Since the data points are distributed on multiple sites, all data points stored on the same site are a subset of the whole data set X . Simultaneously, a site user just can operate the data points stored on itself site and cannot know about other sites. It means that only incomplete information can be obtained by site user and the global knowledge about the whole data set cannot be held. Consequently, data points of pairwise constraints should be located on the same site. Site user may confirm which data points are must links, but it is difficult for site user to declare which data points are cannot links. From the viewpoint of mixture Gaussian distribution, different Gaussian component may have different distribution on each site. Two data points located on the same site look like to satisfy cannot link constraint, but the constraint may become inappropriate when the whole data points are considered. So, our distributed semi-supervised clustering methods only consider the must link constraints set ML and ( , ) .To minimize the total squared distance of each cluster under the learning metrics and the penalty costs for violating the constraints in ML , we can minimize the following objective function:
In fact, when data point a l l xS  has not be assigned to a pairwise constraint, during the process of metric learning and clustering, a l x only need calculate the distance between a l x and each centroid. Therefore, we partition each site data set into two smaller subsets, denoted as SS is the complemental set of l S and denotes the subset of all data points located on site l , which don't satisfy the pairwise constraints. So we modify the formula (12) as following:
Where, In formula (11) 
Where, N is the total number of data points, k C denotes the cluster label of the final clustering result and m L is the true class label of data sets. The item, ( , ) km T C L , is used to compute the overlap of k C and m L and the maximum value is adopted.
Experiment results on synthetic data set
The synthetic dataset is generated from a mixture Gaussian including 3 Gaussian components. There are 10,201 data points and are randomly distributed on 3 sites. The three sites respectively contains 4,467，3,120 and 2,614 data points. During the process of data points generation, all points are labeled to be convenient for the calculation of Acc. Figure 3 , Figure 4 and Figure 5 show the original data set located on the three sites. Figure 6 and Figure 7 show the clustering results of the data subset stored on the site 3, where Parallel K-means and Distributed MPCK-MEANS are respectively performed. As the figures show, overlap data points of the three clusters are seriously error partitioned when Parallel K-means is performed. In contrast, Distributed MPCK-MEANS can effectively partition the whole data. Table 1 exactly describes the clustering precision of each site when the two methods are performed on the synthetic data set. Figure 6 and Figure 7 directly reflect the difference of the clustering results when the two distributed clustering algorithm are performed. The fundamental reason is that the two methods adopt two different dissimilar measure strategies. Euclidean distance is adopted by Parallel K-means, but Mahalanobis distance is adopted when Distributed MPCK-MEANS is performed. Euclidean distance is only the special case and adapts to describe sphere data sets. It is too limitation in application. Mahalanobis distance can effective measure ellipse data set and is more adapt to various practice applications [12] .
To further evaluate the validity of our method, we respectively run Parallel K-means and Distributed MPCK-MEANS on real data set. Real datasets adopted by us is Iris data set, which includes 178 random samples of flowers from the iris species setosa, versicolor, and virginica. Each data point consists of 5 attributes and the 5 th attribute is used to label the class of each point. All these real data points are randomly distributed 3 sites too. Table 2 illuminates the site clustering results when the two different distributed clustering algorithms are performed on Iris data set. Experiment results show that the clustering quality of Distributed MPCK-MEANS is better than Parallel K-means. However, with the increase of constraints, the value of Acc decreases. The important reason is that the size of Iris data set is too small and the superfluous constraints may be redundant. These redundant constraints will enforce the shape of clusters and decrease the quality of clusters.
Conclusion and future work
In this paper, based on MPCK-MEANS algorithm, we proposed a method of distributed Mahalanobis distance learning to improve the clustering of distributed data set. By analyzing the properties and the performance process of distributed clustering, search time of constraints violation is decreased. However, the inverses of covariance matrixes need be calculated during the process of iterations. When site data sets become larger, it will consume too times. In addition, the effect of the number of constraints is simply discussed based on experiment results. In the future work, how to improve the efficiency of metric learning methods for distributed data set and the problem of constraints selection become two important problems.
