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Introduction
Recently there has been much work done in the study of isolated singularities.
The singularities may be those of sets, functions, vector fields or differential
forms. Examples can be found in the references at the end of this paper. In
these works the authors have developed algebraic invariants which describe the
isolated singularity. In this paper, we show how many of these invariants can be
computed by relating them to the multiplicity of a pair of modules, by means
of the multiplicity polar theorem. The method of application is the same in all
cases. A deformation is constructed in which the isolated singularity breaks into
the simplest possible singularities, which are well understood, and the multiplic-
ity polar theorem relates the multiplicity of the pair of modules in the original
situation to the multiplicities at the simple points.
Our answer involves a pair of modules because the the multiplicity is only
defined for modules and ideals of finite colength, and in many of the situations
we want to describe the modules do not have finite colength.
The solution to this problem is to use pairs of modules, (M,N), where M ⊂
N ⊂ OpX,x; hereM has finite colength in N , N is the ”least complicated” module
in OpX,x consistent with the geometry of X that makes the colength ofM infinite.
The difference between M and N , which is measured by the multiplicity of the
pair, should reflect only the contribution of the geometry at the point x.
This geometry can be related to other invariants of X by using an N which
reflects some of the geometry ofX at the point, then using the additivity property
of multiplicity to relate the multiplicities of the pairs. This is illustrated in
propositions 2.5 and 2.6.
The first application is to the study of the Euler obstruction.
The Euler Obstruction is the basic tool used by MacPherson in constructing
a Chern class on singular spaces. (Cf.[10], [1] for details.)
Brasselet, Leˆ, Seade, [2] found a formula for the Euler obstruction using a
general linear form L. Their formula is:
EuX(0) =
∑
i
χ(Vi ∩Bε ∩ L
−1(t0)) · EuX(Vi),
where Bε is a small ball around 0 in C
N , t0 ∈ C \ {0} is sufficiently near {0}
and EuX(Vi) is the Euler obstruction of X at any point of the stratum Vi, {Vi}
a Whitney stratification.
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Then Brasselet, Massey, Parameswaran and Seade ([3]) asked “Suppose a
function f defined on X is used in the formula instead of a general linear form;
how far off is the number obtained from the Euler obstruction?” This difference
is called the defect of f and is denoted Df,X(0).
One reason that the question is interesting, is that the answer gives a measure
of the singularity of f which is independent of the singularities of X–a generic
linear function is the “least singular” function on X . So the singularities of
f beyond the singularities of L, are those which are due to f , not X . In the
case where f has an isolated singularity, the defect also has an interpretation
as the obstruction for constructing a section of the Nash bundle over the Nash
transform of X that extends a lifting of ∇Xf , the complex conjugate of the
gradient vector field of f on X ([3]).
Suppose f has an isolated singularity on X , and T ∗(X) is the closure of the
conormal vectors to the smooth part of X . Denote the image of df over X by
Γ(df). Then BMPS showed that the defect, up to a sign, is the intersection
multiplicity Γ(df) · T ∗(X), and they computed this in terms of the Leˆ-Vogel
numbers of a certain sheaf [29].
The theory of the multiplicity of pairs of modules provides another approach to
this computation. In this paper we will describe, in terms of the theory of integral
closure of modules, what it means for f to have an isolated singularity on X .
This description will naturally associate a pair of modules to f ; the multiplicity
of the pair will be the desired intersection number. Led by evidence from the
ICIS case, we will associate a related pair of modules to f and to a generic
linear function L. We will then show that the desired intersection multiplicity
is the difference of the multiplicities of the associated pairs of modules. Our
constructions also apply to a 1-form; then the difference can be interpreted as
the index of the 1 form. The same computation also is relevant to the theory of
D-modules. Using work of Leˆ, we can get a formula for the complex dimension
of the space of vanishing cycles of a sheaf of D-modules M relative to a function
f at 0, in terms of the multiplicities of the characteristic cycle of M and the
multiplicities of a pair of modules associated to f and a generic linear form.
The same computation also applies to work of Massey, where we use it to get
a formula for the relative cohomology of the Milnor fiber of f where f has an
isolated singularity on a complex analytic set with possibly non-isolated singu-
larities. In the special case in which X is a hypersurface, with singular locus an
ICIS, and Morse transverse singularity, we are able to eliminate the dependence
on the linear form from Massey’s result.
In our final application we return to the study of the Af condition on a family of
spaces with isolated singularities, and there we use the information from a generic
linear function on the family to refine the invariants from [16], removing some of
the dependence on the family. In the event that, in addition, the family satisfies
a continuity condition, we close the circle of ideas in the paper by showing that
the Af condition holds if and only if the defect of the function at each member
of the family is constant.
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The main technical tool, as mentioned earlier, is the Multiplicity-Polar Theo-
rem, which is discussed in the first section. To show how this theorem is used in
the following sections, we give a new proof in the context of analytic spaces of a
result of Buchsbauum and Rim relating the colength of a module and its ideal
of maximal minors.
It is a pleasure to thank David Massey for introducing me to [3], and for
helpful conversations in developing this paper, particularly the material around
Theorem 3.3. I also thank the organizers of the Winter School in singularities
at Luminy. Their invitation was a spur to completing the work.
Since the multiplicity-polar theorem plays such an important role in this paper,
I also thank Steven Kleiman for conversations that led up to its proof.
1. Background on the theory of integral closure of modules
In this paper we work with complex analytic sets and maps. Let OX denote
the structure sheaf on a complex analytic space X .
The study of what it means for a function to have an isolated singularity on a
singular space in the next section, depends on the behavior of limiting tangent
hyperplanes. The key tool for studying these limits is the theory of integral
closure of modules, which we now introduce.
Suppose (X, x) is a complex analytic germ, M a submodule of OpX,x. Then
h ∈ OpX,x is in the integral closure of M , denoted M , if and only if for all
φ : (C, 0)→ (X, x), h ◦ φ ∈ (φ∗M)O1.
If N is a submodule of M and M = N we say that N is a reduction of M .
(For more details cf. [12]).
If a module M has finite colength in OpX,x, it is possible to attach a number
to the module, its Buchsbaum-Rim multiplicity ([4]). We can also define the
multiplicity of a pair of modules M ⊂ N , M of finite colength in N , as well,
even if N does not have finite colength in OpX .
In studying the geometry of singular spaces, it is natural to study pairs of
modules. In dealing with non-isolated singularities, the modules that describe
the geometry have non-finite colength, so their multiplicity is not defined. In-
stead it is possible to define a deceasing sequence of modules, each with finite
colength inside its predecessor, when restricted to a suitable complentary plane.
Each pair controls the geometry in a particular codimension. For an example of
how to construct this sequence see [15].
It is also interesting to consider families with specified singularities, for exam-
ple familes of hypersurfaces where the singular set is a family of ICIS singularities
defined by I. Here the members of the family are the pairs (J(ft), I(t)) where t
is the parameter of the family. By specifying the pair, we capture the restriction
we have in mind on the possible deformations of f . Since the possible deforma-
tions become finite again, the multiplicity is well defined. For examples of this
cf. [16] and [17].
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We recall how to construct the multiplicity following the approach of Kleiman
and Thorup ([21]).
Given a submodule M of a free OX module F of rank p, we can associate a
subalgebra R(M) of the symmetric OX algebra on p generators. This is known
as the Rees algebra ofM . If (m1, . . . , mp) is an element ofM then
∑
miTi is the
corresponding element of R(M). Then Projan(R(M)), the projective analytic
spectrum of R(M) is the closure of the projectivised row spaces of M at points
where the rank of a matrix of generators ofM is maximal. Denote the projection
to X by c, or by cM where there is ambiguity.
If M is a submodule of N or h is a section of N , then h and M generate ideals
on ProjanR(N); denote them by ρ(h) and ρ(M). If we can express h in terms
of a set of generators {ni} of N as
∑
gini, then in the chart in which T1 6= 0,
we can express a generator of ρ(h) by
∑
giTi/T1. Having defined the ideal sheaf
ρ(M), we blow up by it.
On the blowup Bρ(M)(ProjanR(N)) we have two tautological bundles, one the
pullback of the bundle on ProjanR(N), the other coming from ProjanR(M);
denote the corresponding Chern classes by lM and lN , and denote the exceptional
divisor by DM,N . Suppose the generic rank of N (and hence of M) is e. Then
the multiplicity of a pair of modules M,N is:
e(M,N) =
d+e−2∑
j=0
∫
DM,N · l
d+e−2−j
M · l
j
N .
Kleiman and Thorup show that this multiplicity is well defined at x ∈ X as
long as M¯ = N¯ on a deleted neighborhood of x. This condition implies that
DM,N lies in the fiber over x hence is compact.
If M ⊂ OpX is of finite colength, then the multiplicity of M is the multiplicity
of the pair (M,OpX).
If OXd,x is Cohen-Macauley, and M has d + p − 1 generators then there is
a useful relation between M and its ideal of maximal minors; the multiplicity
of M is the colength of M , is the colength of the ideal of maximal minors, by
some theorems of Buchsbaum and Rim [4], 2.4 p. 207, 4.3 and 4.5 p. 223. As an
illustration of the power of the multiplicity polar theorem we will give a proof of
this theorem in the context of analytic geometry.
We next develop the notion of polar varieties which is the other term in the
multiplicity polar theorem.
Assume we have a moduleM which is a submodule of a free module on Xd an
equidimensional, analytic space, reduced off a nowhere dense subset of X , and
assume the generic rank of M is e on each component of X . The hypothesis on
the equidimensionality of X and on the rank of M ensures that ProjanR(M) is
equidimensional of dimension d+e−1. Note that ProjanR(M) can be embedded
in X × Pr−1, provided we can chose a set of generators of M with r elements.
The polar variety of codimension k of M in X denoted Γk(M) is constructed by
intersecting ProjanR(M) with X ×He+k−1 where He+k−1 is a general plane of
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codimension e+k−1, then projecting toX . When we considerM as part of a pair
of modules M,N , where the generic rank ofM is the same as the generic rank of
N , then other polar varieties become interesting as well. In brief, we can intersect
Bρ(M)(ProjanR(N)) ⊂ X ×P
N−1 ×Pp−1 with a mixture of hyperplanes from
the two projective spaces which are factors of the space in which the blowup is
embedded. We can then push these intersections down to ProjanR(N) orX as is
convenient, getting mixed polar varieties in ProjanR(N) or in X . These mixed
varieties play an important role in the proof of the multiplicity-polar theorem,
the theorem we next describe.
Setup: We suppose we have families of modules M ⊂ N , M and N submod-
ules of a free module F of rank p on an equidimensional family of spaces with
equidimensional fibers X d+k, X a family over a smooth base Y k. We assume
that the generic rank of M , N is e ≤ p. Let P (M) denote ProjanR(M), πM
the projection to X . let C(M) denote the locus of points where M is not free,
ie. the points where the rank of M is less than e, C(ProjanR(M)) its inverse
image under πM , C(M) the cosupport of ρ(M) in P (ProjanR(N)).
We will be interested in computing the change in the multiplicity of the pair
(M,N), denoted ∆(e(M,N)). We will assume that the integral closures of M
and N agree off a set C of dimension k which is finite over Y , and assume
we are working on a sufficently small neighborhood of the origin, that every
component of C contains the origin in its closure. Then e(M,N, y) is the sum of
the multiplicities of the pair at all points in the fiber of C over y, and ∆(e(M,N))
is the change in this number from 0 to a generic value of y. If we have a set
S which is finite over Y , then we can project S to Y , and the degree of the
branched cover at 0 is multyS. (Of course, this is just the number of points in
the fiber of S over our generic y.)
We can now state our theorem.
Theorem (1.1) Suppose in the above setup we have thatM = N off a set C of
dimension k which is finite over Y . Suppose further that C(ProjanR(M))(0) =
C(ProjanR(M(0))) except possiby at the points which project to 0 ∈ X (0). Then,
for y a generic point of Y ,
∆(e(M,N)) = multyΓd(M)−multyΓd(N).
Proof. The proof in the ideal case appears in [16]; the general proof will
appear in [18].
The first condition in the theorem ensures the multiplicity is defined fiberwise,
while the second implies that the conormal geometry of M in the special fiber
away from 0 is not different from that of the general fiber.
The following application appears in [17] and will be used to prove the con-
nection between the colenth of a module and its associated ideal of maximal
minors.
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Theorem (1.2) Given M a submodule of OpX,x, X
d equidimensional, choose
d + p − 1 elements which generate a reduction K of M . Denote the matrix
whose columns are the d + p − 1 elements by [K]; [K] induces a section of
Hom (Cd+p−1,Cp) which is a trivial bundle over X. Stratify Hom (Cd+p−1,Cp)
by rank. Let [ǫ] denote a p × (d + p − 1) matrix, whose entries are small,
generic constants. Then, on a suitable neighborhood U of x the section of
Hom (Cd+p−1,Cp) induced from [K]+[ǫ] has at most kernel rank 1, is transverse
to the rank stratification, and the number of points where the kernel rank is 1 is
e(M).
We now use the underlying idea of this proof to make the connection between
the colength of the module and the ideal of its maximal minors.
Theorem (1.3) Suppose M a submodule of finite colength of Op
Xd,x
with
d + p − 1 generators, Op
Xd,x
Cohen-Macaulay, and J(M) the ideal of maximal
minors of M . Then the colength of M and the colength of J(M) are the same.
Proof. Form a family of modules M on X ×C with a matrix of generators
[M ]+t[ǫ], where [M ] is a matrix of generators forM with d+p−1 columns and [ǫ]
the matrix of generic constants. The proof of Theorem 1.2 uses the multiplicity
polar theorem to show that the colength of M is the number of points where for
generic t, the rank of [M ] + t[ǫ] is less than maximal.
Now consider the analytic set defined by J(M) on X × C. The fiber over a
generic point t close to zero is again just the points where the rank of [M ] + t[ǫ]
is less than maximal. Since Op
Xd,x
is Cohen-Macaulay, so is V (J (M)), hence the
degree of the projection to the base C at (x, 0) is just the colength of J(M). So
the colength of J(M) = the number of points in a generic fiber = the colength
of M .
2. Isolated singularities and the defect.
As mentioned in the introduction, our notion of isolated singularity depends
on the behavior of limiting tangent hyperplanes.
It is natural to study these limits by making them part of a space; the relative
conormal space of f denoted C(f), is defined by considering the set of tangent
hyperplanes to the fibers of f at points where X and f are smooth, and taking
the closure of this set in X × Pn−1. (The conormal space of X , C(X), is the
relative conormal space of the zero map, viewed as a map from X to 0.)
If X is defined by F : CN → Cp, then the Jacobian module of X denoted
JM(X), is the submodule ofOpX generated by the partial derivatives of F . Given
a function f defined on X , form the p+1 by n matrix D(F, f) by augmenting the
Jacobian matrix DF at the bottom with the gradient df . Call the submodule
of the free module Op+1X , generated by the columns of D(F, f), the augmented
Jacobian module and denote it by JM(X, f). At a point x where X and f
are smooth, the tangent hyperplanes to the fiber of f at x can be identified
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with the projectivised row space of the augmented Jacobian matrix, so C(f) =
Projan(R(JM(X, f))), while C(X) = Projan(R(JM(X))).
There are different possible definitions for the singular points of f (cf. [29] for
a discussion of the possibilties.) For this section we say that f has an isolated
singularity at the origin if Γ(df) · T ∗(X) is an isolated point.
The plan then of this section is as follows. We first see what it means for a
linear function to have no singularity at the origin, then for the same to be true
of any function, in integral closure terms. We then describe what it means in
integral closure terms for f to have an isolated singularity. This description will
naturally involve a pair of modules. We will then construct a suitable deforma-
tion of f , which when coupled with the multiplicity polar theorem, will compute
the intersection multiplicity of Γ(df) · T ∗(X). Up to a sign, this number is the
defect.
To state a first result we need some more notation.
Given an analytic map germ g: (Cn, 0) → (Cl, 0), let JM(X)g denote the
submodule of JM(X) generated by the “partials” ∂F/∂v for all vector fields
v on Cn tangent to the fibers of g, call JM(X)g the relative Jacobian module
with respect to g. For example, if g is the projection onto the space of the last
l variables of Cn, then JM(X)g is simply the submodule generated by all the
partial derivatives of F with respect to the first n− l variables.
The following lemma describes the limit tangent hyperplanes in terms of Ja-
cobian modules.
Lemma (2.1) A hyperplane H, defined by the vanishing of a linear function
h:Cn → C, is a limit tangent hyperplane of (X, 0) if and only if JM(X)h is not
a reduction of JM(X).
Proof. Cf. Theorem 2.4 of [11] or lemma 4.1 of [19].
It will be helpful to reformulate this condition in a way that separates more
clearly the infinitesimal data from X and h.
Lemma (2.2) In the situation of Lemma 2.1, a hyperplane H, defined by the
vanishing of a linear function h:Cn → C, is a limit tangent hyperplane of (X, 0)
if and only if JM(X, h) is not a reduction of JM(X)⊕OX .
Proof. It suffices to show that JM(X, h) is a reduction of JM(X) ⊕ OX if
and only if JM(X)h is a reduction of JM(X). Suppose JM(X, h) is a reduction
of JM(X) ⊕ OX , then JM(X, h) contains JM(X) ⊕ 0. Restricting to curves,
this implies JM(X)h contains JM(X).
Suppose JM(X)h is a reduction of JM(X). Then JM(X, h) contains
JM(X) ⊕ 0. Let v be a vector so that D(h)(v) 6= 0 Then JM(X, h) contains
D(F, h)(v) and JM(X)⊕ 0, so it contains JM(X)⊕OX .
Now we are ready to say what it means for a function to be non-singular.
Since we can think of df as a family of hyperplanes which miss T ∗(X), it is not
surprising to get a similar criterion.
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Lemma (2.3) A function f has no singularity at 0 (ie. df misses T ∗(X) ) if
and only if JM(X, f) is a reduction of JM(X)⊕OX .
Proof. Let h be a linear function such that h = df(0). Then f has no singu-
larity at 0 iff JM(X, h) is a reduction of JM(X)⊕OX . So we need to show that
JM(X, h) is a reduction of JM(X)⊕OX if and only if JM(X, f) is a reduction
of JM(X)⊕OX .
Suppose JM(X, h) is a reduction of JM(X)⊕OX . Then since m(JM(X)⊕
OX) + JM(X, f) contains JM(X, h) it follows that
m(JM(X)⊕OX) + JM(X, f) ⊃ JM(X)⊕OX .
Then by the integral closure form of Nakayama’s lemma, JM(X, f) ⊃ JM(X)⊕
OX .
The converse is similar, sincem(JM(X)⊕OX)+JM(X, h) contains JM(X, f).
If f has an isolated singularity, then we expect JM(X, f) to be a reduction
of JM(X) ⊕ OX except at the origin. This suggests using the pair of modules
JM(X, f), JM(X)⊕OX , as the integral closures will be the same on a deleted
neighborhood of x, so the multiplicity will be well defined. As we shall see, from
looking at the ICIS case, it is helpful in understanding this multiplicity to use
the pair (JM(X, f), Hd−1(X) ⊕ OX), where Hd−1(X) by definition consists of
all elements of OpX which are in JM(X) except at the origin. In some cases, it is
easier to see whatHd−1(X) is than JM(X), and the theory withHd−1(X) makes
the role of a generic linear function clearer. First we give our characterization
of isolated singularities in integral closure terms, then our next three results
explicate these points.
Proposition (2.4) A function germ f has an isolated singularity at x ∈ X
if and only if JM(X, f) is a reduction of Hd−1(X)⊕OX except possibly at x.
Proof. Let U be a neighborhood of x in X such that either df misses T ∗(X)
on U − x or JM(X, f) is a reduction of Hd−1(X) ⊕ OX except possibly at x
and Hd−1(X) = JM(X) except possibly at x. Let x
′ ∈ U , x′ 6= x, then in
the first case, f has no singularity at x′, so by 2.3 JM(X, f) is a reduction of
JM(X) ⊕ OX at x
′. Since by choice of U , Hd−1(X) = JM(X), JM(X, f) is
a reduction of Hd−1(X) ⊕ OX . In the second case JM(X, f) is a reduction of
Hd−1(X)⊕OX implies JM(X, f) is a reduction of JM(X)⊕OX , hence by 2.3,
f has no singularity at x′.
Proposition (2.5) In the above setup,
e(JM(X, f), JM(X)⊕OX , x)
= e(JM(X, f), Hd−1(X)⊕OX , x)− e(JM(X,L), Hd−1(X)⊕OX , x)
where L is a linear function with no singularity at x.
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Proof. The proof is based on a fundamental result due to Kleiman and
Thorup–the principle of additivity ([21]). Given a sequence of OX modules
A ⊂ B ⊂ C such that the multiplicity of the pairs is well defined, then
e(A,C) = e(A,B) + e(B,C).
The result follows by setting A = JM(X, f), B = JM(X)⊕OX , C = Hd−1(X)⊕
OX , and using the fact that JM(X,L) = JM(X)⊕ OX , so the multiplicity of
the pairs JM(X,L), Hd−1(X)⊕OX and JM(X))⊕OX , Hd−1(X)⊕OX are the
same.
As the proposition shows, if we use e(JM(X, f), JM(X)⊕OX , x), or
(JM(X, f), Hd−1(X, 0) ⊕ OX , x) − (JM(X,L)), Hd−1(X) ⊕ OX , x) for our in-
variant, the number is the same. The second invariant shows that our number
is measuring the extent to which the singularity of f is more complicated than
the singularity of a generic linear projection.
Specialializing to the ICIS case shows an advantage of working with the differ-
ence of multiplicities, as these are easier to relate to other invariants of X ; these
relations give some insight into the meaning of our number. In the proposition
below µ denotes Milnor number.
Proposition (2.6) Suppose Xd, 0 is an ICIS, f a function with an isolated
singularity, L a linear function with no singularity at 0. Then
e(JM(X, f), Hd−1(X)⊕OX , 0) = µ(X) + µ(f),
while
e(JM(X,L), Hd−1(X)⊕OX , 0) = µ(X) + µ(X ∩ L
−1(0)).
Hence
e(JM(X, f), JM(X)⊕OX , 0) =
e(JM(X, f), Hd−1(X, 0)⊕OX , 0)− e(JM(X,L), Hd−1(X)⊕OX , 0)
= µ(f)− µ(L).
Proof. Off the origin, JM(X) has maximal rank, thus Hd−1(X) = O
p
X , since
JM(X) = OpX off the origin. Then e(JM(X, f),O
p+1
X , 0) = e(JM(X, f)) =
colength J(JM(X, f)). The last equality is by theorem 1.2 as JM(X, f) has
n = d+ (p+1)− 1 generators. The colength of J(JM(X, f)) by the theorem of
Leˆ and Greuel ([20], [23]) is just µ(X) + µ(f). The same argument applied to
JM(X,L) produces the second equality.
Looking at e(JM(X, f), Hd−1(X) ⊕ OX , 0) in light of the ICIS experience
we expect that one part of the number is due to the singularities of X . They
enter in the Hd−1(X) term and in the contribution of X to JM(X, f). Since L
has no singularity, (or minimal singularity depending on your perspective) the
contributions from X should cancel in the difference, which is what happens in
the ICIS case.
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Now we give an example of our ideas in the case where the singularities of X
are non-isolated. Suppose Xd, 0 is a hypersurface defined by a function g, the
singular locus of X , S(X), consists of an ICIS defined by an ideal I. Suppose
the restriction of g to a transverse slice to S(X) is a Morse singularity, suppose f
is a function on X with an isolated singularity. Then Hd−1(J(g)) = I. For it is
clear that J(g) ⊂ I, I is integrally closed because it is radical, and by hypothesis
on the singularity type of g, J(g) = I except perhaps at 0. So, our invariants
become e(JM(X, f), I ⊕ OX) and e(JM(X,L), I ⊕ OX), where L is a generic
linear form.
The next proposition shows that if f has no singularity at x then our invariants
cannot tell the difference between f and a generic linear form. This is important
because if we deform our setup so that at the singular point of X , the deformed
f has no singularities, then we may assume it is linear after that.
Proposition (2.7) If f has no singularity at x ∈ X, then
e(JM(X, f), Hd−1(X)⊕OX) = e(JM(X,L), Hd−1(X)⊕OX)
where L is any linear function which does not have a singular point at x.
Proof. If f has no singularity at x ∈ X , then JM(X, f) is a reduction of
JM(X)⊕OX as is JM(X,L). So
e(JM(X, f), Hd−1(X)⊕OX) = e(JM(X)⊕OX , Hd−1(X)⊕OX)
= e(JM(X,L), Hd−1(X)⊕OX).
Note that it may be the case that JM(X) = Hd−1(X) at x. This means that
if L is a generic linear form for X , then e(JM(X,L), Hd−1(X)⊕OX , x) = 0. For
JM(X,L) contains JM(X)L⊕{0}, hence JM(X)L⊕{0}, hence Hd−1(X)⊕{0},
from which it follows that JM(X,L) = Hd−1(X)⊕OX .
The next step is to construct a deformation of f which will split df ∩ T ∗(X)
into tranvserse intersections points. Our lemma is similar to that of [24]. The
difference is in the notion of isolated singularity. Roughly, in [24], it is assumed
that the restriction of f to each stratum has an isolated singularity.
Lemma (2.8) Suppose X, 0 ⊂ CN is the germ of an equidimensional complex
analytic set, f the germ of a function on X, 0 with an isolated singularity at 0.
Then there is an open dense set Ω in the set of linear forms of Cn such that for
any form L ∈ Ω, f + tL has only Morse singularities close to 0 for t sufficiently
small, and no singularity in S(X).
Proof. The proof is very similar to Theorem 2.2 of [24], so we just sketch it.
Let Θ : T ∗(X)× (CN )∗ → (CN )∗ × (CN )∗ be defined by
Θ((z, k), l) = (k − (df(z) + l), l).
Then Θ−1(0× (CN )∗) is isomorphic to T ∗(X). The condition that f has an
isolated singularity at 0 is equivalent to the projection of Θ−1(0 × (CN )∗) to
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CN )∗ being finite. Now the desired L can be found by chosing an element of
CN )∗ which is not in the image of T ∗(X)|S(X) nor in the discriminant of the
projection.
Now we are ready to prove our main result of this section.
Theorem (2.9) Suppose f : Xd, 0 → C, 0 has an isolated singularity at the
orign. Then
Γ(df) · T ∗(X) = e(JM(X, f), JM(X)⊕OX , 0)
= e(JM(X, f), Hd−1(X)⊕OX , 0)− e(JM(X,L), Hd−1(X)⊕OX , 0)
where L is a linear function without singularity at the origin.
Proof. Consider the family of sets X×C. Let πX denote the projection from
X × C to X . Choose L as in the previous lemma, then we have a family of
functions ft = f + tL and associated family of graphs Γ(d(f + tL)) in π
∗
X(C
n∗).
By conservation of number, Γ(df) · T ∗(X) is just Γ(df + tL) · T ∗(X) for t close
to 0, and this is just the number of Morse points of f + tL.
We will compute the number of Morse points using the multiplicity-polar the-
orem. The family of sets is X ×C, the family of functions as above. The two
families of modules are JM(X, ft)πt and Hd−1(X)OX×C ⊕OX×C.
First we must show that JM(X, ft)πt and Hd−1(X)OX×C ⊕OX×C agree off
an analytic set finite over C. We know that the projection of Γ(df + tL) ·T ∗(X),
to X × C defines the germ of an analytic set at 0 which is finite over C. We
claim that off this set JM(X, ft)πt = Hd−1(X)OX×C ⊕OX×C.
Note that π∗X(T
∗X) = T ∗(X × C), so Γ(df + tL) misses T ∗(X) at (z, t) is
equivalent to saying that no limiting tangent hyperplane to X × C at (z, t)
contains the kernel in Cn of d(f + tL)(z). In turn, as in lemma 2.1, 2.2 and 2.3,
this implies the claim.
We must also show that
C(ProjanR(JM(X, ft)πt))(0) = C(ProjanR(JM(X, f))),
except possibly over (0, 0) ∈ X × 0.
Since N = Hd−1(X)OX×C ⊕OX×C as a family of modules is independent of
t, ProjanR(N) is a product, hence C(ProjanR(N))(0) = C(ProjanR(N(0))).
Now, by the claim, at any point p of X × 0 close to the origin, there ex-
ists a neighborhood U of p such that on U , JM(X, ft)πt = N . This im-
plies that over U , ProjanR(N) is finite over ProjanR(JM(X, ft)πt), and on
U ∩ X × 0, ProjanR(N(0)) is finite over ProjanR(JM(X, f0)). Now, since
ProjanR(JM(X, f0)) ⊂ ProjanR(JM(X, ft)πt)(0), the desired equality follows,
for any element of ProjanR(JM(X, ft)πt)(0) has a preimage in ProjanR(N))(0)
which is ProjanR(N(0)), and the last set maps to ProjanR(JM(X, f0)). So,
the multiplicity polar theorem applies.
Note, that since ProjanR(N) is a product, N has no polar curve. Now
JM(X, ft)πt has n generators, while the dimension of ProjanR(JM(X, ft)πt) is
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the dimension of the base plus the generic rank of D(F, ft) minus 1, where F
defines X . Thus we have
dimProjanR(JM(X, ft)πt) = d+ 1 + (n− d) = n+ 1
Since the dimension of ProjanR(JM(X, ft)πt) is greater than or equal to the
number of generators, there is no polar curve for JM(X, ft)πt).
It remains to determine the support of N/JM(X, ft)πt . At the Morse points
of f + tL, X is smooth, so N is isomorphic to On−d+1X , and these points are in
the support as D(F, ft) has less than maximal rank. At singular points of X ,
if x 6= 0, then for x close to 0, N(t) = JM(X) ⊕ OX,x. Since f + tL has no
singularity at x, it follows that N/JM(X, ft)πt = 0. So, the only point of S(X)
in the cosupport is 0.
Then, the multiplicity polar theorem implies
e(JM(X, f), Hd−1(X)⊕OX , 0) =
Γ(df) · T ∗(X) + e(JM(X, ft), Hd−1(X)⊕OX , 0).
Finally, since ft has no singular point at 0 for t small, we can replace it by a
generic linear form, by proposition 2.7. So we get:
e(JM(X, f), Hd−1(X)⊕OX , 0) = Γ(df)·T
∗(X)+e(JM(X,L), Hd−1(X)⊕OX , 0).
From which the theorem follows.
Corollary (2.10) The defect in the formula of [3] in the case of isolated
singularities is
(−1)d(e(JM(Xd, f), Hd−1(X
d)⊕OdX , 0)− e(JM(X
d, L), Hd−1(X
d)⊕OdX , 0))
Proof. By [3], the defect is (−1)dΓ(df) · T ∗(X).
3. Further applications and examples
As was stated in the introduction, the number Γ(df)·T ∗(X) has an importance
that goes beyond the defect of the Euler obstruction. In this section we look at
some examples of this.
In a series of papers,([5],[6],[7], and [8]) Ebeling and Gussein-Zade have been
looking at the index of a differential 1-form ω defined on a singular space. In
the case that that X has an isolated singularity they defined the radial index of
a differential 1-form ω at a singular point z denoted indz(ω), in [5]. The radial
index has the property that on smooth varieities it agrees with the usual notion
of the index, and satisfies conservation of number. Applying the result of the
work of the last section, the natural module to use is JM(X,ω), which is the
module generated by the columns of the matrix whose last row is ω, and whose
first rows come from DF . Let χ˜(M) denote the reduced Euler characteristic of
M . Based on the results of [8] we can show:
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Theorem (3.1) Suppose Xd, 0 is a germ of complex analytic set with an
isolated singularity at 0. Suppose ω is a differential 1-form with an isolated
singularity at 0. Suppose L is generic linear form with respect to the singularity
of X. Then
ind0(ω) = e(JM(X,ω), JM(X)⊕OX , 0) + (−1)
d−1χ˜(L−1(t) ∩X)
= e(JM(X,ω), Hd−1(X)⊕OX , 0)− e(JM(X, dL), Hd−1(X)⊕OX , 0)
+(−1)d−1χ˜(L−1(t) ∩X).
Proof. From conservation of number and the existence of a generic L which
is dealt with in [8], it follows that
ind0(ω) = C + ind0(dL),
where C is the number of simple singularities of ω + tdl for small t. In turn
this number is just Γ(ω) · T ∗X , where Γ(ω) denotes the image of the sec-
tion of T ∗Cn|X induced by ω. By the proof of Theorem 2.9, this is just
e(JM(X,ω), Hd−1(X) ⊕ OX , 0) − e(JM(X, dL), Hd−1(X) ⊕ OX , 0). To finish
the proof, in [8], it is shown that ind0(dL) = (−1)
d−1χ˜(L−1(t) ∩X).
Our next application is to the theory of D modules. In [25], Leˆ studies holo-
nomic D modules M on a neighborhood U of the origin in Cn and functions
f : U → C. Associated to M there is its characteristic variety, which consists of
the conormals of a collection of varieties {Xα} in U . There is also the character-
istic cycle, denoted V˜ which is the cycle whose underlying set is the characteristic
variety where the multiplicity of Xα, denoted mα is the complex dimension of
the space of microlocal solutions to the complex analytic linear differential sys-
tem associated to M at a general point of Xα. Assuming that the intersection
of Γ(df) and V˜ is isolated at the origin, Leˆ shows that the intersection number
V˜ ·Γ(df) is the complex dimension of the space of vanishing cycles of M relative
to f at 0. Now we can compute the intersection number Γ(df) · V˜ , using the
multiplicity of pairs of modules.
Theorem (3.2) Suppose M is a complex analytic linear differential system
on a neighborhood U of the origin in Cn and f : U → C. Suppose {Xα} is the
collection of subvarieties of U whose conormals are the underlying sets of the
characteristic cycle V˜ of M . Suppose the intersection of Γ(df) and V˜ is isolated,
L generic for f and all Xα. Then
Γ(df) · V˜ =
∑
α
mαe(JM(Xα, f), JM(Xα)⊕OXα,0) =
∑
α
mα(e(JM(Xα, f), Hdα−1(X)⊕OXα,0)−e(JM(Xα, L), Hdα−1(X)⊕OXα,0)).
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Proof. The proof of this result follows immediately from the proof of Theorem
2.9, since the underlying sets of the components of V˜ are the conormals of the
Xα.
In the important paper [28], Massey calculated the homology of the Milnor
fiber of a function f with a stratified isolated critical point on an analytic set
X . (The function f has a stratified isolated critical point if the union of the
critical points of the restriction of f to each stratum of the canonical Whitney
stratification of X is an isolated point.) We can restate his result in terms of the
multiplicity of the pair. In what follows Ff,p denotes the Milnor fiber of f at p.
Lα is the complex link of the stratum Sα in X , cone(Lα) is the cone over the
complex link. If G is an abelian group, then the notation Gk denotes the direct
sum of k copies of G.
Theorem (3.3) Let {Sα} be a Whitney stratification of X, suppose that f :
X, 0→ C, 0 has a stratified isolated critical point at 0, L a linear form which is
generic for f and all Sα. Then
Hi(Bǫ ∩X,Ff,p, Z) = ⊕αH
i−dα(cone(Lα), Lα)
kα
where dα = dim Sα, (Bǫ a suitably chosen ball about 0, and kα = 1 if dα = 0
and otherwise
kα = e(JM(Sα, f), JM(Sα)⊕OSα,0)
= (e(JM(Sα, f), Hdα−1(Sα)⊕OSα,0)− e(JM(Sα, L), Hdα−1(Sα)⊕OSα,0)).
Proof. This result is a modification of Theorem 3.2 of Massey ([28]). In his
paper Massey calculates the kα using the relative polar curve of Sα with respect
to f and the generic linear form L. He points out that kα is nothing other than
the number of critical points on Sα of the pertubation of f by L. From this
observation and the proof of Theorem 2.9, the result follows.
Massey’s result shows how the information from the complex links, which
is information about the geometry of X expressed in terms of a generic linear
form, should be supplemented to take into account the difference between f and a
generic linear form. (The terms with dα 6= 0 are the supplementary terms.) Since
the terms with L in them reflect the geometry of X , it would be an improvement
in this description to replace the terms with L, with terms more explicitly linked
with the geometry of X . We next turn to an example which shows what is
possible.
We return to the setup of the example before proposition 2.7. Given X, 0 a
hypersurface in Cn, f : X, 0 → C, 0, we know that the Milnor fiber of f is a
bouquet of n − 2 spheres. We assume that S(X) is an ICIS defined by an ideal
I, and that the transverse singularity type of X is Morse at all points except the
origin. We will study this situation by constructing a good deformation of it,
then using the multiplicity-polar theorem to control the deformation. This will
require some basic data from the case where X has a D∞ singularity.
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Lemma (3.4) Suppose Xn−1, 0 ⊂ Cn, 0 has a D∞ singularity at the origin,
X defined by g. Then
e(JM(X, l), I ⊕OX , 0) = e(J(g)l, I, 0) = 1.
Proof. The assumption implies that the singular set of X is a smooth curve
and that g is the suspension, up to a change of coordinates, by adding disjoint
square terms of z2−x2y. We’ll assume g(x, y, z) = z2−x2y, as the extra square
terms won’t significantly affect the proof.
First we’ll show that e(J(g)l, I, 0) = 1, then see how the second computation
reduces to the first.
We have to compute a sum of intersection numbers:
e(J(g)l, I, 0) =
1∑
j=0
∫
DJ(g)l,I · l
1−j
J(g)l
· ljI .
Consider the term
∫
DJ(g)l,I · lI . The intersection B · lI is a curve; this curve
projects to ProjanR(I) and to X . If we want to calculate its image on X , we
take the polar curve of I on X . This is empty, because V (I) is a set theoretic
hypersurface. Hence
∫
DJ(g)l,I · lI = 0.
Now consider
∫
DJ(g)l,I · lJ(g)l. The inclusion of J(g)l in I induces an inclusion
of Rees algebras; in turn this induces an ideal sheaf on BI(X). For the example
on hand, we can take l to be a linear function whose kernel is not limiting
tangent hyperplane plane to X at 0 so l = x. Then J(g)l =< x
2, z >. The
Rees algebra of I is isomorphic to OX [T1, T2]/RI where RI is the kernel of the
map from OX [T1, T2] to R(I), where T1 goes to x and T2 goes to z. Then the
ideal sheaf induced by the inclusion of Rees algebras is (xT1/T2, 1) when T2 6= 0
and (x, T2/T1) when T1 6= 0. Now, as (s, t
2, st) is a parameterization of X ,
(s, t2, st, [1, t]) is a parameterization of BI(X). Our ideal sheaf pulls back to
(s, t); calculating
∫
DJ(g)l,I · lJ(g)l here gives 1, the multiplicity of (s, t).
Now consider e(JM(X, l), I⊕OX , 0). Here ProjanR(I⊕OX ) is obtained from
BI(X) ⊂ X ×P
1 by taking the join with a fixed point [0, 0, 1] in P2 of each of
the fibers of BI(X) over X . There are three intersection numbers to compute;
two of which involve a factor of lI⊕OX . The intersection of ProjanR(I ⊕ OX)
with a generic hyperplane is isomorphic to BI(X); this time however, the ideal
sheaf is the constant sheaf. It remains to consider
∫
DJM(X,l) · l
2
JM(X,l. Now
the Rees algebra I ⊕ OX is isomorphic to OX [T1, T2, T3]/RI , where T3 goes
to (0, 1); the ideal sheaf induced from JM(X, l) in the chart where T1 6= 0 is
(y + T3/T1, x, T2/T1) (In the other charts the sheaf is the constant sheaf.)
We again have a parametrization of ProjanR(I ⊕OX) given by
F : C2 ×P1 → ProjanR(I ⊕OX)
F (s, t, [S1, S2] = (s, t
2, st, [S1, S1t, S2].
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In the chart where S1 6= 0, the ideal sheaf induced from JM(X, l) pulls back to
(s, t+ S2/S1, S2/S1), so again the intersection number is 1. In the other chart,
the sheaf pulls back to the constant sheaf. This finishes the computation.
Note that inducing the ideal sheaf from the inclusion of Rees algebras has the
effect of “dividing” JM(X, l) by I ⊕OX .
The next proposition proves a useful relation between some of our invariants.
In this proposition λ0(g) denotes the Leˆ number of dimension 0.(Cf.[27] for
information about the Leˆ numbers.)
Proposition (3.5) In the above setup if the dimension of S(x) is 1 then
e(JM(X, l), I ⊕OX , 0)
= e(J(g)l, I, 0) = λ
0(g) + µ(X ∩ l−1(t))− 2D∞(g)− 2e(JM(V (I)), 0)
Otherwise
e(JM(X, l), I ⊕OX , 0) = e(J(g)l, I) = λ
0(g) + µ(X ∩Ht)− 2e(JM(V (I)), 0)
Proof. If the dimension of S(X) is 1, then we can construct a deformation of
g, and hence of X , I, over a smooth base Y , so that for the generic parameter
value S(X) is smooth, X has only of D∞ singularities and there D∞(g) of them,
and the only singularities of l on Xt − S(Xt) are Morse. We can do more. We
can ensure that l has only Morse singularities on S(X), and that l−1(0) is not
a limiting tangent hyperplane to Xt at such points. Now the support of (It ⊕
OXt)/JM(X(t), L) and I(t)/J(gt)l for generic t values are the same. They will
consist of the D∞ points and the singularities of of l restricted to X(t)−S(X(t)).
By the multiplicity-polar theorem since neither JM(X, l),I ⊕ OX , J(g)l nor I,
have a polar variety the same dimension as Y , and the multiplicities of the
pairs have the same values at the D∞ points it follows that the values of the
multiplicities of the pairs are the same. If the dimension is greater than 1, then
a good deformation still exists but there are no D∞ points. (If there were there
would be a hypersurface of points in S(X) where the transversal singularity type
was not Morse.) This proves the first part of the two equations.
To prove the second part, we consider the intersection number Γ1(g) ·X , where
we use l to define the relative polar curve, and how this number breaks up under
deformations. By Massey, the number is λ0(g) + µ(X ∩ l−1(t)). On the other
hand, under deformations the intersection product breaks into three different
types of points: the singular points of l on Xt − S(Xt) which count once, the
singular points of l restricted to the generic fiber of the miniversal deformation
of V (I), which count twice and of which there are e(JM(V (I)), and the D∞
points which count three times.
These considerations give the equations:
If the dimension of V (I) is 1, then
λ0(g) + µ(X ∩ l−1(t)) = 3D∞(g) + 2e(JM(V (I)), 0) + (e(J(g)l, I, 0)−D∞(g)
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If the dimension of V (I) > 1, then
λ0(g) + µ(X ∩ l−1(t)) = 2e(JM(V (I)), 0) + (e(J(g)l, I, 0))
Solving for e(J(g)l, I, 0) gives the desired results.
Now we are ready to prove our improvement on Massey’s result in the current
set up.
Theorem (3.6) Suppose Xn−1 is a hypersurface in Cn defined by g, and
S(X) is an ICIS defined by I, X has transverse A1 type along V (I) except
perhaps at the origin. Suppose f : X, 0 → C, 0 has a stratified isolated critical
point. Then Milnor fiber of f has the homotopy type of a bouquet of n−2 spheres,
where the number of spheres in the bouquet, bn−2(f) is
e(JM(X, f), I ⊕OX , 0)− (e(J(g), I, 0;On)−D∞(g)) + e(JM(V (I), f, 0).
if the dimension of S(X) = 1, and otherwise
bn−2(f) = e(JM(X, f), I ⊕OX , 0)− e(J(g), I, 0;On) + e(JM(V (I), f, 0).
Proof. By a theorem of Leˆ, we know that the Milnor fiber of f has the
homotopy type of a bouquet of n−2 spheres. We can get the number of spheres
from Massey’s result. Here the canonical stratification of X has three strata and
is {X − S(X), S(X)− 0, 0}.
Assuming f has a stratified isolated singularity, Massey’s result gives that the
number of spheres bn−2(f) is
bn−2(f) = (e(JM(X, f), I ⊕OX)− e(JM(X, l), I ⊕OX))
+(e(JM(V (I), f)− e(JM(V (I), l)) + µ(X ∩ l−1(t))
Here the term in the first parenthesis comes from the open stratum, the second
parenthesis from V (I) − 0, and the third term from 0. Now we use proposition
3.5, and we get if the dimension of V (I) is 1:
bn−2(f) = (e(JM(X, f), I ⊕OX )
−(λ0(g) + µ(X ∩ l−1(t))− 2D∞(g)− 2e(JM(V (I)), 0)
+(e(JM(V (I), f)− e(JM(V (I), l)) + µ(X ∩ l−1(t)).
From [17] we have a formula for λ0(g), if the dimension of V (I) is 1,
λ0(g) = e(J(g), I, 0;On) + e(JM(V (I)) +D∞(g).
The same formula holds without the D∞(g) term if the dimension of V (I)
greater than 1.
Substituting for λ0(g) and canceling gives:
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bn−2(f) = (e(JM(X, f), I⊕OX)−(e(J(g), I, 0;On)−D∞(g))+e(JM(V (I), f)).
In the case where dimension of S(X) > 1, there is no D∞(g) term and we get
the formula for this case.
Notice that the dependence on our linear form has disappeared. If X has an
isolated singularity, then the only terms that don’t drop out are e(JM(X, f), I⊕
OX) and e(J(g), I, 0;On). These become e(JM(X, f),O
2
X) and e(J(g), 0;On),
since I = OX or On. Since e(JM(X, f),O
2
X) = µ(f) + µ(X), and we have that
e(J(g), 0;On) = µ(X), the difference is µ(f) as it should be.
We have chosen to group together the e(J(g), I, 0;On), D∞(g) terms in our
formula because their difference is the number of Morse points coming out of a
deformation of g.
We mention one more example, which gives some insight into the meaning of
our result. If g = z2−x2y and f = y− z, then f is a non-generic linear function
which has a stratified isolated singularity. In this case, the (e(J(g), I, 0;On) −
D∞(g)) term is zero, the e(JM(V (I), f) is zero and the e(JM(X, f), I ⊕ OX)
term is 2 by the same method of calculation as for a generic linear form in the D∞
case. So the Milnor number of f on X is 2. This can be checked as follows: The
two equations g = f = 0 defines an isolated singularity z(z − x2) = 0. This has
Milnor number 3–however the Milnor fiber here is defined by the intersection
of g = ǫ1 with f = ǫ2. Meanwhile, the curve defined by the intersection of
g = 0 with f = ǫ2 has a Morse singularity at the origin. Thus deforming from
the Milnor fiber of f |g = 0 to the Milnor fiber of (f, g) adds 1 vanishing cycle
for a total of three, so the Milnor fiber of f |g = 0 has 2 vanishing cycles as
predicted. Since X has non-isolated singularities, the Milnor fiber of f on X has
singularities.
Our last application is to the Af stratification condition. In a previous paper
[16], we described how to get a necessary and sufficient criterion in terms of
analytic invariants for the Af condition. The viewpoint of this paper allows us
to reformulate this criterion in a way which is less dependent on the family of
sets. We will be working with families of sets with isolated singularities. If
Xd, 0 is analytic set germ with an isolated singularity, then H0(JM(X), 0) =
Hd−1(JM(X), 0). For h ∈ H0(JM(X), 0) implies h ∈ JM(X) off a set of
codimension 1, since JM(X) is integrally closed at smooth points. But it is easy
to see that if h ∈ JM(X) off a set of codimension 1, then it is in JM(X) off the
origin, since X has an isolated singularity.
There is a geometric description of H0(JM(X), 0), if X is not a complete
intersection. We have JM(X) ⊂ OpX for some p, hence JM(X), induces an
ideal sheaf M, on ProjanR(OpX). Since X is not a complete intersection, there
must be a component of V (M)) for each component of X which surjects onto
X under projection to the base. Denote the union of these components by
V0(M). Let I0(X) = I(V0(M)). Then the terms of degree 1 of I0(X) are the
elements of H0(JM(X), 0). For the points of V0(M) over the smooth points of
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X are hyperplanes which contain the column space of a matrix of generators of
JM(X) at a point. The condition that h ∈ JM(X) at a smooth point of X is
equivalent to asking that h lies in every hyperplane that contains the column
space of a matrix of generators of JM(X). Thus h ∈ JM(X) at all smooth
points of X iff the induced element of R(OpX) vanish on all points of (V0(M))
over the smooth points of X iff the induced element lies in I0(X).
There is also an alternate algebraic description of H0(JM(X), 0). Denote the
set of all elements h ∈ I such that the partial derivatives of h are in I by
∫
I.
Note that we can identify OpX with its dual hom(O
p
X ,OX). If I has p generators,
we have the following short exact sequence of OX modules.
0 −→ R→ OpX −→ I/I
2 −→ 0
Here R is the module of relations. Denote the map to I/I2 by j. This gives
the injection
0→ hom(I/I2,OX)→ hom(O
p
X ,OX).
So, we can identify elements in the image of this last inclusion with their
preimages. Note that each partial derivative operator defines an element of
hom(I/I2,OX). Denote the submodule of hom(I/I
2,OX) generated by the ele-
ments defined by the partial derivative operators by D.
Proposition (3.7) With the identification of OpX with hom(O
p
X ,OX), the
module JM(X) is the image of D under the inclusion of hom(I/I2,OX) in
hom(OpX ,OX), and H0(X) is the image of hom(I/
∫
I,OX).
Proof. Note that applying ∂/∂zi to the generators of I produces a column
vector of a matrix of generators of JM(X). This column vector is the image
of ∂/∂zi in hom(O
p
X ,OX). The module R is a submodule of larger module R
′
which is the intersection of the kernels of the elements of JM(X) viewed as a
submodule of hom(OpX ,OX). The elements of H0(X), viewed as a submodule of
hom(OpX ,OX) are exactly the elements of hom(O
p
X ,OX) whose kernel contains
R′. This is clearly necessary and among the elements of R′, there are p-tuples of
maximal non-vanishing minors. For these to be in the kernel of h, implies that
the generic rank of the matrix of generators of JM(X) augmented by h is the
same as the generic rank of the matrix of generators of JM(X), which implies
h generically in JM(X).
Now R′ in the kernel of h implies that h is in the image of hom(I/I2,OX), and
further that the preimage of h vanishes on
∫
I, hence h comes from an element
of hom(I/
∫
I,OX).
The Af result from [16] involves the multiplicity of the polar variety of codi-
mension d of H0(JM(X,F )), which is one of the modules in the pair. Given a
family of pairs of modules (M(y), N(y)), the invariant which incorporates the
polar variety information of the larger is eΓ(M,N, y), defined as follows:
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eΓ(M,N, y) :=
∑
x∈p−1(y)
e(M,N, x) + multY Γ(N, x)
It may be necessary to re-choose the representative of the polar variety at
different x.
The following result follows from the material of [16].
Theorem (3.8) Suppose (Xd+k, 0) ⊂ (Cn+k, 0),
X = G−1(0), G : Cn+k → Cp, Y a smooth subset of X, coordinates chosen so
that Ck × 0 = Y , X equidimensional with equidimensional fibers, X reduced, all
fibers generically reduced, and fibers reduced over a Z-open subset of Y . Suppose
F : (X, Y ) → (C, 0), F ∈ m2Y , Z = F
−1(0). Suppose Xy and Zy are isolated
singularities, suppose c(JM(G,F )) is Y .
Then eΓ(JM(Gy;Fy), H0(JMz(G;F ))(y)) is independent of y, iff the pair of
strata (X − Y, Y ) satisfies Thom’s AF condition.
Proof. This follows from Theorem 5.6 of [16].
We can improve this result by removing the dependence on the polar variety
of H0(JMz(G;F )) by using a generic linear function.
Theorem (3.9) Suppose (Xd+k, 0) ⊂ (Cn+k, 0),
X = G−1(0), G : Cn+k → Cp, Y a smooth subset of X, coordinates chosen so
that Ck × 0 = Y , X equidimensional with equidimensional fibers, X reduced, all
fibers generically reduced, and fibers reduced over a Z-open subset of Y . Suppose
F : (X, Y ) → (C, 0), F ∈ m2Y , Z = F
−1(0). Suppose Xy and Zy are isolated
singularities, suppose c(JM(G,F )) is Y . Suppose (X − Y, Y ) satisfies Thom’s
AL condition with respect to L a generic linear function on C
n. Then
e(JM(G0;F0), H0(JMz(G;F ))(0), 0)− e(JM(G0, L), H0(JMz(G;L))(0), 0)
= e(JM(Gy;Fy), H0(JM(Gy;Fy), (0))− e(JM(Gy, L), H0(JM(Gy;L), 0)
for all y generic close to 0 ∈ Y iff the pair of strata (X − Y, Y ) satisfies Thom’s
AF condition.
Proof. The hypothesis on the AL condition implies by Theorem 3.7 that the
invariant eΓ(JM(Gy, L, ), H0(JMz(G;L))(y), y) is independent of y. Hence the
invariant
eΓ(JM(Gy, Fy), H0(JMz(G;F ))(y), y)− eΓ(JM(Gy, L, ), H0(JMz(G;L))(y), y)
is independent of y iff
eΓ(JM(Gy;Fy), H0(JMz(G;F ))(y))
is. Since H0(JMz(G;F )) = H0(JMz(G;L)), as both Fy and L have isolated
singularities on each fiber, the polar variety terms cancel in the difference, from
which the result follows.
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Note in Theorem 3.9, the only remaining place where information from the
fiber enters the invariant is in the H0(JMz(G;F ))(0) term which is part of the
invariant at the origin. The Z-open set referred to in the statement of the theorem
is chosen so that for y in this set H0(JMz(G;F )(y)) = H0(JM(Gy, Fy)). For
details on the existence of this Z-open set see lemma 5.2 of [16].
This observation allows us to link the discussion of the AF condition back with
the defect.
Corollary (3.10) Suppose, in addition to the hypotheses of Theorem 3.9, we
have H0(JMz(G))(0) = H0(JM(G0)). Then the AF condition holds if and only
if the defect of fy at the origin is independent of y.
Proof. The additional hypothesis implies that
H0(JMz(G;L))(y) = H0(JMz(G;F ))(y) = Hd−1(JM(Gy))⊕OX .
These equalities follow by an argument similar to that for lemmas 2.2 and 2.3
and using the fact that for isolated singularities Hd−1(JM(G)) = H0(JM(G)).
These equalities imply the difference of the multiplicities in Theorem 9 is just
the defect up to a sign.
It is also possible to use hom(I/I2,OX) to develop the theory instead of
H0(X). This has the advantage that if the base of the miniversal deformation of
X is smooth, then it is obvious that hom(I/I2,OX )(0) = hom(I/I
2,OX). It is
an interesting question to see what conditions a deformation of X must satisfy
for this equality to hold in general.
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