This paper presents unit-root test results for real exchange rates in ten Central and Eastern European transition countries during 1993:01-2003:12. Because of the shift from controlled to market economies and the accompanying crises, failed policy regimes and changes in exchange rate regimes, appropriate tests in transition countries require allowing for both structural changes and outliers. In both single-equation tests and panel tests with SUR techniques, the data reject the unit-root null for the CEE countries. Accounting for structural breaks and outliers gives much faster mean-reversion speeds than otherwise.
Introduction
Purchasing power parity (PPP) is one of the oldest, most studied topics in international finance.
Many models of exchange-rate determination are built on the assumption that PPP holds at least in the long run. Much work has been done to test for PPP in developed countries, and more recently a number of papers have tested for PPP in developing countries. Little work, however, has been done on PPP in the transition countries of Central and Eastern Europe (CEE), which are moving from communist planning to free market economies. Of the ten CEE economies discussed here, eight joined the European Union in May, 2004 (the Czech Republic, Estonia, Hungary, Latvia, Lithuania, Poland and Slovakia) , and the other two hope to join in 2007 or soon thereafter (Bulgaria and Romania) . This paper investigates whether long run PPP holds for these ten CEE transition countries, by testing the unit-root hypothesis for their real exchange rates for the sample period 1993: 01-2003:12. Many observers argue that stable long-run real exchange rates are important for real convergence of CEE economies to the rest of the EU and thus for successful integration.
Beyond the intrinsic interest of the CEE economies, the unit-root tests reported below are of methodological interest because the important shifts in the underlying economic processes in these economies require careful test-equation specification. All of these CEE countries switched from controlled to market economies, with the transition more or less prolonged and often subject to major lurches and slow downs. Further, many of these transition countries experienced financial or political crises, abandoned economic-policy regimes that appeared to be failing and adopted other regimes. (Fischer and Sahay (2000) perceptively discuss of twenty-five transition economies' problems, including the ten countries considered here). In particular, transition countries often relied heavily on exchange rates as a stabilization tool, using a range of exchange-rate regimes from managed floats to currency boards, and the majority of CEE countries changed exchange-rate regimes at least once in response to economic difficulties (Table 1) . As an example, because of hyperinflation Bulgaria switched in July, 1997, to a currency board against the Deutsche mark.
As expected, these exchange-rate-regime changes affected transition-country real exchange rates, often substantially. Furthermore, several transition countries experienced periods of strong real appreciation, which their policy makers attributed to capital-account liberalization, catch-up price rises as non-tradable goods were gradually decontrolled, fiscal imbalances and productivity gains.
These turbulent histories appear as structural shifts in real exchange rates in Figure 1 for a number of countries (Bulgaria, Estonia, Latvia and Lithuania, for example) and as outliers (for example, Bulgaria, Romania and perhaps Slovakia).
Tests in this paper allow for structural shifts and outliers. On the other hand, results below strongly support the view that CEE transition economies' real exchange rates show reversion to long-run equilibrium levels; the data show mean reversion whether the U.S. dollar or the Euro is used as the base currency. On the other hand, the results show that failure to allow for parameter shifts or for outliers causes bias in test results against mean reversion for the CEE transition economies. Further, the results emphasize that even if test with miss-specified equations correctly reject the unit-root null, failure to take adequate account of parameter shifts and of the outliers can lead to severe under-estimates of real-exchange-rate adjustment speeds.
These results are quite different from those in the few previous unit-root tests of transition economies' real exchange rates. For Hungary and Poland's real exchange rates, in standard singleequation augmented Dickey-Fuller (ADF) tests Dibooglu and Kutan (2001) cannot reject the unitroot null -in contrast to tests below, however, their models allow for neither structural shifts nor outliers. Kim and Korhonen (2002) present panel unit-root tests (based on Hadri (2000)) for real exchange rates in Czech Republic, Hungary, Poland, Slovakia and Slovenia, and reject the null stationarity; their specifications, however, take no account of possible structural shifts or of outliers. Other discussions of real-exchange-rate movements in transition economies do not investigate whether PPP holds, but focus on demand or supply factors (De Broeck and Sløk (2001) , Coricelli and Jazbec (2001) , and Kim and Korhonen (2002) ). Égert (2004) gives a comprehensive review of work on transition economies' real exchange rates. (Kočenda (2005) studies breaks in nominal exchange-rate trends for transition countries.) Perron (1989) and later papers show that failure to account for structural shifts in time series -for changes in mean or in time trend -biases tests against rejection of the unit-root hypothesis.
Related, Franses and Haldrup (1994) and Perron and Rodríguez (2003) show failure to account for outliers biases tests against rejection of the unit-root null. Beyond these size and power issues, this paper addresses the fact that the specification must be appropriate to the data to reduce bias in key parameter estimates -in this paper, the real exchange rate's speed of adjustment.
For ten CEE transition countries, this paper presents the first real-exchange-rate unit-root tests that allow for shifts in means and time trends as well as for outliers, using three sets of models.
The first set is based on models proposed by Perron (1989) and generalized by Zivot and Andrews (1992) to allow for possible endogenous shifts in means and time trends. As noted above, because of changes in exchange-rate regimes, financial or political crises, and the large structural changes they have had to make, some transition-country time series appear to show such shifts. Second, the sharp disturbances that have rocked many transition countries suggest using the model proposed by Perron and Rodríguez (2003) to test for unit-root in the presence of additive outliers; Zivot and Andrews (1992) models for unit-root tests are modified to allow for outliers detected by the Perron and Rodríguez (2003) procedure. Third, for comparison to panel tests on developed countries' real exchange rates, and in some cases developing countries real rates, this paper also uses panel unit-root tests based on SUR techniques.
In the remainder of this paper, Section 2 presents illustrations of the importance of using specifications that allow for structural shifts and outliers in unit-root tests of CEE transition economies' real exchange rates, and also gives a survey of the literature on mean-reversion tests of real exchange rates. Single-equation unit-root tests for real exchange rates are outlined in Section 3, while Section 4 discusses panel unit-root tests. Section 5 describes the data and presents test results for monthly data on CEE-10 real exchange rates relative to the U.S. dollar and also relative to the Euro. Section 6 discusses the half lives of real-rate disturbances in transition countries. Section 7 summarizes and draws conclusions.
Parameter Shifts and Outliers in Transition Economies; Previous Unit-Root Tests
This paper presents unit-root test results for a variety of test-equation specifications. As Perron (1989), Zivot and Andrews (1992) , Perron and Rodríguez (2003) and others demonstrate, a unitroot test must use the specification the data require, including allowing for parameter shifts ant outliers, if the test is to have the stated size and if the test's power is to be optimized. In contrast, conventional unit-root tests -for example, ADF tests -assume that the process's mean and time trend are constant, and any outliers are insufficiently important to distort the tests. In addition to these size and power issues, this paper addresses the fact that the specification must be appropriate to the data in order to reduce bias in key parameter estimates, in this paper, the speed of mean reversion.
Consider two illustrations. The data in Figure 1 suggest there was a sharp change in Bulgaria's mean real exchange rate at approximately the start of 1997, and just after, a large outlier. In fact, in the face of a grave economic and financial crisis "the socialist government resigned in December 1996, and a reform-minted caretaker government was established to resolve the crisis..." (IMF (2004) , p. 8, point 10) corresponding to mean shift and outlier. Otherwise the real exchange rate appears to show mean reversion on either side of the shift and outlier.
1 As seen in Section 5, if the unit-root tests do not allow for the mean shift and the outlier, the data can reject the unit-root null at the 10% (Table 4) . If the tests allow for the mean shift and the outlier, however, the data can reject the null at the 1% level (Tables 9, 12) ; 2 aside from the mean shift and the outlier, Bulgaria's real exchange rate shows mean reversion.
The data in Figure 1 for Estonia appear to show a substantial negative mean rate of change in the real exchange rate (real appreciation, as the real exchange rate is defined in Section 3) until say 1997, with perhaps a zero mean rate of change thereafter, but otherwise mean-reverting deviations.
In fact, in June, 1991, when Estonia adopted the kroon and pegged it to the Deutsche Mark 1 The data also show a more minor spike corresponding to "a first currency crisis in late 1993 -early 1994 ..." (IMF (2004 .
2 In Table 7 , with a shift in trend but no outlier, the data can also reject the unit root null al the 1% level. The most satisfactory model in terms of speed of adjustment and the standard error of the regression, is in Table 12 , with mean and trend shifts and an outlier. through a currency board, Estonia central bank officials expected a period of real-rate appreciation as gradual decontrol of non-tradable prices would cause the domestic price level to rise. As seen in Section 5, if the unit-root tests do not allow for a mean shift, the data can nevertheless reject the unit-root null at 2.5% level (Table 4) , but the estimated speed of adjustment is very slow as compared to estimates in other specifications. In tests that allow for a mean shift, the data more strongly reject the null (at the 1% level- Table 5) , and the estimated speed of adjustment is substantially faster -8.90%/month versus 4.63%/month.
3
From Figure 1 , it appears that the other two Baltic countries, Latvia and Lithuania, may also require specifications that allow for mean shifts. Further, it appears that Romania and possibly Slovakia may require specifications that allow for outliers.
Previous Tests of Mean-Reversion in Real Exchange Rates. For developed-country data from the post-Bretton Woods era, Messe and Rogoff (1988) and Nelson (1990) cannot reject the unit-root null using single-equation methods for real exchange rates. Largely because of the low power of single-equation techniques when the root is close to unity, much of the later literature focuses on panel tests. O'Connell (1998) cannot reject the unit-root null using GLS techniques on panels that include both developed-and developing-country data. Using panel methods with GLS techniques on developed-country data, Papell and Theodoridis (1998) find week but increasing evidence in favor of PPP as the sample period lengthens. In contrast, Abuaf and Jorion (1990) , Jorion and Sweeney (1996) , Papell (1997) , Sarno and Taylor (1998) and Higgins and Zakrajšek (1999) find the data can reject the unit-root null in panel tests with SUR techniques on developedcountry data.
5
The literature discussed above makes no allowance for structural shifts or large outliers.
6 Some papers, however, detect the need to allow for parameter shifts in real exchange rate processes. In analyzing long annual data series, from 90 to 200 years, Hegwood and Papell (1998) conclude that standard unit-root tests are too restrictive adequately to test real exchange rates when data series contain structural breaks, and they find strong mean reversion when breaks are accounted for.
Using the Lee (1976) and Lothian and Taylor (1995) data sets, they argue that the real exchange rate is stationary around a mean that experiences occasional structural shifts. Related to this paper's results, Hegwood and Papell (1998) also estimate substantially faster adjustment speeds in specifications allowing for mean shifts.
Some economists argue that real exchange rate time-series models may require time trends. Papell and Prodan (2003) find evidence of mean reversion around time trends in four out of 18
3 When a time trend is also included (Table 6 ) the estimated speed of adjustment is 14.0%/month. 4 Some papers, for example, Wu (1996) and MacDonald (1996) , use fixed-time effects rather than SUR methods. Fixed-time effects are not adequate, however, for real exchange data.
5 Sweeney (2005) applies SUR to G-10 countries' log nominal exchange rates relative to the dollar during the current float and rejects the unit-root null with significance levels form the 0.5% to 15% across sample periods.
6 Jorion and Sweeney (1996) allow for mean and trend shifts in monthly data for G-10 countries from 1974 to 1993, but find that the shifts are usually not significant or are not needed to reject the unit-root null.
countries' real exchange rates. Obstfeld (1993) models such trends as arising from the BalassaSamuelson effect (Balassa (1964) , Samuelson (1964) ).
7 In results below, inclusion of time trends often reduces the standard error of the regression and increases the estimated speed of adjustment of a given currency.
3 Single-Equation Unit-Root Tests for the Real Exchange
Rates
The real exchange rate is calculated as
where s t denotes the logarithm of the nominal exchange-rate (the domestic-currency price of foreign currency) at time t; p * t and p t are the logs of foreign and domestic price-levels.
8 Testing for PPP is equivalent to testing for a unit-root in the real exchange-rate against the stationary alternative.
In the simplest unit-root tests, the estimating equation is based on:
where ε t is a sequence of independent normal random variables with mean zero and variance
. Under the unit-root null, α = 0 and µ > / < 0; if µ = 0, then the real exchange rate is a random walk with drift, or contains a time trend with slope equal to µ. Under the alternative hypothesis of mean reversion, −1 < α < 0, the long-run real exchange rate is µ/(1 + α)
and −α > 0 is the real rate's speed of adjustment to its long-run level. A necessary condition for long-run PPP is that r t be stationary, or r t is not driven by permanent shocks.
A more general model allows for trend stationary, as in
7 A number of economists investigate Balassa-Samuelson effects in transition economies, though they report mixed empirical evidence; Égert (2004) provides a survey of the arguments and evidence.
8 Engel (2000) and Ng and Perron (2002) use a somewhat different approach to analyzing the real exchange rate. They decompose the real exchange rate into two components:
xt is traded-goods component; yt captures the bilateral differences between the relative price of traded to non-traded goods. The logarithm national price level of home country is p = (1 − λ)p T + λp N , where p T is the log price of tradedgoods, p N the log price of non-traded goods, and λ ∈ (0, 1). The traded-goods component is xt = st + p
; foreign country variables are denoted with an asterisk. If both components are stationary, or are non-stationary but appropriately cointegrated, then real exchange rate is stationary. According to early studies, the traded goods component is stationary, or PPP holds for traded goods. Engel (2000) and Ng and Perron (2002) investigate whether non-stationarity for the second component affects real exchange rate stationarity. Furthermore, Engel (2000) argues that unit-root tests might fail to detect a non-stationary component in real exchange rates. Ng and Perron (2002) argue that unit-root tests of the components are neither necessary nor sufficient for establishing unit-root in real exchange rate.
Under the alternative, −1 < α < 0; if β = 0, the equilibrium real rate contains a time trend, but the real rate reverts to the trend equilibrium rate. Furthermore, it is common to allow for serial correlation in ∆r t by including k lagged values of ∆r t , giving an Augmented Dickey-Fuller regression,
k can be determined using the selection procedure Perron (1989) suggests: Choose some maximum value k max and work backward from k = k max , selecting k such that the t-statistic for |γ i | is greater than 1.6.
A number of economists show that valid unit-root tests must take account of parameter instability. Perron (1989) shows that if −1 < α < 0 but there is a one-time shift in either µ or β in (2), (3) or (4) that is not accounted for in estimation, then conventional tests are biased against rejecting the unit-root null. To allow for one shift in the intercept and/or time trend, (4) can be revised as
D µ,t is a dummy, equal to zero for t < T µ and equal to unity for t ≥ T µ , where T µ is the time at which the intercept shifts. D β,t is a dummy, equal to zero for t < T β and equal to unity for t ≥ T β , where T β is the time at which the trend coefficient shifts.
9
In addition to shifts in intercept and trend coefficient, other economists investigate the effect on unit-root tests of additive outliers in the data. (5) may be modified to include m outliers, as in
The lagged dummy variables are included to remove outlier effects on real appreciation. If the additive outlier h occurs at time T ao,h , then the model requires a dummy equal to unity for T ao,h and for the next k periods because of the ADF lag structure, with the dummy equal to zero otherwise.
Below, specialized versions of the general model in (6) are tested. In Break Model 1, the timetrend coefficients are set to zero, β = 0 and φ = 0, but µ, θ, α, γ i and k are fit freely, and one shift in µ is allowed. (Papell (1997) and others argue that real rates should not contain time trends.) Break Model 2 allows for one shift in µ, but includes a time trend though without shift in trend, β = 0 and φ = 0. Break Model 3 allows for one shift in β. Break Model 4 allows for one shift in µ and one shift in β at the same time, denoted T b .
9 Some researchers define long-run PPP as requiring rejection of the unit-root hypothesis and acceptance of the hypothesis of no breaks in mean or trend. In contrast, Dornbusch and Vogelsang (1991) define qualified purchasing power parity (Q-PPP) as rejection of the unit-root hypothesis and acceptance of the alternative of stationary after the allowing for one change in the intercept. Papell and Prodan (2003) define trend qualified purchasing power parity (TQ-PPP) as rejection of unit-root null in favor of the alternative of trend stationarity with a structural change in trend at some unknown point; Hegwood and Papell (1998) , however, define quasi purchasing power parity as both rejection of the unit-root hypothesis and rejection of the no-trend-break hypothesis. Perron (1989) finds T µ , T β , and T b by identifying events before examining the data (for example, the Great Depression and the oil shock of 1973-74). Most often, economists now find T µ , T β , T b , T ao,h endogenously, as part of the estimation. Zivot and Andrews (1992) extend Perron's (1989) methods for unit-root tests and develop a procedure for detecting when structural change most likely occurs. They endogenously estimate one breakpoint for each series; Lumsdaine and Papell (1997) extend these tests to allow for two breaks.
The goal is to test the null hypothesis against the alternative of stationarity with structural change(s) at some unknown point.
is the interval believed to contain the true break fraction. Zivot and Andrews (1992) suggest running regressions for (6) by OLS, without outliers, where the breakpoint for µ or β is obtained Zivot and Andrews (1992) ,T j , is chosen such that
In addition to possible break points in mean or trend, many time series of transition-country real exchange rates appear to display one or more outliers. Franses and Haldrup (1994) and Shin et al. (1996) show that the presence of additive outliers in a univariate time series affects the limiting distribution of Dickey-Fuller unit-root test statistics. Vogelsang (1999) proposes two procedures for unit-root testing when additive outliers may be present; Perron and Rodríguez (2003) 's simulations validate a method which has considerably more power than Vogelsang (1999) and is therefore used here. Perron and Rodríguez (2003) suggest a detection-procedure based on the regression:
where D ao,t = 1(t = T ao ), otherwise 0. The presence of an additive outlier can be tested using Table IV .) Unless the data demand multiple outliers, they suggest stopping after detecting one outlier; with more outliers, the loss in degrees of freedom in ADF-regressions can be severe when k is large. An appendix available from the authors provides the details of how exact critical values from simulation were found for the various single-equation models.
Panel Models
Literature using panel unit-root tests has seen a recent upsurge. Panel data methods can ameliorate the low-power problem against near-unit-root alternatives in the standard ADF test for short data spans. From Levin and Lin (1992) panel unit-root tests,
, and I N is the identity matrix. The nullhypothesis, that real exchange rates contain unit roots implies that α = 0; in the absence of time trends, µ j = 0 for all j. The alternative hypothesis implies that α < 0; innovations decay at the rate α. This paper thus uses the following ADF systems, based on (5) above:
Note that this model does not take account of outliers.
11 {r j,t } T t=1 denotes the time-series of the logarithm of the real exchange-rate for country j, ε j,t ∼ N ID[0, σ 2 j ] for all j, and E[ε j,t ε j,t ] = Ω SU R . This approach is a generalization of Levin and Lin (1992) and Levin et al. (2002) . Furthermore, SUR is more efficient than ordinary least-squares because it takes into account the correlation of the residuals. The ADF estimating-systems proposed here allow for country-specific intercepts (µ j ) and different higher-order dynamics (γ j,i , k j ). Following Levin and Lin (1992) , a common speed-of-adjustment coefficient is imposed across countries (α j = α).
If the DGP for real exchange-rates in transition countries contains a linear trend, then the unit-root null would imply θ j = 0, β j = 0, φ j , and α = 0 for all j, while the stationary alternative would implies α < 0 with µ j , θ j , β j , and φ j = 0 fitted freely. In the present case, under the alternative hypothesis, the real exchange rates for transition economies are stationary around a country-specific deterministic trend with structural changes.
Using the SUR panel test, all the parameters in the system of ten equations were estimated simultaneously, including the parameter contained in the contemporaneous cross-sectional covariancematrix Ω SU R , which determines temporal dependence among innovations in the real exchange-rates. Sweeney (2005) proves that the asymptotic results in Levin and Lin (1992) hold under SUR, but he does not consider mean and time-trend and breakpoints. The present study used the breaks and k j for each country as found from the single-country regressions discussed in Section 3.
10 See also Levin et al. (2002) (LCC) . LCC, a revision of LL (1992, 1993) , give a more elegant proof and a superior discussion, with references to important results in Phillips and Moon (1999) for the case where T → ∞ and n → ∞ simultaneously, rather than the more common and tractable case where T → ∞ and then n → ∞ sequentially. Note that instead of using the asymptotic t-statistic in the text above (from LL), LLC normalize it to make it N [0, 1].
11 In these panels, tests often rejected the null that the residuals were normal. Dummy variables were parsimoniously introduced to make the residuals approximately normal in order to satisfy panel unit-root test assumptions. After this procedure, there was not need to allow for outliers. Introducing dummies to make the residuals approximately normal had little effect of the t-value of the slope on the lagged real rate, but increased the half-life modestly.
Below, specialized versions of the general model in (9) Levin and Lin (1992) . The literature suggests three possible DGPs for r j,t : Im et al. (1997) suggest DGP 1 , O'Connell (1998) and Papell (1997) suggest DGP 2 , and Sarno and Taylor (1998) suggest DGP 3 . Sweeney (2005) discusses the choices in term of size and power; based on his discussion, DGP 1 is used here. Furthermore, the sample covariance-matrix of ∆r j,t , Ω sample , is used as an estimator of Ω SU R .
Simulations were done as follows. First, the variance-covariance matrix of the first differences of the N time-series, {r j,t } T t=1 , was computed. Then T × N random numbers were drawn using the variance-covariance matrix from the sample. Third, the generated random-numbers ε j,t , i = 1, N, t = 1, T , were added to obtain N random walks with T observations each. Fourth, the systems (9) for Panel Break Models 1-4 (as discussed above) were estimated using simulated time-series and the t α were computed. Repeating steps 1-4 for 5,000 replications yielded the distribution of t α under the null hypothesis α = 0.
Empirical Results for Real Exchange Rates in the CEE-10
This section presents empirical results from transition countries for unit-root tests for real exchange rates constructed from monthly nominal exchanges rates, and consumer and producer price indexes (CPIs and PPIs). The sample period generally starts in 1993:01 and always ends in 2003:12.
13 Figure 1 illustrates the evolution of real exchange rates during the sample period for CPIs with the USD as the base currency.
Descriptive statistics for levels and first differences of real exchange rates are in Table 2 for CPIs with the USD base currency; comparable tables for PPIs are available from the authors, as are tables with the Euro as base currency and the German CPI as the base price level.
14 Table 3 gives a summary of which single-equation models are have significant slopes on the lagged log real exchange rate. For CPIs, in the five models without outliers 24 of the 50 models have significant slopes when the USD is the base currency, 27 of 50 when the Euro is the base currency, and 19
of 50 for PPIs with the USD as the base. (For the 40 break models with outliers, the numbers of significant cases of 9, 13, and 8, respectively.) The results for the case where the USD is the base currency are discussed in some detail, and this paper includes tables for these results; tables for other experiments are available from the authors.
Single-Equation Unit-Root Tests for Real Exchange Rates
Each country' s real exchange rate was tested for a unit root with all nine single-equation models in Section 3. Table 3 summarizes the results. For the ADF model and the four break models, in at least some of these models, the data reject the null for eight of ten CEE countries -Bulgaria, Estonia, Hungary, Latvia, Lithuania, Poland, Romania and Slovenia. For the Czech Republic, in three of the four break models with outliers the data reject the unit-root null.
For Slovakia, the data cannot reject the null in any of the nine models considered. In earlier experiments for the sample period 1993:01 to 2002:05, however, the data could reject the null for Slovakia in three of the nine models (Break Model 2 and 3, and Break Model 3 with outliers); the half-lives ranged from 3.49 to 3.58 years. This illustrates that the models can be sensitive to the sample period used.
Consider results for the ADF and the four break models. For Bulgaria, Estonia, and Latvia, the data reject the null for four of the five models, for Poland and Romania in three models each, and for Lithuania, Hungary, and Slovenia, in two models each. For a given country, however, comparisons across Tables 4 -8 make it clear that the various models differ a good deal in how adequately they fit the data. For purposes of discriminating across models, focus on the estimated slope of the lagged real exchange rate and on the standard error of the regression (SER).
In the ADF model without shifts, the data reject the null for six countries (Table 3) 14 An alternative approach is to use a weighted average of the EMU-country CPIs.
absolute value in Table 6 (Break Model 2, where a shift in mean is allowed for and a trend is included), though the SER is slightly smaller in Table 5 (Break Model 1). For Romania the model allowing for a shift in mean and no time trend (Table 5 , Break Model 1) gives the largest slope in absolute value (though the SER is slightly small for Break Model 4).
For Romania, the data are well fit and reject the null at the 1% level when a shift in mean is allowed in Table 5 (Break Model 1), but if a time trend is also included as in Table 6 (Break Model 2), the data cannot reject the null. The data demand a mean shift for Estonia (Table 5, Break Model 1), but are notably better fit if a time trend is also included (Table 6 , Break Model 2). The data for Poland clearly require a shift in mean, but are also better fit if a time trend is also included (Table 5 versus Table 6 ).
Single-Equation Models
Allowing for Outliers. Tables 9 -12 show the cases where the data reject the unit-root null in break models that include outliers. The importance of model specifications that allow for outliers is demonstrated by the fact that for the Czech Republic the data can reject the unit-root null only in models which include outliers.
The break models with outliers reject the unit-root null for only two other countries, Bulgaria and Hungary, but the data can reject the unit-root null for these countries even if the models do not include outliers. For Bulgaria, three of four break models with outliers reject the unit-root null, but as judged by estimated slopes on the lagged real rates and the SERs, including the outliers is not really necessary (though Break Model 4 with outliers gives the smallest SER). For Hungary, Break Model 4 rejects the null with or without outliers, but inclusion of the outlier increases the absolute value of the slope from 0.205 to 0.217 and thus raises the estimated adjustment speed.
In the discussion of half-lives below, these results are compared with those for the case where CPIs and the Euro are used, and for the case where PPIs and the USD are used.
Panel Models
For various lags k = 1, 2, 3, 9, Table 13 presents SUR panel test results as measured by the processes' half lives (discussed below). Results are reported for the ADF model and for all four Break Models.
The null hypothesis α = 0 can be rejected at the 1% significance-level for all k. On the one hand, as k increases, the t-statistic of α decreases in absolute value, as might be expected with the increases in the number of estimated parameters. On the other hand, an increase in k is associated with a rise in the estimate of |α|, and thus with an increase in the estimated speed of adjustment, as
shown by the decrease in the half life of adjustment. (The half-life varies inversely with the speed of adjustment |α|, as in Section 6 discusses.) Break Models 2, 3, and 4 give very roughly the same half lives. As can be seen, allowing for the possiblity of outliers is not needed to allow these SUR panel unit-root tests to reject the null. and are thus more flexible. In each case the null can be rejected at the 1% significance level. The half lives are sometimes larger, sometimes smaller for the case where the k are chosen separately versus the case where k = 9 for all countries.
Are Some Real Exchange Rates I(1)? Karlsson and Löthgren (2000) emphasize that in panel tests the rejection of the unit-root null is not sufficient to conclude that all series are stationary. From above, however in single-equation tests for the USD as the base currency, all currencies save Slovakia's appear to be stationary, and for the Euro as the base currency all currencies appear to be stable.
15

Half Lives
The half life of a process is an intuitive measure of the speed of adjustment; originally from physics, it measures the decay of a substance comprised of a large number of identical particles. Half life is the time it takes for any amount of the substance to decay to half. The half lives in the models considered here is
Single-Equation Models: Half-Lives with Dollar Exchange Rates and CPIs. From the results reported above, it can be shown that failure to allow for structural shifts and outliers, when the data demand them, causes downward bias in estimates of the speed of adjustment, that is, upwards bias is estimates of half lives.
16 Table 14 (Table 4) tend to be very high, as shown in Table 14 ; real exchange-rate shocks took between 14.6 years to be reduced to half for Estonia, and 5.1 years for Bulgaria.
Minimum half lives across all significant single-equation models in Section 5 were over 1.5 years:
The lowest minimum (1.58) was estimated for Bulgaria in Break Model 2, and the highest minimum (7.42) for Lithuania in Break Model 2. As Table 14 shows, including structural changes and outliers in the models yields substantially reduced half-life estimates. This paper's single-equation-model estimates, with an average of minimum half-lives of 4.19 years, 17 are consistent with other research that shows that real-exchange-rate shocks generally take 3-5 years to be reduced by half.
15 Another approach to investigating the number of rates which are I(0) is to use a Johansen (1988) Likelihood Ratio (JLR) test. Sarno and Taylor (1998) ), for example, use a JLR test for this purpose on four real exchange rates, but their models do not contain shifts in mean or trend, or outliers, nor does Johansen (1988) allow for these. Test in papers Johansen et al. (2000) , Saikkonen and Lütkepohl (2000) Lütkepohl et al. (2004) allow for the case where the data contain shifts in trend or level, or outliers, but are too rigid to be appropriate for present purposes. These papers' models assume that mean shift, say, in one country must be parametrized as showing up in all countries, and similarly with trend shifts or outliers; this leads to disastrous collinearity if more than one or two shifts or outliers are allowed, and hence very imprecise model estimates.
16 As is well known, the estimated speed of adjustment from unit-root test equations is biased down. Failure to allow for structural shifts and outliers, when the data contain them, causes greater downward bias in the estimated speed of adjustment, and thus greater upward bias in estimated half life.
17 It might be noted that in the absence of the three Baltic countries, the average half-life is 3.19 years.
Single-Equation Models: Half-Lives with Euro Exchange Rates and the German
CPI. There are two key results. First, the data for Slovakia can reject the null in six of the nine models fit (see Table 3 ). What is more, the minimum half-life for Slovakia is only 1.24 years.
Second, the average of the minimum-half lives is only 1.98 years, as opposed to 4.19 years for the dollar and CPIs. It is notable that the data cannot reject the null for any ADF model, whereas they can for six countries in Table 14 . Further, these data can reject the null for Break Model 4 for all countries save Hungary, whereas they can only for Bulgaria, Hungary and Romania in Table   14 .
Single-Equation Models: Half-Lives with the Dollar and PPIs. The average minimum half-life is 4.00 years, as opposed to 4.19 years for the dollar and CPIs or to 1.98 years for the Euro and German CPI. 33 models reject for the dollar and the CPIs, but 27 for the dollar and PPIs (Table 3) . Nine break models with outliers reject for the USD and the CPIs, and eight for the USD and the PPIs.
Panel Models: Half-Lives with the Dollar and CPIs. Table 13 
Summary and Conclusions
This paper reports single-equations and panel unit-root tests for real exchange rates of ten Central and Eastern European (CEE) transition economies. It makes three main contributions. First, the unit-root tests presented here differ from the previous empirical literature on CEE real exchange rates by allowing for structural changes and outliers in the transition-country real exchange rates.
Second, the study presents both single-equation and panel test results for transition countries.
Third, this paper documents pays attention to the way that incorrect model specification biases downward the estimated speed of real rate adjustment and biases upwards real rates' half-lives.
In previous single-equation unit-root tests on non-transition countries, many studies report the data are unable to reject the unit-root null; researchers commonly note, however, that standard single-equation unit-root tests have low power against local-stationarity alternatives in small samples. In this paper, when single-equation-test specifications allow for structural shifts and for outliers, the data reject the unit-root null for all ten transition countries, often at the 1% significance level.
If neither structural changes nor outliers are taken into account, the unit-root hypothesis is rejected in some of this paper's single-equation tests. In these cases, however, the estimated speed of mean reversion is very slow; half lives are often over ten years. Using test-equation specifications that allow for structural shifts and for outliers, the estimated speeds of adjustment are much faster; estimated half lives tend to be 3-5 years, similar to results in previous work that finds mean reversion in real exchange rates in major industrialized countries.
The paper also reports on SUR panel unit-root tests for transition-country real exchange rates.
Some tests do not allow for structural shifts but others do (outliers are not allowed for). In all sets of panel tests, the data strongly reject the unit-root null at the 1% significance level. 
Significance of the slope on lagged log real exchange rate is indicated at the 10%, 5%, 2.5% and 1% levels. N indicates that the slope on the lagged log real exchange rate is not significant at even the 10% level. The models are as follows. ADF : Augmented Dickey-Fuller. Table 4 : Tests for unit roots in real exchange rates, using the standard Augmented-Dickey-Fuller equation: NOTE: r is the log of the real exchange per CPIs, with the USD as the base currency. t-statistics are in parentheses. The t-statistics forα is for testing α=0. The symbols * , * * , * * * and * * * * denote significance of the test for α=0 at the 10%, 5%, 2.5% and 1% levels, using critical values from simulation. Table 5 : Tests for unit roots in real exchange rates, using Break Model 1: NOTE: r is the log of the real exchange per CPIs, with the USD as the base currency. Dµ,t is a dummy, equal to zero for t <T 1 µ and equal to unity for t ≥T 1 µ , whereT 1 µ is the estimated time at which the intercept shifts in Model 1. t-statistics are in parentheses. The t-statistic forα is for testing the null α=0. The symbols * , * * , * * * and * * * * denote significance of the test of α=0 at 10%, 5%, 2.5% and 1% levels, using critical values from simulation. Table 6 : Unit-root tests for real exchange rates, using Break Model 2: NOTE: r is the log of the real exchange per CPIs, with the USD as the base currency. Dµ,t is a dummy, equal to zero for t <T 2 µ and equal to unity for t ≥T 2 µ , whereT 2 µ is the estimated time at which the intercept shifts in Model 2. t is the time trend. t-statistics are in parentheses. The t-statistic forα is for testing the null α=0. The symbols * , * * , * * * , and * * * * denote significance of the test for α=0 at the 10%, 5%, 2.5% and 1% levels, using the critical values from Table 2 of Zivot and Andrews (1992) . Table 7 : Unit-root tests for real exchange rates, using Break Model 3: , whereT 3 β is the estimated time at which the trend coefficient shifts in Model 3. t-statistics are in parentheses. k is determined as described in Section 2. The t-statistic forα is for testing α=0. The symbols * , * * , * * * , and * * * * denote significance of the test for α=0 at the 10%, 5%, 2.5% and 1% levels, using the critical values from Table 3 of Zivot and Andrews (1992) . Table 8 : Unit-root tests for real exchange rates, using Break Model 4: b .T 4 b is the estimated time at which both the intercept and the trend coefficients shift in Model 4. t-statistics are in parentheses. The t-statistic forα is for testing the null α=0. The symbols * , * * , * * * and * * * * denote significance of the test for α=0 at the 10%, 5%, 2.5% and 1% levels, using the critical values from Table 4 of Zivot and Andrews (1992) . Table 9 : Unit-root tests for real exchange rates, using Break Model 1 with outliers: NOTE: r is the log of the real exchange per CPIs, with the USD as the base currency. Dµ,t is a dummy, equal to zero for t <T 1 µ and equal to unity for t ≥T 1 µ , whereT 1 µ is the estimated time at which the intercept shifts in Model 1. D ao,t−i is a dummy, equal to zero for t ><Tao + i, and equal to unity for t =Tao + i; the outlier occurs at timeTao, and p is the number of dummy variables. t-statistics are in parentheses. The t-statistic forα is for testing α=0. The symbols * , * * , * * * and * * * * denote significance of the test for α=0 at the 10%, 5%, 2.5% and 1% levels, using critical values from simulation. Table 10 : Unit-root tests for real exchange rates, using Break Model 2 with outliers: NOTE: r is the log of the real exchange per CPIs, with the USD as the base currency. Dµ,t is a dummy, equal to zero for t <T 2 µ and equal to unity for t ≥T 2 µ , whereT 2 µ is the estimated time at which the intercept shifts in Model 2. t is the time trend. D ao,t−i is a dummy, equal to zero for t ><Tao + i, and equal to unity for t =Tao + i; the outlier occurs at timeTao, and p is the number of dummy variables. t-statistics are in parentheses. The t-statistic forα is for testing α=0. The symbols * , * * , * * * and * * * * denote significance of the test for α=0 at the 10%, 5%, 2.5% and 1% levels, using critical values from simulation. NOTE: r is the log of the real exchange per CPIs, with the USD as the base currency. t is the time trend. D β,t is a dummy, equal to zero for t <T 3 β and equal to unity for t ≥T 3 β , whereT 3 β is the estimated time at which the trend coefficient shifts in Model 3. D ao,t−i is a dummy, equal to zero for t ><Tao + i, and equal to unity for t =Tao + i; the outlier occurs at timeTao, and p is the number of dummy variables. t-statistics are in parentheses. The t-statistic forα is for testing α=0. The symbols * , * * , * * * and * * * * denote significance of the test for α=0 at the 10%, 5%, 2.5% and 1% levels, using the critical values from simulation. . t is the time trend. D β,t is a dummy, equal to zero for t <T 4 b and equal to unity for t ≥T 4 b . whereT 4 b is the estimated time at which both the intercept and the trend coefficients shift in Model 4. D ao,t−i is a dummy, equal to zero for t ><Tao + i, and equal to unity for t =Tao + i; the outlier occurs at timeTao, and p is the number of dummy variables. t-statistics are in parentheses. The t-statistic forα is for testing α=0. The symbols * , * * , * * * and * * * * denote significance of the test for α=0 at the 10%, 5%, 2.5% and 1% levels, using the critical values from simulation. 
