Abstract-In this note, a decentralized feedback control strategy that drives a system of multiple nonholonomic unicycles to a rendezvous point in terms of both position and orientation is introduced. The proposed nonholonomic control law is discontinuous and time-invariant and using tools from nonsmooth Lyapunov theory and graph theory the stability of the overall system is examined. Similarly to the linear case, the convergence of the multi-agent system relies on the connectivity of the communication graph that represents the inter-agent communication topology. The control law is first defined in order to guarantee connectivity maintenance for an initially connected communication graph. Moreover, the cases of static and dynamic communication topologies are treated as corollaries of the proposed framework.
I. INTRODUCTION
In this note, the problem of rendezvous convergence for a system of multiple nonholonomic unicycles in terms of both position and orientation is considered. The rendezvous problem has been extensively approached recently, addressing the control design issue from several perspectives. Recent results include [6] , [11] , [12] , [14] , [17] , and [19] . In most cases, linear models of motion are taken into account, while the information exchange topology is considered both static and dynamic, as well as bidirectional or unidirectional. A recent review of the various approaches of the rendezvous problem for linear models of motion is [21] .
In this note, a decentralized control strategy that drives a system of multiple kinematic unicycles to rendezvous is presented. The proposed nonholonomic feedback law is discontinuous and time invariant, something expected, as nonholonomic systems do not satisfy Brocketts necessary smooth feedback stabilization condition [3] . These controllers have in general better convergence properties than time-varying ones. An experimental comparison between these two types of controllers that supports our preference to time-invariant strategies has appeared in [13] , where the authors concluded that time-varying controllers were too slow and oscillatory for most practical cases. In contrast, time-invariant controllers achieved a significantly better performance.
A first contribution of this note is that the control law is first defined in order to guarantee connectivity maintenance. Hence, if the communication graph is initially connected, it remains connected throughout the closed loop system evolution and rendezvous is reached, under the proposed control law. Connectivity preserving for linear agents was [7] and [8] .
considered in [1] and [12] . The weaker cases of static and dynamic interconnection topology are treated as corollaries of the proposed framework. Our treatment is similar to that of [15] , where merely static interconnection topology is considered. Furthermore, the authors of [15] use a similar control strategy to that of [24] , which is time varying periodic and smooth. Hence, it provides in general worse convergence results with respect to the time invariant case encountered in this note. A key drawback of the current approach is the need of knowledge of a global coordinate frame with respect to the orientation of each agent, as opposed to the angular velocity open-loop control law of [15] . In contrast, only relative knowledge of the neighboring agents positions is needed.
The rest of the note is organized as follows. Section II describes the system and the problem treated in this note. Assumptions regarding the communication topology between the agents are presented and modelled in terms of an undirected graph. Section III begins with some background on graph and matrix theory and nonsmooth analysis that is used in the sequel and proceeds with the introduction of the decentralized nonsmooth time invariant feedback strategy that drives the multiagent team to a common point in the state space as well as the corresponding stability analysis. We first treat the case of connectivity maintenance while the cases of static and dynamic communication topology are treated next. Computer simulations are included in Section IV while Section V summarizes the results of this note. The design objective is to construct feedback controllers that lead the multiagent system to rendezvous, i.e. all agents should converge to a common point p Each agent has only knowledge of the state of agents that belong to its communication set at each time instant. This fact highlights the decentralized nature of the approach. We also assume that the communication graph is undirected, in the sense that i 2 N j , j 2 N i , 8i, j 2 N, i 6 = j. It is obvious that (i;j) 2 E i i 2 Nj , j 2 Ni. The control design will have the form
according to the limited communication capabilities of each agent. Hence the control law of each agent depends on its own configuration p i as well as the configurations p j of agents belonging to its communication set.
The problems treated in this note are summarized as follows: we derive a set of control laws of the form (2) that drives the agents to a rendezvous point and, at the same time, guarantees that if the initially formed communication graph is connected, then it remains connected throughout the system evolution. Furthermore, the cases of static and dynamic communication topology without connectivity maintenance are treated as corollaries of the proposed framework.
III. CONTROL STRATEGY AND STABILITY ANALYSIS
In this section, the proposed feedback law and the corresponding stability analysis of the system are presented. The mathematical tools required are discussed in the next two subsections.
A. Tools From Algebraic Graph Theory and Matrix Analysis
In this subsection, we review some tools from graph theory and matrix analysis that we shall use in the stability analysis of the proposed control framework. The following analysis on graph theory can be found in [2] , while the elements from matrix analysis in [10] , [16] .
For an undirected graph G with n vertices the adjacency matrix A = A(G) = (a ij ) is the n 2n matrix given by a ij = 1, if (i;j) 2 E and a ij = 0, otherwise. If there is an edge connecting two vertices i, j, i.e., (i;j) 2 E, then i, j are called adjacent. A path of length r from a vertex i to a vertex j is a sequence of r + 1 distinct vertices starting with i and ending with j such that consecutive vertices are adjacent. If there is a path between any two vertices of the graph G, then G is called connected (otherwise it is called disconnected). The degree di of vertex i is defined as the number of its neighboring vertices, i.e. di = f#j : (i;j) 2 Eg. Let 1 be the n 2 n diagonal matrix of di's. The undirected graph G = (V;E)corresponding to a real symmetric n 2 n matrix M is a graph with n vertices indexed by 1; ...;n such that there is an edge between vertices i; j 2 V if and only if M ij 6 = 0, i.e., (i;j) 2 E , Mij 6 = 0. A n 2 n real symmetric matrix with nonpositive off-diagonal elements and zero row sums is called a symmetric Metzler matrix. It is shown in [16] that all the eigenvalues of a symmetric Metzler matrix are non-negative and zero is a trivial eigenvalue. The multiplicity of zero as an eigenvalue of a symmetric Metzler matrix is one (i.e., it is a simple eigenvalue) if and only if the corresponding undirected graph is connected. The trivial corresponding eigenvector is the vector of ones, 0 ! 1 . This result has been used in the proof of the consensus algorithm for single integrator kinematic agents presented in [17] . Its usefulness in the present framework is verified in the sequel.
B. Tools From Nonsmooth Analysis
We now review some elements from nonsmooth analysis that we use in the next sections. For a differential equation with a discontinuous right-hand side, we have the following definition. Lyapunov theorems have been extended to nonsmooth systems in [4] and [22] . The following chain rule provides a calculus for the time derivative of the energy function in the nonsmooth case. 
where "a.e." stands for "almost everywhere".
In this theorem, @V is Clarke's generalized gradient. The definition of the generalized gradient and of the regularity of a function can be found in [5] . In this note, the candidate Lyapunov function V we use is smooth and hence regular, while its generalized gradient is a singleton which is equal to its usual gradient everywhere in the state space:
We use the following nonsmooth version of LaSalle's invariance principle in the sequel: 
C. Proposed Control Design for Connectivity Maintenance
In the sequel, we denote with x = [x 1 ; . . . ; x N ] T , y = [y1; . . . ; yN ] T the stack vectors of the x, y coordinates of the agents respectively. We use the function sgn(x) = 1, if x 0 and sgn(x) = 01, otherwise. The function arctan 2(x; y) that is also used is the same as arc tangent of the two variables x and y with the distinction that the signs of both arguments are used to determine the quadrant of the result. We also use arctan 2(0; 0) = 0. Furthermore, the notation (a)i for a vector a denotes its i-th element.
In this section, we assume that each agent has limited sensing capabilities which are bounded within a cyclic area of specific radius d around the agent. This cyclic area is called the sensing zone, while the parameter d the sensing radius of each agent. The control design is defined in order to guarantee that if the communication graph is initially connected, then it remains connected until rendezvous is reached. In particular, we show that the control law forces the agents that are initially located within the sensing zone of an agent to remain within this area for all time. In this way, no edges are lost and the initially connected communication graph remains connected for all time. Hence, in this section, the set Ni is defined as the set that agent i can sense when it is located at its initial position, q i (0) N i = fj 2 N;j 6 = i : kq i (0) 0 q j (0)k < dg : where the N 2 N matrix P is easily shown to be given by Pii = j2N pij, Pij = 0pij for j 2 Ni, i 6 = j, and Pij = 0 for j 6 2 Ni.
In the sequel, we omit the dependence of the functions , i and ij on q for notational thrift. We also have (@i=@qi) = j2N (@ij=@qi), 
where xi = (@ i =@x i ) = (2Px) i = 2 j2N p ij (x i 0 x j ); yi = (@i=@yi) = (2Py)i = 2 j2N pij(yi 0 yj) and nh = arctan2( yi ; xi ).
Before proceeding with the convergence properties of the proposed scheme, a short discussion on the choice of this control law is in order. The quadratic term in (4) is minimized whenever the agents reach a rendezvous point. In particular, we show in the sequel that the agents converge to the set So = fxi = yi = 0; 8i 2 Ng, which is shown to correspond to a rendezvous point, provided that the initially formed communication graph is connected. For agents that have not reached the desired equilibrium xi = yi = 0, the angular velocity control law (5) forces them to leave the undesired set inside the sign function, as will be shown in the sequel. A similar control strategy was used in [23] for stabilization of a single unicycle agent. Furthermore, the proposed control law forces pairs of agents that are initially located within distance less than d from each other, i.e. form an edge in the communication graph, to remain within distance d from each other throughout the closed loop system evolution. In other words, the control law (4), (5) t > 0, the edges are guaranteed to remain invariant (i.e., agents i, j remain within distance d from one another) and hence the communication graph itself, remains invariant throughout the closed loop system evolution. This is explicitly shown in the next result. Lemma 3: Let the system of multiple unicycles driven by the control law (4), (5).
The set J (q) = fqjkq i 0 q j k < d; 8(i; j) 2 Eg is invariant for the trajectories of the closed-loop system.
Proof: For every initial condition q(0) 2 J(q), we have W (q(t)) W (q(0)) < 1 for all t 0. Since W ! 1 when kq i 0 q j k ! d for at least one pair (i; j) 2 E, we conclude that q(t) 2 J(q), for all t 0. } This control law guarantees that the initial set of edges, created under (3), remains invariant during the evolution of the closed loop system. Hence, no edges are lost and no new ones are created, even when an agent, not initially located in the sensing zone of another, enters in this area at some time t > 0. The sets Ni initially formed remain constant as the system evolves. We now state the main result of this note:
Theorem 4: Assume that the communication graph formed under the initial condition ruling (3) is connected. Then the discontinuous time-invariant feedback control strategy (4), (5) drives the agents to a common configuration in the state-space. the orientations of all agents tend to zero. The symmetric matrix P has zero row sums and non-positive off-diagonal elements. Using the same arguments and terminology as in [17] , the matrix P is a Metzler matrix. As mentioned in Section III-A, the eigenvalues of P are nonnegative and zero is the smallest eigenvalue. Following [17] , we deduce that since the initially formed communication graph is connected, zero is a simple eigenvalue of P with trivial corresponding eigenvector the vector of ones, 0 ! 1 . Hence, equations P x = P y = 0 guarantee that both x, y are eigenvectors of P belonging to spanf 0 ! 1 g. Hence, all qi tend to the same value, implying that all agents converge to a common configuration at steady state. }
Proof

D. Static and Switching Topology
In this section, we show that the weaker cases of static and switching interconnection topologies can be treated as corollaries of the framework presented previously. The difference lies in the definition of the sets N i as well as the choice of the inter-agent potentials ij .
1) Static Topology:
In the static topology case, we assume that each agent i communicates with a subset N i of the rest of the team throughout the closed loop system evolution. Hence, the set N i is static and independent of the agents' relative positions. The interagent potentials are now simply given by ij (q) = ij for (i; j) 2 E and ij (q) = 0, otherwise. We have i(q) = j2N ij(q) = j2N ij and the function is given by (q) = i i (q) = i j2N ij (q) = 
Hence, an edge is created in the communication graph each time an agent enters the sensing zone of another agent. We use the function 
E. Discussion
It should be noted that the cases of static and switching interconnection links of the previous section are weaker cases than the case of connectivity maintenance that was dealt with in Section III-C. Specifically, connectivity of the communication graph is an assumption in Corollaries 5 and 6, while it is a guaranteed invariant property of the closed loop system in Theorem 4, by virtue of Lemma 3. In essence, Theorem 4 is a stronger and more applicable result. Moreover, as witnessed previously, all three cases can be viewed as special cases of the control framework (4), (5) with a particular definition of the function ij and the communication set Ni. We should also note that the proposed control law (4), (5) is purely decentralized, since each agent i requires information only of the states of agents within N i at each time instant.
IV. SIMULATIONS
The results of the previous sections are demonstrated through the three simulation scenarios presented in Fig. 1 . In each screenshot, the initial position of each agent is denoted by the letter "I." The first screenshot I presents a scenario of six unicycles navigating under the static communication control scheme. The communication sets in this simulation have been chosen so that the resulting communication graph is connected. Agents are eventually driven to a rendezvous point, in agreement with Corollary 5. In the second scenario (screenshot II), the agents navigate under the switching communication strategy. The communication graph remains connected throughout the evolution of the closed loop system, and hence rendezvous is reached, as implied by Corollary 6. This theorem cannot guarantee that the graph remains connected-this is only an assumption in Corollary 6. The result of Theorem 4 guarantees that if the communication graph is initially connected, then the control laws (4), (5) preserve connectivity. This is demonstrated in the third scenario of screenshot III. Connectivity of the initially formed communication graph guarantees connectivity preserving and rendezvous convergence.
V. CONCLUSION
In this note, a decentralized feedback control strategy that drives a system of multiple nonholonomic unicycles to a rendezvous point in terms of both position and orientation was introduced. The proposed nonholonomic control law is discontinuous and time-invariant and using tools from nonsmooth Lyapunov theory and graph theory the stability of the overall system is examined. Similarly to the linear case, the convergence of the multiagent system relies on the connectivity of the communication graph that represents the interagent communication topology. The control law was first defined in order to guarantee connectivity maintenance for an initially connected communication graph. Moreover, the cases of static and dynamic communication topologies were treated as corollaries of the proposed framework. 
Block Decoupling by Precompensation Revisited
I. INTRODUCTION
Input-output decoupling problem has attracted the interest of the control community from the very beginning of the development of the linear systems theory. Actually, there is a huge body of theoretical results within the so-called geometric approach as well as in the transfer function matrix approach. In this sense, recommended accounts can be found in [4] , [13] .
Block decoupling amounts to finding a control law in such a way that on the compensated system subsets of inputs drive specified blocks of outputs without interacting with other output blocks. In order to avoid trivial controllers such as the zero one, driving requirements for the outputs must be imposed, such as pointwise or functional output controllability preservation between the system and the compensated system.
A dynamic precompensation scheme is considered here, which includes dynamic (static) state (measurement) feedback as particular cases.
An elegant solution to block decoupling has been proposed by Basile and Marro in [7] within the geometric approach that relies on the properties of some specific controllability subspaces of the system. Their solution is general in the sense that the requirement on the controller is the preservation of the output pointwise controllability. Later, Hautus and Heymann [1] gave a solution to the block decoupling problem by admissible precompensation that requires the preservation of the output functional controllability properties. Their solution is based on the notion of independent rational spaces generated by the row-blocks of the transfer function matrix.
The main aim of the present contribution is to bridge some gap between these two different approaches. We first derive some equivalent characterizations in the transfer function, in the geometric as well as in
