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En este trabajo se presenta un nuevo software para la resolución del conocido problema de la planificación de rutas de transporte en entornos de tiempo 
restringido, también denominado VRPTW. Este nuevo software de resolución se fundamenta en el algoritmo desarrollado a tal efecto y que ha sido 
denominado ALADIN (Algoritmo de Adición en Inserción). Este algoritmo integra procedimientos de construcción de las rutas de transporte en los que se 
implementan reglas de adición e inserción de nodos para configurar las diferentes rutas que han de ser servidas. El software desarrollado presenta numerosas 
ventajas derivadas de su flexibilidad tanto para la modificación de los datos de partida, como para la introducción de nuevos parámetros de usuario, lo que 
permiten su aplicación incluso en entornos dinámicos en los que las visitas surgen a medida que las rutas se van cubriendo por la flota de vehículos.  




En esta sección se presentan los datos de partida que configuran el problema conocido como Vehicle Routing Problem with 
Time Windows, y que hace referencia a la planificación de rutas de transporte con ventanas de tiempo. La descripción del 
problema consiste en que un número determinado de vehículos dispuestos en un almacén central y con unas capacidades y 
tiempo limitadas, deben de servir a un conjunto de clientes dispersos aleatoriamente en el espacio, ciertas cantidades de 
mercancía, y que han de suministrarse en momentos concretos del horizonte temporal de planificación. Esta planificación de 
rutas ha de realizarse recorriendo una distancia total mínima, siendo este el objetivo último del problema.  
Notación 
Para la resolución de este problema se ha desarrollado un algoritmo aproximativo de solución y se ha programado una 
aplicación informática de apoyo a la toma de decisiones por parte del usuario. La interfaz del programa se presenta en la 
figura 1. Esta interfaz contempla dos áreas básicas. En el lado izquierdo de la interfaz se presentan todos los datos 
requeridos por el programa para la aplicación de las reglas de decisión, y en el lado derecho se proporcionarán las 
soluciones al usuario. 
 
 




En la sección de los datos de partida se contemplan los siguientes: 
 
Nodo: La columna nodo identifica a todos y cada uno de los nodos existentes en el problema, siendo 0 el nombre del nodo 
que hace de depósito, y 1.... N los nombres de los siguientes nodos. En una planificación real, los nombres de los nodos 
serían propiamente nombres de clientes o de ciudades.  
Coordenada X: Es la coordenada relativa al eje horizontal, y que se podría identificar con las coordenadas geográficas del 
nodo en cuestión. En este caso se correspondería con la “longitud” Mide la distancia horizontal con respecto al eje de 
ordenadas. 
Coordenada Y: Analógicamente representa la coordenada relativa al eje vertical, y por ello se identificaría con la “latitud”. 
Mide la distancia vertical con respecto al eje de abscisas. 
Demanda: La demanda hace referencia a la cantidad de producto demandada por el cliente en cuestión. Se podría 
identificar con los kilogramos, litros, o cualquier otra unidad de medida que se ha de servir, o bien recoger, si aplicamos el 
criterio de recogidas. Si bien en este trabajo no se ha contemplado la coexistencia de recogidas y entregas simultáneas. 
Tiempo de apertura: El tiempo o momento de apertura hace referencia al momento temporal en el que el nodo en cuestión 
abre para la entrega de mercancías, y a partir del cual ha de entrar un vehículo para realizar el servicio. 
Tiempo de cierre: Es el momento temporal en el que el nodo en cuestión cierra sus puertas y a partir del cuál no podría ser 
servido por ningún vehículo.  
Horizonte total de planificación: El nodo central o depósito marca el horizonte temporal en el que abren y cierran todos 
los nodos.  
Tiempo de servicio: Por último, se establece la última variable que es el tiempo de servicio requerido por el vehículo para 
realizar la entrega en el nodo correspondiente. 
Número de nodos de los que consta el problema: Esta variable del problema hace referencia al número total de clientes 
que han de ser servidos desde el depósito central, y que puede oscilar según los problemas que se traten de resolver. En los 
problemas tipo aportados en la literatura generalmente se contemplan problemas de 100 nodos con diferentes distribuciones 
de los mismos. Sin embargo también se han desarrollado versiones más simplificadas con 50 y 25 nodos de estos mismos 
problemas tipo. Por ello en este trabajo se ha optado por establecer la posibilidad de introducir cantidades variables de 
clientes a ser servidos por la flota de camiones disponible, para poder afrontar cualquiera de los problemas tipo de la 
literatura, así como para garantizar una mayor adaptabilidad de los fundamentos del algoritmo a la situación real del 
problema. Estos nodos cuentan además con el nodo central o depósito desde el que parten y al que han de llegar todos y 
cada uno de los camiones. Este nodo se identifica con el nodo 0, por ello el número total de nodos de todo problema será el 
número de clientes +1. 
 
Igualmente se establecen como datos el número de vehículos disponible para realizar la planificación de las rutas, así como 
la capacidad máxima de cada uno de los vehículos.  
 
En el cuadrante inferior izquierda se contemplan los diferentes parámetros de las que consta el problema. Estos parámetros 
son definidos por el usuario para conseguir diferentes soluciones. 
 
Número inicial de rutas R: Este parámetro obedece a la necesidad de planificar desde el comienzo del horizonte un 
número determinado de rutas, a partir del cuál se irá incrementando en función de las necesidades del problema. Se 
corresponde con el número total de nodos semilla con los que el usuario decide iniciar la planificación.  
Parámetro β: Se trata del parámetro penalizador de desplazamientos elevados en las posibles inserciones simples de nodos 
cada vez que se considera un nodo crítico.  
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Parámetro γ: Consiste en el parámetro penalizador de desplazamientos en las posibles inserciones dobles de nodos entre el 
nodo cabeza de ruta y el nodo crítico anterior. Recordemos que se considera conjuntamente con el parámetro β. 
 
2. MÉTODO DE CÁLCULO 
 
A partir de la introducción de estos datos, el programa establece el conjunto de relgas y algoritmos necesarios para obtener 
una solución. Estas reglas se han integrado dentro de un algoritmo heurístico de solución denominado ALADIN, en el que 
se utilizan reglas básicas para la construcción de las rutas. Este algoritmo constituye el alma del programa y su objetivo es 
resolver el problema de forma aproximativa en un tiempo muy reducido, de manera que la solución se devolverá 
posteriormente a la Interfaz para su representación. Los detalles del algoritmo se recogen en las siguientes líneas. La 
notación del mismo es la siguiente: 
 
 
N  Número total de clientes  
i   Índice de los clientes: i = 1, 2, …, N 
xi  Abscisa de la posición del cliente i 
yi  Ordenada de la posición del cliente i 
tsi  Tiempo de servicio del cliente i.  
V  Número total de vehículos disponibles 
k  Índice de los vehículos. k=1,...,V  
q  Capacidad de los vehículos en consideración 
di  Demanda del cliente i 
tai  Momento de apertura del cliente i 
tci Momento de cierre del cliente i 
ta0  Momento de apertura del depósito central 
tc0  Momento de cierre del depósito central 
dij  Distancia entre i y j. El algoritmo calcula una matriz de distancias entre todos y cada uno de los nodos, incluyendo 
tanto los clientes como el depósito central. Las distancias entre cada par de nodos i y j se calcula a través de la 
fórmula de Pitágoras que proporciona la distancia euclidea entre dos puntos.  
tij  Tiempo de desplazamiento entre el cliente i y el cliente j, equivalente a la distancia 
teki Tiempo de espera antes de visitar el nodo i por el vehículo k. 
LRk Lista de nodos que pertenecen a la ruta k. Se trata de un vector de nodos ordenados que indican las sucesivas visitas 
que realiza el vehículo k.  
trk Momento en el que se encuentra el vehículo k. Esta variable será igual a la suma de los tiempos de desplazamiento 
entre los nodos que visita este vehículo k, más los tiempos de servicio de los nodos de la ruta k, más las esperas que 
se han de realizar antes de visitar cada uno de los nodos de la ruta k. Los tiempos de desplazamiento de los nodos 
será la suma de tpq cuando q>p 
ck Carga total del vehículo k. La carga total del vehículo k es la suma de las demandas de los nodos que ha visitado. 
CRk  La cabeza de la ruta k se corresponde con el nodo en el que está ubicado el vehículo k . 
Dk Distancia total recorrida por el vehículo k. Esta variable es igual a la suma de los desplazamientos entre los nodos 
que visita este vehículo. 




En los siguientes apartados se detallan las reglas de decisión que subyacen del algoritmo desarrollado en este trabajo para la 
resolución del VRPTW. En las figuras 2 y 3 se recoge el diagrama de flujo del algoritmo en el que se ha resumido de forma 
muy escueta su funcionamiento y reglas básicas. Estas reglas se analizan y desarrollan con mayor profundidad en las 
próximas líneas.  
 
 
Obtención de datos desde la interfaz
Creación L0=[1,…,N]
Depósito central=0
Parámetros R, ß, ?
Cálculo de la matriz de distancias






Obtención de la lista L1 de R nodos i críticos
con min hi=tci-t0i
Obtención de la lista L2 de nodos m
de L0  que cumplen:
tam    tom
tam+ tsm + tmi    tci
t0m+tsm+tmi    tci
t0m+tsm+tmi+nhi =tci
t0m+tmi ßt0i
t0m + tmi + ti0 + teki    tc0teki=[tai-(t0i)]+
dm+di   q Adición directa del









Selección del nodo i con
min hi=tci-t0i
¿Hay nodos en L2?
Obtención de la lista L3 de nodos m
y l de L2 que cumplen
tam    t0m
tal    tom+tsm+tml
t0m+tsm+ tml+tsl+tli    tci
t0m+tsm+ tml+tsl+tli+ nh'i = tci
t0m+ tml+tli ß ? t0i
t0m +tml+ tli + ti0 +teki    tc0
teki=[tai-(t0m+tsm+tml+tsl+tli)]
+
dm+dl+di    q
¿Hay nodos en L3?
Inserción doble de los nodos m y l
de L3 que max nh'I
LRk=[0, m, l, i]
CRk=[i]
ck= dm + dl  + di
trk= t0m + tsm + tml + tsl + tli+tsi+teki




Escojo el nodo m de
L2 que max nhi
Inserción simple del nodo m
entre el depósito y el nodo i
LRk=[0, m, i]
CRk=[i]
ck= dm + ditrk=t0m + tsm+tmi+tsi+teki






























D'k= Dk + tCRk o
E'k=Ek
Regeneración de la lista L1 con R nodos i
críticos con min tci




Obtención de la lista L2 de nodos m
de L0  que cumplen:
tam     trk + tCRk m
tam+ tsm + tmi      tci
trk +tCRk m+tsm+ tmi    tci
trk + tCRk m+tsm+tmi+nhi =tci
tCRk m+tmi ß tCRk I
trk +tCRk m+tsm+ tmi +tsi+ t i0 +teki     tc0teki=[tai-( trk +tCRk m+tsm+ tmi)]
+
ck+dm+di      q
¿Hay nodos en L2?
Obtención de la lista L3 de nodos m y l de
L2  que cumplen
tam    trk + tCRk m
tal    trk + tCRk m+tsm+tml
trk+ tCRk m+tsm+ tml+tsl+tli     tci
trk+ tCRk m +tsm+ tml+tsl+tli+ nh'i = tci
tCRk m + tml+ tli ß ? tCRk i
trk+ tCRk m +tsm+ tml+tsl+tli +tsi+ ti0+teki    tc0
teki=[tai-( trk+ tCRk m +tsm+ tml+tsl+tli)]+
ck+dm+dl+di      q
¿Hay nodos en L3?
Inserción doble de los nodos m y l de L3
que max nh'I
LR'k=[LRk, m, l, i]
CR'k=[i]c'k= ck + dm + dl  + ditr'k=trk+ tCRk m + tsm + tml + tsl + tli+tsi+tekiD'k=Dk+ tCRk m + tml+ tliE'k=Ek + tekiteki=[tai-(trk +tCRk m + tsm + tml + tsl + tli)]+
Escojo el nodo m de L2
que max nhi
Inserción simple del nodo m entre la
cabeza de ruta y el nodo i
LR'k=[LRk, m, i]








tr'k=trk +tCRk i+ tsi + teki
D'k= Dk + tCRk i
E'k=Ek +teki
teki=[tai-(trk + tCRk i)]+
Selecciono nodo i con min tci y ruta k para la
que min tCRk i
¿Es hi <0 ?
¿Es hi < min ts ?
No Validación de las
restricciones:
trk+tCRki    tcitrk+tCRk i +tsi+ tCRk 0+teki    tc0teki=[tai-(trk+tCR i)]+
ck+di   q
No
¿Está vacía L1?








D'k= Dk + tCRk oE'k=Ek
teki=[tai-(t0i)]+
Si















Figura 3. Segunda y posteriores fases del Algoritmo ALADIN 
  
 3. DESCRIPCIÓN DEL ALGORITMO 
En este apartado se analiza con mayor detalle la secuencia de resolución del algoritmo integrada en el software de solución. 
Cada paso se describe a continuación en los siguientes apartados. 
Generación de la lista L1 de nodos semilla 
El primer paso es la generación de la lista inicial de candidatos a ser servidos por los vehículos que recorrerán las R 
primeras rutas diseñadas, esta primera lista la llamamos L1, y contendrá exactamente R nodos semilla. L1 será la lista de 
nodos candidatos a ser servidos inicialmente por el problema. Tal y como se comentaba al principio, los primeros nodos que 
han de ser servidos derivan de la consideración de sus ventanas de tiempo. Por ello el algoritmo se ha de centrar en el 
análisis de las ventanas de tiempo de estos nodos, y en especial en el momento de cierre de los mismos. Este dato es crítico 
porque marca el plazo límite para visitar estos nodos, por lo que nunca se puede violar esta restricción. 
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 Asignación y adición directa a una ruta sin espera 
Para aquellos nodos i donde la holgura es menor que min tsi (mínimo tiempo de servicio entre todos los nodos del problema) 
entonces se generan las correspondientes rutas entre el depósito y estos nodos. Para ello se procederá a computar una espera 
en caso de que la entrada no sea directa en el nodo, caso contrario se entrará directamente a realizar el servicio. Así las rutas 









En este caso la espera sería teki=[tai-(t0i)]+ Seguidamente se elimina el nodo i de la lista L1. Para el resto de los nodos de L1 
se estudia uno a uno comenzando por aquellos con menor holgura, para analizar las posibles inserciones de nodos 
intermedios entre el depósito central y cada uno de los nodos semilla en consideración. 
 Generación de la lista L2 de nodos para la inserción simple 
Se selecciona el candidato i con menor holgura de entre aquellos que no se han asignado directamente. Después de 
comprobar su holgura verificamos si ésta es mayor que min tsi y si la holgura supera en 1 ó 2 veces este mínimo tiempo de 
servicio. Si su holgura supera el valor de un solo tiempo de servicio, entonces se genera la lista L2 de posibles nodos 
intermedios (nodos m) para realizar inserciones simples. Los nodos  en camino son aquellos cuyo servicio permiten llegar a 
tiempo al nodo en consideración, y además no suponen un gran desplazamiento (parámetro β), e igualmente no violen las 
restricciones de carga total del vehículo, así como del tiempo de llegada estimado de regresar al depósito central. Las 
restricciones aplicables son las siguientes: 
 
Restricción de apertura del nodo m. El nodo ha de estar abierto en el momento en que llega el vehículo en cuestión. Por 
ello se establece la siguiente restricción: tam ≤ t0m. En esta restricción se indica que el momento de apertura de m ha de ser 
anterior a la llegada del vehículo desde 0 hasta m. 
 
Restricción de llegada a tiempo al nodo i en cuestión. tam+ tsm + tmi ≤ tci  Dicho de otra forma, los nodos m en 
consideración como candidatos a ser escalas intermedias son aquellos que permiten llegar al nodo i en cuestión antes de que 
éste cierre. Para ello se contempla un incremento en el tiempo de viaje equivalente al tiempo de desplazarse hasta ese nodo 
m y realizar su servicio, a partir de su apertura, y el desplazamiento de m a i.  
 
Restricción de tiempos de desplazamiento totales. Además es necesario comprobar que la visita de los nodos m en 
cuestión me permite llegar a tiempo al nodo i que estoy considerando por eso se establece una restricción temporal 
consistente en el cómputo de todos los desplazamientos y tiempos de servicio hasta el nodo i. t0m+tsm+tmi≤ tci  Suponiendo 
que la visita del nodo m en consideración permita llegar antes del momento de cierre, esto provocará un tiempo que se 
computa como nueva holgura del nodo i, de manera que la inecuación anterior resultaría en la siguiente ecuación. 




Restricción de desplazamiento geográfico máximo autorizado. Es necesario establecer una restricción que evite grandes 
desplazamientos, y que depende del parámetro β seleccionado. En este sentido solamente se permitirán aquellos 
desplazamientos para realizar las visitas de los nodos intermedios m que supongan un máximo de β veces el desplazamiento 
original entre el depósito y el nodo i. Esto es t0m+tmi≤ β ·t0i 
 Asignación y adición directa a una ruta k con espera 
Si la lista L2 está vacía, entonces la opción es esperar y visitar después de la espera el nodo i en consideración. Para ello se 
amplía una ruta k comenzando en 0 y visitando el nodo i en cuestión, aunque esperando un tiempo equivalente a teki, y que 
implica una espera total de la ruta Ek. Se amplía una de las rutas inicializadas al comienzo de la planificación, actualizando 
todos los valores de la siguiente manera: 
 
LRk=[0, i]  
CRk=[i] 
ck=di  




En este caso la espera sería teki=[tai-(t0i)]+ A continuación se elimina el nodo i de la lista L1 
 
Si  la lista L2 no está vacía entonces el algoritmo procede a la generación de la lista de posibles inserciones dobles de 
nodos intermedios, L3. 
 Generación de la lista de inserciones dobles L3 
Se comprueba si existe posibilidad de realizar una segunda parada antes de realizar el servicio al nodo i en estudio. Para ello 
se genera una segunda lista de dobles paradas denominada L3. La lista L3 está formada por pares de nodos de L2 que 
permiten la realización de dos paradas antes del servicio del nodo i en consideración. Para ello se seleccionan de L2 el 
conjunto n2 de pares de nodos m y l tales que: 
 
Restricción de apertura de los nodos m y l. Cumplen la restricción temporal expuesta para L2, o lo que es lo mismo, se 
trata de nodos que están abiertos para realizar la escala intermedia. Estas restricciones son las siguientes:  tam ≤ t0m,  y tal ≤ 
tom+tsm+tml 
 
Restricción de llegada a tiempo al nodo i en cuestión .Cumplen la restricción de llegada a tiempo al nodo i, en caso de 
visita de ambas escalas intermedias de los nodos m y l. t0m+tsm+ tml+tsl+tli ≤ tci  Incluyendo la variable de holgura para 
deshacer la inecuación, la expresión anterior resultaría en t0m+tsm+ tml+tsl+tli+ nh'i = tci  donde nh'i ha de ser mayor o igual 
que 0. 
 
Restricción de desplazamiento geográfico máximo autorizado. Es necesario comprobar que no implican un gran 
desplazamiento, por lo que  el desplazamiento total ha de ser menor o igual que γ veces el valor de β veces la distancia 
original. Matemáticamente: t0m+ tml+tli ≤ γ β t0i 
 




Si L3 está vacía, entonces escogemos el nodo m de L2 que maximiza nhi, y se añaden a una de las rutas creadas al principio 
de la siguiente manera: 
 
LRk=[0, m, i]  
CRk=[i] 
ck= dm + di  
trk=t0m + tsm+tmi+tsi+teki 
Dk= t0m + tmi 
Ek=teki 
 
En este caso teki=[tai-( t0m + tsm + tmi)]+  A continuación se elimina el nodo i de la lista L1 y se elimina el nodo m de la lista 
L0 
 
Si L3 no está vacía entonces se seleccionan los nodos m y l que maximizan el valor de la nh'i de manera que se procede a 
añadir estos dos nodos a una de las rutas originalmente creadas al principio de la planificación de la siguiente manera: 
 
LRk=[0, m, l, i]  
CRk=[i] 
ck= dm + dl  + di  
trk= t0m + tsm + tml + tsl + tli+tsi+teki 
Dk= t0m + tml+ tli 
Ek=teki 
 
En este caso el teki=[tai- (t0m + tsm + tml + tsl + tli)]+ A continuación se elimina el nodo i de la lista L1 y se eliminan los 
nodos m y l de la lista L0. El hecho de escoger aquel o aquellos nodos que minimicen el desplazamiento total, o lo que es lo 
mismo, que maximizan la nueva holgura resultante para el nodo i en estudio, implica lo mismo que escoger aquel o aquellos 
nodos que estando entre los dos nodos en consideración, minimizan la desviación sobre la pendiente original, en este sentido 
se minimiza la desviación generada por los nodos insertados y que serán escalas antes de llegar al nodo destino. 
 
De esta manera se procede a la construcción de las R primeras rutas de la  solución, con los primeros R nodos semilla 
seleccionados, hasta que se vacía la lista L1. 
Regeneración de la lista de los R siguientes nodos críticos L1(Segunda y posteriores fases) 
Hasta el momento se han construido un total de R rutas iniciales y se han actualizado todos los valores para cada una de las 
mismas y que servirán para esta segunda etapa de planificación. Esta segunda fase se desarrolla de la siguiente manera. La 
idea consiste en ir seleccionando en cada una de las iteraciones del problema un total de R nodos para su asignación a las R 
rutas ya existentes. En este sentido se trata de un algoritmo de construcción paralela dado que las rutas se construyen 
simultáneamente en contra de los procedimientos de construcción de rutas secuenciales.  
 
Una vez seleccionados los R siguientes nodos a ser asignados se buscan aquellas rutas en las que su inserción es factible en 
términos de temporalidad, y en segundo lugar se tiene en cuenta los criterios de cercanía de cada uno de los nuevos nodos a 
las cabezas de ruta existentes. Una vez asignados los nodos en consideración se vuelven a contemplar las posibilidades de 




A partir de esta segunda etapa se procede a tener en cuenta los tiempos de cierre, y no las holguras como se realizó en la 
primera fase de la planificación. En este sentido nos encontramos con los nodos que requieren una atención más inmediata 
en la planificación de las rutas, y que por ello han de ser asignados inmediatamente a las rutas existentes. Estos nodos pasan 
a conformar la lista L1, que en este caso se ordena de forma creciente atendiendo a los momentos de cierre de cada uno de 
los R nodos seleccionados. 
 Generación de la solución final 
Una vez que se han terminado todos los nodos de las listas, entonces se procede a la inclusión del nodo 0 para todas las rutas 
generadas, de manera que se hace regresar a todos los vehículos al nodo original. Igualmente se actualizan todos los valores 
de las rutas procediendo a los siguientes cálculos para toda ruta k: 
 
LR'k=[LRk, 0]  
CR'k=[0] 
c'k= ck  
tr'k=trk +tCRk 0 
D'k= Dk + tCRk0 
E'k=Ek  
 
Tras la aplicación del algoritmo de solución, ésta se transfiere a la interfaz para su representación. 
 
Figura 4. Representación en la interfaz de los datos integrantes de la solución 
 
Finalmente el algoritmo genera una tabla con los datos resumen de cada una de las rutas. Esta tabla contiene la solución del 





Figura 5. Informe de la solución final a través del algoritmo desarrollado 
 
4. RESULTADOS Y CONLCUSIONES 
En este apartado se detallan los resultados más destacables de la aplicación de este tipo de software a la resolución del 
problema del VRPTW.  
 
En primer lugar se ha testado la bondad de cálculo del algoritmo de solución en comparación con otros algoritmos similares. 
Para que las comparativas sean homogéneas es costumbre aplicar los diferentes métodos a un conjunto de problemas 
estándar que sirven como batería de prueba a los diferentes autores. El conjunto de problemas más utilizados son los de 
Solomon (1987), compuesta por un total de 56 problemas tipo d 100 nodos cada uno. En este caso para algunos de estos 
problemas se superaban los resultados obtenidos por algunos métodos similares recogidos en la literatura, aunque en otros 
casos, el algoritmo matemático desarrollado no lograba superar estos resultados. La tabla 1 recoge a modo de resumen los 
valores medios obtenidos para los diferentes grupos de problemas.  
 
Para ello se aplicó este modelo a los 56 problemas tipo de Solomon (1987) para contrastar la bondad de los procedimientos 
aquí expuestos. Las soluciones obtenidas se presentan a continuación a modo de comparativa con las obtenidas a través de 
otros métodos de construcción. 
 
Tabla 1 Comparación de los métodos de construcción de rutas 
 
En la tabla anterior se presentan los resultados medios para los diferentes grupos de problemas de Solomon (1987). Destaca 
el mejor comportamiento de estas técnicas en los problemas de tipo R2 y RC2, que como es sabido se corresponden con 
 Método R1 R2 RC1 RC2 C1 C2 
  Dist NV Dist NV Dist NV Dist NV Dist NV Dist NV 
Clarke y Wright Method 1499 16,60 - - - - - - 976 11,70 - - 
Savings, waiting time limit 1517 15,10 - - -  - - - 987 10,70 - - 
Solomon I1 1437 13,60 1402 3,30 1597 13,50 1682 3,90 952 10,00 692 3,13 
Solomon I2 1639 14,50 1471 3,30 1874 14,20 1798 4,10 1050 10,10 921 3,40 
Solomon I3 1652 14,10 1475 3,40 1850 14,00 1816 4,00 1103 10,00 1073 3,50 
Nearest Neighbour  1600 14,50 1472 3,40 1800 14,20 1755 3,90 1171 10,20 963 3,50 
Gillet y Miller   1500 14,60 1449 3,20 1804 14,90 1736 4,00 941 10,00 712 3,00 
Potvin y Rousseau (1993) 1509 13,30 1387 3,10 1724 13,40 1651 3,60 1343 10,67 797 3,38 
Ioannu et al. (2001) 1370 12,67 1310 3,09 1512 12,50 1483 3,50 865 10,00 662 3,13 
Guillén et al. (2004) 1955 26,00 1239 8,00 2247 21,00 1573 11,00 1955 25,00 1485 14,00 
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aquellos casos en los que el horizonte temporal es más amplio, y por ello los vehículos han de realizar un mayor número de 
visitas. Por el contrario, se obtienen peores resultados para los problemas en los que el horizonte temporal es más reducido, 
y que se corresponden con casos en los que las rutas son más cortas. 
 
Otro de las conclusiones más destacables de este Software es su flexibilidad. En contra de otras aplicaciones informáticas 
similares para la resolución del VRPTW, en este caso se permite la modificación de los parámetros del algoritmo para 
adaptar las reglas de cálculo a cada situación. De esta manera se consigue un mejor resultado a través de la modificación de 
determinados parámetros.  
 
Igualmente es posible alterar la matriz de distancias. Habitualmente se trabaja con distancias euclídeas entre cada par de 
puntos, utilizando para su cálculo las posiciones de cada nodo en términos de longitud y latitud. De esta manera el algoritmo 
obtiene una matriz de distancias que almacena en su memoria para proceder al cálculo de distancias mínimas, tiempos de 
desplazamiento, etc. Sin embargo en este caso el algoritmo presenta la posibilidad de alterar esa matriz de distancias de 
forma artificial de manera que sería posible trabajar con distancias reales entre cada par de puntos, lo que permitiría una 
fácil adaptación a situaciones reales. De esta manera sería incluso posible que la matriz de distancias no fuera 
necesariamente simétrica, de manera que las distancias de ida y vuelta entre dos puntos, podrían ser diferentes, algo que en 
la realidad ocurre con frecuencia sobre todo en entornos urbanos. 
 
Por último también merece la pena resaltar la facilidad de integración de este algoritmo en procedimientos de cálculo 
metaheurísticos, especialmente la búsqueda tabú o el recocido simulado. Como es sabido los procedimientos de cálculo 
metaheurísticos obtienen mejores resultados a costa de mayores tiempos de cálculo. Estos procedimientos se fundamentan 
en búsquedas intensivas guiadas, o aleatorias a través de la prueba y error. En este caso y debido a la gran velocidad de 
cálculo de este algoritmo ALADIN, obtiene un especial interés para su integración en este tipo de procedimientos más 
avanzados. 
 
Por último también es conveniente resaltar su adaptabilidad a entornos dinámicos. Generalmente los métodos de 
construcción de rutas de transporte tienen un enfoque global por cuanto contemplan desde el primer momento la ubicación 
de todos los nodos, así como los posibles servicios de los mismos, según estén o no abiertos en cada momento. Esto puede 
llevar a decisiones en las que se rechacen buenas uniones de nodos que por ejemplo están cercanos, por otras en las que se 
obtiene una mejor distancia total, aún no teniendo esas buenas uniones de nodos. Es decir que se trata de buscar una buena 
aproximación al óptimo global. En este planteamiento, un pequeño cambio o eventualidad en la planificación puede 
provocar graves consecuencias en las distancias finalmente recorridas, debido a los escasos márgenes de maniobra que 
presentan las rutas finales obtenidas de esta manera. 
 
Sin embargo el método desarrollado en este trabajo realiza una optimización por etapas, ya que el horizonte de planificación 
se divide de forma que en cada uno de los intervalos se tiende a saturar las rutas, con las mejores opciones de entre todos los 
nodos posibles en ese intervalo, pero que en ningún caso son todos los nodos del problema. En este sentido, simplemente no 
se contemplan estos nodos, hasta que no están abiertos. Por ello cualquier eventualidad próxima que pueda acontecer, no va 
a afectar a la planificación ya realizada, simplemente porque en esa planificación esa eventualidad no se habría 
contemplado, como así hubiera ocurrido en los métodos de construcción clásicos. 
 
Por esto el método desarrollado en este trabajo se presenta como especialmente interesante para la planificación dinámica de 
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