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On Irregularities of Fourier Transforms
of Regular Holonomic D-Modules ∗
Yohei ITO †and Kiyoshi TAKEUCHI ‡
Abstract
We study Fourier transforms of regular holonomic D-modules. By using the
theory of Fourier-Sato transforms of enhanced ind-sheaves developed by Kashiwara-
Schapira and D’Agnolo-Kashiwara, a formula for their enhanced solution complexes
will be obtained. Moreover we show that some parts of their characteristic cycles
and irregularities are expressed by the geometries of the original D-modules.
1 Introduction
The theory of Fourier transforms of D-modules is a beautiful subject in algebraic analysis.
They interchange algebraic D-modules on complex vector spaces CN with those on their
duals. Especially, the case N = 1 has been studied precisely by many mathematicians
such as Bloch-Esnault [BE04], Mochizuki [Moc10], Sabbah [Sab08] etc. On the other
hand, after a groundbreaking development in the theory of irregular meromorphic con-
nections by Kedlaya [Ked10, Ked11] and Mochizuki [Moc09, Moc10], in [DK16] D’Agnolo
and Kashiwara established the Riemann-Hilbert correspondence for irregular holonomic
D-modules. For this purpose, they introduced enhanced ind-sheaves extending the clas-
sical notion of ind-sheaves introduced by Kashiwara-Schapira [KS01]. Subsequently, in
[KS16a] Kashiwara and Schapira adapted this new notion to the Fourier-Sato transforms
of Tamarkin [Tam08] and developed a new theory of Fourier-Sato transforms for enhanced
ind-sheaves which correspond to those for algebraic holonomic D-modules. Recently, in
[DK17] by making use of these results effectively, D’Agnolo and Kashiwara succeeded
in studying Fourier transforms of holonomic D-modules on C very precisely. Note that
in this particular case N = 1 Fourier transforms of regular holonomic D-modules were
studied successfully in the previous paper D’Agnolo-Hien-Morando-Sabbah [DHMS17] by
a different method. In conclusion, thanks to the new theory of enhanced ind-sheaves of
[DK16], we now understand the Fourier transforms of D-modules on C more clearly than
before. However, we know only little in the higher-dimensional case N ≥ 2. The following
beautiful theorem is due to Brylinski [Bry86]. Set X = CN and recall that a constructible
sheaf F ∈ DbC−c(CX) on it is called monodromic if its cohomology sheaves are locally
constant on each C∗-orbit in CN . Let Y ' CN be the dual of X = CN .
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Theorem 1.1 ((Brylinski [Bry86])). Let M be an algebraic regular holonomic D-module
on X = CN . Assume that its solution complex SolX(M) is monodromic. Then its Fourier
transform M∧ is regular and SolY (M∧) is monodromic.
To the best of our knowledge, except for this theorem not much is known for Fourier
transforms of D-modules on CN for N ≥ 2. Recall also that some topological results re-
lated to them were obtained in Kashiwara-Schapira [KS97]. Thus the higher-dimensional
case N ≥ 2 still remains very mysterious.
In this paper, we clarify this situation in the light of the more sophisticated theories
of Kashiwara-Schapira [KS01] and D’Agnolo-Kashiwara [DK16]. Especially we study
the Fourier transforms of regular holonomic D-modules on X = CN for N ≥ 2. For
this purpose, we make use of the theory of Fourier-Sato transforms of enhanced ind-
sheaves developed by Kashiwara-Schapira [KS16a] and D’Agnolo-Kashiwara [DK17]. In
particular, we obtain the following result. For an algebraic regular holonomic D-module
M on X = CNz denote by char(M) ⊂ T ∗X ' X × Y its characteristic variety. Let
p : X × Y → X and q : X × Y → Y be the projections. Then we define a (Zariski) open
subset Ω ⊂ Y = CNw by:
w ∈ Ω ⇐⇒

there exists an open neighborhood U of w in Y
such that the restriction q−1(U) ∩ char(M)→ U
of q : X × Y → Y is an unramified covering.
Since char(M) is C∗-conic, Ω ⊂ Y = CNw is also C∗-conic. Denote by k ≥ 0 the de-
gree of the covering q−1(Ω) ∩ char(M) → Ω. For a point w ∈ Ω ⊂ Y = CN , let
{µ1(w), . . . , µk(w)} = q−1(w) ∩ char(M) ⊂ T ∗X be its fiber by q−1(Ω) ∩ char(M) → Ω.
For 1 ≤ i ≤ k set
αi(w) := p(µi(w)) ∈ X = CN .
and denote by mi > 0 the multiplicity of M at µi(w) ∈ char(M). Let iY : Y = CN ↪−→
Y = PN be the projective compactification of Y . We extend the Fourier transform
M∧ ∈ Modhol(DY ) to a holonomic D-module M˜∧ := iY ∗(M∧) ' DiY ∗(M∧) on Y . Let
Y
an
be the underlying complex manifold of Y and define the analytification M˜∧an ∈
Modhol(DY an) of M˜∧ by M˜∧
an
= OY an ⊗OY M˜∧. Then we have the following formula for
the enhanced solution complex
SolE
Y
(M˜∧) := SolE
Y
an(M˜∧an) ∈ Eb(ICY an)
of M˜∧an.
Theorem 1.2. Let U ⊂ Ω ⊂ Y = CN be a connected and simply connected open subset
of Ω. Then we have an isomorphism
pi−1CU ⊗
(
SolE
Y
(M˜∧)
)
'
k⊕
i=1
pi−1CU ⊗
(
“ lim−→ ”
a→+∞
C⊕mi{t≥Re〈αi(w),w〉+a}
)
in Eb(ICY an), where 〈·, ·〉 : X × Y → C is the canonical paring. In particular, the
restriction M∧|Ω of the Fourier transform M∧ to Ω is an algebraic integrable connection
of rank
∑k
i=1mi.
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Namely the regularity ofM implies the C∗-conicness of the smooth locus Ω of the Fourier
transform M∧ (in fact, we can also show that SolY (M∧) is monodromic as we see in
[IT18]). Note that a different expression for the rank of M∧ at generic points of Y =
CN was given also by Brylinski in [Bry86, Corollaire 8.6]. Our proof of Theorem 1.2
is based on the arguments in that of Esterov-Takeuchi [ET15, Theorem 5.5] (for their
applications see [AET15]) and relies on some careful observation of the geometric situation
at infinity of the perverse sheaf F := SolX(M)[N ] ∈ DbC−c(CXan) (see the proof of
Theorem 4.4 and Lemma 3.21). Recall that in [Ado] Adolphson introduced confluent
(i.e. irregular) A-hypergeometric systems on CN by extending the classical notion of
non-confluent (i.e. regular) ones of Gelfand-Kapranov-Zelevinsky [GKZ89], [GKZ90]. He
showed also that they have (non-empty) C∗-conic smooth loci in CN . Recently, in Saito
[Sai11], Schultz-Walther [SW09], [SW12] and Esterov-Takeuchi [ET15], the authors found
that Adolphson’s confluent A-hypergeometric systems are Fourier transforms of some
special regular holonomic D-modules. This motivated us to formulate Theorem 1.2 for
Fourier transforms of general regular holonomic D-modules. In the proof of Theorem
1.2, we first rewrite the Fourier-Sato transforms of enhanced ind-sheaves as in D’Agnolo-
Kashiwara [DK17] to obtain the geometric situation similar to the one in the proof of
Esterov-Takeuchi [ET15, Theorem 5.5]. Then we apply the Morse theoretical argument
in it to the solution complex of M. By Theorem 1.2, at generic points v ∈ Y \ Ω where
D := Y \ Ω is a smooth hypersurface we obtain also the irregularity and the exponential
factors ofM∧ along it. More precisely, let Dreg ⊂ D be the smooth part of D and v ∈ Dreg
such a generic point. Take a subvariety M ⊂ Y of Y = CN which intersects Dreg at v
transversally. We call it a normal slice of D at v. By definition M is smooth and of
dimension 1 on a neighborhood of v. Let iM : M ↪−→ Y = CN be the inclusion map and
set K = Di∗MM∧ ∈ Modhol(DM). Then we can describe the irregularity irr(K(∗{v})) of
the meromorphic connection K(∗{v}) on M along {v} ⊂ M as follows. Shrinking the
normal slice M if necessary we may assume that M = {u ∈ C | |u| < ε} for some ε > 0,
{v} = {u = 0} and M \ {v} ⊂ Ω. Let i0 : M \ {v} ↪→ Ω be the inclusion map and define
(possibly multi-valued) holomorphic functions ϕi : M \ {v} → C (1 ≤ i ≤ k) by
ϕi(u) = 〈αi(i0(u)), i0(u)〉.
Then it is easy to see that ϕi(u) are Laurent Puiseux series of u (see Kirwan [Kir92,
Section 7.2] etc.). For each Laurent Puiseux series
ϕi(u) =
∑
a∈Q
ci,au
a (ci,a ∈ C)
set ri = min{a ∈ Q | ci,a 6= 0} and define its pole order ord{v}(ϕi) ≥ 0 by
ord{v}(ϕi) =

−ri (ri < 0)
0 (otherwise).
In [Sab93, p35] Sabbah introduced the classical Hukuhara-Levelt-Turrittin theorem as
“ This result is analogous to Puiseux theorem for plane algebraic (or algebroid) curves ”.
It is indeed the case for Fourier transforms of regular holonomic D-modules as we see in
the following theorem.
3
Theorem 1.3. The exponential factors appearing in the Hukuhara-Levelt-Turrittin de-
composition of the meromorphic connection K(∗{v}) at v ∈ M are the pole parts of
−ϕi (1 ≤ i ≤ k). Moreover for any 1 ≤ i ≤ k the multiplicity of the pole part of −ϕi is
equal to mi. In particular we have
irr(K(∗{v})) =
k∑
i=1
mi · ord{v}(ϕi).
This result would be useful for the study of the irregularities of confluent A-
hypergeometric functions. Recall that the irregularity irr(K(∗{v})) of K(∗{v}) is a non-
negative integer and equal to −χv
(
SolM(K(∗{v}))
)
, where
χv
(
SolM(K(∗{v}))
)
:=
∑
j∈Z
(−1)jdimHjSolM(K(∗{v}))v
is the local Euler-Poincare´ index of SolM(K(∗{v})) at the point v ∈M (see Sabbah [Sab93]
etc.). Moreover by Theorem 1.2, for linear subspaces L ' C of the dual Y = CN such that
L∩Ω = L\{0} we obtain a formula for the exponential factors at infinity of the restrictions
M∧|L ofM∧ to them. See Theorem 4.6 for the details. This result extends (some part of)
our previous one [ET15, Theorem 5.5] for confluent A-hypergeometric systems to Fourier
transforms of general regular holonomic D-modulesM. In the course of the proof of these
results, we use the following technical result which may be of independent interest.
Proposition 1.4. Let X be a complex manifold, D ⊂ X a normal crossing divisor in it
and Mi (i = 1, 2) (analytic) holonomic DX-modules. Denote by $X : X˜ → X the real
blow-up of X along D. Let V ⊂ X\D be an open sector in X along D and assume that
we have an isomorphism
pi−1CV ⊗ SolEX(M1) ' pi−1CV ⊗ SolEX(M2).
Let W ⊂ X˜ be an open subset of X˜ such that W ∩$−1X (D) 6= ∅,W ⊂ Int
(
$−1X V
)
. Then
we have an isomorphism
MA1 |W 'MA2 |W
of DA
X˜
-modules on W (for the definition of DA
X˜
etc., see Section 3).
This result follows from a more essential one in Theorem 3.12. Namely we can
reconstruct the DA
X˜
-module structure of MA on W ⊂ X˜ by the enhanced ind-sheaf
pi−1CV ⊗SolEX(M). We regard it as a directional (or sectorial) refinement of the irregular
Riemann-Hilbert correspondence of [DK16]. In fact Proposition 1.4 is a consequence of
the extended Riemann-Hilbert correspondence of Kashiwara-Schapira [KS16b, Theorem
4.5]. For the converse of Proposition 1.4 see Theorem 3.8. If a meromorphic connection
M along D admits a good lattice in the sense of Mochizuki [Moc11] we can also know its
exponential factors from pi−1CV ⊗ SolEX(M). See Theorem 3.20 for the details.
LetM be an algebraic regular holonomic D-module on X = CN . Then by our formula
for the enhanced solution complex SolE
Y
(M˜∧) we can calculate also some part of the
characteristic cycle of the Fourier transformM∧. To explain a special case of this result,
first we define a “conification” of the perverse sheaf F = SolX(M)[N ] ∈ DbC−c(CXan) as
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follows. Let j = iX : X = CN ↪−→ X = PN be the projective compactification of X = CN
and h the (local) defining equation of the hyperplane at infinity H∞ := X\X ' PN−1 in
X such that H∞ = h−1(0). Moreover let γ : X\{0} = CN\{0}  H∞ = PN−1 be the
canonical projection. Then
G := γ−1ψh(j!F) ∈ DbC−c(CX\{0})
is a perverse sheaf on X\{0}. More precisely, the nearby cycle sheaf ψh(j!F) is defined
globally on H∞ by the corresponding D-module on it. We call it the conification of F . In
particular, G is monodromic. We extend it to a monodromic perverse sheaf on the whole
X = CN and denote it also by G. Let N ∈ Modrh(DX) be the regular holonomic DX-
module such that SolX(N )[N ] ' G. Now we recall the well-known relationship between
the characteristic cycle CC(N ) of N and that of its Fourier transform N ∧. Take C∗-conic
subvarieties Vi ⊂ X of X and positive integer ni > 0 (1 ≤ i ≤ r) such that
CC(N ) =
r∑
i=1
ni · [T ∗ViX].
Then by the natural identification T ∗X ' X × Y ' T ∗Y for any 1 ≤ i ≤ r there exists a
C∗-conic subvariety Wi ⊂ Y of Y = CN such that T ∗ViX = T ∗WiY (see Gelfand-Kapranov-
Zelevinsky [GKZ94, §1.3]). In this situation it is well-known that
CC(N ∧) =
r∑
i=1
ni · [T ∗WiY ].
For the Fourier transform M∧ of the original M we obtain the following result.
Theorem 1.5. Assume that dWi = N − 1 and F = SolX(M)[N ] ∈ DbC−c(CXan) is
moderate at infinity over a neighborhood of a generic point v ∈ (Wi)reg in Y \ {0} (see
Definition 4.15). Then the multiplicity multT ∗WiY
M∧ ≥ 0 of the Fourier transform M∧
along T ∗WiY is given by
multT ∗WiY
M∧ = multT ∗ViXN + irr(K(∗{v}))
( ≥ multT ∗ViXN = ni > 0).
In particular, the conormal bundle T ∗WiY is contained the characteristic variety char(M∧)
of M∧ and we have Wi ⊂ D = Y \Ω.
For a more general formula, see Theorem 4.12.
2 Preliminary Notions and Results
In this section, we briefly recall some basic notions and results which will be used in this
paper. We assume here that the reader is familiar with the theory of sheaves and functors
in the framework of derived categories. For them we follow the terminologies in [KS90]
etc. For a topological space M denote by Db(CM) the derived category consisting of
bounded complexes of sheaves of C-vector spaces on it.
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2.1 Ind-sheaves
We recall some basic notions and results on ind-sheaves. References are made to
Kashiwara-Schapira [KS01] and [KS06]. Let M be a good topological space (which is
locally compact, Hausdorff, countable at infinity and has finite soft dimension). We de-
note by Mod(CM) the abelian category of sheaves of C-vector spaces on it and by ICM
that of ind-sheaves. Then there exists a natural exact embedding ιM : Mod(CM)→ ICM
of categories. We sometimes omit it. It has an exact left adjoint αM , that has in turn an
exact fully faithful left adjoint functor βM :
Mod(CM)
ιM //
βM
// ICMαMoo .
The category ICM does not have enough injectives. Nevertheless, we can construct
the derived category Db(ICM) for ind-sheaves and the Grothendieck six operations among
them. We denote by ⊗ and RIhom the operations of tensor products and internal homs
respectively. If f : M → N be a continuous map, we denote by f−1,Rf∗, f ! and Rf!!
the operations of inverse images, direct images, proper inverse images and proper direct
images respectively. We set also RHom := αM ◦ RIhom. We thus obtain the functors
ιM : D
b(CM)→ Db(ICM),
αM : D
b(ICM)→ Db(CM),
βM : D
b(CM)→ Db(ICM),
⊗ : Db(ICM)×Db(ICM)→ Db(ICM),
RIhom : Db(ICM)op ×Db(ICM)→ Db(ICM),
RHom : Db(ICM)op ×Db(ICM)→ Db(CM),
Rf∗ : Db(ICM)→ Db(ICN),
f−1 : Db(ICN)→ Db(ICM),
Rf!! : D
b(ICM)→ Db(ICN),
f ! : Db(ICN)→ Db(ICM).
Note that (f−1,Rf∗) and (Rf!!, f !) are pairs of adjoint functors. We may summarize
the commutativity of the various functors we have introduced in the table below. Here,
“ ◦ ” means that the functors commute, and “× ” they do not.
⊗ f−1 Rf∗ f ! Rf!! lim−→ lim←−
ι ◦ ◦ ◦ ◦ × × ◦
α ◦ ◦ ◦ × ◦ ◦ ◦
β ◦ ◦ × × × ◦ ×
lim−→ ◦ ◦ × ◦ ◦
lim←− × × ◦ × ×
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2.2 Ind-sheaves on Bordered Spaces
For the results in this subsection, we refer to D’Agnolo-Kashiwara [DK16]. A bordered
space is a pair M∞ = (M,
∨
M) of a good topological space
∨
M and an open subset M ⊂
∨
M .
A morphism f : (M,
∨
M) → (N,
∨
N) of bordered spaces is a continuous map f : M → N
such that the first projection
∨
M ×
∨
N →
∨
M is proper on the closure Γf of the graph Γf
of f in
∨
M ×
∨
N . If also the second projection Γf →
∨
N is proper, we say that f is semi-
proper. The category of good topological spaces embeds into that of bordered spaces by
the identification M = (M,M). We define the triangulated category of ind-sheaves on
M∞ = (M,
∨
M) by
Db(ICM∞) := Db(IC ∨
M
)/Db(IC ∨
M\M
).
The quotient functor
q : Db(IC ∨
M
)→ Db(ICM∞)
has a left adjoint l and a right adjoint r, both fully faithful, defined by
l(qF ) := CM ⊗ F, r(qF ) := RIhom(CM , F ).
For a morphism f : M∞ → N∞ of bordered spaces, the Grothendieck’s operations
⊗ : Db(ICM∞)×Db(ICM∞)→ Db(ICM∞),
RIhom : Db(ICM∞)op ×Db(ICM∞)→ Db(ICM∞),
Rf∗ : Db(ICM∞)→ Db(ICN∞),
f−1 : Db(ICN∞)→ Db(ICM∞),
Rf!! : D
b(ICM∞)→ Db(ICN∞),
f ! : Db(ICN∞)→ Db(ICM∞)
are defined by
q(F )⊗ q(G) := q(F ⊗G),
RIhom(q(F ),q(G)) := q(RIhom(F,G)),
Rf∗(q(F )) := q
(
Rpr2∗RIhom(CΓf , pr!1F )
)
,
f−1(q(G)) := q
(
Rpr1!!(CΓf ⊗ pr2−1G)
)
,
Rf!!(q(F )) := q
(
Rpr2!!(CΓf ⊗ pr1−1F )
)
,
f !(q(G)) := q
(
Rpr1∗RIhom(CΓf , pr!2G)
)
respectively, where pr1 :
∨
M ×
∨
N →
∨
M and pr2 :
∨
M ×
∨
N →
∨
N are the projections.
Moreover, there exists a natural embedding
Db(CM) 
 // Db(ICM∞).
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2.3 Enhanced Sheaves
For the results in this subsection, see Kashiwara-Schapira [KS16a] and D’Agnolo-
Kashiwara [DK17]. Let M be a good topological space. We consider the maps
M × R2 p1,p2,µ−−−−→M × R pi−→M
where p1, p2 are the first and the second projections and we set pi(x, t) := x and
µ(x, t1, t2) := (x, t1 + t2). Then the convolution functors for sheaves on M × R are
defined by
F1
+⊗ F2 := Rµ!(p−11 F1 ⊗ p−12 F2),
RHom+(F1, F2) := Rp1∗RHom(p−12 F1, µ!F2).
We define the triangulated category of enhanced sheaves on M by
Eb(CM) := Db(CM×R)/pi−1Db(CM).
Then the quotient functor
Q : Db(CM×R)→ Eb(CM)
has fully faithful left and right adjoints LE,RE defined by
LE(QF ) := (C{t≥0} ⊕ C{t≤0})
+⊗ F, RE(QG) := RHom+(C{t≥0} ⊕ C{t≤0}, G),
where {t ≥ 0} stands for {(x, t) ∈ M × R | t ≥ 0} and {t ≤ 0} is defined similarly. The
convolution functors are defined also for enhanced sheaves. We denote them by the same
symbols
+⊗, RHom+. For a continuous map f : M → N , we can define naturally the
operations Ef−1, Ef∗, Ef !, Ef! for enhanced sheaves. We have also a natural embedding
ε : Db(CM)→ Eb(CM) defined by
ε(F ) := Q(C{t≥0} ⊗ pi−1F ).
For a continuous function ϕ : U → R defined on an open subset U ⊂ M of M we define
the exponential enhanced sheaf by
EϕU |M := Q(C{t+ϕ≥0}),
where {t+ ϕ ≥ 0} stands for {(x, t) ∈M × R | x ∈ U, t+ ϕ(x) ≥ 0}.
2.4 Enhanced Ind-sheaves
We recall some basic notions and results on enhanced ind-sheaves. References are made
to D’Agnolo-Kashiwara [DK16] and Kashiwara-Schapira [KS16b]. Let M be a good topo-
logical space. Set R∞ := (R,R) for R := R unionsq {−∞,+∞}, and let t ∈ R be the affine
coordinate. We consider the maps
M × R2∞ p1,p2,µ−−−−→M × R∞ pi−→M
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where p1, p2 and pi are morphisms of bordered spaces induced by the projections. And µ
is a morphism of bordered spaces induced by the map M ×R2 3 (x, t1, t2) 7→ (x, t1 + t2) ∈
M × R. Then the convolution functors for ind-sheaves on M × R∞ are defined by
F1
+⊗ F2 := Rµ!!(p−11 F1 ⊗ p−12 F2),
RIhom+(F1, F2) := Rp1∗RIhom(p−12 F1, µ!F2).
Now we define the triangulated category of enhanced ind-sheaves on M by
Eb(ICM) := Db(ICM×R∞)/pi−1Db(ICM).
Note that we have a natural embedding of categories
Eb(CM) ↪−→ Eb(ICM).
The quotient functor
Q : Db(ICM×R∞)→ Eb(ICM)
has fully faithful left and right adjoints LE,RE defined by
LE(QK) := (C{t≥0} ⊕ C{t≤0})
+⊗K, RE(QK) := RIhom+(C{t≥0} ⊕ C{t≤0}, K),
where {t ≥ 0} stands for {(x, t) ∈M ×R | t ∈ R, t ≥ 0} and {t ≤ 0} is defined similarly.
The convolution functors are defined also for enhanced ind-sheaves. We denote them
by the same symbols
+⊗, RIhom+. For a continuous map f : M → N , we can define
also the operations Ef−1, Ef∗, Ef !, Ef!! for enhanced ind-sheaves. For example, by the
natural morphism f˜ : M × R∞ → N × R∞ of bordered spaces associated to f we set
Ef∗(QK) = Q(Rf˜∗(K)). The other operations are defined similarly. We thus obtain the
six operations
+⊗, RIhom+, Ef−1, Ef∗, Ef !, Ef!! for enhanced ind-sheaves . Moreover we
denote by DEM the Verdier duality functor for enhanced ind-sheaves. We have outer hom
functors
RIhomE(K1, K2) := Rpi∗RIhom(LEK1,LEK2) ' Rpi∗RIhom(LEK1,REK2),
RHomE(K1, K2) := αMRIhomE(K1, K2),
RHomE(K1, K2) := RΓ(M ; RHomE(K1, K2)),
with values in Db(ICM),Db(CM) and Db(C), respectively. Moreover for F ∈ Db(ICM)
and K ∈ Eb(ICM) the objects
pi−1F ⊗K := Q(pi−1F ⊗ LEK),
RIhom(pi−1F,K) := Q(RIhom(pi−1F,REK)).
in Eb(ICM) are well-defined. Set CEM := Q
(
“ lim−→
a→+∞
” C{t≥a}
)
∈ Eb(ICM). Then we have
natural embeddings ε, e : Db(ICM)→ Eb(ICM) defined by
ε(F ) := Q(C{t≥0} ⊗ pi−1F )
e(F ) := CEM ⊗ pi−1F ' CEM
+⊗ ε(F ).
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For a continuous function ϕ : U → R defined on an open subset U ⊂ M of M we
define the exponential enhanced ind-sheaf by
EϕU |M := C
E
M
+⊗ EϕU |M = CEM
+⊗QC{t+ϕ≥0} = Q
(
“ lim−→
a→+∞
” C{t+ϕ≥a}
)
where {t+ ϕ ≥ 0} stands for {(x, t) ∈M × R | t ∈ R, x ∈ U, t+ ϕ(x) ≥ 0}.
2.5 D-Modules
In this subsection we recall some basic notions and results on D-modules. References
are made to [Bjo¨93], [HTT08], [KS01, §7], [DK16, §8, 9], [KS16b, §3, 4, 7] and [Kas16,
§4, 5, 6, 7, 8]. For a complex manifold X we denote by dX its complex dimension.
Denote by OX ,ΩX and DX the sheaves of holomorphic functions, holomorphic differential
forms of top degree and holomorphic differential operators, respectively. Let Db(DX) be
the bounded derived category of left DX-modules and Db(DopX ) be that of right DX-
modules. Moreover we denote by Dbcoh(DX), Dbgood(DX), Dbhol(DX) and Dbrh(DX) the full
triangulated subcategories of Db(DX) consisting of objects with coherent, good, holonomic
and regular holonomic cohomologies, respectively. For a morphism f : X → Y of complex
manifolds, denote by
D⊗,RHomDX ,Df∗,Df ∗ the standard operations for D-modules. We
define also the duality functor DX : Dbcoh(DX)op ∼−→ Dbcoh(DX) by
DX(M) := RHomDX (M,DX)⊗OX Ω⊗−1X [dX ].
Note that there exists an equivalence of categories (·)r : Mod(DX) ∼−→ Mod(DopX ) given
by
Mr := ΩX ⊗OXM.
The classical de Rham and solution functors are defined by
DRX : D
b
coh(DX)→ Db(CX), M 7−→ ΩX
L⊗DXM,
SolX : D
b
coh(DX)op → Db(CX), M 7−→ RHomDX (M,OX).
Then for M ∈ Dbcoh(DX) we have an isomorphism SolX(M)[dX ] ' DRX(DXM). For
a closed hypersurface D ⊂ X in X we denote by OX(∗D) the sheaf of meromorphic
functions on X with poles in D. Then for M∈ Db(DX) we set
M(∗D) :=M D⊗OX(∗D).
For f ∈ OX(∗D) and U := X\D, set
DXef := DX/{P ∈ DX | Pef |U = 0},
EfU |X := DXef (∗D).
Note that EfU |X is holonomic and there exists an isomorphism
DX(EfU |X)(∗D) ' E−fU |X .
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Namely EfU |X is a meromorphic connection associated to d+ df .
One defines the ind-sheaf OtX of tempered holomorphic functions as the Dolbeault
complex with coefficients in the ind-sheaf of tempered distributions. More precisely, de-
noting by X the complex conjugate manifold to X and by XR the underlying real analytic
manifold of X, we set
OtX := RIhomDX (OX ,DbtXR),
where DbtXR is the ind-sheaf of tempered distributions on XR (for the definition see [KS01,
Definition 7.2.5]). Moreover, we set
ΩtX := βXΩX ⊗βXOX OtX .
Then the tempered de Rham and solution functors are defined by
DRtX : D
b
coh(DX)→ Db(ICX), M 7−→ ΩtX
L⊗DXM,
SoltX : D
b
coh(DX)op → Db(ICX), M 7−→ RIhomDX (M,OtX).
Note that we have isomorphisms
SolX(M) ' αXSoltX(M),
DRX(M) ' αXDRtX(M),
SoltX(M)[dX ] ' DRtX(DXM).
Let i : X ×R∞ → X × P be the natural morphism of bordered spaces and τ ∈ C ⊂ P
the affine coordinate such that τ |R is that of R. We then define objects OEX ∈ Eb(IDX)
and ΩEX ∈ Eb(IDopX ) by
OEX := RIhomDX (OX ,DbTXR)
' i!((E−τC|P)r L⊗DP OtX×P)[1] ' i!RIhomDP(EτC|P,OtX×P)[2],
ΩEX := ΩX
L⊗OX OEX ' i!(ΩtX×P
L⊗DP E−τC|P)[1],
where DbTXR stand for the enhanced ind-sheaf of tempered distributions on XR (for the
definition see [DK16, Definition 8.1.1]). We call OEX the enhanced ind-sheaf of tempered
holomorphic functions. Note that there exists an isomorphism
i!0R
EOEX ' OtX ,
where i0 : X → X × R∞ is the inclusion map of bordered spaces induced by x 7→ (x, 0).
The enhanced de Rham and solution functors are defined by
DREX : D
b
coh(DX)→ Eb(ICX), M 7−→ ΩEX
L⊗DXM,
SolEX : D
b
coh(DX)op → Eb(ICX), M 7−→ RIhomDX (M,OEX).
Then for M ∈ Dbcoh(DX) we have isomorphism SolEX(M)[dX ] ' DREX(DXM) and
SoltX(M) ' i!0RESolEX(M). We recall the following results of [DK16].
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Theorem 2.1. (i) For M∈ Dbhol(DX) there is an isomorphism in Eb(ICX)
DEX
(
DREX(M)
) ' SolEX(M)[dX ].
(ii) Let f : X → Y be a morphism of complex manifolds. Then for N ∈ Dbhol(DY ) there
is an isomorphism in Eb(ICX)
SolEX(Df
∗N ) ' Ef−1SolEY (N ).
(iii) Let f : X → Y be a morphism of complex manifolds and M ∈ Dbgood(DX) ∩
Dbhol(DX). If supp(M) is proper over Y then there is an isomorphism in Eb(ICY )
SolEY (Df∗M)[dY ] ' Ef∗SolEX(M)[dX ].
(iv) For M1,M2 ∈ Dbhol(DX), there exists an isomorphism in Eb(ICX)
SolEX(M1
D⊗M2) ' SolEX(M1)
+⊗ SolEX(M2).
(v) IfM∈ Dbhol(DX) and D ⊂ X is a closed hypersurface, then there are isomorphisms
in Eb(ICX)
SolEX(M(∗D)) ' pi−1CX\D ⊗ SolEX(M),
DREX(M(∗D)) ' RIhom(pi−1CX\D, DREX(M)).
(vi) Let D be a closed hypersurface in X and f ∈ OX(∗D) a meromorphic function along
D. Then there exists an isomorphism in Eb(ICX)
SolEX
(
E ϕX\D|X
) ' EReϕX\D|X .
Finally, we also recall the following theorem of [KS16b]
Theorem 2.2 ([KS16b, Theorem 4.5 (Extended Riemann-Hilbert Correspondence)]).
There exists an isomorphism functorial with respect to M∈ Dbhol(DX) :
M L⊗OX OEX ∼−→ RIhom+(SolEX(M),OEX)
in Eb(IDX). Moreover, there exists an isomorphism functorial with respect to M ∈
Dbhol(DX) :
M D⊗OtX ∼−→ RIhomE(SolEX(M),OEX)
in Db(IDX).
Corollary 2.3 ([DK16, Theorem 9.5.3 (Irregular Riemann-Hilbert Correspondence)]).
There exists an isomorphism functorial with respect to M∈ Dbhol(DX) :
M ∼−→ RHomE(SolEX(M),OEX)
in Dbhol(DX).
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3 Some Auxiliary Results on Meromorphic Connec-
tions etc.
In this section we prepare some auxiliary results on meromorphic connections etc. First
we recall some notions and results on DA
X˜
in [DK16, §7]. Let X be a complex manifold
and D ⊂ X a normal crossing divisor in it. Denote by $X : X˜ → X the real blow-up of
X along D (sometimes we denote it simply by $). Then we set
Ot
X˜
:= RHom$−1DX ($−1OX ,DbtX˜R),
AX˜ := αX˜OtX˜ ,
DA
X˜
:= AX˜ ⊗$−1OX $−1DX ,
where Dbt
X˜
stands for the ind-sheaf of tempered distributions on X˜ (for the definition see
[DK16, Notation 7.2.4]). Recall that a section of AX˜ is a holomorphic function having
moderate growth at $−1X (D). Note that AX˜ and DAX˜ are sheaves of rings on X˜. We define
also enhanced ind-sheaves OE
X˜
∈ Eb(IDA
X˜
) and ΩE
X˜
∈ Eb(I(DA
X˜
)op) by
OE
X˜
:= RIhom$−1DX ($−1OX ,DbTX˜R)
' k!((E−τC|P)r L⊗DP OtX˜×P)[1] ' k!RIhomDP(EτC|P,OtX˜×P)[2],
ΩE
X˜
:= $−1ΩX
L⊗$−1OX OEX˜ ' k!(ΩtX˜×P
L⊗DP E−τC|P)[1],
where k : X˜ ×R∞ → X˜ ×P is the natural morphism of bordered spaces and DbTX˜R stands
for the enhanced ind-sheaf of tempered distributions on X˜R (for the definition see [KS16b,
(7.6.1)]).
For M∈ Db(DX) we define an object MA ∈ Db(DAX˜) by
MA := DA
X˜
L⊗$−1DX $−1M' AX˜
L⊗$−1OX $−1M.
Note that ifM is a holonomic DX-module such thatM ∼−→M(∗D) and sing.supp(M) ⊂
D, then one has MA ' DA
X˜
⊗$−1DX $−1M (see [DK16, Lemma 7.3.2]). Moreover we
have an isomorphism MA ∼−→ M(∗D)A for any holonomic DX-module M (see [DK16,
Lemma 7.2.2]). ForM ∈ Db(DA
X˜
) we define the enhanced de Rham and solution functors
on X˜ by
SolE
X˜
(M ) := RIhomDA
X˜
(M ,OE
X˜
),
DRE
X˜
(M ) := ΩE
X˜
L⊗DA
X˜
M
respectively. Recall that we have isomorphisms
DRE
X˜
(MA) ' E$!DREX
(M(∗D)) ' E$!RIhom(pi−1CX\D, DRX(M)),
SolE
X˜
(MA) ' E$!RIhom(pi−1CX\D, SolEX(M))
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and
E$∗DREX˜(MA) ' DREX
(M(∗D)) ' RIhom(pi−1CX\D, DREX(M)),
E$∗SolEX˜(MA) ' RIhom(pi−1CX\D, SolEX(M))
for M∈ Dbhol(DX) (see [DK16, Corollary 9.2.3, p191 and Theorem 9.2.2]).
Definition 3.1. Let X be a complex manifold and D ⊂ X a normal crossing divisor in
it. Then we say that a holonomic DX-module M has a normal form along D if
(i) M ∼−→M(∗D)
(ii) sing.supp(M) ⊂ D
(iii) for any θ ∈ $−1(D) ⊂ X˜, there exist an open neighborhood U ⊂ X of $(θ), finitely
many ϕi ∈ Γ(U ;OX(∗D)) and an open neighborhood V of θ with V ⊂ $−1(U) such that
MA|V '
(⊕
i
(EϕiU\D|U)A)|V .
Lemma 3.2. Let X be a complex manifold and D ⊂ X a normal crossing divisor in it and
M a holonomic DX-module. Then for the dual (MA)∗ := RHomDA
X˜
(MA,DA
X˜
) ⊗$−1OX
$−1Ω⊗−1X [dX ] of the DAX˜-modules MA and the holonomic DX-module DX(M)(∗D) we
have an isomorphism
(MA)∗ '
(
DX(M)(∗D)
)A
.
In particular, there exists an isomorphism
DRE
X˜
((
DX(M)(∗D)
)A) ' SolE
X˜
(MA)[dX ].
If moreover M has a normal form along D, then the holonomic DX-module DX(M)(∗D)
has also a normal form along D.
Proof. Let
0→ DNkX → DNk−1X → · · · → DN1X → DN0X →M→ 0
be a (local) free resolution of M. Set
L• := [0→ DNkX → · · · → DN0X → 0]
so that we have a quasi-isomorphism L• ∼−→M. Hence we obtain an isomorphism
DX(M) ' K• := HomDX (L•,DX)⊗OX Ω⊗−1X [dX ].
By applying the exact functor (·)(∗D) = (·) D⊗ OX(∗D) to it, we obtain also a quasi-
isomorphism
N := DX(M)(∗D) ' K•(∗D).
Obviously we have an isomorphism
(L•)A 'MA.
We thus obtain the desired isomorphism
(MA)∗ = RHomDA
X˜
((L•)A,DA
X˜
)⊗$−1OX $−1Ω⊗−1X [dX ] ' (K•)A ' NA.
The remaining assertion can be shown easily by using this isomorphism and [DK16,
Lemma 6.1.2].
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A ramification of X along D on a neighborhood U of x ∈ D is a finite map
p : X ′ → U of complex manifolds of the form z′ 7→ z = (z1, z2, . . . , zn) = p(z′) =
(z′m11 , . . . , z
′mr
r , z
′
r+1, . . . , z
′
n) for some (m1, . . . ,mr) ∈ (Z>0)r, where (z′1, . . . , z′n) is a local
coordinate system of X ′ and (z1, . . . , zn) is that of U such that D ∩ U = {z1 · · · zr = 0}.
Definition 3.3. Let X be a complex manifold and D ⊂ X a normal crossing divisor in
it. Then we say that a holonomic DX-module M has a quasi-normal form along D if it
satisfies the conditions (i) and (ii) above, and if for any x ∈ D there exists a ramification
p : X ′ → U on a neighborhood U of it such that Dp∗(M|U) has a normal form along
p−1(D ∩ U).
Note that Dp∗(M|U) as well as Dp∗Dp∗(M|U) is concentrated in degree zero and
M|U is a direct summand of Dp∗Dp∗(M|U). The following fundamental result is due to
Kedlaya and Mochizuki.
Theorem 3.4 ([Ked10, Ked11, Moc09, Moc11]). For a holonomic DX-module M and
x ∈ X, there exist an open neighborhood U of x, a closed hypersurface Y ⊂ U , a complex
manifold X ′ and a projective morphism f : X ′ → U such that
(i) sing.supp(M) ∩ U ⊂ Y,
(ii) D := f−1(Y ) is a normal crossing divisor in X ′,
(iii) f induces an isomorphism X ′\D ∼−→ U\Y ,
(iv) (Df ∗M)(∗D) has a quasi-normal form along D.
This is a generalization of the classical Hukuhara-Levelt-Turrittin theorem to higher
dimensions.
Proposition 3.5. Let X be a complex manifold and D ⊂ X a normal crossing divisor
in it. Assume that a holonomic D-modules M has a quasi-normal form along D for a
ramification map f : Y → X and set D′ := f−1(D) ' D. Denote by $X : X˜ → X
(resp. $Y : Y˜ → Y ) the real blow-up of X (resp. Y ) along D (resp. D′). For a point
y0 ∈ $−1Y (D′), let W ⊂ Y˜ be its sufficiently small open neighborhood for which there exits
an open subset U of Y containing $Y (W ) and ϕi ∈ Γ(U ;OY (∗D′)) (1 ≤ i ≤ m) such that
we have an isomorphism
(
Df ∗M)A|W ' ( m⊕
i=1
(EϕiU\D′|U)A))|W
of DA
Y˜
-modules on W . Let V ′ ⊂ Y \D′ be an open sector in Y along D′ such that
$−1Y (V ′) ⊂ W and set V = f(V ′) ⊂ X\D. Finally, for 1 ≤ i ≤ m let ϕ˜i ∈ Γ(V ;OX) be
a holomorphic function on the sector V along D such that ϕ˜i ◦ (f |V ′) = ϕi|V ′. Then we
have an isomorphism
pi−1CV ⊗ SolEX(M) '
m⊕
i=1
(
pi−1CV ⊗ EReϕ˜iV |X
)
.
Proof. Let g : Y˜ → X˜ be the lift of f : Y → X i.e. the unique continuous map for which
15
we have a commutative diagram
Y˜
g //
$Y

X˜
$X

Y
f
// X.
For the sufficiently small W ⊂ Y˜ it induces a homeomorphism g|W : W ∼−→ g(W ). Then
by [DK16, Theorem 9.1.2(ii) and Corollary 9.2.3] we have an isomorphism
E(g|W )∗(DREY˜ ((Df ∗M)A)|pi−1(W )[dY ]) ' DREX˜(MA)|pi−1(g(W ))[dX ] (3.1)
(in this case we have dX = dY ). For the Verdier duality functor D
E
X : E
b(ICX)op →
Eb(ICX) we also obtain a chain of isomorphisms
DEX(pi
−1CV ⊗ SolEX(M)) ' RIhom+(pi−1CV ⊗ SolEX(M), ωEX)
' RIhom(pi−1CV ,RIhom+(SolEX(M), ωEX))
' RIhom(pi−1CV , DREX(M)[dX ])
' E$X∗RIhom(pi−1C$−1X (V ), DR
E
X˜
(MA)[dX ]),
where in the third (resp. forth) isomorphism we used [DK16, Corollary 9.4.9] (resp.
[DK16, Corollary 9.2.3]). Combining it with (3.1), it follows from our assumption that
there exist isomorphisms
DEX
(
pi−1CV ⊗ SolEX(M)
) ' E$X∗Eg∗RIhom(pi−1C$−1Y (V ′), DREY˜ ((Df ∗M)A)[dY ])
' Ef∗E$Y ∗RIhom
(
pi−1C$−1Y (V ′),
m⊕
i=1
DRE
Y˜
(
(EϕiU\D′|U)A
)
[dY ]
)
'
m⊕
i=1
Ef∗DEY
(
pi−1CV ′ ⊗ SolEY (EϕiU\D′|U)
)
' DEX
( m⊕
i=1
Ef∗
(
pi−1CV ′ ⊗ EReϕiU\D′|U
))
' DEX
( m⊕
i=1
Ef∗(pi−1CV ′ ⊗ Ef−1EReϕ˜iV |X )
)
' DEX
( m⊕
i=1
(pi−1CV ⊗ EReϕ˜iV |X )
)
where in the last step we used the projection formula. By applying the functor DEX to the
both sides, we obtain the desired isomorphism.
Remark 3.6. In Proposition 3.5 we assumed that M ∼−→M(∗D). However this condi-
tion is not really necessary. Indeed by Theorem 2.1 (v), for the holonomic DX-module
N =M(∗D) there exists an isomorphism
pi−1CV ⊗ SolEX(M) ' pi−1CV ⊗ SolEX(N ).
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Moreover, obviously we have also an isomorphism (Df ∗M)A ' (Df ∗N )A.
By this Remark 3.6, Proposition 3.5 and the classical Hukuhara-Levelt-Turrittin the-
orem we obtain the following corollary.
Corollary 3.7. Let X be a Riemann surface and D ⊂ X a point in it. Let M be a
holomorphic DX-module. Then for any direction θ ∈ SDX =
◦
TDX/R>0 ' S1 there exists
its sectorial neighborhood Vθ ⊂ X\D and some Puiseux series ψi ∈ Γ(Vθ;OX) (1 ≤ i ≤ m)
for which we have an isomorphism
pi−1CVθ ⊗ SolEX(M) '
m⊕
i=1
(pi−1CVθ ⊗ EReψiVθ|X).
Note that this result is stated without proof in D’Agnolo-Kashiwara [DK17].
Proposition 3.5 can be deduced also from the following theorem.
Theorem 3.8. Let X be a complex manifold and D a normal crossing divisor in it.
For M ∈ Dbhol(DX) and an open subset W of X˜ such that W ∩ $−1(D) 6= ∅, we set
K := Ei−1W Sol
E
X˜
(MA) = SolEW (MA|W ), where iW : W ↪−→ X˜ is the inclusion map.
Then for any sector V ⊂ X \ D along D such that V˜ := $−1(V ) ⊂ W , there exists an
isomorphism
pi−1CV ⊗ SolEX(M) ' E$∗(pi−1C$−1(V ) ⊗ EiV˜ ∗Ej−1K )
in Eb(ICX), where j : V˜ ↪−→ W and iV˜ : V˜ ↪−→ X˜ are the inclusion maps.
Proof. First, we shall prove the isomorphism
pi−1CX\D ⊗K ∼−→ pi−1CX\D ⊗ RIhom(pi−1CX\D, K)
for an object K of Eb(ICX). By [DK16, Proposition 3.2.9 (iii)] there exist isomorphisms
RIhom(pi−1CX , K) ' K, pi−1CX\D ⊗ RIhom(pi−1CD, K) ' 0.
Hence by applying the contravariant functor
pi−1CX\D ⊗ RIhom(pi−1(·), K)
to the distinguished triangle
CX\D −→ CX −→ CD +1−→
we obtain the desired isomorphism
pi−1CX\D ⊗K ∼−→ pi−1CX\D ⊗ RIhom(pi−1CX\D, K).
On the other hand, for L ∈ Eb(ICX) we have
RIhom(pi−1CX\D,E$∗E$!L) ' RIhom(pi−1(R$∗$−1CX\D), L)
' RIhom(pi−1CX\D, L).
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We thus obtain a sequence of isomorphisms
pi−1CV ⊗ SolEX(M) ' pi−1CV ⊗ (pi−1CX\D ⊗ SolEX(M))
' pi−1CV ⊗ (pi−1CX\D ⊗ RIhom(pi−1CX\D, SolEX(M)))
' pi−1CV ⊗ (pi−1CX\D ⊗ RIhom(pi−1CX\D,E$∗E$!SolEX(M)))
' pi−1CV ⊗ RIhom(pi−1CX\D,E$∗E$!SolEX(M))
' pi−1CV ⊗ E$∗E$!RIhom(pi−1CX\D, SolEX(M)).
Therefore by using the isomorphism
SolE
X˜
(MA) ' E$!RIhom(pi−1CX\D, SolEX(M))
(see [DK16, p191]) we obtain isomorphisms
pi−1CV ⊗ SolEX(M) ' pi−1CV ⊗ E$∗SolEX˜(MA)
' E$∗(pi−1C$−1(V ) ⊗ SolEX˜(MA))
' E$∗(pi−1C$−1(V ) ⊗ (pi−1CV˜ ⊗ SolEX˜(MA)))
' E$∗(pi−1C$−1(V ) ⊗ EiV˜ ∗Ei−1V˜ Sol
E
X˜
(MA))
' E$∗(pi−1C$−1(V ) ⊗ EiV˜ ∗Ej−1K ).
We can prove the converse of this theorem see Theorem 3.12.
Theorem 3.9. Let X be a complex manifold, D ⊂ X a normal crossing divisor in it and
X˜ the real blow-up of X along D. Let δ : X˜ ↪→ X˜ × X˜ be the diagonal map. Then for
M∈ Dbhol(DX) we have isomorphisms
MA ∼−→ RHomE
(
SolE
X˜
(MA),OE
X˜
)
,
MA ∼−→ RHomE
(
CE
X˜
,Eδ!
(
DRE
X˜
(MA)
+
OE
X˜
))
[dX ]
in Eb(IDA
X˜
).
Proof. First, we shall prove the isomorphism
MA ∼−→ RHomE
(
SolE
X˜
(MA),OE
X˜
)
.
Recall that we have already the canonical morphism
MA → RHomE
(
SolE
X˜
(MA),OE
X˜
)
.
in [DK17, proof of Lemma 9.6.6]. We shall prove that this morphism is an isomorphism.
Let $˜ : X˜ × R∞ → X × R∞ be the natural morphism of bordered spaces. By the
isomorphisms
E$−1SolEX(M) ' $˜−1pi−1CX\D ⊗ SolEX˜(MA),
OE
X˜
' E$!RIhom(pi−1CX\D,OEX)
18
(see [DK16, (9.6.6)]), we obtain a sequence of isomorphisms
RHomE
(
SolE
X˜
(MA),OE
X˜
)
' RHomE
(
SolE
X˜
(MA),RIhom($˜−1pi−1CX\D,OEX˜))
' RHomE
(
$˜−1pi−1CX\D ⊗ SolEX˜
(MA),OE
X˜
)
' RHomE(E$−1SolEX(M),OEX˜)
' RHomE(E$−1SolEX(M),E$!RIhom(pi−1CX\D,OEX))
' αX˜R$!RIhomE
(
SolEX(M),RIhom(pi−1CX\D,OEX)
)
' αX˜R$!RIhom
(
CX\D,RIhomE
(
SolEX(M),OEX
))
.
Moreover, by Theorem 2.2 we have an isomorphism
M L⊗OX OtX ∼−→ RIhomE
(
SolEX(M),OEX
)
.
We thus obtain isomorphisms
RHomE
(
SolE
X˜
(MA),OE
X˜
)
' αX˜R$!RIhom(CX\D,M
L⊗OX OtX)
' αX˜R$!(RIhom(CX\D,OtX)
L⊗OXM)
' αX˜(OtX˜
L⊗$−1OX $−1M)
' αX˜OtX˜
L⊗$−1OX $−1M
' AX˜
L⊗$−1OX $−1M
'MA
where in the third isomorphism we used [DK16, Theorem 7.2.7].
Next, we shall prove the isomorphism
RHomE
(
SolE
X˜
(MA),OE
X˜
)
' RHomE
(
CE
X˜
,Eδ!
(
DRE
X˜
(MA)
+
OE
X˜
))
[dX ].
By [DK16, Proposition 4.9.23] we have an isomorphism
RHomE
(
CE
X˜
,Eδ!
(
DRE
X˜
(MA)
+
OE
X˜
))
[dX ] ' RHomE
(
DE
X˜
(
DRE
X˜
(MA)),OE
X˜
)
[dX ].
Since there exists an isomorphism
DE
X˜
(
DRE
X˜
(MA)) ' E$−1SolEX(M) ' $˜−1pi−1CX\D ⊗ SolEX˜(MA)[dX ]
we obtain a sequence of isomorphisms
RHomE
(
DE
X˜
(
DRE
X˜
(MA)),OE
X˜
)
[dX ]
' RHomE
(
$˜−1pi−1CX\D ⊗ SolEX˜(MA),OEX˜
)
' RHomE
(
SolE
X˜
(MA),RIhom($˜−1pi−1CX\D,OEX˜))
' RHomE(SolE
X˜
(MA),OE
X˜
)
.
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The following proposition is useful to know the exponential types of holonomic D-
modules from their enhanced solution complexes.
Proposition 3.10. Let X be a complex manifold, D ⊂ X a normal crossing divisor in it
and Mi (i = 1, 2) holonomic DX-modules. Let V ⊂ X\D be an open sector in X along
D and assume that we have an isomorphism
pi−1CV ⊗ SolEX(M1) ' pi−1CV ⊗ SolEX(M2).
Let W ⊂ X˜ be an open subset of the real bow-up X˜ such that W ∩ $−1(D) 6= ∅ and
W ⊂ Int
(
$−1(V )
)
. Then we have an isomorphism
MA1 |W 'MA2 |W
of DA
X˜
-modules on W.
Proof. Let W ⊂ X˜ be an open subset of X˜ such that W ∩ $−1(D) 6= ∅ and W ⊂
Int
(
$−1(V )
)
. Let δ : X˜ ↪→ X˜ × X˜ be the diagonal map. Then by Theorem 3.9 there
exist isomorphisms
MAi ' RHomE
(
CE
X˜
,Eδ!
(
DRE
X˜
(MAi )
+
OE
X˜
))
[dX ] (i = 1, 2).
Hence it suffices to show that for any G ∈ Eb(ICW ) we have an isomorphism
HomEb(ICW )(G,DR
E
X˜
(MA1 )|pi−1(W )) ' HomEb(ICW )(G,DREX˜(MA2 )|pi−1(W )).
Let j : W ↪→ X˜ be the inclusion map. Then for i = 1, 2 there exist isomorphisms
HomEb(ICW )(G,DR
E
X˜
(MAi )|pi−1(W )) ' HomEb(ICW )(G,Ej!DREX˜(MAi ))
' HomEb(IC
X˜
)(Ej!!G,DR
E
X˜
(MAi ))
' HomEb(IC
X˜
)(Ej!!G,E$
!DREX(Mi(∗D)))
' HomEb(ICX)(E$!!Ej!!G,DREX(Mi(∗D))).
Set G′ := E$!!Ej!!G ∈ Eb(ICX). Then for i = 1, 2 we obtain isomorphisms
HomEb(ICW )(G,DR
E
X˜
(MAi )|pi−1W ) ' HomEb(ICX)(G′,RIhom(pi−1CX\DDREX(Mi)))
' HomEb(ICX)(pi−1CX\D ⊗G′, DREX(Mi))
' HomEb(ICX)(pi−1CV ⊗G′, DREX(Mi))
' H0RΓ(X; RHomE(pi−1CV ⊗G′, DREX(Mi))),
where in the third isomorphism we used G′ ' pi−1C$(W ) ⊗ G′ and (X\D) ∩ $(W ) =
V ∩$(W ). Since we have
RHomE(pi−1CV ⊗G′, DREX(Mi)) ' αXRpi∗RIhom(pi−1CV ⊗G′, DREX(Mi))
' αXRpi∗RIhom(G′,RIhom(pi−1CV , DREX(Mi))),
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it remains for us to prove the isomorphism
RIhom(pi−1CV , DREX(M1)) ' RIhom(pi−1CV , DREX(M2)).
But this follows immediately by applying the Verdier duality functor DEX to the isomor-
phism
pi−1CV ⊗ SolEX(M1) ' pi−1CV ⊗ SolEX(M2)
(see the proof of Proposition 3.5). This completes the proof.
By Proposition 3.10 (and the proof of Corollary 3.7) we obtain the following result.
Corollary 3.11. Let X be a Riemann surface and D ⊂ X a point in it. Let M1 and
M2 be holonomic DX-modules. Assume that for a point θ ∈ SDX ' $−1(D) ' S1 there
exists its sectorial neighborhood Vθ ⊂ X\D such that we have an isomorphism
pi−1CVθ ⊗ SolEX(M1) ' pi−1CVθ ⊗ SolEX(M2).
Then there exists an open neighborhood W of θ in the real blow-up X˜ on which we have
an isomorphism
MA1 |W 'MA2 |W
of DA
X˜
-modules.
We can prove Proposition 3.10 also using the following theorem.
Theorem 3.12. Let X be a complex manifold and D a normal crossing divisor in it. For
M∈ Dbhol(DX) and a sector V ⊂ X \D along D we set K := pi−1CV ⊗ SolEX(M). Then
for any open subset W of X˜ such that W ∩$−1(D) 6= ∅,W ⊂ Int
(
$−1(V )
)
, there exists
an isomorphism
MA|W ' RHomE
((
E$!RIhom(pi−1CX\D, K)
)|W ,OEX˜ |W)
in Db(DA
X˜
).
Proof. By MA|W ' RHomE(SolEX˜(MA)|W ,OEX˜ |W ) (see Theorem 3.9), it is enough to
show
SolE
X˜
(MA)|W '
(
E$!RIhom(pi−1CX\D, K)
)
|W .
We consider the following diagram
X˜
$ // X
W
$|W
//
?
iW
OO
$(W ).
?
j
OO
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Let i˜W : W × R∞ → X˜ × R∞ and $˜ : X˜ × R∞ → X × R∞ be the natural morphisms of
bordered spaces. Then we obtain a sequence of isomorphisms:
SolE
X˜
(MA)|W ' Ei−1W E$!RIhom
(
pi−1CX\D, SolEX(M)
)
' Ei−1W RIhom
(
$˜−1pi−1CX\D,E$!SolEX(M)
)
' Ei−1W RIhom
(
$˜−1pi−1CX\D,E$−1SolEX(M)
)
' RIhom( i˜−1W $˜−1pi−1CX\D,Ei−1W E$−1SolEX(M)),
where the third isomorphism follows from the fact that $ is an isomorphism over X\D.
Since we may assume M ∼−→M(∗D), there exists a sequence of isomorphisms:
Ei−1W E$
−1SolEX(M) ' Ei−1W E$−1
(
pi−1CX\D ⊗ SolEX(M)
)
' E($|W )−1Ej−1
(
pi−1CX\D ⊗ SolEX(M)
)
' E($|W )−1
(
pi−1Cj−1(X\D) ⊗ Ej−1SolEX(M)
)
' E($|W )−1
(
pi−1Cj−1(V ) ⊗ Ej−1SolEX(M)
)
' E($|W )−1Ej−1
(
pi−1CV ⊗ SolEX(M)
)
' Ei−1W E$−1K.
Therefore we obtain isomorphisms
SolE
X˜
(MA)|W ' RIhom
(
i˜−1W $˜
−1pi−1CX\D,Ei−1W E$
−1K
)
'
(
E$!RIhom(pi−1CX\D, K))|W .
From now, until the end of this section, let X be a smooth algebraic variety and
Z ⊂ X a subvariety in it. Set U := X\Z and let Xan, Zan, Uan be the underlying complex
analytic spaces of X,Z, U respectively. If there is no risk of confusion, we sometimes
denote them simply by X,Z, U for short. Let
Z
iZ
↪−−→ X iU←−−↩ U
be the inclusion maps. We denote the corresponding morphisms of complex analytic
spaces by the same symbols iZ and iU . For an algebraic coherent DX-module M ∈
Modcoh(DX) on X, by using its analytificationMan = Oan⊗OXM∈ Modcoh(DXan) we set
SolX(M) := SolXan(Man) ∈ Db(CXan). We define SoltX(M) ∈ Db(ICXan), SolEX(M) ∈
Eb(ICXan), etc. similarly. Recall that there exists an isomorphism
SolX(M)|Z := i−1Z SolX(M) ' i−1Z αXi!0RESolEX(M).
Lemma 3.13. For F ∈ Eb(ICXan) we have an isomorphism
i−1Z αXi
!
0R
E(EiZ∗Ei−1Z F ) ' αZRpi∗RIhom(C{t≥0} ⊕ C{t≤0},Ei−1Z F ).
Proof. Let σ : Xan × R2∞ → Xan × R∞ be a morphism of bordered spaces induced by
the map Xan × R2 3 (x, t1, t2) 7→ (x, t2 − t1) ∈ Xan × R, We define also a morphism
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j0 : X
an ×R∞ → Xan ×R2∞ of bordered spaces by the map Xan ×R 3 (x, t) 7→ (x, 0, t) ∈
Xan × R2. Then we have isomorphisms
i−1Z αXi
!
0R
E(EiZ∗Ei−1Z F )
' i−1Z αXi!0Rp1∗RIhom(σ−1(C{t≥0} ⊕ C{t≤0}), p!2EiZ∗Ei−1Z F )
' i−1Z αXRpi∗j!0RIhom(σ−1(C{t≥0} ⊕ C{t≤0}), p!2EiZ∗Ei−1Z F )
' i−1Z αXRpi∗RIhom(C{t≥0} ⊕ C{t≤0},EiZ∗Ei−1Z F )
' i−1Z αXRpi∗˜iZ∗RIhom(C{t≥0} ⊕ C{t≤0},Ei−1Z F )
' i−1Z αXiZ∗Rpi∗RIhom(C{t≥0} ⊕ C{t≤0},Ei−1Z F )
' i−1Z iZ∗αZRpi∗RIhom(C{t≥0} ⊕ C{t≤0},Ei−1Z F )
' αZRpi∗RIhom(C{t≥0} ⊕ C{t≤0},Ei−1Z F ).
Applying this lemma to F = SolEX(M) ∈ Eb(ICXan) and the distinguished triangle
pi−1CXan\Zan ⊗ F −→ F −→ pi−1CZan ⊗ F ' EiZ∗Ei−1Z F +1−→
associated to it, we obtain a distinguished triangle
i−1Z αXi
!
0R
E(pi−1CXan\Zan ⊗ SolEX(M)) −→ SolX(M)|Z −→
αZRpi∗RIhom(C{t≥0} ⊕ C{t≤0},Ei−1Z SolEX(M)) +1−→ .
From now assume moreover that Z is a smooth hypersurface D in X and that M ∈
Modhol(DX). Then by Theorem2.1 (v) we have isomorphisms
i−1D αXi
!
0R
E(pi−1CXan\Dan ⊗ SolEX(M)) ' i−1D αXi!0RESolEX(M(∗D))
' SolX(M(∗D))|D.
We thus obtain a distingusihed triangle
SolX(M(∗D))|D −→ SolX(M)|D −→
αDRpi∗RIhom(C{t≥0} ⊕ C{t≤0},Ei−1D SolEX(M)) +1−→ .
Since we have a distingusihed triangle
RΓD(M) −→M −→ iU∗i−1U M'M(∗D) +1−→
for the algebraic DX-module RΓD(M) = DiD∗Di∗DM[−1] (see [HTT08, Proposition 1.7.1
(iii)]), in this case there exist also isomorphisms
SolX(RΓD(M))|D ' SolX(DiD∗Di∗DM[−1])|D
' i−1D αXi!0RE
(
SolEX(DiD∗Di
∗
DM)[1]
)
' i−1D αXi!0RE
(
EiD∗Ei−1D Sol
E
X(M)
)
' αDRpi∗RIhom(C{t≥0} ⊕ C{t≤0},Ei−1D SolEX(M)).
The following Proposition is useful to calculate
SolX(M(∗D))|D ' i−1D αXSoltX(M(∗D)).
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Proposition 3.14. Assume that X is a Riemann surface and D is a point in it. For a
meromorphic function ϕ ∈ OX(∗D) having a pole of order k > 0 in D ∈ X, we consider
EϕX\D|X ∈ Modhol(DXan). Let u ∈ C be a local coordinate of X at D such that D = {u = 0}
and for a 0 set
Qa := {u ∈ X | u 6= 0,Re(ϕ(u)) ≥ a} ⊂ X.
Then we have isomorphisms
HjSoltX
(EϕX\D|X) '

“ lim−→
a→+∞
” CX\Qa (j = 0)
C⊕kD (j = 1)
0 (otherwise).
Moreover we have
dimHjSolX
(EϕX\D|X)D =

k (j = 1)
0 (otherwise).
Proof. We set N := EϕX\D|X ∈ Modhol(DXan). Recall that by (the proof of) Lemma 3.13
we have isomorphisms
SoltX(N ) ' i!0RESolEX(N )
' Rpi∗RIhom(C{t≥0} ⊕ C{t≤0}, SolEX(N )).
Moreover by Theorem 2.1 (vi) there exists also an isomorphism
SolEX(N ) ' “ lim−→
a→+∞
” C{t≥−Reϕ+a}.
For any sufficiently large a 0 we can easily show that
RHom(C{t≥0},C{t≥−Reϕ+a}) ' RΓ{t≥0}C{t≥−Reϕ+a} ' C{t>0, t≥−Reϕ+a}.
Similarly for a 0 we have
RHom(C{t≤0},C{t≥−Reϕ+a}) ' C{t<0, t≥−Reϕ+a}.
Let pi : X ×R→ X be the projection and j : X ×R ↪−→ X ×R the inclusion map. Then
for a 0 it is easy to see that
Rpi∗RIhom(C{t≤0},C{t≥−Reϕ+a})
' Rpi∗RHomCX×R(CX×R,C{t<0, t≥−Reϕ+a})
' Rpi∗Rj∗C{t<0, t≥−Reϕ+a} ' 0.
We thus obtain an isomorphism
Rpi∗RIhom(C{t≤0}, SolEX(N )) ' 0.
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For a 0 let us calculate
Rpi∗RIhom(C{t≥0},C{t≥−Reϕ+a}) ' Rpi∗Rj∗C{t>0, t≥−Reϕ+a}.
The stalk of this complex at the point D ∈ X is isomorphic to
RΓ(D × R; Rj∗C{t>0, t≥−Reϕ+a}).
We also see that (
Rj∗C{t>0, t≥−Reϕ+a}
)
(D,+∞) ' Ck[−1].
Indeed, for b 0 let us set
Rb := {u ∈ X | u 6= 0,Re(ϕ(u)) ≥ −b} ⊂ X.
Then for a sufficiently small open neighborhood U of the point (D,+∞) in X×R the set
U ∩ {(u, t) ∈ X × R | t > 0, u 6= 0, t ≥ −Reϕ(u) + a}
is homotopic to Rb. This implies that the stalk at D ∈ X is isomorphic to Ck[−1].
Moreover its stalk at a point P ∈ X \D is isomorphic to C (resp. 0) if P ∈ X \Qa (resp.
P ∈ Qa). For j ∈ Z we thus obtain an isomorphism
HjRpi∗RIhom(C{t≥0},C{t≥−Reϕ+a}) '

CX\Qa (j = 0)
C⊕kD (j = 1)
0 (otherwise).
The remaining assertion follows from the isomorphism αXSol
t
X(EϕX\D|X) ' SolX(EϕX\D|X).
Note that a special case of this proposition was proved in Kashiwara-Schapira [KS03,
Proposition 7.3 and Remark 7,4]. In the situation of Proposition 3.14, for a meromorphic
connection N on X along D ⊂ X i.e. a holonomic DXan-module N such that N (∗D) ' N
we define its irregularity irr(N ) ∈ Z by
irr(N ) = dimH1SolX(N )D − dimH0SolX(N )D.
We know that it is a non-negative integer (see Sabbah [Sab93, Chapter II, the proof of
Theorem 1.3.10] etc.). Moreover the meromorphic connection N is regular if and only if
irr(N ) = 0. The last assertion in Proposition 3.14 implies that irr(EϕX\D|X) = k. We can
generalize this result as follows.
Proposition 3.15. In the situation of Proposition 3.14, let $X : X˜ → X be the real
blow-up of X along D. For a meromorphic connection N on X along D ⊂ X assume
that there exist meromorphic functions ϕi ∈ OX(∗D) (1 ≤ i ≤ m) such that for any point
θ ∈ SDX ' $−1X (D) ' S1 there exists its sectorial neighborhood Vθ ⊂ X\D for which we
have an isomorphism
pi−1CVθ ⊗ SolEX(N ) ' pi−1CVθ ⊗
( m⊕
i=1
SolEX(EϕiX\D|X)
)
.
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For 1 ≤ i ≤ m such that ϕi has a pole along D (resp. is holomorphic at D) we denote by
ordD(ϕi) > 0 its pole order (resp. we set ordD(ϕi) = 0). Then we have
irr(N ) =
m∑
i=1
ordD(ϕi).
In particular, if ordD(ϕi) = 0 for any 1 ≤ i ≤ m, then N is regular.
Proof. The proof is similar to that of Proposition 3.14. Shrinking X if necessary we may
assume that X = {u ∈ C | |u| < ε} for some ε > 0, D = {u = 0} and X \D is covered
by some sectors Vθ1 , Vθ2 , . . . , Vθl ⊂ X \D for which we have isomorphisms
pi−1CVθj ⊗ SolEX(N ) ' pi−1CVθj ⊗
( m⊕
i=1
SolEX(EϕiX\D|X)
)
(1 ≤ j ≤ l).
Then by the Mayer-Vietoris exact sequences associated to the open covering X \ D =
∪lj=1Vθj of X \D we can modify the proof of Proposition 3.14 to our case.
We have also the following result. We call a finite sum
ϕ(u) =
∑
a∈Q,a≤0
cau
a (ca ∈ C)
a Puiseux polynomial of u−1. Here we regard it as a function on a sector V ⊂ C \ {0} by
fixing the branches of the monomials ua.
Proposition 3.16. In the situation of Proposition 3.14, let $X : X˜ → X be the real
blow-up of X along D = {u = 0}. Let ϕ1, . . . , ϕm, ψ1, . . . , ψm be Puiseux polynomials of
u−1 without constant terms. Assume that for a point θ ∈ SDX ' $−1X (D) ' S1 there
exists its open neighborhood U in X˜ on which we have an isomorphism
Φ :
m⊕
j=1
AX˜eϕj
∼−→
m⊕
i=1
AX˜eψi
of DA
X˜
-modules, where AX˜eϕj ' AX˜ (1 ≤ j ≤ m) and AX˜eψi ' AX˜ (1 ≤ i ≤ m) are the
natural DA
X˜
-modules associated to the functions eϕj (1 ≤ j ≤ m) and eψi (1 ≤ i ≤ m),
respectively. Then after reordering ϕj’s and ψi’s for any 1 ≤ j ≤ m we have ϕj = ψj.
Proof. For a sector V ⊂ X \D we define binary relations 
V
and =
V
on the set of Puiseux
polynomials of u−1 by
ϕ 
V
ψ ⇐⇒ Reϕ > Reψ on V, ϕ =
V
ψ ⇐⇒ Reϕ = Reψ on V.
We set also
ϕ 
V
ψ ⇐⇒ ϕ 
V
ψ or ϕ =
V
ψ.
Note that the condition Reϕ = Reψ on V for two Puiseux polynomials of u−1 without
constant terms implies ϕ = ψ. Hence the relation 
V
defines a partial order on the set
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of such Puiseux polynomials. We can choose a point θ′ ∈ SDX ∩ U and its small and
narrow sectorial neighborhood V ⊂ X \ D so that after reordering ϕj (1 ≤ j ≤ m) and
ψi (1 ≤ i ≤ m) we have
ϕ1 
V
ϕ2 
V
· · · 
V
ϕm 
V
ψm and ψ1 
V
ψ2 
V
· · · 
V
ψm.
We can also choose V so that for any 1 ≤ j ≤ m and 1 ≤ i ≤ m one of the conditions
ϕj 
V
ψi, ϕj =
V
ψi and ϕj ≺
V
ψi is satisfied. Then for any 1 ≤ j ≤ m, 1 ≤ i ≤ m and
connected open subset W ⊂ X˜ such that W ∩$−1X (D) 6= ∅, W ⊂ Int
(
$−1X (V )
)
we have
an isomorphism
Γ
(
W ;HomDA
X˜
(AX˜eϕj ,AX˜eψi)
) '

C (ϕj 
V
ψi)
0 (ϕj 
V
ψi).
Moreover if ϕj 
V
ψi the 1-dimensional vector space
Γ
(
W ;HomDA
X˜
(AX˜eϕj ,AX˜eψi)
) ' C
is generated by the morphism
1 · eϕj 7−→ eϕj−ψi · eψi .
This implies that the restriction of the isomorphism
Φ :
m⊕
j=1
AX˜eϕj (' A⊕mX˜ )
∼−→
m⊕
i=1
AX˜eψi (' A⊕mX˜ )
to W is represented by the invertible matrix
F (u) := (fij(u))1≤i,j≤m ∈Mm(AX˜(W )),
where we have
fij(u) = Cije
ϕj−ψi ∈ AX˜(W )
for some constants Cij ∈ C such that Cij = 0 if ϕj 
V
ψi. First let us consider the case
where we have ϕm−1 
V
ϕm (
V
ψm). Then the matrix F (u) is a block upper triangular
matrix of the form
F (u) =

∗
F˜ (u)
...
∗
0 · · · 0 ∗
 ∈Mm(AX˜(W )).
For it to be invertible, we have Cmm 6= 0 and hence ϕm = ψm on V . Since detF (u) ∈
AX˜(W ) is invertible in AX˜(W ), the same is true also for det F˜ (u) ∈ AX˜(W ). Then the
morphism
Φ˜ :
m−1⊕
j=1
AX˜eϕj
∼−→
m−1⊕
i=1
AX˜eψi
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of DA
X˜
-modules on W induced by the matrix F˜ (u) is an isomorphism. Hence the induction
on the rank m proceeds.
Next let us consider the general case where we have
ϕm−k 
V
ϕm−k+1 =
V
· · · =
V
ϕm (
V
ψm)
for some k ≥ 1. Then the matrix F (u) has the form
F (u) =
 ∗ ∗
0 · · · 0 ∗ · · · ∗︸︷︷︸
m− k
︸︷︷︸
k
∈Mm(AX˜(W )).
For it to be invertible, we have(
ϕm−k+1 =
V
ϕm−k+2 =
V
· · · =
V
)
ϕm =
V
ψm
and
(Cmm−k+1, Cmm−k+2, . . . , Cmm) 6= (0, 0, . . . , 0).
Assume that the condition
ψm−k+1 =
V
ψm−k+2 =
V
· · · =
V
ψm
is not satisfied. Then ψm−k+1 
V
ψm and the isomorphism
Ψ := Φ−1 :
m⊕
i=1
AX˜eψi
∼−→
m⊕
j=1
AX˜eϕj
is represented by a block upper triangular matrix
G(u) := (gij(u))1≤i,j≤m ∈Mm(AX˜(W ))
of the form
G(u) =


}
m− k
G˜(u) ∗ }
k
O O ∗︸︷︷︸
m− k
︸︷︷︸
k
∈Mm(AX˜(W )).
This is a contradiction. Hence we have
ψm−k+1 =
V
ψm−k+2 =
V
· · · =
V
ψm
and the matrix F (u) has the form
F (u) =
(
F˜ (u) ∗
O B
)
∈Mm(AX˜(W )).
for an invertible constant matrix B ∈ Mk(C). Similarly to the case k = 1 the function
det F˜ (u) ∈ AX˜(W ) is invertible in AX˜(W ) and the induction on the rank m proceeds.
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By this proposition we obtain the following useful result. In the situation of Proposi-
tion 3.14 letN be a meromorphic connection of rank m along the point D = {u = 0} ⊂ X.
Denote by ÔD|X the formal completion of OX along D ⊂ X. Then by the Hukuhara-
Levelt-Turrittin theorem after a ramification the formalization
N̂ := ÔD|X ⊗OX,D ND ∈ Mod(ÔD|X)
of N along D admits a decomposition by some Puiseux polynomials ψ1(u), . . . , ψm(u) of
u−1 without constant terms. We call them the exponential factors of N .
Corollary 3.17. In the situation as above, assume that for Puiseux polynomials
ϕ1(u), . . . , ϕm(u) of u
−1 without constant terms and a point θ ∈ SDX ' $−1X (D) ' S1
there exists its open neighborhood U in X˜ on which we have an isomorphism
NA '
m⊕
j=1
AX˜eϕj
of DA
X˜
-modules. Then after reordering ϕj’s and ψi’s for any 1 ≤ j ≤ m we have ϕj = ψj.
Namely ϕ1(u), . . . , ϕm(u) are the exponential factors of N counting with multiplicities.
Proof. By the Hukuhara-Levelt-Turrittin theorem after shrinking U we obtain an isomor-
phism
NA '
m⊕
i=1
AX˜eψi
of DA
X˜
-modules on U . Then the assertion follows from Proposition 3.16.
By this corollary and Corollary 3.11 we obtain the following result.
Theorem 3.18. In the situation as above, assume that for convergent Laurent Puiseux
series ϕ1, . . . , ϕm of u and a point θ ∈ SDX ' $−1X (D) ' S1 there exists its sectorial
neighborhood Vθ ⊂ X\D for which we have an isomorphism
pi−1CVθ ⊗ SolEX(N ) '
m⊕
j=1
EReϕjVθ|X .
Then after reordering ϕj’s and ψi’s for any 1 ≤ j ≤ m the pole part of ϕj coincides with
ψj. In particular, we have
irr(N ) =
m∑
i=1
ordD(ϕi).
Note that Proposition 3.15 is a very special case of this theorem. Theorem 3.18 could be
deduced also from [DK17, Lemma 6.3.4]. Our arguments can be applied to exponential
factors of meromorphic connections in higher dimensions as follows. Let X be a complex
manifold and D ⊂ X a normal crossing divisor in it. Let us take local coordinates
(u1, . . . , ul, v1, . . . , vdX−l) of X such that D = {u1u2 · · ·ul = 0}. We define a partial order
≤ on the set Zl by
a ≤ a′ ⇐⇒ ai ≤ a′i (1 ≤ i ≤ l).
29
Then for a meromorphic function ϕ ∈ OX(∗D) on X along D by using its Laurent
expansion
ϕ =
∑
a∈Zl
ca(ϕ)(v) · ua ∈ OX(∗D)
with respect to u1, . . . , ul we define its order ord(ϕ) ∈ Zl to be the minimum
min
(
{a ∈ Zl | ca(ϕ) 6= 0} ∪ {0}
)
if it exists. In [Moc11, Chapter 5] Mochizuki defined the notion of good sets of irregular
values on (X,D) to be finite subsets S ⊂ OX(∗D)/OX satisfying some properties. We do
not recall here its precise definition. Just recall that for any ϕ 6= ψ in such a set S the
order ord(ϕ− ψ) ∈ Zl is defined and the leading term cord(ϕ−ψ)(ϕ− ψ)(v) of its Laurent
expansion does not vanish at any point v ∈ Y = {u1 = u2 = · · · = ul = 0} ⊂ D. Let
us call a finite subset S ⊂ OX(∗D)/OX satisfying only this property a quasi-good set of
irregular values on (X,D).
Proposition 3.19. In the situation as above, let $X : X˜ → X be the real blow-up
of X along the normal crossing divisor D. Assume that ϕ1, . . . , ϕm (resp. ψ1, . . . , ψm)
∈ OX(∗D)/OX form a quasi-good set of irregular values on (X,D). Assume also that for
a point θ ∈ $−1X (Y ) ⊂ $−1X (D) there exists its open neighborhood U in X˜ on which we
have an isomorphism
Φ :
m⊕
j=1
AX˜eϕj
∼−→
m⊕
i=1
AX˜eψi
of DA
X˜
-modules. Then after reordering ϕj’s and ψi’s for any 1 ≤ j ≤ m we have ϕj = ψj.
Proof. The proof being very similar to that of Proposition 3.16, we shall freely use the
notations etc. in it. As in the case l = 1 we can choose a sector V ⊂ X \D along D such
that $−1X (V ) ⊂ U so that after reordering ϕj (1 ≤ j ≤ m) and ψi (1 ≤ i ≤ m) we have
ϕ1 
V
ϕ2 
V
· · · 
V
ϕm and ψ1 
V
ψ2 
V
· · · 
V
ψm.
Suppose that ϕm 6= ψm in OX(∗D)/OX . Then there exists a weight vector b =
(b1, . . . , bl) ∈ Zl>0 such that
L := min{〈a, b〉 | a ∈ Zl, ca(ϕm − ψm) 6= 0} < 0
and the set {a ∈ Zl | ca(ϕm − ψm) 6= 0, 〈a, b〉 = L} consists of a single point. Define a
subset K ⊂ V of the sector V by
K = {(sb1eiθ1 , . . . , sbleiθl , v1, . . . , vdX−l) ∈ V | 0 < s < 1} ⊂ V.
Then the restriction of the function Re(ϕm − ψm) to K tends to +∞ or −∞ as s→ +0.
Replacing Φ with Φ−1 if necessary, we may assume that the restriction of the function
eϕm−ψm to K increases rapidly as s→ +0. Hence we have Cm1 = Cm2 = · · · = Cmm = 0.
This contradicts to our assumption that Φ is an isomorphism. Then we can continue the
arguments in the proof of Proposition 3.16.
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In the situation of Proposition 3.19 let N be a meromorphic connection of rank m on X
along the the normal crossing divisor D. If it admits an unramified good lattice (at a
point v ∈ Y = {u1 = u2 = · · · = ul = 0} ⊂ D) in the sense of Mochizuki [Moc11], we
call the elements of OX(∗D)/OX appearing in the formal decomposition the exponential
factors of N . Recall that they form a good set of irregular values on (X,D). Then by
Propositions 3.10 and 3.19 we obtain the following result.
Theorem 3.20. In the situation as above, assume that the meromorphic connection N
admits an unramified good lattice. Assume also that ϕ1, . . . , ϕm ∈ OX(∗D)/OX form a
quasi-good set of irregular values on (X,D) and for a point θ ∈ $−1X (Y ) ⊂ $−1X (D) there
exists its sectorial neighborhood Vθ ⊂ X\D for which we have an isomorphism
pi−1CVθ ⊗ SolEX(N ) '
m⊕
j=1
EReϕjVθ|X .
Then ϕ1, . . . , ϕm ∈ OX(∗D)/OX are the exponential factors of N counting with multi-
plicities.
Obviously by ramification maps we can generalize this theorem to meromorphic connection
admitting good lattices in the sense of Mochizuki [Moc11].
The following lemma will be used in the proof of Theorem 4.4.
Lemma 3.21. Let M be the complex vector space Cn with the standard coordinates x =
(x1, x2, . . . , xn) and N,H ⊂M its linear subspaces defined by
N := {x1 = x2 = 0} ⊂ H := {x1 = 0} ⊂M.
For F ∈ Db(CM\H) assume that there exists sufficiently small 0 < ε  1 such that its
micro-support SS(F) ⊂ T ∗(M\H) does not intersect
Uε =
(x, ξ) ∈ T ∗(M\H)
∣∣∣∣∣∣ ξ1 ∈ C,
√√√√ n∑
i=3
|ξi|2 < ε|ξ2|
 .
Let ρ : MN →M be the (complex) blow-up of M along N , E ⊂MN its exceptional divisor
and H ′ ⊂ MN the proper transform of H in it. Let f : MN → P1 be the holomorphic
map induced by the meromorphic function
x2
x1
on M and ι : M\H ↪−→ MN the inclusion
map. Then for any point Q ∈ E\H ′ we have the vanishing
RΓ(Ref)−1({t∈R|t≥Ref(Q)})(ι!F)Q ' 0.
Proof. There exists an affine open subset W ' Cn of MN with the coordinates y =
(y1, y2, . . . , yn) such that the restriction of the morphism ρ : M
N →M to it is given by
(y1, y2, . . . , yn) 7−→ (x1, x2, . . . , xn) = (y1, y1y2, y3, . . . , yn)
and E\H ′ = E ∩ W = {y ∈ W | y1 = 0}. Moreover the restriction f |W of f to it is
given by (f |W )(y) = y2. By the isomorphism W\E 'M\H we regard F as an object of
Db(CW\E). Then it is easy to see that its micro-support does not intersect
U ′ε =
(y, η) ∈ T ∗(W\E)
∣∣∣∣∣∣ η1 ∈ C,
√√√√ n∑
i=3
|ηi|2 < ε |η2||y1|
 .
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In particular, the micro-support of the restriction of F ∈ Db(CW\E) to (W\E)∩{|y1| < 1}
does not intersect
Vε =
(y, η) ∈ T ∗((W\E) ∩ {|y1| < 1})
∣∣∣∣∣∣ η1 ∈ C,
√√√√ n∑
i=3
|ηi|2 < ε|η2|
 .
Let $tot : W˜
tot
E = {ζ ∈ C | |ζ| = 1} × Rt × Cn−1 → W = Cn be the total real blow-up of
W = Cn along E ∩W = {y1 = 0} of D’Agnolo-Kashiwara (see [DK16, §7.1]) defined by
(ζ, t, y2, . . . , yn) 7→ (tζ, y2, . . . , yn)
and identify W\E with the open subset {t > 0} of W˜ totE . Let j : W\E ↪−→ W˜ totE be the
inclusion map and for a point Q = (0, b2, . . . , bn) ∈ E\H ′ = E ∩W = {y1 = 0} set
Z = (Ref)−1({t ∈ R | t ≥ Ref(Q)}) = {y ∈ W | Rey2 ≥ Reb2}.
Then we have isomorphisms
RΓZ(ι!F)Q ' (RΓZR($tot)∗(j!F))Q
' (R($tot)∗RΓ($tot)−1(Z)(j!F))Q
' RΓ(($tot)−1(Q); RΓ($tot)−1(Z)(j!F)).
Hence it suffices to show the vanishing
(RΓ($tot)−1(Z)(j!F))P ' 0
at each point P ∈ ($tot)−1(Q) ' {ζ ∈ C | |ζ| = 1} ' S1. By using the above estimate
of the micro-support of the restriction of F ∈ Db(CW\E) to (W\E) ∩ {|y1| < 1} we can
show it by [KS90, Theorem 6.3.1]. This completes the proof.
4 Main Theorems
First we recall Fourier transforms of algebraic D-modules. Let X = CNz be a complex
vector space and Y = CNw its dual. We regard them as algebraic varieties and use the
notationsDX andDY for the rings of “algebraic” differential operators on them. Denote by
Modcoh(DX) (resp. Modhol(DX), Modrh(DX)) the category of coherent (resp. holonomic,
regular holonomic) DX-modules. Let WN := C[z, ∂z] ' Γ(X;DX) and W ∗N := C[w, ∂w] '
Γ(Y ;DY ) be the Weyl algebras over X and Y , respectively. Then by the ring isomorphism
WN
∼−→ W ∗N (zi 7→ −∂wi , ∂zi 7→ wi)
we can endow a left WN -module M with a structure of a left W
∗
N -module. We call it the
Fourier transform of M and denote it by M∧. For a ring R we denote by Modf (R) the
category of finitely generated R-modules. Recall that for the affine algebraic varieties X
and Y we have the equivalences of categories
Modcoh(DX) ' Modf (Γ(X;DX)) = Modf (WN),
Modcoh(DY ) ' Modf (Γ(Y ;DY )) = Modf (W ∗N)
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(see e.g. [HTT08, Propositions 1.4.4 and 1.4.13]). For a coherent DX-module M ∈
Modcoh(DX) we thus can define its Fourier transform M∧ ∈ Modcoh(DY ). It follows that
we obtain an equivalence of categories
(·)∧ : Modhol(DX) ∼−→ Modhol(DY )
between the categories of holonomic D-modules. Let
X
p←− X × Y q−→ Y
be the projections. Then by Katz-Laumon [KL85], for a holonomic DX-module M ∈
Modhol(DX) we have an isomorphism
M∧ ' Dq∗(Dp∗M
D⊗OX×Y e−〈z,w〉),
where Dp∗,Dq∗,
D⊗ are the operations for algebraic D-modules and OX×Y e−〈z,w〉 is the
integral connection of rank one on X×Y associated to the canonical paring 〈·, ·〉 : X×Y →
C. In particular the right hand side is concentrated in degree zero. Let X ' PN (resp.
Y ' PN) be the projective compactification of X (resp. Y ). By the inclusion map
iX : X = CN ↪−→ X = PN we extend a holonomic DX-moduleM∈ Modhol(DX) on X to
the one M˜ := iX∗M' DiX∗M on X. Denote by Xan the underlying complex manifold
of X and define the analytification M˜an ∈ Modhol(DXan) of M˜ by M˜an = OXan ⊗OX M˜.
Then we set
SolE
X
(M˜) := SolE
X
an(M˜an) ∈ Eb(ICXan).
Note that by Theorem 2.1 (v) there exists an isomorphism
SolE
X
(M˜) ' pi−1CXan ⊗ SolEX(M˜).
Similarly for the Fourier transformM∧ ∈ Modhol(DY ) we define SolEY (M˜∧) ∈ Eb(ICY an).
Remark 4.1. Let jX : X
an
∞ = (X
an, X
an
)→ Xan be the canonical morphism of bordered
spaces and
SolEX∞ : D
b
hol(DX)→ Dbhol(DXan∞ )→ Eb(ICXan∞ )
the functor defined in [KS16a, Definition 4.14]. Then for M ∈ Modhol(DX) there exists
an isomorphism
SolEX∞(M) ' Ej−1X SolEX(M˜).
Let
X
an p←− Xan × Y an q−→ Y an
be the projections. Then the following theorem is essentially due to Kashiwara-Schapira
[KS16a] and D’Agnolo-Kashiwara [DK17]. For F ∈ Eb(ICXan) we set
LF := Eq∗(Ep
−1F
+⊗ E−Re〈z,w〉
X×Y |X×Y [N ]) ∈ Eb(ICY an)
(here we denote Xan × Y an etc. by X × Y etc. for short) and call it the Fourier-Sato
(Fourier-Laplace) transform of F .
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Theorem 4.2. For M∈ Modhol(DX) there exists an isomorphism
SolE
Y
(M˜∧) ' LSolE
X
(M˜).
Proof. Let
X
p←− X × Y q−→ Y
be the projections and iY : Y = CN ↪−→ Y = PN , iX×Y : X × Y ↪−→ X × Y the inclusion
maps of algebraic varieties. Then by [HTT08, Theorem 1.7.3 and Corollary 1.7.5] for
M˜∧ ' iY ∗(M∧) we obtain an isomorphism
M˜∧ ' Dq∗
(
Dp∗M˜ D⊗ iX×Y ∗OX×Y e−〈z,w〉
)
.
Moreover we have
(
iX×Y ∗OX×Y e−〈z,w〉
)an ' E−〈z,w〉
X×Y |X×Y . Then the assertion follows from
[HTT08, Proposition 4.7.2] and Theorem 2.1.
Form now on, we focus our attention on Fourier transforms of regular holonomic DX-
modules. For such a DX-moduleM, by [HTT08, Theorem 7.1.1] we have an isomorphism
SolX(M˜) ' iX!SolX(M), where the right hand side iX!SolX(M) ∈ Db(CXan) is the
extension by zero of the classical solution complex of M to Xan. Moreover by [DK16,
Proposition 9.1.3 and Corollary 9.4.9] there exists an isomorphism
SolE
X
(M˜) ' CE
X
an
+⊗ ε(iX!SolX(M)).
For an enhanced sheaf F ∈ Eb(CXan) on X
an
we define its Fourier-Sato (Fourier-Laplace)
transform LF ∈ Eb(CY an) by
LF := Eq∗(Ep
−1F
+⊗ E−Re〈z,w〉
X×Y |X×Y [N ]) ∈ Eb(CY an).
Since we have
L(CE
X
an
+⊗ (·)) ' CE
Y
an
+⊗ L(·)
it suffices to study the Fourier-Sato transform of the enhanced sheaf ε(iX!SolX(M)) ∈
Eb(CXan) on X
an
. Fix a regular holonomic DX-module M and denote by char(M) ⊂
T ∗X ' X × Y its characteristic variety.
Definition 4.3. We define a (Zariski) open subset Ω ⊂ Y = CNw by:
w ∈ Ω ⇐⇒

there exists an open neighborhood U of w in Y
such that the restriction q−1(U) ∩ char(M)→ U
of q : X × Y → Y is an unramified covering.
Since char(M) is C∗-conic, Ω ⊂ Y = CNw is also C∗-conic. Note that Ω is dense in
Y . Denote by k ≥ 0 the degree of the covering q−1(Ω) ∩ char(M) → Ω. For a point
w ∈ Ω ⊂ Y = CN , let {µ1(w), . . . , µk(w)} = q−1(w) ∩ char(M) ⊂ T ∗X be its fiber by
q−1(Ω)∩char(M)→ Ω. Then in a neighborhood of each point µi(w) ∈ q−1(w)∩char(M)
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the characteristic variety char(M) is smooth and hence there exists a (locally closed)
complex submanifold Si ⊂ X such that µi(w) ∈ char(M) = T ∗SiX. For 1 ≤ i ≤ k set
αi(w) := p(µi(w)) ∈ Si ⊂ X = CN .
By our definition of Ω ⊂ Y = CN , it is easy to see that the restriction of the linear
function
`(w) : X = CN → C (z 7→ 〈z, w〉)
to Si has a non-degenerate (complex Morse) critical point at αi(w) ∈ Si (see e.g.
Kashiwara-Schapira [KS85, Lemma 7.2.2]). For 1 ≤ i ≤ k denote by mi > 0 the multi-
plicity of M at µi(w) ∈ char(M).
Theorem 4.4. Let U ⊂ Ω ⊂ Y = CN be a connected and simply connected open subset
of Ω. Then we have an isomorphism
pi−1CU ⊗
(
SolE
Y
(M˜∧)
)
'
k⊕
i=1
pi−1CU ⊗
(
“ lim−→ ”
a→+∞
C⊕mi{t≥Re〈αi(w),w〉+a}
)
in Eb(ICY ).
Proof. It suffices to prove that there exists an isomorphism
L(ε(iX!SolX(M))) '
k⊕
i=1
C⊕mi{t≥Re〈αi(w),w〉}
of enhanced sheaves on U ⊂ Ω ⊂ Y . Let
X × Rs p1←− (X × Rs)× (Y × Rt) p2−→ Y × Rt
be the projections. Then by D’Agnolo-Kashiwara [DK17, Lemma 7.2.1] on Y ⊂ Y we
have an isomorphism
L
(
ε(iX!SolX(M))
) ' Q(Rp2!(p−11 (C{s≥0} ⊗ pi−1SolX(M))⊗ C{t−s−Re〈z,w〉≥0}[N ])),
where Q : Db(CY an×R)→ Eb(CY an) is the quotient functor. For a point (w, t) ∈ Y an × R
we have also isomorphisms(
Rp2!(p
−1
1 (C{s≥0} ⊗ pi−1SolX(M))⊗ C{t−s−Re〈z,w〉≥0}[N ])
)
(w,t)
' RΓc({(z, s) ∈ Xan × R | t− s− Re〈z, w〉 ≥ 0, s ≥ 0}; pi−1SolX(M)[N ])
' RΓc(Xan; Rpi!(C{t−s−Re〈z,w〉≥0,s≥0} ⊗ pi−1SolX(M)[N ]))
' RΓc(Xan; (Rpi!C{t−s−Re〈z,w〉≥0,s≥0})⊗ SolX(M)[N ])
' RΓc({z ∈ Xan | Re〈z, w〉 ≤ t};SolX(M)[N ]),
where we used
Rpi!C{t−s−Re〈z,w〉≥0,s≥0} ' C{Re〈z,w〉≤t}
in the last isomorphism. Fix w ∈ U ⊂ Ω ⊂ Y = CN . Then by an argument similar to the
one in the proof of Esterov-Takeuchi [ET15, Theorem 5.5] we can prove the vanishing
RΓc({z ∈ Xan | Re〈z,w〉 ≤ t}; SolX(M)[N]) ' 0
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for t  0 as follows. Let H∞ := X\X ' PN−1 be the hyperplane at infinity of X = PN
and
`(w) : X = CN → C (z 7−→ 〈z, w〉)
the linear function defined by w. Then the meromorphic extension of `(w) to X = PN has
points of indeterminacy in the complex submanifold H(w) := `(w)−1(0) ∩H∞ ' PN−2 of
X = PN . Let ρ : XH(w) → X be the complex blow-up of X along H(w) and ι : X ↪−→
X
H(w)
the inclusion map. Then the meromorphic extension f of `(w) to X
H(w)
has no
point of indeterminacy and we obtain a commutative diagram
X 
 ι //
`(w)

X
H(w)
f

C  
i
// P1
of holomorphic maps, where i : C ↪−→ P1 is the inclusion map. See the proof of Lemma
3.21 or [MT13, Theorem 3.6]. Note that f is proper and set
L(SolX(M)) := Rp2!
(
p−11 (C{s≥0} ⊗ pi−1SolX(M))⊗ C{t−s−Re〈z,w〉≥0}[N ]
) ∈ Db(CY×R).
Then for t ∈ R the stalk(
L(SolX(M))
)
(w,t)
' RΓc
({z ∈ Xan | Re〈z, w〉 ≤ t};SolX(M)[N ])
is calculated as follows:
RΓc
({z ∈ Xan | Re〈z, w〉 ≤ t};SolX(M)[N ])
' RΓc
(
X
H(w)
;C{z∈Xan | Re〈z,w〉≤t} ⊗ ι!SolX(M)[N ]
)
' RΓc
(
X
H(w)
; f−1C{τ∈C | Reτ≤t} ⊗ ι!SolX(M)[N ]
)
' RΓc
(
P;C{τ∈C | Reτ≤t} ⊗ Rf!ι!SolX(M)[N ]
)
' RΓc
({τ ∈ C | Reτ ≤ t}; Rf∗ι!SolX(M)[N ]).
Since the direct image Rf∗ι!SolX(M)[N ] of the perverse sheaf ι!SolX(M)[N ] ∈
DbC−c(CXH(w)) is constructible, for t  0 the restrictions of its cohomology sheaves to
the closed half space {τ ∈ C | Reτ ≤ t} ⊂ C ⊂ P1 of C are locally constant. Thus for
t 0 we obtain the vanishing
RΓc
({z ∈ Xan | Re〈z, w〉 ≤ t};SolX(M)[N ]) ' 0.
Let H ′∞ = f
−1({∞}) ⊂ XH(w) be the proper transform of H∞ by the blow-up ρ and g :
X
H(w)\f−1({∞})→ C the restriction of f to XH(w)\f−1({∞}). Then by our construction
of X
H(w)
for any t ∈ R the real hypersurface (Reg)−1(t) intersects the exceptional divisor
E = ρ−1(H(w)) ⊂ XH(w) of ρ transversally (see the proof of Lemma 3.21). Hence it is
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compact and smooth inX
H(w)
. This implies that the morphism Reg : X
H(w)\f−1({∞})→
R is proper. Let ι′ : X ↪→ XH(w) \ f−1({∞}) be the inclusion map. Then for any t ∈ R
we have isomorphisms
RΓc({z ∈ Xan | Re〈z, w〉 ≤ t};SolX(M)[N ])
' RΓc({x ∈ XH(w) \ f−1({∞}) | Reg(x) ≤ t}; ι!SolX(M)[N ])
' RΓc
({s ∈ R | s ≤ t}; R(Reg)∗ι′!SolX(M)[N ]).
For 1 ≤ i ≤ k set ci := Re〈αi(w), w〉 = Re(`(w))(αi(w)). For the fixed w ∈ Ω, after
reordering α1(w), . . . , αk(w) ∈ X we may assume that
c1 ≤ c2 ≤ · · · · · · ≤ ck.
If for some 1 ≤ i < j ≤ k such that ci < cj the open interval (ci, cj) ⊂ R does not intersect
the set {c1, c2, c3, . . . , ck} (of the stratified critical values of Re(`(w)) : Xan → R), then
by Lemma 3.21 for any t1, t2 ∈ R such that ci < t1 < t2 < cj we obtain an isomorphism
RΓc({z ∈ Xan | Re〈z, w〉 ≤ t2};SolX(M)[N ])
∼−→ RΓc({z ∈ Xan | Re〈z, w〉 ≤ t1};SolX(M)[N ]).
Indeed, we can prove the equivalent one
RΓc
({s ∈ R | s ≤ t2}; R(Reg)∗ι′!SolX(M)[N ])
∼−→ RΓc
({s ∈ R | s ≤ t1}; R(Reg)∗ι′!SolX(M)[N ])
as follows. Let
Λ`(w) = {(z, grad`(w)(z)) ∈ T ∗X ' X × Y | z ∈ X} ⊂ T ∗X
be the (non-homogeneous) Lagrangian submanifold of T ∗X associated to the function
`(w) : X → C. Since Λ`(w) ' X × {w} ⊂ X × Y , the condition w ∈ Ω implies that Λ`(w)
intersects charM only over finitely many points in X. Hence, for any τ ∈ C the conormal
bundle of the level set `(w)−1(τ) ' CN−1 ⊂ X = CN of `(w) in X intersects the micro-
support of the perverse sheaf SolX(M)[N ] only in the zero-section T ∗XX ' X of T ∗X on a
neighborhood of H(w) ⊂ X. Note also that `(w)−1(τ) ' PN−1 (τ ∈ C) are all the projec-
tive hyperplanes of X = PN containing H(w) ' PN−2 and different from the special one
H∞ ' PN−1. The same is true also for any small perturbation of w in Ω. This implies that
the assumption of Lemma 3.21 is satisfied for the submanifolds N = H(w) ⊂ H = H∞
in an affine open subset M ' CN of X = PN and SolX(M)|M\H∞ [N ] ∈ DbC−c(CM\H∞).
Then we obtain the desired isomorphism by applying Kashiwara’s non-characteristic de-
formation lemma (see [KS90, Proposition 2.7.2]) to the complex R(Reg)∗ι′!SolX(M)[N ]
on the real line R. Since SolX(M)[N ] is a perverse sheaf on X, by Kashiwara-Schapira
[KS85, Theorem 9.5.2], for any 1 ≤ i ≤ k there exists an isomorphism
SolX(M)[N ] ' C⊕miSi [dSi ]
in the localized category Db(CX ;µi(w)) of Db(CX) at µi(w) ∈ T ∗X (see [KS90, Definition
6.1.1]). Moreover the restriction of the function Re(`(w)) : Xan → R to the submanifold
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Si ⊂ X has a non-degenerate (real Morse) critical point of Morse index dSi at αi(w) ∈ Si.
It follows that for the closed subset
Zi := {z ∈ Xan | Re〈z, w〉 ≥ ci} ⊂ Xan
of Xan and j ∈ Z we have
HjRΓZi(SolX(M)[N ])αi(w) ' HjRΓZi(C⊕miSi [dSi ])αi(w)
'

Cmi (j = 0)
0 (otherwise).
Hence for any t = ci = Re〈αi(w), w〉 ∈ R (1 ≤ i ≤ k) there exists 0 < ε 1 such that
RΓc({z ∈ Xan | Re〈z, w〉 ≤ t+ ε};SolX(M)[N ])
' RΓc({z ∈ Xan | Re〈z, w〉 ≤ t};SolX(M)[N ])
' RΓc({z ∈ Xan | Re〈z, w〉 ≤ t− ε};SolX(M)[N ])⊕ Cmi .
This implies that the restriction of L(SolX(M)) to the fiber pi−1(w) ' R of w ∈ U ⊂ Ω
is isomorphic to the sheaf
k⊕
i=1
C⊕mi{t≥Re〈αi(w),w〉}.
Since the subsets (U × R) ∩ {t ≥ Re〈αi(w), w〉} ' U × R≥0 of U × R are connected and
simply connected, we can extend this isomorphism to U × R ⊂ Y an × R. This completes
the proof.
Corollary 4.5. The restriction of the Fourier transform M∧ ∈ Modhol(DY ) of M to
Ω ⊂ Y is an integrable connection. Moreover its rank is equal to ∑ki=1mi.
Proof. By Theorem 4.4, locally on Ω there exists an isomorphism
SolE
Y
(M˜∧) '
k⊕
i=1
“ lim−→ ”
a→+∞
C⊕mi{t≥Re〈αi(w),w〉+a}.
Let i0 : Y
an
↪→ Y an × R∞ be the map given by y 7→ (y, 0). Then locally on Ω we have
isomorphisms
SolY (M∧) ' αY ani!0RESolEY (M˜∧)
' αY ani!0RE
( k⊕
i=1
“ lim−→ ”
a→+∞
C⊕mi{t≥Re〈αi(w),w〉+a}
)
' αY ani!0
( k⊕
i=1
“ lim−→ ”
a→+∞
C⊕mi{t<Re〈αi(w),w〉+a}[1]
)
.
On the other hand, for a 0 the sheaf C{t<Re〈αi(w),w〉+a} being isomorphic to the constant
sheaf CY an×R locally on a neighborhood of i0(Ω) ⊂ Ω×R, there exist also an isomorphism
i!0
( k⊕
i=1
“ lim−→ ”
a→+∞
C⊕mi{t<Re〈αi(w),w〉+a}[1]
)
' C⊕ki=1miΩ
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locally on Ω. We thus obtain an isomorphism
SolY (M∧) ' C⊕
k
i=1mi
Ω
locally on Ω. Then by SS(SolY (M∧)) = char(M∧) the characteristic variety char(M∧) of
M∧ is contained in the zero-section of T ∗Y an on Ω. Now all the assertions are clear.
Next fix a point w ∈ Ω such that w 6= 0 and set
L := Cw = {λw | λ ∈ C} ⊂ Y = CN .
Then L is a complex line isomorphic to Cλ. By the C∗-conicness of Ω its open subset
L\{0} ' C∗λ is contained in Ω. Note that αi(λw) = αi(w) (1 ≤ i ≤ k) for any λ ∈ C∗.
Since we fixed the point w ∈ Ω we set αi = αi(w) (1 ≤ i ≤ k) for short. Let P :=
L unionsq {∞} ⊂ Y = PN be the projective compactification of L. We extend M∧|L\{0} to a
meromorphic connection on P and denote it by L ∈ Modhol(DP). Note that L is isomorphic
to the restriction of M˜∧ to P ⊂ Y on a neighborhood of the point ∞ ∈ P. The following
result is a generalization (of some part) of Esterov-Takeuchi [ET15, Theorem 5.6]. Let
$P : P˜→ P be the real blow-up of P along the divisor {∞} ⊂ P.
Theorem 4.6. For any point θ ∈ $−1P ({∞}) ' S1 there exists its open neighborhood W
in P˜ such that we have an isomorphism
LA|W '
( k⊕
i=1
(
(E−〈αi,w〉λL|P )A
)⊕mi)|W
of DAP -modules on W . In particular, the functions −〈αi, w〉λ of λ are the exponential
factors of the meromorphic connection L at the point∞ ∈ P (the multiplicity of −〈αi, w〉λ
is equal to mi). Moreover the meromorphic connection L is regular at the origin 0 ∈ L ⊂
P.
Proof. By [DK16, Corollary 9.4.12] we have isomorphisms
SolEP (E−〈αi,w〉λL|P ) ' E−Re(〈αi,w〉λ)L|P ' “ lim−→ ”
a→+∞
C{t≥Re(〈αi,w〉λ)+a}.
On the other hand, by Theorem 4.4 for any θ ∈ $−1P ({∞}) ' S1 there exists its sectorial
neighborhood Vθ ⊂ P\{∞} such that we have an isomorphism
pi−1CVθ ⊗ SolEP (L) '
k⊕
i=1
pi−1CVθ ⊗
(
“ lim−→ ”
a→+∞
C⊕mi{t≥Re(〈αi,w〉λ)+a}
)
.
We thus obtain an isomorphism
pi−1CVθ ⊗ SolEP (L) ' pi−1CVθ ⊗ SolEP
( k⊕
i=1
(E−〈αi,w〉λL|P )⊕mi).
Then the first assertion follows from Corollary 3.11. The second one follows from Theorem
3.18. We can show the remaining one by using the last part of Proposition 3.15.
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Remark 4.7. In Esterov-Takeuchi [ET15] for the Fourier transform (·)∧ : Modhol(DX)→
Modhol(DY ) the authors used the kernel OX×Y e〈z,w〉 instead of the one OX×Y e−〈z,w〉 used
in this paper. This is the reason why we obtain E−〈αi,w〉λL|P instead of E 〈αi,w〉λL|P in Theorem
4.6.
As in Esterov-Takeuchi [ET15, Remark 5.7], by Theorems 4.4 and 4.6 we easily obtain
the Stokes lines of the meromorphic connection L ∈ Modhol(DP) at∞ ∈ P as follows. We
define a subset J of {1, 2, . . . , k}2 by
J = {(i, j) ∈ {1, 2, . . . , k}2 | 〈αi, w〉 6= 〈αj, w〉}.
Then the union of the Stokes lines is equal to the set⋃
(i,j)∈J
{λ ∈ C ' L | Re〈αi − αj, λw〉 = 0}
in L ' C.
Now we shall study the enhanced ind-sheaf SolE
Y
(M˜∧) ' LSolE
X
(M˜) on the remaining
set D := Y \Ω ⊂ Y = CN . Fix a point w ∈ D = Y \Ω such that w 6= 0 and define
`(w) : X = CN → C, H(w) := `(w)−1(0) ∩ H∞ ' PN−2, f : XH(w) → P1 etc, as before.
Then there exists finite points P1, P2, . . . , P` ∈ C in C such that the restriction
X
H(w) \ f−1({∞, P1, P2, . . . , P`})→ P1\{∞, P1, P2, . . . , P`}
of f is a stratified fiber bundle with respect to a stratification associated to the perverse
sheaf ι!SolX(M)[N ] ∈ DbC−c(CXH(w)) (see e.g. Goresky-MacPherson [GM88, P43]). Recall
that we set
L(SolX(M)) := Rp2!
(
p−11 (C{s≥0} ⊗ pi−1SolX(M))⊗ C{t−s−Re〈z,w〉≥0}[N ]
) ∈ Db(CY×R).
For t ∈ R its stalk (L(SolX(M)))(w,t) is calculated as in the case w ∈ Ω. Moreover for
t 0 we have also the vanishing
RΓc
({z ∈ Xan | Re〈z, w〉 ≤ t};SolX(M)[N ]) ' 0.
For 1 ≤ i ≤ ` define a function hi : Cτ → C by hi(τ) = τ − Pi so that we have
h−1i (0) = {Pi} ⊂ C. Let us set
Ki := {τ ∈ C | Re(hi(τ)) ≥ 0} ⊂ C.
Then for t ∈ R and 0 < ε 1 there exists a distinguished triangle⊕
i:RePi=t
RΓKi
(
Rf∗ι!SolX(M)[N ]
)
Pi
−→
RΓc
({τ ∈ C | Reτ ≤ t+ ε}; Rf∗ι!SolX(M)[N ]) −→
RΓc
({τ ∈ C | Reτ ≤ t− ε}; Rf∗ι!SolX(M)[N ]) +1−→ .
Moreover for each 1 ≤ i ≤ ` such that RePi = t we have an isomorphism
RΓKi
(
Rf∗ι!SolX(M)[N ]
)
Pi
' φhi
(
Rf∗ι!SolX(M)[N ]
)
[−1],
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where φhi : D
b(CC)→ Db(Ch−1i (0)) = Db(C{Pi}) is the vanishing cycle functor associated
to hi (see Kashiwara-Schapira [KS90] and Dimca [Dim04] etc.). Since f is proper, we
have also an isomorphism
φhi
(
Rf∗ι!SolX(M)[N ]
)
[−1] ' RΓ(f−1(Pi);φhi◦f(ι!SolX(M)[N ])[−1]).
Note that φhi◦f
(
ι!SolX(M)[N ]
)
[−1] is a perverse sheaf on (hi ◦ f)−1(0) = f−1(Pi) ⊂
X
H(w)
. Moreover for the inclusion map i{w} : {w} ↪−→ Y = CN we have the following
result.
Lemma 4.8. For a 0 we have isomorphisms
Sol{w}(Di∗{w}M∧) '
(
L(SolX(M))
)
(w,a)
' RΓc({z ∈ Xan | Re〈z, w〉 ≤ a};SolX(M)[N ]).
Proof. First note that we have isomorphisms
Sol{w}(Di∗{w}M∧) ' α{w}i!0RESolE{w}(Di∗{w}M∧)
' α{w}i!0REEi−1{w}SolEY (M∧)
By the isomorphism
SolE
Y
(M∧) ' “ lim−→
a→+∞
” C{t≥a}
+⊗ L(ε(iX!SolX(M))),
we obtain an isomorphism
Ei−1{w}Sol
E
Y (M∧) ' “ lim−→
a→+∞
” C{t≥a}
+⊗Q
((
L(SolX(M))
)|{w}×R).
Let us clarify the structure of the sheaf
(
L(SolX(M))
)|{w}×R on {w} × R ' R. Denote
by k (≤ `) the cardinality of the subset {ReP1,ReP2, . . . ,ReP`} ⊂ R of R and set
{t1 < t2 < · · · < tk} = {ReP1,ReP2, . . . ,ReP`}.
For 1 ≤ i ≤ k − 1, we set also Ii := (ti, ti+1) ⊂ R. Then for any t ∈ Ii, there exists an
isomorphism
RΓc
({τ ∈ C | Reτ ≤ t}; Rf∗Rι!SolX(M)[N ])
∼−→ RΓc
({τ ∈ C | Reτ ≤ ti}; Rf∗Rι!SolX(M)[N ]).
This implies that we have an isomorphism(
L(SolX(M))
)
(w,t)
' (L(SolX(M)))(w,ti)
for any t ∈ Ii. Set Fi =
(
L(SolX(M))
)
(w,ti)
(1 ≤ i ≤ k− 1) and G = (L(SolX(M)))(w,tk).
Then by some distinguished triangles associated to the decomposition
{t1 ≤ t} = {t1 ≤ t < t2} unionsq {t2 ≤ t < t3} unionsq · · · unionsq {tk−1 ≤ t < tk} unionsq {tk ≤ t}
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of the interval {t1 ≤ t} ⊂ R the support of
(
L(SolX(M))
)|{w}×R is divided into those of
(Fi){ti≤t<ti+1} and G{tk≤t}. By (the proof of) Lemma 3.13, for 1 ≤ i ≤ k − 1 we have
i!0R
E
(
“ lim−→
a→+∞
” C{t≥a}
+⊗ (Fi){ti≤t<ti+1}
)
' Rpi∗RIhom
(
C{t≥0} ⊕ C{t≤0}, “ lim−→
a→+∞
” (Fi){ti+a≤t<ti+1+a}
)
' Rpi∗RIhom
(
CR, “ lim−→
a→+∞
” (Fi){ti+a≤t<ti+1+a}
)
' 0.
We thus obtain an isomorphism
i!0R
E
(
“ lim−→
a→+∞
” C{t≥a}
+⊗ (L(SolX(M)))|{w}×R)
' i!0RE
(
“ lim−→
a→+∞
” C{t≥a}
+⊗G{tk≤t}
)
.
Moreover there exists an isomorphism
i!0R
E
(
“ lim−→
a→+∞
” C{t≥a}
+⊗G{tk≤t}
)
' Rpi∗RIhom
(
C{t≥0} ⊕ C{t≤0}, “ lim−→
a→+∞
” G{tk+a≤t}
)
' Rpi∗RIhom
(
CR, “ lim−→
a→+∞
” G{tk+a≤t}
)
' G.
Then the assertion immediately follows.
By the proof of this lemma, we see that SolY (M∧) is monodromic. Indeed, for λ ∈ R+
we have Re`(λw) = λ ·Re`(w). This implies that SolY (M∧) is R+-conic (see Ito-Takeuchi
[IT18] for a precise proof). For a general theory of conic ind-sheaves see [Pre11]. We can
rewrite Lemma 4.8 more geometrically as follows.
Proposition 4.9. For any τ ∈ C\{P1, P2, . . . , P`} we have
χw
(
Sol{w}(Di∗{w}M∧)
)
= χ
(
RΓc(X;SolX(M)[N ])
)− χ(RΓc(`(w)−1(τ);SolX(M)[N ])).
Proof. For a  0 the restriction of `(w) : X = CN → C to the open subset {τ ∈
C | Reτ > a} ⊂ C is a stratified fiber bundle with respect to a stratification associated to
the perverse sheaf SolX(M)[N ] ∈ DbC−c(CX). Then we obtain the assertion by applying
the Ku¨nneth formula to Lemma 4.8.
Note that a special case of Proposition 4.9 was obtained by Brylinski [Bry86, Corollaire
8.6].
From now, let us calculace (some part of) the characteristic cycle of the Fourier trans-
form M∧. Let ∪mi=1Di be the irreducible decomposition of D = Y \ Ω ⊂ Y = CN . For
1 ≤ i ≤ m such that dDi = N − 1 we shall calculate the multiplicity
multT ∗DiY
M∧ ≥ 0
42
of the Fourier transform M∧ of M along T ∗DiY . For this purpose, first we calculate the
local Euler-Poincare´ index
χv
(
SolY (M∧)
)
=
∑
j∈Z
(−1)jdimHjSolY (M∧)v
of SolY (M∧) at generic smooth points v ∈ Dreg of D. Fix 1 ≤ i ≤ m and let v ∈ Di∩Dreg
be such a generic point. Let M ⊂ Y be a subvariety of Y which intersects Di at v
transversally. We call it a normal slice of Di at v. By definition M is smooth on a
neighborhood of v. Let iM : M ↪−→ Y = CN be the inclusion map. Then it is non-
characteristic for M∧ and hence we obtain an isomorphism
SolY (M∧)|M ' SolM(Di∗MM∧).
Let us consider the special case where dDi = N − 1. In this case we have dM = 1. For
the holonomic D-module K := Di∗MM∧ ∈ Modhol(DM) on the normal slice M of Di at v,
consider the distinguished triangle
RΓ{v}(K) −→ K −→ K(∗{v}) +1−→ .
Then by the results in Section 3 we obtain
χv
(
SolY (M∧)
)
= χv
(
SolM(K)
)
= χv
(
SolM
(
RΓ{v}(K)
))
+ χv
(
SolM
(K(∗{v})))
= χv
(
Sol{v}
(
Di∗{v}M∧
))
+ χv
(
SolM
(K(∗{v}))).
Combining this with Proposition 4.9 we finally obtain the following theorem.
Theorem 4.10. Assume that dDi = N − 1. Then for |τ |  0 we have
χv
(
SolY (M∧)
)
= χ
(
RΓc(X;SolX(M)[N ])
)− χ(RΓc(`(v)−1(τ);SolX(M)[N ]))
+ χv
(
SolM
(K(∗{v}))).
For the meromorphic connection K(∗{v}) on the Riemann surface M we can calculate
χv
(
SolM
(K(∗{v}))) by Proposition 3.15 as follows. Recall that −χv(SolM(K(∗{v}))) is
equal to the irregularity irr(K(∗{v})) ≥ 0 of K(∗{v}). Let $M : M˜ →M be the real blow-
up of M along {v} ⊂M . Shrinking the normal slice M if necessary we may assume that
M = {u ∈ C | |u| < ε} for some ε > 0, {v} = {u = 0} and M \ {v} ⊂ Ω. Then we define
Laurent Puiseux series ϕi(u) (1 ≤ i ≤ k) and their pole orders ord{v}(ϕi) ≥ 0 as in Section
1. Moreover by Theorems 4.4 and 2.1 (ii) for any point θ ∈ S{v}M ' $−1M ({v}) ' S1
there exists its sectorial neighborhood Vθ ⊂M\{v} for which we have an isomorphism
pi−1CVθ ⊗ SolEM(K(∗{v})) '
k⊕
i=1
(
E−ReϕiVθ|M
)⊕mi .
Then by Theorem 3.18 we obtain the following result.
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Theorem 4.11. The exponential factors appearing in the Hukuhara-Levelt-Turrittin de-
composition of the meromorphic connection K(∗{v}) at v ∈ M are the pole parts of
−ϕi (1 ≤ i ≤ k). Moreover for any 1 ≤ i ≤ k the multiplicity of the pole part of −ϕi is
equal to mi. In particular we have
irr(K(∗{v})) =
k∑
i=1
mi · ord{v}(ϕi).
Theorem 4.12. Assume that dDi = N − 1 and let v0 ∈ Ω be a point of Ω. Then for
|τ |  0 and a generic point v ∈ Di∩Dreg the multiplicity multT ∗DiYM
∧ ≥ 0 of the Fourier
transform M∧ along T ∗DiY is given by
multT ∗DiY
M∧ =χ(RΓc(`(v)−1(τ);SolX(M)[N ]))
− χ(RΓc(`(v0)−1(τ);SolX(M)[N ]))+ irr(K(∗{v})).
Proof. By Kashiwara’s local index theorem for holonomic D-modules in [Kas83, Corollary
6.3.4], we have
multT ∗DiY
M∧ = χv0
(
SolM(M∧)
)− χv(SolM(M∧)).
Note that for |τ |  0 and v0 ∈ Ω the equality
χv0
(
SolM(M∧)
)
= χ
(
RΓc(X;SolX(M)[N ])
)− χ(RΓc(`(v0)−1(τ);SolX(M)[N ]))
holds (see Brylinski [Bry86, Corollaire 8.6]). Then the assertion follows from Theorem
4.10. Recall that we have irr(K(∗{v})) = −χv
(
SolM(K(∗{v}))
)
.
Example 4.13. Let us consider the special case where the Fourier transform M∧ is a
confluent A-hypergeometric system on Y = C2. For the subset A = {2, 3} of the 1-
dimensional lattice Z ⊂ R consider the embedding
iT : T = C∗ ↪−→ X = C2x,y, s 7−→ (s2, s3)
of the 1-dimensional torus T = C∗ associated to it. For a complex number c such that
c /∈ Z set L = OT sc−1 ∈ Modrh(DT ) andM = DiT∗L. Then c is non-resonant in the sense
of Adolphson [Ado] and we have M ∈ Modrh(DX). Set Z = iT (T ) = {x3 = y2} ⊂ X.
Then we can easily see that
charM = T ∗{0}X ∪ T ∗ZX
and
multT ∗{0}XM = 2, multT ∗ZXM = 1.
Moreover the open subset Ω ⊂ Y of Y = C2 is given by
Ω = {(w1, w2) ∈ Y = C2 | w1w2 6= 0} ⊂ Y.
Then by Corollary 4.5 the rank of M∧|Ω is equal to
multT ∗{0}XM+ multT ∗ZXM = 2 + 1 = 3.
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This coincides with Adolphson’s result in [Ado]. Indeed, the normalized volume of the
convex hull ∆ ⊂ R of {0} ∪ A ⊂ R is equal to 3. Set F = SolX(M)[2] ∈ DbC−c(CXan).
Set also D1 := {(w1, w2) ∈ Y | w2 = 0}. As a normal slice of D1 ⊂ Y = C2 at the point
(1, 0) ∈ D1 let us consider the submanifold M := {(1, u) | u ∈ C} ' Cu of Y = C2.
Then by Theorem 4.4 it is easy to show that the restriction of SolE
Y
(M˜∧) ' LSolE
X
(M˜)
to M ∩ Ω ' C∗u is isomorphic to(
“ lim−→ ”
a→+∞
C⊕2{t≥a}
)
⊕
(
“ lim−→ ”
a→+∞
C{t≥Re(ϕ(u))+a}
)
,
where we set ϕ(η) := 4
27u2
. By Theorem 4.11 this implies that the irregularity of the
meromorphic connection obtained by restrictingM∧ to the normal slice M is equal to 2.
Set v = (1, 0) ∈M ∩D1 and v0 = (1, ε) ∈M ∩Ω = M \D1 (ε 6= 0). Then for |τ |  0 we
have
χ
(
RΓc(`(v)
−1(τ);F))− χ(RΓc(`(v0)−1(τ);F)) = (−2)− (−3) = 1.
By Theorem 4.12 we thus obtain
multT ∗D1Y
M∧ = 1 + 2 = 3.
Similarly for D2 = {(w1, w2) ∈ Y | w1 = 0} we can show multiT ∗D2YM
∧ = 0. Hence M∧
is an integrable connection on Y \ D1 ⊃ Ω. In fact, for A = {2, 3} this follows from
Adolphson’s result in [Ado].
Example 4.14. For the smooth hypersurface Z = {z ∈ X = CN | z21 + · · ·+ z2N−1 + zN =
1} ⊂ X consider the perverse sheaf F = CZ [N − 1] ∈ DbC−c(CXan) on X = CN . Let
M ∈ Modrh(DX) be the regular holonomic DX-module such that SolX(M)[N ] = F .
Then M is not monodromic and we have
charM = T ∗ZX
= {(z, ζ(2z1, . . . , 2zN−1, 1)) ∈ T ∗X ' X × Y | ζ ∈ C, z21 + · · ·+ z2N−1 + zN = 1}.
It follows that for the projection q : T ∗X ' X×Y → Y and a point w ∈ Y \{0} = CN\{0}
we have
w ∈ q(T ∗ZX) ⇐⇒ wN 6= 0.
Moreover if w ∈ q(T ∗ZX) \ {0} then the set q−1(w) ∩ T ∗ZX is explicitly calculated as
q−1(w) ∩ T ∗ZX =
{
(z, w) ∈ T ∗X ' X × Y
∣∣∣∣∣ zi = wi2wN (i = 1, . . . , N − 1),zN = 1− 14w2N (w21 + · · ·+ w2N−1)
}
.
This shows that the open subset Ω ⊂ Y = CN is given by
Ω = {w ∈ Y = CN | wN 6= 0}
and the morphism q−1(Ω) ∩ charM → Ω induced by q is a covering of degree 1. By
Corollary 4.5 the restriction of the Fourier transformM∧ ∈ Modhol(DY ) ofM to Ω ⊂ Y is
an integrable connection of rank 1. We can also easily see thatM∧ has some irregularities
at infinity by using Theorem 4.6. Set D = Y \Ω = {w ∈ Y = CN | wN = 0} and take its
normal slice
M = {(a1, . . . , aN−1, u) ∈ Y = CN | u ∈ C} ⊂ Y
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at the generic point (a1, . . . , aN−1, 0) ∈ D \ {0}. Then for a point v = (a1, . . . , aN−1, u) ∈
M \D = M ∩ Ω (u 6= 0) we have
q−1(v) ∩ T ∗ZX =
{
(z, v) ∈ T ∗X ' X × Y
∣∣∣∣ zi = ai2u (i = 1, . . . , N − 1),zN = 1− 14u2 (a21 + · · ·+ a2N−1)
}
Since the Puiseux series
ϕ(u) = 〈z, v〉 = u+ 1
4u
(a21 + · · ·+ a2N−1)
of u start from the negative degree −1, by Theorem 4.11 the irregularity of meromorphic
connection obtained by restricting M∧ to the normal slice M ⊂ Y is equal to 1. Set
v = (a1, . . . , aN−1, 0) ∈M ∩D and v0 = (a1, . . . , aN−1, ε) ∈M ∩Ω = M \D (ε 6= 0). Note
that there exists an isomorphism Z ' CN−1 induced by the projection X = CN → CN−1,
z 7→ (z1, . . . , zN−1). Then for |τ |  0 we have `(v)−1(τ) ∩ Z ' CN−2, `(v0)−1(τ) ∩ Z '
{(λ1, . . . , λN−1) ∈ CN−1 | λ21 + · · ·+ λ2N−1 = 1} and hence
χ
(
RΓc(`(v)
−1(τ);F))− χ(RΓc(`(v0)−1(τ);F))
= (−1)N−1 − {(−1)N−1 + (−1)N−1(−1)N−2} = 1.
By Theorem 4.12 we thus obtain
multT ∗DYM∧ = 1 + 1 = 2.
We shall rewrite Theorem 4.12 more explicitly. For this purpose, we introduce a
“conification” of the perverse sheaf F = SolX(M)[N ] ∈ DbC−c(CXan) as follows. Let
j = iX : X = CN ↪−→ X = PN be the projective compactification of X = CN and h
the (local) defining equation of the hyperplane at infinity H∞ = X\X in X such that
H∞ = h−1(0). Moreover let γ : X\{0} = CN\{0}  H∞ = PN−1 be the canonical
projection. Then
G := γ−1ψh(j!F) ∈ DbC−c(CX\{0})
is a perverse sheaf on X\{0}. We call it the conification of F . In particular G is mon-
odromic in the sense of [Ver83] and [Bry86]. We extend it to a perverse sheaf on the whole
X and denote it also by G. Let N ∈ Modrh(DX) be the regular holonomic DX-module
such that SolX(N )[N ] ' G. Now we shall recall the well-known relationship between the
characteristic cycle CC(N ) of N and that of its Fourier transform N ∧. For a subvariety
V ⊂ X of X set
T ∗VX := T
∗
Vreg
X ⊂ T ∗X,
where Vreg ⊂ V stands for the regular part of V . Then there exist some C∗-conic
subvarieties Vi ⊂ X of X and positive integer ni > 0 (1 ≤ i ≤ r) such that
CC(N ) =
r∑
i=1
ni · [T ∗ViX].
By the natural identification T ∗X ' T ∗Y for any 1 ≤ i ≤ r there exists a C∗-conic
subvariety Wi ⊂ Y of Y = CN such that T ∗ViX = T ∗WiY . Note that their projectivizations
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P(Vi) ⊂ P(X) ' PN−1 and P(Wi) ⊂ P(Y ) ' PN−1 are dual varieties in the classical theory
of projective duality (see Gelfand-Kapranov-Zelevinsky [GKZ94, §1.3]). Then we have
CC(N ∧) =
r∑
i=1
ni · [T ∗WiY ].
This equality can be easily seen also by using the arguments for the enhanced micro-
supports SSE(·) in D’Agnolo-Kashiwara [DK17]. We will show also that Wi ⊂ D = Y \Ω
for 1 ≤ i ≤ r satisfying some condition and dWi = N−1. By G0 := ψh(j!F) ∈ DbC−c(CHan∞ )
we can rewrite our results as follows.
Definition 4.15. Let w 6= 0 be a point of Y = CN . Then we say that F ∈ DbC−c(CXan)
is moderate at infinity over w if there exists a (complex analytic) Whitney stratification
X = unionsqα∈ASα of X = PN adapted to j!F and subdividing the one X = X unionsqH∞ such that
for any stratum Sα ⊂ X = CN the set T ∗SαX ∩ T ∗H∞X is contained the zero section of
T ∗X over a neighborhood of H(w) in X. Moreover for a subset B ⊂ Y \ {0} we say that
F ∈ DbC−c(CXan) is moderate at infinity over B if it is so over any point w ∈ B in it.
Obviously, if F ∈ DbC−c(CXan) is monodromic then it is moderate at infinity over any
point w 6= 0 of Y . Moreover the set of the points w 6= 0 over which F ∈ DbC−c(CXan) is
moderate at infinity is C∗-conic in Y = CN .
Example 4.16. Let f(z) ∈ C[z1, z2, . . . , zN ] be a polynomial on X = CN such that the
hypersurface of PN−1 defined by its top degree part is smooth. Then the constructible
sheaf Cf−1(0) ∈ DbC−c(CXan) is moderate at infinity over any point w 6= 0 of Y = CN .
Lemma 4.17. Assume that F ∈ DbC−c(CXan) is moderate at infinity over a point w 6= 0
of Y = CN . Then for |τ |  0 we have
χ(RΓc(`(w)
−1(τ) ; F)) = χ(RΓc(H∞\H(w) ; ψh(j!F))).
Proof. For w ∈ Y \ {0} and τ 6= 0 let γ(w, τ) : `(w)−1(τ) ∼−→ H∞\H(w) ' CN−1 be the
isomorphism induced by the projection γ : X\{0} = CN\{0}  H∞ = PN−1. For ε > 0
let Uε ⊃ H(w) be the open neighborhood of H(w) ' PN−2 in H∞ ' PN−1 consisting of
points whose distances from H(w) (with respect to the Fubini-Study metric of H∞) are
less that ε. Then by our assumption there exist 0 < ε 1 and C  0 such that for any
τ ∈ C with |τ | ≥ C we have
χ(RΓc(Uε\H(w) ; ψh(j!F))) = χ(RΓc(γ(w, τ)−1(Uε \H(w)) ; F)).
Moreover the compact subset Kε := H∞ \ Uε ⊂ H∞\H(w) ' CN−1 is a closed ball
with real analytic boundary ∂Kε. Take an affine chart W = CNx of X = PN such that
W ∩H∞ = H∞\H(w) = {xN = 0} ⊂ W = CNx , `(w)−1(τ) = {xN = 1τ } for any τ 6= 0 and
the restriction γ|W : W → W ∩ H∞ of γ to it is given by x 7→ (x1, . . . , xN−1). For the
Whitney stratification of X = PN adapted to j!F , by the microlocal Bertini-Sard theorem
(see [KS90, Proposition 8.3.12]) if ε > 0 is generic enough the real analytic hypersurface
(γ|W )−1(∂Kε) of W = CNx intersects its all strata transversally on a neighborhood of H∞.
Then by the analytic curve selection lemma it is easy to show that for |τ | large enough
we have an isomorphism
RΓ(Kε;ψh(j!F)) ' RΓ(γ(w, τ)−1(Kε);F).
Then the assertion immediately follows.
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Now we can rewrite Proposition 4.9 as follows.
Proposition 4.18. Assume that perverse sheaf F = SolX(M)[N ] ∈ DbC−c(CXan) is mod-
erate at infinity over a point w 6= 0 of Y = CN . Then for |τ |  0 we have
χw
(
Sol{w}(Di∗{w}M∧)
)
= χ
(
RΓc(X;F)
)− χ(RΓc(H∞\H(w);ψh(j!F))).
Finally we obtain the following result.
Theorem 4.19. Assume that dWi = N − 1 and perverse sheaf F = SolX(M)[N ] ∈
DbC−c(CXan) is moderate at infinity over a neighborhood of a generic point v ∈ (Wi)reg in
Y \ {0}. Take a normal slice M of Wi at v and consider the meromorphic connection
K(∗{v}) on it. Then the multiplicity multT ∗WiYM
∧ ≥ 0 of the Fourier transform M∧
along T ∗WiY is given by
multT ∗WiY
M∧ = multT ∗ViXN + irr(K(∗{v}))
( ≥ multT ∗ViXN = ni > 0).
In particular, the conormal bundle T ∗WiY is contained the characteristic variety char(M∧)
of M∧ and we have Wi ⊂ D = Y \Ω.
Proof. By our assumption there exists a point v0 ∈ Ω over which F ∈ DbC−c(CXan) is
moderate at infinity. Then by Theorem 4.12 and Lemma 4.17 we obtain
multT ∗WiY
M∧ =χ
(
RΓc
(
H∞\H(v);ψh(j!F)
))− χ(RΓc(H∞\H(v0);ψh(j!F)))
+ irr(K(∗{v})).
Note that for the conification G of F we have G0 = ψh(j!F) = ψh(j!G). Then by replacing
M∧ with the regular holonomic DY -module N ∧ we obtain also
multT ∗WiY
N ∧ = χ
(
RΓc
(
H∞\H(v);ψh(j!F)
))− χ(RΓc(H∞\H(v0);ψh(j!F))).
From this the assertion immediately follows.
Remark 4.20. We define a Z-valued function φ : P(Y )→ Z on P(Y ) ' PN−1 by
φ([w]) = χ
(
RΓ
(
H(w);G0
))
([w] ∈ P(Y )).
This is the topological Radon transform of the constructible function χ(G0) on P(X) =
H∞ ' PN−1 studied by many mathematicians. Since the characteristic cycle of χ(ψh(j!F))
is a sum of the conormal bundles of P(Vi) ⊂ P(X) and the zero-sections P(X), by Ernstro¨m
[Ern94, Corollary 3.3] (see also Matsui-Takeuchi [MT07] for a new proof to it and a
generalization to the real case) the function φ is constant on (Wi)reg \ (∪j 6=iWj) ⊂ (Wi)reg.
This fact would be very useful to apply our Theorem 4.19.
Example 4.21. For the smooth hypersurface Z = {z ∈ X = CN | z21 + · · · + z2N =
1} ⊂ X consider the perverse sheaf F = CZ [N − 1] ∈ DbC−c(CXan) on X = CN . Let
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M ∈ Modrh(DX) be the regular holonomic DX-module such that SolX(M)[N ] = F .
Then M is not monodromic and we have
charM = T ∗ZX
= {(z, (ζz1, . . . , ζzN)) ∈ T ∗X ' X × Y | ζ ∈ C, z21 + · · ·+ z2N = 1}.
It follows that for the projection q : T ∗X ' X×Y → Y and a point w ∈ Y \{0} = CN\{0}
we have
w ∈ q(T ∗ZX) ⇐⇒ w21 + · · ·+ w2N 6= 0.
Moreover if w ∈ q(T ∗ZX) \ {0} then the set q−1(w) ∩ T ∗ZX is explicitly calculated as
q−1(w) ∩ T ∗ZX =
{(w
ζ
,w
)
∈ T ∗X ' X × Y ∣∣ ζ2 = w21 + · · ·+ w2N} .
This shows that the open subset Ω ⊂ Y = CN is given by
Ω = {w ∈ Y = CN | w21 + · · ·+ w2N 6= 0}
and the morphism q−1(Ω) ∩ charM → Ω induced by q is a covering of degree 2. By
Corollary 4.5 the restriction of the Fourier transformM∧ ∈ Modhol(DY ) ofM to Ω ⊂ Y is
an integrable connection of rank 2. We can also easily see thatM∧ has some irregularities
at infinity by using Theorem 4.6. Set D = Y \ Ω = {w ∈ Y = CN | w21 + · · · + w2N = 0}
and take its normal slice
M = {(1 + u,√−1, 0, . . . , 0) ∈ Y = CN | u ∈ C} ⊂ Y
at the point (1,
√−1, 0, . . . , 0) ∈ D \ {0}. Then for a point w = (1 + u,√−1, 0, . . . , 0) ∈
M \D = M ∩ Ω (u 6= 0) we have
q−1(w) ∩ T ∗ZX =
{(w
ζ
,w
)
∈ T ∗X ' X × Y
∣∣∣ ζ = ±√u(2 + u)} .
Since the Puiseux series
ϕ±(u) =
〈 ±w√
u(2 + u)
, w
〉
= ±
√
u(2 + u)
of u start from the positive degree 1
2
, by Theorem 4.11 the meromorphic connection
obtained by restricting M∧ to the normal slice M ⊂ Y is regular along the point
(1,
√−1, 0, . . . , 0) ∈ M . On the other hand, by Example 4.16 the perverse sheaf
F = CZ [N − 1] ∈ DbC−c(CXan) is moderate at infinity over any point w 6= 0 of Y \ {0}.
Set V = {z ∈ X = CN | z21 + · · · + z2N = 0} ⊂ X and W = D = {w ∈ Y =
CN | w21 + · · · + w2N = 0} ⊂ Y . Then by the natural identification T ∗X ' T ∗Y we have
T ∗VX = T
∗
WY . Take a conification G ∈ DbC−c(CXan) of F such that G|X\{0} ' CV \{0}[N−1].
and let N ∈ Modrh(DX) be the (monodromic) regular holonomic DX-module such that
SolX(N )[N ] = G. Then by Theorem 4.19 we obtain
multiT ∗WYM∧ = multiT ∗VXN + 0 = 1.
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Example 4.22. Let us consider the case where M∧ is a confluent A-hypergeometric
system on Y = C3. Define a subset A of the lattice Z2 ⊂ R2 by
A =
{
a(1) =
(
2
−1
)
, a(2) =
(
1
1
)
, a(3) =
( −2
0
)}
⊂ Z2.
Then by the condition
∑3
i=1 Za(i) = Z2 the morphism
iT : (C∗)2 ↪−→ X = C3, s = (s1, s2) 7−→ (sa(1), sa(2), sa(3))
associated to it of the 2-dimensional torus T = (C∗)2 is a closed embedding. For c =
(c1, c2) ∈ C2 set L = OT sc1−11 sc2−12 ∈ Modrh(DT ) and M = DiT∗L ∈ Modrh(DX). In this
case, Z = iT (T ) ⊂ X = C3 is a closed hypersurface and explicitly given by
Z = {z ∈ X = CN | z21z22z33 = 1}.
Hence we have
charM = T ∗ZX
= {(z, (2ζz1z22z33 , 2ζz21z2z33 , 3ζz21z22z23)) ∈ T ∗X ' X × Y | ζ ∈ C, z21z22z33 = 1}
and multT ∗ZXM = 1. It follows that for the projection q : T ∗X ' X×Y → Y and a point
w ∈ Y \ {0} = CN \ {0} we have
w ∈ q(T ∗ZX) ⇐⇒ w1w2w3 6= 0.
Moreover if w ∈ q(T ∗ZX) \ {0} then the set q−1(w) ∩ T ∗ZX is explicitly calculated as
q−1(w) ∩ T ∗ZX =
{(
(
2ζ
w1
,
2ζ
w2
,
3ζ
w3
), w
) ∈ T ∗X ' X × Y | ζ7 = w21w22w33
4 · 4 · 27
}
.
This shows that the open subset Ω ⊂ Y = CN is given by
Ω = {w ∈ Y = CN | w1w2w3 6= 0}
and the morphism q−1(Ω) ∩ charM → Ω induced by q is a covering of degree 7. By
Corollary 4.5 the restriction of the Fourier transform M∧ ∈ Modhol(DY ) of M to Ω ⊂ Y
is an integrable connection of rank 7. This coincides with Adolphson’s result in [Ado].
Indeed, the normalized volume of the convex hull ∆ ⊂ R2 of {0} ∪ A ⊂ R2 is equal
to 7. We see also that M∧ has some irregularities at infinity by Theorem 4.6. Set
D = Y \ Ω = {w ∈ Y = CN | w1w2w3 = 0} and take its normal slice
M = {(1, 1, u) ∈ Y = CN | u ∈ C} ⊂ Y
at the point (1, 1, 0) ∈ D \ {0}. Set{
ζ ∈ C | ζ7 = 1
4 · 4 · 27
}
= {ζ1, ζ2, . . . , ζ7}.
Then for a point w = (1, 1, u) ∈M \D = M ∩ Ω (u 6= 0) we have
q−1(w) ∩ T ∗ZX =
{(
(
2ζi
w1
u
3
7 ,
2ζi
w2
u
3
7 ,
3ζi
w3
u
3
7 ), w
) ∈ T ∗X ' X × Y | 1 ≤ i ≤ 7}.
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Since the Puiseux series
ϕi(u) = 7ζiu
3
7 (1 ≤ i ≤ 7)
of u start from the positive degree 3
7
, by Theorem 4.11 the meromorphic connection
obtained by restrictingM∧ to the normal slice M ⊂ Y is regular along the point (1, 1, 0) ∈
M . On the other hand, we can easily see that the perverse sheaf F = SolX(M)[N ] ∈
DbC−c(CXan) is moderate at infinity over any point w 6= 0 of Y \ {0}. Set V1 = {z2 =
z3 = 0}, V2 = {z1 = z3 = 0}, V3 = {z1 = z2 = 0} ⊂ X and W1 = {w1 = 0},W2 =
{w2 = 0},W3 = {w3 = 0} ⊂ Y . Then by the natural identification T ∗X ' T ∗Y for
any 1 ≤ i ≤ 3 we have T ∗ViX = T ∗WiY . Take a conification G ∈ DbC−c(CXan) of F such
that G|X\{0} ' F|X\{0} and let N ∈ Modrh(DX) be the (monodromic) regular holonomic
DX-module such that SolX(N )[N ] = G. Then for any singular point z 6= 0 of the normal
crossing divisor {z1z2z3 = 0} ⊂ X we have χz(G) = 0. This follows from the well-known
fact that the Euler characteristic of the Milnor fiber of the function z21z
2
2z
3
3 at such a point
is equal to zero. By Kashiwara’s local index theorem for holonomic D-modules in [Kas83,
Corollary 6.3.4], we thus obtain multiT ∗V1X
N = 5, multiT ∗V2XN = 5 and multiT ∗V3XN = 4.
Moreover by Theorem 4.19 for any 1 ≤ i ≤ 3 we have
multiT ∗WiY
M∧ = multiT ∗ViXN + 0 = multiT ∗ViXN .
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