Abstract. We discuss the problem of estimating the causal direction between two observed variables in the presence of hidden common causes. Managing hidden common causes is essential when studying causal relations based on observational data. We previously proposed a Bayesian estimation method for estimating the causal direction using the nonGaussianity of data. This method does not require us to explicitly model hidden common causes. The experiments on artificial data presented in this paper imply that Bayes factors could be useful for selecting a better causal direction when using a non-Gaussian method.
Introduction
We consider the problem of estimating causal relations based on observational data [2, 33, 22] . Assume that we are interested in the causal relations between two observed random variables x 1 and x 2 . We are particularly interested in the causal direction between these two variables assuming one-way causation. We use the framework of structural causal models [22] to represent their causal relations. We want to estimate which of the following two models (Models 1 and 2) is better than the other by using a dataset of x 1 and x 2 randomly sampled from either of these two models:
Model 1 :
Model 2 :
where e 1 and e 2 are unobserved or hidden random variables, typically called error variables, exogenous variables, or external influences. b 21 and b 12 are constants that represent the magnitude of causation from x 1 to x 2 and from x 2 to x 1 , respectively. For simplicity, here we assume that b 21 and b 12 are non-zero. In Model 1, x 1 causes x 2 and the causal direction is x 1 → x 2 , whereas in Model 2, x 2 causes x 1 and the causal direction is x 2 → x 1 . Note that these two models describe the data-generating process of x 1 and x 2 rather than simply defining the probability distribution of x 1 and x 2 . For example, Model 1 states that the values of e 1 and e 2 are first generated and that the value of x 1 is observed as that of x 1 as it is; hence, the value of x 2 is generated as a linear combination of those of x 1 and e 2 .
The major difficulty with estimating causal directions based on observational data is that the error variables e 1 and e 2 are dependent in general. Then, even if we know that the right causal direction is x 1 → x 2 , we cannot obtain the right estimate of the coefficient b 21 by using the regression coefficient obtained when regressing x 2 on x 1 . Such dependency between the error variables e 1 and e 2 is typically introduced by the unobserved variables that cause both x 1 and x 2 . These unobserved variables are known as hidden common causes.
Assume that we have a single hidden common cause f 1 that makes e 1 and e 2 dependent. Then, we rewrite Models 1 and 2 as follows:
Model 2 ′ :
where λ 11 and λ 21 are constants that represent the magnitudes of causation. Now, the new error variables e ′ 1 and e ′ 2 are statistically independent. A wellknown guideline [24, 21] is to observe the hidden common cause f 1 , incorporate it into the model, and carry out three-variable analysis so that the error variables are independent. Although we should certainly follow this guideline, doing so can be hard since a large number of hidden common causes may exist and we often have no idea what they are.
In this paper, we discuss the problem of estimating the causal direction between two observed variables in the presence of hidden common causes. We use structural causal models [22] to represent causal relations and make causal inferences. We assume linear functional relations, acyclic causal relations, and the non-Gaussianity of the error variables. Further, we assume that the number of hidden common causes is unknown. Under these assumptions, we previously proposed a method for estimating the causal direction between two observed variables [26] . This method compares two models of two observed variables with opposite causal directions in a Bayesian model selection framework. The method does not require us to explicitly model hidden common causes and makes the number of hidden common causes remain unspecified. In the remainder of this paper, we first briefly review the method. Second, we consider using a set of prior distributions for cases with observed variables being standardized. Finally, we conduct experiments on artificial data. This paper thus supplements our previous work [26] .
A non-Gaussian causal model with hidden common cause cases
We previously developed a linear structural causal model for causal discovery in the presence of hidden common causes [11] . This model is an extension of a linear non-Gaussian acyclic structural equation model known as LiNGAM [28, 31] . Let us denote by x 1 , · · · , x p the observed variables, by f 1 , · · · , f Q the hidden common causes, and by e 1 , · · · , e p the error variables. All these are continuous variables. Then, we write the model as follows:
where b ij and λ iq are constants that represent the magnitudes of causation and µ i are intercepts. We assume that the causal relations are acyclic, i.e., there is no feedback relation. We further assume that the hidden common causes f q (q = 1, · · · , Q) and error variables e i (i = 1, · · · , p) are non-Gaussian and independent. Although the independence assumption on hidden common causes f q looks strong, we can make this assumption without loss of generality under some common assumptions including linearity. See [11] for the details of the independence assumption on hidden common causes. By using the model in Eq. (5), we compare the following two models with opposite directions of causation:
Model 3 :
Model 4 :
Figure 1 presents graphical representations of these two models. Note that we assume the number of hidden common causes Q to be unknown.
In [26] , we related the model in Eq. (5) to a model having individual-specific intercepts instead of explicitly having hidden common causes. A major advantage of this approach is that we do not estimate the number of hidden common causes Q. To explain the idea, we first rewrite the model in Eq. (5) for observation l as follows: Now, let us denote the sums of the hidden common causes byμ
q . Then, we have the following model with individual-specific intercepts:
where µ i are the intercepts common to all the observations andμ i . This is similar to mixed models [5] . Thus, we call this a mixed-LiNGAM. Now, the problem of comparing Models 3 and 4 in Eqs. (6) and (7) becomes that of comparing Models 3' and 4':
We apply a Bayesian approach to compare Models 3' and 4' and estimate the possible causal direction between the two observed variables x 1 and x 2 . We assume that the prior probabilities of the two candidate models are uniform. Then, we may simply compare the log-marginal likelihoods of the two models to assess their plausibility. The model with the larger log-marginal likelihood is considered as the closest to the true model [15] .
Likelihood
Let D be the observed data set [ 
The distributions of the error variables e (h 1 , h 2 > 0) as follows:
Here, we simply use a super-Gaussian distribution, the Laplace distribution, to model p e (l) 1
and p e (l) 2
. Super-Gaussian distributions have often been reported to work well in non-Gaussian estimation methods including independent component analysis [12] and linear non-Gaussian structural causal models if the actual error distributions are super-Gaussian [12, 13] .
Prior distributions
The parameter vectors θ 3 ′ and θ 4 ′ in Eq. (14) are written as follows:
We first standardize the two observed variables x 1 and x 2 to have their means and variances zeros and ones before computing the log-marginal likelihoods. We prefer that the inference is not sensitive to the means and scales of the observed variables. Then, following [9] , we model the prior distributions of the parameters common to all the observations as follows:
Further, we set the intercepts µ i (i = 1, 2) to be zeros following [9] since the observed variables have been standardized.
Next, we use an informative prior distribution for the individual-specific interceptsμ
i are the sums of many non-Gaussian independent hidden common causes f q and are dependent. The central limit theorem states that the sum of independent variables becomes increasingly close to the Gaussian [1] . Motivated by this observation, we approximate the non-Gaussian distributions of the individual-specific interceptsμ (l) i that are the sums of many non-Gaussian independent hidden common causes by using a bell-shaped curve distribution. We here model the prior distribution of the individual-specific intercepts by the multivariate t-distribution as follows:
[μ
where τ 
Experiments on artificial data
We generated data using the following non-Gaussian model with three hidden common causes:
We tested three distributions of the error variables e 1 , e 2 , and hidden common causes f 1 , f 2 , f 3 : the Laplace distribution, the exponential distribution with the parameter value 1/ √ 2, and the uniform distribution. The Laplace distribution and exponential distribution have positive kurtoses and are super-Gaussian distributions, whereas the uniform distribution has negative kurtosis and is a sub-Gaussian distribution. The Laplace and uniform distributions are symmetric, whereas the exponential is asymmetric. The variances of e 1 and e 2 were set to 9 and those of f q were ones. We permuted the variables according to a random ordering to hide the true orderings. We conducted 200 trials with sample sizes of 50, 100, 200, and 500.
We counted the numbers of successful discoveries of the causal directions and computed precisions. We also computed the Bayes factor. Let us denote by K the Bayes factor of the two models compared, M 3 ′ and M 4 ′ . For notational simplicity, we assume that we compute K so that the larger likelihood comes to the numerator and the smaller to the denominator. In [15] , Kass and Raftery proposed that if 2 log K is 0 to 2, the evidence is not worth more than a bare mention, if 2 log K is 2 to 6, it is positive, if 2 log K is 6 to 10, it is strong, and if 2 log K is more than 10, it is very strong. Tables 1 to 3 show the results when the actual error variables follow the Laplace, exponential, and uniform distributions, respectively. Table 4 shows the result when the actual distribution of each error variable was randomly selected from the three distributions for every trial. Overall, if the sample size increased or the Bayes factors rose, the numbers of successful discoveries and precisions improved. This finding implies that considering Bayes factors is useful when selecting a better model by using our method.
When the actual distribution was the Laplace or exponential, the performance seemed to be satisfactory (see Tables 1 and 2 ) because the the Laplace and exponential distributions are super-Gaussian, as is the postulated distribution, the Laplace.
When the actual distribution was the uniform, the performance (Tables 3) was much worse than the cases with the actual distribution being the Laplace and exponential, because the uniform distribution is sub-Gaussian, unlike the Laplace.
When each of the actual error distributions was randomly selected, the performance again became worse than the Laplace and exponential distribution cases (but performance was not terrible). This finding occurs because two of the three distributions used in this experiment were super-Gaussian, as was the postulated error distribution.
Related work
For the past 10 years, many semi-parametric methods for estimating causal directions under the assumption of no hidden common causes have been developed [6, 28, 30, 10, 35, 14, 13, 4, 29, 27, 23] . In contrast to non-parametric methods [33, 22] , semi-parametric methods make some assumptions on the function forms of causal relations and/or the error distributions to make the models identifiable. Those semi-parametric methods have recently been applied to empirical research including economics [20, 16] , neuroscience [19, 18] , epidemiology [25] , and chemistry [3] . See [31] for a review of semi-parametric methods and [32, 34] for Table 1 . Numbers of successful discoveries and precisions when the actual distributions are the Laplace. K is the Bayes factor. In practice, those methods assuming no hidden common causes seem to work well in those papers. However, what distinguishes observational studies from experimental studies is the existence of hidden common causes. Therefore, in some applications, empirical researchers hesitate to accept the estimation results of those methods that assume no hidden common causes.
We could take a non-Gaussian approach [11] that uses an extension of independent component analysis with more latent independent components than observed variables (overcomplete ICA [17] ) to formally consider hidden common causes in semi-parametric methods. Unfortunately, however, current versions of the overcomplete ICA algorithms are computationally unreliable since they often suffer from local optima [7] . In [8] , Henao and Winther proposed a Bayesian approach to estimate the model. Their method seems to work for larger numbers of variables than the overcomplete ICA-based method. However, both these methods need to explicitly model all the hidden common causes. This approach could sometimes be computationally tough since the number of hidden common causes can be large, while specifying the exact number of hidden common causes might also be challenging.
Thus, in [26] , we proposed an alternative approach that does not require us to specify the number of hidden common causes or explicitly model them. 
Conclusions
In this paper, we discussed a non-Gaussian approach for estimating causal directions in the presence of hidden common causes. The experiments on artificial data implied that looking at Bayes factors could be useful for selecting a better causal direction. We distribute the Python codes under the MIT license at https://sites.google.com/site/sshimizu06/mixedlingamcode. 
