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Abstract 
For a first-order autoregressive AR(l) model with zero initial value, x, = xx,- r + E,, we provide closed-form analytical 
expressions for the asymptotic bias and variance of the maximum likelihood (ML) estimator oi = 1; x,x,- r/C;- ’ x: 
when ltll = 1. For the bias, numerical accuracy of up to six significant digits is achieved for sample sizes n > 100. 
Keywords: Maximum likelihood; Bernoulli numbers; Continued fractions; Elliptic functions; Series summation; Stieltjes 
series; Convergence acceleration; Computerized symbolic manipulation 
1. Introduction and a review of Shenton-Johnson results 
Since White [26], the statistical and econometric literature on time series models with unit roots 
has grown vastly, stimulated by Phillips and coauthors [17,18], Evans and Savin [6,7] and others. 
Fuller [12] provides a table of percentage values for the Dickey and Fuller (DF) [9,12] distribu- 
tion which continues to attract attention. For example, Diebold and Rudebusch [S] consider 
fractional alternatives and Abadir [l] develops closed forms for the asymptotic power of related 
tests using generalized hypergeometric functions. 
This paper extends [20,24] to provide analytical expressions for the asymptotic forms of the first 
four moments of the maximum likelihood (ML) estimator oi of the first-order autoregressive AR(l) 
parameter 01 when 1~1 = 1. The usual methods based on ratios of quadratic forms (QF) in normal 
variables, used by Sawa [19], Magnus and Pesaran [15], and many others, do not provide 
expressions in terms of simple functions leading to asymptotic expressions. Although we derive 
explicit expressions for the bias, mean squared error and variance we indicate methods which can 
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be extended to higher moments. In light of recent advances in symbolic manipulations on the 
computer, they are not too difficult to implement. We also comment on sign patterns in asymptotic 
series in the context of the general problem of series analysis discussed by Gaunt and Guttman [ 131 
and Van Dyke [22,23]. 
There is a continuing interest [2] in the sampling distribution of 6. For example, Phillips [17] 
and Andrews [2] use the unit root autoregressive model as a basic building block for more general 
models. Andrews [2] considers models with both an intercept and time trend and proves an 
invariance property of the least squares estimator of a in the three related models. Although we do 
not consider such extensions here, our analytical study of di remains potentially useful, beyond the 
simple AR(l) model considered here. The remaining part of this section reviews some results from 
[20]. Section 2 describes our evaluation of moments and explicitly derives new asymptotic 
expressions for the bias and variance. Section 3 contains our final remarks. 
Let xr follow a familiar AR(l) model: 
.X,=ax,_i +Et (t= 1,2 ,..., n), (1.1) 
where the E’S are independent normal variates from N(0, a’). Regarding the initial value x0 we use 
White’s [26] model A, where x0 is a constant and emphasize the unit root case where a = 1. 
We consider the sampling distribution of the maximum-likelihood or ordinary least squares 
(OLS) estimator a^ of ~1, where 
$= c:=, X,&-l 
y,’ x: = UP (1.2) 
defines the notation for U and I/. It is customary to evaluate the moments of di from the properties 
of a ratio of quadratic forms in normal random variables. Vinod and Shenton [24] consider higher 
moments by extending [20]. The density function for x = (xi, x2, . . . ,x,) for model A is: 
f(x) = (2x02)-n/2 exp 
1 
-$ $ (&-MY}. 
t-1 
(1.3) 
For model A with x0 = 0 and c2 = 1, White [26] shows that the joint moment generating 
function m(p, 4) of U and V defined in (1.2) involves the determinant IDI = D,(p, 4) = D, of 
a tridiagonal n x n matrix with C = 1 + a2 + 2q along the main diagonal and -(a + p) along the 
other two diagonals. In fact, D, satisfies the following second-order difference equation: 
D,=(1+a2+2q)D,_1-(a+p)2D,_2 (n=2,3 ,...) (1.4) 
with Do = D1 = 1. Note that p = 0 in the folowing. Avoiding complex integrals appearing in 
characteristic functions, [20] exploits special features of (1.4) and obtains the following results in 
terms of real variables. Denote U, = q’/{r!JD,(O,q)} and a,l = (a/&x)* the rth partial derivative 
with respect to (w.r.t.) Q, which is evaluated at CI = 1 after differentiation. 
Shenton-Johnson results: For di defined in (1.2) and model A we have 
bias = E(d - a) = 
s 
a, (&uo)dq, 
0 
where E is the symbol for mathematical expectation. 
(1.5) 
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To evaluate the improper integrals Bowman and Shenton [4] change the variable of integration 
from 4 having the range (0, co), to x = 2/(C + &), where A = C2 - 4(cr + p)’ and x has the finite 
range (0,l). They show that q = t[(l/x) + cl’x - 1 - a’] = (1/2x)(1 - x)(1 - cr2x). Denote 
Xz = a2x2, X3 = 1 -X2, X4 = (1 -x)(1 - X )/ 2 x and F, = 1 - a2x + (1 - x)xZnv1a2”. Fol- 
lowing [24] note that 
u, = x(“- “/2(X#/2F; Ii2 = l/A (1.6) 
and one can verify that 
a; * s s 1 U&)dq = x(n-5)/2ps+ls!1 -1a;(X;X~‘2F;112)dx for r,s = O,l, . . . . (1.7) 0 0 
where we assume the convergence of the integral and interchange of integration and differentiation 
operators. We must note here that in [20, Section 31 there is an expression equivalent to 
jz a,Uo dq, which should have been written with the derivative operator preceding that of 
integration. In Section 2 we apply (1.7) to compute the bias and variance of di based on a change of 
notation (valid when a = l), and a new transformation of the variable of integration. 
2. Asymptotic expressions for the moments 
We start with the computation of the bias defined in (1.5) by using formula (1.7). When T = s = 1 
we have 
E(& - a) = 
s 
’ x(“- 5)/z [2] - 18,’ (X;j2 F, l/2) dx. (2.1) 
0 
Now we attempt to produce theoretically the general term in the series in descending powers of 
n for the bias and variance, and which can be extended to highef moments. Then, summing the 
series of oscillating terms gives numerical assessments which improve from a two decimal point 
accuracy for n = 3 to 6 or so decimal point accuracy for n > 100. Upon evaluation at a = 1, as in 
[24], we have 
E(& - a)jazl = i-$ 
s 
1 
~(“-~)/~(l - a2x2)3/2{Fn}-1/2dxI.=l. 
0 
Now we are ready to use a change of notation to ax = X, which is 
E(ai - a)I,=l = 
-(n - 3) 
s 
’ X(n-5)‘2(1 + X)3’2(1 - X)dX 
4 
0 &x= 
1 
+z s 
1 p-5)/2(1 + X)3/2(X _ XZ”-‘)dX 
0 (1+X ) 
2~1-1 312 
valid for a = 1. and find 
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Next, we transform the variable of integration from X to y defined by X = exp( - y/N), where 
N = 2n - 1, and obtain 
E(di - a)[,=1 = 
-(N - 5) 
gN s m e-Y’4V(U)dy 1 00 e-y/4{ 1 - e-y - (1 - e- yiN)} W(u)dy 0 Jr+,-+Kl s (1 + e-y)3/2 ’ 
(2.2) 
where u = y/N, W(U) = e5u’4(1 + e-U)3/2 = (2 cash 3u)3/2 e”/’ and V(U) = (1 - e-“) W(u) = 
(2 sinh*u)(2 cash 3~)~‘~. 
Properties of W(u) and V(u): Since our derivation of the moments depends on the properties of 
the W and I/ appearing in (2.2), let us review some of the properties. 
W(0) = 28 and V(0) = 0. By elementary operations we have V(U) = - V( -u), so 
V(U) = f vzs+ 1u 2s+1 (VI = 2Jz). 
s=O 
By differentiation it is easily shown that 
(2.3a) 
(2s 1)2sv2s+ 25 + 1 = G v2s- 1 -; E V2,-I&-r+1 (s = 1,2 ,... 1, 
r-l 
(2.3b) 
where 
K, = 4(22m - 1)(2m - l)&, ( 2 m ) r  
and {B,} are Bernoulli numbers, B2 = 4, B4 = -&, Be = &, etc. To verify this, note that by 
differentiation, 
d2V(x) 25 3 
r= 16 - %sech2 4 
Now use the differentiated series for tanhfx in terms of Bernoulli numbers to give the result. 
Further, 2W(u) - V(u) = e5U’4(1 + e-P)5/2, so that 
5 
[ 
W(U) - ; V(u) 1 = j/ [2W(u) - V(U)] + ; [V(U) - W(U)] = ; W). (2.3~) 
Equating coefficients, using w. = 2& 
1 
w2s+1 =-v2,+1 2 
and 
5 
wzs = - vzs- 1 
16s 
(s = 1,2, . ..). (2.4a) 
From (2.2) and using the fact that V(U) is an odd function we derive the recurrences: 
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and 
16~~2, wzs-2 w2s-3 w2s-4 -=--- 
5 l! 21 +3!-“’ 
(wO = 2fi and w, = 0 for s < 0). (2.4b) 
These recurrence relations are used in the sequel in deriving an expansion for V( a). This is where we 
recommend using a symbolic manipulation computer package, such as Mathematics. We have 
v1= 2J2, v7 = 1709~~(630.2~~)-‘, 
v3 = 11~~(6*2~)-‘, vg = 22201~~(5670~2~*)-‘, 
v5 = 139v1(30.2*)-‘, vll = 233771~~(155925*2~~)-‘. 
A more extensive floating point version is given in Section 2.2 in the sequel. 
2.1. Expansion and asymptotic approximations for the bias 
Formally let 
E(di-CX)~,,, =(Al/N)+(A2/N2)+ ‘.a (N=2n- 1). (2.5) 
Hence our task is to obtain expressions for these Ais. From (2.2), we have by isolating coefficients: 
-42s = ; vzs- 1 
m e-Y/4y2s-l(1 _ e-Y)dy 
(1 + e-y)312 s 
O” e-Y’4 2s- ’ dy 
But 
jam eTT;:y = low e;:T:;)$y + 1; e-5Y’4y2:_~,;y_ 
(1 + e- ) 
We integrate by parts the second expression on the right to obtain 
s 
00 e-Y/4y2S- 1 dy O” e-Y/4(jy2s-1 + (4s - 2)yZSe2)dy 
’ o (1 + e-y)3/2 = s 0 (1 + e-y)1’2 
For the coefficient of wzs_ 1, we have again by integrating by parts, the expression 
(2s - 1) s m e-y/4 2s-2dy 0 (1 +LY)3/2 ’ 
where we use the identity 1 - eey = eY”(eY/’ - eVy12 ) and similar manipulations. Hence from (2.4) 
(2.6a) 
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and as an approximation for large s, 
A 
4’“(2s - l)! vzs_ 1 
2s - 2 * 
Similarly, 
A -v2s+1 2s+l =- 
8 
= 1 Q, e-y/4{2sw2sy2s-1 - (v2s+1/8)y2s+'} dy 
d0 JGF 
4h- 1 
=- 
s 
m e-r{5v2s_lt2s-1 - 16v2s+lt2s+1} dt 
2 0 JGF 
(s = 1,2, . ..) 
with 
Al E-v1 
s 
* e-Y’4ydy w. 
8 o J-+7 o s 
m eey14(1 - emY)dy 
(1 + e-y)3/2 
=- 
J 
wo2 _4~ 
f 
w e-‘tdt 
0 JiX? 
and finally we have 
(2.6b) 
(2.7) 
(2.8a) 
Moreover for s large, 
A 2s+1 N +(-~4~‘+~)(2s + l)!vzs+l. (2.8b) 
White [26] remarks “Hurwicz has noted that even for small values of T (T 2 6) the integrals 
involved in evaluating E(S) are hyperelliptic and their evaluation in closed form is next to 
impossible. On the other hand it is feasible to expand the integrand in a Maclaurin series and 
integrate termwise”. The quotation is from Hurwicz [ 14],, where T refers to n, the sample size. With 
regard to the integral component (A&) in (2.6a) a transformation y = exp( - t) adumbrates the 
“elliptical” interpretation. In fact, although not relevant to moments of di, we see that 
(2.8~) 
is an elliptic function of the first kind jF(jx,45”). The notation appears in Milne-Thomson [16]. 
Expanding the integrand in ascending powers of y4 is valid. Returning to (2.6b), the integrand can 
be expanded in ascending powers of exp( -4x). Thus we consider 
(2.8d) 
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and in our application the parameter s exceeds unity. Here 
f(t) = (1 + t)-“2 = 5 (-l)SusP, 
(2s)! 
s=o 
as=m* . . 
Uniform convergence properties of the series for f(t) and f( - t) are involved in addition to 
(i) the continuity of the numerator in the integrand of the last integral in (2.6a) for x > 0, 
(ii) the convergence of the first integral in (2.8d), and 
(iii) the convergence of j: emXxs C,“=, a, ee4”“dx (s > 0). 
See [S, p. 500-J. Hence there is a stronger statement than implied in (2.6b), namely 
1 
s 
m eexxsdx 
T(s + 1) (s a l)* o 
(2.8e) 
From numerical evidence it appears that vzs + 1 /vzs _ 1 - 1. Using this in (2.7) leads to (2.8b). 
Further examples for the coefficients in the series in powers of N- ’ for E(oi - a)&= 1 are: 
A2 = 16$ a, xe-“dx/dm, 
s 0 
A3 = (-j)fi 
s 
m [11x3 - lSx]e-“dx/,/m, 
0 
A4 = x3eeX dx/,/m, 
A5 = &-J? [” [550x3 - 139x5]e-“dx/Jm, 
. Jo 
A6 = (w)Sfi 
s 
* x5e-Xdx/Jw, 
0 
and the coefficients computed by numerical quadrature methods, as far as our evaluations go, yield 
the series: 
E(ai) 1 3.562860 22.251441370 96.542980535 497.429128990 2523.325941918 - - 
N 
+ - 
N2 N3 
+ - 
N4 N* 
+ 12580.4494417 61614.8511479 + 309361.651799 1622702.97165 
N6 - N7 Ns - Ng 
+ 8037620.14564 32270045.922 + 169268284.769 2132346776.74 
N’o - N” N12 - N13 
+ 9’375728521.32 
N14 -*‘.* (2.9) 
In the sequel the question concerning the sign pattern of further terms is considered. 
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Table 1 
s PS 4. 
1 3.562860 2.682528 
2 - 4.439030 0.680784 
3 - 5.876757 6.643866 
4 - 1.428904 0.010663 
5 - 4158.790071* 5446.761169 
6 - 302.952198* 
* denotes somewhat suspect values. 
Table 2 
n N cfl cf2 Tabulated 
3 5 0.8040 0.8040 0.8000 
4 7 0.7840 0.7840 0.7836 
6 11 0.81070 0.81069 0.8107 
8 1s 0.84010 0.84010 0.8401 
50 99 0.9661872 0.9661873 0.9662 
100 199 0.982646 0.982646 0.9826 
We may use this series to set up a continued fraction approximation (cf 1) using the first 10 terms. 
In fact, 
N PI 41 ~2 q2 ~3 jq&+ hr- - - - - - . . . 
N+ l+ N+ l+ N+ l+ ’ 
(2.10) 
with ps and qs defined as in Table 1. We also considered a similar continued fraction using the series 
with the first term truncated and denoted by cf2. 
Table 2 compares the cf 1 and cf2 approximations with the tabulated values. Here the tabulated 
values are based on exact quadrature methods given in [24]. It is clear from the tabulation that the 
proposed asymptotic approximation is very good, especially for sample sizes n > 50. 
2.2. Closed forms for the bias 
It is seen from (2.6) and (2.7) that 
Az~+~ + ~Az,+~ = 5AzS (s = 1,2, . ..). A2 + 4A1 = 5A,* (A; = $). (2.11) 
Hence, after simplification, assuming we may collect even and odd terms 
2 
E(a^)l.=1 = 1 + N - 
(N + lj(N - 5) m e-(NL-5)x’4(1 + e-X)3/2(1 - e-“)dx 
8N 
s (1 + edNx)i12 
(N > 5). (2.12) 
0 
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When N = 5 (n = 3) a change of variables leads to E(&)ja= I = 0.8. Expression (2.12) may be used 
for N not large; in this case there is the closed form 
2 
E(a^)la= 1 = 1 + E - 
(N + l)(N - 5) O” e-‘@(t,N)dt 
8N 
s o 
(2.13) 
where @(t,N) = vim + v3rn3 + v5m5 + e-a (m = 4t/N), a series in descending powers of N. The 
series for Q(m) may be set up using symbolic manipulation software (e.g., Mathematics or Derive): 
@(VI) = 2>{m + 0.2291666667 m3 + 0.01809895833 m5 + 0.0006622798859 m7 
+ 0.0001493652451 mg + 1.787248666 (1O)-7 ml1 + 3.966156353 (lo)-’ ml3 
- 1.217705059 (lo)-” ml5 + 1.034724986 (lo)-” ml7 - 7.904984013 (10)-13 ml9 
+ 6.253205271 (10)-14 rn21 - 5.050103874 (10)-15 m23 + 4.153101875 (lo)-r6 m25 
- 3.468950664 (10)-17 m27 + 2.936805131 (lo)-‘* m2’ - 2.515727180 (lo)-” rn31 
+ 2.177462861 (1O)-2o m33 - 1.90206385,8 (1O)-21 m35 + 1.675186876 (1O)-22 m37 
- 1.486195111 (1O)-23 m3’ + 1.327311473 (1O)-24 rn41 - 1.192549973 (1O)-25 m43 
+ 1.077340284 (1O)-26 m45 - 9.781320220 (lo)-“* m47 + 8.821359341 (1O)-2g m4’ 
- 8.171381514 (1O)-3o rn51 + O(m53)}. 
This extended series is given in order to guess an approximation to vzS+ 1, s + co; with this we 
can set up approximations to A2s, A2,+I in the series for E(k). Usually, one studies [13] the ratio 
RS = V2s+l/V2s-1 f or an s large enough to show some indication of stability in signs (either one 
signed or alternating) and in magnitudes. There is, in this respect, stability for s > 7, the ratio being 
in the vicinity of 0.09. Our studies produced the approximation 
V2s+l N (- l)“ck”(s - a)!(~ - b)!/(2s + l)! (s B 8), 
where c = 0.002201, k = 0.388406, a = 3.517241, b = - 3.308947, the denominator being hinted at 
in (2.3b). However, the factorials in the numerator in so far as they do not involve integers (or half 
integers) are suspect. Attaching a series such as [l + (PI/s) + (P2/s2) + :.. J to the model runs into 
complicated numerical problems. However, this tentative model for vzS + 1 indicates that the series 
for the bias diverges, and for s large enough, both the even and odd terms alternate in sign. 
References to the general problem of series analysis are [3,5-7,13,21-23,251. 
The series 
Ao + $+ $+Ab+ . . . 
N6 
refers to the even part of E(di) and it is interesting to note the pairs (s, ( A2,/A2,_ 2 I) with the values: 
(2,22.355), (3,25.291), (4,24.587), (5,25.981), (6,21.063), (7,55.390), (8,103.161), (9, 369.800), 
(10,410.028), (11,531.382), (12,653.834), (13,789.404). Divergence is suggested. 
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2.3. Closed forms for the variance 
Similar to the bias formulas, we find that the mean squared error (MSE) after simplification is 
(N 5)(N 9) O” - - E(di - ct)21a, 1 = 
16N s 0 
H3(x, N)dx + v/@ H2(x,N)dx 
0 
3 * 
+4N 0 s 
Hi(x,N)dx, (2.14a) 
where 
(2.14b) H2(x, N) = Q3 ; 
(0 
- (1 - eP4”)!D2 (1 - e-4X)-1G(x), 
- 2(1 - ee4”)Q2 $ + (1 - e-4x)2@1 
0 
(1 - e-4”)-2G(x), 
and 
G(x) = e-“/(1 - e-4X)1/2, 
@,(x/N) = egxlN(l + e-4x’N)3/2(1 - e-4x’N)s (s = 1,2,3). 
We also need the series forms: 
%(x/N) = f a,(xlN)“, @2(W) = 5 ~,WN)“, 
s=3 s=3 
By elementary operations we find 
@i(x/N) = 2 c,(x/N)“. (2.14~) 
s=3 
azs = 0, azs+l = b2,+h bzs = ~2~~ CZM = !wzs+l + ~2~+1, (2.14d) 
where the v’s were defined following (2.4b). 
It will be seen that the form (2.14) provides a series in descending powers of N for E(di - a)2 IQ= 1. 
However, our aim for this series is to arrive at a series whose coefficients involve integrands with 
denominators as square roots of A4 = (1 - e -4X), not higher half powers. To do this we use the 
basic identities: 
s 
00 
x”G(x) dx/M = 1 
0 
2
s 
om (x’ + sxs- ‘)G(x)dx, 
s 
co 
xsG(x)dx/M2 = k 
s 
O” (xs + 6sxs-l + s(s - 1)x”-‘)G(x)dx, 
0 0 
s 
00 
(1 - e-4”)xsG(x)dx/M = s 
s 
x”-‘G(x)dx, (2.15) 
0 
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s m (1 - e-4X)xSG(x)dx/M2 = i jm (2x” + 3sxSV1 + s(s - l)xS-2)G(x)dx, 0 0 
s 
m (1 - e-4”)2xSG(x)dx/M2 
0 
1 m =- 
s 3 0 
(2x” + s(s - 1)x s-2)G(x)dx + &r/3> (s = 1,2, . ..). 
where 6,,, is the Kronecker delta function. 
Omitting details we finally find the following formal asymptotic MSE series: 
E(di - c1)‘(,,r = 2 J,/N”, 
s=2 
where 
J 2sfl = 
s I 
lrn G(x) $z2r+rx2S+1 -~a2s+lx2s + 3Sb2sX2S-1 dx, 
0 
1 
iga2S+lx 
2s+l 
-5 
+ ya2S-1 -isc2, + $c2,, 
> 
3 
x2s-1 + 4(2s - l)azs_ 1x2s-2 
+ (2s - 1)(2s - 2) ~a,,_, 
> 
x2s-3 + 
(2.16a) 
(2.16b) 
For example, J2 = 2 - 4&j; (3x - 2x3)G(x)dx, 
where 
a3 = 128$, a4 = 0, as = 640&, b2 = 32$, c3 = 2X0,/?/3, 
c4 = 32(19$)/3, cs = as. 
Note that here the odd coefficients are simpler functions than the even; the reverse of the case for 
the bias. It is clear that if at any time there is interest in the extended series form, it would need the 
use of (Derive, Mathematics) software. We record the asymptotic (n + 00): 
E(ii - 
53.142663 
N21a=l N N2 - N3 
815.743450 + 3558.153322 
N4 
(N = 2n - 1). (2.17) 
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Similarly, 
Var dil,=I = N2 - N3 
40.448692 736.46468 + 2375.0884 
N4 ’ 
(2.18) 
where the (l/N’) term uses AI, the (1/N3) term uses Al A2 and the (1/N4) term uses A: + 2A1A3 
based on the numerical computations in (2.9). 
3. Concluding remarks 
We have given new expressions in integral form for the low-order moments of the ML estimator 
of a^ of tl when CI = 1. A detailed study of the bias and variance is also included. Although more 
complicated, the higher moments pose no serious challenges if one follows the indicated method 
and exploits symbolic manipulation software. 
The basic entity in the 
hyperbolic functions as 
bias is the function V(x) which may be approximated in terms of 
V(U) = (1 - e-“)W(u) = (2sinht)(2coshtr’2 = zI v2s-1u2s-1. 
In the bias, this appears in the integrand, but also directly relates to the coefficients in the power . _ 
(3.1) 
series expansion. Recall from (2.6b) that for large s, we have Azs N +[4”“(2s - l)!vzs_ r] with 
a similar expression for A2s + 1. It is quite surprising (probably merits a four on the curiosity scale) 
that the sequence { v2s _ 1 } has the first seven terms positive, after which, as far as we have gone, an 
alternating sign pattern is established. The recurrence relation (2.3b) involving the Bernoulli 
numbers defines the sequence in a simple form, but throws little light on the general terms. Since 
V(x) is an elementary function, one expects that there is an approach to define its Taylor expansion; 
compare the Fourier series approach to B, and the asymptotic assessments. 
As a simple check on the series developments by Mathematics we can compare the derived series 
and the known exact values. The agreement to at least six decimal points holds for 0 < x < 1, but 
deteriorates markedly for x = rr. It is conjectured that there is validity for 1 x 1 < 7~. Note for example 
that the function becomes a trigonometric function for x = eiY (y real). 
The series for the MSE also has similar interesting features; it probably diverges with even and 
odd coefficients belonging to different classes. The sign pattern of the coefficients is unexpected but 
not rare in asymptotic expansions. 
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