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Abstract
New physics, such as a quantum spin liquid, can emerge in systems where
quantum fluctuations are enhanced due to reduced dimensionality and strong
frustration. The realization of a quantum spin liquid in two-dimensions would
represent a new state of matter. It is believed that spin liquid physics plays a role
in the phenomenon of high-Tc superconductivity, and the topological properties
of the spin liquid state may have applications in the field of quantum information.
The Zn-paratacamite family, Zn-Cu 4 _(OH)6 Cl2 for x > 0.33, is an ideal system
to look for such an exotic state in the form of antiferromagnetic Cu2+ kagome
planes. The x = 1 end member, named herbertsmithite, has shown promising
spin liquid properties from prior studies on powder samples. Here we show a
new synthesis by which high-quality centimeter-sized single crystals of Zn-
paratacamite have been produced for the first time. Neutron and synchrotron x-
ray diffraction experiments indicate no structural transition down to T = 2 K. The
magnetic susceptibility both perpendicular and parallel to the kagome plane has
been measured for the x = 1 sample. A small, temperature-dependent anisotropy
has been observed, where Xz / Xp > 1 at high temperatures and Xz / Xp < 1 at low
temperatures. Fits of the high-temperature data to a Curie-Weiss model also
reveal anisotropies for Oc,,'s and g-factors. By comparing with theoretical
calculations, the presence of a small easy-axis exchange anisotropy can be
deduced as a primary perturbation to the dominant Heisenberg nearest
neighbor interaction. These results have great bearing on the interpretation of
theoretical calculations based on the kagome Heisenberg antiferromagnet model
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to the experiments on ZnCu 3(OH)6 C 2. Specific heat measurements down to
dilution temperatures and under strong applied magnetic fields show a
superlinear temperature dependence with a finite linear term. Most importantly,
we present neutron scattering measurements of the spin excitations on a large
deuterated single crystal sample of herbertsmithite. Our observation of a spinon
continuum in a two-dimensional magnet is unprecedented. The results serve as a
key fingerprint of the quantum spin liquid state in herbertsmithite.
Thesis Supervisor: Young S. Lee
Title: Professor
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1. Quantum Spin Liquid
The quantum spin liquid state is a general concept for a variety of lattices and
spin Hamiltonians (Section 1.1). A theoretical model-the resonating valence
bond state (Section 1.2)-and a rule of thumb on how to look for such a state
(Section 1.3) was introduced by P. W. Anderson in an attempt to explain high Tc
superconductivity in cuprates (Section 1.4). The Heisenberg model on the
kagome lattice has been under intensive theoretical investigation-using
numerous approaches-for a quarter century (Section 1.5) with very limited and
unsatisfactory experimental realizations until several years ago (Section 1.6). An
outline of the thesis is given in Section 1.7.
1.1 Spin liquids
Let's first consider a cluster of spins. At high temperatures, all the spins are free
due to strong thermal effects and the correlation between neighboring spins is
weak. This is the spin gas or paramagnetic state as depicted in Figure 1-1(a). At
low temperatures, when thermal effects becomes weak and all spins are frozen,
it is called a spin solid state. In Figure 1-1(c), the uniformly aligned spins give a
ferromagnetic state. Within some intermediate temperature range, when
thermal effects are barely able to shuffle the spins, strong correlations build up
among the spins which produce a spin liquid state or a cooperative paramagnetic
13
state as indicated in Figure 1-1(b). Spin is a general property of an electron, one
of the elementary particles discovered so far without any known substructure. In
a crystal, each ion on a lattice site, other than H+, contains an electron cloud. The
total angular momentum of the electrons is governed by Hund's rule. If there are
unpaired electrons in the outer shell, the total angular momentum from the
spins is finite which makes the ion magnetic. Depending on the strength of spin-
orbit coupling, the spin can drag part of the orbital angular momentum. In a
condensed matter material or a laser lattice, the spins form a periodic lattice. In
a spin gas or a spin liquid state, the lattice translational and spin rotational
symmetries are preserved. In contrast, antiferromagnetic ordered spins, one of
the most common spin-solid ground states of conventional magnets, breaks both.
correlated andt f
fluctuating spins
___ __t tt t
(a) spin gas (b) spin liquid (c) spin solid
Figure 1-1 Spin gas, spin liquid and spin solid.
A quantum spin liquid has spin dynamics down to zero temperature due to
quantum fluctuations. It features no static moment and no broken lattice
translational or spin rotational symmetry [1]. In a conventional magnet, such as
an antiferromagnet, the spins are frozen into a periodic pattern and the spin-spin
correlation length diverges at Neel temperature TN. In a quantum spin liquid, the
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spin-spin correlation remains dynamic and short ranged even down to zero
temperature. Although the correlation length is short, the spins with large spatial
separations are quantum mechanically entangled. In another word, the wave
function of the ground state has long range coherence. Its Hilbert space-with a
basis including all the spins-grows exponentially with the size of the system.
Therefore, an exact solution of such a spin liquid state in the thermodynamic
limit is beyond imagination. It is instructive to note that correlation and quantum
entanglement are two different concepts. Different from a quantum spin liquid,
for example, an ordered antiferromagnet has a long range correlated ground
state. However, two spins far apart are not quantum coherent.
In a general sense, spin ice [2, 3, 4] can be considered as a classical spin liquid
[1] in which the spins-large and classical-form a corner sharing pyrochlore
lattice. The thermal energy shuffles the spins under an Ising two-in-two-out ice
rule which gives a short range spin-spin correlation. Recently, quasiparticle
excitations resembling long sought magnetic monopoles have been discovered
[5, 6, 7, 8, 9]. Also, quantum excitations are also observed in some spin ice
materials [10]. However, most spin ices are classical in nature and fall outside of
the scope of this thesis.
It is worth noting that magnetism is purely a quantum mechanical effect as
proved by the Bohr-van Leeuwen theorem. The theorem, formulated by Niels
Bohr [11] and Hendrika Johanna van Leeuwen [12], states that the thermal
average of magnetism equals zero from the perspective of classical and
statistical mechanics. So all spin liquids, including spin ices, are technically
quantum in nature.
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1.2 Resonating Valence Bond (RVB), Valence Bond Crystal (VBC),
Valence Bond Glass (VBG) and Valence Bond Solid (VBS)
Although the quantum spin liquid is a general concept, P. W. Anderson proposed
a RVB wave function on a triangular lattice [13, 14] as an explicit magnetic
ground state that breaks none of the conventional lattice symmetries. In most of
the literature, this is referred as the birth of quantum spin liquid physics.
Let's consider an antiferromagnetic spin-1/2 chain with the interaction
between two adjacent spins described by an isotropic Heisenberg exchange [15,
16, 17]:
H= J S1 S2  (1.1)
where J is the exchange integral and a scalar. Si and S2 are the spin operators
which are treated as vectors here. J > 0 gives antiferromagnetism [18]. In a Neel
ordered state-an up-down-up-down pattern-the energy per spin is -0.25 J.
This energy can be lowered if nearest neighbors form a quantum entangled
singlet pair with wave function (|T4)-|t)). This lowers the energy per spin to -
0.375 J. However, this is only one pairing pattern and the energy can be further
lowered using variational method. As a result, the ground state-a linear
superposition of singlet dimers including those beyond nearest neighbors-has
per-spin energy of -0.443 J.
For a two dimensional triangular lattice, Anderson followed a similar
derivation. Shown in Figure 1-2(a) is a triangular lattice covered by singlet pairs
of spins. Only nearest neighbor dimers are depicted. Due to strong quantum
fluctuation, the coverage of dimers is dynamically shuffled. As a result, the
ground state wave function of the system is a superposition of all patterns. This
is the RVB state with long range quantum entanglements-a liquid state of
16
valence bonds. As the spin lattice does not break the translational symmetry of
the structural lattice or the full rotational symmetry of the 3D Heisenberg spins,
the RVB state is a realization of a true quantum spin liquid. The dimer formation
does not need to be for nearest neighbors only. Neither does the RVB state have
to be on a triangular spin lattice. For example, in Figure 1-2(b), the RVB wave
function can also be applied to square lattice beyond nearest neighbor dimers.
Ironically, such a state is a non-magnetic magnet. Being a collection of magnetic
dipoles, the ground state is magnetism free both globally and locally. This is
different from a classical antiferromagnet. In the latter case, although the
ground state has no uniform net moment, ordered spins are recovered on
atomic scales as each magnetic sub-lattice possesses a finite magnetization-its
Landau order parameter. The elementary magnetic excitations on a quantum
spin liquid consist of deconfined spinon pairs which give a continuum in
scattering experiments.
Figure 1-2(c) depicts a valence bond crystal (VBC) state [19, 20, 21, 22, 23, 24,
25], sometimes called a spin Peierls state [26, 27]. Although it looks similar to the
RVB picture with spin rotational symmetry and short ranged spin-spin correlation,
it is fundamentally different as the dimers are arranged with a long range order.
The ground state wave function is merely a product of the individual dimer-
singlets with broken translational symmetry of the lattice. Compared to a
frustrated Neel ordered state, the formation of static dimers lowers the energy.
Also, the weak bonds without dimer coverage also relieve the frustration,
especially on a bipartite lattice. The dimerization may or may not induce a
corresponding lattice distortion. Rearranging the dimer pattern or breaking a
dimer will have a finite energy cost as long as the system is far from a quantum
critical point. Consequently, both singlet and triplet excitations will be gapped.
For a lattice with an integer total spin in a unit cell governed under a Hamiltonian
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with inequivalent exchanges, often the strong bonds form dimers. This state
preserves the symmetry of the spin lattice and is named an explicit VBC. For a
lattice with a half-odd total spin in a unit cell, a VBC is possible only if the spin
lattice spontaneously augments the unit cell which breaks the symmetry of the
spin lattice. This is called a spontaneous VBC [28]. The S = 1/2 kagome lattice has
three S = 1/2 ions in a unit cell and falls into the second case. In general, VBC
states also include higher order singlets such as four spin singlets (quadrumers).
CaV 40 9 [29, 30, 31, 32] [33, 34, 35, 36, 37, 38, 39, 40, 41, 42], the first system
observed with a spin-gap, and SrCu 2(B03)2 [43, 44, 45, 46, 47, 48, 49, 50, 51, 52]
are two examples of VBC states in 2D [28]. Both are explicit. In 2D, magnetic
excitations are gapped magnons with integer spins. It can also be considered as a
confined state of two S = 1/2 spinons.
If the static dimers are frozen in a random pattern with only short range spin-
spin and dimer-dimer correlations, the state is a valence bond glass (VBG) [53].
This state resembles the spin glass state with single spins replaced by dimer-
singlets. VBC or VBG only has short ranged quantum entanglements.
Another related state is called a valence bond solid (VBS) [54, 55]. When the
spin on a lattice site is a multiple of z/2 with z being the coordination number, a
VBS state can be constructed by dividing the physical spin into z equivalent
fictitious spins which forms a singlet with their nearest neighbors on every bond
[28]. Such a VBS state, preserving the lattice symmetry with long-ranged
fictitious dimer-dimer correlations, is a non-magnetic singlet. A VBS state can be
viewed as an explicit VBC state of the fictitious spins which belongs to a much
larger Hilbert space than the physical one. The spin-1 Heisenberg spin chain is an
example of a VBS state. In this system, no ground state degeneracy exists. Both
spin-spin and dimer-dimer correlations decay exponentially in space resulting in
an energy gap [28]. It is also proposed that some specific S = 3/2 honeycomb
18
(a)
a,
(b)
+ a, +
+
E +
0 0 a
Figure 1-2 Resonating valence bond states on a triangular lattice (a) and square
lattice (b). (c) describes one of the valence bond crystal state on triangular lattice.
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lattices also support this state in 2D [54, 55]. For the spin-1 kagome lattice, a VBS
is possible if we consider singlets forming on hexagons [56]. In this case, a spin-1
can be fractionalized into two spin-1/2 spins each belonging to a hexagon.
Sometimes the concept of the VBS is used to describe a spin-system with static
dimers, such as a VBC. In this case, a VBS is simply a solid state of valence bonds.
1.3 The treasure map for quantum spin liquids
Quantum spin liquids are closely connected with frustrated magnetism, low
coordination numbers and small spins [57]. These criteria are closely followed in
the hunting of exotic spin liquid states both theoretically and experimentally.
Frustration happens when competing interactions cannot be fully satisfied.
When a simple ground state does not work anymore, exotic states arise [1]. One
common source of frustration is geometry. This can be realized on a non-
bipartite spin lattice with antiferromagnetic nearest neighbor exchanges.
Variations on the triangular lattice are the best examples, such as triangular
lattice, kagome lattice, pyrochlore lattice, checkerboard lattice and etc. To
illustrate geometric frustration, let's consider three Ising spins on a triangle. If all
exchanges are antiferromagnetic, then there is no way to minimize the exchange
energy for every spin pair. It can be shown that the classical ground state is 6
fold degenerate. A large classical degeneracy for the ground state is a common
nature of frustration. The ground state degeneracy of several antiferromagnetic
Ising spin lattices are listed in Table 1.1. Comparing with the entropy expected
from non-interacting Ising spins S = NkBln2 = 0.693NkB, the residues are
significant. Among these geometries, the kagome lattice is by far the most
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frustrated. The entropy of Ising kagome ~ 0.5 is very close to the value for
independent triangles In2+(2/3)ln(3/4) = 0.5014 [581.
Lattice Entropy in NkB
Triangular 0.34
Kagome 0.5
Pyrochlore 0.203
Checkerboard 0.216
Table 1.1 Entropies for antiferromagnetic Ising lattices [59]. Each lattice contains
a network of triangles.
If the Ising constraint is replaced by XY or Heisenberg spins, the frustration on
an antiferromagnetic spin triangle is partially released with a reduced energy per
spin. As shown in Figure 1-3, the spins settle into a 120 degree pattern on which
vector chirality can be defined as
2
(3,[3S S+ (1.2)
where 51, 52 and 5 are counted in clockwise direction. Whether K points up
(+) or down (-) depends on how the three spins orient as counted clockwise. For
Heisenberg spins with nearest neighbor antiferromagnetic exchanges, the
classical lowest-energy configuration of a triangular lattice antiferromagnet is
coplanar and has alternating vector chiralities as depicted in Figure 1-4. Also, the
orientation of one spin determines the configuration for the entire lattice such
that the ground state is only subject to a global spin rotation. The situation on a
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kagom6 lattice-where neighboring triangles share merely one site instead of an
edge-is quite different. For Heisenberg exchange as shown in equation 1.1, the
total magnetic energy is minimized when the spins sum to zero on each triangle
in a coplanar 120 degree configuration. Although there are only three spin
orientations, the chirality pattern of the triangles is not unique. The classical
Heisenberg antiferromagnet on a kagome lattice has a coplanar pattern known
as spin nematic [60, 61, 62, 63, 64] with two well-known high-symmetry orders.
The first one- qj = 0 state with a magnetic unit cell identical to the structure
one-has uniform positive or negative chiralities. The second one-with a
V3x 5 expanded magnetic unit cell-has staggering chiralities. In addition,
out-of-plane zero energy modes, a simultaneous rotation of a group of spins as
illustrated in Figure 1-4, are allowed in addition to a global rotation of the spin
lattice. Consequently, a kagome lattice has a larger classical ground state
degeneracy than a triangular lattice and has stronger frustration. These zero-
energy modes are connected with the concept of order by disorder [65, 66, 67,
68, 61, 69, 70, 71] which was introduced when a frustrated Ising model on the
square lattice was studied. The disorder can be from soft excitation modes or
non-magnetic site dilutions [72]. Here we consider the first case on a kagome
lattice. At a small but finite temperature, ordering patterns which are connected
to a larger density of low energy fluctuations are selected. The fluctuations can
be either thermal or quantum mechanical. It has been shown that thermal
fluctuations favor the C x V pattern [67, 73]. The result from quantum effects
is somewhat ambiguous. In the large spin limit, spin wave calculations do not
differentiate between the two [69, 68] while exact diagonalization favors the
x 5pattern [70]. These zero energy modes affect the low temperature
thermodynamic properties of the kagome spin lattice. For example, it has been
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shown-by low temperature expansion-that the consequent large degeneracy
contributes kBT/4 to the internal energy [61]. This is different from the common
kBT/2 contribution from a quadratic energy mode. Since the concept of order by
disorder on a classical kagome spin lattice relies on entropy fluctuation at a finite
temperature, the ground state can be discontinuous.
There are other ways to generate magnetic frustration, such as competing
exchanges and disorder. A simple Neel order on a square lattice with nearest
neighbor antiferromagnetic exchanges minimizes each bond. However, if the
next nearest neighbors are also antiferromagnetically coupled, then it competes
with nearest neighbor couplings from which frustration is generated. A spin glass
[74, 75, 76]-a metastable state with randomly frozen spin moments-features
frustration produced by disorder. Frustration can also happen with
ferromagnetic exchanges. For example, in a spin ice, the Ising two-in-two-out ice
rule competes with the ferromagnetism. In this thesis, the focus is on geometric
frustration.
The coordination number-the number of nearest neighbors of a spin-is
also an important factor. In an ordered spin lattice, the exchange energy per spin
is lowered as the coordination number increases. However, a RVB singlet state
always has one spin paired with another spin and the energy per spin is quantum
mechanically determined. As summarized in Table 1.2, a high coordination
number and dimensionality favor a classical Neel ordered ground state
energetically while a low coordination number and dimensionality tends to
stabilize in singlet states. In 2D, however, the situation is complicated by the
competition in energy and the result depends sensitively on the specific spin
Hamiltonian and topology.
A small spin enhances the quantum fluctuation as represented in the term S +
1 in Table 1.2. Thus, a quantum spin liquid is most likely to be discovered in S =
23
Table 1.2 Energies per spin for antiferromagnetic ground states.
Figure 1-3 Spin configurations for two neighboring triangles. Left: edge sharing
triangles. Middle and right: kagome corner sharing triangles. + indicates positive
chirality and - indicates negative chirality. (Figures reproduced from ref. [77].)
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Dimensions Number of Energy per Energy per
and nearest sin spin
topologies neighbors Niel ordered singlet
1-D chain 2 -JS2  -0.5JS(S+1)
2-D square 4 -2JS 2  -0.5JS(S+1)
3-D cubic 6 -3JS 2 -0.5JS(S+1)
Figure 1-4 Spin configurations for triangular and kagom6 lattices. In each figure,
the structural unit cell is circled by dotted orange lines and magnetic unit cell is
circled by solid green lines. Structural unit cell and magnetic unit cell are
identical for the bottom two figures. Upper left: edge sharing triangular lattice
with staggered chirality. Upper right: V3 x -J staggered chirality kagome lattice.
The magnetic unit cell is three times larger than structural unit cell. Bottom left:
kagome lattice in q=O state with uniform chirality +1. Bottom right: kagome
lattice in q = 0 state with uniform chirality -1. The blue ellipses show
simultaneous spin rotations of zero energy modes. (Figures reproduced from ref.
[771.)
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1/2 systems. Different from the large spin limit, a small spin can destabilize an
ordered pattern into a liquid state.
Put simply, S=1/2 Heisenberg antiferromagnet on a kagome lattice is a
promising system for quantum spin liquids. Experimentally, what are the
characteristic signatures? Actually, this is quite a challenging question. An
ordered antiferromagnet is characterized by its Neel order with order
parameters being the sublattice magnetizations. This order can be directly
measured using elastic neutron diffraction. The sharp magnetic Bragg peaks in
momentum space-a Fourier transform of the real space spin-spin correlation-
is smoking gun evidence of antiferromagnetism. Very differently, a quantum spin
liquid is defined by the absence of any ordering. Motivated by the RVB idea, the
search for quantum spin liquid in the early days focused on the lack of spin
freezing and spatial symmetry breaking. However, this is not a path to definitive
evidence. The failure of an observation of broken symmetries could be
circumstantial and is necessary but not sufficient. Even if no long range spin-spin
correlation or spin freezing exists, the ground state need not be a spin liquid. For
example, a valence bond solid also has short ranged spin-spin correlations and
shares many thermodynamic properties with spin liquids. As the concept of
quantum order was introduced, as discussed in Appendix A, it has been more
and more popular to characterize the quantum spin liquid states by their special
quantum orders. It would be nice to design special experiments to directly
measure the quantum order. Unfortunately, this could be hard both theoretically
and experimentally. In the following several paragraphs, a few generic
characterizations are introduced as effective ways to identify promising quantum
spin liquid candidates for further investigations.
First and most importantly, a quantum spin liquid does not go through any
conventional phase transition to long range ordering or spin freezing down to
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zero temperature. Common experimental techniques include uniform magnetic
susceptibility and specific heat. One effect of geometric frustration is the
suppression of the long range ordering temperature. The mean field magnetic
susceptibility at high temperatures is
C
T - E/ (1.3)
where C is the Curie constant, T is the sample temperature and Ocw is the Curie-
Weiss temperature. It is a common routine to fit the inverse susceptibility at
temperatures much higher than Ocw to get 0c. Oc is a good indicator of the
exchange coupling between neighboring spins. A positive Ocw indicates
ferromagnetic correlation while a negative Ocw indicates antiferromagnetism.
With frustration, long range ordering is suppressed to a much lower temperature
by quantum tunneling between highly degenerate classical ground states. As
illustrated by Figure 1-5, an empirical indicator of the degree of frustration has
been suggested by Ramirez and widely accepted as f = IOcw I/TN where TN is the
Neel ordering temperature. A system without frustration has f of the order of
unity while a strongly frustrated system is recognized by f > 10. In a true
quantum spin liquid, f diverges due to the absence of broken symmetries at zero
temperature. An absence of spin freezing down to dilution fridge temperature
where thermal motions are overwhelmed by quantum effect is a preliminary
indication of a spin liquid ground state. If a spin gap exists, the magnetic
susceptibility should vanish as T -> 0 K in the form of an exponential deactivation.
If a spin gap is absent, the susceptibility may saturate to a finite value at zero
temperature.
The lack of spin freezing can also be investigated by a measurement on
specific heat. Due to the large classical degeneracy from frustration, magnetic
entropy is suppressed to temperatures much lower than the energy scale of
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spin-spin interactions. For a spin liquid with a full energy gap, the specific heat
will show an exponential activation at temperatures lower than the gap.
X 
cw 0 TN OCw T
Figure 1-5 Schematic inverse magnetic susceptibility of an antiferromagnet
There are a number of theoretical works proposing specific properties of
certain classes of spin liquids. However, an effective and general way of
detecting a spin liquid state is by measuring the spin excitations using neutron
scattering. Spinons are always created in pairs by neutrons and each spinon has
its own dispersion. It is trivial to show that the combination of two dispersions
gives a continuum in the momentum-energy space. For example, for a certain
neutron energy loss, the energy is shared by two spinons. The total momentum
of the spinon-pair is thus not uniquely determined. Such a continuum has been
observed in 1D spin chains but not yet in a 2D system. Although there is a large
number of classifications of spin liquid states, most of them support spinon
excitations. The observation of a continuous spectrum of spin excitations on a
Mott insulator will be strong evidence of a quantum spin liquid.
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1.4 High Tc superconductivity and its RVB explanation
High Tc superconductivity [78] is one of the most influential scientific discoveries
in the 2 0 th century. It has excited the society of physics globally so much and was
one of the fastest Nobel Prizes ever awarded. Together with semiconductors
which have changed the world fundamentally, high Tc superconductivity is one of
the best studied physical problems. Although virtually every suitable
experimental technique has been efficiently utilized, a consensus explanation
remains elusive. After its potential connection with RVB theory was established
by Anderson's famous paper in Science [57] (cited five thousand times), a pursuit
for spin liquids sky rocketed and lasted until today.
Before High Tc was discovered, the highest transition temperature was 23.2K
in Nb3Ge [79]. The BCS theory was considered satisfactory and gives an upper
limit on Tc ~ 30 K. To guide the search for new superconductors, Berndt Matthias
has summarized six rules base on what was then known [80, 81]. First, a high-
symmetry crystal structure, optimized in the cubic lattice, is desired. Second, a
high density of electronic states is great. Third, it should be oxygen free. Fourth,
it should be non-magnetic. Fifth, it conducts electricity. Six, do not trust the
theorists. However, the High Tc compounds discovered are on the opposite side
of all these rules but the last one. The copper-oxide-based high Tc
superconductors are two dimensional, with a low charge carrier concentration.
They contain plenty of oxygen and the parent compounds are strong
antiferromagnets and Mott insulators. Since the discovery of high Tc cuprates
was not guided by theoretical calculations, the last rule may be true. In
conventional superconductors, the electrons are nearly-free and the s-wave
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pairing was mediated by phonons. In high Tc cuprates, the electrons are strongly
correlated with d-wave pairing mediated by some unknown mechanism.
There are hundreds of high Tc compounds. But they are essentially very
similar. Let's take La2-xSrxCuO 4 as an example. The parent compound, La2CuO 4,
features a 2D square lattice of Neel ordered Cu2+ spins below T = 300 K. With an
odd number of electrons per unit cell, the parent compound is a Mott insulator
which should be conductive if considered under the band theory. However, due
to the strong repulsion between sites, the electrons are localized and strongly
correlated. As the electronic properties are dominated by the inter-site
interactions instead of kinetic energies, Mott insulators are typical strongly
correlated electrons systems. Theoretically, Mott insulators feature
antiferromagnetic exchange due to the virtual hoping of electrons. At zero
temperature, as trivalent La3+ ions are replaced by divalent Sr2+, holes are doped
into the cuprate layers. These charges are itinerant and screen the Coulomb
potential. With merely 4% hole concentration, the Ndel order is fully suppressed
and almost immediately, superconductivity appears. As a function of dopant
concentration, the Tc follows a bell shape and peaks at the optimal doping. The
normal state above the superconducting dome features a pseudogap and a
strange metal region. The latter one can be thought of as a complicated non-
Fermi liquid phase and becomes more and more conventional as the doping
level increases. A brief phase diagram is shown in Figure 1-6.
It has long been a popular approach to treat the high Tc problem as doping a
Mott insulator [82, 83]. The transition to a superconducting phase at zero
temperature upon doping indicates a Mott critical point with the Pseudogap
phase being the quantum critical region at finite temperatures. RVB quantum
spin liquids are also Mott insulators and have been proposed, from the
beginning of the high Tc era, as one of the most promising candidates for an
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explanation. Early theories proposed that the parent compound contains an RVB
state, either gapless with long range dimers [84, 85, 86] or gapped with short
range dimers [87, 88]. The quantum entanglement of its ground state makes the
doped charges coherent and superconductive. This primitive proposal
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Figure 1-6 Phase diagram for hole doped high Tc cuprate LSCO
failed due to the long range ordering of the parent compound [89]. However, the
idea of an RVB superconductor remains robust. It has been pointed that almost
all quantum coherent states at room temperatures are magnetic [81]. In
cuprates, the magnetic interaction is comparable to the electronic Fermi energy
and is compatible with electric conductance. In terms of superconducting charge
pairings, proximity to a magnetic quantum critical point-combined with low
dimensionality for strong spin fluctuations-may be a crucial condition for the
superconductivity in cuprates.
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Arguably, the most interesting physics of high Tc superconductivity appears
outside the superconducting phase. When superconducting, the quasiparticles
are well defined and behave according to theory. Being the battle ground
between competing interactions, the underdoped cuprates have been an
important playground both experimentally and theoretically. Conventional
postulates based on Landau's symmetry-breaking theory together with thermal
fluctuation only address a limited part of the normal phase. This area lies right
above the superconducting phase in temperature and is called the Nernst regime.
One reason for the robustness of the RVB theory of high Tc superconductivity is
its successful qualitative explanation of the Pseudogap normal state. After a
couple of decades' study, cumulating evidence supports that the Pseudogap
state may be a RVB quantum spin liquid.
The formation of singlet states gives a natural origin of the Pseudogap and
consequently the reduction of uniform magnetic susceptibility and the specific
heat at low temperatures. When the conductivity normal to the cuprate layers is
measured, the transport of electrons between layers necessarily breaks singlet
pairs and will features an intrinsic energy gap. The electrical transport within the
cuprate layers-a 2D liquid of valence bonds-is insensitive to the singlet
formation but depends on the doping level. The energy cost to destroy a singlet
for electron ejection also accounts for the pull back of the leading edge observed
in photoemission experiments.
In the underdoped RVB state, it is proposed that the charge and the spin
degrees freedom of an electron, inseparable in ordinary situation, can possibly
fractionalize into two well defined emergent quasiparticles. This exotic process is
called spin-charge separation which has recently been experimentally observed
in one-dimensional systems [90, 91]. The charges, dubbed holons, carry no spin
and Bose condense to generate superconductivity. The spin-1/2 quasiparticles,
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named spinons, are charge neutral. In a one dimensional spin chain, spinons are
nothing but domains walls. However, the extension of the concept into higher
dimensions remains elusive and novel. Within Landau's symmetry breaking
theory, all excitations from a bosonic system are scalar bosons, such as magnons
with integer spins. The possible existence of spinons in high Tc cuprates indicates
an exotic order-quantum order-beyond the scope of Landau's theory. In order
to understand the mechanism of High Tc superconductivity, it is of crucial
importance to build a connection between (doped) quantum spin liquids and the
cuprates based on the common ground they share-quantum orders and doped
Mott insulation.
There are other High Tc materials. Magnesium diboride, MgB2, has a Tc of 39 K
[92]. However, other than being a two band s-wave superconductor, it
resembles the conventional superconductors in most properties. As a result, it
hardly qualifies as a true high Tc superconductor. In recent years, the iron-based
high Tc superconductors have been a hot topic. Although the highest Te of 56 K
[93] is not as impressive as cuprates, their properties differ from both
conventional and cuprate superconductors such that they may provide new
clues. The parent compounds are also antiferromagnetic and superconductivity
appears when the magnetism is suppressed. The electron pairing mechanism
may be, similar to cuprates, magnetic. The three dimensional nature of iron-
based superconductors may have important applications as the
superconductivity in polycrystalline cuprates is killed by a small electric current.
1.5 A rich playground of theoretical models
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A general model describing the intersite electronic interaction is the Hubbard
model
Hhubbars -- Zticiacja + U n,(n, -1) (1.4)
where i and j denotes the lattice sites, a is the spin of the electron, ti is the
intersite quantum hopping amplitude, c' and ci, are creation and annihilation
operators of electrons, U is the Coulomb energy cost for two electrons to be on
the same site, ni is the number of electrons on site i and equals Zc acia .When
a
U<<t, the repulsion between electrons are weak and the model describes a
metallic state. When U>>t, the electrons are localized and the resultant state
becomes insulating with one electron per lattice site on average. The electrical
insulation is due to the strong electron charge repulsion and differs from a
conventional band insulator which assumes weakly interacting electrons. This
kind of insulators are called Mott insulators with a charge gap. A metal insulator
transition (MIT) lies between the two extreme limits U<<t and U>>t and is called
a Mott transition. When charge fluctuations are negligible in the strong Mott
insulating U>>t limit, the Hubbard model reduces to the Heisenberg model with J
ti 2/U. In this case, the localization of electrons on each lattice sites validates
the picture of a pure spin system. When U is barely large enough to give a Mott
insulating state, the system features finite charge hopping and the
corresponding deviation can be crucial in the realization of a spin liquid state on
certain lattice such as the triangular one [94]. A Mott insulator represents a
strongly correlated electron system with many emergent exotic phenomena,
such as quantum spin liquids, high Tc superconductivities and etc.
The S=1/2 triangular and square lattices, with an isotropic Heisenberg
exchange between adjacent spins, received great attention from the theoretical
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community in the early days. First proposed on the triangular lattice [13], the
RVB state on a square lattice was proposed to explain the mystery of high Tc
superconductivity [57]. However, both are shown to have an ordered ground
state [95, 96, 97, 98, 99, 100, 89, 101, 102, 103] [104, 105, 106, 107] although
the order parameter has been renormalized significantly by strong quantum
fluctuations-~40% down for the square lattice and 40 to 60% down for the
triangular one [108, 109, 110, 111, 102]. As calculated on the triangular lattice
[107], the reduction of the order parameter can be anisotropic.
Heisenberg kagome antiferromagnets with S=1/2 stands out as a promising
system for spin liquid physics. The Heisenberg exchange in equation 1.1 can be
rewritten in the form
H J 3 P/S+ S 3H =rJ[ Pm( ,. +Sr 3) -] (1.5)2 4
where the sum runs over all triangles indexed by r and S denotes the three spins
on each triangle. P3 /2 is a spin-3/2 projection operator. Based on Anderson's RVB
theory, we can obtain a ground state by placing a dimer on each triangle and
leaving the third spin resides in a singlet with another spin in an adjacent triangle.
Thus, the total spin on each triangle is minimized. However, a simple
mathematical argument is against this overly optimistic scenario [112, 113, 114].
For N lattice sites, a maximum N/2 can be created. Since each lattice site is
shared between two triangles, each triangle contains effectively 1.5 lattices sites.
So the total number of triangles is 2N/3. Hence, only (N/2)/(2N/3)=3/4 of the
triangles contains a dimer, leaving the remaining quarter of triangles empty of
dimers. The energy of the wave function when three quarters of the triangles
2 33 1 3
contain a dimer isE=- N(- x- J+ - xO)=- JN. As mentioned earlier in
3 4 4 4 8
Section 1.2, the energy of a two-spin singlet is -0.75J. As all spins are paired into
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singlets, the energy per spin E/N is -0.375J which is significantly improved from
the classical value of -0.25J. However, the empty triangles induce quantum
fluctuations between different dimer coverings and can consequently further
lower the energy. The failure of this simple approach in constructing the ground
state wave function was followed by a series of theoretical investigations.
Early evidence of a spin disordered ground state comes from exact
diagonalization which solves the Schrodinger equation of a many body system
numerically. Due to quantum coherence, the Hilbert space grows exponentially
with system size. Only a small system subject to periodic boundary conditions
can be investigated on a classical computer. The hope to perform exact
diagonalization on a relative large system might lie in the yet to be developed
quantum computers as briefly mentioned in Appendix A. Preliminary exact
diagonalization on lattices up to 21 sites [115, 116, 112] supports a disordered
ground state with short-ranged spin, Peierls, nematic and chiral correlations. The
ground state wave function has been calculated on a 36 site lattice using Lanczos
algorithm [117] with 31527894 states in the S, ,, = 0 sector. The ground state
energy per spin is -0.43837 J. The ratio between this value and its classical
counterpart ~0.25 J is 1.75 which is the largest among 2D magnets [28]. The
large quantum to classical energy ratio indicates a strong stability of a quantum
ground state. The resulting exponential decay of the spin-spin correlation
function with a correlation length shorter than the nearest neighbor distance
supports a magnetic disordered ground state. This is consistent with spin wave
calculations [116]. The spin gap was also obtained on a 27-site lattice. When
extrapolated to the thermodynamic limit, it approaches ~J/4 which again
indicates a disordered ground state. In contrast, a magnon-a Goldstone mode
and an elementary excitation on an ordered magnet-is gapless in the absence
of anisotropy. Within the spin gap, a great number of excitations-some of
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which may persist in the thermodynamic limit-extend down to 0.00151 J above
the ground state. The dimer-dimer correlation-a four spin correlation-is
defined as ((Si -SJ)(Sk .S)) . Here i-j and k-I are two distinct pairs of neighboring
spins. The expectation value on a spin liquid ground state with short range
dimer-dimer correlation will approach (S -Sj) 2 at long distance. A valence bond
crystal, with broken translational symmetry from the static dimers, has an
oscillatory dimer-dimer correlation at long distance. The calculated value is
consistent with a resonating valence bond state at near separation but
resembles the valence bond crystal proposed by Marston and Zeng [19] for
dimers far apart. As a result, a very weak spin-Peierls modulation might exist.
With recent improvements in computers and coding, 42-site exact
diagonalization has been recently realized with a maximal dimension of Hilbert
space of 0.5C 21 =269128937220 [118]. It supports a disordered ground state
with short-ranged spin correlations and a spin gap of 0.12 ~ 0.15 J. However, a
48-site exact diagonalization requires an improvement on the coding and
computer power [119]. Although exact diagonalization has a priori no bias on the
calculation of quantities such as the ground state energy, spin wave velocity, spin
stiffness, susceptibility and structure factors, it is not capable of determining the
location of a phase transition involving a diverging correlation length. In general,
any state with a correlation length or periodicity larger than the treatable lattice
size cannot be calculated using this method.
Another work, using Lanczos technique and a complete group theoretical
analysis, has calculated the exact low energy spectrum of the S=1/2 KHAM
numerically up to a lattice size of 36 [120]. A much smaller spin gap J/20 was
found. The singlet-triplet gap is filled with an exponentially large number of non-
magnetic singlet excitations which forms a gapless continuum in the
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thermodynamic limit. There is a simple way to understand this large number [28].
For a spin-1/2 lattice with N sites, the total energy band width is NJ and the total
number of state is 2N. Such that the density of states is ~ 2N/NJ. For the S=0, it is
shown that the number of states goes as CZ -C_ which is of order 2N/N. The
2 2
calculation concludes that the ground state is neither a RVB state with short-
ranged dimer correlation nor a chiral spin liquid. It could be a RVB state with
dimer correlations spanning a longer range. However, as mentioned before, a
study on a small lattice has limited power in front of a relatively long-ranged
state. Experimentally, a spin gap will give a temperature-activated susceptibility
while the absence of a singlet gap will give a power law temperature dependent
specific heat at low temperatures.
Another powerful technique is high-order series expansion [121, 122] which
can generate zero-temperature properties-such as ground state energy, energy
gaps, susceptibilities, magnetization, dispersions and etc-from perturbation
calculations. For example, it can start with an Ising model and add the other two
spin components as perturbations. By extrapolating the extra-two components
to be isotropic with the Ising component, the limit of Heisenberg spins can be
reached. A disordered ground state is detected by a vanishing magnetization or a
singular behavior during the extrapolation [28]. Series expansion can pin down
the phase transition between ordered and disordered ground states rather
accurately. However, it does not tell much about the properties of the
disordered ground state. Ising type series expansion on the kagome lattice
supports a magnetically disordered ground state [111].
Heisenberg kagome antiferromagnets have also been studied by systematic
large-N expansion with Sp(N) symmetry by Sachdev [70]. At zero temperature, a
quantum disordered ground state-without any symmetry breaking-has been
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found for small spin values. The elementary excitations are gapped deconfined
spinons. They are electric charge neutral but carry U(1) gauge charges. The
spinons are spin-1/2 but bosonic. This is inconsistent with Laughlin's predictions
based on quantum fractionalization principles [123]. In the latter case, spinons
with S=1/2 are semions.
One unit cell of kagom6 lattice contains three sites. As a result, it is more
difficult to approach the thermodynamic limit than for a lattice with one lattice
site per unit cell, such as the triangular lattice. Recently, a Density Matrix
Renormalization Group (DMRG) calculation has been performed on the largest
system size [124]. The system consists of open-ended long cylinders rolled from
kagome sheets with largest circumference of 12 lattice spacings. The ground
state turns out to be a fully gapped quantum spin liquid. For all systems studied,
the spin gap is above the singlet gap. The singlet gap is estimate to be 0.05 J. The
spin-spin correlation length is less than 1.5 lattice spacings. The short ranged
correlation is consistent with the presence of an energy gap. Also, a short
correlation length also means that the finite size effect is not significant. The
ground wave function emphasizes singlet resonances around an 8-site diamond
loop. It is proposed that the spin liquid ground state can be viewed as a melted
state from a "diamond-pattern" valence bond solid. The melting is smooth
involving no phase transition.
Most works in support of a spin liquid ground state point to a finite spin gap
as introduced above. These spin liquids are commonly referred to as topological
spin liquids. However, several gapless spin liquids have been proposed in recent
years. One of these calculations-using the Gutzwiller projected-wave-function
method-compares the mean field energies of several different spin liquids and
arrives at a U(1) Dirac spin liquid with massless Fermionic spinons [125, 126].
Such a spin liquid unifies several competing orders with an energy per spin of -
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0.429 J. The ground state has one spinon per site and the unit cell is doubled
from 3-site to 6-site for mean field calculation of spinon band structure. It turns
out that there are six bands with the middle two bands touching at two Dirac
nodes in the reduced reciprocal Brillouin zone. The spinons are coupled to the
U(1) gauge field and are gapless at three M points and one F point in a
conventional reciprocal Brillouin zone. The Fermi velocity is isotropic and the
2rcDirac nodes form a triangular lattice with lattice spacing where a is the
lattice constant of the kagome plane (a is twice the nearest neighbor distance).
The U(1) Dirac spin liquid has no Fermi surface. With contributions from spinons,
a T-linear specific heat is predicted when kBT << IpBB and a T2 specific heat is
predicted when IpBB << kBT. The T2 dependence is sensitive to the applied
magnetic field. To reconcile with the exact diagonalization result [120], it is
suggested that the above calculation performed on a finite lattice could produce
a small spin gap and the gauge fluctuation could give a large number of singlet
excitations. Spontaneous symmetry breaking is predicted when a DM interaction
is present. Two neighboring states obtained by continuous deformation of the
U(1) Dirac spin liquid wavefunction, a 12-site VBC and a chiral spin liquid, are
shown to have higher energies and are thus unstable. This is against the result
from Hasting's earlier work [20] as mentioned later. The spin correlation decays
as a power law and the U(1) Dirac spin liquid is an example of an algebraic spin
liquid (ASL). It is believed to be in a quantum critical region with nontrivial critical
exponents. As a result, it is also an example of a critical spin liquid. Experimental
predictions which can be tested using inelastic neutron scattering and nuclear
magnetic resonance have been made. Another work by Ryu et al., using effective
field theory, has considered a kagomd Heisenberg model with easy plane
exchange anisotropy [127]. This anisotropy can also be produced from the effect
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of a DM interaction. A gapless critical spin liquid ground state-algebraic vortex
liquid (AVL)-is accessed with gapless excitations appearing at 12 points in a
conventional reciprocal unit cell, including all four points predicted in the U(1)
Dirac spin liquid. A T2 specific heat-with contributions from spinless Fermionic
vortices-is predicted and insensitive to the applied magnetic field.
Although a spin liquid state is a popular ground state candidate, the valence
bond crystal is also supported by a number of calculations. This is mainly
because different proposed ground states differ by only minute energies. It is
proposed-using nonperturbative contractor renormalization (CORE)-that the
ground state could be a columnar VBC with a 6-site unit cell [128]. With a spin-
pseudospin (S-L) model, variational methods can be applied by mapping the
kagome lattice onto a triangular one. The energy cost of dimer rearrangements
is shown to be strongly suppressed by quantum fluctuation by a factor of 10 4 and
is effectively gapless with a value of 0.05 x 10~4 J. The spin-gap is estimated to be
~0.05 J. A T2 specific heat is derived from the exponential dependence of the
number of singlet excitations on the lattice size.
A valence bond crystal consisting of 12-site stars each with six dimers is a
candidate ground state too. The stars form a triangular lattice [129, 130]. The six
singlet dimers on a star form two degenerate pinwheel patterns. Thus, the
singlet ground state on a star is 2-fold degenerate with a gap to the triplet state.
The inter-star interaction gives rise to an exponentially large ~1.0 6 N number of
singlet excitations where N is the number of sites. This is smaller than the ~1.15N
result obtained from exact diagonalization [131, 132] and is proposed to explain
only the lowest part of the singlet sector. However, the conclusion breaks down
if a second nearest neighbor interaction J2  0.1J1 is considered or S > 1/2. A
prediction for a single crystal neutron scattering experiment gives a magnetic
structure factor in the periodicity of the star pattern. Hasting [20] starts with a
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long-range RVB state with Dirac massless excitations. It turns out that this Dirac
spin liquid state is unstable towards a broken symmetry giving mass to the
spectrum. The ground state is thus proposed to be a 12-site VBC.
The possibility of an 18-site VBC ground state has also been considered but
may not be a strong candidate [19]. A VBC state with 36-sites, however, has
received a lot of attention. An early attempt using a large-N SU(N) approach
found a spin-Peierls ordered ground state where singlets resonate on a
hexagonal plaquette [19]. The ground state maximizes the number of such
hexagonal benzene-like units. However, this work did not address the question
of whether this ground state will survive higher order corrections. A 36-site VBC
ground state is also derived from a fully frustrated transverse-field Ising model
[23]. In this model, it is shown that the ground state breaks both global spin flip
and translational symmetry in the form of hexagonal plaquettes of singlet bonds.
The bonds-in the process of minimizing energy-resonate in a benzene-like
honeycomb pattern. It turns out that the singlet excitations are localized inside
the unit cell with a small gap and the magnetic excitations are magnons carrying
spin 1. The popularity of a 36-site VBC ground state has experienced a boost in
the past few years. Series expansion on an infinite lattice supports a two-fold
degenerate 36-site VBC with a ground state energy per spin of -0.433 ± 0.001 J
[22, 21]. This is 0.001 J lower than other dimer patterns maximizing the number
of perfect hexagons on which all six sites are covered by three singlets. The
dimer order features a honeycomb lattice of perfect hexagons. The triplet
excitations, as confined in the perfect hexagons with a spin gap of 0.08 ± 0.02 J,
are dispersionless. Additional numerical evidence comes from entanglement
renormalization performed on an infinite S=1/2 kagome lattice [133]. An upper
limit was found to be -0.43221 J. Quantum dimer models found a 36-site VBC
next to a Z2 spin liquid state with a QCP in between [134, 135].
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In 1D, the Lieb-Schultz-Mattis (LSM) theorem states that the ground state will
be either degenerate or gapless if there is a half-integer spin in a unit cell in the
thermodynamic limit [136]. The extension to 2D systems has been suggested
[137, 138, 139, 140, 141, 142] which applies to spin-1/2 kagom6 lattice
antiferromagnets. The ground state degeneracy comes from either broken
translational invariance or a topological origin [28]. If the excitations are gapped,
then the ground state can be either a valence bond crystal or topological spin
liquid. The first one features broken translational invariance and the latter one
has a topological order.
The theoretical work reviewed above focused on Heisenberg models. It is just
the tip of an iceberg and each method has its limitations. Spin wave calculations
only give a rough estimate on the phase boundary of Neel ordering. Also, it is not
suitable to study a spin disordered state since the existence of spin wave
excitations is based on ordered moments. Schwinger bosons method only
considers fluctuations within a mean field approximation [28]. The Quantum
Monte Carlo simulation has been hamped by the "sign problem" in non-
magnetic and highly-frustrated states [281.
In addition, there are other models on kagome antiferromagnets. For
example, a quantum dimer model [87] is defined on the Hilbert space of nearest
neighbor dimers and ignores magnetic excitations. As a result, it does not apply
to systems without a spin gap. The Hamiltonian contains both a kinetic and a
potential energy term. The kinetic term describes the fluctuation of the dimers
while the potential term controls the dimer-dimer interaction. QDM can be
exactly solved [143] on the kagome lattice with a ground state being an equal
amplitude superposition of all dimer patterns within a topological class. Such a
state is incompressible and does not support acoustic phonon modes [28]. The
ground state has short-ranged dimer-dimer correlations and is consistent with a
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RVB SL state [143, 144]. The QDM on the kagome lattice can be extended to
include static defects-spinons. Spinons are unpaired spins. The ground state
energy is determined from the superposition of all dimer patterns and is
independent of the distance between two spinons as long as they do not belong
to the same hexagon [28]. The spinons, created in pairs, are thus deconfined
after overcoming a short ranged attractive potential. The deconfinement can
also be proved by fixing one spinon in position and calculating the probability of
the second spinon appearing around. For kagome lattice, the probability is
independent of separation signaling non-interacting deconfinement [144]. It has
been proposed that a sliding Luttinger liquid, a concept originating from ID
systems, could also give spinon deconfinement [28]. Another simple way to
consider quantum fluctuation on a kagome lattice is the transverse field Ising
model. It supports a quantum spin liquid state at zero temperature [145, 146].
With a tilted field, bond ordering can be induced.
RVB states can exist in a variety of situations on other lattices or with
different Hamiltonians. Although the nearest neighbor Heisenberg model on the
square and triangular lattices order, a disordered ground state can be realized
for other Hamiltonians. For the square lattice, it has been shown by large-S spin
wave calculation [147], series expansion [148] and exact diagonalization [149,
150, 151] compared with non-linear sigma model calculations [152, 153, 154,
155, 156] that an antiferromagnetic second nearest neighbor J2 introduces
frustration and can destabilize magnetic order when J2 ~ 0.5 J1. The JrJ2 model
on a square lattice antiferromagnet also remains a challenging problem since the
disordered ground state may still be close to a quantum critical point. This
proximity hampers the resolution among different disordered options, such as a
true spin liquid, a critical phase or a VBC [28]. For the triangular lattice, a
multiple spin exchange [157] or a quantum dimer model with a Rokhsar-Kivelson
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Hamiltonian are proposed to have a spin liquid ground state [158]. The QDM also
indicates that the spinons are deconfined [159]. The spin Hamiltonian can also
be a multiple-spin exchange, as used to describe solid 3 He [160, 161, 162, 163,
164].
In summary, the kagome antiferromagnet is a promising candidate for a
quantum spin liquid ground state. There is a consensus that the ground state is
not magnetically ordered with its exact nature still unclear.
1.6 Prior experimental realizations of Heisenberg kagome
antiferromagnets
Since the late 1980's, SrCr 9pGa 12-9pO 19 (SCGO) has made experimental study
on kagome Heisenberg antiferromagnets possible. The Cr3+ ions have spin 3/2
with a single ion anisotropy as small as 80 mK determined by high-field ESR [165].
Thus, it behaves as a Heisenberg system for liquid helium temperatures. There
are three different Cr sites, 2/3 of which form a double kagome layer [166] and
1/9 of which form a triangular layer sandwiched between them. The other 2/9
Cr3+ ions separating the kagome-triangular-kagome trilayer structure form
singlets and are decoupled. No long range ordering has been observed down to
50 mK [167] although the Curie-Weiss temperature is -500 K [166]. For p = 0.89
or SrCr 8Ga4O1 9, a spin-glass transition at Tc = 3.3 K is observed [168]. A spin glass
typically has a linear temperature dependent specific heat at low temperatures.
However, a T2 specific heat was found on SrCr8Ga4019 [168] with very little
dependence on the applied magnetic field [169]. The lack of an exponentially
activated specific heat and the non-magnetic nature of the low lying density of
states are consistent with a continuum of singlet excitations. The total magnetic
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entropy up to 100 K corresponds to roughly half the value expected for an S=3/2
system. This indicates that spin correlations have formed at a significantly higher
temperature than the spin glass transition. The neutron scattering experiments
have revealed a short-ranged spin correlation length of 7±2 A or two Cr-Cr
spacings [170]. Below the spin glass transition temperature, both pSR and
neutron scattering have discovered fluctuating moments [167, 170]. Overall,
SCGO is a strongly frustrated kagom6 antiferromagnet with some properties
consistent with theoretical predictions. However, the existence of a spin glass
transition and frozen moments at low temperatures have destroyed its
candidacy as a true quantum spin liquid state.
Another interesting material is volborthite Cu3V2 0 7 (OH) 2 -2H2 0 [171]. The
spin-1/2 Cu24 ions form distorted kagome lattices with two inequivalent Cu2+
positions and Cu-Cu exchanges. The two bond lengths differ by 3% [171, 172].
The sample is almost free of impurities [173] and has a non-magnetic analog
Zn3V2 0 7 (OH) 2 .2H20. The Cu2+ ions are antiferromagnetically coupled with a
Curie-Weiss temperature of -115 K. The magnetic susceptibility follows the
Curie-Weiss law down to 20 K and then slightly dips down with a broad hump
[174, 173]-a formation signature of short-ranged correlations. Susceptibility
measured down to 60 mK is consistent with a finite value at T->0K [173] and
thus indicates the absence of a spin gap. Magnetization plateaus have been
observed under high magnetic fields [173]. However, the spin liquid candidacy of
volborthite is shattered by a magnetic transition around 1 to 2 K observed in
susceptibility [175], specific heat [176], "5 V NMR [175, 177] and etc.
Potassium Jarosite, KFe 3 (OH) 6(SO4 )2 , is a geometrically perfect kagom6 lattice
antiferromagnet with Fe3+ carrying spin-5/2. As a first approximation, the spin
Hamiltonian is described by a nearest neighbor Heisenberg term with
perturbations such as a DM term [178, 179]. It has a non-magnetic analog
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KGa 3 (OH) 6(SO4) 2. The high temperature magnetic susceptibility follows a Curie-
Weiss behavior with Ocw = -800 K [180, 181]. A transition into a N6el ordered
state happens at TN=65 K as observed in powder neutron diffraction [182, 183].
Large single crystals have been synthesized on which a well-defined spin wave
spectrum has been measured by inelastic neutron scattering [179]. As a result,
the ground state of this classical kagom6 antiferromagnet is indeed classical
instead of being a quantum spin liquid.
In one word, earlier realizations of Heisenberg kagom6 antiferromagnets,
with either large spins or distorted triangles, are not quantum spin liquids. As a
result, the experimental realization of an S=1/2 geometrically perfect Heisenberg
kagome lattice antiferromagnet becomes a strong desire.
1.7 Thesis outline
In this thesis, I will focus on a recently synthesized mineral called herbertsmithite.
This material satisfies all basic criteria for being a promising quantum spin liquid
with unparalleled properties when compared with prior candidates. A variety of
state of the art techniques have been applied, especially inelastic neutron
scattering.
In chapter 2, the background knowledge of this mineral is introduced. After a
review of the basic properties, the first lab synthesis is re-visited. Then the spin
Hamiltonian is discussed based on what has been learned from both theoretical
calculations and experimental measurements. A brief review of prior results
from the study of polycrystalline samples of herbertsmithite is also included.
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In chapter 3, two experimental techniques, inelastic neutron scattering and
relaxation thermal calorimetry, are reviewed. Fundamental theory for each
technique is briefly introduced. A powerful and brand new neutron
spectrometer, MACS at NCNR, was highlighted together with a self-designed
sample holder and some knowledge of the sample environments.
In chapter 4, the sample preparation and characterization are discussed in
detail. It starts with the successful but lengthy growth of single crystal samples.
Their properties match prior polycrystalline samples. Synchrotron X-ray
diffraction supports the absence of long range dimer orders. Thermodynamic
measurements-observing a magnetic anisotropy-elucidate some of the
uncertainties in the spin Hamiltonian. Specific heats measured down to dilution
fridge temperatures provide essential information on the density of states.
In chapter 5, the most important and exciting results are presented. A broad
excitation continuum has been resolved from inelastic neutron scattering
measurements on a large single crystal sample of herbertsmithite. The magnetic
structure factor contrasts with the sharp dispersions of magnons in conventional
magnets and serves as the strongest support ever of a quantum spin liquid
ground state in this compound. No spin gap has been observed. The
instantaneous spin-spin correlation resembles uncorrelated nearest neighbor
singlets. The correlation length is short ranged but extends beyond the nearest
neighbor.
Two appendices are attached at the end. In appendix A, quantum orders, the
principle of emergence and the theory of string net condensation are discussed.
These theories allow quantum spin liquids to fit into a much more general scope
in physics or even in philosophy. In appendix B, a list of experiments performed
on single crystal samples of herbertsmithite through world-wide collaborations
are reviewed. As the evidence of a quantum spin liquid is circumstantial and the
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sample indeed has imperfections, all these contribute vitally to our
understanding.
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2. Herbertsmithite (ZnCu 3 (OH)6 C 2)
Herbertsmithite is the first realized geometrically perfect S=1/2 kagome
antiferromagnet. Since the successful synthesis of a pure compound (Section
2.1), a variety of experiments have pointed to an exotic ground state and a
strong candidacy for the long sought quantum spin liquid (Section 2.3). However,
the compound has also been found to have several deviations from a perfect
Heisenberg model, such as a perturbative Dzyaloshinsky-Moriya term in the spin
Hamiltonian (Section 2.2).
2.1 Discovery of the compound and lab synthesis
Described by G. F. Herbert Smith in 1906 in minerals from the Herminia and
Generosa mines in Chile, paratacamite is defined by a chemical formula Cu3(Cu,
M2+)(OH)6Cl2 with rhombohedral R-3 phase [184] [185]. Here M2+ is a non-Jahn-
Teller distorting cation, such as Zn2+, Ni 2+, Co 2+, Fe2+ Cd2+ and Mg2+. Among these,
Zn2+, Cd2+ and Mg2+ are non-magnetic while the others are magnetic. For Zn-
paratacamite, the chemical formula is Cu3(Cu1 xZnx)(OH) 6 Cl2 . The Cu3 indicated a
kagome lattice fully occupied by Cu2+ ions while the (Cu1 2Znx) indicates the
interlayer metallic sites which is susceptible to Zn 2+ substitution of Cu2 + ions.
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When x < 1/3, the structure is monoclinic and the mineral is called
clinoatacamite with space group P21/n. It has a distorted pyrochlore lattice of
Cu2+ ions. For the magnetic lattice in this material, whether it should be view as
weakly coupled distorted kagome layers bridged by Cu2+ ions or by three
dimensional pyrochlore lattice of Cu2+ ions is still controversial. The spin system
undergoes a phase transition to an ordered ground state as detected in
magnetization [186], specific heat [186, 187, 188], muon spin rotation [189, 187]
and neutron scattering [188, 190, 1911. When the Zn occupancy on the interlayer
sites gets beyond 1/3, the crystal's symmetry increases to rhombohedral R-3m
featuring geometrically perfect kagom6 layers with equilateral triangles. This is
the Zn-paratacamite phase. Similar structural transitions also happen on other
paratacamites when the interlayer occupancies by the non-Jahn-Teller distorting
ions exceed 1/3 - %2 [185]. As more Zn are doped into the interlayer sites, the
magnetic phase transition to an ordered phase at low temperatures are
progressively suppressed and finally disappears for x > 0.8. Herbertsmithite,
characterized in 2004 [185], is the x=1 end member of a mineral family Zn-
Paratacamite ZnxCu 4 x(OH)6 Cl2. Here the interlayer sites are fully occupied by Zn2+
ions.
Millimeter sized crystals exist in nature with dark blue-greenish color. The
natural cleavage is mostly {1 0 1}. The crystals are rather soft with a Mohs
hardness of 3-3.5. The refractive index and the density have been measured to
be 1.8 and 3.75 g/cm3 respectively. Thermogravimetric analysis gives a
decomposition temperature of 3000C.
Paratacamite with Zn, Mg, Cd, Co, Ni has been synthesized in laboratories
[192] [193, 194, 195]. The Zn and Mg versions are similar in magnetic properties
and have received a lot of attention. The kagome lattice of the Cd version has a
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Figure 2-1 Rhombohedral unit cell structure of herbertsmithite, ZnCu 3(OH)6 Cl2.
Copper is brown, Zinc is red, Chlorine is green, Oxygen is blue and hydrogen is
yellow. The Cu-Cu bond unveils a clear kagome layer. (Figure reproduced from
ref. [77].)
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slight structural distortion, possibly due to the large size of Cd ions. The Ni and
Co versions are complicated by interlayer magnetisms. The synthesis of
polycrystalline samples of herbertsmithite has been reported as follows [192]
ZnCu 3(OH)6 Cl2 . A 23 mL liner was charged with 0.66 g of Cu2 (OH) 2CO3
(2.98 mmol), 0.31 g of ZnCl 2 (2.27 mmol), and 10 mL of water, capped
and placed into a steel hydrothermal bomb under ambient room
atmosphere. The tightened bomb was heated at a rate of 1 *C/min to
210 *C, which was maintained for 24 h. The oven was cooled to room
temperature at a rate of 0.1 *C/min. A light blue powder was isolated
from base of the liner by filtration, washed with deionized water, and
dried in air to afford 0.80 g (94 %) of product. The powder gave an
XRD pattern consistent with the Zn-paratacamite substructure (PDF
01-087-0679); no CuO was detected by XRD. Anal. Calcd. for
H6Cu3CI20 6Zn: H, 1.41; Cu, 44.44; Cl, 16.53; Zn, 15.24. Found: H, 1.42;
Cu, 44.38; Cl, 16.46; Zn, 15.18.
The powder made using this method has been examined by chemical analysis
which gives x = 1.00 ± 0.04. The structure has been checked by X-ray diffraction
which confirms its correct phase. A unit cell of herbertsmithite is depicted in
Figure 2-1.
2.2 Spin Hamiltonian of herbertsmithite
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The Cu2+ ions have spin Y2 and the interactions between them are bridged
through the non-magnetic oxygen. Distinct from direct exchanges for which the
electron wave functions of the two magnetic ions overlaps, the overlapping is
negligible in the Cu-0-Cu pathway. This kind of indirect exchange is called
(Kramers-Anderson) superexchange as was proposed by Hendrik Kramers in
1934 for Mn-O-Mn pathway [196] and later refined by Phillip W. Anderson [197,
198]. The sign of exchange depends on the bond angle as described by the
Goodenough-Kanamori analysis [199, 200, 201]. A 90 degree bond is weakly
ferromagnetic while 180 degree bond is strongly antiferromagnetic. The switch
point is around ~98 degrees [202, 203]. As a result, most superexchanges are
antiferromagnetic while direct exchanges are common in ferromagnetism. In
herbertsmithite, the bond angle of the Cu-0-Cu superexchange is 119 degrees
[192]. This is consistent with the observed antiferromagnetism and its
magnitude as yet to be discussed.
The sign of the exchange between two magnetic ions can be understood from
a handwaving argument. Electrons are fermions such that their complete wave
function is antisymmetric. The resultant Pauli exclusion increases the overall
kinetic energy. Electrons also repel each other electromagnetically. If the
minimization of the total energy is dominated by the Coulomb energy, then the
electrons tend to be far apart with their complete spatial wave function
antisymmetric. An antisymmetric spatial wavefunction reduces the overlapping
of the two electron clouds of the neighboring magnetic ions. The antisymmetry
of the spatial wavefunction indicates that the spin part is symmetric which gives
ferromagnetism. In the other way, antiferromagnetic exchange requires
symmetric spatial wave functions for the electrons. As a result, the Coulomb
energy of the system increases but gains stability from a reduction of the kinetic
energy which is dominant.
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There is a consensus that the spin exchange in Herbertsmithite is dominated
by a nearest neighbor Heisenberg term. However, perturbations are almost
certainly present with uncertainty as to their exact natures and magnitudes. The
most likely terms are the Dzyaloshinsky-Moriya (DM) interaction and exchange
anisotropy. Anisotropic exchange interactions were discussed by several papers
in the early days [204, 205, 206]. The original derivation [207, 208, 209] of the
DM interaction was motivated by the puzzling weak ferromagnetism in
antiferromagnetic crystals a-Fe 20 3 and MnCO 3. Initial explanations considering
effects from impurities [210] or antiferromagnetic domain walls [211] were not
satisfactory. By introducing spin-orbital coupling into the Anderson's theory of
superexchange [198], a general form-derived from second order perturbation
theory-of the superexchange is expressed as [178, 207, 209, 208]
H1 = JjS, -S,+Di, -(S, x S ) + SA 11SJ (2.1)
where the second term is the antisymmetric DM interaction and the third term is
a symmetric anisotropic exchange (a pseudo-dipolar interaction). The DM term
has also been suggested from purely symmetry considerations [207]. It has been
shown that D is proportional to (Ag/g)J and A is proportional to (Ag/g)2J. Here g
is the gyromagnetic ratio of a free electron and Ag ~ A is its deviation from the
free electron value. A denotes the spin-orbit coupling and A is the energy
splitting due to the crystal field. For single-electron ions, the equation above is a
rather complete description of the superexchange with only minor corrections
from higher order perturbations. For many electron ions, higher order
corrections may be necessary for S > 1/2 [208]. It has been shown that the weak
ferromagnetism in a-Fe 20 3 and MnCO 3 results from the DM interaction which
causes spin canting.
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The DM interaction is not the only mechanism which can generate weak
ferromagnetism in an antiferromagnet. Another cause is single ion anisotropy
which comes from the spin-orbit coupling under the crystalline electric field. An
example is the spin canted antiferromagnet NiF 2 [212]. Generally, when the Neel
temperature is high, the first mechanism is more important. This is because the
DM term is proportional to J. When the Neel temperature is low, the second
mechanism plays a stronger role since single ion anisotropy is independent of J.
In potassium iron jarosite, a geometrically perfect S = 5/2 kagom6 lattice
antiferromagnet, both the Dzyaloshinsky-Moriya interaction and single ion
anisotropy are allowed. A weak ferromagnetism of each single kagom6 layer is
observed. It has been shown that the spin ordering at low temperature and the
canting is mainly caused by the DM term. In herbertsmithite, single ion
anisotropy is absent due to the vanishing zero field splitting for S = Y2 ions.
Assuming an invariant Hamiltonian under lattice-invariant symmetry
operations, Moriya has derived five rules based on the symmetry of the crystal
structure [2081. These rules constrain the direction of the DM vector, but do not
determine its strength or even prove its existence. Consider two magnetic ions at
A and B with C bisecting the straight line connecting A and B.
1. If C is a center of inversion, then D = 0.
2. If the plane which is normal to AB and passing through C is a mirror plane,
then b _L AB.
3. If there is a mirror plane passing both A and B, then b _L this mirror plane.
4. If there exists a two-fold rotation axis passing through C and normal to AB,
then f itwo-fold axis.
5. If AB is an n-fold rotation axis with n > 1, then f is along AB.
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Rules 1 to 3 apply to herbertsmithite. For two adjacent Cu2+ ions, the center
of the bond is not an inversion center such that b is allowed. The plane normal
to the bond and passing thought the center of the bond is a mirror plane. So D is
normal to the bond. The application of the third rule is a little bit tricky. The
kagome plane contains both magnetic ions and is a mirror plane of itself.
However, the symmetry of non-magnetic oxygen atoms has to be considered.
The Cu2+ ions are caged by an elongated octahedron made up of two chlorine
atoms (two vertices on the long axis) and four coplanar oxygen atoms. The
crystalline electric field arising from the oxygen atoms affects the DM interaction.
The oxygen atoms also participate in the Cu-0-Cu superexchange. Since the four
oxygen plaquette is tilted out of the kagome lattice, it breaks the mirror
symmetry of the kagome plane. Thus, both in planeD, and normal to plane D
are allowed. As mentioned before, these rules based on symmetries are not a
proof of the existence of the DM term. However, if a DM term exists, it has to be
perpendicular to the nearest Cu-Cu bonds.
The tiltings of the oxygen plaquettes differentiate up-pointing triangles from
those pointing down. The D, and D, vectors should preserve the symmetry of
the crystal structure. It turns out that directions of 6, and A, follow the
pattern shown in Figure 2-2.
The DM interaction can have a similar effect on the anisotropy as the
exchange anisotropy. D. favors a coplanar spin pattern and acts as an effective
easy-plane anisotropy. D, has an effect to cause spin canting and acts as an
effective easy-axis anisotropy. In K jarosite, the spins in each triangle are canted
into an umbrella configuration due to A, [179, 213].
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Figure 2-2 Directions of symmetry allowed in-plane D, (blue arrows) and out-
of-plane 6, (dots and crosses normal to the paper) of DM vectors.
The effect of the DM interaction could be enhanced due to the frustration on
the Heisenberg exchange. Depending on the relation between J, Dh and D,, the
DM interaction can induce several different long range spin orderings on classical
kagom6 lattice antiferromagnets [178]. The ordered moment is renormalized
down according to spin-wave calculations but does not vanish for I b I > 0.1 J
[214]. This is one of the rare cases where spin ordering does not result from the
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major exchange interaction. The extension to quantum kagom6
antiferromagnets could be similar. For I ) I > 0.1 J, exact diagonalization on a
finite cluster shows a clear emerging of a low energy tower of excitations which
collapse onto the ground state in the thermodynamic limit [215]. The vanishing
of the spin gap signals a broken symmetry in the ground state. The Neel ordering
turns out to be the Q = 0 pattern. For f) I < 0.1 J, the ground state remains in a
quantum spin liquid state. Hence, I | = 0.1 J stands as a quantum critical point
separating two phases with different symmetries at zero temperature. The order
parameter decreases to zero continuously-mAF OC 0 f I _ 1 1)11 2-which is
consistent with a second order phase transition. In the calculation, only the
effect of A, has been considered. D, adds up to zero around the three bonds
in a triangle. It has been shown that 6, , upon a proper rotation of the spin
operator, can be reduced to the 2/J which is second order [216, 217]. This isP
on the same order as the exchange anisotropy term and could be neglected if
D«<<J.
For a classical critical point, the phase transition across it is driven by thermal
fluctuations. In contrast, the phase transition across a quantum critical point
occurs at zero temperature where all fluctuations are quantum mechanical. At
finite temperatures, a quantum critical point expands into a quantum critical
region. Sometimes it would be interesting and informative to push a system
across a quantum critical point, such as by applying a high pressure. A high
pressure changes the lattice constant and consequently the overlapping of the
electron wave functions.
Since the perturbative terms reduce the symmetry of the spin Hamiltonian,
they give rises to anisotropy in magnetic susceptibilities. Exact diagonlization on
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a small cluster of 15 sites-considering different perturbative terms and their
magnitudes and signs-has shown a variety of thermodynamic behaviors down
to 0.15 J [218, 219]. The DM interaction always produces a monotonically
increasing Xz/Xp with its value always large than 1 as temperature decreases.
Distinctly, the exchange anisotropy-depending on its sign-produces Xz/Xp both
larger and smaller than 1 with maximal values in I Xz/Xp I around 0.7 to 1 J. The
5, term also produces a rise in uniform susceptibility. For temperatures below
0.15 J, the results on 15-site cluster deviate from the ones on 12-site cluster. The
deviations indicate a significant size effect which prohibits the extrapolation to
the thermodynamic limit. The combined effect of both a DM interaction and ab
exchange anisotropy has not been calculated. However, it is expected that D,
has a similar effect as an easy-axis exchange anisotropy while D, is similar to an
easy-plane exchange anisotropy. Since both terms are expected to be much
smaller than the Heisenberg exchange, their effects may be linearly additive
[220].
The interlayer coupling between the kagome layers is probably weak
although a direct determination of its value is challenging. First, in similar S = 5/2
kagome antiferromagnets KFe 3 (OH)(SO4) 2 and AgFe 3(OH) 6(SO4) 2 , long range
orders, which are related to the interlayer spin couplings, exist at low
temperatures and can be manipulated by the application of strong magnetic
fields [181, 213]. From the interplays between the Zeeman energies and the
interlayer couplings, the latter are estimated to be hundreds of times weaker
than the in-plane couplings in both compounds. Since no spin order exists in
herbertsmithite, this method does not apply. Second, 1/5 occupancy of the
interlayer sites by Cu> ions fails to induce ordered moments as will be discussed
in Section 4.1. This is at odds with a significant interlayer coupling. Third, the
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CUkagome-O-CUkagome bond angle is 1190 and the CUkagom6-O-CUinterlayer is 970. The
first one gives a rather strong antiferromagnetic exchange while the latter one is
close to the boundary between ferromagnetism and antiferromagnetism [199,
200]. As a result, the interlayer coupling, bridged by the interlayer metallic sites,
should be weak.
2.3 Prior experimental investigation on polycrystalline samples of
herbertsmithite.
The first evidence of a promising quantum spin liquid ground state of
herbertsmithite came from the dc uniform magnetic susceptibility [192, 221].
The susceptibility follows a Curie-Weiss law, with a mean-field antiferromagnetic
Iew| = 300 ± 20 K, from room temperature down to approximately 75 K below
which it shoots up very quickly. Since the data was not taken at temperatures
much larger than the Curie-Weiss temperature, corrections from series
expansion on kagome lattice [181, 73, 179] were applied when converting IOcI
to a Heisenberg exchange J = 17 meV. Between 2 K and room temperature, the
susceptibility varies smoothly without any indication of a phase transition. The
zero-field-cooled and field-cooled susceptibilities overlap, indicating the absence
of thermal hysteresis and a glassy freezing. The diverging uniform dc
susceptibilities at low temperatures resemble the contribution from weakly
coupled spins. Curie-Weiss fitting between 1.7 and 10 K indicates a weak
antiferromagnetic coupling of approximately 1 K [222]. The susceptibilities,
converted from muon shift K, shows a tendency of leveling below a few hundred
K [223]. X'-in-phase ac susceptibility- monotonically increases as temperature
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is lowered down to 50 mK, indicating the absence of a phase transition or spin
gap [203].
The specific heat has been measured on a pressed pellet of polycrystalline
herbertsmithite. From a few K to 30 K, phonon contributions are significant.
However, instead of a T3 temperature dependence of phonons, C goes as Ta with
a slightly larger than 2 [221]. For temperature ranging from 400 mK and a few K,
the specific heat shows strong field dependence. At zero applied magnetic field,
a broad hump locates around 1.5 K. A weak applied field ~1 T modifies the
spectral weight significantly. Stronger fields suppress the hump and push the
entropy to higher temperatures. A 14 T field suppresses most of the field-
sensitive magnetic entropy and a specific heat with a super-linear power law
temperature dependence is presented. The field dependence clearly indicates
the magnetic origin of the hump. Specific heat measurements down to dilution
fridge temperatures have been measured on a mixture of grease and
polycrystalline sample [224]. The mixing is primarily used to improve the weak
thermal link at temperatures below a couple of hundred mK. As a drawback, the
uncertainty of the grease to sample mass ratio enlarges the error bars on the
data. In addition, the strong nuclear Schottky from hydrogen in the grease has
badly contaminated the measurements with an applied field. For the specific
heat at zero applied field, the data has been fitted to C oc yT" and shows a linear
temperature dependence between 106 and 400 mK with y = 240 ± 20 mJ/K 2 mol
Cu [221]. If fitting on a different temperature range of 106 < T < 600 mK, a = 0.67
is returned. The value of a can be further lowered down to 0.5 by extending the
fitting range to higher temperatures. Another work by de Vries et al. focuses on
the origin of the Schottky-like hump at low temperatures [225]. They have
performed a neutron diffraction refinement on their powder sample of
herbertsmithite and concluded with the existence of 9(2) % Zn-Cu antisite
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disorder. However, the Zn to Cu stoichiometric ratio has been restricted to 1:3 in
their structure refinement to match their ICP metal analysis result. Specific heat
data have been taken for samples with x = 0.5 at 0 T and for samples with x = 0.8,
0.9 and 1.0 at both 0 T and 9 T applied fields. The line shapes of the Schottky-like
humps and their field dependences are best described by a doublet model with
zero-field energy splitting AE = 2 K. The amount of antisite disorder in their x = 1
sample is estimated from this modeling to be 6.3(3) %, not far off from the
neutron diffraction result. It is thus proposed that the Cu2+ ions residing on the
interlayer metallic sites are responsible for the field-sensitive specific heat at low
temperatures which is not kagome intrinsic. Magnetic susceptibilities measured
on the x = 0.8 and 0.9 sample present thermal hysteresis which is likely a result
of stronger 3D connectivity of the spin systems. The authors claim that the x = 1
sample has a gapless spin liquid ground state with glassy dynamics appearing for
lower x values. It is worth pointing out that the ICP metal analysis is not reliable
for x-value determination as will be discussed in Section 4.1. For powder samples,
the problem turns out to be even worse. The true x-values are almost certainly
significantly lower than listed above.
Neutron diffraction on polycrystalline sample has revealed no magnetic Bragg
peaks at T = 1.4 K indicating the absence of long range ordering [221]. x"(w), the
out-of-phase component of ac susceptibility, obtained from inelastic neutron
scattering measurements show a monotonically divergence as the neutron
energy loss goes to zero. The absence of any feature, such as a peak or shoulder,
is against the existence of a spin gap larger than the energy resolution (0.1 meV
or J/170). As a result, the elementary spin excitations are essentially gapless. The
divergence follows a power law oy with y = 0.7 ± 0.3. However, the filling of the
low energy spectrum could be a local effect from the Cu2+ ions on the interlayer
metallic sites. Under a 11.5 T applied field and at | Q j = 0.6 A and T = 1.2 K, a
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broad intensity appears at haw = 1.4 meV [221]. This resonance is consistent with
the presence of quasi free spin-1/2 spins. Inelastic neutron scattering has been
extended to a much higher energy by de Vries et al [226]. They have observed an
equal-time structure factor-confirmed to be magnetic from polarization
analysis-resembling a powder averaged model of uncorrelated nearest
neighbor dimers on a kagom6 lattice. The intensity has a broad maximum
centered at | | = 1.3 A' with very weak temperature and energy dependences
up to 125 K and 25 meV. No sign of a divergence of magnetic correlation length
as T -> 0 K has been observed. The lack of a specific energy scale is at odds with
a valence bond solid ground state. A shift of magnetic intensity from | QI = 1.3
A-to lower I Q I as temperature increases from 4 K to 10 K is speculated to be a
possible effect from spinons. The integrated magnetic intensity up to 25 meV
corresponds to 40(10) % of total expected scatterings when compared with the
S(S+1) sum rule of total moments. This means that the antiferromagnetic
dynamic spin-spin correlation survives at least to 2 to 3 J.
The power law scaling at low temperatures may result from a critical
quantum spin liquid ground state [125, 227] or the proximity to a quantum
critical point [228]. X"T 0 66 turns out to scale with hco/kT for data taken within
a wide range of temperatures and energies. A similar behavior is also observed
for the in-phase susceptibility X'. In this case, X'T0 .66 scales with iH/kT . As X'
Sm, the M Vs. H curve also displays a scaling between MT-0 .34 and pIBH/kBT.
aH
The scaling behavior comes from the dominant quantum effect at low
temperatures and resembles the quantum-critical properties in heavy fermion
materials [229, 230]. Alternatively, Griffiths phase [231] or random singlet phase
[232] states are also proposed to be the origin of the power law scaling. Recently,
a phase transition from a spin liquid state to an antiferromagnetic long range
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order has been observed [233]. The spin ordering appears under a pressure of
2.5 GPa at TN = 6 K in magnetic susceptibility measurements. The Neel
temperature decreases as pressure increases, reaching 4.5 K under 10 GPa. Up
to 5 GPa, the R-3m structure remains stable from powder neutron diffraction
refinements. The ordered spin structure resembles the -Jx-1 pattern.
However, uncertainty remains due to the powder nature of the sample, the
limited size of the pressed pellet and the complexity of high-pressure neutron
diffraction techniques. For electric transport, herbertsmithite remains insulating
up to 35 GPa. This is as expected since the charge gap-judged from the green
transparency of the crystals-is likely to be as large as 2 to 3 eV. When pressure
is applied, it is suggested that the anomalies in the Cu-C bond length and the Cu-
O-Cu superexchange angles may be responsible for the long-range ordering
under pressure. The observed phase transition is consistent with the proximity
to a quantum critical point.
As a sensitive probe of local moments and spin dynamics, muon spin
rotation/resonance/relaxation (pSR) was performed down to T = 50 mK [189].
Within the experimental precision, no static moment is identified, consistent
with a liquid ground state. The upper bound of the Cu2+ frozen moment is found
to be 6 x 10-4 [pB. Electron spin resonance (ESR) has been performed. The line
shape at room temperature is best fitted when both g-factor anisotropy of the
Cu2+ ions and a perturbative DM interaction in the spin Hamiltonian are
considered. The fitting gives gz= 2.25 (normal to kagome plane) and gp= 2.14 (in
the kagome plane). These are consistent with typical value of Cu2+ ions in a
uniaxial crystal field. By minimizing the reduced X2, it turns out that I DzI = 15(2)
K and I D, I = 2(5) K. Comparing with J = 200 K, the DM interaction equals 0.08 J.
This puts herbertsmithite, although still in the spin liquid phase, close to a
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proposed quantum critical transition to an antiferromagnetic long range order as
calculated from exact diagonalization and finite scaling [215].
Nuclear magnetic resonance (NMR) measurements have been performed by
probing the 3CI, 3Cu, H [234] and 170 [235, 236] nuclear moments in
herbertsmithite. Among these, 170 excels in sensitivity since it bridges the Cu-0-
Cu superexchange and thus the Cu-O hyperfine coupling is an order larger than
Cu-Cl. 10 NMR has seen two distinct 0 sites. The line shift of one site is
approximately twice as much as the other site. The 0 site with the larger line
shift was interpreted as being coupled to two in-plane Cu2. ions while the other
0 site is coupled to one Cu2+ Ions and one Zn2+ ions. The Zn2+ ions were
speculated to be from Cu-Zn anti-site disorder. For the 0 site bridging two in-
plane Cu2+ ions, the local susceptibilities deviate from the bulk measurements at
low temperatures showing a broad hump between 60 and 120 K. The local
susceptibilities decrease as temperatures drops below 60 K and has a tendency
of saturating to a finite value in the T - 0 K limit (Tmin = 0.47 K). This is consistent
with the expectation for kagome antiferromagnets without a spin gap. The
absence of a spin gap is also supported by the spin-relaxation measurements
(1/T1 ). Recently, 10 NMR measurements have been extended down to T = 45
mK [237]. Fitting the spin-lattice relaxation rate (1/T1) = Ta at poH = 6.8 T, a
increases sharply when cooling below Tc = 520(30) mK and (1/T1) decreases by 3
decades from 520 to 45 mK. It is proposed that herbertsmithite undergoes a
quantum phase transition from a spin liquid at T > Tc to a spin solid at T < Tc.
Similar transitions exist at pioH = 2.0, 3.1 and 12.0 T too but at different
temperatures. A fit of Teoc (H - Hc)P yields a quantum critical point Hc = 1.55(25)
T at T = 0 K. The spin solid phase features an ordered moment I1cu which
increases with the applied field. At IioH = 12 T, it is estimated to be 0.1 pB. A
spin-gap also opens up in the spin solid phase and scales linearly with Tc. In
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another work, 35C NMR also detects local susceptibilities which differ from the
bulk measurements. The local susceptibilities saturate or decrease below T = 40
K and are similar to the 170 NMR results. As a result, the divergent
susceptibilities in the T -> 0 K limit are likely to be extrinsic. The spin-lattice
relaxation rate (1/T1) of 35CI as a function of temperature exhibits a peak below T
= 150 K. By comparing with the temperature dependence of (1/T1) of 1H, this
peak is likely from the freezing of the OH bonds into random directions at T < 40
K. The random OH bond orientations-by lowering the symmetry of the kagome
lattice-could enhance the DM interaction. For T < 20 K, the (1/T1) of 3 5CI-
reflecting solely the fluctuations from the spins-is field-independent up to 2 T
but suppressed under stronger fields. This is consistent with the 1 K energy scale
of the quasi-free spins in the sample. None of the spin relaxation rates for 63Cu,
3sCl and 'H give any hint of a critical slowing down of the spin dynamics down to
T = 2 K. The (1/T,)'s for 63Cu and 35CI show power-law temperature dependences,
consistent with the predictions of a Dirac spin liquid [125].
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3. Experimental Techniques
The theory of neutron scattering and the instruments used are introduced in
Section 3.1 with a brief review of sample environments. Section 3.2 describes
relaxation calorimetry for specific heat measurements.
Varies techniques on powder samples have pointed to a promising quantum
spin liquid ground state in herbertsmithite with several complications. However,
all orientation dependent information is averaged and lost. Further confirmation
and understanding of the spin liquid state strongly requires high quality single
crystal samples.
3.1 Neutron Scattering
3.1.1 History
The late 19th century and early 20th century was the momentous era of modern
physics. In 1901, the first Nobel Prize in Physics was awarded to Wilhelm Conrad
Rontgen for his discovery of X-rays. A variety of applications, such as in medicine
and security screening, have been made based on the strong penetration of X-
rays through many types of matter, which turned out to be merely the tip of an
iceberg of their usefulness. Soon after their discovery, it had been shown that
the diffraction of X-rays by crystals reveals the microscopic structure of the
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materials. This before long gave birth to X-ray diffraction, one of the most vital
experimental techniques in materials science today. Its inventor, Max von Laue,
was awarded the Nobel Prize in Physics in 1914. Explorations have never stopped.
After bombardment by energetic alpha particles, it was found that activated
beryllium emits a radiation with way more penetrating power than any gamma
ray then known by the early 1930's. In 1932, James Chadwick had shown that
the particle of this radiation was charge neutral with a mass comparable to that
of a proton. Credited for the discovery of the neutron, James Chadwick was
awarded the 1935 Nobel Prize in Physics. In the 1940's, neutron diffraction and
scattering, similar to X-ray diffraction and scattering, was invented by Bertram N.
Brockhouse and Clifford G. Shull. Brockhouse and Shull shared the 1994 Nobel
Prize, one of the most overdue awards in the history of the Nobel Foundation.
Neutron scattering was described by the Nobel citation as the technique
showing "where atoms are" and "what atoms do".
3.1.2 Introduction to the theory of scattering
All matter waves can be diffracted by a periodic potential. X-ray and neutron
scattering are deeply rooted in the particle-wave duality of matter which was
first discovered on electrons by Louis de Broglie, 1929 Nobel Laureate in Physics.
The interaction of the wave-nature of an X-ray or neutron with the periodic
lattice maps the microstructure of the crystals in momentum space. Detailed
explanations of this section can be found in Kittel [238], a classic text book for
solid state physics.
Let's consider X-ray scattering first which interacts with the electron cloud of
each atom. When the scattering is elastic, it is called diffraction. When the
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incoming wavelength is comparable to the typical crystal lattice spacing (~a few
angstroms), the Bragg condition 2dsine=nX can be satisfied and produces clear
diffraction patterns. Diffraction patterns live in reciprocal space which is the
Fourier transformation of the real space coordinates. The reciprocal lattice
parameters in terms of real lattice parameters are
b,= 2r- T"a-a 3  b = 2r a"3x"'a = 2/-c "a a"2 (3.1)Ia, oa2 xa3 a, *a2 xa 3 alea, xa3
Condensed matter physicists almost always think in reciprocal space. It can be
shown that the Bragg condition is satisfied when the momentum change of the
diffracted beam coincides with a reciprocal lattice vector. The intensity of the
Bragg peak, normalized to the incident beam, is proportional to the square of
the modulus of
FG = N f dVn(r)exp(-iG e r) = NSG = N f exp(-iG e rj)
cell
where SG is the structure factor and fj is the atomic form factor with j indexing
the individual atoms in a unit cell. N is the total number of unit cells, n(r) is the
electron concentration at r and G is the reciprocal lattice vector. Forbidden Bragg
diffraction occurs when the structure factor equals zero due to destructive
interference within a unit cell. The thermal fluctuation of the atoms reduces the
intensities of the Bragg peaks-not broadening- by the Debye-Waller factor
1 2 2
I = 0 exp(--(u2)G2) (3.3)
where (u 2 ) = 3kBT/C is the mean square displacement of an atom with C being
the force constant of a classical harmonic oscillator. The lost Bragg intensity is
the inelastic scattering in which phonons are excited or de-excited by the
photons.
For neutron scattering, the principle is very similar with some differences.
First, neutrons interact with both the nuclei and the electrons. The short ranged
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neutron-nucleus interaction gives structural scattering similar to X-ray scattering.
However, neutrons can detect hydrogen much better. Hydrogen bond
determination is important in chemistry. The magnetic dipole interaction
between spin-1/2 neutrons and the unpaired electrons produces magnetic
scattering. In most cases, the effective neutron magnetic scattering length (2.7
fm for interaction with a moment of 1p-1B) and the nuclear scattering length are
on the same order of magnitude. As a result, neutron scattering has unparalleled
power in the study of magnetic structure and dynamics. Second, compared to X-
ray photons, neutrons have much more penetration power. The deep
penetration does not only make neutron scattering unsusceptible to surface
defects, but also makes it an invaluable technique for bulk study. Finally, the
energy scale of neutron scattering matches the excitations in most materials. A
typical incoming energy of a neutron scattering experiment is on the order of 10
meV. The energy loss in an inelastic neutron scattering experiment is usually a
significant fraction of the incident energy which makes it easy to achieve a
relatively high energy resolution. In contrast, the incident energy of most x-ray
scattering experiments is around 10 keV. Another drawback of such a high
incident energy is the possibility of compound decomposition.
3.1.3 Inelastic Neutron Scattering
There are a number of books with detailed lectures about the theory of neutron
scattering, such as Lovesy [239] and Squires [240]. Here only the most relevant
part to Section 4.3 of this thesis is reviewed.
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When a neutron with initial momentum k, and initial energy E, interacts with
the sample it can induce excitations. Its momentum and energy change to k.
and Ef . The momentum and the energy transfer to the sample is defined as
Q=k,-kf (3.4)
hw=E -E, = 2,(k.-k) (35)J,2mn 35
d2c.
The measured intensity equals the partial differential cross section d dE , which
measures the number of neutrons scattered per second into a solid angle dQ
with final energy between E and E + dE normalized by the incoming flux. Here we
ignore the correction due to neutron absorption. It can be shown that
d 2a. =N kf , O ()1 2 e 2W(O)S(#,C) (3.6)
dQdE k, 2
where N is the total number of magnetic ions, g is the electron g-factor, yro = 5.4
x 10-15m, f(Q) = eirs(F)d? is the magnetic form factor of the ion with s(F)
being the normalized spin density, e is the Debye-Waller factor. The
magnetic structure factor, for an unpolarized incident neutron beam, is defined
as
S(Q, 0) = y (3 - Q, .Q,) de-') Y e ("(,,0)5(, t)) (3.7)
a and P are Cartesian coordinates to index Q and the electron spin. Q, is an unit
vector along coordinate a if there is a finite projection of Q onto it. 5(N,t) is
the spin component of the magnetic ion at position R. and time t along 1. The
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bracket is the spin-spin correlation function. It can be shown that magnetic
intensity is only produced by the spin projection normal to Q. Some magnetic
scattering causes a spin flip whiles some does not depending on the incoming
polarization of each neutron. A neat total moment sum rules states
fdo 1 . dQSaa(Q, 0)= S(S+1) (3.8)
0 JdQBZ
BZ
and is useful when calculating the total magnetic scattering intensity. The second
and third integral runs over one Brillouin zone in the reciprocal space.
Before applying the sum rule, S(Q,w) has to be normalized to absolute unit.
In general, this can be achieved by comparing to any intensity with a known or
calculable cross section, such as scatterings from a vanadium standard, phonons
or nuclear Bragg peaks. The vanadium method is used in Section 4.3. The
incoherent cross section per vanadium atom is 5.08 barns (a barn = 10-28 m2)
while the coherent cross section is merely 0.02 barn which is negligible [241]. As
a function of neutron energy loss, the incoherent scattering intensity is a delta
function centered at hw = 0. If measured experimentally, the delta function will
be broadened by the instrumental energy resolution. Integrating over all
energies, the differential cross section becomes
=|b 12 (3.9)
dQ
where b is the scattering length which is in general complex. The real part
represents scattering while the imaginary part means absorption. Incoherent
scattering is isotropic such that integrating the above equation over the entire
solid angle is trivial and
do-= 41r b 12 = 5.08 x10-2 m 2 (3.10)
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To perform normalization, incoherent scattering intensity is collected on a
vanadium standard whose mass is known. This measurement needs to be
performed in the same instrumental configuration as the one used for data
collection from the sample. By comparing the intensities from the vanadium and
the sample, the magnetic cross section and structure factor can be normalized in
absolute units. For a small vanadium standard, neutron absorption can be
ignored.
It is a common practice to fit a magnetic peak by a Lorentzian function
L(q)= = e-1e-*dx (3.11)
; ( q )2 + F)2 -
27f 2
which is a Fourier transform of an exponential function. If the magnetic system
features an exponentially decaying correlation function, the correlation length
can be defined as the distance at which the correlation drops by a factor of e.
Thus, a Lorentzian fitting extracts the correlation length as 1/HWHM (half width
at half maximum).
3.1.4 MACS (Multi-Axis Crystal Spectrometer)
Multiple instruments at NCNR NIST, such as DCS and SPINS, have been utilized in
this PhD project. However, no useful data have been collected due to the
insufficient flux. Thanks to the new instrument MACS which was still under
commissioning during this PhD project, the dynamical structure of spin-liquid
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herbertsmithite has finally been resolved with a self-made goniometer for
coaligning 15 pieces of single crystal herbertsmithite.
Traditional triple axis spectrometers do not use the flux efficiently. Only a
single energy transfer and Q-transfer can be measured at one time. MACS was
built to conquer this deficiency at NCNR NIST, Maryland. It has 20 detectors in
triple axis mode with 8-degree separations between adjacent ones. Before each
one of these, there is a high-pass detector before the energy analyzer. These
detectors run in two axis mode and are utilized when aligning the sample using
nuclear Bragg peaks. As a third generation cold neutron spectrometer, it excels
in measuring dynamic correlation in condensed matter. MACS locates right next
to the nuclear reactor and is the only cold neutron instrument in the
confinement building. This avoids long neutron guide and consequently ensures
a high flux. Thermal neutrons from the reactor are brought to equilibrium with
liquid hydrogen (T = 20.28 K) facilitated by the big incoherent scattering length of
hydrogen. A focusing super-mirror guide is installed between monochromator
and sample and further enhances the flux by 20%.
MACS uses a double-focusing PGO02 monochrometer and has twenty
independent detecting channels after sample. Adjacent detecting channels are 8
degrees apart in 2-theta. The detector array spans 152 degrees in 2-theta with
additional rotation as a whole depending on the incident energy. When
Ei=3.6meV, the overall 2-theta range is roughly -90 to 90 degrees. When
Ei=15meV, it is roughly -60 to 100 degrees. Within these 2-theta ranges, -8 to 8
degrees in 2-theta are not accessible due to the strong signal from the main
beam. Scan are performed by rotating the entire detector housing; such scans
are referred to as kidney scans due to the shape of the housing. MACS maps an
area in momentum space with a fixed energy transfer, called an energy slice.
Different energy slices can be obtained by changing the incident energy and/or
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the final energy. However, Ei and Ef are usually fixed for each momentum space
mapping due to the long time required to switch the energies. A combined scan
which rotates the sample and 2-theta angles (kidney scan) investigates a large
dynamically permitted area in momentum space.
The ultra high flux and detection efficiency, which has made MACS one of the
best neutron instruments in the world, are crucial for materials with weak signals
such as my relatively small single crystal sample of herbertsmithite. For MACS,
the flux at the sample location can be as high as 5x10 neutrons/cm2/sec at Ei =
12 meV with open collimators. This is several times higher than BT7 and 50 times
higher than SPINS. Even with collimators and low incident energy as 4meV, the
flux is still around 108 neutrons/cm 2/sec. Taking the 20-detector array into
consideration, MACS is hundreds of times more powerful for a general energy-
momentum space survey than a traditional triple axis spectrometer. The
efficiencies of the detectors are calibrated using the isotropic incoherent
scattering from a vanadium standard. It is a great milestone in neutron
scattering experimental techniques and should significantly impact on future
neutron technology.
3.1.5 Sample environment
Cryostats are one of the most commonly used sample environment during a
neutron scattering experiment. This section mainly focus on OC-70 at NCNR NIST
which was used for my MACS measurement.
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OC-70 stands for orange cryostats with 70mm-diameter sample well. Other
diameters, such as 50mm or 100mm are also widely in use. The sample well is
surrounded by an annulus. Outside the annulus is the helium reservoir. Vacuum
insulation is set in between the annulus and the helium reservoir. The helium
reservoir is surrounded by a nitrogen jacket for better insulation from room
temperature. Around the sample location, the bottom part of OC-70 is made of
aluminum. In operation, liquid helium flows through a "cold valve" (also called
needle valve) into annulus which is connected to a mechanical vacuum pump.
Due to the low pressure in the annulus, helium expends and cools below 4.2K. A
limited amount of helium exchange gas is flushed into the sample well. Sample
temperature adjustment is realized through a PID-controlled heater anchored in
the sample well.
At the beginning of the operation, the sample well is pumped to at least 10-s
torr. Following this, a helium gas tube is attached and the helium filling roughly
5-8 inches of tube length (about 4 cm3) is added to the sample well. Excess
amount of exchange gas may produce spurious scattering from helium rotons.
Insufficient exchange gas delays thermal equilibrium. Proper operation requires
a careful balance with the needle valve. A widely open needle will quickly
deplete the helium reserve while a tight needle valve prohibits efficient cooling.
T = 1.5 K sample temperature can be maintained for at least 2 days with a well
adjusted needle valve.
For cooling capability below T = 1.5 K, a 3He insert is an option to reach
300mK. Even more powerful is the dilution fridge. The dilution fridge can achieve
40mK through 3He-4He mixing, which satisfies most temperature requirements.
Superconducting magnets are also available for measurement requiring an
applied field.
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3.1.6 Co-alignment of crystals
To reach the required mass, 15 individual single crystal samples of deuterated
herbertsmithite, as depicted in Figure 3-1, have been synthesized. Some of them
were twinned. In most cases, the domain boundary is parallel to the long edges
of a bar shaped crystal and makes a 53-degree angle with the long side face. An
aluminum block, with a shape similar to a wedge, with flat faces 53 degrees from
each other was manufactured. Each twin crystal was glued to one of the flat
faces, making the domain boundary well aligned with the other flat face of the
aluminum block. Commercial P1500 sand paper (ultra fine with average particle
diameter of 12.6 micrometers) was used to grind off the second domain by hand.
Currently, different sample environments at NIST NCNR and Oak Ridge SNS have
different sample mounting requirement. To co-align all 15 single crystals which
fit all potential instruments to be used, a self-designed sample goniometer is
fabricated with the help from MIT central machine shop.
The first part is the sample plate which directly holds the crystals. The
orientation of each crystal was determined by two intersecting long side (1 0 1)
faces. When placed flat onto both sides of the plate, one of the two (10 1) faces
will be well co-aligned for all crystals. Ridges, 1.5mm tall, are made on both sides
of the sample plate to get the second sets of (10 1) faces parallel. The two (10 1)
faces on each crystal have an angle of 74 degrees between them. So the ridges
are made to fit this angle. The diameter of the plate is determined by the
narrowest sample chambers (dilution fridge at NCNR NIST with 25mm diameter
sample chamber) to be 20mm with 2.5 mm safety margin around the edge. The
79
plate was made to be as thin as possible for background reduction purpose but
thick enough for stiffness. The orientation of the crystals have been checked by
x-ray diffraction and wrapped by aluminum foil onto the plate as shown in Figure
3-2(a)&(b) with a*, b* and c* aligned. For better wrapping, foil went around the
plate through slits cut next to the ridges. The crystals were further secured by
aluminum wires. The diameter parallel to the intersection of the plate and the
kagome face of the crystals are marked onto the plate. The angle between this
line and the ridges is 56 degrees which can be calculated from the crystalline
structure. Pictures have been taken for both sides of the well wrapped sample
and the edges of all crystals were confirmed to be well co-aligned by a screen
protractor.
Then the sample plate was attached to the goniometer by two screws. A
double-screw attachment was used instead of the more common BNL one screw
design for better stability and easy adjustment. To bring the kagome/(H K 0)
plane horizontal, the attachment was adjusted until the marked diameter
mentioned previously became flat. Since two non-colinear lines are necessary to
fix a plane, an arc dial spanning 60 degrees was made to give another rotational
degree of freedom. Precise marks have been carved onto the dial every 5
degrees. With the marked diameter kept horizontal, the plate was adjusted such
that it deviates from being vertical by 23 degrees. By now, the kagom6 plane has
been well aligned into the horizontal neutron scattering plane. Once again, high
resolution pictures of the goniometer have been taken from different
perspectives and checked with screen protractor. All angles are confirmed to be
correct to within 0.5 degree.
The whole sample holder was made of aluminum, including the screws. For
background subtraction purpose, a twin sample plate was manufactured and
wrapped with the same amount of aluminum foil and wires. It is called the
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"dummy sample". A 5/16"-18 thread hole was drilled into the base for
compatible connection with sample sticks at the facilities. Several extenders
have also been prepared which adjust the sample height when attached to the
sample stick.
The procedures and goniometer described above aligns the crystal in the (H K
0) zone. An auxiliary bracket was made to align the crystal into (H H L) zone as
shown in Figure 3-2(c). The procedure for precise alignment is similar.
Figure 3-1 15 co-aligned deuterated single crystal samples of herbertsmithite
before grinding. The masses labeled are estimates.
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Figure 3-2 Self-made goniometer with 15 crystals co-aligned in (H K 0) zone in
(a)&(b) and in (H H L) zone in (c).
3.2 Thermal Calorimetry
Spin correlations and the mechanism of fundamental excitations can be inferred
from the knowledge of low temperature magnetic specific heat and the
corresponding entropy released as a function of temperature and applied field.
However, the precise experimental measurement does not only require the
availability of sub-helium temperatures, but also a reliable calorimetry whose
final breakthrough, the invention of relaxation calorimetry, was made in 1972
[242].
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Let's consider the one-tau model first. In this case, the thermal conductivity
between the sample and the platform is treated as infinite and the one
dimensional heat flow equation is
dQ dT
=(C,+C,) = P(t)- K,(T(t)-T 0 ) (3.12)dt dt'
where Q is the total heat inflow to the sample-platform system, C, is the specific
heat of the platform, C, is the specific heat of the sample, T is the temperature of
the sample-platform system, P(t) is the heating power on the platform, K, is the
thermal conductivity between the sample-platform system and the heat sink
whose temperature stays at To. If P(t) is constant as can be controlled during a
measurement, the solution is
T(t)=To+ +Coec,.c' (3.13)
K,
where C is a constant. When the sample and the platform are in thermal
equilibrium with the heat sink, the constant can be determined using the initial
condition at t=O. Then a fixed and known heating power is applied for a while
and then turned off. By fitting the warming and cooling curve using the above
equation, the total specific heat of the sample and the platform can be
determined. The sample specific heat can be obtained by subtracting the
platform's specific heat measured independently.
For a specific heat measurement on a single crystal, a very thin layer of
grease between a flat crystal face and the platform provides sufficient thermal
conductivity to justify the use of the one-tau model at temperatures larger than
roughly a few hundreds of mK. As the grease is an insulator, the thermal
transport, mainly mediated by phonons, is damped as T3 at low temperatures.
For temperatures lower than several hundreds of mK, a finite Kg becomes an
issue. For measurements on a powder sample, the finite thermal conductivity
inside the pressed pellet also invalidates the use of one-tau model [224].
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Relaxing the infinite Kg assumption gives the two-tau model which solves the
problem from the weak thermal link [243]. In this case, the differential heat flow
equations are coupled
dT
C, = P(t)- K,(TP(t)-To)+ Kg(T(t)-T(t)) (3.14)dt
dTC, = -Kg(TS(t) - T,(t)) (3.15)dt
For constant P(t), the solution is
P -
TP(t)=To+-+C, ee" +C* e" (3.16)
where C1 and C2 are constants. Kw, r, and r 2 can be determined from fitting the
measured relaxation curve. It can be shown that the sample specific heat is given
by [244]
C, = K,(r, + 2 ) KIV rIr C, (3.17)
C,
During a measurement, one can apply the heating until all parts are in thermal
equilibrium. After switching the heater off, the cooling can be fitted with a two
tau model with P=O. It can be shown that the sample specific heat is given by
[245]
K,C 1r 1(- P )2
C = Kivri (3.18)
(C + C2)(1- C)CP(C + C,)Kr1
With a Quantum Design PPMS, specific heat can be measured either with a
4 He system alone or with an additional 3 He insert. The 4He system sucks liquid
4 He from its reservoir at T = 4.2 K and pumps on it for further cooling ability
down to T = 1.9 K. Additional cooling power on the sample platform down to T =
350 mK is provided by a 3He insert inside the 4He system. The specific heat
measurements in Section 4.1 and 4.2 have utilized the 3He insert with a
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superconducting magnet providing a persistent magnetic field up to 14 Tesla.
When measuring specific heat, the sample platform is suspended by four tiny
electric wires, two for heating and two for temperature determination. Sample is
attached to the platform by Apiezon N-grease which provides better thermal
contact. When thermal equilibrium is reached at a particular temperature, two
of the four wires supply a heating power for a short period of time before
turning off. The rising and falling of the sample temperature as a function of time
is determined from the temperature-sensitive resistivity on the platform.
Measurements down to dilution fridge temperatures were performed at the
National High Magnetic Field Laboratory. AC current was used to precisely
determine the sample temperature with an analog lock-in amplifier. The sample
was brought to a thermal equilibrium before the heater was shut off. A
significant two-tau effect could be seen for sub-3He temperatures. A
superconducting magnet provided a persistent magnetic field up to 18 T.
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Figure 3-3 A schematic of relaxation calorimeter.
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4. Experimental studies on single crystal herbertsmithite
This chapter summarizes the three important parts of the new research in this
thesis. Section 4.1 introduces the special crystal growth technique which is
fundamental for all studies of crystals [246]. Synchrotron x-ray diffraction on a
single crystal sample of herbertsmithite has found no evidence of a valence
bound crystal ground state. A refinement of the spin Hamiltonian of
herbertsmithite using a single crystal sample is detailed in Section 4.2 [247]. In
Section 4.3, specific heat has been measured on a single crystal sample down to
dilution fridge temperatures.
4.1 Single crystal growth of herbertsmithite and characterizations
A single crystal sample of herbertsmithite has long been desired ever since the
experiments on powder samples indicated promising spin liquid properties.
Small single crystals, up to a size of ~50 Iim, had been produced by the
hydrothermal bomb method [192]. However, due to the CO2 bubbling, attempts
to produce larger pieces turned out to be challenging. Floating zone method,
which has been very successful in producing single crystals of high Tc
superconductors and topological insulators, is not feasible either. In this method,
a polycrystalline sample is heated to its melting point and then slowly cooled
down for crystallization. Unfortunately, herbertsmithite decomposes below its
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melting point due to the weak 0-H bond. This decomposition also hinders the
utility of Molecular Beam Epitaxy (MBE) for single crystal thin film deposition
[248].
The success of single crystal growth eventually came from a completely new
approach. First of all, a new chemical reaction
(4 - x)CuO + ZnCI2 + 3H20 -+ ZnxCu 4 _r(OH)6 CI2 + (1 - x)ZnO (4.1)
was used which produces no gas. The ZnC12 solution creates an acidic
environment which helps CuO, which is insoluble in water, to participate in the
reaction. Second of all, inspired by both flux method and vapor transport growth,
long quartz tubes and three-zone furnaces were used. Both temperature and its
gradient can be tuned along the entire quartz tube and over-saturation-a
crucial condition for crystallization-is created by lowering the temperature on
the growth end. A finite solubility in water and its temperature sensitivity of the
source material has made the synthesis possible.
Starting materials of CuO, ZnC12, and H20, in amounts listed in Table 4.1, were
charged into a fused quartz tube (ID 6 mm, OD 13mm for x = 0.8 and 1.0, or ID 9
mm, OD 15mm for x = 0.9). The quartz tube was sealed after purging air with a
mechanical pump. The sealed quartz tube was prereacted for 2 days in a box
furnace at 1850C. This temperature is slightly lower than the 210 'C used in the
hydrothermal bomb reaction for powder synthesis [192]. One consideration is
the danger of tube explosion due to the elevated water vapor pressure (~10 atm).
As a result, the pre-reaction also serves as a safety blast test. During this process,
each tube is contained in a steel shell to prevent one explosion from destroying
other tubes. After pre-reaction, a green-blue microcrystalline powder was
formed. Powder x-ray diffraction measurements of this product indicated the
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presence of ZnxCu 4 )(OH) 6CI2. This shows successful synthesis of polycrystalline
herbertsmithite by the new chemical reaction.
Starting
materials (g)
Hot zone temp.
(
b
C
Volume (A3 )
Density, p
Total reflections
Indep. reflections
GOF
)cw
x = 0.8
CuO (0.130)
ZnCl2 (0.686)
H10 (4.0 ml)
165 0C
6.8300(13) A
6.8300(13) A
14.029(3) A
566.77(19)
3.765 g/cm 3
2673
238
1.275
-266(10) K
x = 0.9
CuO (0.346)
ZnC 2 (2.985)
H2 0 (10.0 ml)
165 0C
6.8345(9) A
6.8345(9) A
14.0538(19)
568.51(13)
3.759 g/cm 3
3718
225
1.264
-290(10) K
X = 1.0
CuO (0.235)
ZnCl2 (2.015)
H2 0 (4.5 ml)
180 C
6.8332(12)
6.8332(12) A
14.066(2) A
568.80(17)
3.755 g/cm 3
5908
240
1.237
-296(10) K
Table 4.1 Growth and crystallography data. All samples have a rhombohedral
crystal system in R-3m space group (a = $ = 90', y = 120'). Single-crystal x-ray
diffraction was performed at T =100 K and refined by full-matrix least-squares on
F2 with goodness-of-fit (GOF) listed. Curie-Weiss temperatures were determined
from high temperature susceptibilities using mean field calculation. (Table
reproduced from ref. [246].)
A schematic of the crystal growth setup is shown in Figure 4-1(a). The original
gold coated shell of the three zone furnace has been replaced, allowing in-situ
observation of the growth process. After condensing the polycrystalline
herbertsmithite into one end by gravity, the sealed and prereacted quartz tubes
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were loaded horizontally into the furnace at room temperature. The furnace was
isotropically heated to a fixed temperature, ranging from 165"C to 180'C in
various reactions, at a rate of approximately 1'C/min. The solution in the quartz
tube also turns light green, demonstrating a finite solubility of herbertsmithite.
The temperature of the cold end was then slowly lowered and crystallization
started. The sample and all growth parameters were left undisturbed for roughly
20 weeks until large crystals were formed. In the region where the crystals
nucleated and grew, the temperature gradient was measured to be
approximately 1*C/cm. At the end of the synthesis, the sample tubes were
cooled down to room temperature at 1C/min. Crystals were then rinsed with
deionized water, dried in air and kept in a desiccator for storage. No
decomposition of the crystals has been observed in air, water, or acetone during
handling and storage. Precise control of the starting concentrations of CuO and
ZnC12 allows for synthesis of samples with variable Zn concentration, x. Data on
crystals with x = 0.8, 0.9, and 1.0 are shown in Table 4.1.
More syntheses than listed in Table 4.1 were performed with ZnCl 2 to CuO
molar ratios ranging from 2 to 10 and with ZnC12 to H20 concentrations ranging
from 1.2 to 7.7 mmol/ml. However, the x values of the final products were fairly
stable over this range of starting concentrations. At a fixed ZnC12 to CuO ratio,
the x value of the product increased with increasing ZnCl 2 concentration, from an
x value of 0.8 with a ZnC12 concentration of 1.2 mmol/ml to an x value of 1.0 with
a ZnC 2 concentration of 2.8 mmol/ml. Products with an x value of 1.0 were also
obtained for starting ZnC12 concentrations up to 5.6 mmol/ml, while even higher
ZnC12 concentrations resulted in a slight lowering of x. This diminishment of x
with very high ZnC12 concentrations is likely due to a more acidic pH in those
reactions which dissolves more CuO. The ZnC12 to CuO molar ratio of the starting
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Figure 4-1 Crystal growth of herbertsmithite. (a) A schematic of the setup. Zone
3 is loaded with polycrystalline herbertsmithite and zone 1 is where
crystallization occurs. (b) Recorded growth process of a 0.32 gram (the piece
right above the "1 cm" scale bar) deuterated single crystal sample of
herbertsmithite. The black lines are heating coils of the furnace and the light
green is the solution inside the tube. (c) A single crystal sample of
herbertsmithite.
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products had no obvious effect on the x values of the product over the range of
syntheses performed.
Deuterated crystals for neutron scattering measurements were produced in a
similar manner using D20. In order to produce a centimeter-sized sample, a
larger quartz tube (ID 12.7 mm, OD 19.1 mm) has been used and was charged
with starting materials CuO (1.65 g, 20.7 mmol), ZnC12 (17.0 g, 125 mmol), and
D20 (31.0 g, 28.0 mL). The entire process took approximately one year as shown
in Figure 4-1(b). A camera has been deployed next to the growth zone. At this
moment, the largest lab produced single crystal had a mass of 0.32 gram with
the longest dimension spanning 1 cm.
The compositions of the crystals were measured by metal analysis taken with
an inductively coupled plasma atomic emission spectrometer (ICP-AES) with an
error of ±0.04 for x. Standards were prepared from commercially purchased
solutions from Sigma-Aldrich, specific for ICP-AES measurements and designated
as Trace SELECT grade or better. Five to ten well rinsed small single crystals from
each synthesis tube, approximately 0.1 mg each, were dissolved into 2% w/w
nitric acid for measurement. Unlike powder samples, the ease to rinse single
crystals dramatically reduced the ambiguity from possible chemical
contamination. The relative amounts of Cu and Zn determined from ICP metal
analysis were used to calculate the values of x listed in Table 4.1. As discussed in
Appendix B.1, our nominal x=1 sample has previously been determined to have
structural composition (Zno.85 Cuo. 15)Cu3(OH)6 Cl2 via anomalous x-ray scattering
[249]. The slightly higher Zn concentration measured from ICP metal analysis
may come from the presence of CI ions in the solution [250]. To test this
hypothesis, a trial standard solution has been made with known Zn 2+ and Cu2.
ion concentrations. With the addition of CI ions, the ICP metal analysis returns a
higher ratio of Zn to Cu concentration ratio. An alternative explanation is the
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existence of amorphous Zn(OH) 2 in the crystal which cannot be detected by
diffraction refinements.
No hysteresis has been observed in the magnetic susceptibilities of all crystal
batches. Nor is there any sign of long range ordering in the specific heat data. If
the couplings between the interlayer spins are mediated by their couplings to
the kagom6 spins and the intra-kagome interactions, then the absence of a
phase transition for x > 0.8 indicates short ranged spin-spin correlations in the
kagome layers. The temperature dependences of X and C resemble the data from
previous measurements on powder samples [221, 222, 251, 192]. The much
improved accuracy of the specific heat measurement on a single crystal sample,
as compared to a measurement by Helton et al. on a pressed pellet of
polycrystalline specimen [221], is likely from the better thermal contact with the
sample holder and the uniform thermal conductivity within the sample. The
batch containing the (Zno.85Cuo.15)Cu3(OH) 6Cl2 sample, when compared with
previously published data on powder samples in Figure 4-2, turns out to have the
lowest Curie divergence for low temperature bulk magnetic susceptibility and
the weakest Schottky-like hump for low temperature specific heat, both are
likely coming from the interlayer Cu2. ions. Among several dozens of batches of
single crystal samples grown, this batch also has the highest x value returned
from ICP metal analysis. Although 5% interlayer spins still exist, the
(Zno. 85Cuo. 15)Cu3 (OH) 6Cl2 batch turns out to be the best ever-synthesized
herbertsmithite sample in terms of impurities reductions. Does the true
herbertsmithite with Zn to Cu ratio equal to 1/3 really exist? Is there any
structural ordering on the interlayers sites which prohibits full occupation of the
interlayer sites by non-magnetic Zn2+ ions? These two questions are still unclear
but of crucial importance. On one hand, the coupling between interlayer spins
and intralayer spins is much weaker than the major superexchange in plane. As a
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result, the excess Cu2 ions in between the kagome layers can be considered as a
weak disorder and treated as a perturbation. On the other hand, the energy
scale of this impurity spins complicates the study of low energy and low
temperature properties of this materials, such as the gapped/gapless nature of
the proposed quantum spin liquid state. A further reduction of the interlayer
impurities, together with the synthesis of a non-magnetic analog of
herbertsmithite, remains a great challenge of considerable interest to the field.
Single-crystal XRD was performed on a three-circle diffractometer coupled to
a CCD detector. All samples were refined in the rhombohedral space group R-3m
(trigonal setting) and with lattice constants consistent with previous reports. The
largest (3 - 300 mg) crystals typically grow as a bar shape similar to the crystal
shown in Figure 4-1(c). From XRD on more than 30 crystals, all of the long faces
were indexed as (1 0 1) [the faces were normal to the (1 0 1) reciprocal lattice
vector]. Some of the smaller (<1 mg) crystals were octahedrally shaped, with all
eight faces indexed as (1 0 1). Based on these observations, we propose the
following growth process: during the early stage of crystallization, primitive
micrometer-sized crystals form as 12-faced polyhedra due to the symmetry of
the (10 1) directions. As the crystals grow larger in size, 8 of the 12 (10 1) faces,
possibly due to the specific local hydrodynamic condition, grow faster, which
transforms the crystals into larger, sub-millimeter octahedra. Eventually, four of
these eight (1 0 1) faces form the four large side faces of millimeter-sized bar-
shaped crystals.
The mosaics of the crystals were checked by neutron diffraction. Figure 4-3(a)
shows a e-scan through the (1 1 0) Bragg reflection measured using the Spin
Polarized Inelastic Neutron spectrometer (SPINS) at the NIST Center for Neutron
Research. The narrow width of the Bragg peak, which is resolution-limited,
attests to the crystal homogeneity.
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Figure 4-2 Comparison of (a) magnetic susceptibility and (b) specific heat taken
on different samples of herbertsmithite. Both the de Vries et al. data (ref. [251])
and the Helton et al. data [courtesy of Helton et al. (ref. [221])] are taken on
powder samples. The crystals data are measured on a collection of hundreds of
randomly orientated single crystals.
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Figure 4-3 Crystal characterizations using diffractions. (a) Neutron diffraction 8
scan through the (110) Bragg reflection of an x = 1 single crystal measured with
the SPINS. (b) Synchrotron XRD intensity of a scan along the (4+E E 4) direction
at three temperatures. The extremely weak peaks observed in this range arise
from powder contamination and have no temperature dependence. The solid
lines are a simulation of the superlattice peaks arising from a 36-site valence
bond solid with a 1% reduction in the bond length of the static dimer pairs.
(Figure reproduced from ref. [246].)
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It has been suggested [252] that a VBS order might lead to a slight structural
distortion in which the distance between two magnetic ions paired in a singlet is
diminished. Such a distortion, if large enough, could in principle be measured in
a synchrotron x-ray experiment. Among the various predicted ground states for
the spin-1/2 nearest-neighbor Heisenberg kagomd antiferromagnet, several
theoretical studies have suggested a 36-site valence bond solid [23, 21]. This
proposed ground state features a 12x12 enlargement of the unit cell, with
the 36 spin sites paired into 18 nearest-neighbor dimer singlets, where six
dimers lie around a central pinwheel configuration while another six lie around
hexagons. The two possible coverings of the pinwheel are degenerate to high
order, while sets of three dimers can resonate around a perfect hexagon [21].
The other six dimers are presumed to be static.
A high-resolution XRD experiment on a small x = 1.0 single crystal was
performed on the ID20 beamline of the European Synchrotron Radiation Facility
(ESRF). The scattering was performed in reflection geometry with the (1 0 1)
reflection roughly perpendicular to the mount, with x rays of energy of 8.979 keV
(X = 1.381 A). The sample was cooled with a closed-cycle displex and was
mounted on a four-circle goniometer. The measurements indicate that the
sample remains in space group R-3m down to the lowest measured temperature
T = 2 K. The high x-ray flux available at a synchrotron is ideal to look for very
subtle superlattice reflections that would arise if a VBS ground state resulted in a
structural distortion. The 36-site VBS would lead to an enlarged unit cell that is a
factor of 12 longer on each side and rotated 90' from the original unit cell. We
searched for the superlattice reflections along the high-symmetry (1 1 0)
direction between the (4 0 4) and (5 1 4) peaks. This scan [Figure 4-3(b)] showed
no observable superlattice peaks above the background. The only scattering
features in this range were very weak powder peaks (roughly 250 000 times
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weaker than the strongest lattice reflections). These peaks were confirmed to
arise from powder through e scans; they also displayed no temperature
dependence and were somewhat broader than resolution. Contamination from
these powder peaks, although exceptionally weak, is likely the limiting factor in
setting an upper bound on the possibility of any superlattice reflections. The blue
solid lines in Figure 4-3(b) are a calculation of the superlattice peaks expected if
the copper ions making up the six static dimer pairs per supercell (dimers that
are in neither a pinwheel nor a perfect hexagon) were to move toward one
another such that the Cu-Cu distance was reduced by 1%. It was assumed that
the centering of the enlarged unit cells on adjacent kagome planes is random, so
the superlattice peaks will actually be rods of scattering parallel to c. The lack of
observed superlattice peaks at the expected positions indicates that any
structural distortions due to this proposed supercell are below the 1% level.
Note that the intensity of the superlattice peaks is proportional to the
displacement squared in the limit of small displacement. Additional mesh scans
(not shown) found no evidence of other superlattice peaks, as might arise from
VBS states with different enlarged unit cells [252]. Of course, this experiment
cannot rule out the presence of a VBS ground state that results in very little or
no structural change.
4.2 Refining the spin Hamiltonians of herbertsmithite using single
crystals
The Heisenberg exchange preserves the full 3D rotational symmetry of the spins.
This likely gives an isotropic thermodynamic response. With big and high quality
single crystals available, it is important to study the magnetic susceptibility and
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specific heats with applied magnetic field orientated along different crystalline
axes. Any anisotropy, if it exists, will help elucidate the additional perturbative
terms in the spin Hamiltonian of herbertsmithite. Due to the complexity of long
range quantum entanglements and the limitation of computing power,
theoretical calculations are mostly limited to the pure Heisenberg Model. The
knowledge of the perturbations and their relative magnitude as compared to the
major exchange will guide future modeling.
Magnetic susceptibility measurements were performed on a 55.5 mg
protonated single crystal sample of herbertsmithite (2.3 mm X 2.5 mm X 2.7
mm), shown in Figure 4-4(a) inset, using a superconducting quantum
interference device (SQUID) magnetometer (Quantum Design). The nearly cubic
shape of the sample minimizes any demagnetization correction/shape
anisotropy to the measurements, allowing for a clean measurement of the
intrinsic anisotropy of the material. The crystalline axes and the narrow mosaic
of the sample were confirmed using a D8-Bruker x-ray diffractometer equipped
with an area detector in GADDS mode. A plastic holder was designed and made
for securing the crystal for susceptibility measurements with magnetic field
applied perpendicular (Xp) or parallel (Xz) to the crystalline c-axis. The background
from the plastic holder was measured to be negligibly small relative to the signal
from the sample. Figure 4-4(a) shows the bulk susceptibility, X - M/H (where we
assume X in the linear regime), as a function of temperature. The susceptibility of
the crystal closely follows that measured on a powder sample with x = 1 (also
plotted), which confirms that the stoichiometry and homogeneity of the single
crystals match those of previously measured powders. The susceptibilities at low
temperatures are dominated by the Curie divergence and the small anisotropy is
not visible in this plotting.
In order to better display the anisotropy at T > 100 K, the quantities XzT and
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Figure 4-4 SQUID measurements on a single crystal sample of herbertsmithite.
(a) Bulk susceptibility (M/H) as a function of temperature and results from a
powder sample. Inset: The oriented single crystal sample (mass = 55.5 mg) used
in the measurements. (b) MT/H versus temperature, showing the anisotropy Xc >
Xab at high temperatures. The measurement was performed under an applied
field of tolH = 1 T. A comparison to the "average" of the single crystal results, as
described in the text, is also shown.
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Figure 4-5 Magnetic anisotropy of herbertsmithite. (a) The anisotropy xixp of
the measured susceptibility plotted as a function of temperature. (b)
Magnetization versus field measurements at T = 5 K and 300 K. The vertical scale
for each temperature is indicated by the arrow. Inset: The ratio of
magnetizations MJMP versus field at T = 2K.
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XPT for temperatures between 2 K and 330 K are plotted in Figure 4-4(b). The
quantity XpowderT, measured on a polycrystalline collection of several dozen
random orientated crystals from the same batch, is plotted along with XaverageT =
(Xz + 2Xp) T / 3, the calculated powder average. The latter two collapse onto the
same curve as expected, pointing to the reliability of the single crystal
measurements.
In Figure 4-5(a), the anisotropy ratio of the magnetic susceptibility calculated
as Xz/Xp is plotted. As temperature is increased from 2 to 330 K, the ratio
increases from 0.96 to 1.12 monotonically. The presence of anisotropy in the
susceptibility agrees qualitatively with susceptibility measurements on aligned
powders [253] and recent piSR measurement on single crystals [254]. In Figure
4-5(b), magnetization measurements taken at T = 5 K and 300 K are plotted as a
function of applied field. At T = 5K, the anisotropy ratio is close to unity and the
two curves overlap for the entire field range. It is worth noting that there is
nothing special at T = 5 K. The isotropy results from the cancellation of the
anisotropies from the kagome spins and the interlayer spins as detailed in the
following discussions. This temperature of isotropy is sensitive to the applied
magnetic field in the measurement and may vary from sample to sample due to
a change in the impurity concentration. At T = 300 K, there is a clear anisotropy
with the c-axis being the higher susceptibility direction. The observed magnetic
anisotropy is independent of the applied field up to 5 T. This is not a surprise as a
5 T field in a spin-Y2 system is at a much lower energy scale than 300 K. In the
inset, the anisotropy in the magnetization, calculated as Mz/MP, has a clear
dependence on the applied magnetic field. At low fields, the magnetization is in
the linear region and a less-than-one value in Mz/MP reflects the observed less-
than-one value for Xz/Xp as in Figure 4-5(a). As the field increases, it starts to
polarize the interlayer spins and Mz/Mp begins to show intrinsic Xz/Xp for the
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kagome spins. The larger-than-one of Mz/Mp at 2K and under 5 T magnetic field
is consistent with Xz/Xp > 1 at 300 K as in Figure 4-5(a).
The high quality of the susceptibility data allows for further analysis to better
understand the intrinsic behavior of the interacting spins on the kagome layers.
For the susceptibility data at high temperatures, Curie-Weiss fits were
performed for each data set taken at various fields. In Figure 4-6(a), such fittings
are shown for IpoH = 5 T. The Curie-Weiss temperatures and g-factors determined
from the fits (which take into account the corrections based on high temperature
series expansion calculations [73, 179]) are plotted in Figure 4-6(b). For both
field orientations, the Curie-Weiss temperatures and g-factors increase slightly
upon lowering the applied field below poH ~ 0.2 T. One possible explanation for
this upturn comes from the background signal of the sample holder. When the
applied field is below 0.2 T, the sample's response becomes small enough such
that the background is not negligible anymore. An alternative cause, at least for
the Curie-Weiss temperatures, comes from the effective ferromagnetic exchange
coupling induced by the applied field. A strong magnetic field tends to polarize
all spins ferromagnetically and consequently shifts the overall mean field Curie
Weiss temperature in the positive direction. At ptoH = 1 T, the anisotropy ratio for
the g-factor is gz/gp = 1.10. A similar but slightly smaller g-factor anisotropy at T =
300 K ( gz = 2.25, gp = 2.14 and gz/gp= 1.05) has been deduced from Electron Spin
Resonance (ESR) measurements on powders [255]. Both estimates match the
typical g-factors for Cu2+ ions in a uniaxial crystal field: gz = 2.2 ~ 2.4, gp = 2.05
2.15 and gz / gp ~ 1.1.
It is important to separate out the anisotropy of the Cu2+ moments intrinsic
to the kagom6 planes from that related to the impurity spins. The experimentally
measured magnetic susceptibility originates from both the kagome plane and
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the weakly interacting Cu2. impurities on the interlayer sites. Assuming that the
intrinsic kagom6 susceptibility becomes much smaller than the impurity
contribution as T - 0 K, consistent with recent NMR measurement on single
crystal samples [256], we model the impurity susceptibility with a Curie-Weiss
law where o cw ~ - 1.3 K [222]. The best fit gives an estimated 10% Cu2+ ions
which occupy the interlayer sites for this particular sample.
To obtain the anisotropy intrinsic to the spin Hamiltonian, first of all, a
temperature independent anisotropy for the impurities has been assumed. Our
analysis is mainly based on (Xi/Xp)imp = 1. Combing this condition and the total
concentration, the impurity contribution to the susceptibility can be subtracted
for each applied field orientation, revealing the anisotropy of the kagome spins
(Xz/Xp)kagome as shown by the filled squares in Figure 4-7.
Second of all, from mean field theory,
_ C and c _ Ng 2S(S+1)pi
T-T~ 3kB (4.2)
where C is the Curie constant, Te is the Curie-Weiss temperature, N is the
number of spins, g is the g-factor, S is the spin, pB is the Bohr magneton and kB is
the Boltzmann constant. Since X ~ g2 , So Xz/Xp ~ (gz/gp) 2 . Assuming (Xz/Xp)kagome =
(Xz/Xp)intrinsic X (gz/gp) 2, (Xz/Xp)intrinsic, shown by the filled circles in Figure 4-7, are
calculated.
The main observation on (Xz/Xp)intrinsic, which is relatively insensitive to the
model parameters, is that it is a monotonically increasing function of
temperature for T > 150 K. This provides useful information on the additional
terms in the spin Hamiltonian, as we discuss further below. At low temperatures
(below 5 K) where the impurity contribution dominates the susceptibility, the
measured ratio, as shown in Figure 4-5(a) for Xz/Xp, is actually less than 1. If we
assume a value of (Xz/Xp)imp = 0.95, the deduced anisotropy ratio for the intrinsic
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kagome spins exhibits a slight upturn as the temperature is cooled below T -
100 K. Several additional (Xz/Xp)imp values, ranging from 0.90 to 1.05, have also
been tried. The deduced intrinsic anisotropy ratios differ in the low temperature
limit while they resemble each other for T > 150 K; in particular the slope by
which the deduced intrinsic anisotropy changes with temperature is quite
consistent. The main conclusions of our analysis are based on the data for
temperature above T = 150 K where the assumption on (Xz/Xp)imp makes little
difference. At low temperatures, impurity interactions, together with other
potential minor perturbations, complicate the analysis.
Our experimental results shed light on the roles played by various
perturbations to the spin Hamiltonian beyond the nearest neighbor Heisenberg
model. The observed anisotropy of the intrinsic susceptibility can be compared
with theoretical calculations using 15-site exact diagonalization (ED) by Rigol and
coworkers [219]. Their results are valid down to 0.15 J in most cases.
First, an easy-axis exchange anisotropy
H = A, (SxS + S'S ) (4.3)
is considered. Sx is the x component of the spin on site i and A has the scale of
energy. When A > 0, the HEA enhances the antiferromagnetism for the in-plane
components of the spins. To minimize the total exchange energy, the spins
would tend to align parallel to the kagome plane and consequently possess an
easy-plane anisotropy. When A < 0, the HEA effectively enhances the
antiferromagnetism along the c-axis or z component of the spins. In this case,
the spins become more Ising anti-aligned normal to the kagome plane and
consequently have an easy-axis anisotropy. Among all combinations of
perturbative interactions considered in the ED, only pure easy-axis exchange
anisotropy correctly produces the shape/slope of the observed anisotropy versus
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temperature curve over a wide temperature range, as shown in Figure 4-7. In
fact, comparing our g-factor corrected data with the calculation for A = -0.1 J
gives a good match for the slope at T > 150 K as well as the magnitude for Xz/Xp.
Supporting this result, the presence of an anisotropic exchange is consistent with
our recent pSR measurements on single crystal herbertsmithite [254] and the
work on partially aligned powders [253]. As a third independent check, the
difference in the Curie-Weiss temperatures for the two field orientations are also
consistent with the deduced magnitude of the easy-axis exchange anisotropy.
That is, in Figure 4-6(b), O cw for the field along the c-axis-an mean field
indicator of the spin interaction along the field orientation-is larger than that
for the field within the kagome plane by about 10%, as one would expect for an
easy-axis exchange anisotropy of A ~ -0.1 J. The error bar on this estimation
could be approximately up to ±0.05 J. This mainly comes from the uncertainty of
impurity anisotropy (Xz/Xp)imp and the limitations of the 15-site ED. For the
second one, it would be helpful, although challenging, to calculate the combined
effect on the anisotropy when both easy axis exchange and DM terms are
present simultaneously on a larger lattice.
The DM interaction,
HDM= g,' DZ(5, x 5j), + b, -(5, x 5j) (4.4)
has a much smaller effect on the anisotropy ratio for T > 150 K [219]. For a wide
range of Dz and DP values (the out of-plane and the in-plane components of the
DM vector, respectively), the primary effect is to slightly increase the anisotropy
ratio from unity, where Xz/Xp monotonically decreases as temperature increases.
The results of two model calculations which only include a DM term are plotted
(one with Dz = 0.2 J and one with Dp = 0.2 J). Our data appear to rule out such
scenarios where only a DM term is present, as a small easy-axis exchange
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Figure 4-7 The susceptibility anisotropy ratio of the intrinsic kagome spins after
subtracting the impurity contribution, with and without a correction for the g-
factor anisotropy, as described in the text. In the model for subtracting the
impurity contribution, temperature independent anisotropy ratios (Xz/Xp)imp were
assumed. The three curves represent exact diagonalization calculations for the
anisotropy ratio considering the effects of an easy-axis exchange anisotropy and
a DM interaction separately.
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anisotropy is needed to give the observed Xz/Xp < 1 as well as the temperature
dependence.
It is worth noting that a DM interaction is likely to be present, both from the
theoretical perspective and previous experimental investigations on powder
samples. Unfortunately, our study on the anisotropy of magnetic susceptibility is
not a sensitive probe. Since the model with a pure DM perturbation predicts an
opposite temperature dependence with respect to the experimental observation
and the prediction based on a pure easy-axis exchange anisotropy, the inclusion
of the effect from a DM term would shift the estimation, A ~ -0.1 J, slightly
more negative (an enhancement).
For specific heat study, a single crystal sample does not only give a better
thermal contact compared to powder samples, but also paves the way for the
investigation on magnetocaloric anisotropy. The specific heat was measured on a
4.10 mg single crystal sample of herbertsmithite using a Quantum Design
Physical Property Measurement System (PPMS) equipped with 3He probe and a
14 T superconducting magnet. The sample was prepared so that the two normal
orientations could be reached by an in-situ rotation without re-measuring the
background.
The specific heat was measured in two field orientations: with the field
oriented in the kagome plane C, and perpendicular to the plane Cz. The data for
a wide range of applied fields up to ptoH = 14 T are plotted in Figure 4-8(a).
Multiple relaxations at each temperature are fitted independently and the
results are averaged. As a check of systematic errors in the measurement, the
data measured in zero field, taken with both crystal orientations, collapse onto
the same line. Under 1 T applied magnetic field, the hump around T = 1.5 K is
shifted up significantly and a ~3% magnetocaloric anisotropy, with Cz < Cp,
becomes apparent between 1 K and 2 K. At higher temperatures, Cz and Cp
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recombine as expected. At lower temperatures, C, and C, cross at 0.7 K below
which Cz > Cp. Under 3 T applied magnetic field, the hump is pushed to a slightly
higher temperature with a 3.5% magnetocaloric anisotropy, with Cz < CP,
observed between 1.5 K and 3.5 K. Similarly, Cz and C, cross at 1 K below which
CZ < Cp. When a 14 T magnetic field is applied, the hump is completely pushed to
much higher temperatures. Cz and CP almost overlap but at the lowest
temperatures. The upturn of Cz at 0.4 K is likely from the nuclear Schottky tail. All
curves resemble the published data on polycrystalline samples. The ratio Cz/C, is
plotted in Figure 4-8(b) with additional fields. At temperatures higher than 15 K
(not shown), the specific heat under all applied magnetic fields are identical for
both orientations, within error.
At the lowest temperatures (below 10 K), it is likely that the magnetocaloric
anisotropy derives from the impurities. The observed Cz/Cp > 1 for kBT << poH
indicates that the impurities are easier to polarize with an in-plane field. This
idea is further supported by the observation in Figure 4-5(a) that the ratio Xz/Xp
begins to decrease very rapidly upon cooling below T = 5 K. This indicates the
impurity moments develop a g-factor anisotropy with (Xz/Xp)irp < 1 at low
temperatures. As another possibility, it has been shown that the presence of a
DM interaction can mix the triplet and singlet states [218] so that the total spin
of a quantum dimer is not a good quantum number. Magnetic susceptibility
measurement cannot detect the singlet states as they are non-magnetic while
specific heat measurements are sensitive to both. The observed field
independence of the anisotropy for the susceptibility coupled with the field
dependence of anisotropy of the specific heat point to the possibility that the
singlet states may be coupled to the applied field. Further theoretical
calculations would be useful to determine how the thermodynamic quantities
should behave under the application of in-plane and out-of-plane fields.
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Figure 4-8 Specific heats of a single crystal sample of herbertsmithite. (a) Low
temperature data measured under various applied fields with two orientations.
(b) The anisotropy ratio of the specific heat measured in the two field
orientations. (Figure reproduced from ref. [247].)
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4.3 Low temperature specific heat measurements
Specific heat probes the total density of states, including those from the singlet
fluctuations. Light scattering, which will be discussed in Section 5.3, also detects
the non-magnetic excitations. One of the unsettled questions is whether a
singlet gap exists. Such a gap and its magnitude can be determined from the
exponential activation of the specific heat at low enough temperatures. Instead,
a power law specific heat indicates the absence of a singlet gap. The absence of a
gap can possibly be caused by an exponentially large degeneracy of singlet states
filling in the spin gap. The large degeneracy results from the strong geometric
frustrations on a kagome lattice. The size of the gap or the exponent of the
power law bears crucial information on the classification of the spin liquid.
Specific heat measurements have been performed on powder samples of
herbertsmithite down to dilution fridge temperature. In that experiment, the
powder was mixed with grease to improve the thermal conductance. However,
the uncertainty of the sample to grease mass ratio generates large error bars.
Also, at zero field, the low temperature specific heat was strongly affected by the
contribution from the interlayer spins which prohibits any reliable extraction of
the functional form. It was hoped that a strong field can suppress the
contribution from the impurities and consequently unveils the intrinsic entropy.
However, the grease contained hydrogen and the data analysis once again got
stuck by the strong contribution from the hydrogen nuclear Schottky tail at
dilution fridge temperatures. Additionally, the specific heats at low temperatures
are strongly suppressed by the magnetic field resulting in a small signal to noise
ratio.
112
A single crystal sample has made significant improvements on these
problems. A thin-slab crystal of herbertsmithite, with a large flat surface, was
mounted onto the puck using just a thin layer of contact grease. This gave a very
large sample to grease mass ratio. The thermal conductance was also much
improved. The specific heat has been measured using the SCM1 18/20T
superconducting magnet with a dilution refrigerator at National High Magnetic
Field Laboratory (NHMFL) at Tallahassee. Using the relaxation method, the
measurements have been performed at four in-plane fields (0 T, 5 T, 9 T, and 18
T) down to ~80mK. The results, after a digital noise reduction, are shown in
Figure 4-9(a). The data for 0 T, 5 T and 9 T have been compared with prior results
obtained from PPMS on single crystals and SCM1 on a powder sample. Within
experimental errors, they are all consistent. The specific heat at 0 T from the
single crystal sample is much smoother than the one from the powder/grease
mixture [221], demonstrating a higher reliability of the measurements. Due to
the small values of the specific heats under strong fields and a significant Tau 2
effect from the weak thermal link of the grease, some of the data points taken
under a magnetic field and at the lowest temperatures are unreliable. In terms
of temperature, the lowest reliable data points are at 119 mK under 5 T, 199 mK
under 9 T and 222 mK under 18 T. For T < 1 K and ptoH = 18 T, as most of the
interlayer spins are polarized, a good approximation of the true kagome specific
heat is obtained.
Figure 4-9(b) plots the temperature dependence of C/T for 5 T, 9 T and 18 T.
The zero field data, without a field suppression, goes way out of the vertical
scale. The unreliable low temperature data points are omitted. For each field,
the upturn at low temperatures is the tail of the nuclear Schottky specific heat
from the sample. The temperature of the nuclear Schottky peak is on the order
of 10 mK. At slightly higher temperatures, a linear C/T vs T relation shows up and
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is indicated by the straight lines. For this linear temperature range, the specific
heat is approximate by C/T=7+aT. In a metal, a linear specific heat at low
temperature comes from the conduction electrons forming a Fermi surface. The
existence of a linear term in Mott insulating Herbertsmithite is very unusual and
might indicate the existence of exotic fermionic quasiparticles, such as the long
predicted deconfined spinons. The quadratic contribution resembles the specific
heat on the kagome bilayer structure SrCr 9pGa 12-9pO 19 which is also strongly
frustrated [169]. Conventional magnon also gives a quadratic specific heat.
However, the latter case is ruled out due to the lack of long range ordering.
The specific heat in 0 T field runs out of scale in Figure 4-9(b). Its linear
temperature dependence for T < 300 mK in Figure 4-9(a) was originally
interpreted as an indication of spinon Fermi surface [221]. However, it was soon
realized that the Schottky-like hump around T = 1~2 K has a significant influence
on the specific heat in the mK temperature range. The Schottky-like specific heat
may still affect the low temperature functional form for measurements under an
applied field, especially for the one under 5 T field. The interlayer spins may have
complicated coupling among themselves and with the kagom6 layers. Hence, a
naive quasi-free spin model with a mean field coupling may not capture all
physics. As a result, further analysis may be necessary to reach a conclusive
function form of the specific heats at low temperatures.
4.4 Summary
The study on Herbertsmithite was boosted by the success of crystal growth
which produced a large number of high quality crystals ranging in size from tens
of microns to a centimeter, both protonated and deuterated. Currently, the
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growth rate is quite slow. As discussed in Appendix B.1, it turns out that all single
crystal batches contain 5 to 10% excess Cu2+ ions residing on the interlayer
metallic sites. Fortunately, the kagome layer is free of non-magnetic impurities
within experimental error. The interlayer spins couple to each other and the in-
plane spins weakly. However, a precise understanding of this weak interaction is
still lacking. These impurity spins dominate the response of the spin system at
low energy scales. Whether a perfect 1:3 Zn to Cu ratio is possible and what
causes the excess Cu2+ ions remain unclear at this point. However, it is highly
desirable to at least greatly reduce the excess Cu2+ ions.
The thermodynamic study on single crystal samples is consistent with prior
results on powder samples. No ordering or freezing transition exists down to
temperatures comparable to at least J/5000. Basically, the ground state is most
likely either a quantum spin liquid or a valence bond solid. The latter one may
cause a structural distortion due to the broken translational symmetry from the
static dimerizations. However, synchrotron X-ray diffraction has eliminated any
structural transition down to T = 2 K. Although not conclusive, this argues against
the possibility of a VBS ground state.
It has been a long debate about the precise spin Hamiltonian for
herbertsmithite. Although the nearest neighbor Heisenberg Hamiltonian receives
the most theoretical interest, likely perturbations and their magnitudes remain a
nagging concern. To address this, magnetic susceptibilities with in-plane and
normal-to-plane applied fields have been measured and compared with
theoretical calculations. A ~10% anisotropy, after detailed analysis, points to the
existence of an exchange anisotropy of ~ J/10. This attests the validity of the
Heisenberg model. From the perturbation theory and the symmetry of the
crystal, a DM term is likely and can be as strong. However, it does not produce a
significant anisotropy at temperatures higher than ~ 100 K. At low temperatures,
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both theoretical calculations and experimental analysis becomes unreliable. The
first one breaks down due to the finite size effect and the second one falls apart
due to a lack of understanding of the interlayer Cu2+ spins. Since the consensus
of a spin disordered ground state is reached on a pure kagome Heisenberg
antiferromagnet model, the inclusion of a perturbative term in future
calculations will be more realistic. Magnetocaloric anisotropy measured on a
single crystal sample is also observed at low temperatures. However, there is no
theoretical calculation to compare with at this moment. It likely originates either
from the interlayer Cu2+ spins or a mixing of singlet and triplet states by DM
interaction.
Specific heat data, measured on a single crystal, under a variety of applied
fields up to p.oH = 18 T and down to dilution fridge temperatures have a much
improved quality compared to prior measurements on powder samples. The
data show a super-linear temperature dependence at low temperatures and
under strong applied magnetic fields. A polynomial function of temperature with
a linear term plus a quadratic term fits the data rather well. However, the
Schottky-like contribution may still have an impact on the precise functional
form at low temperatures.
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5. Inelastic neutron scattering study of fractionalized
excitations
The first direct evidence of a spinon continuum-the strongest evidence of the
quantum spin liquid state in a 2D system-is observed.
5.1 Spinon continuum in a two dimensional spin system
A hallmark feature of quantum spin liquids is the presence of deconfined spinons
as the fundamental excitation from the ground state [70]. Spinons are an
example of fractionalized quantum excitations, where the conventional spin-
wave excitation with quantum number S = 1 is fractionalized into two S = 1/2
spinons. In one dimensional systems, this phenomenon is well established for
the spin-1/2 Heisenberg antiferromagnetic chain, where the spinons may be
thought of magnetic domain boundaries which disrupt the Neel order and are
free to propagate away from each other. In two-dimensions, the character of the
spinon excitations is less clear. First, the existence of the quantum spin-liquid as
the ground state of two dimensional magnets is still a matter of great debate.
Second, the various spin liquid states which are possible in theory give rise to a
great variety of spinon excitations, such as having a spinon Fermi surface or
having a Dirac quasiparticle spectrum [125]. However, since spinons are always
created in pairs, the distribution of energy and momentum among two
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dispersion functions gives rise to a broad continuum of excitations in (Q, w)
space.
Inelastic neutron scattering experiments were performed using the Multi-Axis
Crystal Spectrometer (MACS) [257] at the NIST Center for Neutron Research. A
pumped helium cryostat was used to cool the sample down to T = 1.6 K. The final
analyzed energies were either Ef = 5.1 meV or Ef = 3.0 meV. Using the incoherent
elastic scattering peaks taken on vanadium, the elastic energy resolutions are
determined to be about 0.21 meV (half-width at half-maximum) and 0.08 meV,
respectively. The sample was aligned within the (H K 0) reciprocal plane and
structural Bragg peaks have been checked at the same time during the inelastic
scans. The correct alignment of the sample has been maintained over the entire
experiment. The scattering from the sample is directly proportional to the total
differential cross section Stot (Q, W), which includes both the nuclear and
magnetic scattering signals. The actual data will include an additional small
contribution from background. The magnetic dynamic structure factor Smag (Q,
w), which is the Fourier transform in time and space of the spin-spin correlation
function, can be obtained by subtracting the nuclear scattering from the sample
and the background. After calibration with respect to a vanadium standard, the
scattering intensities are plotted in absolute units.
Contour plots of the differential cross section are shown in Figure 5-1(a)-(c),
measured at three different energy transfers from the neutrons to the sample.
Figure 5-1(a) shows the excitations in reciprocal space with energy transfer h w =
6 meV at T = 1.6 K. The missing part at low 1Q| corresponds to 26 below 16
degrees where the data become unreliable due to the scattering from the main
beam. The cutoff Q | increases with h w and has been applied to all data
plotted. Surprisingly, the scattered intensity is exceedingly diffuse, spanning a
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large fraction of the hexagonal Brillouin zone. The Brillouin zone drawn on the
graph reflects the conventional unit cell with three Cu sites. A similar pattern of
diffuse scattering is observed for 1 w = 2 meV shown in Figure 5-1(b). The diffuse
nature of the scattering at a temperature which is two orders of magnitude
below the exchange energy scale J is in strong contrast to observations in non-
frustrated quantum magnets. The S = 1/2 square lattice antiferromagnet La2 CuO 4,
develops substantial antiferromagnetic correlations for T < J/2 [258], where the
low energy scattering in La2 CuO 4 is strongly peaked near the (n, r) point in
reciprocal space. This also contrasts with the observations on iron jarosite, a S =
5/2 geometrically perfect kagome antiferromagnet [179]. The spins settle into
long range order at a temperature comparable to J with sharp spin wave
excitations below the Neel temperature. In herbertsmithite, the scattered
intensity is not strongly peaked at any specific point, and this remains true for all
energies measured from h w = 0.25 meV to 11 meV. The observed pattern of the
scattered intensity provides important information on the real space spin
correlations of the ground state. The scattering in reciprocal space has the shape
of broadened hexagonal rings (or donuts) centered at (0, 0, 0) and (2, 0, 0)-type
positions. All of the scans that we have performed from h w = 1.5 meV to 11
meV show similar patterns for the scattered magnetic intensity.
The scattering cross section measured during an experiment has three
contributions: the magnetic scattering from the sample, the nuclear scattering
from the sample (including the nuclear incoherent scattering and the coherent
scattering from Bragg peaks and phonons), and the background scattering
(including scattering from the sample holder and the sample environment). The
latter background scattering was measured with the empty sample holder inside
the cryostat for each instrumental configuration used (that is, for all measured
energy transfers h w with either Ef = 3 meV or 5.12 meV). Hence, this
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background can be accurately subtracted from the data. The nuclear (non-
magnetic) scattering from the sample can be estimated by comparing the data at
low energy transfers with similar data measured previously on a powder sample
[228]. For an energy transfer of hwo = 0.5 meV (with Ef = 3 meV), the measured
intensities at T = 1.6 K and 60 K were integrated over a substantial region of
reciprocal space (0.6 < | Q | < 1.6 A) to deduce the local susceptibility. The data
taken from the empty sample holder at T = 1.6 K, integrated over the same | Q |
range, was subtracted at both temperatures. The | Q|-integrated magnetic cross
section from the single crystal sample is assumed to follow the same
temperature dependence of the same cross section measured in powder
samples [228] at T = 1.6 K and 60 K. Also assuming that the non-magnetic
scattering from the sample is temperature-independent in this temperature
range, the magnetic and the non-magnetic contributions to the scattering at h w
= 0.5 meV and T = 1.6 K can be obtained. In a similar manner, the magnetic and
the non-magnetic contributions can be calculated for each h w with Ef = 3 meV at
T = 1.6 K. Finally, the separation of the magnetic and non-magnetic contributions
for Ef = 5.12 meV and hw ! 2 meV can be achieved using these results along
with knowledge of the energy resolution function. The contribution of non-
magnetic scattering from the sample for h w > 2 meV is fixed at the value it has
at h w = 2 meV. After subtracting the estimated non-magnetic scattering from
the sample, one obtains the dynamic structure factor Smag (Q, w).
The energy-integrated magnetic dynamic structure factor over the
integration range 1 hw 9 meV is plotted in Figure 5-2(a). Due to
instrumental geometry, the low | Q 1 bound was limited by the 9 meV scan while
the high | Q | bound is limited by the 1 meV scan. As a result, integrating all the
way up to 11meV will shrink the contour plot too much. This quantity serves as
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Figure 5-1 Intensity for inelastic neutron scattering from a single crystal sample
of ZnCu 3 (OD)6 Cl2 measured at T= 1.6 K. The differential cross section Stot(Q, W)
is plotted for (a) h w = 6 meV and (b) h w = 2 meV with Ef = 5.1 meV and (c) h w =
0.75 meV with Ef = 3.0 meV. The data presented are normalized to Barns/(st. eV
form.unit) as shown by the color bars. The Brillouin zone boundaries are drawn
in the figure for clarity; they correspond to the conventional unit cell with a = b =
6.83 A, c = 14.05 A, a=#= 90', and y = 120*.
123
c-'
C)
0 .15k 0. 04
C
2
0
3
2
-2 -1 0
(H H 0)
2
Figure 5-2 (a) The dynamic structure factor Smag (Q, w) integrated over 1 hao
9 meV. An incoherent scattering background from the sample has been
subtracted. The diffuse scattering is mostly magnetic in origin, since the phonon
contribution to the signal is small (except near the (2 2 0)-type positions seen in
panel Figure 5-1(a), where the fundamental Bragg peaks are strong). (b)
Calculation of the equal-time structure factor Smag (Q, w) for a model of
uncorrelated nearest-neighbor dimers. The intensity corresponds to 1/8 of the
total moment sum rule S(S+1) for the spins on the kagome lattice. Data
presented are unitless and normalized as shown by the color bar.
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an approximation of the equal-time structure factor and the precise one requires
energy integration over the entire excitation bandwidth. As a comparison, a
calculation of the equal time structure factor for a collection of uncorrelated
nearest neighbor singlets on a kagome lattice is shown in Figure 5-2(b). The
calculation considers the static structure factor from the perfect antiparallel
correlation within a nearest neighboring spin pair and averages the result, with
equal weighing, over three dimer orientations 120 degrees away from each
other. To first approximation, the observed magnetic signal resembles this
calculation. Therefore, the ground state wave function of herbertsmithite has a
large component resembling randomly arranged nearest neighbor singlets.
However, it is also clear that the data has sharper features than the calculation.
If the effect of sample mosaic and instrumental resolution is considered, the
difference in sharpness will be strengthened. Thus, the spin-spin correlations in
herbertsmithite must be of longer range than only nearest neighbors, which we
discuss further below. The intensity in Figure 5-2(b) corresponds to 1/8 of the
total moment sum rule S(S + 1) for the spins. For the data, the integrated
intensity up to h w = 11 meV corresponds to 20(3)% of the total moment which
is consistent with previously experiment using a polycrystalline sample [259].
At the lowest measured energy transfers, we observe additional features in
the pattern of the magnetic scattering. Figure 5-1(c) depicts the intensity
contour plot for h w = 0.75 meV showing additional broad peaks centered at (10
0) and equivalent positions. The (1 0 0) position does not correspond to a
nuclear Bragg position for this crystal structure. Additional scans taken with h w
between 0.25 meV and 1 meV confirm that this feature is generic to the low
energy transfers. This peak is likely influenced by the weakly coupled Cu2 ions
on the interlayer sites, which is believed to affect the scattering at the lowest
measured energies [228]. The overall insensitivity of the pattern of the scattered
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intensity to the energy transfer is another remarkable feature of the data.
Conventional spin-wave excitations take the form of sharp surfaces of dispersion
in (1, w)-space. Here, no surfaces of dispersion are observable in the data.
The measured scattering becomes slightly broadened upon warming to
higher temperatures, but the basic diffuse pattern remains. Figure 5-3(a) shows
the data for h w = 6 meV and T = 125 K. Here, the phonon background from the
empty sample holder was measured at T = 1.6 K with the same instrumental
configuration. A temperature independent empty cryostat background has also
been measured and subtracted from the sample holder background. The
difference, which solely comes from the aluminum sample holder, is then scaled
to T = 125 K using the thermal factor n(w, T) + 1 where n(w, T) is the Bose
occupancy factor. The phonon background from the empty sample holder at h w
= 6 meV and T = 125 K was obtained by adding back the empty cryostat
background. For comparison, the low temperature T = 1.6 K scattering for h w =
10 meV is shown in Figure 5-3(b), where the diffuse pattern is similar to the data
for lower h w previously shown in Figure 5-1. Another way to directly compare
the temperature dependence is to subtract the differential cross section
measured at T = 125 K from that measured at T = 1.6 K (which yields the quantity
Stotl.6K ( Q, w) - Stotl25K( , w)). This quantity is plotted in Figure 5-4(a)-(c) for h w
= 2 meV, 6 meV, and 10 meV. At small wavevectors (where the phonon
scattering is weak), the intensity is nearly temperature-independent up to T =
125 K. However, we note that the intensity near (2 0 0) and equivalent positions
appears to be slightly enhanced at higher temperatures.
The h w versus o dependence of the magnetic structure factor is plotted in
Figure 5-5 for two high-symmetry directions in reciprocal space: the (H 0 0)
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direction in Figure 5-5(a) and the (H H 0) direction in Figure 5-5(b). These
directions are indicated by the thick black lines on the reciprocal space map
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Figure 5-3 (a) Contour plot of the differential cross section Sto (Q, w) measured
at T = 125 K and h w = 6 meV (with E1 = 5.12 meV). (b) Contour plot of Stor (Q, w)
measured at T = 1.6 K and h w = 10 meV (with Ef =5.12 meV). The color bar is
normalized in Barns/(st. eV form.unit).
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Figure 5-4 The difference between the differential cross sections measured at T=
125 K from that measured at T = 1.6 K (Stotl.6K ( Q, W) - Stot125K( Q, w)) for (a) I w =
2 meV, (b) h w = 6 meV, and (c) h w = 10 meV. The areas outside the white
circular lines are strongly affected by phonon scattering from the aluminum in
the sample holder. The color bar is normalized in Barns/(st. eV form.unit).
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shown in Figure 5-5(d). These plots show that the spin excitations form a broad,
continuous band (or a continuum), extending up to the highest measured energy
of 11 meV. This is direct evidence that the excitations are fractionalized, forming
a two-spinon continuum in this two-dimensional antiferromagnet. Since
herbertsmithite is a strong Mott insulator, a two-particle continuum from
electron-hole excitations is ruled out. Judging from the green-blue transparency
of the crystal, the charge gap is approximately 2 to 3 eV which is much larger
than the neutron energy losses. In Figure 5-5(c) and its inset, the energy
dependences of Stot (Q, w) and Smag (Q, w) are plotted for high symmetry Q-
positions as indicated in the reciprocal space map in Figure 5-5(d). The scattered
signal is rather flat for 2 h w 10 meV but increase significantly with
decreasing energy-transfer below h w = 1.5 meV. Clearly, there is no indication
of a spin-gap down to h w = 0.25 meV at the measured reciprocal-space
positions.
The magnetic intensity can be plotted as one-dimensional "line-scans"
along specific directions in reciprocal space. In Figure 5-6(a), Smag (Q, W) is
shown along the (-2 1+K 0) direction, indicated by the thick blue line on the
reciprocal space map in Figure 5-6(d). Three energy transfers h w = 2, 6, and 10
meV are plotted, and there is no substantial change in the peak-width or peak-
shape as a function of energy transfer. In Figure 5-6(b), Smag (Q, w) is integrated
over 1 h w 11 meV and compared to the calculated equal-time Smag (Q, w)
for uncorrelated nearest-neighbor singlets. The solid line corresponds to the
result of the uncorrelated nearest-neighbor singlet model multiplied by I F( Q)12
where F(Q) is the free Cu2+ magnetic form factor. Here, it is clear that the
measured data, with sharper peaks, indicates longer correlations than the
nearest neighbor singlet model. Figure 5-6(c) depicts a line-scan of the dynamic
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structure factor (integrated over 1 h w 7 meV) along the (0 K 0) direction.
The nearest neighbor singlet model clearly underestimates the observed
scattering in the vicinity of the (0 2 0)-type positions. The discrepancy can be
spotted in Figure 5-1(a) as a slightly higher intensity shows up at the (0 2 0)-type
position. Also, a broad and weak signal appears around (2 0 0) position between
5 and 7 meV in Figure 5-5(a).
Further evidence of the continuum nature of the scattering is shown in Figure
5-7(a) where Stot (Q, w) is plotted along the K-F-K direction in the (1 0 0)
Brillouin zone. For 2 hw 7 meV, the scattered intensity is nearly constant
along this direction. Also, the data shows another point of contrast to the
nearest neighbor singlet calculation which predicts slightly larger intensities near
the K points. A recent theoretical calculation for Smag (Q, w) based on spinon
excitations over a small spin gap [114] has a similar pattern as the singlet model
with higher intensities near the K points. The data show no evidence for
significantly higher intensity near the K points. As mentioned previously, at low
energy transfers h w < 2 meV the intensity is broadly centered around F, as
shown in Figure 5-7(b) for h w = 0.75 meV. A central question for the ground
state of herbertsmithite is whether a spin-gap exists. The answer is crucial for
the classification of its theoretical quantum spin liquid state, many of which
possess a spin-gap. One surprising aspect of our data is that the spin excitations
appear to be gapless over a wide range of Q positions, at least down to h w =
0.25 meV. This is consistent with prior neutron scattering result on
polycrystalline samples [221]. Even when compared to theories for gapless spin
liquids, most such theories predict only a small set of special reciprocal lattice
points for which the excitations are truly gapless [125, 127]. For example, the
algebraic vortex spin liquid theory predicts 12 such points in one Brillouin zone
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Figure 5-5 Intensity contour plots of the dynamic structure factor as a function of
h w and Q for two high-symmetry directions in reciprocal space: (a) the (H 0 0)
direction and (b) the (H H 0) direction. These directions are indicated by the thick
black lines on the reciprocal space map shown in (d). Along the (H H 0) direction,
a broad excitation continuum is observed over the entire range measured. The
color bar shows the magnitude of Stat (Q, w) in Barns/(st. eV form.unit). (c)
Energy dependence of St, (Q, w) measured at high symmetry reciprocal space
locations. Data with hw ! 1.5 meV are taken with Ej = 5.1 meV, whereas data
with h w 1 meV are taken with Ef = 3.0 meV for better energy resolution
(except for at '*, which are taken with Ef = 5.1 meV). (Inset) Energy dependence
of Smag (Q, w) where the non-magnetic background scattering from the sample
is subtracted. (d) Legend showing the integrated areas in reciprocal space
referred to in the previous parts of the figure.
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Figure 5-6 Plots of the dynamic structure factor along specific directions in
reciprocal space. (a) Smag (Q, w) along the (-2 1+K 0) direction, indicated by the
thick blue line on the reciprocal space map in part (d). Three energy transfers h
w = 2, 6, and 10 meV are shown. (b) Smag (Q, w) along the (-2 1+K 0) direction
integrated over 1 h w 11 meV. (c) Smag (Q, w) along the (0 K 0) direction,
indicated by the thick orange line on the reciprocal space map in part (d),
integrated over 1 h w 7 meV. The solid lines in parts (b) and (c) are the
calculated equal-time structure factor for uncorrelated nearest-neighbor dimers
multiplied by /F(0)/ 2 where F(O) is the free Cu2+ magnetic form factor. (d)
Legend showing the integrated areas in reciprocal space referred to in the
previous parts.
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while the Dirac algebraic spin liquid calculation predicts only four points (a
subset of the 12 points: one at the zone center and three at the mid-points of
the zone boundaries). One possible caveat to our finding is that the small
percentage of weakly interacting impurities in the interlayer sites may hide an
intrinsic spin gap due to the kagome spins. Judging from the ~1 K [222]
interacting energy scale from thermodynamic studies and the energy
dependence of the excitations, however, it is likely that the impurities only affect
the excitations below 1 meV where the upturn in intensity is seen with
decreasing energy transfer. Thus, the hexagonal ring pattern of the structure
factor for 1.5 h w 11 meV is undoubtedly intrinsic to the kagome layers. And
consequently, this sets a conservative upper bound for the intrinsic spin-gap to
be ~J/10, if it exists. Again, this applies for every Q position where the magnetic
signal is seen. It may also be necessary for the theoretical calculations based on
the Heisenberg model on the kagome lattice to be modified to more closely
match the spin Hamiltonian of herbertsmithite, such as including the DM term
and an anisotropic exchange [247].
Fits to the line-scans of Smag (Q, w) along the (-2, 1+K, 0) direction are shown
in Figure 5-8(a)-(c). The fitted line shapes denote Lorentzians, and the estimated
magnetic correlation lengths of about 3.1 A for each energy transfer are
determined from 1/HWHM. A fit to the line-scan of Smag (Q, w) along the
longitudinal (0 K 0) direction is shown in Figure 5-8(d). The fitted line shape
denotes a Lorentzian, yielding a slightly larger estimated magnetic correlation
length of about 5.1 A. We note that the sample mosaic does not contribute to
the reciprocal space width in this latter direction. These estimates of the
correlation length are comparable to the distance between Cu2+ ions.
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Figure 5-7 (a) Intensity contour plot of the dynamic structure factor as a function
of h w and Q for the (K - r - K) direction shown as the thick orange line in the
inset. An excitation continuum is clearly observed. The color bar indicates the
magnitude of Stot (Q, w) in Barns/(st. eV form.unit). (b) A line cut plotting Smag
(Q, w) along the (K - r - K) direction with h w = 0.75 meV measured with E1 = 3.0
meV.
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Figure 5-8 Line-scans of Smag (Q, w) along the (-2 1+K 0) direction for (a) h w = 2
meV, (b) h w = 6 meV, and (c) h w = 10 meV. The solid lines denote Lorentzian
fits, and the spin correlation length shown is estimated using 1/HWHM of the
fitted peak. (d) Line-scan of Smag (Q, w) along the (0 K 0) direction at hw = 2
meV where the solid line denotes a Lorentzian fit.
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Our comprehensive neutron scattering measurements point to a continuum
of spin excitations with no observable lower bound. This is strong evidence for
fractionalized spinon excitations in this insulating two-dimensional magnet,
which is truly remarkable. In addition, this is the strongest evidence yet that the
ground state of the S = 1/2 kagome antiferromagnet herbertsmithite is a
quantum spin liquid. The pattern of the scattering further indicates that the spin-
liquid can be primarily characterized as a short-range singlet state. However, the
observed spin correlations definitely go beyond only nearest neighbors. An
intriguing aspect of quantum spin liquids is that while the spin-spin correlations
may be short ranged, the quantum coherence is long ranged. These neutron
results on herbertsmithite serve as a strong foundation for detailed tests of the
theoretical proposals for spin liquid states on the kagome lattice. In addition, it is
predicted that a doped quantum spin liquid can be approximately regarded as an
underdoped cuprate. As a result, a proper doping with charge carriers could
possibly transform a QSL into a high Tc superconductor. The gauge theory used
to study QSL, if proved successful, can be confidently generalized onto the more
complex problem with hole-doped superconducting cuprates.
There has been a false alarm that spinons have been seen in the 2D
anisotropic quantum magnet Cs2CuCI 4 [260, 261], an anisotropic triangular spin-
1/2 antiferromagnet. However, further theoretical work has unveiled a
frustration-driven dimensional reduction to 1D [262, 263]. The exchange along
one spin chain is three times stronger than those along the two inter-chain
directions. The effect of this anisotropy is enhanced by the frustration and
quantum fluctuation. As a result, the continuum observed was 1D in nature and
indeed looks remarkably similar to those observed on spin-1/2 Heisenberg
antiferromagnetic spin chains. Although dispersion normal to the major spin
chain has been observed and used initially as an evidence of the 2D nature of
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spinons, it has been eventually ascribed to the hopping of triplons-an bound
state of two spinons-across the major spin chains. In herbertsmithite, the
exchanges are equal in magnitude on the three sides of a triangular. More
importantly, the broad intensity shows a clear six-fold symmetry without an
apparent similarity to the 1D spectrum. No triplon-like dispersion exists either.
Regarding the possibility of two-magnon process, it is rejected due to the lack of
one magnon mode with a spin disordered ground state. Hence, the spinon
continuum in herbertsmithite is-without any doubt-2D in nature.
5.2 Summary
In this chapter, we have shown the strongest evidence yet of a quantum spin
liquid ground state. The data was collected on a "single crystal" sample with 15
pieces of deuterated crystals co-aligned. The spin-spin correlation has been
directly measured using inelastic neutron scattering. A continuum in
momentum-energy space has been clearly resolved with a clear 2D nature. The
continuum extends up to at least h w = 11 meV which excludes the possibility of
impurity contributions. It also shows a clear 6-fold symmetry in momentum
space which is consistent with the symmetry of the spin lattice. The well
standing explanation of such a continuum is two-spinon excitations. When an
incident neutron flips a spin, the excitation has S = 1 which fractionalizes into
two S = %2 spinons. Since momentum and energy are distributed among two
quasi-particles, there is no sharp feature.
The momentum dependence of the scattering intensity is almost energy
independent between h w = 1.5 meV and 11 meV. Below h w = 1.5 meV, the
pattern of intensity in momentum space changes which may be due to the
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dominant scattering from the interlayer impurity spins. The magnetic excitations
are gapless down to h w = 0.25 meV. Again, this could be an effect from the
interlayer spins. Based on the pattern shifts, an upper bound on the spin-gap is
estimated to be 0.1 J. The momentum dependence of the intensity resembles
the prediction based on uncorrelated nearest neighbor singlets on a kagome
lattice. However, the experimental data is less diffuse which indicates spin
correlations beyond the nearest neighbor. The correlation length has been
estimated to be approximately 5 A. Although smeared out, the diffuse nature of
magnetic excitations survives at least up to T = 125 K.
Our observation is consistent with a short ranged RVB quantum spin liquid.
The magnetic intensity captured up to h w = 11 meV energy transfer only
accounts for 20 % of the total scattering expected from the spin system. This is
reasonable since the two-spinon excitation can extends up to a multiple of J.
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Appendix
A. Quantum Orders, the Principle of Emergence and String
Net Condensation
Physics is a subject which addresses the fundamental laws in nature ranging
from elementary particles to the ultimate fate of the universe. One major branch
of physics-condensed matter physics-studies the properties of materials in a
variety of forms. The quantum spin liquid, a new state of matter, is of interest
primarily to the condensed matter community, yet may eventually shed new
light on a wide array of problems in other branches of physics.
A.1 States of matter and symmetry
It is known to all that matter exists in different forms, such as solid, liquid and
gas. These three forms of matter exist everywhere and play vital roles in our
daily lives. Despite the familiarity of these three phases of matter, the underlying
principles behind their properties were not known until relatively recently. Let's
ask a short but rather difficult question: what are the fundamental distinctions
between them? Or even simpler: what is a solid, liquid or gas?
Based on mechanical properties, a solid is resistant to shear deformations
while a liquid or gas is not. In other words, a solid maintains a well-defined
shape while a liquid or gas flows freely. The deformation in a material
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propagates as sound waves. In a solid, the deformation can be made in three
normal directions, x, y and z. As a result, the sound waves have three different
modes, two being transverse and one being longitudinal. A liquid or gas,
however, only supports the longitudinal modes. The longitudinal wave in a liquid
or gas results from the modulation of density.
By the late 19th and early 20th century, it was realized that all matter was
composed of discrete particles, with several dozen distinct types of different
fundamental particles. The particles were named atoms, which means indivisible
in Greek. Based on the discreteness of atoms inside a material, it has been
proposed that the different forms of matter feature different symmetries. A
liquid or gas retains continuous translational symmetry. Any displacement of a
liquid or gas will transform the state into itself. In contrast a solid (here I mean a
crystal), with a well-defined periodicity of lattice grids, breaks the continuous
translational symmetry into a discrete lattice symmetry. A displacement of a
solid will only be invariant if the distance is an integral multiple of the lattice
constants. From the symmetry point of view, gas and liquid are essentially the
same form of matter, called fluid. Solid state physics is the dominant branch of
condensed matter physics. Using symmetry group theory, all 230 symmetries of
crystals have been classified. If two substances have different symmetries, they
are in different forms. It is necessary to go through a phase transition to go from
one form to the other.
There are additional forms of matter beyond the three states above. For
example, liquid crystal consists of molecules with well-defined orientations. Such
a state breaks the rotational symmetry of the molecules while maintaining the
continuous translational symmetry. At even higher temperatures, a gas state
turns into a plasma state also with continuous translational symmetry. Until the
early 1980's, it was widely believed that physicists understood-using Landau's
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theory of orders and phase transitions [264, 265]-all forms of matters and the
phase transitions between them.
A.2 Fractional quantum hall states and topological orders
It was truly breaking news when the fractional quantum Hall effect (FQHE)
was discovered [266, 267]; the 1998 Nobel Prize in Physics would be awarded for
this discovery. In 1982, Tsui, Stormer and Gossard, with advanced semiconductor
technology, confined electrons on an interface of two different semiconductors.
The two dimensional electron gas (2DEG) was put under strong magnetic fields
(~30T) and ultra-low temperatures (~1K). They found, in the Hall conductance,
additional plateaus at non-integer values of 1/3 and 2/3 times the fundamental
charge. The fractional quantum hall state (FQHS) is a strongly correlated system.
The strong correlation between electrons-at odds with the common
expectation-did not turn them into a crystal but a liquid state due to the strong
quantum fluctuations originating from the small electron mass. Such a liquid,
arising from solely quantum effect, is called a quantum liquid.
Later measurements of the electron filling factors
nhc density of electrons (A.1)
eB density of magnetic flux quanta
have revealed a series of exact rational numbers, such as 1, 1/3, 2/3, 2/5, 2/7,
4/9 and etc. Some of these, such as 4/9 and 2/7, only show up in cleaner samples
at lower temperatures and are less stable while others are much easier to
observed. Here n is the electron density, h is Planck constant, c is the speed of
light, e is the unit charge and B is the applied magnetic field magnitude.
The integral quantum hall effect (IQHE) [268] has been well understood in
terms of conventional Landau levels. The key to the mystery of FQHE is much
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more elusive. Motivated by the unexpected fractional filling numbers, it is
believed that some type of internal order must be underlying the observations.
However, the FQHS is liquid in nature. According to Landau's symmetry picture,
all liquids have the same continuous translational symmetry and belong to the
same universality class. How can a liquid have many distinct internal orders? It
turns out that the FQHS falls totally outside the scope of the traditional
understanding of forms of matter from the symmetry point of view.
In order to understand this new phenomenon, a brand new concept,
topological order, was introduced [269]. According to X.-G. Wen [270],
topological order is a property of the ground state of a system at absolute zero
temperature with purely quantum effects. In contrast, Landau's theory was for
systems at finite temperature where thermal effects dominant. From this, it is
not a surprise at all that Landau's theory-which misses the quantum effects-
fails in the interpretation of the FQHE as it is a ground state property at ultra-low
temperatures. In a FQHS, it is invalid to treat the electrons as individuals due to
the strong correlations between them. In this case, the entire FQHS forms a
single wave function incorporating a huge quantum entanglement of all parts.
Consequently, the electrons move around each other in a well-defined global
pattern which give rise to the topological order. Different moving patterns
correspond to different topological orders and all moving patterns are liquid in
nature with the same symmetry. It is worth noting that all classical orders and
phase transitions may not be described by Landau's theory, such as the Kosterliz-
Thouless transition which leaves the symmetry invariant [270].
It is also known that a FQHS is incompressible which again comes from
quantum effects. Different topological orders are separated by energy gaps [270].
It costs a finite energy to incur a quantum phase transition. This finite energy gap
protects the topological order of the ground state and makes it stable.
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A.3 Quantum orders and spin liquids
Topological order is defined on a gapped system, such as the FQHS [270]. It
belongs to a more general concept called quantum orders [270, 271] which also
applies to gapless states.
Topological order does not only exist in the FQHS, it also appears in quantum
spin liquids. Actually, the concept of topological orders was first born in the
study of spin liquids. A spin liquid is a system consisting of strongly correlated
spins in a way similar to the electrons in a FQHS. Quantum fluctuations prevent
the spins from ordering and consequently a large number of spins form a single
wave function. In such a state, both lattice translational and spin rotational
symmetries of the spins are retained. There are also other examples of quantum
orders, such as topological insulators and superconductors. In many situations,
they are connected with each other and show similarities which result from the
underlying quantum ordered ground states.
Classification of classical orders relies on symmetry groups. To classify
quantum orders, new mathematics is needed. It has been proposed that
projective symmetry group (PSG) analysis can achieve this task [270]. Using PSG,
more than a hundred different two-dimensional spin liquids, all with the same
symmetry, have been classified. Some of them, called rigid spin liquids, have
their elementary low energy excitations fully gapped. These excitations, dubbed
spinons, may have fermionic, bosonic or fractional statistics. Other spin liquids,
such as Fermi spin liquids and algebraic spin liquids, have gapless spinons. While
these three kinds of spin liquids are stable, non-stable spin liquids, such as bose
spin liquids, also exist which support gapped spinons.
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The stability of the gapless spin liquids was a surprise. Back to the classical
picture, the stability of a classical ordered ground state and its gapless
excitations is protected by the symmetry. For example, in a crystal, the
elementary excitations of lattice vibrations are phonons. The gapless nature of
the acoustic phonons and the periodicity of the lattice are protected by the
discrete lattice symmetry. In a spin liquid, however, Landau's symmetry
breaking theory does not work. It turns out that it is the quantum order which
produces and protects the ground state and its gapless elementary excitations
[270].
The properties of the lattice can be inferred by probing the excitations it
supports, such as phonons. Phonons can be considered as the defects of well-
ordered lattice grids. The lattice structure can also be measured using X-ray
diffraction. However, an effective way to directly measure quantum order is a
challenging task. In most cases, it is easier to measure its elementary excitations.
In terms of quantum spin liquid, the low energy excitations are deconfined
spinons.
Compared with symmetry breaking orders, quantum orders are much richer
[272]. Classical order is specified by |$12, where LP is the wave function of the
system. In another word, classical order describes the state in positive function
of probabilities with an infinite numbers of parameters. However, quantum
order is described by @P, which is in general complex. It is apparent that quantum
orders contain phase information which is lost in classical orders.
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A.4 Quantum computing
Classical computers, which have changed the world since their invention in 1946,
are built based on Landau's symmetry breaking theory. Information is stored in a
classical ordered state and computations are conducted by manipulating these
classical degrees of freedoms. Although classical computing has brought a huge
technology revolution as can be seen everywhere, it is extremely weak in
performing simulations of a quantum system.
In principle, any quantum system can be understood precisely by solving the
Schrodinger equation. Technically, the calculation can be achieved using a
classical computer if given infinite time. In practice, the computing power
needed for solving an interacting quantum system is tremendous. Today's
computation resources can only solve a system consisting of slightly more than a
dozen interacting electrons [273]. If we can build a classical computer using all
the atoms in this universe, it would increase the size of solvable systems to
merely 100. A typical macroscopic material is absolutely beyond even
imagination! The fundamental reason is that a classical computer-armed with
classical orders in positive real space-is not compatible with a quantum
problem originating from the complex space. Let's take a S=1/2 quantum spin
liquid as an example. Suppose we have 1000 spins on a lattice forming a globally
coherent state. The computational basis is made up of all lx1, x 2 ,..., xiooo>'s
where xN, up or down, is the spin state of the Nth spin. To input a single state
vector into a classical computer, let alone performing computations, would
require a storage of 21000 complex amplitudes! The total number of atoms in the
observable universe is estimated to be around 2265. The complexity of such a
problem grows exponentially as the system size increases.
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It is apparent that our Mother Nature is capable of performing such a
formidable task even for all the atoms in the universe. But how? One possible
answer is that nature might perform quantum computing instead. A quantum
computer encodes information into the quantum entanglements and conducts
computations by manipulating the quantum orders. When confronted with a
many body quantum problem, a quantum computer can mimic the process and
perform the computation much more efficiently by reducing an exponentially
diverging complexity to polynomial. The trick is to bring things onto equal
footing by tackling a quantum problem using a quantum system. The quantum
spin liquid material discussed in this thesis, herbertsmithite, may be considered
as a prototype of quantum computer due to its coherent ground state. However,
the direct detection and manipulation of such a quantum order is way beyond
the scope of this thesis. Also, the absence of a spin gap, if true and intrinsic, may
destroy herbertsmithite's candidacy for quantum computing.
A.5 Principle of emergence and string-net condensation
This idea of this section comes from reference [271] and [273] where more
details can be found.
To understand a system by analytically solving the Schr6dinger equation
including all parts is a bottom-up method. This reflects the reductionism point of
view which studies the property of a system as the summation of its components.
However, there is no way we can accomplish this mission for any realistic
macroscopic object. This problem has been pointed out by P.W. Anderson in his
famous statement "more is different". In a macroscopic system, the properties
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cannot be represented by each single atom any more. We have to approach the
problem from a whole different perspective.
This is what condensed matter physics is all about. For example, in a crystal, a
periodic lattice is made up of atoms (let's just consider atoms here). The
elementary excitation of the lattice is a phonon which is the quanta of sound
waves caused by a deformation of the lattice. A phonon, with distinct properties
from the atoms, is a classical example of emergent phenomena. However, a
phonon also derives its properties from the atoms and the interaction between
them. As a result, a phonon contains crucial information about the underlying
lattice. In the long wavelength or low energy limit, phonons have uniform
properties, such as energy-independent velocities. As the wavelength are
reduced and approaches the distance between adjacent atoms, the slope of the
dispersion starts to change. Another example, a magnon, is a quanta of spin
chain vibrations. Both phonons and magnons are called Nambu-Goldstone
bosons which result from Landau's classical symmetry breaking orders. The
structural (spin) lattice can be considered as a condensation from the phonons
(magnons). There are more examples beyond phonons and magnons within
Landau's picture. All of these are gapless bosonic excitations.
Then where do fermions, such as electrons, and gauge bosons, such as
photons, come from? A photon has zero mass while an electron has a very tiny
mass. Both particles are gapless excitations that exist in vacuum. One answer to
this problem is that the vacuum is fundamentally different from a bosonic
systems such as a crystal. From this popular point of view, photons and electrons
are treated as elementary particles and are introduced by hand.
If we try to draw a comparison with the origin of phonons, we will end up
with a totally different conclusion. Phonons, together with their polarizations,
indicate the symmetry of the underlying medium. The existence of phonons is an
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indirect proof of the lattice order. Similarly, the existence of photons and
electrons also possibly indicates a hidden order. From this point of view, gauge
bosons and fermions are also emergent behaviors of a complex system. However,
there is one obvious problem. How can an order exist in vacuum which is
considered as an empty space?
It is proposed that our vacuum may be a string-net condensation [273, 274,
271, 275]. The string-net consists of long strings up to the size of the universe.
The fluctuation of the string produces gauge bosons while the fermions are the
end points of the strings. As a result, fermions are born in pairs. The string-net
features quantum order which protects the gapless nature of its elementary
excitations, such as photons and electrons. The length scale of the quantum
order in vacuum is on the order of Planck scale 10-35 m and energy scale is
around 1041 eV. No elementary particle has a mass more than 1012 eV, an
essentially gapless energy. As a result, photons and electrons well qualify as long
wavelength or low energy gapless excitations.
We have been treating the Coulomb law as fundamental. It is so beautiful in a
sense that the 1/r 2 expression has an exponent precisely equal to two. From the
principle of emergence, the Coulomb law may also be emergent from the
interaction in the underlying quantum orders which may be unreasonable and
ugly. Since ancient eras, it has been generally expected that the laws of nature
should be beautiful and perfect. Now we see that these may all originate from
the principle of emergence.
The principle of emergence could mean that those emergent quasiparticles
and elementary particles are perhaps the same thing. This makes it possible for
condensed matter experimentalists to make artificial elementary particles in
materials [276]. A short while ago, magnetic monopole quasiparticle were
discovered in spin ice materials [5, 6, 7, 8, 9]. Although these magnetic
148
monopoles are emergent quasiparticle excitations, their properties are identical
to those that would be exhibited by a true Dirac monopole. Do we really need to
distinguish it from the long-sought magnetic monopole missing in the Maxwell
equation?
A.6 Connection with quantum spin liquids
I have been talking about background knowledge that does not appear
frequently in the common literature about quantum spin liquid. However, this is
possibly a big story behind it. From this perspective, a quantum spin liquid is not
just a mineral or concept in condensed matter physics. It is a new state of matter
yet to be found in this universe. The FQHS, which contains topological order, has
brought a great leap forward in our understanding of ordering. However, the
quantum spin liquid state may contain a much more general quantum order. This
quantum order may contain the true and most fundamental law of the universe
which gives birth to a lot of today's so called physical laws. The string-net theory,
although yet to be tested and advanced, might be a theory for everything.
Currently, the string-net condensation has solved the problems for identical
particles, Fermi statistics and gauge structure with chiral fermions and gravity
yet to be included.
As detailed in the rest of this thesis, herbertsmithite, a mineral and the best
candidate of quantum spin liquid, might be the first realized string-net
condensation in lab. Being a bosonic system, it is predicted to support exotic
fermionic elementary excitations, dubbed spinons, coupled to gauge bosons. The
spinons have been directly observed for the first time, using inelastic neutron
scattering technique as discussed in Section 4.3, in this 2D system. Other than
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being a primitive quantum computer and a string-net condensation, it also bears
crucial key information to other elusive mysteries, such as high Tc
superconductivity.
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B. Additional Techniques on Single Crystal Herbertsmithite
In this chapter, additional experimental investigations on single crystal samples
of herbertsmithite using a variety of techniques are discussed. These studies are
pursued through worldwide collaborations. Introduced in Section B.1,
anomalous x-ray diffraction elucidated the long-debated disorder in
herbertsmithite [249]. The magnetic susceptibility intrinsic to the in-plane
spins-crucial information in our analysis in Section 4.2-is unveiled by Nuclear
Magnetic Resonance (NMR) in Section B.2 [256]. In Section B.3, Raman
Scattering measurements have supported a gapless quantum spin liquid ground
state [277]. Muon Spin Rotation (pSR) experiments, which offer support for an
exchange anisotropy, are introduced in Section B.4 [254]. Two recent works, one
measuring magnetization under ultra-high pulsed magnetic field [278] and the
other one using torque magnetometry [279], are visited in Section B.5 and B.6.
B.1 Anomalous single crystal x-ray diffraction
X-ray Diffraction (XRD) is a powerful technique to refine the site occupancy in
most structures. However, for herbertsmithite, it got stuck at the first hurdle.
This technique relies on the difference in scattering cross sections of different
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elements. For x-ray photons, the cross section is approximately proportional to
the square of the total number of electrons. Zn and Cu are next to each other in
the periodic table. As a result, their X-ray cross sections differ by very little.
Regular X-ray diffraction refinement, even performed on a large number of
independent reflections on a single crystal sample, can only tell the occupancies
of the Cu and Zn sites with an error bar around 10% [280]. This uncertainty is
comparable, if not larger, than the proposed degree of disorder in
herbertsmithite [234, 251, 281, 235, 282, 190, 222].
In order to elucidate the site occupancies for Cu and Zn, anomalous x-ray
diffraction has been performed at beamline 15-ID-C at the Advanced Photon
Source (APS) at Argonne National Laboratory. The incoming energies of the
photons are tuned to be at or slightly off the K-edge of Cu (8.979 keV) and Zn
(9.659 keV). At these energies, the incoming photon causes a photoelectric
excitations of a is electron and is strongly absorbed. Consequently, the
scattering cross section deviates from the ordinary value and a site specific
refinement distinguishing Cu and Zn occupancy becomes possible. Eight incident
energies have been used: two at the K-edges for both elements and six in
between or surrounding the absorption edges. Reflections collected with one
additional incident energy, far away from both edges, have been used to refine
the structure of the materials similar to regular x-ray refinements. The data was
collected at T = 95 K.
Data was quantified by least squares refinement of the structural model and
the reflection data, using the structure factor equation, with the real (f') and
imaginary (f ") components to the scattering factor
F(h, k,)= (f4 + f '+i. f")exp(2rr -i(hx + kyj + lz,)) (B.1)
j=1
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as parameters. A standard least squares minimization algorithm was used to find
the minimum in wR2(F 2). Reflection data from each of the eight wavelengths was
input into the program with the structure file obtained from data collected at
0.41382 x 10-10 m. Values for f" are strongly correlated with the overall
structure factor (OSF) in the centrosymmetric case, preventing f ' from being a
reliable source for data quantification. For that reason, f ' values for the intersite
and kagome site are plotted in Figure B-1. Beginning at longer wavelength, the f '
at the kagome site goes through a sharp decline with the minimum at the Cu-
edge. The data increase until 1.29704 x 10-10 m, at which point they level off,
maintaining linearity through the Zn edge. The absence of a decline at the Zn
edge indicates no population of Zn on the kagome layer. Simulation of the
calculated edge [283] provides an upper limit of 1% Zn on the kagome layer (with
an estimated total error, including experimental uncertainties, of ~3%). At the
intersite, beginning at longer wavelength, the data decrease steadily, reaching a
shallow minimum at the Cu edge. The data then increase, reaching a maximum
and intersecting the f' data for the kagome site at 1.3412 X 10-10 m: the point of
equal real scattering amplitude for Cu and Zn. The data then decrease reaching a
sharp minimum at the Zn edge, and finally increase following the edge.
Comparison of the intersite data to the calculated edges results in a best
estimate of 15(2)% Cu on the intersite.
This conclusion is backed up by several other techniques. First of all, Fourier
difference maps were calculated between the structure and the reflection data
at each wavelength to judge qualitatively the level of site mixing. At an
absorption edge, electron density holes were expected at the atomic coordinates
of the anomalous scatterers with electron density peaks at all other atomic
coordinates. In Figure B-2, Fourier difference maps for data obtained at the Cu
edge display deep electron density holes of -2 e/^ at the Cu coordinates on the
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kagome plane. On the intersite slice, peaks of 2 e/A3 appear at the Zn
coordinates, with no additional electron density in the plane. At the Zn edge, the
effect is reversed with the Fourier difference map displaying deep holes of -3
e/^3 at the intersite. On the kagom6 plane, peaks of 3 e/A3 appear at the Cu
atomic coordinates. This data provides a qualitative distinction between Cu and
Zn in the structure, and suggests, to a first approximation that there is no Zn-Cu
mixing.
Extended X-ray absorption fine structure (EXAFS) data were collected on
deuterated powder samples of ZnCu 3(OH)6 Cl2 at the Cu and Zn K-edges, taking
advantage of the radically different chemical environments on the kagome plane
and intersite. A Fourier transform of the Cu edge EXAFS data revealed a peak at
2.77 A, corresponding to the Cu-Cl distance. The data at the Zn edge show no
amplitude at a distance of 2.77 A. Fits of the EXAFS data using FEFF showed the
Zn occupancy on the kagome lattice to be statistically insignificant from zero.
The 30% difference in the neutron scattering lengths of Cu and Zn
recommended the use of Rietveld refinement of NPD data. An initial refinement
with the structural parameters of ordered herbertsmithite, ZnCu 3(OD)6 Cl2, led to
an R(F2) of 3.84. Three sets of refinements, each fixed to a chemical formula as
(intersite)(kagome site)(OD)6 CI2, were performed on the data to evaluate the
validity of site mixing. The first refinement-fixed to Zn(Cui-xZnx) 3(OD) 6Cl2-did
not lead to a statistically significant improvement in the data, with an average
R(F2) of 3.74, and no clear minimum across the range of calculated x values. The
second refinement-fixed to (Zn 1-3xCu 3x)Cu 3(OD) 6Cl2 -gives a gradual minimum
of R(F2) = 3.625 appears at x = 0.12. The third refinement-fixed to (Zn1 _
3xCu3x)(Cui-xZnx)3(OH)6Cl2-has a shallow minimum around x = 0.10, and R(F2) =
3.62. It becomes obvious that adding mixing in the kagome plane does not
improve the statistics of the refinement compared to the model with no Zn
154
mixing onto the kagom6 plane. However, mixing on the intersite, allowing the
Zn:Cu ratio to deviate from 1:3, can do the job. This data demonstrates that
there is likely mixing on the intersite, but the NPD data cannot resolve the
question of mixing within the kagom6 plane.
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Figure B-1 Calculated anomalous dispersion at each incident wavelength for the
kagome site (green circle) and intersite (red square). The lines connecting the
data points serve as a guide for the eyes. The absorption wavelengths are
indicated by the black dotted lines and the calculated anomalous dispersion for
pure Zn occupancy on the intersite (Cu occupancy on the Kagome site) is shown
by the solid red (green) line. (Figure reproduced from ref. [249].)
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Figure B-2 Fourier difference maps were calculated between the structure and
the reflection data. Top: Difference maps at the Cu K-edge on a linear scale of 2
to -2 e/A3, shown at the left. Bottom: Difference maps at the Zn K-edge on a
linear scale of 3 to -3 e/A3, shown at the left. Maps on the left were calculated in
the intersite containing plane z = 0, maps on the right were calculated at the
kagome layer containing plane z = 0.16667. Corner: Portion of the crystal
structure demonstrating the planes used to calculate the difference maps,
purple represents z = 0, green represents z = 0.1667. (Figure reproduced from ref.
[249].)
The fact that there is at most minimal Zn-Cu mixing within the kagom6 layers
implies that chemical disorder within the 2-D layers cannot be an explanation for
the unusual magnetic properties observed. This means that the intrinsic property
of the kagome layer is not strongly perturbed.
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B.2 Nuclear magnetic resonance measurement of local
susceptibility
The 2D nucleus, consists of one proton and one neutron, has a nuclear spin I = 1.
According to the selection rule Al,= ±1, only one spectral peak is expected from
dipole transition. However, nuclei with spin I > 1-due to the ellipticity of charge
distribution-possess an electric quadrupole moment, such as 2D nucleus. If all
Cu sites are equivalent, we would expect to observe a pair of NMR transitions
between the nuclear spin state 1, = +1 and Iz= 0 (or 1, = 0 and 1, = -1). In general,
one can express the resonant frequency of each 2D site as
f = YnBioa1 k vc (B.2)
where the nuclear gyromagnetic ratio is y = 2 z = 6.53566 MHz/Tesla, and Boto;t
represents the total magnetic field seen by each nuclear spin. The second term,
± v , represents contributions of the c-axis component of the nuclear
quadrupole interaction for the aforementioned 1, = ±1 to 12 = 0 transitions. The
± is proportional to the second derivative of the total Coulomb potential at
the 2D sites, and small differences in the local structure lead to distinct values of
the NMR line splitting ± vc .
The total local magnetic field at each 2D site
Btti = B, + B1. (B.3)
is a summation of the external and the hyperfine magnetic fields from nearby
electron spins polarized by Bext. The NMR Knight shift equals
B
2K= = AtXspin +Kchem (B.4)
Bext
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where A' is the hyperfine coupling constant between the observed 2 D nuclear
spin and the electron spin at the ith Cu site in their vicinity, and xspin, is the local
spin susceptibility at the ith Cu site. Kehem is a small temperature independent
chemical shift originating from the orbital motion of electrons. Since Bhf is
proportional to local spin susceptibility in the vicinity of the observed 2D site, one
can gain insight into the position dependent spin susceptibility within the
kagome plane by keeping track with the temperature dependence of f± at
different sites. If there are Cu2. ions on the interlayer sites, then additional pairs
of peaks will be observed. A 2D nucleus close to an interlayer Cu2+ ion will be in a
different local magnetic field than the one that is far away. This will be the case if
and only if there is disorder in this material.
Experimental results are shown in Figure B-3. Three pairs of 2D NMR signals,
A+, B+, and C± are observed corresponding to three distinct 2D sites in
ZnCu 3(OD)6 Cl2 with locally different environments. Within experimental
uncertainty, the quadrupole line splittings are temperature independent.
Consequently, all temperature dependence of the resonance reflects local
magnetic susceptibility through the term y As temperature decreases, A+
peaks progressively shift to lower frequencies and split off below 10 K. As shown
below, this is because A sites are under the direct influence of the Cu2+ defect
spins at nearest neighbor (n.n.) Zn sites.
The results in Figure B-4(a) indicate that the Knight shift 2 K(A) is anomalously
large compared with 2K(B) and 2K(C). Furthermore, the temperature dependence
of 2 K(A) obeys a single Curie-Weiss law in the entire temperature range with a
Weiss temperature, OA = -3.5 K. Also, 2 K(A) asymptotes to Xbulk in the low
temperature limit. In fact, the low temperature behavior of Xbulk can be
approximated by a Curie-Weiss law Gcw ~ 0.12 / (T + Obulk) with GbuIk = -1.2 K; the
extrapolation of Xcw to higher temperature reproduces the temperature
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dependence of 2 K(A), as shown by a solid curve. The slight overestimation of OA =
-3.5 K in Bext = 8.4 T by NMR over ebulk = -1.2 K is due to the saturation of defect
spins in high fields. Thus we have identified the source of the large enhancement
of Xbulk observed below 50 K as arising from defect moments neighboring 2D A
sites whose behavior can be modeled with a Curie-Weiss law. The vanishingly
small Weiss temperature implies that interactions among these defect moments
are very weak. This weak coupling may explain the effectiveness of a simple
Curie-Weiss law, even though a distribution of coupling strengths would be
expected for a random arrangement of defects.
Based on the relative intensity of well-resolved peaks A+, B+, and C+ at 295 K,
the population of A, B, and C sites are estimated as 14 ± 2%, 28 + 4%, and 58 ±
4%, respectively. In view of the fact that each Cu2+ defect occupying the Zn sites
has 6 n.n. and 12 n.n.n. (next nearest neighbor) 2D sites, we assign A and B sites
as the n.n. and n.n.n. sites of the Cuz+ defects, respectively. These site
assignments also imply that 14±2% of the Zn sites in our single crystal are
occupied by weakly interacting Cu2+ spins, and there is no 2D NMR signature of
Zn2+ anti-site defects occupying the Cu2 + kagome sites. These findings are
consistent with anomalous x-ray refinement results discussed in Section B.1.
In contrast with the Curie-Weiss behavior of A sites, the Knight shift 2 K(C) at C
sites (at least 58% of kagome spins) is very small without a large enhancement
toward T = 0, as shown in Figure B-4(a). Thus, the defect moments do not
significantly couple to the Cu ions in the kagome plane beyond the n.n.n. Cu sites,
with which the 2 D C sites are bonded. Since we can't resolve the 2 D B sites from C
sites below ~ 50 K, 28% of Cu sites adjacent to B sites don't have a large
enhancement of Xspin, either, although we can't entirely rule out a mild
enhancement. We have established that the Curie-Weiss contribution Xcw to Xbulk
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Figure B-3 Representative 2D NMR lineshapes observed in Bext = 8.4 Tesla
applied along the c-axis. We observe three pairs of quandrupole-split NMR lines,
A+, B+, and C+. Downward arrows mark the resonant frequencies f+ for A+. Notice
that the horizontal scale is changed for (b). (Figure reproduced from ref. [234].)
160
(a) -+- A-sites 2D NMR
u B-sites
-0.6 C-sites -0.24
-0.16
-0.4
-- 0.08
-0.2
0 0
0 50 100 150 200 250 300
T (K)
0.02 - - -- -0.8
(b)
e K(A)
Xkagome -0.6
0.01 -0--0.4
E*
i6i 
-- 0.2
0 -- 0
0 50 100 150 200 250 300
T(K)
Figure B-4 (a) NMR Knight shift 2K at three distinct 2 D sites. Solid curve
represents the best Curie-Weiss fit with Obulk = -3.5 K. A'. is negative in the
present case, hence the vertical axis is reversed. (b) (+): The bulk averaged
magnetic susceptibility measured by SQUID in 0.2 Tesla for a collection of small
single crystals with random orientations. The solid curve represents
extrapolation of the Curie-Weiss contribution with 8 bulk = -1.2 K estimated by
fitting Xbulk below 3 K. (e): 2D NMR Knight shift 2 K(A) measured at the A site,
which exhibits nearly identical temperature dependence as Ocw. (o): The intrinsic
spin susceptibility within the kagome plane, Xkagome = Xbulk - Xcw. (Figure
reproduced from ref. [234].)
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originates from the immediate vicinity of the Cu 2 defect moments occupying the
Zn sites.
In earlier studies of various quantum antiferromagnets, Xcw was generally
subtracted from Xbulk to reveal intrinsic behavior, e.g. [284]. In Figure B-4(b), we
present Xkagome = Xbulk - Xcw, together with Xbulk and Xcw. Once we subtract Xcw, a
qualitatively different behavior of Xkagome emerges; Xkagome saturates below ~100 K,
then decreases with temperature toward T = 0. The temperature dependence of
Xkagome is consistent with the theoretical prediction based on a high temperature
series expansion with J / kBs ~180 K as shown by a dotted curve. Our finding near
T = 0 is also consistent with earlier reports based on 35CI and 170 powder NMR
that Xspin at some fraction of Cu sites decreases toward T = 0 [234, 235]. However,
dramatic NMR line broadening hampered the efforts to probe the bulk-averaged
behavior below 50 K in these earlier powder NMR studies.
B.3 Evidence of gapless quantum spin liquid from Raman
spectroscopy
Raman spectroscopy is a technique of inelastic scattering of optical light. When
an optical photon interacts with the material, it can lose energy with a negligible
transfer of momentum. As a result, magnetic excitations and optical photon
modes can be probed at the zone center. This is a unique method in the sense
that it is sensitive to low energy topological, electronic, or magnetic excitations.
Singlet modes (S = 0) can be observed, which may otherwise only be probed in
specific heat measurements. In spectroscopy, a commonly used unit of energy,
cm , equals 0.124 meV.
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Raman scattering measurements have been performed on two single crystal
samples. One is hydrothermally synthesized herbertsmithite and the other one is
from natural mineral sources. The synthesized sample is transparent while the
mineral sample is slightly transparent with a stoichiometry of Zno.8Cu3 .2(OH) 6Cl2.
Raman spectroscopic studies were performed in quasi-backscattering geometry
with a linearly polarized solid state laser (A = 532 nm) and 1 mW laser power. The
incident k-vector of the photon is normal to the kagom6 plane. Investigations of
the polarization dependence were performed by rotating the sample within the
kagome plane.
The factor group analysis yields 12 Raman active phonon modes according to
the R-3m space group: F Raman = 5 - Aig + 7 - Eg. As shown in Figure B-5(a), 7 sharp
modes at low to intermediate energies (123, 148, 365, 402, 501, 697-702 and
943 cm 1) are observed on the mineral crystal and assigned to different
symmetries according to their polarizations. The spectrum collected on the
synthesized crystal is very similar. With decreasing temperatures we observe a
moderate reduction of linewidth of all phonons, possibly caused by the decrease
of anharmonic phonon scattering processes or other fluctuations. A less intense,
asymmetric mode with a Fano lineshape is observed at 230 cm1 whose
integrated intensity increases as temperature drops. This effect is reduced by
half in the synthesized sample. When cooling, the Fano linewidth decreases until
~70 K. This lineshape may originate from the coupling of the corresponding
phonon to a continuum of states. As its energy range is within the energy range
of spin-fluctuations [259] and the compound is a Mott insulator the
corresponding continuum is attributed to magnetic fluctuations. The mode itself
is probably induced by crystallographic disorder as the larger intensity modes
already exhaust the total number of Raman active modes. With decreasing
temperatures also the Aig phonons at 123 and 148 cm1 gain a Fano line shape.
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At low frequency and for high temperatures there is a pronounced quasi
elastic scattering contribution (QES). At low temperatures a broad, finite energy
maximum is observed. Such a scattering is frequently observed in compounds
that realize low dimensional spin systems, as spin chains [285] or frustrated
dimer systems [286]. It is related to energy density fluctuations that couple via
spin-phonon coupling to the lattice. This continuum is observed for both the
natural as well as the synthesized single crystal, as shown in Figure B-5(b) and (c).
We attribute the broad continuum in ZnCu 3 (OH) 6Cl2 to scattering on magnetic
correlations as it resembles two-magnon scattering of a quantum
antiferromagnet in the paramagnetic state [287]. The dashed lines show the
similar corresponding results in crossed polarization.
An analysis of the QES (black dots) at 295 K is given in Figure B-6(a) together
with a Lorentzian (solid red line) and a Gaussian (dashed green line) fit. The data
is in better agreement with the Lorentzian line shape. Figure B-6(b) shows the
temperature development of the QES intensity in the synthesized (black dots)
and the natural crystal (blue triangles). The decrease in intensity with decreasing
temperature can be fitted with power laws (red and green curves). The observed
exponent varies from I T3 2 to I ~ T5 for the synthesized and the natural sample,
respectively. The power law-like temperature dependence in ZnCu 3(OH)6 Cl2
implies a spin liquid state with more gradually evolving spin correlations [227].
We attribute the softer power law in the synthesized single crystal to the
reduced number of defects leading to an even more gradual evolution of spin
correlations.
It is important to note that we observe no further signal that could be
interpreted as of magnetic origin. In particular, there are no sharp modes at low
energies. This statement is assured down to energy scales of approximately 5 -
10 cm1. Figure B-7(a) zooms into the low frequency regime (up to 100 cm') at T
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Figure B-5 (a) Temperature dependence of Raman spectra of the natural sample
in the frequency regime 30 to 725 cm- 1 and in parallel xx polarization. Spectra
are shifted for clarity. (b) and (c) show the Bose corrected spectra for the natural
crystal and the synthesized sample, respectively, with phonon modes subtracted
(dots) together with a fit to the background. The dashed black lines in (b) and (c)
correspond to the fitted background in crossed xy polarization at 5 K. The
spectra at T = 295 K in (b) and (c) are shifted in intensity for clarity. (Figure
reproduced from ref. [277].)
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Figure B-6 (a) Fit of Lorentzian (solid red line) vs. Gaussian (dashed green line)
line shapes to the data (black dots) of the natural sample at low frequency and T
= 295 K. The phonon modes at 123 cm~1 and 148 cm 1 are subtracted. (b)
Temperature dependence of the intensity of the QES in the synthesized crystal
(black circles) and the natural sample (blue triangles). The dotted (dashed) line is
a fit to the data using a power law according to I T3 2 (1~ T5) for the synthesized
(natural) sample as described in the text. (Figure reproduced from ref. [277].)
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= 5 K. There is a linear frequency dependence towards the maximum and we can
use its slope as a measurement of the integrated intensity, less sensitive to
fluorescence backgrounds. In Figure B-7(b), the slope of the low energy
scattering is plotted as function of temperature. It increases approximately
linearly with decreasing temperature (T < 50 K). Both samples show this linear
temperature dependence. However at higher temperatures the synthesized
sample has again the more pronounced T dependence as shown in Figure B-7(c).
Such a linear increase of scattering intensity is anomalous and not compatible
with the expected Bose factor. However, it is frequently observed for magnetic
Raman scattering in low dimensional spin systems that are close to quantum
critical.
The experimental observations can be compared with several theoretical
calculations. First, calculations based on a modified Shastry-Shraiman model
describing a U(1) Dirac spin liquid predicts, in symmetry components of Aig, A2g
and Eg, a broad continuum extending from low energy shift up to about 600 cm 1
(~ 5 J) with sharp peaks appearing ih Eg and A2g channels [288]. The continuum
comes from the pair excitations of spinons. The broad continuum, as shown is
Figure B-5(b)&(c), supports the theoretical prediction. The lack of sharp modes in
the observed spectrum may be due to the finite life time of the excitations, the
gauge field interaction between the spinons (ignored in the calculation) or the
effects of disorders as seen in other frustrated dimer systems. The linear energy
dependence of the scattering intensity, as shown in Figure B-7(a), is consistent
with the predicted power law for a gapless Dirac spin liquid.
Second, the spectral continuum is also consistent with the calculation based
on dynamical singlet fluctuations on the kagome lattice [289]. The results,
calculated using large-scale exact diagonalizations on a 36 site lattice, show a
broad continuum extending over a range of 2 to 3 J. Again, the absence of a
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predicted intensity spike at lowest energies co/J 0.2 ~ 25 cm~1-caused by a
high density of low energy singlet and triplet excitations-may result from the
effect of disorders which induces broadenings and spectral weight shift.
Third, it is proposed that the weakly broken translation symmetry of the spin
system of a valence bond crystal state, if it exists, can be detected from the
polarization dependence in the Eg symmetry channel [290]. However, the
difficulty of separating the spectral intensity into each symmetry components
prevents a conclusive comparison with theory.
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Figure B-7 (a) Linear fit to the low frequency scattering in xx polarization of the
natural crystal at T = 5 K. (b) Temperature development of its slope including a
linear fit. (c) Temperature development of the intensity of the continuum in both
the natural and synthesized sample with guides to the eye. (Figure reproduced
from ref. [277].)
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B.4 Refining the spin Hamiltonian using muon spin
rotation/relaxation/resonance (pSR)
Discovered unexpectedly in 1937, the muon (p.) is a subatomic particle carrying
one unit charge-positive for p* and negative for p- and spin M. Quite often, it
is thought as a heavy "positron" or "electron" with a mass 200 times that of an
electron. When it is generated from the decay of a pion under weak interaction,
the maximal non-conservation of parity aligns the momentum antiparallel to the
spin, resulting in a perfect spin polarization. Inside a solid, the muon often comes
to a stop at some specific high symmetry interstitial site and its spin precesses
under the local magnetic field. A muon is unstable with a life time of 2.197
microseconds. The information of the muon spin after a specific time lapse will
be carried by the electron-one of its decay daughters-for measurement. There
are many variations of the muon probes depending on the instrumental setups,
such as transverse field (TF) pSR where a magnetic field is applied normal to the
spin polarization/incident moment. In some cases, pSR is the most sensitive
detection of local magnetic moments. For most experiments in condensed
matter physics and chemistry, p*SR is highly preferred over pfSR due to the
issues of depolarization, nuclear capture and higher noise of the latter one.
In our experiment, the c axes of six single crystals were co-alligned, leaving
the a and b axes random, within a few degrees by a thin Mylar tape and placed
onto a low-background sample holder on the M15 surface muon channel at
TRIUMF, Canada. Transverse field pSR spectra were gathered in the temperature
range between 2 and 250 K in a constant field of poH = 4 T. Thereafter, the
mosaic was rotated by 900 to probe the second orientation of the crystals.
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Raw data in the time domain for the T = 2 and 250 K are shown in Figure B-8
in a rotating reference frame of 539 MHz. When cooling from 250 K to 2 K, the
vertical line indicates that in the H I c case [panel (a)] no change in the rotation
frequency is detected and only an increase in the relaxation is observed. In the H
I I c case [panel (b)] the frequency does shifts higher and the relaxation
increases. In light of the Fourier transform the function
t -(0)2
AT(t) = 4'Aexp(- )cos(cat + eg,) + A. exp( 2 )cos(ht + 2 ) (B.5)
is fitted to these data globally and shown using solid lines. The explanation of the
above equation is detailed in ref. [254].
The result from the Fourier transforms is shown in Figure B-9 for T 40 K. At
the highest T (not shown) a symmetric peak at 542.1 MHz is seen for both field
orientations. Below 150 K the peak becomes asymmetric (not shown). Below 40
K, two clear peaks show up in the HI Ic measurement [panel (a)]. This happens
only at 20 K in the H I c measurement [panel (b)]. In both cases, the emerging
lower intensity peak appears below 542.1 MHz. As the temperature is lowered,
the low intensity peak in the H | c spectrum shifts to even lower frequencies
and broadens. In contrast, the low intensity peak for H I c smears out quickly,
and is unseen at 2 K. The high intensity peak does not shift in either case. In the
time domain one sees the mean frequency. Different from the case for H I c,
the mean frequency shifts upward since the low frequency peak diminishes
faster than the high frequency peak in the H I I c case. The low frequency peaks
can be assigned to muons that are influenced by the magnetic kagome planes,
since such a wipe out of the signal is typical of slowing down of'spin fluctuations,
which is expected as T decreases. The reduced Fourier amplitude in Figure B-9
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upon cooling originates from the very fast relaxation at early times in the time
domain raw data.
A TF-IpSR experiment is a sensitive probe of the magnetization M of the
specimen through the precession frequency of the muon spin. The frequency
shift Kaa(T) for a field in the a direction is proportional to Ma/Ha defined here as
X a(T). However, it should be noted that the ratio of shifts in different directions
is not the same as the ratio of susceptibilities in those directions, since the shift
is also determined by the muon-spin to electronic-spin coupling. This coupling
has a significant dipolar character. In Figure B-10(a) we plot the frequency shift,
Ki i, = ( w 2 - C lI,1) / O 2, versus temperature. The shifts KIi and K1 behave very
differently with decreasing temperature. KI increases rapidly with decreasing T
below 100 K and reaches 800 ppm at 2 K. In contrast, K1 fluctuates and is very
small. Its temperature average K1(T) = -30(50) ppm hints that these might be
muon site fluctuations. K, I is an order of magnitude larger than the macroscopic
susceptibility X at the same applied field as measured by a SQUID [12]. In Figure
B-10(b) we present the relaxation rate 1/T*', . The relaxation in both directions
is flat and small down to 70 K and then it increases. However, at low T, the
relaxation is very different for the two directions. Since 1IT* is proportional to
the susceptibility [291, 292], the relaxation measurements indicate that the
system has an easy-axis in magnetization.
The fact that Kii - 4 rX might indicate that the muons are working as a
magnetometer. Considering the small demagnetization (0.04 pLB/Cu induced at 4
T) and the qualitatively different local responses in different orientations, the
behavior of K1 and Ki1 indicates a very small spin response when the field is in
the kagome plane compared to a field perpendicular to this plane. These results,
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Figure B-8 pSR data in the time domain using a rotating reference frame of 539
MHz, for the two different field directions and two different temperatures: 250
and 2 K. (a) H I c; no shift is detected between the two temperatures, but an
increase in relaxation is observed. (b) H I I c; a shift in the frequency and
increase in relaxation are observed. The solid lines are fits of Eq. B.5 to the data.
The solid vertical line shows when a shift is present and when it is not. (Figure
reproduced from ref. [254].)
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Figure B-9 The temperature dependence of the Fourier transform of the piSR
asymmetry data in a field of 4 T. (a) The spectra obtained when the field H is
parallel to the c-axis, which is normal to the mosaic (and thus to the kagome
plane). (b) The spectra obtained when the field H is perpendicular to the c-axis.
(Figure reproduced from ref. [254].)
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Figure B-10 The temperature dependence of (a) the muon frequency shift K
(errors are smaller than the symbol) and (b) relaxation rate 1/T2* for two
orientations of the crystals (filled symbols for H | c, hollow for H I c). The solid
line represents a Curie-Weiss type law. The inset shows a typical crystal. (Figure
reproduced from ref. [254].)
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once again, indicates that Herbertsmithite has an easy axis for magnetization.
We fit K i(T) to a Curie-Weiss type law and find G = -35 K.
In Figure B-10(a), the shifts, and consequently the susceptibilities, are
apparently different under two field orientations for T > 65 K. As a result, the
two Curie-Weiss temperatures also differ. Starting with an anisotropic
Heisenberg Hamiltonian,
H = IgiA JI' .5' + JSS + i (Sj X Si) (B.6)
i JJ Ii j#i
it can be shown (details in ref. [254]) that a DM term, the last one, is insufficient
to explain the difference in the high temperature limit where (T - 8c6)2 >> I D 12
Here the first term is the Zeeman energy in a magnetic field. The second and
third terms are the dominant antiferromagnetic exchanges with J, # J_ in
general. For Oc, = - 35 K and T = 65 K, (T - Ocw)2 = (100 K)2 . From the proximity to
a quantum criticality, NMR spectra analyses and electron spin resonance (ESR)
measurements, the magnitude of the DM vector I D I is close but slightly smaller
than 0.1 J. Since J corresponds to 200 K, a good estimation of I D I would be 15 ~
20 K. Thus, (100 K)2 >> (20 K)2. An anisotropic Heisenberg exchange is necessary
to address the two different Curie-Weiss temperatures. This is consistent with
the thermodynamic studies on a single crystal sample in Section 4.2. Also similar
to our arguments in Section 4.2, a DM term can exist but is not sensitively
probed here either.
B.5 Ultra-high field magnetization study of a quantum plateau
As discussed previously, the interlayer Cu2 spins, the DM interaction and the
exchange anisotropy all stand in the way of probing the true quantum ground
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state of the kagom6 antiferromagnetic Heisenberg model in herbertsmithite.
Assuming an effective suppression of these perturbations by a magnetic field
between 10 T and 14 T, the intrinsic magnetic susceptibility at T = 1.7 K has been
estimated as Xi(1.7 K) = 1.5 X 10- 3 cm 3/mol Cu [222]. However, this value is only
an upper limit as a 14 T field does not deeply drive the system into the linear M
vs H region at 1.7 K. It has been suggested that a 30 T magnetic field can
suppress the effects of these weak perturbations [293]. Also, theoretical
calculations have suggested that for an RVB ground state in a kagome lattice, a
magnetization plateau will occur at Y3 saturation magnetization. Those
calculations suggest either a trivial plateau, similar to those observed for systems
with two coupling pathways and two J values, or a quantum plateau, akin to a
second RVB state at high field. While there are a plethora of theoretical
predictions for a RVB state at high field [294, 295, 296, 297, 298], specifically for
herbertsmithite [293, 299], experimental observations of magnetization plateaus
thus far have been restricted to systems with multiple J values, in which a trivial
plateau is expected [300, 301, 302, 173].
The measurements were performed in the 65 T pulsed-field magnetometer at
the National High Magnetic Field Laboratory (NHMFL) at Los Alamos National
Laboratory (LANL) where the crystals of herbertsmithite were aligned in the
sample holder such that the magnetic field was applied perpendicular to the
crystallographic c-axis. The directly measured signal was V / (dM/dt), where t is
time. Numerical integration was used to evaluate M. Data were acquired at the
base temperature of the instrument for consistency (T = 0.4 K). Due to the
vibration of the instrument with increasing magnetic field the signal to noise
ratio decreases with increasing field.
Starting from zero applied field, a sharp rise in magnetization is observed as
in Figure B-11(a) with increasing magnetic field. The slope graduate decreases,
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following a shape similar to a Brillouin function to 10 T. From 10 T to 45 T, the
data increase linearly, with a constant susceptibility. At 45 T, the data rapidly
decrease in slope. Five different pulses to 55 T were averaged. The plateau
feature appeared in each of the averaged pulses. To ensure that the plateau was
not an effect of vibrational resonance at a particular pulse height, pulses were
acquired to 60 T. The data appeared matched the previously observed shape and
the plateau was observed in both higher field shots. From 48 T until the end of
the measurement, the original slope reappears.
Since the integrated magnetic moment cannot be calibrated to absolute scale
in the pulsed field experiment, normalization needs to be performed by
comparing with the AC susceptibility obtained using a Quantum Design Physical
Properties Measurement System (PPMS) at 14 T. It is reasonable to assume that
at 14 T the intrinsic susceptibility dominants and the M vs. H slope should be
equal to X'intrinsic. The scaling can be fine-tuned using the number of free spins on
the inter-sites contributed by the Cu2+ ions. The number of impurity spins for the
particular sample was measured to be 26% using the anomalous X-ray
refinements. This calibration is currently in progress. We have to wait until it is
finished to know whether the plateau observed appears at 1/3 of saturation or
at some other particular fraction. Since the plateau data is close to the end of
the shot where the vibration from the machine is significant, the limited quality
of the plateau prohibits further quantitative line shape analysis. Another piece of
information we can possibly get from this data is the intrinsic susceptibility of the
kagome spins. However, this number also relies on the proper normalization of
the magnetization. The linear M vs. H relation, spreading over tens of Tesla, is a
strong indication that the Brillouin-like saturation of the magnetization at low
fields is an extrinsic effect from the impurities.
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Figure B-11 (a) Average of five pulses to 55 T with backgrounds subtracted
individually. A fit to the data is shown in blue. Inset: a cartoon picture describing
one possible microscopic mechanism of the 1/3 saturation plateau. The oval
depicts a singlet of two spins while H is the magnetic field. (b) A zoom-in at the
plateau.
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Perturbations on the spin lattice with various external forces have been
calculated to enable a more detailed understanding of the physics of a spin liquid.
For a geometrically frustrated antiferromagnet on a triangular lattice or a
distorted kagom6 lattice, a plateau at % magnetization is predicted. On the
distorted kagome lattice the two competing coupling constants allow for a
stabilization of singlet state over another, giving a "trivial plateau" as described
in the inset of Figure B-11(a). In a structurally perfect kagome lattice, a symmetry
reducing geometric distortion, analogous to a spin-Peierls distortion, is not
predicted. For a spin liquid, a quantum plateau of magnetization may exist at Y3
saturation magnetization. This feature could correspond to a second RVB state in
which fluctuating singlets exist in the lattice while Y3 of the spins align with the
field. A trivial plateau with stationary singlets has been observed for a number of
frustrated systems [300, 301, 302, 173], yet to the best of our knowledge a
quantum plateau has not been observed. This effect has been eloquently
described, "An additional feature particular to the kagome lattice is that the UUD
state is not a Nel ordered state, rather it is a spin liquid," [303]. A trivial plateau
is predicted to exist for a wider range of applied field, possibly stabilized by the
structural distortion that accompanies the transition. The strong evidence for an
RVB ground state for herbertsmithite and the lack of stability of the plateau
increases the possibility for a quantum plateau.
B.6 Detection of subtle phase transitions using torque
magnetometry
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Torque magnetometry is a highly sensitive probe of detecting weak magnetic
phase transitions. A torque bends the cantilever on which the sample is mounted.
The bending can be detected either by a change of capacitance or by
piezoresistivity. For a single crystal sample of herbertsmithite, it can be shown
that an anisotropic susceptibility produces a finite torque in a magnetic field,
r oc (x, - X,)H 2 sin(2#) (B.7)
where X,, is the in-plane susceptibility, X, is the susceptibility along the c axis,
H is the magnitude of the applied magnetic field and # is the angle between the
c axis and H. A wide range of # can be reached by rotating the cantilever about
its mounting axis on one end. A sub-millimeter sized single crystal sample was
mounted with the (1 0 1) plane parallel to the cantilever surface and rotated
within the plane defined by reciprocal vectors (10 1) and (1 -11). The data were
taken at T = 20 mK while sweeping the magnetic field as shown in Figure B-12.
The sign of torque under low applied fields depends on field orientations. The
switching angle is around # = 25'. Since the average interaction for the
impurities is ~ 1 K, the data below a few Tesla may be complicated by their
anisotropy. For field larger than a few Tesla, the torques are all positive and
should reflects the intrinsic anisotropy of the kagome spins. At # = 40", the
torque almost vanishes. Independent of field orientation, all measurements
show a kink around ptoH = 10 T. When the field gets larger than ptoH = 10 T, some
torque curves bends upwards while some bends downward, depending on the
field direction. This may indicate some sort of magnetic phase transition and is
consistent with prior unpublished AC susceptibility measurements on a powder
sample [203]. For the AC susceptibility measurements at T = 50 mK, a small
180
hump appears at ptoH = 10 T. As temperature increases, this feature in x'
eventually disappears but stays at poH = 10 T.
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Figure B-12 Magnetic torque vs applied field at T = 20 mK. The sample
orientation is specified by the angle between the magnetic field and the
mounting surface.
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