1. Introduction. Let C be a rectifiable Jordan curve with interior D. We say that a sequence of polynomials Pn converges boundedly to a function / in D, or /is boundedly approximated by Pn in D, if Pn converges to / throughout D and sup^T^z)! : z e D} is bounded as a function of«. A polynomial whose zeros lie on C will be called a C-polynomial. It is obvious that the limit function of a boundedly convergent sequence of C-polynomials in TJ is a bounded zero free holomorphic function in D, unless it is identically zero. In this paper, we will present a proof of the somewhat unexpected converse for the case when C is a circle, as announced in [1] .
Main Theorem. Every bounded zero free holomorphic function in the open unit disc can be boundedly approximated there by polynomials whose zeros lie on the unit circumference.
More generally, suppose that C is any rectifiable Jordan curve, so smooth that its parametric representation in terms of arc length has a Holder continuous derivative. The methods developed in this paper can be extended and modified to prove the possibility of bounded approximation by C-polynomials of functions / defined and zero free in clos D, such that the derivative /', relative to clos D, exists and is Holder continuous throughout clos D. In particular, any function / holomorphic and zero free on clos D can be boundedly approximated by Cpolynomials [1] , [2] . However, for arbitrary Jordan curves C, the problem of bounded approximation by C-polynomials is open, even when / is holomorphic and zero free in clos D.
It should be mentioned that a weaker kind of approximation by C-polynomials was studied by G. R. MacLane [7] . He proved that if C is a rectifiable Jordan curve with interior D and/is holomorphic and zero free in D, then there exists a sequence of C-polynomials which converges to / uniformly on every compact subset of D. This result was later extended by J. Korevaar and his students [5] , [6] , [8] to other domains D. Very recently, Professor Korevaar and the author considered the case where C is the disjoint union of two or more Jordan curves [3] . It is interesting to note how the approximation problem by C-polynomials breaks down in some situations. [April Throughout the rest of this paper, C will denote the unit circle and D, the open unit disc.
2. Approximation of Sk(z)=Ylm-i 0 -ze~w^)a">. We first construct a sequence of C-polynomials Pn which converges to the function (2.1) 5k(z) = n(i-^-i9».)a». The proof of the uniform boundedness of Pn on D will be included in §4. We use the same construction as indicated in [1] . Set 2m = i am = a-For all n so large that 2Tr/(n + k -a)<min (8m+1 -0m), where 0Ic+1=2tt + 61, we define numbers tj = tj(n) and 6*(n),j= 1,..., n and m = 1,..., k, by the following procedure To prove this, we need a lemma of the Riemann-Lebesgue type. For each n, let sn be the following step function on [0, 27r]. The jumps of sn only occur at tx,..., tn and #*,..., 0*. Each jump at t¡ is equal to 1 and each jump at 6* is equal to (1 -am) . These conditions do not determine sn completely; however, we find it more convenient to state the additional conditions in terms of the related function,
We set vn(9f +)=4(l-a1) and define vn(6*) = vn(tj)=0 for m-l,...,k and y'=l,...,«.
Then we have the following Lemma 2.1. If g is an integrable function on (0, 2w), then
The proof of this lemma is the same as the proof of the Riemann-Lebesgue lemma. We first prove it for the case of a step function, and then approximate g by step functions, cf. [9] . Now we can prove Theorem 2.1. For fixed z e D, let g be the integrable function
Here, as everywhere else in this paper, we choose the principal values of the logarithms. Integration by parts gives
and this tends to 0 by the lemma. Using (2.2), we see that
This is equivalent to Pn+k(z> k) -> Sh(z) for each k and each z e D.
Bounded approximation by Sk(z).
The following lemma is a trivial consequence of Herglotz's theorem [4] . and for all k, and all w,
Now let AK = {z : \z\ S 1 -1/Ä}. By (3.14) and the Stieltjes-Osgood theorem, /" converges uniformly to/on v4K; and by (3.15), and fixed n, Sk(z,n) converges uniformly to fn. Hence, for a fixed integer K, we determine n-nK so large that max|/n(z) -f(z)\ < -p, f" log|l-ze-¡Vf < 3.
LO. J -ce
Proof. By the maximum principle it is sufficient to consider z=ew, and by symmetry, we assume that 0 < 0 ^ -n. We first note that taking 6m=2Trm/k in §2, such that Pn+k converges to Sk for any fixed k.
To get a suitable bound of Pn+k, we will apply the above lemma, using the present t, and 6* as points u>¡. The intervals (t}, rj+1) in the lemma will have the points t¡ and 6* as midpoints. Thus, the interval (xy, t/+1) with midpoint t,-will have length 2irl(n+k -a); the interval (t¡, rj+1) with midpoint 0* will have length (1 -ak,m)2^/(n + k -a). Sincep=n + k, the exponent of (1 -z exp ( -it,)) in 7?p(z) = 7?n+fc(z) will be n + k 2n n + k 2w n + k -a n + k -a and the exponent of (1 -ze~ie"m) will be Taking ex and £2 sufficiently small, we can conclude that for any k and sufficiently large n, max|Pn+fc(z,A:)| í e20M1+°.
MSI
Since Sk also satisfies a uniform boundedness condition (4.8), the same argument as in the proof of Theorem 3.2 implies that there is a sequence of C-polynomials Pn(z) = Pn+k(z, k), n = n(k), which satisfies (4.7) and which converges to/throughout D. The bound in (4.7) can be improved just a little if we no longer require that the approximating polynomials have the value 1 at z=0. Indeed, let en be a sequence of positive real numbers tending to 0; then there is a sequence of C-polynomials Pm satisfying (4.7) with e replaced by ea. Multiplying Pn by M"% we get a sequence of C-polynomials Qn, which converges to /and satisfies (4.9) maxlÖnOOl ^ e2°-sup |/(z)|.
MSI M<1
That is, we obtain the following Corollary 4.1. A zero free bounded holomorphic function f in D can be boundedly approximated by C-polynomials Qn in D, which satisfy the inequality (4.9) for all n.
