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Досліджено ефективність засто-
сування відомих методів Гольта
та Вінтерса для побудови прогно-
зів на основі оптимізації їх пара-
метрів. Отримані результати
(скорочення розміру часового ряду
і зменшення відносної помилки
прогнозу) свідчать про ефектив-
ність запропонованого підходу для
вирішення актуальної задачі про-
гнозування часових рядів великого
розміру. Аналіз прогнозних даних
та помилок засвідчив, що кращі
результати в експерименті пока-
зав метод Вінтерса із сегмента-
цією. Відзначається, що при збіль-
шенні обсягу початкових даних
ефективність методів прогнозу-
вання, заснованих на сегментації
часового ряду, збільшується.
 Л.Ф. Гуляницький, Т.Г. Бондар,
2018
УДК 004.89
Л.Ф. ГУЛЯНИЦЬКИЙ, Т.Г. БОНДАР
ДОСЛІДЖЕННЯ ЕФЕКТИВНОСТІ
АДАПТИВНИХ МЕТОДІВ
ПРОГНОЗУВАННЯ
Вступ. Загальні принципи і логіка підготов-
ки рішень в ринковій економіці передбача-
ють проведення аналізу триваючих процесів
і розробку обґрунтованих прогнозних варіа-
нтів подальшого розвитку. При цьому вини-
кають завдання дослідження виявлення
стійких закономірностей і тенденцій, прове-
дення різноманітних прогнозних розрахун-
ків з метою вибору раціональних варіантів
розвитку, оцінки перспективи та інших
управлінських аспектів. Основним інстру-
ментом подібного аналізу є економіко-
математичне моделювання та, перш за все, ті
його напрями, які використовуються при
вирішенні завдань прогнозного характеру.
Прогнозні моделі та методи застосову-
ються при розробці держбюджету країн (ви-
користовуються показники ВВП, ІСЦ, курсу
валют, світові ціни на енергоносії тощо) чи
плануванні діяльності компаній або інших
комерційних структур, які діють, наприклад,
на певних спеціалізованих ринках (фармаце-
втичному ринку, ринку нафтопродуктів,
продовольчих товарів тощо).
Нині розроблено близько 200 прогнозних
моделей та методів. Але зміни, що відбува-
ються в сучасній економіці, різко обмежу-
ють можливість застосування тих з них, які
засновані на ідеї простої екстраполяції ста-
ціонарних процесів. Все частіше виникає
потреба в тому, щоб прогнозні моделі відо-
бражали якісні зміни, які відбуваються в за-
кономірностях розвитку досліджуваних про-
цесів. Ситуація ускладняється відсутністю
апріорної інформації про характер подібних
змін. У цьому випадку необхідний рівень
точності прогнозних оцінок можна отримати
тільки за допомогою моделей, що володіють
адаптивними властивостями. На відміну від
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інших, адаптивні моделі при відображенні поточного стану досліджуваного
об’єкта здатні враховувати еволюцію його динамічних характеристик. Це пере-
творює їх в ефективний інструмент для прогнозування і аналізу процесів, що
характеризують економічну систему на етапі її реформування.
Метою роботи є дослідження найбільш поширених адаптивних методів
прогнозування – методів Гольта та Вінтерса – на основі використання реальних
показників фінансової дохідності мережі будівельних гіпермаркетів (з 1992 по
2013 рік).
1. Про засади математичного прогнозування. Основне припущення, яке
лежить в основі аналізу часових рядів, полягає у наступному: фактори, що впли-
вають на досліджуваний об’єкт у теперішньому і минулому, будуть впливати на
нього і в майбутньому. Таким чином, основні цілі аналізу часових рядів поляга-
ють в ідентифікації і виділенні факторів, що мають значення для прогнозування.
Більшість об’єктів дослідження, тобто соціально-економічних показників
формується під впливом величезної множини тенденцій – головних і другоряд-
них, об'єктивних і суб'єктивних, прямих і непрямих, тісно взаємопов’язаних
один з одним і часто діючих у різних напрямах. Внаслідок цього при аналізі
динаміки часових рядів виходять з апріорної гіпотези про наявність в них двох
основних компонент: детермінованої (систематичної, невипадкової) і стохастич-
ної (випадкової), причому зміну останньої оцінюють із деякою ймовірністю.
В загальному випадку модель часового ряду можна подати як суму чи добу-
ток систематичної (детермінованої) складової та випадкової складової з близь-
ким до нормального розподілом, нульовим математичним очікуванням та ста-
лою дисперсією [1, 2]. Розглянемо мультиплікативну форму, в якій будь-яке
спостережне значення є результатом добутку таких компонентів:  yt= ut  st  vt t,
де yt – рівні часового ряду, ut – трендова складова, st – сезонна компонента, vt –
циклічна компонента, t – випадкова компонента.
Проаналізувавши графік фактичних даних вихідного ряду (рис. 1) можна
зробити висновки, що процес має нелінійний тренд. Як бачимо, протягом 16 ро-
ків фактичний валовий дохід компанії мав зростаючу тенденцію, однак економі-
чна криза після 2008 року далася взнаки для розвитку компанії. Післякризовий
період характеризується відновленням зростання дохідності. Ця довготривала
тенденція і називається трендом. Крім нього, дані мають сезонну і нерегулярну
компоненти. Сезонний компонент описує коливання даних вгору і вниз у залеж-
ності від сезону активних будівельних робіт, а саме пік припадає на травень та
жовтень. Будь-які спостережувані дані, що не лежать на кривій тренда і не під-
коряються циклічної залежності, називаються іррегулярними або випадковими
компонентами. Проаналізований вихідний ряд має мультиплікативну модель,
про що каже пропорційне збільшення його сезонних відхилень до даної розвит-
ку мережі гіпермаркетів. Циклічна компонента не прослідковується.
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РИС. 1. Показники дохідності за 1991 – 2013 рр.
2. Обчислення трендів та прогнозування. Оскільки досліджуваний часо-
вий ряд, як було сказано раніше, має сезонність, то перед виділенням тренду
шляхом апроксимації відповідною кривою слід виконати згладжування даних
рухомим середнім чи методом річних рухомих сум. Проаналізувавши згладжені
дані можна визначити яка модель найбільше відповідає похідному ряду.
Виходячи з виду графіка початкового ряду (рис. 1), було вирішено обрати
саме поліноміальну модель прогнозу тренду та визначити найефективнішу
з них. Як випливає із рис. 2 і 3, більш адекватною апроксимацією є поліном
четвертого порядку. Тут подано згладжений ряд та апроксимація відповідним
поліномом.
РИС. 2. Згладжування методом річних рухомих сум, дані наближені поліномом
четвертого порядку
РИС. 3. Згладжування методом рухомих середніх, дані наближені поліномом третього порядку
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Розраховані помилки прогнозів за найбільш вживаними критеріями наведені
в табл. 1. Якщо позначити прогнозні значення, то ці помилки розраховуються
так [1, 2].
Середнє абсолютне відхилення MAD (Mean Absolute Derivation):
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Щоб виявити можливе зміщення прогнозів, застосовують критерій MPE
(Mean Percentage Error):
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MPE характеризує відносну ступінь зміщення прогнозу. За умови, що втра-
ти при прогнозуванні, пов’язані із завищенням фактичного майбутнього значен-
ня, врівноважуються заниженням, ідеальний прогноз має бути незміщеним,
і обидва фактори мають прагнути до нуля. Середній відсоток помилки не визна-
чений при нульових даних і не має перевищувати 5 %.
На основі розрахованих значень можна зробити висновок, що наближення
поліномом четвертого порядку має перевагу.
ТАБЛИЦЯ 1. Помилки прогнозів
Критерій оцінювання Помилки для моделі
четвертого порядку
Помилки для моделі
третього порядку
MAD 850,81 3019,55
MAPE 0,2939 % 0,8867 %
MPE 0,0178 % 0,7598 %
3. Прогнозування методом Гольта. Метод Гольта можна застосовувати до
рядів, у яких відсутня сезонність [1, 2]. За її наявності можна застосувати проце-
дуру згладжування за методом рухомих середніх з величиною інтервалу,
що рівний періоду сезонності. Тому, як і в попередньому випадку, аналізується
похідний згладжений ряд.
Оскільки часовий ряд містить у собі спад, зумовлений кризою 2008 року,
при аналізі наступних даних в моделі слід понижувати значення за попередні
періоди, оскільки вони будуть спотворювати прогноз. Це і досягається в адап-
тивних методах прогнозування, до яких і належать методи, що розглядаються.
Метод Гольта складають три наступні рівняння.
1. Оцінка поточного рівня (експоненційно згладжений ряд).
1 1(1 )( ).t t t tT y L T      
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2. Оцінка тренду.
1 1( ) (1 ) .t t t tT L L T     
3. Прогноз на τ  періодів вперед.
ˆ ,n n ny L T   
де Lt –  нова згладжена величина; α – постійна згладжування для даних
(0 ≤ α ≤ 1); yt – фактичне значення ряду в момент (період) t; β – постійна зглад-
жування для оцінки тренду  (0 ≤ β ≤ 1); Тt –  власне оцінка тренду; τ – період
попередження; п – число наявних  спостережень (довжина часового ряду); ŷn+τ –
прогноз на τ періодів вперед.
Вагові коефіцієнти α, β в методі слід підбирати таким чином, щоб актуаль-
ніші дані враховувались найповніше. Для знаходження значень цих коефіцієнтів
здійснюється такий їх підбір (застосовується гратковий метод [1]), при якому
мінімізується помилка прогнозу. В результаті обчислень отримано значення
α = 0.3, β = 0.7, для яких помилки прогнозу були мінімальні.
На рис. 4 показано згладжений ряд та прогноз методом Гольта. Помилки
прогнозу за зазначеними критеріями подано в табл. 2.
РИС. 4. Згладжування методом рухомих середніх і прогноз методом Гольта
ТАБЛИЦЯ 2. Помилки прогнозу методом Гольта
Критерій оцінювання Значення помилки
MAD 395,00
MAPE 0,12 %
MPE 0,12 %
4. Прогнозування методом Вінтерса. Метод Вінтерса (інколи називають
методом Гольта – Вінтерса) можна застосовувати до ряду, що має сезонність
[1, 2]. Аналогічно до попереднього методу, в ньому новіші дані використову-
ються з більшою вагою, а для знаходження балансу між коефіцієнтами методу
аналізуються помилки прогнозу.
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Нехай т – період сезонності. Використовуючи введені вище позначення,
метод Вінтерса може бути подано чотирма рівняннями.
1. Експоненційно згладжені ряди.
1 1(1 )( ).tt t t
t m
yL L T
S  
     
2. Оцінка тренду.
1 1( ) (1 ) .t t t tT L L T     
3. Оцінка сезонності.
(1 ) .tt t m
t
yS S
L 
    
4. Прогноз на τ  періодів.
ˆ ( ) ,n n n n my L T S   
де γ –  постійна згладжування для оцінки сезонності, а St –  оцінка сезонності.
Як і вище, здійснено розрахунки значень параметрів методу шляхом мінімі-
зації помилок прогнозування. Отримано такі значення: 0.5, 0.6, 0.5.     
Прогноз з використанням цих значень показано на рис. 5. Отримані значення
помилок наведено в табл. 3.
РИС. 5. Прогноз методом Вінтерса
ТАБЛИЦЯ 3. Помилки прогнозу методом Вінтерса
Критерій оцінювання Значення помилки
MAD 478,27
MAPE 0,15 %
MPE – 0,10 %
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5. Застосування методів сегментації. Ці методи застосовні при надмірно ве-
ликій кількості даних за період, тому щоб скоротити нативний часовий ряд доціль-
но використовувати сегментацію [3 – 5]. Оскільки формат сегментованого часового
ряду відрізняється від звичайного, методи прогнозування були адаптовані саме під
нього. Аналогічно до попередніх методів, для методу сегментаційного Гольта по-
трібно попередньо згладити дані, а метод Вінтерса отримує нативний ряд.
Для ілюстрації доцільності використання алгоритмів із сегментацією часо-
вих рядів проаналізуємо їх помилки для різної довжини нативного ряду.
В табл. 4 наведені значення помилок прогнозів методом Гольта в залежності
від кількості періодів у сегменті: при прогнозуванні методом Гольта помилка
у середньому скоротилась на 63 %.
ТАБЛИЦЯ 4. Значення помилок методу Гольта з сегментацією
Критерій 156 періодів 204 періоди 252 періоди
MAD 5834,41 2392,03 1010,79
MAPE 0,81 % 0,47 % 0,34 %
MPE 0,81 % 0,47 % 0,34 %
Аналогічним чином були проведені розрахунки прогнозів методом Вінтерса
з використанням сегментованих рядів. Точність отриманих при цьому прогнозів
наведена в табл. 5. В цьому разі помилка скоротилась у середньому на 56 %.
ТАБЛИЦЯ 5. Значення помилок методу Вінтерса з сегментацією
Критерій 156 періодів 204 періоди 252 періоди
MAD 3257,41 1930,21 1430,09
MAPE 0,54 % 0,32 % 0,23 %
MPE 0,48 % 0,28 % 0,23 %
Результати виконаних експериментальних досліджень з використанням тес-
тових і реальних часових рядів показали, що застосування зважених сегментів
дозволяє у середньому зменшити відносну помилку прогнозування на 50 %
і скоротити довжину часового ряду на 40 %.
Висновки. Отримані результати (скорочення розміру часового ряду шляхом
сегментації та зменшення відносної помилки прогнозу) свідчать про ефектив-
ність запропонованого підходу для вирішення актуальної задачі прогнозування
часових рядів великого розміру.
Досліджено доцільність застосування відомих методів для побудови прогно-
зів показників щомісячних доходів мережі будівельних гіпермаркетів на основі
оптимізації параметрів. В результаті аналізу прогнозних даних та помилок кращі
результати в експерименті показав метод Вінтерса; однак й інші методи теж по-
казали високі результати точності прогнозу. Слід зазначити, що при збільшенні
обсягу початкових даних ефективність методів, заснованих на сегментації часо-
вого ряду, збільшується.
Тематикою подальших досліджень може стати питання розробки і апробації
для подібних часових рядів методів прогнозування, заснованих на еволюційній
парадигмі [6, 7].
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ИССЛЕДОВАНИЕ ЭФФЕКТИВНОСТИ АДАПТИВНЫХ МЕТОДОВ ПРОГНОЗИРОВАНИЯ
Исследовано эффективность применения известных методов Гольта и Винтерса для построе-
ния прогнозов на основе оптимизации их параметров. Полученные результаты (сокращение
размера часового ряда и уменьшение относительной ошибки прогноза) свидетельствуют об
эффективности предложенного подхода для решения актуальной задачи прогнозирования
временных рядов большого размера. Анализ прогнозных данных и ошибок засвидетельство-
вал, что лучшие результаты в эксперименте показал метод Винтерса с сегментацией. Отмеча-
ется, что при увеличении объема начальных данных эффективность методов прогнозирова-
ния, основанных на сегментации временного ряда, возрастает.
L.F. Hulianytskyi, T.H. Bondar
STUDY ON ADAPTIVE FORECASTING METHODS EFFICIENCY
The paper studies the efficiency of the well-known Holt and Winters forecasting methods depending
on their parameters. The results obtained (time-series length reduction and MAPE decrease) testify
the usefulness of the proposed approach for the forecasting long-time series problem. Winter’s
method with segmentation has provided better results in computational experiment. In addition, the
increase of an initial dataset size also produces an efficiency increase of the forecasting techniques
based on time-series segmentation.
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