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Rust region methods are employed in the fields of nonsmooth optimization and nonlinear
equations. A trust region approach for nonlinear programming problems which possesses a
fast and global convergence property is presented in this paper.
Numerical methods for semi-infinite programming may be devid\’e into two categories,
namely, continuous methods and discretization methods. The trust region method which in-
corporates an exact $L_{\infty}$ penalty function and $\epsilon-\mathrm{m}\mathrm{o}\mathrm{s}\mathrm{t}$-active strategy is expanded to obviate
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subject to $g_{i}(x)\leq 0$ , $i\in I_{1}\equiv\{1, \ldots, m’\}$ ,
$g_{i}(x)=0$ , $i\in I_{2}\equiv\{m’+1, \ldots, m\}$ .
$f$ : $IWarrow R,$ $g_{i}$ : $lR^{n}arrow R,$ $i=1,$ $\ldots,$ $m$ $C^{2}$
$\epsilon$
$I_{\epsilon}(x)$ $\equiv$ $\{i\in I_{1}\cup I_{2}|g_{i}(x)\geq\max\{\max[g_{i}(i\in I_{1}x)]+, \mathrm{m}\mathrm{a}\mathrm{x}i\in I_{2}|g_{i}(X)|\}-\epsilon\}$,
$[ \cdot]^{+}\equiv\max\{\cdot, 0\}$
$L_{\infty}$
$\theta_{\epsilon}(x)=f(X)+r\max\{\max 1^{g_{i}()}i\in I_{\epsilon}(x)\mathrm{n}I_{1}i\in I_{\epsilon}x]^{+},\max(x)\cap I_{2}|g_{i}(x)|\}$ , (2.1)
$r>0$ $L_{\infty}$ $|I_{\Xi}(x)|$ $\epsilon$
$\min\theta_{\epsilon}(_{X)}.$ (2.2)
1. $x^{*}$ (P) $u^{*}$ \supset \tilde $r> \sum_{i\in I_{1}\cup I}2u_{i}^{*}$ $x^{*}$
$u^{*}$ (P) 2 u* (2.2) 2
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[ ] $\theta(x)$ [4] Theorem
1431
$x^{k}$ $\theta(x^{k}+d)$ 2
$_{\epsilon}^{k}(d)$ $=$ $Q^{k}(d)+r \max\{$ $\max$ $[g_{i}(x^{k})+\nabla g_{i}(x^{k})\tau_{d}]^{+}$ ,
$i\in I_{\epsilon}(x^{k})\text{ }I_{\mathit{1}}$
$\max$ $|g_{i}(_{X}k)+\nabla gi(X)^{T}kd|\}$ ,
$i\in I_{\epsilon}(x^{k})\cap I_{2}$
$Q^{k}(d) \equiv f(x^{k})+\nabla f(x^{k})^{\tau_{d}}+\frac{1}{2}d^{T}\nabla^{2}L_{\mathcal{E}}(Xk, u^{k})d$ ,
$L_{\Xi}(X, ukk)\equiv f(x^{k})+$ $\sum$ $u_{i}^{k}gi(x^{k})$ .
$i\in I_{\epsilon}(x^{k})$
(2.3)
$\min\ominus_{\epsilon}k(d)$ $\mathrm{s}.\mathrm{t}$ . $||d||_{\infty}\leq\Delta^{k}$ . (2.3)
$(\mathrm{Q}\mathrm{P}1)$ minimize $\nabla f(X^{k})^{\tau}d+\frac{1}{2}d^{T}B^{k}d+r\xi$
subject to $gi(x^{k})+\nabla gi(X^{k})^{\tau_{d}}\leq\xi$ , $i\in I,(\mathrm{B}^{k})$ $I_{1}$ ,
$|g_{i}(x^{k})+\nabla g_{i}(x^{k})\tau_{d|}\leq\xi$ , $i\in I_{\epsilon}(x)k\cap I_{2}$ ,
$||d||_{\infty}\leq\Delta^{k}$ , $0\leq\xi$ ,
$x^{k}$ $\theta(x^{k}+d)$ 2
$\hat{\Theta}_{\epsilon}^{k}(d)$ $=$ $f(x^{k})+ \nabla f(x^{k})^{\tau_{d}}+\frac{1}{2}d^{T}F^{k}d$
$+$ $r \max\{$ $\max$ $[g_{i}(x^{k})+ \nabla g_{i}(x^{k})^{\tau_{d}}+\frac{1}{2}d^{T}G_{i}^{k}d]^{+}$ ,
$i\in I,(x^{k})\text{ }I_{l}$
$\max$ $|g_{i}(x^{k})+ \nabla g_{i}(x^{k})^{\tau_{d}}+\frac{1}{2}d^{T}G_{i}^{k}d|\}$,
$i\in I_{\epsilon}(x^{k})\cap I_{2}$
$F^{k}$ $\nabla^{2}f(x^{k})$ $G_{i}^{k}$ $\nabla^{2}g_{i}(x^{k})$
$\tilde{d}$
(2.3) 2
$(\mathrm{N}\mathrm{Q})$ minimize $\nabla f(X^{k})^{\tau}d+\frac{1}{2}d^{T}F^{k}d+r\zeta$
subject to $g_{i}(x^{k})+ \nabla gi(x)^{T}kd+\frac{1}{2}d^{T}c_{i}^{k}d\leq\zeta$ , $i\in I,(x^{k})$ $I_{1}$ ,
$|g_{i}(x^{k})+ \nabla g_{i}(X^{k})^{\tau_{d}}+\frac{1}{2}d^{T}G_{i}^{k}d|\leq(, i\in I_{\epsilon}(x)k\cap I_{2}$,




$f(x^{k})- \overline{2}\perp iI\in\sum_{\in(x)k}\tilde{u}_{i}(\nabla\tilde{g}_{i}(x^{kk})-\nabla \mathit{9}i(X))$
$=$ V$f(x^{k})- \frac{1}{2}\sum\tilde{u}_{i}ci\tilde{d}+\sum\tilde{u}io(||\tilde{d}i\in I\epsilon(x^{k})i\in I\epsilon(x^{k})||)$
$\tilde{\nabla}g_{i}(x^{k})$ $=$ $\frac{1}{2}(\nabla\tilde{g}_{i}(xk)+\nabla gi(_{X}k))$
$=$ V$g_{i}(x^{k})+ \frac{1}{2}G_{i}\tilde{d}+o(||\tilde{d}||)$, $i\in I_{\epsilon i}(x^{k})$ ,
\nabla g\tilde ,(x $=\nabla g_{i}(xk+\overline{d})$
$\hat{d}$ 2
$(\mathrm{Q}\mathrm{P}2)$ minimize $\tilde{\nabla}f(x^{k})^{\tau_{d}}+\frac{1}{2}d^{T}B^{k}d+r\zeta$
subject to $gi(x^{k})+\tilde{\nabla}gi(x^{k})^{T}d\leq\zeta$ , $i\in I,(\mathrm{B}^{k})$ $I_{1}$ ,
$|\mathit{9}i(x)k\tilde{\nabla}g+i(x)k\tau_{d|}\leq\zeta$ , $i\in I_{\epsilon}(x^{k})$ $I_{2}$ ,
$||d||_{\infty}\leq\Delta^{k}$ , $0\leq\zeta$ .
$(\mathrm{Q}\mathrm{P}1)$ $(\mathrm{Q}\mathrm{P}2)$ $B^{k}= \nabla \mathit{2}f(X)k+\sum i\in I_{6}(xk)uik\nabla \mathit{2}g(x^{k})$ BFGS
(Broyden, Fletcher, Goldfarb, Shanno)
$B^{k+1}=B^{k}- \frac{B^{k}s^{k}SBk^{T}k}{s^{k^{T}}B^{k}S^{k}}+\frac{z^{k_{Z^{k^{T}}}}}{z^{k^{T}}S^{k}}$ ,
$B^{0}=I_{n},$ $s^{k}\equiv x^{k+1}-x^{k},$ $y^{k}\equiv\nabla_{x}L(x^{k+1}, u)k+1-\nabla_{x}L(x^{k}, u)k+1,$ $z^{k}\equiv\theta y^{k}+(1-\theta)B^{k}s^{k}$ ,
$\theta\equiv\{$
1, $(y^{k^{T}}s^{k}\geq 0.2SBk^{T}kS)k$ ,





$\alpha=\beta^{j}(0<\beta<1, j=0,1, \ldots)$ $\alpha$
$\rho^{k}\equiv\frac{\Delta\theta^{k}}{\Delta \mathrm{O}_{\epsilon}^{k}-}=\frac{\theta(x^{k})-\theta(xk+d^{k})}{\theta(x^{k})-\ominus_{\epsilon}k(\tilde{d})}$ . $(2.6)$
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3Algorithm 1
Data: $r>0,$ $\epsilon>0,0<\mu_{1}<\mu_{\mathit{2}}<1,0<\gamma_{1}<1<\gamma_{2},0’<\beta<1,$ $\alpha=\beta$ .
Step 1: $x^{0},$ $u^{0}\geq 0$ , $\triangle^{0}>0$ $k=0$
Step 2: $(\mathrm{Q}\mathrm{P}1)$ $\tilde{d}$ $\tilde{u}$ $\tilde{d}=0$
Step 3: $(\mathrm{Q}\mathrm{P}2)$ $\hat{d}$
Step 4: (2.5) $d^{k}$
Step 5: (2.6) $\rho^{k}$
. $0<\rho^{k}<\mu_{1}$ $x^{k+1}=x^{k}+d^{k},$ $u^{k+1}=\tilde{u},$ $\Delta^{k+1}=\gamma 1\Delta^{k}$ ;
$\mu_{1}\underline{<}\rho^{k}<\mu_{2}$ $x^{k+1k}=x+d^{k},$ $u^{k+1}=\tilde{u},$ $\Delta^{k+1}=\Delta^{k}$ ;
$\mu_{\mathit{2}}\leq\rho^{k}$ $x^{k+1k}=x+d^{k},$ $u^{k+1}=\tilde{u},$ $\triangle^{k+1}=\gamma_{\mathit{2}}\triangle^{k}$ ;





(ii) $\{x^{k}\},$ $\{\tilde{d}\})\{\hat{d}\}$ :
(iii) $r> \sup\{\sum_{i=1}^{m}|\tilde{u}_{i}|\}$
2. (P) $L_{\infty}$ –
$\max$ $s^{T\infty}(\nabla f(x)+ru^{T}\nabla g(x)\infty)\geq 0$ , $\forall s\in JR^{n}$ .
$u\in\partial h(g(x^{\infty}))$
$x^{\infty}$ Algorithm 1
[ ] $\epsilon>>0$ [4] Theorem 145.1
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subject to $g_{i}(x)=0$ , $i\in\{i_{1}, i_{2}, \ldots, i_{k}\}\subset I_{\epsilon}(x)$ .
$g=(g_{i}1’ g_{i_{2}}, \ldots,gi_{k})^{T},$ $N=(\nabla f_{i}1’\nabla fi2’\ldots, \nabla fik),$ $A=(\tilde{\nabla}gi_{1},\overline{\nabla}gi2’\ldots,g\overline{\nabla}i_{k})$ $(\mathrm{P}’)$
Kuhn-Tucker
$B\tilde{d}+N\overline{\lambda}=-\nabla f$ , $N^{T}\tilde{d}=-g$
$B\hat{d}+A\hat{\lambda}=-\tilde{\nabla}g$ , $A^{T}\hat{d}=-g$
$N^{T}Z=\mathit{0}$ $Z^{T}Z=I$ $n\cross(n-k)$ $Z$ (P) –
([6] )
(vi) $\mathrm{t}Z^{T}B^{k}Z$ } –
(vii) 1
$\{||x^{k}+\tilde{d}-x^{*}||/||x^{k}-x^{*}||\}arrow 0$ .
(vii) $\{||P(B^{k}-\nabla_{x}^{\mathit{2}}L_{\Xi}(xux^{*},*))\tilde{d}||/||\tilde{d}||\}arrow 0$ , $P$ $x$
1
$\frac{\theta(X^{k})-\theta(_{X^{k}+}\hat{d})}{\theta(X^{k})-\ominus k(\epsilon)\tilde{d}}=1+o(||\tilde{d}||)$
[ ] [5] Lemma 3
3. 2 Algorithm 1 $\{x^{k}\}$ $x^{*}$
–
[ ] [5] Theorem 2 1 $(\alpha=1)$ 1
$\rho^{k}arrow 1$
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51 (Chambelain et al., 1982)
minimize $-x_{1}+10(X_{1}^{2}+X_{2}^{2}-1)$
subject to $x_{1}^{2}+x_{2}^{2}-1=0$
$x^{0}=(0.8, \mathrm{o}.6)^{\tau}$ , $x^{*}=(1,0)^{T}$ .
– SQP
Maratos $\mu_{1}=0.25,$ $\mu 2=0.5,$ $\gamma_{1}=0.6,$ $\gamma \mathit{2}=2.\mathrm{o}$ ,
$\triangle^{0}=1,$ $r^{0}=100$ Algorithm 1 FORTRAN $\supset-$ ‘ PC-UNIX
$\mathrm{C}$
1 Algorithm 1 1 ITE NQP $\mathrm{Q}\mathrm{P}$
Step 4 NQP ITE
1 Maratos (Step 4 )
$79_{\text{ }}x^{79}=$ (0.9745, 0.2246) (Maratos )
$:$ . s $i\backslash$
, $=\backslash :_{d}||$




subject to $x_{1}^{2}\cos y+x_{2}^{2}-1\leq 0$, $y \in[0, \frac{\pi}{2}]$
$-x_{1}^{2}-x+212\leq 0$
$x^{0}=(0.8, \mathrm{o}.6)^{\tau}$ , $x^{*}=(1,0)^{T}$ .
100 $\epsilon=1.0$ 2( $\mathrm{Q}\mathrm{P}4$ )
102 $\epsilon=0.01$ 2( $\mathrm{Q}\mathrm{P}4$) 12
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1. 1






subject to $g(x, y)\leq 0$ , $y\in Y$,
$Y\subset R^{\ell_{\text{ }}}(l\geq 1)$ (SIP) .
6.1
Step $\mathit{0}$ : $Y_{0}\subset Y\subset R^{\ell}$ $\epsilon 0>0$ $\tilde{Y}_{0}=Y_{0}\text{ }\nu=0$
Step 1: $\tilde{Y}_{\nu\text{ }}\epsilon_{\nu}$ Algorithm 1 $x^{\nu}$
Step 2: $Y_{\nu+1}\supset Y_{\nu}$
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Step 3:





Step 4: $l=l+1$ Step 1
$g_{i}(X)=g(_{X}, y)$ , $y\in\tilde{Y}_{\nu}$ ,
$.\text{ }$ Algorithm 1
4. (SIP) $f$
(SIP)
[ ] [14] Theorem 2.1
62 $g(x, \cdot)$
(SIP)
$h_{i}(X)=g(_{X}, y^{i}(x))$ , (6.2)
$y^{i}(x)$ $Y$ $g(x, \cdot)$ $\ell=1$
$x_{\text{ }}y^{i}(x)$
$J_{1}(x, y^{i})=\{i|\partial g(x, y^{i})/\partial y\neq 0\}$
$J_{2}(x, y)i=\{i|\partial g(x, y^{i})/\partial y=0\}$ .
$J_{1}(x, y^{i}),$ $J_{2}(x, y^{i})$ $J_{1},$ $J_{2}$ $h_{i}(x)$ 1
$\nabla h_{i}(X)=\nabla_{x}g(_{X}, y^{i})$ .
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$\nabla_{xx}^{2}g(x, y^{i})$ $h_{i}(x)$ 2
$\nabla^{2}h_{i(X)}=\{$
$\nabla_{xx}^{\mathit{2}}g(_{X}, y^{i})$ , $\mathrm{i}\in J_{1}$
$\nabla_{xx}^{\mathit{2}}g(x, yi)-\nabla_{y}^{2}g(xx, yi)(\nabla_{yy}^{2}g(X, yi))-1\nabla 2gyx(_{X}, y)^{T}i$ , $i\in J_{2}$
$L_{\infty}$
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