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Stokes phenomenon, reflection equations and
Frobenius manifolds
XIAOMENG XU
Abstract
In this paper, we study the Stokes phenomenon of the generalized cyclotomic Knizhnik-
Zamolodchikov equation, and prove that its two types of Stokes matrices satisfy the Yang-
Baxter and reflection equations respectively. We then discuss its isomonodormy deformation,
and its relations with cyclotomic associators, twists, and quantum symmetric pairs. In the end,
we explain our main goal, i.e., to set up a framework to study the quantization of Frobenius
manifolds.
1 Introduction
The reflection equation was introduced by Cherednik [17] in the study of factorized scattering
on the half line, and appeared in Sklyanin’s investigation of quantum integrable models with
boundary conditions [64]. Examples of explicit universal solutions of reflection equations can
be found in Kulish, Sasaki and Schwiebert [52]. As the theory of quantum groups is governed
by Yang-Baxter equations, the theory of quantum symmetric pair is closely related to reflection
equations. In particular, Balagovic and Kolb showed that any quantum symmetric pair in Letzter’s
classification [55] gives a universal solution of reflection equation, called a universal K-matrix [4].
A categorical framework for solutions of the reflection equation was proposed by T. tom Dieck
and R. Haring-Oldenburg [68, 69], and the universal K-matrix corresponds to twisted braiding on
module categories over braided monoidal categories, see e.g., Enriquez [29], Brochier [14, 15].
The Knizhnik-Zamolodchikov (KZ) equation was discovered in the study of conformal field
theory [47]. It is a local system on the configuration space of points, whose monodromy has
been studied by many people and is closely related to conformal field theory, quantum groups,
representation theory of affine Lie algebras, hypergeometric functions, Hecke type algebras, geom-
etry of cycles and so on. See e.g., Cherednik [20], Drinfeld [23], Kohno [48], Tsuchiya-Kanie [70],
Varchenko [72], and the reference therein. The KZ equations have various of generalizations, like
allowing more general r-matrix form [18] and the computation of its monodromy by Cherednik [19],
allowing discretization, known as the quantum KZ equations by Frenkel and Reshetikhin [38], al-
lowing irregular singularities and compatible dynamical equations, known as generalized KZ (gKZ)
equations by Felder, Markov, Tarasov and Varchenko [37]. In particular, the Stokes phenomenon
of gKZ equations was frist studied by Toledano Laredo [66], where he showed that the connection
matrix of gKZ equations gives rise to a Drinfeld twist killing the KZ associator. Then we further
studied the Stokes matrices of gKZ equations and its relation with the Yang-Baxter equations [67],
[76].
The cyclotomic KZ equation, following Leibman [54], Golubeva-Leksin [43], Enriquez-Etingof
[31, Section 4.2], is designed to incorporate various automorphisms on Lie algebras. When the au-
tomorphism is simply an involution, the relation between its monodromy and quantum symmetric
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pairs, has been studied by many authors, see e.g., Enriquez [29], De Commer-Neshveyev-Tuset-
Yamashita [22], to some extent, generalizing the works of Drinfeld and Kohno.
In this paper, we will consider cyclotomic KZ equations coupled with extra irregular singular-
ities. They can also be seen as cyclotomic analog of the gKZ equations, and thus are called gen-
eralized cyclotomic KZ (gcKZ) equation. We study the Stokes phenomenon of the gcKZ equation,
and prove that its monodromy gives a transcendental construction of type AI quantum symmetric
pairs, where the Stokes matrices play the role of universal K-matrices.
Our motivation is to develop a framework to study the quantization of Frobenius manifolds
introduced by Dubrovin [25], and their underlying integrable hierarchies [27]. As we will see in
Section 4, the Stokes phenomenon of the gcKZ equation and its relation with quantum algebras
unveil a deformation of Frobenius manifolds from the aspects of (quantum) isomonodromy defor-
mation [46], the irregular Atiyah-Bott construction on moduli space [10], as well as the Givental’s
symplectic action [40]. However, this paper doesn’t include discussions about integrable hierarchies,
an important part of the theory of Frobenius manifolds. We hope to explore it somewhere else.
1.1 Stokes matrices, Yang-Baxter and reflection equations
Throughout this paper, let us take the complex Lie algebra g = gln, and take the negative transpose
τ as an involution of g with spectral decomposition g = k ⊕ p, where the fixed point Lie algebra
is k = son. Let h be the set of diagonal matrices, as a Cartan subalgebra of g. Let {ei}i∈I±
be an orthonormal basis of ±1-eigenspaces k and p with respect to the Killing form of g. Set
Ωk =
∑
i∈I+
ei ⊗ ei ∈ k ⊗ k, Ωp =
∑
i∈I−
ei ⊗ ei ∈ p ⊗ p, and denote Ω = Ωk + Ωp ∈ g ⊗ g.
Furthermore, let us denote the Casimir element by Ck =
∑
i∈I+
eiei ∈ U(k).
The involution τ extends to an automorphism of U(g). Let V be a finite dimensional U(g) ⋊
Z/2Z-module, with 1 ∈ Z/2Z encoding τ , and W be a finite dimensional U(k)-module. We also
denote by τ the action of τ on V . We consider respectively the two equations for a V ⊗2-valued
function Y (z) and a W ⊗ V - valued function F (z),
κ
dY
dz
=
(
u(2) +
Ω
z
)
· Y, (1)
κ
dF
dz
=
(
u(1) +
2Ωk + C
(1)
k
z
)
· F, (2)
where κ is a purely imaginary number, u ∈ hreg(R) the set of real regular elements in h, and
u(1) and C
(1)
k denote the action of u and Ck on the first component of V in V ⊗ V and W ⊗ V
respectively.
The equation (1) has an irregular singularity at z = ∞ of Poincare´ rank 1. Since uκ is purely
imaginary, the Stokes rays of (1) lie on the imaginary axis, and the Stokes sectors are the right half
plane H+ and the left half plane H−. Then following the theory of meromorphic linear systems
(see e.g., [7][8] or the Appendix A), it has a unique formal power series fundamental solution
Ŷ (z) ∈ End(V ⊗2) around z = ∞, which will resum to a canonical holomorphic solution Y+(z)
(resp. Y−(z)) in H+ (resp. in H−). The discontinuity of the two solutions Y± is measured by the
Stokes matrices S(u), S−(u) ∈ End(V
⊗2), which are determined by
Y−(z;u) = Y+(z;u) · e
−pii
κ
[Ω]S(u), Y+(z;u) = Y−(z;u) · S−(u)e
pii
κ
[Ω] (3)
2
where [Ω] ∈ h ⊗ h is the projection of Ω ∈ g ⊗ g to h ⊗ h, and the first (resp. second) identity
is understood to hold in H− (resp. H+) after Y+ (resp. Y−) has been analytically continued
counterclockwise.
In a same way, we define the Stokes matrices K(u),K−(u) ∈ End(W ⊗ V ) of equation (2) in
the two Stokes sectors H±.
Theorem 1.1. For any u ∈ hreg(R), the two Stokes matrices K(u) ∈ End(W ⊗ V ) and S(u) ∈
End(V ⊗ V ) satisfy the Yang-Baxter and the τ-twisted reflection equations
S12S13S23 = S23S13S12 ∈ End(V ⊗3),
K01S21τ K
02S21 = S21K02S12τ K
01 ∈ End(W ⊗ V ⊗2).
Here Sτ := (τ ⊗ id)S and we index W in W ⊗ V
⊗2 as the 0-th component, then Sij ,Kij denote
that the two components of S,K act respectively on the i-th and j-th components.
As in Section 2, the τ twist in the reflection equation naturally comes from the action of
Z/2Z× Z/2Z on the gcKZ equations with 2 variables.
Remark 1.2. The twisted reflection equations [4, Equation (9.17) and Remark 9.7] are introduced
to unify various reflection equations associated to different quantum symmetric pairs. The twist
for the reflection equation of a given quantum symmetric pair is determined by the Dynkin data
that characterises it in Araki’s classification [3], which (in type AI case) is related to τ by an inner
automorphism of g.
There are various monodromy relations among S(u), K(u) and the Casimir elements. See e.g.,
Proposition 1.9. In particular,
Proposition 1.3. We have the relation K(u) = −(id⊗ τ)K−(u)
−1 ∈ End(W ⊗ V ).
It follows from the facts that τ(u) = −u and (id⊗ τ)(2Ωk + C
(1)
k ) = 2Ωk + C
(1)
k .
1.2 Isomonodromy deformation
Let us take a root space decomposition g = h ⊕α∈Φ Ceα. For any positive root α ∈ Φ+, set
Cα = eαe−α, and Ck,α =
1
2 (eα + τ(eα))e−α.
Theorem 1.4. As a function of u, the two Stokes matrices S(u) and K(u) satisfy respectively
κdhS(u) =
∑
α∈Φ
dα
α
[
C(1)α + C
(2)
α , S(u)
]
, (4)
κdhK(u) =
∑
α∈Φ
dα
α
[
C
(1)
k,α + C
(2)
k,α,K(u)
]
, (5)
where dh is the de Rham differential on h.
A prior the Stokes matrices are defined on the real part u ∈ hreg(R), but one can extend them
to other points by the continuation of solutions of the above differential equation.
For a local picture, the theorem implies that the type B braid group representation, as the
monodromy representation ρ(u) of generalized cyclotomic KZ equations (see Section (2)), for dif-
ferent u are equivalent. In a categorical setting, see e.g., [68, 69, 29, 15, 22] for various versions, the
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theorem implies that the τ -braided module category Rep(k) over (the braided monoidal category)
Rep(g), constructed from S(u) and K+(u) with different u are equivalent.
For a global picture, it is interesting to study the monodromy of the equation (5) with respect to
u ∈ hreg. Based on the quantum algebra version of the above results in Section 1.3, its monodromy
should be related to the braid group actions on quantum symmetric pairs in type AI [60], see
[59, 16], as a cyclotomic version of the Drinfeld-Kohno theorem for Casimir equations [66]. While
in the classical setting (see Section 4), it should recover the braid group actions on the space of
seimisimple Frobenius manifolds [25, 59].
1.3 Comodule algebras, cyclotomic associators and twists
In this subsection, we present a quantum algebra version of the above categorical construction. Let
us first recall the definition of comodule algebras, see e.g., [49, Definition 2.7].
Definition 1.5. Let (H,∆, R) be a quasi-triangular bialgebra with universal R-matrix R, an
algebra involution τ : H → H such that (τ ⊗ τ)(R) = R. A right H-comodule algebra B with
coaction ∆B : B → B⊗H is called quasi-triangular if there exists an invertible element K ∈ B⊗H
such that
(K1). K∆B(b) = (id⊗ τ)∆B(b)K,
(K2). (∆B ⊗ id)(K) = R
21
τ K
02R12,
(K3). (id⊗∆)(K) = R12K02R12τ K
01.
Here Rτ := (id⊗ τ)(R), we label the tensor components of B ⊗H ⊗H by 0, 1, 2. The element K
is called a universal K-matrix for the H-comodule algebra B.
Set U = U(g)[[~]], Uk = U(k)[[~]], denote by U⊗̂U and Uk⊗̂U the completed tensor product of
C[[~]]–modules. Now let us consider the equations (1) and (2), with κ = ~−1 a formal parameter
and u rescaled by ~−1, but for functions Y~(z) and F~(z) valued in Uk⊗̂U and U⊗̂U respectively.
Similar to finite dimensional case, one can study the Stokes phenomenon of these equations, and
introduce canonical solutions, Stokes matrices and so on. See e.g., the second version of [77] for
more details. Then Theorem 1.1 carries directly to this setting.
Theorem 1.6. The two (quantum) Stokes matrices
S~(u) ∈ U⊗̂U of
dY~
dz
=
(
u(2) + ~
Ω
z
)
· Y~, (6)
K~(u) ∈ Uk⊗̂U of
dF~
dz
=
(
u(1) + ~
2Ω01k + C
(1)
k
z
)
· F~, (7)
satisfy the Yang-Baxter and τ-twisted reflection equations. Here we index Uk as the 0-th factor.
Furthermore let us introduce the two (quantum) connection matrices C~(u) and T~(u), as the
monodromy from 0 to ∞, of the equations in (6) and (7) respectively. See the Appendix for the
definition of connection matrices. Then we have
Theorem 1.7. For any u, B(u) = (Uk, T~∆T
−1
~
) is a H(u)-comodule algebra with the universal
K-matrix K~(u), over the bialgebra H(u) = (U, C~∆C
−1
~
, S~(u)). Here ∆ is the standard (cocom-
mutative) coproduct.
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Let us give a sketch of a proof of the theorem and explain its relation with the cyclotomic
associators and twists [43][29]. In particular, a precursor of Definition 1.5 is the notion of a
quasi-reflection algebra (QRA) over a quasi-triangular quasi-bialgebra (QTQBA) [29, Definition
4.1]. These data satisfy in particular the same axioms with (K1)− (K3) with the appearance of
cyclotmoic associators. A typical example [29, Section 4.5] (see also [22, Proposition 3.6]) is from
the monodromy of cyclotomic KZ equations, that is BKZ = (Uk,∆, e
pii~(Ωk+C
(2)
k
),ΨKZ) is a QRA
over the QTQBA HKZ = (U,∆, e
pii~Ω,ΦKZ), where ΦKZ is the KZ associator and ΨKZ is the
monodromy from 0 to 1 of the reduction of the cyclotomic KZ equation with n = 2 variables
dF~
dz
= ~(
2Ω01k + C
(1)
k
z
+
Ω12
z − 1
+
2Ω12k − Ω
12
z + 1
)F~,
where F~ is valued in Uk⊗̂U
⊗̂2.
Remark 1.8. To be more precise, Enriquez [29] considered the semidirect product U(g)⋊Z/2ZJ~K
with Z/2Z encoding the involution τ . His definition of a QRA over a QTQBA avoids the τ twist,
and doesn’t necessarily satisfy condition (K3) with the cyclotmoic associator. Here we take U(g)
instead of the semidirect product, thus the conditions (K1) and (K2) with the associator of a
QRA over a QTQBA involve the τ twist, see the convention from [22, Section 3.2]. Furthermore,
condition (K3) is a ribbon τ -braid relation [15] as explained in [22, Proposition 3.6]. By the same
reason, in the following we have to take a τ -twisted version of the notion of twists in [29, Section
4.2].
A (τ -twisted) twist of HKZ and BKZ is a pair (F,G), where F ∈ U⊗̂U and G ∈ Uk⊗̂U are
invertible elements. Under the twist, we get
HFKZ =
(
U, F∆F−1, F 21epii~ΩF−1, F 23(id⊗∆)(id⊗∆)(F )ΦKZ (F
12(∆⊗ id)(F ))−1
)
,
BF,GKZ =
(
Uk, G∆G
−1, τ (1)(G)epii~(Ωk+C
(2)
k
)G−1, F 23(id⊗∆)(G)ΨKZ(F
12(∆⊗ id)(G))−1
)
,
and HFKZ is a QRA over the QTQBA B
F,G
KZ . Here τ
(1)(G) acts on the (first) U component of G.
When the associators equal to 1, HFKZ is a quasitriangular bialgebra, and B
F,G
KZ becomes a comodule
algebra with the universal K-matrix τ (1)(G)epii~(Ωk+C
(2)
k
)G−1, that is the case of Definition 1.5.
Actually, we can prove that the twist of (HKZ , BKZ), under the quantum connection matrices
(F = C~(u), G = T~(u)), is (H(u), B(u)).
Proposition 1.9.
1. The quantum connection matrices (C~(u), T~(u)) are the twist killing the cyclotomic asso-
ciators (ΦKZ ,ΨKZ). In particular, B(u) is a reflection algebra over the quasi-triangular
bialgebra H(u), twist equivalent to the QRA BKZ over the QTQBA HKZ .
2. We have the monodromy relations S~ = C
21
~
epii~ΩC−1
~
and K~ = τ
(1)(T~)e
pii~(Ωk+C
(1)
k
)T−1
~
.
Remark 1.10. The two sides of any identity in (2) computes the monodromy along a semicircle
around 0 (in anti-cloclwise direction) and the monodromy along a semicircle around∞ (in cloclwise
direction) respectively, which by homotopy are same. It interprets geometrically the twists in the
universal R andK matrices. Furthermore, the relationK~ = τ
(1)(T~)e
pii~(Ωk+C
(1)
k
)T−1
~
implies that
τ (1)(∆B(b))K~ = K~∆B(b) for any b ∈ B(u), which is the axiom (K1) of a universal K-matrix.
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The proof of the fact that C~(u) and T~(u) are the twist killing respectively the associators
ΦKZ and ΨKZ is standard, i.e., uses the monodromy relation between certain asymptotics zones of
gcKZ equations for n = 3 and n = 2 respectively. So we skip the proof. Actually, one can also Here
we just remark that the connection matrices between regular singularities in the gcKZ equation
are the associators ΦKZ and ΨKZ . However, if we switch to the asymptotics zones near the
irregular singularities, then the irregular singularities dominate, thus the connection matrices (the
KZ associators) between regular singularities in the asymptotics zones are trivial. This proposition
is a cyclotomic analog of the construction due to Toledano Laredo [66], where he proved that the
connection matrix C~ (of gKZ equation for n = 2) is a Drinfeld twist killing the KZ associator
ΦKZ .
Remark 1.11. The automorphism τ on U(g) defines a braided autoequivalence of U(g)-Mod in
the obvious way: if V is a U(g)-module, then τ(V ) = V as a vector space, while the module
structure is given by x ·τ v = τ(x)v. In particular, the result in this section defines a ribbon
τ -braided right module category Rep(k) over the braided monoidal category Rep(g) in the sense of
Brochier [15].
1.4 Quantum symmetric pairs and universal K-matrices
The theory of quantum symmetric pairs was developed by Noumi, Sugitani and Dijkhuizen for
classical Lie algebras, see e.g., [60, 62, 61], and developed by Letzter [55, 56] for all semisimple Lie
algebras via the Drinfeld-Jimbo presentation of quantized enveloping algebras [45]. In [53, Section
6.1] an element providing solutions of the reflection equation in all representations was called a
universal K-matrix. A methodical way of constructing universal K-matrices is to use the theory
of quantum symmetric pairs. In particular, Balagovic and Kolb showed that any pair in Letzter’s
classification carries a universal K-matrix [4].
As before, we focus on the case g = gln with the involution τ , and k = son the corresponding
fixed Lie subalgebra. A coideal subalgebras B of U~(g) was introduced by Noumi [60], see also
[56, Section 7], as a quantum group analogs of the universal enveloping algebra U(k), and the
pair (U~(g), B) is called a quantum symmetric pair (here U~(g) is the topological C[[~]]-version of
Uq(g), and we take the topological version of the quantum symmetric pair). In this paper, we use
Stokes phenomenon to give a transcendental construction of the pair (H(u), B(u)) with a universal
K-matrices K~(u) for any u ∈ hreg(R). We expect that by a cohomological argument, for any fixed
u the transcendental construction (H(u), B(u)) and algebraic one (U~(g), B) are equivalent to each
other.
Remark 1.12. The Drinfeld-Kohno theorem [23][48] states that the monodromy representation of
KZ equations and the “algebraic” representations of braid group Bn from universal R-matrices are
equivalent. The equivalence between (H(u), B(u)) and (U~(g), B) will provide a Drinfeld-Kohno
type theorem for type B braid group representation, coming from gcKZ equations and the universal
K-matrix of algebraic quantum symmetric pairs respectively. Note that the monodromy represen-
tation of cyclotomic KZ equations and gcKZ equations are equivalent by the twist equivalence
in Proposition 1.9, it will be closely related to the conjecture (for the type AI case) studied by
Commer, Neshveyev, Tuset and Yamashita [22, Conjecture 4.1.].
More interestingly, one may get an explicit transcendental construction of quantum symmetric
pairs using the closure of Stokes matrices [78]. It a method to avoid the analysis difficulty in
the study of the Stokes data at u ∈ hreg, by transferring it to the explicit Stokes data at a
caterpillar point in a (isomonodromy) way preserving the properties we are interested in. Recall
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that in [78], we consider the meromorphic linear systems dFdz = (u +
A
z )F of rank n, with A ∈ g
and u ∈ hreg(R) the set of diagonal matrices with distinct purely imaginary eigenvalues. The
parameter space hreg(R) can be seen as the space of real ration curves with n punctures. We
extend the (Stokes matrices of) meromorphic systems parametried by hreg(R) to the De Concini-
Procesi compactification ĥreg(R) (equivalently the space of stable real rational curves). Roughly
speaking, associated to a geometric blow up (degenerate to a stable curve with two irreducible
components), there is an analytic way to "blow up" the meromorphic linear system of rank n, into
two meromorphic linear systems with smaller ranks (equal to the number of punctures on the two
components), via the isomonodromy deformation equation. In particular, at a caterpillar point
urel in the 0-dimensional strata of ĥreg(R) (rational curves with maximal irreducible components),
we are left with n systems dFdz = (uk +
Ak
z )F of rank k, for k = 1, ..., n respectively, and each
uk = diag(0, ..., 0, 1). These are confluent hypergeometric systems whose solutions and Stokes
matrices are given in closed form [7]. Thus the Stokes data at a caterpillar point has a closed
formula. We remark that the blow-ups is compatible with a Gelfand-Zeitlin chain of Lie subalgebras
of g = gln.
In particular, the Stokes data of gcKZ equation (thus the pair (H(u), B(u))) extends to ĥreg(R).
Since various quantum algebra properties discussed in this paper are preserved by isomonodromy
deformation, the Stokes data (S~,rel,K~,rel, C~,rel) of gcKZ equation (resp. (H(urel), B(urel))
at a caterpillar point are universal R-matrix and K-matrix (resp. a comodule algebra over the
QUEA), which are expected to have explicit formula involving Gamma functions and Gelfand-
Zeitlin algebras.
As a classical analog (see Section 4.5), in [78] we use the closure of Stokes matrices to obtain
an explicit Ginzburg-Weinstein linearization [42]. In particular, we give a purely algebraic proof
of Boalch’s result [9]: for any u ∈ hreg the dual exponential map [9]
ν(u) : gln
∗ → GL∗n;A 7→ (S−(u,A), S(u,A))
associating the Stokes matrices S−(u,A), S(u,A) of
dF
dz = (u +
A
z )F to any A ∈ g
∼= g∗ is a
local Poisson isomorphism. Here GL∗n is the Poisson group dual to g (See Section 4). At the
caterpillar point urel we show that ν(urel) is a Poisson map using the theory of Gelfand-Zeitlin
system (thus an explicit Ginzburg-Weinstein linearization). The maps ν(u) and ν(urel) are related
by isomonodromy deformation (a time dependent Hamiltonian systems on g∗), thus ν(u) is also a
Poisson map for any other point u. The explicit map ν(urel) is actually the classical limit of the
quantum Stokes matrix S~,rel in the sense of Section 4.5.
Remark 1.13. One should also compare the difference between quantum group U~(k) and the
quantum symmetric pair B ⊂ U~(g) to, in the classical level, the difference of the k-Stokes matrices
and the restriction of g-Stokes matrices to k, where the former is the dual Poisson group SO∗n [11]
as the classical limit of U~(k), and the latter is the Dubrovin-Ugagalia Poisson space U+ [9] as the
classical limit of B [21].
1.5 Frobenius manifolds
The main goal of this paper is to set up a quantization of (the Dubrovin connections of) Frobenius
manifolds via the isomonodromy deformation of the gcKZ equation (6). Since the symmetric pair
(g = gln, k = son) and the involution τ are naturally associated with the theory of Frobenius
manifolds, thus we only focus on this special symmetric pair in the paper. In the meanwhile, there
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are two particular objects in the theory of Frobenius manifolds we are interested in and want to
find a quantum analog:
(a) the τ symmetry of Dubrovin connections, which implies the Givental’s twist loop group
actions [41];
(b) the Dubrovin-Ugaglia Poisson structures on the space of semisimple Frobenius manifolds
[71].
So after developing the Stokes phenomenon and the necessary quantum algebra properties of
gcKZ equations, in Section 4 we introduce an isomonodromy cyclotomic KZ equation, and show
that it is a quantization of Dubrovin connections of semisimple Frobenius manifolds, and has
analogs of (a) and (b). We remark that the more technical preliminaries and an extension of
Section 4 are left to the second version of our paper [76].
In this paper we use the Stokes phenomenon to construct universalK-matrices parameterized by
hreg. On the one hand, as pointed by Etingof to us, it motivates an interesting question to study a
dynamical analog ofK-matrices, via the Tannakian duality for the fibre functors Fd : Rep(U~(g))→
A-bimodules, where A is an algebra of appropriate functions on the Cartan subalgebra h, as in
the dynamical R-matrices. On the other hand, a theory of canonical bases and Schur duality
for quantum symmetric pairs was set up by Bao and Wang [5, 6]. In [6] they constructed a
quasi-universal K-matrix, with which they extended the theory of canonical bases to the setting of
quantum symmetric pairs. It is interesting to study the relation between the WKB approximation
of quantum Stokes matrices S~(u) and K~(u) (as ~ → ∞) and the canonical bases of quantum
groups and quantum symmetric pairs respectively. In the classical setting, the relation between
WKB approximation of Stokes matrices and classical integrable systems is studied in our joint
work with Alekseev (in preparation).
2 Monodromy of generalized cyclotomic Knizhnik–Zamolodchikov
equations
This section computes the monodromy of gcKZ equations and proves Theorem 1.1. In particular,
Section 2.1 and 2.2 introduce the gcKZ equation and its monodromy representation. Section
2.3 introduces the canonical solutions of gcKZ equations. In the end, Section 2.4 computes the
monodromy of gcKZ equations and proves Theorem 1.1.
2.1 Generalized cyclotomic KZ equations
Let τ be the involution on g fixing the Lie subalgebra k. Let V be a finite dimensional U(g)⋊Z/2Z-
module, and W be a finite dimensional U(k)-module.
Definition 2.1. The gcKZ equation, for a function F (z1, ..., zn) of n complex variables with values
in W ⊗ V ⊗n, is
κ
∂F
∂zi
=
(
u(i) +
2Ω0ik + C
(i)
k
zi
+
n∑
j 6=i,j=1
Ωij
zi − zj
+
n∑
j 6=i,j=1
2Ωijk − Ω
ij
zi + zj
)
· F, for i = 1, ..., n. (8)
Here Ωij or Ωijk means Ω or Ωk acting on the i-th and j-th factors of W ⊗ V
⊗n (we index W as
the 0-th factor), u(i) and C
(i)
k mean u and Ck acting on the i-th V factor of W ⊗ V
⊗n.
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We assume henceforth that κ is a purely imaginary number and u ∈ hreg(R).
Proposition 2.2. The gcKZ equation is a compatible system of differential equations over the
configuration space Xn = (C
×)n \ {zi = ±zj}.
Proof. Note that when u vanishes, it reduces to the cyclotomic KZ equation, which is compatible.
So it is necessary to check for different i and j
[u(i),Ωij ]− [Ωij , u(j)] = 0,
[u(i), 2Ωijk − Ω
ij ] + [2Ωijk − Ω
ij , u(j)] = 0.
Without loss of generality, we assume i = 1 and j = 2. The first identity follows from [u(1) +
u(2),Ω] = 0. By (id⊗τ)(2Ωk−Ω) = Ω, the second identity is equivalent to (id⊗τ)[u
(1)−τ(u)(2),Ω] =
0, which follows from the relation τ(u) = −u and the first identity.
2.2 Braid groups in type B and monodromy representation of gcKZ equa-
tions
There is a natural action of Gn,2 = (Z/2Z)
n ⋊ Sn on Xn, where the symmetric group Sn acts by
permutation of variables, and i-th Z/2Z acts on i-th variable by sign permutation. The action
of τ on V induces an action of (Z/2Z)n on W ⊗ V ⊗n (which acts trivially on W ), and Sn acts
on W ⊗ V ⊗n by permuting the V components. Then the gcKZ equation is Gn,2-equivariant with
respect to these actions, which implies that it also induces a system on the quotient space Xn/Gn,2.
Actually, by (id⊗ τ)(Ω) = 2Ωk−Ω, the last two terms of the equation’s coefficients can be written
in a more symmetric way as
∑
k=1,2
∑n
j 6=i,j=1
(id⊗τk(Ω))ij
zi+τk(zj)
.
Following [13], the fundamental group of Xn/Gn,2 is isomorphic to the braid group B
1
n in type
B with generators σ, b1, ..., bn−1 and relations
σbi = biσ, i ≥ 2, (9)
σb1σb1 = b1σb1σ, (10)
bibj = bjbi, |i− j| > 1, (11)
bibi+1bi = bi+1bibi+1. (12)
Actually choose a base point z = (z1, ..., zn) such that zi ∈ R, 0 < z1 < z2 < · · · < zn, then a homo-
morphism is given by B1n → π1(Xn/Gn,2); σ 7→ the path in F igure 1, bi 7→ the path in F igure 2.
−z1 0 z1 z2 zn
Figure 1: Transposition of z1 and −z1 such that z1 passes above −z1.
The operators of holonomy along the paths σ, b1, ..., bn−1 gives a representation of π1(Xn/Gn,2) ∼=
B1n. To be more precise, we fix a base point z, and denote by M0,Mi :W ⊗ V
⊗n →W ⊗ V ⊗n the
corresponding operator of holonomy along the paths σ and bi in Figures 1 and 2. Let si ∈ Sn be
the permutation of the i-th and i+ 1-th V -components of W ⊗ V ⊗n. In this way, we get
Proposition 2.3. The maps σ → τ (1)(M0) and bi 7→ si(Mi) are a representation of the braid
group B1n in W ⊗ V
⊗n, which does not depend on the choice of z (up to isomorphism).
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z1 zi zi+1 zn
Figure 2: Transposition of zi and zi+1 such that zi+1 passes above zi.
2.3 Canonical solutions with prescribed asymptotics
In the following, we will study the fundamental solutions of (8) with a prescribed asymptotics. To
this end, let us consider the map
P : C× ×Xn → Xn; P (z, ξ1, ..., ξn) = (zξ1, ..., zξn).
Then the pull-back of the gcKZ equation (8) under P becomes
κ
∂F
∂z
=
( n∑
i=1
ξiu
(i) +
2
∑
0≤i<j≤n Ω
ij
k +
∑n
i=1 C
(i)
k
z
)
· F, (13)
κ
∂F
∂ξi
=
(
zu(i) +
2Ω0ik + C
(i)
k
ξi
+
n∑
j 6=i,j=1
Ωij
ξi − ξj
+
n∑
j 6=i,j=1
2Ωijk − Ω
ij
ξi + ξj
)
· F, for i = 1, ..., n.(14)
In the rest of this section, we fix a u ∈ hreg(R). Let us first assume that ξ1, ..., ξn are real, and for
any k, define the domain in (R×)n
Dk := {ξ ∈ R
n | 0 < ξ1 < · · · < ξk−1 < ξk+1 < ξk < · · · < ξn} ⊂ Xn.
For any fixed point ξ ∈ Dk, equation (13) becomes a meromorphic ordinary differential equation
with an irregular singularity at z = ∞. Since the diagonal elements of u are distinct and ξ′s are
distinct, the projection of 2
∑
0≤i<j≤n Ω
ij
k +
∑n
i=1 C
(i)
k to the centralizer of
∑
i ξiu
(i) is
∑n
i=1 C
(i)
(see the proof of Proposition 2.6). Then some straightforward computation yields:
Lemma 2.4. (see e.g., [7] Chapter 3) For any fixed ξ ∈ Dk, the ordinary differential equation
(13) has a formal fundamental solution taking the form
F̂ (z; ξ) = Ĥ(z; ξ)e
z
κ
(
∑
i
ξiu
(i))z
1
κ
∑n
i=1 C
(i)
, for Ĥ = 1+ h1z
−1 + h2z
−1 + · · ·, (15)
where each hi ∈ End(W ⊗ V
⊗n).
Although Hˆ is a formal power series whose radius of convergence is in general zero, its resumma-
tion (Borel-Laplace transform) gives a finite result, i.e., a holomorphic function in each Stokes sector
around z = ∞. In particular, by our assumption on κ and u, the irregular term
∑n
i=1
1
κξiu
(i) is
purely imaginary, thus the only two Stokes sectors of equation (13) are the right and left half planes
H±. The resummation of Hˆ in H+ gives a unique holomorphic function Hk : H+ → End(W⊗V
⊗n),
which can be analytically continued to the bigger sector Ĥ+ = {ρe
iθ | ρ > 0,−π < θ < π} and
then asymptotic to Ĥ as z 7→ ∞ within Ĥ+ (see Appendix A for more details). Thus we have
Lemma 2.5. The function FDk := Hke
z
κ
(
∑
i
ξiu
(i))z
1
κ
∑n
i=1 C
(i)
is the unique holomorphic solution
of (13) on H+, with the prescribed asymptotics FDke
− z
κ
(
∑
i
ξiu
(i))z−
1
κ
∑
n
i=1 C
(i)
∼ Hˆ(z) within Ĥ+.
Here the determination of log z is chosen with a cut along the negative imaginary axis.
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For any fixed ξ, we have found a solution of equation (13). Let us now consider the variation
of ξ in Dk. By the compatibility, a solution of (13) and (14) will take the form FDk (z; ξ)Gk(ξ) for
Gk(ξ) being a function of ξ. Actually, we have
Proposition 2.6. The real analytic function Fk(z, ξ) : H+ ×Dk → End(W ⊗ V
⊗n), given by
Fk(z, ξ) := Hke
1
κ
(
∑
i
zξiu
(i))z
∑
n
i=1
C(i)
κ ·
n∏
i=1
(zξi)
C(i)
κ
∏
1≤i<j≤n
(ξi − ξj
ξi + ξj
) [Ω]ij
κ
Tk, (16)
satisfies the equations (13) and (14), where the constant Tk := e
pii
κ
[Ω]k,k+1 for k = 1, ..., n− 1, and
T−1 := e
pii
κ
C(1) .
Proof. Set
∇z = κ
d
dz
−
( n∑
i=1
ξiu
(i) +
2
∑
0≤i<j≤n Ω
ij
k +
∑n
i=1 C
(i)
k
z
)
,
Φ =
n∑
i=1
(
zu(i) +
2Ω0ik + C
(i)
k
ξi
+
∑
j 6=i
Ωij
ξi − ξj
+
∑
j 6=i
2Ωijk − Ω
ij
ξi + ξj
)
dξi.
From the compatibility of the equations (13) and (14), we have ∇z(κdξFk − ΦFk) = 0, where dξ
denotes the exterior differentiation with respect to parameters ξ′is. It implies that there exists a
1-form Bk(ξ) independent of z such that κdξFk − ΦFk = FkBk, or equivalently
κdξFk · F
−1
k − Φ = FkBkF
−1
k . (17)
To show Bk = 0, we compare the expansion of the both sides of this equation at z =∞.
Firstly, the formal sum Ĥ = 1 + h1z
−1 + h2z
−2 + · · · in (15) satisfies
κ
dH
dz
+H ·
( n∑
i=1
ξiu
(i) +
∑n
i=1 C
(i)
z
)
=
( n∑
i=1
ξiu
(i) +
2
∑
0≤i<j≤n Ω
ij
k +
∑n
i=1 C
(i)
k
z
)
·H.
Comparing the coefficients of z−1, we see that h1(ξ) satisfies
[h1(ξ),
n∑
i=1
ξiu
(i)] = 2
∑
0≤i<j≤n
Ωijk +
n∑
k=1
(C
(i)
k − C
(i)). (18)
Lemma 2.7. Let us take a root space decomposition g = h ⊕α∈Φ Ceα with (eα, e−α) = 1, and
for any positive root α ∈ Φ, set Cα = eαe−α, Ωα = eα ⊗ e−α and Ck,α = (eα + τ(eα))e−α,
Ωk,α =
1
2 (eα + τ(eα))⊗ e−α. Then h1(ξ) is given by
h1(ξ) =
∑
α∈Φ
1
α(u)
( ∑
1≤i<j≤n
( Ωijα
ξi − ξj
+
2Ωijk,α − Ω
ij
α
ξi + ξj
)
+
n∑
i=1
−2Ω0ik,α + C
(i)
k,α − C
(i)
α
ξi
)
. (19)
(Here the right hand side is seen as the image in the representation space End(W ⊗ V ⊗n).)
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Proof. Note that the vector space End(W ⊗ V ⊗n) decomposes into the direct sum of the kernel
space Ker and image space Im of the operator ad∑n
i=1 ξiu
(i) , and ad∑n
i=1 ξiu
(i) is invertible when
restricts to Im. Since Hˆ = 1+h1z
−1+ · · · is the unique formal solution, the coefficient h1(ξ) is the
unique element in Im determined by the above identity (to see the right hand side of the identity
(18) is in Im, we just need to find the explicit h1). To verify h1 satisfies (18), one simple uses
(recall that τ(u) = −u)
[
n∑
k=1
ξku
(k),Ωijα ] =
∑
k
ξk(δki − δkj)α(u)Ω
ij
α = (ξi − ξj)α(u)Ω
ij
α ,
[
n∑
k=1
ξku
(k), τ (j)Ωij ] =
∑
k
ξk(1 − 2δkj)τ
(j)[u(k),Ωijα ] = (ξi + ξj)α(u)τ
(j)Ωij
[
n∑
k=1
ξku
(k),−2Ω0ik,α + C
(i)
k,α − C
(i)
α ] = ξiα(u)(2Ω
0i
k,α + C
i
kα − C
(i)
α ).
In the meanwhile, note that u is regular, it also follows that each term in the expression of h1(ξ)
is in the image space Im.
Now differentiating (16) gives
κdξFk · F
−1
k = κdξHk ·H
−1
k +Hk
∑
i
(
u(i)z +
C(i)
ξi
+
[Ω]ij
ξi − ξj
−
[Ω]ij
ξi + ξj
)
dξi ·H
−1
k .
Then by the asymptotics Hk ∼ Ĥ = 1+h1z
−1+ · · · in Ĥ+ and the expression of h1 in (19), we get
dξFk · F
−1
k − Φ ∼ O(z
−1) at z =∞ in Ĥ+. (20)
It thus follows from the identity (17) that FkBkF
−1
k ∼ O(z
−1) at z =∞ in Ĥ+.
Secondly, by the asymptotics of Fk we have
FkBkF
−1
k ∼ Gk(ξ)e
z
κ
(
∑
i
ξiu
(i))Bke
− z
κ
(
∑
i
ξiu
(i))Gk(ξ)
−1 as z →∞ in Ĥ+,
where Gk(ξ) =
∏n
i=1 ξ
C(i)
κ
i
∏
1≤i<j≤n
(
ξi−ξj
ξi+ξj
) 1
κ
[Ω]ij
· Tk. Since the exponentials dominate, Bk must
commute with e−
z
κ
(
∑
i ξiu
(i)), otherwise some elements of e
z
κ
(
∑
i ξiu
(i))Bke
− z
κ
(
∑
i ξiu
(i)) ∈ End(W ⊗
V ⊗n) would grow exponentially for the opening of the sector Ĥ+ is larger than π, which would
contradict with the fact FkBkF
−1
k ∼ O(z
−1) in Ĥ+. Thus
FkBkF
−1
k ∼ Gk(ξ)BkGk(ξ)
−1 +O(z−1) at z =∞ in Ĥ+.
Comparing it with FkBkF
−1
k ∼ O(z
−1), we obtain that Bk = 0. It proves that dξFk(z, ξ) =
ΦFk(z, ξ).
Proposition 2.6 enables us to construct unique (therefore canonical) solutions with the pre-
scribed asymptotics at infinity, associated to the domains
D−1 = {z ∈ R
n | z1 < 0 < z2 < · · · < zn},
D0 = {z ∈ R
n | 0 < z1 < z2 < · · · < zn},
Di = {z | 0 < z1 < · · · < zi−1 < zi+1 < zi < · · ·zn} for i = 1, ..., n− 1.
Definition 2.8. For any i = −1, 0, ..., n− 1, we call Fi the canonical solution of (8).
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2.4 Monodromy representations
To compute the monodromy of equation (8), we take an infinite base point z = (z1, ..., zn) in D0,
i.e., zi ≪ zi+1 for any i (See e.g., [34] Section 8.4 for the monodromy representation with respect
to an infinite base point). Then the induced braid group representation is
π1(Xn/Gn,2)→ End(W ⊗ V
⊗n) ; σ 7→ τ (1)(F−1(z)F0(z)
−1), bi 7→ si(Fi(z) · F0(z)
−1),
where σ and b′is are the generators of B
1
n, and the image is the ratio of the canonical solutions F0
and Fi are taken in Di (after F0 has been analytic continued to Di along the path τ or bi).
Theorem 2.9. The monodromy representation of the gcKZn equation, with respect to the infinite
base point, is given by
π1(Xn/Gn,2) ∼= Bn → End(W ⊗ V
⊗n); σ 7→ τ (1)(K(u)), bi 7→ si(S(u)
i,i+1),
where S(u) and K(u) are the Stokes matrices of equation (1) and (2) (associated to V and W )
respectively.
Proof. To get the monodromy along the path bi, we need to compute the ratio of the canonical
solutions F0 and Fi. To this end, let us first find the approximation of F0 in the asymptotic zone
zj+1 − zj ≫ 0, ∀j, and |
zi − zi+1
zi − zj
|, |
zi − zi+1
zi+1 − zj
| ≪ 1, ∀j 6= i, i+ 1.
Let us consider the equation with two variables zi and zi+1 for a End(W⊗V
⊗n) valued function
κ
∂F
∂zi
= (u(i) +
Ωi,i+1
zi − zi+1
) · F,
κ
∂F
∂zi+1
= (u(i+1) +
Ωi,i+1
zi+1 − zi
) · F.
If we let Y±(z) ∈ End(W ⊗ V
⊗n) be the canonical solutions of κdYdz = (u
(i+1) +
Ωi,i+1
z ) · Y in the
two Stokes sectors H±, then
F ◦+(zi, zi+1) := Y+(zi+1 − zi)e
zi
κ
(u(i)+u(i+1)), (21)
F ◦−(zi, zi+1) := Y−(zi+1 − zi)e
zi
κ
(u(i)+u(i+1))e
pii
κ
[Ω]i,i+1 , (22)
satisfy the above two equations, and
F ◦±(zi, zi+1) = H
◦
±(zi, zi+1)e
1
κ
(ziu
(i)+zi+1u
(i+1))(zi − zi+1)
1
κ
[Ω]i,i+1
for a function H◦+ (resp. H
◦
−) tending to 1 as zi+1 − zi →∞ (resp. zi − zi+1 →∞).
Now we want to compare F ◦+ and F0 in the asymptotic zone. For that let us denote
Ni,i+1 := e
1
κ
(
∑
j 6=i,i+1 zξju
(j))
n∏
j=1
(zj)
C(j)
κ ,
and consider J = F0 · (F
◦
+Ni,i+1)
−1. In terms of H0 (see Proposition 2.6 for k = 0) and H
◦
+, J is
rewritten as J = H0Zi,i+1H
◦
+
−1, where
Zi,i+1(z) := (zi − zi+1)
− 1
κ
[Ω]i,i+1
∏
1≤j<k≤n
(zj − zk
zj + zk
) 1
κ
[Ω]jk
.
Let Wi,i+1 := Zi,i+1(z)|zi+1=zi be the function obtained by letting the variable zi+1 to be zi. Since
F ◦+ (thus H
◦
+) commutes with [Ω]
(ji)+ [Ω](j,i+1) for any j 6= i, i+1, the function Wi,i+1 commutes
with H◦+. Then we have
J = H0Zi,i+1H
◦
+
−1 =
(
H0
Zi,i+1
Wi,i+1
H◦0
−1Wi,i+1
Zi,i+1
)
· Zi,i+1 (23)
Note that all the three functions H0, H
◦
0 and
Zi,i+1
Wi,i+1
asymptotically equal to 1 in the above chosen
asymptotics zone, we obtain that J ∼ Zi,i+1. Therefore, F0(z) ∼ Zi,i+1F
◦
+(zi, zi+1)Ni,i+1. Simi-
larly, we have Fi(z) ∼ Zi,i+1F
◦
−(zi, zi+1)Ni,i+1 in a different asymptotic zone obtained by replacing
zi+1 − zi ≫ 0 with zi − zi+1 ≫ 0 (note that Zi,i+1 and Ni,i+1 are regular at zi = zi+1).
Therefore the analytic continuation of F0 along the path bi amounts to the continuation of
F ◦+(zi, zi+1) along bi, i.e., in the proper domain where both the above approximation of F0 and Fi
are valid, we have
F−10 · Fi ∼ N
−1
i,i+1F
◦
+(zi, zi+1)
−1F ◦−(zi, zi+1)Ni,i+1 = N
−1
i,i+1S
i,i+1Ni,i+1 = S
i,i+1.
Here the first identity uses (21) and (22), and the defining identity (3) of the Stokes matrix S (the
continuation of F ◦+(zi, zi+1) along bi is same as the continuation of Y+(z) from H+ to H− in a
counterclockwise direction). The second identity follows from the fact that Ni,i+1 commutes with
Si,i+1. It proves that the monodromy of gcKZ equation along bi is given by si(S(u))
i,i+1.
Similarly, if we consider the asymptotic zone zj+1 − zj ≫ 0, ∀j and |
z1
z1−zi
| ≪ 1 for any i > 1,
then the canonical solutions F0 and F−1 can be compared to the canonical solutions of equation
(2), i.e., κdFdz = (u
(1)+
Ω01+C
(1)
s
z ) ·F . By the same argument, it follows that the monodromy along
σ is given by τ (1)(K(u)).
As a corollary, we have
Theorem 2.10. For any u, the Stokes matrices K(u) and S(u) satisfy the Yang-Baxter and the
τ-twisted reflection equations.
Proof. It follows from Theorem 2.9 and the braid relation in type B, as well as the fact (τ⊗τ)(S) =
S.
Remark 2.11. Following Felder-Markov-Tarasov-Varchenko [37, Theorem 3.1], the gKZ equation
has solutions taking the form of (confluent) hypergeometric integrals over twisted cycles (see e.g.,
[72]). One can study the asymptotics of these solutions at the irregular singularity, and try to get
an integral expression of the Stokes matrices. For example, in the gl2 case, the gKZ equation, with
two variables and valued in a two dimensional vector space, reduces to a confluent hypergeometric
equation, and the integral solutions in [37] are related to the integral representations of confluent
hypergeometric functions. One checks that the asymptotics of these solutions amounts to the
different asymptotics of Kummer’s confluent hypergeometric function 1F1(a, b; z) as z → ∞ from
two different sectors (where the Stokes phenomenon appears). The comparison of the different
asymptotics gives the Stokes matrices. More details can be found in the explicit computation of
Stokes matrices in rank 2 [8, Proposition 8]. One should compare it to the gl2 example of KZ
equation with three variables, and the hypergeometric function 2F1(a, b, c; z), see e.g., [72, Section
1.1]. We refer the reader to the book [72] for a detailed exposition of the role of (multidimensional)
hypergeometric functions in quantum algebras. Given this viewpoint, Theorem 1.6 and Proposition
1.9 can be understood as the "confluence" of quasi-triangular quasi-bialgebra structure becomes
the quasi-triangular bialgebra structure (or equivalently, the "confluence" of associators become
the twists). It is interesting to see the role of confluent hypergeometric functions in representation
theory in more details and cases. Some examples include studying the Stokes phenomenon of
the affine KZ equation associated with Hecke type algebras (see [20]), Dunkl operators, and the
quantum KZ equation [38] (where in simplest case the q-confluent hypergeometric function will
appear) with extra singularities.
3 Isomonodromy deformation
Section 3.1 studies the derivations of the Stokes matrices S(u) and K(u) with respect to the
parameter u, and proves Theorem 1.4. Then Section 3.2 introduces the dynamical equations
compatible with gcKZ equations. Section 3.3 states the isomonodromy properties of the dynamical
equations.
3.1 Gauge transformations
First we have
Proposition 3.1. The canonical solutions Fi, for i = −1, ..., n− 1, satisfy
κdhF =
( n∑
j=1
zjdu
(j) +
∑
i∈Φ
dα
α
∆(n+1)Ck,α
)
F − F
(∑
i∈Φ
dα
α
(C
(0)
k,α +
n∑
k=1
C(k)α )
)
.
Here ∆ is the coproduct on U(g), and ∆(n) : U(g) → U(g)⊗n is the iterated coproduct recursively
defined by ∆(1) = id, and ∆(n) = (∆⊗ id⊗(n−2)) ◦∆(n−1) for n ≥ 2.
Proof. Let us prove it for any fix i ∈ {−1, ..., n− 1}. Let us use the setting in Proposition 2.6, i.e.,
consider the pull-back of the gcKZ equation under the map P : C× ×Xn → Xn. Let us introduce
the differential operators
Dz := κdz −
(
l
( n∑
i=1
ξiu
(i) +
2
∑
i<j Ω
ij
k +
∑
iC
(i)
s
z
)
− r
( n∑
i=1
ξiu
(i) +
∑
i C
(i)
z
))
dz,
Dξ := κdξ −
(
l
(
z
n∑
k=1
ξidu
(k) +
∑
i∈Φ
dα
α
∆(n+1)Ck,α
)
− r
(
z
n∑
k=1
ξidu
(k) +
∑
i∈Φ
dα
α
(C
(0)
k,α +
n∑
k=1
C(k)α )
))
,
where l and r denote the left and right multiplication. First one checks that
[Du, Dz] = 0, and D
2
u = 0, for any i, j = 1, ..., n.
Since Fi is a solution, we get DzHi = 0 which implies that DzDuHi = DuDzHi = 0. Thus
to prove DuHi = 0, by the uniqueness argument we only need to show that DuHi, as a function
of z, tends to 0 as z → ∞ in the sector Ĥ+. It can be seen as follows: by the expansion Hi ∼
1 + h1z
−1 +O(z−2) in Ĥ+, a direct computation shows that the limit of DuHi as z →∞ is given
by
−[
n∑
k=1
ξidu
(k), h1]−
∑
i∈Φ
dα
α
∆(n+1)(Ωk,α)−
∑
i∈Φ
dα
α
(C
(0)
k,α +
n∑
k=1
C(k)α ).
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Then given the formula (19) of h1, one checks that the above expression vanishes.
Proof of Theorem 1.4: From the definition of Stokes matrices and Proposition 3.1, one de-
duces directly the derivation of Stokes matrices with respect to u, which are given by the expression
in Theorem 1.4.
3.2 Dynamical equations
Let us consider the two equations for two functions T (u) ∈ End(V ⊗2) and G(u) ∈ End(W ⊗ V )
respectively
κdhT (u) =
∑
i∈Φ
dα
α
(C(1)α + C
(2)
α ) · T (u), (24)
κdhG(u) =
∑
i∈Φ
dα
α
(C
(1)
k,α + C
(2)
k,α) ·G(u), (25)
where dh is the de Rham differential on h. Given any fixed point u0 ∈ hreg(R), let T (u) and
G(u) be the solutions of (24) and (25) defined on a neighbourhood C of u0 in hreg with initial
conditions T (u0) = 1 and G(u0) = 1. By abuse of notation, we denote by Ω and Ωk its image in
the representations End(V ⊗ V ) and End(W ⊗ V ) respectively. We then introduce the functions
Ω(u) : C → End(V ⊗ V ); u 7→ T (u)−1ΩT (u) and Ωk(u) : C → End(W ⊗ V ); u 7→ G(u)
−1ΩkG(u).
Proposition 3.2. Let Y±(u, z) be the canonical solutions of the equation (1). Then the functions
T (u)−1Y±(u)T (u) on C satisfy the linear system of PDEs
κdzY =
(
u(2) +
Ω(u)
z
)
· Y dz, (26)
κdhY =
(
zdu(1) +
∑
i∈Φ
dα
α
T−1(u)ΩαT (u)
)
· Y, (27)
where Ωα = ∆(Cα)− C
(1)
α − C
(2)
α .
Proposition 3.3. Let F±(u, z) be the canonical solutions of the equation (2). Then the functions
G(u)−1F±(u)G(u) on C satisfy the linear system of PDEs
κdzF =
(
u(1) +
2Ωk(u) + C
(1)
k
z
)
· Fdz, (28)
κdhF =
(
zdu(1) +
∑
i∈Φ
dα
α
G−1(u)Ωk,αG(u)
)
· F. (29)
where Ωk,α = ∆(Ck,α)− C
(1)
k,α − C
(2)
k,α.
3.3 Isomonodromy deformation
As a consequence of Proposition 3.3, we have
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Corollary 3.4. The Stokes matrices S(u) and K(u) of the equations
κ
dY
dz
=
(
u(2) +
Ω(u)
z
)
· Y,
and
κ
dF
dz
=
(
u(1) +
2Ωk(u) + C
(1)
k
z
)
· F,
are locally constant.
Proof. The ratio of the two solutions Y± (resp. F±) of the common linear differential equations
(27) (resp. (29)) is locally independent of u.
We refer the reader to the general study of the isomonodromic deformation of meromorphic
linear systems by Jimbo, Miwa and Ueno [46].
4 Quantization of Dubrovin connections
The motivation of this paper is to propose a quantization of semisimple Frobenius manifolds of
dimension n [25]. In Section 4.1, we recall the notion of Dubrovin connections. In Section 4.2, we
introduce an isomonodromy deformation of the gcKZ equation as a quantum analog of Dubrovin
connections. In Section 4.4 and 4.5, we discuss the quantum analog of the twisted loop groups
and Dubrovin-Ugaglia Poisson structures, arsing from the theory of Frobenius manifolds. Most
technical preliminaries and details can be found in our latter paper [77].
4.1 Dubrovin connections
We refer the reader to the book [25] for an exposition of the theory of Frobenius manifolds and the
related subjects. As we will see, the symmetric pair (g = gln, k = son) appears in the Dubrovin
connections of Frobenius manifolds.
Following [25, Corollary 3.3], there exists a one-to-one correspondence between semisimple
Frobenius manifolds (modulo certain transformations) and Dubrovin connections. By [26, Lemma
3.2], in the canonical coordinates u = (u1, ..., un) of a semisimple Fobenius manifold of dimension
n, the (flat sections of) corresponding Dubrovin connection can be written as a linear system of
rank n for a function F (u, z) ∈ g,
∂F
dz
= (u+
V (u)
z
)F, (30)
∂F
∂ui
= (zEii + Vi(u))F, (31)
where u = diag(u1, ..., un) is the collection of canonical coordinates, the matrix valued function
V (u) is determined by the structure of Frobenius manifold and Vi(u) := adEiiad
−1
u V (u) for Eii
being the elementary matrix (Eii)ab = δiaδib. Here the matrix function V (u) is skew-symmetric,
i.e., V (u) ∈ k, and that adu is invertible when restricted to the off-diagonal matrix.
On the one hand, for the equations (30) and (31) to be compatible, the k-valued function V (u)
should satisfy the isomonodromy deformation equation with respective to u, which follows from the
axioms of Frobenius manifolds. On the other hand, one can locally construct a Frobenius manifold
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structure from any solution V (u). See [25, Lecture 3] for more details. The solution V (u) of the
isomonodromy deformation equation on a neighbourhood C of a semisimple point u0 is determined
by the initial value V = V (u0), thus the matrices V0 ∈ k parametrize the semisimple germs at u0.
There are two particular properties of the Dubrovin connections we are interested in:
(a). The skew-symmetric V in (30) implies that any flat section F (z) (with a certain asymptotics)
satisfies F (z)F (−z)T = 1 (for fixed u). Here T is the transpose. Thus F (z) is a symplectic
action on a symplectic vector space in the sense of Givental [41].
(b). There is a natural Poisson structure, called the Dubrovin-Ugaglia Poisson structure [71], on
the space of semisimple Frobenius manifolds, or equivalently on the space of Stokes matrices
of the Dubrovin connections.
Due to the isomonodromy property, various geometric or enumerative properties of Dubrovin
connections or Frobenius manifolds don’t depend on the chosen semisimple point. Thus in the
rest of the paper, let us fix an initial semisimple point u0, and consider the semisimple germs
of Frobenius manifolds at u0 which are parametrized by V := V (u0). We will then propose
a quantization of Dubrovin connections of semisimple germs at u0 via the universal version of
the compatible system in Proposition 3.2. We remark that more discussions and details on the
quantization, including a proof of Theorem 4.2, will be given in the second version of [77].
4.2 Isomonodromy cyclotomic KZ (icKZ) equations
Recall that we set U = U(g)[[~]] and Uk = U(k)[[~]]. The icKZ equation for a function F~(z) ∈ Uk⊗̂U
is
dzF~ =
(
u(1) + ~
2Ωk(u) + C
(1)
k
z
)
· F~dz, (32)
dhF~ =
(
zdu(1) + ~
∑
α∈Φ
dα
α
G−1(u)Ωk,αG(u)
)
· F~, (33)
where Ωk(u) := G(u)
−1ΩkG(u), and G(u) ∈ Uk⊗̂U is the solution of
dhG(u) = ~
∑
α∈Φ
dα
α
(C
(1)
k,α + C
(2)
k,α) ·G(u) (34)
with initial value G(u0) = 1. As in the finite dimensional case in Sections 2 and 3, one can show
that
• for any fixed u ∈ hreg(R) the first equation (4.2) has two canonical solutions F~±(z, u) with
prescribed asymptotics as z →∞ in the half planes H±;
• then the Stokes matrix K~(u) ∈ of equation (4.2) satisfies the τ -twisted reflection equation as
in Theorem 1.6, and is the universal K-matrix for the H(u)-comodule algebra as in Theorem
1.7;
• when we vary u, the Stokes matricesK~(u) are locally constant. That is the defining equation
(34), equivalently the compatibility of the icKZ equation, gives an isomonodromy deforma-
tion.
One should compare them to the corresponding analytic properties of the Dubrovin connection
(30) and (31) given in [25, Lecture 3].
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4.3 Admissibility and classical limit
Let ǫ : Uk → C[[~]] be the counit of Uk. Then Uk splits as Ker(ǫ) ⊕ C[[~]] · 1, with projection onto
the first summand denoted by π. Define U′k ⊂ Uk by
U′k = {x ∈ Uk|π
⊗n ◦∆(n)(x) ∈ ~nU⊗nk , n ≥ 1},
where recall ∆(n) : Uk → U
⊗n
k is the iterated coproduct. The algebra U
′
k has a natural Hopf algebra
structure, known as a quantum formal series Hopf algebra, and has the following well–known facts
(see e.g. [39]).
Lemma 4.1. We have U′k = U(~k[[~]]). That is, x =
∑
n≥0 ~
nxn lies in U
′
k if, and only if the
filtration order of xn in U(k) is less than or equal to n. Furthermore, U
′
k is a flat deformation of
the completed symmetric algebra Ŝk =
∏
n≥0 S
nk.
In a same way, we can define U′ ⊂ U, which is a flat deformation of the completed symmetric
algebra Ŝg. An element A ∈ Uk⊗̂U is called admissible, if A is further inside the subalgebra U
′
k⊗̂U.
Given an admissible A ∈ U′k⊗̂U, the classical limit of A, denoted by cl (A) is the image of A in
U′k⊗̂U/~(U
′
k⊗̂U) = Ŝk⊗̂U(g)
Given that Ŝk = CJk∗K, we will regard cl (A) as formal function on k∗ with values in U(g).
Now let us introduce group like elements in the classical limit. Let G = g, regarded as an affine
algebraic group over C, and denote by C[G] its ring of regular functions. Let C[k∗] be the algebra
of regular functions on k∗, and m ⊂ C[k∗] the ideal of 0 ∈ k∗. For any positive integer k, we denote
by G(C[k∗]/mp) = AlgC(C[G],C[k
∗]/mp) the set of C[k∗]/mp-points of G, and by G(C[k∗]/mp)m the
normal subgroup
G(C[k∗]/mp)m = {φ ∈ AlgC(C[G],C[k
∗]/mp) | φ(I) ⊂ m}
for I = {f ∈ C[G] | f(1) = 0} being the augmentation ideal. Let C[[G]] = limC[G]/In be the
completion of C[G] at the identity, then U(g) is identified, as a Hopf algebra, with the continuous
dual C[[G]]∗ = {ϕ ∈ HomC(C[G],C)|ϕ(I
n) = 0, n≫ 0} .. Thus G(C[k∗]/mp)m embeds into the
Hopf algebra (C[k∗]/mp)⊗U(g) over C[k∗]/mp, and elements in its image are group like. Therefore,
the inverse limit
GJk∗K0 := lim←−
G(C[k∗]/mp)m
embeds into the topological Hopf algebra Ŝ(k)⊗̂U(g) = limp(C[k
∗]/mp)⊗ U(g).
Theorem 4.2. For any u ∈ hreg(R), the canonical solutions F~±(z, u) of the icKZ equation are
valued in U′k⊗̂U, and their classical limit F± := cl (F~±) take values in G[[k
∗]]0 ⊂ Ŝ(k)⊗̂U(g). Then
for any V0 ∈ k
∗, the G-valued functions F±(z, u;V0) coincide with the canonical solutions of the
equations (30) and (31).
Remark 4.3. A Hamiltonian description of the Schlesinger equations and certain Jimbo-Miwa-
Ueno isomonodromy deformation equations is known. In such cases, the quantization of Hamilto-
nian functions leads to KZ type equations, see e.g., Reshetikhin [63], Harnad [44] and Boalch [11].
Note that the quantization or classical limit procedure considered in this paper is different.
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Since U′k is a flat deformation of Ŝ(k), it follows that any A ∈ U
′
k⊗̂U give rise to an element A
◦
of (Ŝ(k)⊗̂U)[[~]]. It can be computed as follows: by the PBW isomorphism Uk ∼= S(k), A is regarded
as an element of (S(k) ⊗ U(g))[[~]], i.e., a function A(x) on x ∈ k∗ with values in U(g)[[~]], then
A◦(x) = A(~−1x). In particular, for the solutions F~± we have that
F ◦~±(u, z) = F±(u, z) + ~F1±(u, z) + ~
2F2±(u, z) + · · · ,
where each Fi±(u, z) ∈ Ŝ(k)⊗̂U(g).
The following result, concerning the classical limit of quantum Stokes matrices, is a direct
consequence of Theorem 4.2.
Corollary 4.4. The classical limit of the quantum Stokes matrices K~± of the icKZ equation are
the Stokes matrices K± of the Dubrovin connection, thought of as functions k
∗ → G.
We have shown that classical limit of the icKZ equation coincides with the Dubrovin connections
(30) and (31), for all V = V (u0) ∈ k. Now it is natural to explore the analog of properties (a)
and (b) for the icKZ equation. Due to the isomonodromy property (see [77] for more details), it is
enough to freeze u and consider the first equation at u0 (the chosen initial semisimple point). So
in the following, we will focus on equation (7).
4.4 Givental’s reconstruction formalism
A Frobenius manifold encodes the genus zero part of a Gromov-Witten type theory. Under the
semisimple assumption, a procedure to reconstruct all genera descendant potential of a semisimple
Frobenius manifold, in terms of symplectic geometry and quantization formalism, were conjectured
by Givental in [40][41], and proved by Teleman [65]. From the viewpoint of integrable hierarchy,
another reconstruction approach towards the higher genus theory was given by Dubrovin–Zhang
[27], in terms of a dispersion deformation of the underlying (dispersionless) principal hierarchy of
a semisimple Frobenius manifold. In this subsection, we briefly discuss the possible connection
between Givental’s formalism and our works.
4.4.1 τ symmetry and Givental twisted loop groups
Let H denote the vector space Cn((z−1)) consisting of Laurent polynomials with coefficients in Cn,
equipped with a symplectic form given by the residue ω(f(z), g(z)) := Resz=0〈f(−z)g(z)〉. In [41]
Givental gave a reformation of Frobenius manifolds in terms of Lagrangian cones in H. The core
of Givental’s theory [41, 40] is the symplectic action of the twisted loop group
L(2)g := {H ∈ End(H) | H(−z)TH(z) = 1}
on H, thus on the Lagrangian cones or the set of Frobenius manifolds of rank n. Here T is the trans-
pose. The action is transitive on the space of semisimple Frobenius manifolds. In particular, any
canonical solution of dFdz = (u+
V
z )F (for V skew-symmetric) satisfies the identity F (−z)
TF (z) = 1
(for fixed u). It follows that F (z) is in L(2)g, thus a symplectic transformation on H (here when
taking the expansion of F (z) with respect to z, one needs two different completion of H, see [40]).
Then following [41], the flat sections, of the Dubrovin connection of any semisimple Frobenius
manifold M at a semisimple point u, produce a symplectic transformation TM ∈ L
(2)GLn connect-
ing (the Lagrangian cone of) M to (the Lagrangian cone of) the n-fold product of the trivial one
dimensional Frobenius manifold.
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Note that the symplectic geometry of semisimple Frobenius relies on the τ symmetry of Dubrovin
connections. The quantum analog of the τ symmetry is as follows.
Proposition 4.5. For fixed u, any canonical solution of the equation (7) satisfies the identity
τ(F~(−z))
−1F~(z) = 1.
Proof. Here recall that the action of τ on U(g) induces an action on U(k)⊗U(g) by acting trivially
on U(k). By differentiating τ(F~(−z))
−1F~(z), we find that τ(F~(−z))
−1F~(z) = Constant. Fur-
thermore, the canonical solutions have prescribed asymptotics, therefore one checks the constant
must be 1.
Remark 4.6. By the definition of the quantum Stokes matrix K~ and K~−, we also have K~ =
−τ(K~−)
−1. In the classical limit, it corresponds to the relation K(u) = K(u)−T− of the Stokes
matrices of Dubrovin connections. See e.g., [9, Section 7].
Recall that any canonical solution takes the form F ◦
~
(u, z) = F (u, z) + ~F1(u, z) + · · · ∈
Ŝ(k)⊗̂U(g)[[~]]. For any V ∈ k, the classical limit F (u, z;V ) is group valued, and Proposition
4.5 implies that F (u,−z;V )TF (u, z;V ) = 1.
4.4.2 Possible relations with the closure of Stokes matrices
As we have seen, the flat sections of the Dubrovin connection, of any semisimple Frobenius manifold
M at a semisimple point u, produce a symplectic transformation TM connecting M to the product
of the trivial one dimensional Frobenius manifold. Then following [40][65], the total descendent
potential of the semisimple Frobenius manifold M is given by the action of the quantized operator
of TM on the n copies of the descendant potential of a point (known as the Witten–Kontsevich
tau-function). It thus reconstruct the higher genus data of a Gromov-Witten type theory from its
genus zero data (a semisimple Frobenius manifold).
Due to the isomonodromy property, this reconstruction formulation doesn’t depend on the
chosen point u. It raises the question that what if we can take u at an "infinite" point? Here
"infinite" point is the caterpillar point explained in the closure of Stokes matrices in the introduction.
Recall that the "blow-ups" of meromorphic linear systems dFdz = (u +
A
z )F with u ∈ hreg(R) at
a caterpillar point urel are n systems
dF
dz = (uk +
Ak
z )F of rank k, for k = 1, ..., n respectively,
and each uk = diag(0, ..., 0, 1). Thus the "blow ups" bring a meromorphic system to the product
of n "points" systems along isomonodromy deformation. Here we say "point" because the above
irregular term uk (as canonical coordinates on Frobenius manifold) has one freedom of degree. It
is interesting to compare it to the reconstruction formula. Besides, Dunin-Barkowski, Orantin,
Shadrin and Spitz in [28] explained Givental formula (for the total ancestor potential) in the
framework of the (local) Eynard-Orantin topological recursion. It is also interesting to compare
with their formalism.
4.5 Dubrovin-Ugaglia Poisson structures on the space of semisimple
Frobenius manifolds.
Let r be the standard classical r-matrix on g = gln. Then the dual Poisson Lie group G
∗ = GL∗n
of the quasitriangular Lie bialgebra (g, r) is
G∗ := {(b−, b, t) ∈ B− × B × t | [b−][b] = 1, [b] = e
piit},
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where B and B− denote the upper and lower triangular Borel subgroups of G, t is the set of n by
n diagonal matrices, and [b] takes the diagonal part of b. See e.g., [57] or [9, Section 2].
In [9], Boalch identified G∗ with the space of Stokes matrices of meromorphic connections over
the unit disc having an irregular singularity at the origin. Following [8] the Stokes matrices are
complete invariants of meromorphic connections, thus he gave a "moduli theoretic" interpretation
of the dual Poisson Lie group as the moduli space of certain meromorphic connections. Furthermore,
he proved that
Theorem 4.7. [9] For any u ∈ hreg, the dual exponential map
ν(u) : g∗ → G∗; A 7→ (S−(u,A), S(u,A)),
associating the Stokes matrices S±(u,A) of the meromorphic linear system
dF
dz =
(
u+ Az
)
F to any
A ∈ g ∼= g∗, is a local analytic Poisson isomorphism.
As pointed out in [9, Section 7], the map ν(u) intertwines the two Poisson involutions τ on
g ∼= g∗, and τ : G∗ → G∗; (S−, S) 7→ (S
T , ST−) on G
∗ respectively (we denote the involution on
G∗ by the same letter τ). The Poisson involution τ on G∗ naturally induces a Poisson structure
on the fixing locus U+, called the Ugaglia-Dubrovin Poisson structure. See [9, Section 7] (or [74]
for the Poisson structures on the fixing locus induced by general Poisson involutions). Thus when
restricts to k ⊂ g, we get
Theorem 4.8. [71][9] The map ν(u) : k∗ → U+ is a Poisson map.
Remark 4.9. Originally, Ugaglia in [71] introduced the Poisson structure on U+ by computing
the pull-forward of the canonical linear Poisson structure on k ∼= k∗ under the map ν(u) (Dubrovin
first computed the case when n = 3 [25]), and proving that the pull-forward Poisson structure
is polynomial and doesn’t depend on u. The above explanation using the Poisson involution on
dual Poisson groups, the full space of Stokes matrices of g-connections, was first pointed out by
Boalch [9]. A more intrinsic approach to the Poisson structures on the space of Stokes matrices
was given by Boalch [10], generalizing the Aityah-Bott construction to the irregular meromorphic
connections. From a completely different viewpoint, and independently, Bondal discovered the
same Poisson structure on U+ [12].
Theorem 4.7 and 4.8 can be seen as the classical analog of Theorem 1.6 and Proposition 1.9.
There are two ways to see this. The first way relies on analyzing the classical limit of twists and
associators, and is related to the theory of dynamical r-matrices introduced by Felder [36]. To see
this, we first recall the result of Enriquez, Etingof and Marshall [32].
Proposition 4.10. [32] Let J = 1 + ~ r2 + O(~
2) ∈ U′⊗̂U be any admissible twists killing the KZ
associator ΦKZ , and let g(x) ∈ Map(g
∗, G) be the reduction of J
◦−1
~
module ~, then the formal
map g∗(x) : g∗ → G∗;x 7→ (b−(x), b(x)), uniquely determined by the identity g(x)e
xg(x)−1 =
b−(x)
−1b(x), is a Poisson isomorphism.
Remark 4.11. The result in [32] works for any finite dimensional quasitriangular Lie bialgebra
(g, r) such that t := r + r21 is nondegenerate. Here we take the special case (g, r), with r the
standard classical r-matrix.
In particular, if we take J as the quantum connection matrix C~(u) (introduced in Section 1.3),
then using the monodromy relation between S~(u) and C~(u), one finds that the resulting maps g
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and g∗ from Proposition 4.10 coincides respectively with the connection matrix map C(u) : g∗ → G
and dual exponential map ν(u) : g∗ → G∗ of the meromorphic linear systems. See e.g., [75, 67, 77]
for more details. It thus interprets Theorem 4.7 from a quantum algebra viewpoint.
Now to interpret Theorem 4.8, we should incorporate the involution τ to Proposition 4.10.
Recall that the result in [32] is proved by analyzing the classical limit of Drinfeld twist equation,
and relies on the fact that the semislcassical limit of KZ associator ΦKZ is the Alekseev-Meinrenken
dynamical r-matrices [1][30]. While in [31, Section 4], Enriquez and Etingof have studied the
semiclassical limit of cyclotomic KZ associator ΨKZ , and proved in [31, Proposition 4.7] that
it coincides with the dynamical r-matrices coupled with an involution [35] [2]. Thus similar to
[32], the classical limit of the (cyclotomic) twist equation, for the cyclotomic twist T~(u) and
associator ΨKZ , will imply that the classical limit of the Stokes matrix K~(u) is a (formal) Poisson
isomorphism from k∗ to U+.
Proposition 4.12. For any u ∈ hreg(R), let T~(u) ∈ U
′
k⊗̂U be the twist killing the cyclotomic
associator ΨKZ, and let g(x;u) ∈ Map(k
∗, G) be the the reduction of T~(u)
◦−1
~
module ~, then the
formal map g∗(x;u) : k∗ → U+ ⊂ G
∗;x 7→ (b−(x;u), b(x;u)), uniquely determined by the identity
g(x;u)exg(x;u)−1 = b−(x;u)
−1b(x;u),
is a Poisson isomorphism.
Then Theorem 4.8 follows from the fact that the classical limit of K~(u) coincides with ν(u) :
k∗ → U+. The proof of the proposition follows the same line as [32] and [31, Section 4]. Here we just
remark that the τ symmetry of the quantum Stokes matrix K~(u) guarantees the image of g
∗(x;u)
is inside U+. We also remark that the connection matrix map C(u) : k
∗ → G of the Dubrovin
connections, equivalently the classical limit of T~(u), is a classical vertex-IRF transformation,
generalizing the result in [75] to the dynamical r-matrices coupled with an involution.
The second way to think of the quantum analog of Theorem 4.7 and 4.8 are as follows. By Drin-
feld’s duality principle [24, Section 7](see also [39]), there exists a functor F : QUEA → QFSHA
from the category of quantized universal enveloping algebra (QUEA) to the category of quantized
formal series Hopf algebras (QFSHA). Roughly speaking it turns any quantized enveloping algebra
over a Lie bialgebra into a quantum function algebra for the corresponding dual Poisson group.
In particular, the image U′ = F(U) is a flat deformation of Og∗ the formal functions Og∗ on g
∗,
and the image UC~(u) := F(H(u)) is a flat deformation of the formal functions OG∗ on G
∗. Here
recall that for any fixed u H(u) = (U, C~(u)∆C~(u)
−1, S~(u)) is the quasitriangular Hopf algebra
quantizing (g, r). Following [33, 32], the quantum Stokes matrices S~(u), S~−(u) can be used to
construct an algebra isomorphism S~(u) : U
C~(u)(g) → U(g), whose classical limit S(u) is thus
naturally a Poisson algebra isomorphism R : OG∗ → Og∗ . Besides, S(u) coincides with the dual
exponential map ν(u) : g∗ → G∗ (see [67, 77]). Thus the map ν(u) in Theorem 4.7 is Poisson, and
the algebra isomorphism S~(u) is its quantum analog, as shown in the following diagram
d−
(
u(1) + ~Ωz
)
dz
quantum Stokes matrix
−−−−−−−−−−−−−−−−→ S~(u) : U
C~(u)(g)→ U(g)
s.c.l
y s.c.ly
d− (u+ Vz )dz
Stokes matrices
−−−−−−−−−−−→ ν(u)∗ : OG∗ → Og∗
As for the quantum analog of ν(s) in Theorem (4.8), let us first recall that in Xu [74], U+ is
interpreted as a quotient Poisson space G∗/SO⊥n , where SO
⊥
n is the coisotropic subgroup of G
∗
with the tangent Lie bialgebra k⊥ ⊂ g∗.
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In [21, Theorem 3.3], Ciccoli and Gavarini generalized the quantum duality principle to the
coisotropic subgroups. Roughly speaking, it turns any subalgebra coideal L of a QUEA U over the
Lie bialgebra (g, g∗) into a subalgebra coideal F(L) of the QFSHA F(U). Recall that F(U) is a
quantum function algebra of the dual formal Poisson group G∗. If L is a quantization of the formal
coisotropic subgroupK ⊂ G, then F(L) is a quantum function algebra on the Poisson homogeneous
space G∗/K⊥. Here K⊥ is the complementary dual of K, i.e. the coisotropic subgroup of G∗ with
the tangent Lie bialgebra k⊥ ⊂ g∗, where k = Lie(K). As an example given in [21, Section 6], the
quantum duality principle takes the subalgebra coideal B (the twisted QUEA introduced by Noumi
[60]) of U~(g) to a quantized function algebra F~(U+) of the Dubrovin-Ugaglia Poisson structure
on the Poisson homogeneous space U+ ∼= G
∗/k⊥.
The quantum duality functor constructed in [21, Section 3.1] works for a comodule algebra over
a QUEA. In particular, the functor takes B(u) ∈ UC~(u)J~K in Theorem 1.5 to a subalgebra coideal
B(u) of the quantum function algebra UC~(u). Similar to [32][33], the quantum Stokes matrices
K~(u), K~−(u) can be used to construct an algebra isomorphism K(u) : B(u)→ Uk. Furthermore,
the classical limit of K(u) are the Stokes matrices of the Dubrovin connections. So in the presence
of the involution τ , one should replace, in the above diagram, equation (6) by (7), the quantum
Stokes matrix S~ by K~ (with the algebra B(u) quantizing U+), and restrict V to k ⊂ g.
Remark 4.13. Note that the Poisson structure at eK⊥ ∈ G∗/K⊥ vanishes, and one should
understand the Riemann-Hilbert-Birkhoff analytic map ν(u) : k∗ → G∗/K⊥, or the formal map
OG∗/K⊥ → Ok∗ from quantum algebras, or the differemorphism ν(u) restricted on the corre-
sponding compact real forms, as a generalization of the locally analytic [9, 11], or formal [32], or
diffeomorphic [42, 11] Ginzburg-Weinstein linearization to Poisson homogeneous spaces associated
with the coisotropic subgroup.
A Canonical solutions, Stokes matrices and connection ma-
trices
Let us consider the meromorphic linear system
dF
dz
=
(
u+
A
z
)
· F,
where F (z) ∈ Cm, u = diag(u1, ..., um) is a diagonal matrix, and A ∈ glm. We divide {1, ...,m}
into subsets {Il}l=1,...,k such that ui = uj if i, j ∈ Il for some l, and ui 6= uj otherwise. We
then assume that for any l = 1, ..., k, no two eigenvalues of the submatrix formed by the rows and
columns from the index set Il differ by a non-zero integer.
The equation has an irregular singularity at z = ∞, and has a unique formal fundamental
solution around ∞ taking the form (see e.g., [7, Chapter 3])
F̂ (z) = Ĥ(z)z[A]ezu, for Ĥ(z) = 1 +H1z
−1 +H2z
−2 + · · ·.
Here [A] takes the projection of A to the centralizer of u in glm. In particular, if u has distinct
diagonal elements, [A] takes the diagonal part of A.
Although the radius of convergence of Hˆ(z) is in general zero, its Borel-Laplace transform (see
[7, Chapter 5]) produces different holomorphic functions Hi, with the prescribed asymptotics Hˆ
in certain different sectors Ŝecti of the complex plane, whose union covers a full neighborhood
of the singularity z = ∞. See e.g., [7, Chapter 8]. In this way, one gets canonical fundamental
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holomorphic solutions Fi(z) in each Ŝecti. The mismatch of two sectoral solutions on the overlap
of the corresponding sectors, known as the Stokes phenomenon, may be measured in terms of the
transition matrix relating the two fundamental solutions. In what follows, we give more details
and introduce some necessary notations for the present paper.
Definition A.1. The anti-Stokes rays of the equation (35) are the directions along which e(ui−uj)z
decays most rapidly as z 7→ ∞ for some ui 6= uj. The Stokes sectors are the open regions of C
bounded by two adjacent anti-Stokes rays.
On each Stokes sector Secti bounded by two adjacent anti-Stokes rays di and di+1, there
is a canonical fundamental solution Fi of (35) with prescribed asymptotics on the supersector
Ŝecti = (di −
pi
2 , di+1 +
pi
2 ). In particular, the following result can be found in e.g., [7][8][58].
Theorem A.2. On Secti, there is a unique (therefore canonical) holomorphic function Hi :
Secti → GLm such that the function
Fi = Hie
zuz[A]
satisfies equation (35), and Hi can be analytically continued to Ŝecti and then Hi is asymptotic to
Ĥ at z 7→ ∞ within Ŝecti.
Suppose we are given a Stokes sector Sect0 (with a chosen branch of log(z) on it) and the
opposite sector Sectl.
Definition A.3. The Stokes matrices of the equation (35) (with respect to to Sect0) are the
matrices S(A, u), S−(A, u) determined by
Fl = F0 · e
−pii[A]S, F0 = Fl · S−e
pii[A]
where the first (resp. second) identity is understood to hold in Sectl (resp. Sect0) after F0 (resp.
Fl) has been analytically continued counterclockwise.
Now if further no two eigenvalues of A are differed by a non-zero integer, then the following
fact is well-known (see e.g [73, Chapter 2]).
Lemma A.4. The system (35) has a unique holomorphic fundamental solution F0 : P
1 \ {0} →
GL(n) of the system (35) such that F0 · z
A → 1 as z → 0.
Definition A.5. The connection matrix C(A, u) ∈ g(C) of the system (35) (with respect to Sect+)
is determined by F0(z) = F+(z) · C(u,A).
In a global picture, the connection matrix is related to the Stokes matrices by the following
monodromy relation, which follows from the fact that a simple negative loop (i.e., in cloclwise
direction) around 0 is a simple positive loop around ∞:
C(A, u)e2piiAC(A, u)−1 = S−(A, u)S(A, u).
We remark that the Stokes matrices S(A, u), S−(A, u) will in general depend on the irregular
data u in (35). Such dependence was studied by many authors, see e.g., [46].
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