Magnetic resonance imaging of patients who find difficulty lying still or holding their breath can be challenging. Unresolved intra-frame motion yields blurring artifacts and limits spatial resolution. To correct for intra-frame non-rigid motion, such as in pediatric body imaging, this paper describes a multi-scale technique for joint estimation of the motion occurring during the acquisition and of the desired uncorrupted image. This technique regularizes the motion coefficients to enforce invertibility and minimize numerical instability. This multi-scale approach takes advantage of variable-density sampling patterns used in accelerated imaging to resolve large motion from a coarse scale. The resulting method improves image quality for a set of twodimensional reconstructions from data simulated with independently generated deformations, with statistically significant increases in both peak signal to error ratio and structural similarity index. These improvements are consistent across varying undersampling factors and severities of motion and take advantage of the variable density sampling pattern.
Introduction
Motion affects a wide range of magnetic resonance imaging (MRI) acquisitions. For instance, breathing or respiratory motion can move internal organs like the heart, liver, or kidneys during a scan. Cardiac motion can distort images of the heart as well. Gating or triggering (with a respiratory belt, electrocardiogram, or navigator) can suppress these motion 5
effects, but at the cost of less efficient acquisitions. Inconsistent breathing, arrhythmia, or inaccurate physiological monitoring also can diminish the effectiveness of such methods.
Additionally, such methods do not address other sources of motion, such as patient movement (bulk motion). Certain patient populations, including young children, cancer patients, and those with neurological or neurodegenerative disorders have difficulty lying still for extended periods 10 and would be expected to move during longer scans. To deal with all these types of motion, for fast, high resolution MRI, motion-corrected reconstructions are leading the way.
In this work, we are interested in suppressing bulk and respiratory motion that can affect high-resolution abdominal images, such as those used to monitor and plan treatment for liver cancer (e.g., hepatoblastoma) in young children. These images can suffer from intra-frame 15 motion blur due to both bulk motion and respiratory motion. While sedation can address the former, doing so precludes breath-holds, poses risks for young children, and requires an anesthesiologist to be present. The need for an anesthesiologist makes scheduling such exams challenging. Even without sedation, repeated breath-holds may be difficult for these children, limiting the achievable resolution and image quality of abdominal images. Alternative imaging 20 techniques such as X-ray computed tomography pose radiation-related risks to these subjects, motivating un-sedated imaging techniques for pediatric MRI. This work, focusing on intra-image (or intra-frame) motion, complements other recent developments addressing inter-frame motion in body imaging, including in dynamic imaging [1] [2] [3] , multishot imaging [4] , and in 4D flow imaging [5] [6] [7] . 25 To handle both bulk and respiratory motion, this work focuses on non-rigid correction of intra-frame motion. This contrasts with rigid or translational motion correction that is common for intra-frame motion using k-space navigators (e.g., autofocus [8] ). Parallel imaging and sharpness criteria like gradient entropy extend the autofocus approach to non-rigid motion [9, 10] . However, these navigators have limited compatibility with spiral-out pulse sequences that 30 can be used for fast imaging. Another approach, MOCCA [11] , senses motion without navigator sequences, but is primarily used for gating. Inter-frame non-rigid motion correction methods avoiding navigators include non-rigid registration [2] [3] [4] , k-t FOCUSS [12] , MASTeR [13] , and BLOSM [14] , rank constraints [15, 16] , and the distance-sensitive regularization in PRICE [17] reduces the amount of data per reconstructed image by a factor equal to the number of groups or "frames", and these methods do not specify how to combine the reconstructed time series into a final image. Alternatively, low-resolution image frames can be used for rigid or non-rigid registration, to resolve motion before reconstructing high-resolution video that takes advantage of spatiotemporal redundancy [19] . 40 Incorporating motion estimation into image reconstruction is a highly flexible motion compensation solution. K-space pre-processing is not flexible enough to correct non-rigid motion [20] , and non-rigid image registration post-reconstruction [21, 22] cannot address intraframe motion. Methods such as GRICS [23] [24] [25] correct respiratory motion via a parametric model of deformable motion in the reconstruction. GRICS requires specifying respiratory phase 45 or other pseudo-navigational information, but avoids traditional navigation. Instead of constraining our deformable motion to a fixed parametric model, we use multi-scale motion estimation, which was previously applied to image registration [26] . This approach is geared to address arbitrary motion without specific tracking. This model-based reconstruction technique relies on variable sampling densities present in non-Cartesian acquisitions (e.g., spirals) used 50 for highly accelerated imaging. Other methods take advantage of radial sampling to aid motion estimation in time-series imaging [27] [28] [29] [30] [31] . Many other works also address motion correction and are described in reviews on medical image registration [32] and motion correction methods [33] .
A conference abstract [34] described a single-scale version of our motion-compensated reconstruction. Figure 1 depicts the reconstruction of an image corrupted by such motion by 55 grouping the undersampled k-space data acquired sequentially in time, and jointly estimating the non-rigid motion present for each group along with the reconstructed image. That framework is extended here to use multi-scale motion estimation and parallel imaging for undersampled non-Cartesian k-space data. This paper also includes a comparison against an existing intraframe motion correction technique (non-rigid autofocus with locally linear translations [9] ) and an 60 illustration of the multi-scale motion estimation technique. This paper also illustrates the advantage of non-constant sampling density for this method. These experiments operate with synthetic motion, so a ground truth image with identical contrast and resolution is available for
comparison. An additional experiment with real motion indicates that the proposed method can suppress some motion even when correcting motion for each spiral readout individually. 65
The next section describes the multi-scale non-rigid intra-frame motion compensation method in detail. Section 3 describes the data and evaluation criteria used to validate and compare this method. Experimental results follow in Section 4 and are discussed in Section 5.
When acquiring a single image (or a frame of a video or time series), if the time-scale of intra-frame motion is comparable to the acquisition time for that image, and if the spatial-scale of that motion is comparable to the resolution of the image, that motion can introduce blur or other artifacts. These artifacts are caused by the image content (e.g., organs or tissue) being in different positions for each k-space readout. To reconstruct images without these artifacts, this 75 method adjusts the forward model to include these intra-frame displacements, modeled as nonrigid motion. Ideally, we would estimate such a deformation for every single k-space readout (like autofocus can via navigation). In practice, individual readouts do not contain sufficient data to calculate these deformations. Instead, we group readouts consecutive in time into a single subset and assign all the readouts in a given subset the same non-rigid motion. The group size 80
should be selected to reflect the time scale of discernable motion; using too many groups would unnecessarily trade off data availability for minimal motion reduction.
Defining an unknown "source" image as I to be the target of the reconstruction, we let the transformation T(wg) map the source image to the deformed state corresponding to the gth group of k-space mg. This transformation T(wg) corresponds to a b-spline-based local 85 interpolation of an image onto a new grid that corresponds to adding the displacement vectors wg to the original (Cartesian) grid locations. Each displacement vector contains coordinate offsets in each direction, nominally on a pixel-by-pixel basis. However, to constrain the motion to be smooth, and limit the number of unknowns, we use b-splines on a lower-resolution grid to describe the coordinate offsets with a reduced set of coefficients. So, 90
represent the x-and y-displacements, respectively, of the deformation field of the gth group at coordinates (x,y), in terms of the low-resolution cubic b-spline function β() with stretching factors mx and my, and with coefficient matrices cg,x and cg,y. The amount of resolution reduction 95 depends on these stretching factors (see the discussion of the multi-scale approach in Section 2.2). Corresponding expressions for 3-D motion have three-dimensional cubic b-splines and a third set of coefficients cg,z. For simplicity, we continue the development considering 2-D motion on a 2-D image. We assume the first group of k-space is consistent with the source image we are reconstructing and hold w1 = 0. Then, a single-image reconstruction from G groups of k-100 space would attempt to solve the following minimization problem:
The matrix Fg is the Cartesian or non-Cartesian Fourier transform, subsampled to produce the k-space values for just the readouts of the gth group. In practice, this reconstruction is illposed, since we do not constrain the deformation coefficients, and the entire set of k-space may 105 be insufficient to specify a unique image on its own. We use two approaches to address this issue: regularization and multi-scale (or multi-resolution) motion correction. The former enforces smoothness of the motion or deformation field while taking advantage of parallel imaging redundancy (when multi-channel data are available). The latter takes advantage of variable sampling density with non-Cartesian spiral or radial trajectories. 110
Regularization
This paper describes two forms of regularization: a quasi-quadratic constraint on the motion and a null space penalty for SPIRiT [35] parallel imaging (if applicable). The first constrains the b-spline-coefficient-based finite differences approximation to the Jacobian matrix (first-order partial derivatives) of the deformation vector field. This penalty, described in [26] , is piecewise-115 smooth, and limits motion changes that would violate invertibility or produce extreme changes in the volumes of local structures (as reflected by the determinant of the Jacobian matrix). We use 
for the x-and y-derivatives of the x-and y-displacement coefficients. The penalty function is 120
This piecewise-smooth penalty function ensures that the change in motion from one location to the next is neither so small (negative) nor so large (positive) that one pixel would not move too close to a neighbor. Appropriate values for the τ's use small < 0 and much larger ≫ − for pxx and pyy, and relatively small = − for pxy and pyx. This choice permits small 125 decreases in volume and larger increases in volume. Decreases in volume should be constrained more aggressively, as too significant decreases lead to ill-conditioning or even noninvertibility of the deformation. Generalization to three-dimensional motion is straightforward using a 3×3 matrix of partial derivatives for each direction and each displacement [26] , , .
The deformations wg and partial derivatives pg,xx, pg,xy, etc. are linear functions of cg,x or cg,y. The regularization tuning parameter λ1 trades data-consistency for this motion constraint. We hold this parameter fixed to = 20. The flat part of this regularizer ensures that setting λ1 too large 135 does not change the motion estimates too much.
However, motion-constraining regularization is insufficient in the case where undersampling may be present, such as in accelerated imaging. In the parallel imaging case, the image I is actually a set of images, one for each channel in the receive array coil. Then, the linear relationship between adjacent k-space frequencies across coils in SPIRiT parallel imaging 140 yields a null space constraint in either the image domain or frequency domain [35] . Adding to the optimization problem a quadratic penalty on the difference between the set of coil images and the per-pixel SPIRiT combination of that set minimizes violation of this null space constraint.
The parallel imaging-regularized reconstruction is arg min , , , , , …, , , ,
The k-space readout groups mg and image set I in Eq. (7) are matrices, with each column representing a different coil channel. Thus, the Frobenius norm ‖•‖ replaces the vector 2-norm.
This approach is also compatible with other forms of regularization on the image set, such as transform-domain sparsity, but such regularizers are well-studied and beyond the scope of this 150 paper. Although intra-frame motion affects the coil sensitivities, and hence the SPIRiT operator calibration, the very low resolution of the SPIRiT kernel and the calibration data limits the severity of motion artifacts on the kernel. Figure 2 portrays calibrated kernels from real breathheld and free-breathing data. This comparison suggests that real motion produces small differences in these calibrations. As in conventional SPIRiT, we set = 1. 155
Multi-Scale Processing
In the literature, including [26] , multi-scale or multi-resolution motion estimation methods are more robust and efficient than single-scale, high-resolution motion estimation. This is due to a number of factors, including the nonconvexity of motion estimation, the diminishing effect of motion on low-resolution images, and the reduced problem size (fewer motion coefficients for 160 each group) at coarse scales. Multi-scale processing can also motivate employing variabledensity sampling strategies that undersample higher frequencies more than lower frequencies.
Such strategies are easily realized with spiral or radial k-space trajectories, due to the repeated sampling at/near DC. This greater sampling density reduces aliasing energy in low-resolution images, facilitating accurate motion estimation at the coarse scale. Thus, to extend the 165 framework to multi-scale processing, we estimate a set of coefficients This algorithm is similar to the regularized multi-scale method in [26] , but it is modified 195 significantly for MRI reconstruction, with multiple groups of k-space instead of separate images.
The objectives of these experiments are (1) to ascertain the effect of multi-scale processing on the quality of motion estimates, (2) to compare the motion-compensated reconstructions of 200 abdominal MR images against existing motion-correcting reconstructions, and (3) to demonstrate the proposed method on real motion. To accomplish these objectives, the experiments use breath-held and free-breathing pilot data sets acquired from consented human subjects under a protocol approved by the Institutional Review Board of the University of Virginia (protocol #17557). All reconstructions are evaluated via visual comparison. The motion-205 corrected reconstructions from the breath-held data with synthetic motion added retrospectively are also evaluated according to the peak signal to error ratio (PSER) and the structural similarity (SSIM) index perceptual quality metric [38] .
Data Sets
The data were acquired on a Siemens Avanto 1.5T scanner using a T1-weighted gradient 210 echo (VIBE) pulse sequence with a 3D stack of spirals k-space trajectory. The original acquisition prescribed 20 kz partitions. After taking an inverse Fourier transform in the zdirection, the extreme two slices on both ends are removed to mitigate wrap-around aliasing unrelated to motion, resulting in 16 coronal slices, each 5 mm thick. For each kz-partition, the acquired data contains N=74 spiral interleaves from 12 coil channels (of a Siemens spine and 215 body array coil) with a nominal field of view (FOV) of 400×400 mm and a base resolution of 1.56×1.56 mm. These dual density interleaves were acquired with a 1/FOV spacing at the center of k-space and N/FOV spacing for the outer part per interleaf. For these data sets, the data were acquired in 30 seconds (a single breath hold for the breath-held scans). Two additional interleaves were acquired for each kz partition to support automatic off-resonance 220 correction [39] . The same scan prescription was used for both the breath-held and freebreathing (real motion) acquisitions.
From a breath-held ground truth data set, we introduced synthetic motion and resampled kspace along the same readout pattern. Since the emphasis of this research is on correcting intra-frame motion, we introduced different synthetic motion for each 1/4 of k-space, yielding a 225 blurred reconstruction without motion correction. To form this synthetic motion, and to avoid the "inverse crime" of using our motion model to synthesize the motion, we created high-resolution, smooth distortions on a voxel-wise basis around the locations of internal organs like the liver and kidneys that are known to move in free-breathing and pediatric patient imaging. The freebreathing data have their own real motion and do not have any additional motion added. 230
Evaluation Criteria
For the data incorporating known synthetic motion, direct comparison of the reconstructed image to a motion-free ground truth is possible. Given the ground truth, we compare image quality using the peak signal to error ratio (PSER) defined as = 20 log √ •‖ ‖ ‖ ‖ and the structural similarity index (SSIM). This second measure is sensitive to image sharpness, 235 which is the criterion measured by gradient entropy [40] for competing methods like autofocus navigation [9] . Reconstructions with either synthetic or real motion are also compared visually.
Results
The first experiment concerns the validation of the multi-scale reconstruction method on 240 synthetic (simulated) non-rigid motion. Starting from 2×-undersampled dual-density k-space data corrupted by synthetic motion (divided into four groups), we used both our single-scale method [34] and the proposed multi-scale motion estimation to measure the non-rigid motion consistent with the sampled k-space. We then assessed the difference between the The second experiment compares our motion correction to an existing non-rigid motion correction method that relies on navigator data, again using simulated motion with a ground 255 truth. The existing autofocus method [9] uses parallel imaging to approximate non-rigid motion with locally linear translations. This approximation is consistent with a low-resolution deformation field. To reproduce images from incomplete measurements, this autofocus method is combined with SPIRiT reconstruction, the same parallel imaging reconstruction used to deal with incomplete data in our method. As our method does not require navigators to measure in-260 plane motion, demonstrating similar or improved performance on undersampled k-space data helps justify the use of the proposed reconstruction for non-rigid motion correction. To begin, we fully sample k-space and interleave the 74 readouts/kz-partition into four groups, three of which are corrupted by motion. Employing the same SPIRiT reconstruction as before yields a highly blurred image with significant motion-amplified aliasing artifacts. Then, we reconstruct the image 265 using our method, alternating SPIRiT and multi-scale motion estimation. We also synthesize kx and ky butterfly navigators in k-space and employ non-rigid group-wise autofocus reconstruction, with and without SPIRiT parallel imaging, for comparison. Figure 4 and Figure 5 depict all these reconstructions for two of the 16 slices. Each figure also includes the original (ground truth) image, along with difference images (relative to the ground truth) for the motion-270 correcting reconstructions. The image reconstructed with our method appears a bit blurred versus the original image, but it is a significant improvement over the blurring incurred by the other reconstruction methods. The outlines and most fine-scale details of our reconstruction match those of the uncorrupted reconstruction. The image quality is also improved over the other reconstructions, with significantly reduced coherent structure in the difference image. 275
From the fully sampled case, we clearly observe improved motion correction with the proposed method. In Figure 6 , we depict these reconstructions for one of the slices, with undersampling factors (R) of R=2 and R=3. The proposed reconstruction has noticeably reduced errors versus the other methods in both cases. The next part of this experiment measures both mean PSER and MSSIM values across all sixteen slices. We first measure the 280 statistical significance over all comparisons using single-factor ANOVA. Since these p-values are significant, we perform post-hoc matched-pairs t-tests with Bonferroni correction on the PSER and SSIM values depicted in Figure 7 . For R=1, the fully sampled case, we observe a significant improvement in image quality using our method according to both metrics, and the difference remains significant for R=2 and R=3. The p-values for both are listed in Table 1 . 285
Thus, we observe that our method outperforms the others as undersampling increases, although we become less competitive with SPIRiT at high undersampling. We surmise undersampling-related errors dominate the reconstruction error at high acceleration. varying degrees of undersampling, whose average peak-signal-to-error ratio (PSER) and mean structural similarity (MSSIM) index values are depicted in Figure 7 . Significant values with p < 0.05 are in bold.
Next, Figure 8 shows mean SSIM and PSER values across the 16 slices for different intensities of synthetic motion. We measure the statistical significance of these means being different for each motion intensity using the same tests as before, and we find statistically 295 significant improvement for our joint reconstruction in most cases (p-values listed in Table 2 ). At very high levels of motion, the proposed method becomes less competitive, suggesting that our method has an upper limit in how much motion can be effectively corrected. varying motion severities, whose average peak-signal-to-error ratio (PSER) and mean structural similarity (MSSIM) index values are depicted in Figure 8 . Significant values with p < 0.05 are in bold. Figure 9 portrays the difference between motion/4 reconstructions for both constant-and dual-density spiral trajectories. Our method performs significantly better with dual-density data than constant-density data, as the low-resolution information used to initialize the coarsest scale 305 of motion estimation does not suffer from the aliasing energy present with constant-density data. Figure 10 depicts the result of applying the proposed motion-compensated reconstruction to free-breathing data (with real motion) acquired using the same paradigm as the breath-held data used previously. The subject was encouraged to breathe normally during the 30-second scan. As a result, the direct reconstruction of these data is highly blurred by motion, compared 310 to the ideal breath-held image in the figure. The proposed reconstruction sharpens some of the low-resolution features of the reconstruction, but significant artifacts remain.
PSERs

Discussion
The first experiment depicts the advantage of multi-scale motion estimation, a core 315 component of our method. Multi-scale estimation is beneficial mainly due to the diminished effect of motion on lower resolution images and the reduced problem size. As we are measuring fewer motions spaced farther apart from each other, the constraints on consecutive deformation coefficients to preserve invertibility are less severe, and there are fewer coefficients to estimate. Starting with fully sampled data separates the effects of undersampling and motion on the reconstruction, isolating image quality differences due to motion from those due to sampling.
Introducing undersampling into this experiment afterwards suggests the image quality 340 improvement remains for moderate levels of undersampling. However, at high enough accelerations, all the SPIRiT-based motion-compensated reconstructions should have similar performance, as undersampling-related errors begin to dominate. By varying the motion severity, we also demonstrate that our method can address both smaller and larger motions.
The largest (/2) motion listed in the table corresponds to an average Euclidean displacement of 345 > 5 mm, which is over three pixels at base resolution, and a maximum displacement of 2.9 cm, suggesting our method can handle particularly large motions that we may observe in uncooperative patients or un-sedated young children. As the motion severity increases, our iterative approach tends to degrade slower than existing methods, likely due to the multi-scale process used to handle large motions. The reconstruction error for our method is mostly noise, 350 likely due to using parallel imaging without image-based regularization. Using analytical or datadriven image models would mitigate the noise amplification and permit accurate motion estimation at even greater accelerations with improved initialization at the coarsest scale.
However, the illustration in Figure 10 using real breathing motion suggests more work is needed to obtain images comparable to breath-held data with this particular acquisition. Since 355 the acquisition and breathing motion are in reality three-dimensional, our 2-D correction is inherently limited in its ability to suppress motion artifacts. Furthermore, the readouts for all 20 kz partitions for a single spiral interleaf rotation angle takes 400 ms, mandating motion estimation be carried out for each interleaf individually. This reconstruction uses as many groups as there are leaves (74) and achieves some motion suppression without substantial 360 sampling-related aliasing. Grouping interleaves differently, and taking advantage of redundancy in the breathing motion would enable more effective grouping of spiral readouts, reducing and simplifying the motion estimation problem. Effective strategies for such 3-D sampling will be the subject of further research.
A disadvantage of our method is that it relies on low aliasing in the low-resolution 365 acquisition for adequate motion estimation. The significant quality degradation in Figure 9 with a constant density spiral readout is likely due to aliasing corrupting even the coarse scales of motion estimation. However, threefold undersampling is sufficient to make up for the oversampling necessary to achieve full-FOV density in the center of k-space. We intend to exploit these model-based techniques in future work. 370
Another disadvantage is the question of grouping k-space data. It is not known a priori how rapidly motion changes in a real acquisition. This means that other methods must be used to detect significant motion changes, to determine a suitable grouping of k-space. MOCCA and similar methods use parallel imaging to identify periods of significant motion, as motion alters the relative intensities across coil channels. Such measures should suffice in this setting as well. 375
In addition to establishing proper timing, the number of groups is effectively a trade-off between the time resolution of motion tracking and the amount of information available to resolve each non-rigid motion. We can control this trade-off through the multi-scale approach by limiting the spatial resolution of the coarsest scale. As reducing the number of readouts per group tends to affect the aliasing energy less near the center of k-space for spiral trajectories, such a technique 380 would permit extending our work to larger numbers of groups if necessary (as in the real breathing motion experiment). Also, MOCCA or similar tracking can point out similar motions disjoint in time, permitting merging groups reflecting repetitive or periodic motion (e.g., normal breathing) to limit the number of motion estimates as well.
For dealing with 3-D imaging, self-navigation requires 3-D k-space trajectories (see [41] for 385 an early overview) capable of capturing movement in all three dimensions over time. Such an acquisition would extend our reconstruction to 3-D motion correction through the three- To conclude, we introduced the problem of correcting intra-frame non-rigid motion during an acquisition. We derived a multi-scale, motion-regularized iterative reconstruction that jointly estimates non-rigid motion among groups of k-space interleaves as well as the desired "source" image. We then evaluated this method against SPIRiT reconstruction with and without non-rigid 400 autofocus motion correction and demonstrated that our method yields significant improvements in both PSER and SSIM quality metrics. We discussed these results and identified limitations of our method and paths for future development for practical 2-D and 3-D image reconstruction in the presence of intra-frame motion. SPIRiT kernels (7×7) are calibrated for the nine-channel virtual coils obtained for both breathheld (left) and free-breathing (right) real abdominal imaging data with real motion used in this work. The SPIRiT operator describes kernels for every input/output pair of coil channels. Each row represents an output channel, and each column represents an input channel. These kernels are very similar between the two cases, suggesting that SPIRiT kernel calibration with very low-resolution kernels is reasonably robust to motion artifacts. SPIRiT operator input coil channel SPIRiT operator output coil channel SPIRiT operator input coil channel Figure 3 . A 256×256 pixel reference image (top-left) is perturbed by four groups of simulated motion during acquisition (group 1 is the reference). This experiment compares motion estimation with and without multi-scale processing. Both methods find mappings from the original image to the transformed data for each group. In the top part, the final reconstruction and difference image using no multi-scale processing shows more artifacts than the reconstruction with four levels of multi-scale processing. The motion estimates for groups 2-4 are shown below. The white arrows (middle column) indicate spurious errors in the motion estimates generated without multi-scale processing. Varying the degree of undersampling (R), these charts plot the peak-signal-to-error ratio (PSER) and mean structural similarity (MSSIM) index, averaged over the 16 slices with independently generated synthetic motion. These plots indicate a significant increase in PSER and MSSIM for the proposed joint reconstruction method over autofocus, SPIRiT, and autofocus+SPIRiT, as well as over an uncorrected direct reconstruction. Table 1 lists the p-value statistics for both repeated measures ANOVA and t-tests for the proposed method versus the others, correcting for multiple comparisons. Figure 8 . Varying the severity of motion, these charts plot the peak-signal-to-error ratio (PSER) and mean structural similarity (MSSIM) index, averaged over the 16 slices with independently generated synthetic motion. These plots indicate a significant increase in PSER and MSSIM for the proposed joint reconstruction method over autofocus, SPIRiT, and autofocus+SPIRiT, as well as over an uncorrected direct reconstruction. Table 2 lists the p-value statistics for both repeated measures ANOVA and t-tests for the proposed method versus the others, correcting for multiple comparisons. Figure 9 . Our multi-scale joint reconstruction relies on initialization with relatively complete low-resolution information, as aliasing artifacts at low-resolution can mislead motion estimation at low resolution. The difference in reconstruction quality between motion-compensated joint reconstructions from 3×-undersampled constant (middle) and dual (right) density data clearly illustrates this advantage.
Original uncorrupted data A B C Dual density joint recon Constant density joint recon Figure 10 . This experiment compares both direct reconstruction (B) and the proposed joint reconstruction (C) of free-breathing data with real motion (not simulated) against an idealized breath-held image (A). While both images are significantly degraded versus the ideal image, the joint reconstruction provides noticeable improvements in the delineation of various image features (white arrows).
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