Abstract In this paper, we propose a randomized intertial block-coordinate primaldual fixed point algorithm to solve a wide array of monotone inclusion problems base on the modification of the heavy ball method of Nesterov [41] . These methods rely on a sweep of blocks of variables which are activated at each iteration according to a random rule. To this end we formulate the inertial version of the Krasnosel'skii-Mann algorithm for approximating the set of fixed points of a quasinonexpansive operator, for which we also provide an exhaustive convergence analysis. As a by-product, we can obtain some intertial block-coordinate operator splitting methods for solving composite monotone inclusion and convex minimization problems.
Introduction
The problem of approaching the set of zeros of a sum of monotone operators or minimizing a sum of proper lower-semicontinuous convex functions by means of primaldual algorithms, where various linear operators are involved in the formulation, solving 0 * Corresponding author. E-mail address:jgpengxjtu@126.com jointly its primal and dual forms and none of the linear operators needs to be inverted, continues to be a very attractive research area. This is due to its avoiding such inversions may offer a significant advantage in terms of computational complexity when dealing with large-scale problems [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] and its applicability in the context of solving real-life problems which can be modeled as nondifferentiable convex optimization problems, like those arising in image processing, signal recovery, support vector machines classification, location theory, clustering, network communications, etc.
The main advantage of inertial methods is it can change greatly improves the performance of the scheme. These benefits have long been recognized [18, [35] [36] [37] and have become increasingly important in many monotone inclusion problems. In instances, Radu Ioan, Ernö Robert and Christopher [1] considered an inertial Douglas-Rachford splitting for finding the set of zeros of the sum of two maximally monotone operators in Hilbert spaces and investigate its convergence.
Recently, Patrick L. and Jean-Christophe [2] introduced a block-coordinate fixed point algorithms with applications to nonlinear analysis and optimization in Hilbert spaces based on a notion of stochastic quasi-Fejér monotonicity. The algorithms were composed of quasinonexpansive operators or compositions of averaged nonexpansive operators. In addition, they proved weak and strong convergence results of the sequences generated by these algorithms.
Motivated and inspired by the above results, we introduce a randomized intertial block-coordinate primal-dual fixed point algorithm to solve monotone inclusion problems. The main benefit of block-coordinate algorithms is to result in implementations with reduced complexity and memory requirements per iteration (see [38] [39] [40] ). We obtain the weak and strong convergence theorem of proposed algorithms. Furthermore, we using our algorithms to solve some monotone inclusion problems and large-scale convex minimization problems. Our results also extend and improve the corresponding results of Patrick L. and Jean-Christophe [2] and Jean-Christophe and Audrey [3] and many others.
The rest of this paper is organized as follows. In the next section, we recall the conception of stochastic quasi-Fejér monotone and some related notations and then deduce the idea we proposed stochastic inertial quasi-Fejér monotonicity. Furthermore, we prove almost sure convergence results for a randomized intertial iteration scheme.
In section 3, we using this scheme to design a stochastic intertial block-coordinate fixed point algorithms for relaxed iterations of quasinonexpansive operators and a stochastic intertial block-coordinate algorithms involving compositions of averaged nonexpansive operators. In section 4, Based on the algorithm in Section 3, we present a preconditioned stochastic intertial block-coordinate forward-backward algorithm. In the final section, we consider the application of the presented algorithms. First, we give a novel intertial block-coordinate prima-dual algorithms for solving a zero of a sum of monotone operators. Moreover, we prove the convergence of proposed algorithms. Second, an intertial block-coordinate primal-dual algorithms are designed to solve composite convex optimization problems, and we study their convergence.
Stochastic inertial quasi-Fejér monotonicity
In various areas of nonlinear analysis and optimization to unify the convergence proofs of deterministic algorithms, Fejér monotonicity has been exploited far-ranging see, e.g., [21] [22] [23] [24] . In the late 1960s, this conception was reconsidered in a stochastic setting in Euclidean spaces [25] [26] [27] . In this section, we introduce a conception of stochastic inertial quasi-Fejér monotone sequence in Hilbert spaces and use the results to a general stochastic inertial iterative method. We will use the following notation throughout the paper. Notation 2.1. Let H be a separable real Hilbert space with inner product ·, · , norm · and Borel σ-algebra B. In H, we write → and ⇀ indicate respectively weak and strong convergence. The sets of strong and weak cluster point of a sequence (x n ) n∈N in H are recorded as Q(x n ) n∈N and Y(x n ) n∈N respectively. (Ω, F , P ) is the underlying probability space. A H-valued random variable is a measurable map x : (Ω, F ) → (H, B). The smallest σ-algebra generated by a family Φ of random variables is denoted by σ(Φ). The expectation is denoted by E(·). Let F = (F ) n∈N be a sequence of sub-sigma algebras of F such that (∀n ∈ N)F n ⊂ F n+1 . We denote by ℓ + (F) the set of sequences of [0, +∞)-valued random variables (π n ) n∈N such that, for every n ∈ N, π n is F n -measurable. We set
Let (x n ) n∈N be sequences of H-valued random variables, we write for X = (X n ) n∈N , where (∀n ∈ N) X n = σ(x 0 , · · · , x n ).
Lemma 2.1. ([21, Corollary 2.14]). For ∀a ∈ R and ∀x, y ∈ H,
be a strictly increasing function such that lim t→+∞ Φ(t) = +∞, and let (x n ) n∈N be a sequence of H-valued random variables. Suppose that, for every z ∈ D, there exist
, and (θ n (z)) n∈N ∈ ℓ 1 + (X) such that the following is satisfied P-a.s.:
Then the following hold:
(ii) (x n ) n∈N is bounded P-a.s. (iii) There existsΩ ∈ F such that P (Ω) = 1 and, for every ω ∈Ω and every z ∈ D,
Lemma 2.3. (Opial). Let C be a nonempty set of H and (x n ) n∈N be a sequence in H such that the following two conditions hold: (a) for every x ∈ C; lim n→+∞ x n − x exists. (b) every sequential weak cluster point of (x n ) n∈N is in C.
Then (x n ) n∈N converges weakly to a point in C. . We denote by A(H, β) the set of β-averaged operators on H. Let β 1 ∈ (0, 1), β 2 ∈ (0, 1), T 1 ∈ A(H, β 1 ), and T 2 ∈ A(H, β 2 ). Then
, where
Theorem 2.1. Let C be a nonempty closed affine subset of H, let (λ n ) n∈N be a sequence in (0, 1], and let (t n ) n∈N and (x n ) n∈N be sequences of C-valued random variables. Suppose that the following hold:
(ii) x 0 , x 1 are arbitrarily chosen in C, (α n ) n≥1 is nondecreasing with α 1 = 0 and 0 ≤ α n ≤ α < 1, ∀n ≥ 1 and λ, τ, δ > 0 are such that δ >
Moreover, assuming that:
then (x n ) n∈N converges strongly P-a.s. tox.
Proof. We proceed with the following steps.
Step 1. Because of the choice of δ, λ n ∈ (0, 1)∀n ≥ 1. Moreover, since C is affine, we can know that the iterative scheme provides a well-defined sequence in C. Let y ∈ C and n ≥ 1. From (2.1) and (iii), we can know that
Using (2.1) again, we obtain
So from (2.3), we have
Furthermore, we have
where
since υ n α n < 1 and λ n ∈ (0, 1). Now, we consider the choice of υ n and set
Therefore, from (2.8) we can know taht
In the following, we set ψ n = x n − y 2 , ∀n ∈ N and
With the same proof of [1] , we can obtain that
We have proven above that for an arbitrary y ∈ C the inequality (2.7) is true. By
Step 1, (2.9) and Lemma 2.2 we derive that exists Ω ∈ C such that P (Ω) = 1 and, for every ω ∈ Ω and every y ∈ C lim n→∞ x n (ω) − y exists (in (2.7), we still consider that υ n α n < 1, ∀n ≥ 1). On the other hand, from (i) we have
therefore, by (2.10) we have
Step 2. We will prove the convergence of (x n ) n∈N . By the definition of w n , we can know that
Put (2.12) into (2.3), we have
So, from (iv) and Lemma 2.2 (iv) applied with Ψ : t → t 2 , we obtain that (x n ) n∈N converges weakly P-a.s. to a C-valued random variablex. Likewise, from (iv)- (v) and Lemma 2.2 (vi) applied with Ψ : t → t 2 , we obtain the strong convergence of
2. An operator T : H → H is nonexpansive, if the following inequality holds for any x, y ∈ H:
By Theorem 2.1, we can obtain the following Corollary.
Corollary 2.3. Let T : H → H be a nonexpansive operator such that F ix(T ) = ∅, and (λ n ) n∈N be a sequence in [0, 1]. Let x 0 , x 1 be H-valued random variables which are chosen arbitrarily. For n ≥ 0:
Then the following hold: (i) (x n ) n∈N converges weakly P-a.s. to a F ix(T )-valued random variable.
(ii) Suppose that T is demicompact at 0 (see Definition 2.1). Then (x n ) n∈N converges strongly P-a.s. to a F ix(T )-valued random variable.
Proof. Set D = F ix(T ). Since T is continuous, T is measurable and D is closed. Now let y ∈ D and set (n ∈ N), t n = T w n . Then, by the nonexpansiveness of T , we have for
(2.14)
It is satisfied properties (i)-(iii) of Theorem 2.1. Therefore, from (2.14) and the conclusion of (iii) in Theorem 2.1 , we know that existsΩ ∈ F such that P (Ω) = 1 and
With the same proof of Step1 in Theorem 2.1, we can know that for every y ∈ C, ∀ω ∈Ω, lim n→∞ x n (ω) − y exists. On the other hand, let x be a sequential weak cluster point of (x n ) n∈N , that is, the latter has a subsequence (x n k ) k∈N such that x n k ⇀ x as k → ∞. By (2.10) and the definition of w n and the upper bound for α n , we get w n k ⇀ x. Then, by (2.15) we know there existsΩ ⊂Ω such thatΩ ∈ F such that P (Ω) = 1 and, for every ω ∈Ω T w n k (ω) − w n k (ω) ⇀ 0 as k → ∞. Applying now Definition 2.1 for the sequence (w n k (ω)) k∈N we conclude that x ∈ F ix(T ). Since the two assumptions of Lemma 2.3 are verified, it follows that (x n (ω)) n∈N converges weakly to a point in F ix(T ).
3 A stochastic intertial block-coordinate fixed point algorithms Notation 3.1. Let H 1 , · · · , H m are separable real Hilbert spaces and H = H 1 ⊕· · ·⊕H m be their direct Hilbert sum. The inner products and norms of these spaces are all denoted by ·, · and · , and x = (x 1 , · · · , x m ) indicates a generic vector in H. Let (x n ) n∈N be a sequence of H-valued random variables, we set X n = σ(x 0 , · · · , x n ).
random variables which are arbitrarily chosen, and let (ε n ) n∈N be identically distributed M-valued random variables. For n ≥ 0,
and set E n = σ(ε n ). Moreover, suppose that the following hold:
(ii) For every n ∈ N, E n and X n are independent.
is nondecreasing with α 1 = 0 and 0 ≤ α n ≤ α < 1, ∀n ≥ 1 and λ, τ, δ > 0 are such that δ >
, ∀n ≥ 1. Then
Proof. We define the norm | · | on H by
We will use Theorem 2.1 in (H, | · | ). For every n ∈ N, set t n = (t i,n ) 1≤i≤m where t i,n = w i,n + ε i,n (T i,n w n − w i,n ), ∀n ∈ N. Then from (3.2), we can know that (∀n ∈ N) w n = x n + α n (x n − x n−1 ),
Since the operators (T n ) n∈N are quasinonexpansive, D is closed [20, Section 2] . Now let y ∈ D and set
(3.5) Note that, for every n ∈ N and every i ∈ {1, · · · , m}, since T i,n is measurable, so are the functions (q i,n (·, s)) s∈M . With the same proof of Theorem 3.2 in [2], we can obtain that
It is obvious that for every n ∈ N, conditions (i)-(iii) of Theorem 2.1 are satisfied. Therefore, we can derive from conclusion of (iii) in Theorem 2.1 that n∈N E( |t n − y | 2 |X n ) < +∞ P-a.s. This yields
P-a.s.
On the other hand, we can know that
From (3.7), we have T n w n −w n → 0 P-a.s. In addition, by the consequences of Theorem 2.1, we can obtain the weak and strong convergence. 
Theorem 3.5. Let (∀n ∈ N) T n : H → H : x → (T i,n x) 1≤i≤m be a β n -averaged operator where, for every i ∈ {1, · · · , m}, T i,n : H → H i and β n is a sequence in (0, 1). Suppose that b ∈ (0, 1), and set M = {0, 1} m \{0}. Let x 0 , x 1 be H-valued random variables which are arbitrarily chosen, and let (ε n ) n∈N be identically distributed M-valued random variables. For n ≥ 0, 9) and set E n = σ(ε n ). Moreover, suppose that there existsΩ ∈ F such that P (Ω) = 1 and the following hold:
Furthermore, for every n ∈ N, we set ϑ n = β n λ n . So, F ix(V n ) = F ix(T n ), ∀n ∈ N and V n is nonexpansive. Hence, for n ∈ N, from (3.9) we have
(3.10)
Therefore, from Remark 3.3(iii) in [2] and Theorem 3.2, we can obtain the result.
Remark 3.1. The binary variable ε i,n in Theorem 3.2 and Theorem 3.5 signals whether the i-th coordinate T i,n of the operator T n is activated or not at iteration n.
Corollary 3.6. Let (β n ) n∈N and (γ n ) n∈N be sequences in (0, 1) such that sup n∈N β n < 1 and sup n∈N γ n < 1. Suppose that b ∈ (0, 1), and set M = {0, 1} m \{0}. Let x 0 , x 1 be H-valued random variables which are arbitrarily chosen, and let (ε n ) n∈N be identically distributed M-valued random variables. ∀n ∈ N, let V n : H → H be a γ n -averaged and
is nondecreasing with α 1 = 0 and 0 ≤ α n ≤ α < 1, ∀n ≥ 1 and λ, τ, δ > 0 are such that δ > α 2 (1+α)+ατ 1−α 2 and 0 < max{λ,
Proof. Since V n is a γ n -averaged operator and T n is a β n -averaged operator, from Lemma 2.4, we can know that ∀n ∈ N, S n = T n • V n is a η n = βn+γn−2βnγn 1−βnγn -averaged operator and S i,n = T i,n • V i,n , ∀i ∈ {1, · · · , m}. So, F ix(V n ) = F ix(T n ), set ̟ n = η n λ n . Hence, for n ∈ N, from (3.11) we have
Therefore, we can obtain the result from Theorem 3.5.
A preconditioned stochastic intertial block-coordinate forward-backward algorithm
First, we introduce some definitions and notations. We refer the readers to [21] for more details. LetM : H → H be a set-valued operator. We denote by ran(M) := {v ∈ H : ∃u ∈ H, v ∈Mu} the range ofM, by gra(M) := {(u, v) ∈ H 2 : v ∈Mu} its graph, and byM −1 its inverse; that is, the set-valued operator with graph {(v, u) ∈ H 2 : v ∈Mu}. We define zer(M) := {u ∈ H : 0 ∈Mu}.M is said to be monotone µ ∈ (0, +∞). Let (θ n ) n∈N be a sequence in R such that 0 < inf n∈N θ n ≤ sup n∈N θ n < 2µ and set M = {0, 1} m \{0}. Let x 0 , x 1 be H-valued random variables which are arbitrarily chosen, and let (ε n ) n∈N be identically distributed M-valued random variables. ∀n ∈ N, set J θnLA : x → (T i,n x) 1≤i≤m , where ∀i ∈ {1, · · · , m}, T i,n : H → H i . For n ≥ 0:
(4.1)
(i) For every n ∈ N, E n and X n are independent.
, ∀n ≥ 1. Then (x n ) n∈N converges weakly P-a.s. to a D-valued random variablex.
Proof. By assumption, we can know that zer(LA +LB) = zer(A + B) = ∅. Sincẽ L is a strongly positive self-adjoint operator, we can define a particular inner product ·, · L−1 and norm
By endowing H with this inner product, we obtain the Hilbert space denoted by HL −1 . In this renormed space,LA is maximally monotone. In addition, for every x, x ′ ∈ H, from the proof of Proposition 3.1 in [3] , we have
which shows thatLB is µ-cocoercive in (H, · L−1 ). Hence, we can find an element of Z by composing operators J θnLA and I − θ nL B. Since the first operator is 1/2-averaged and the second one is θ n /(2µ)-averaged [21, Proposition 4.33] . Noticing that weak convergences in the sense of ·, · and ·, · L−1 are equivalent. So, from the Corollary 3.6, we can obtain the convergence result.
Applications

Intertial block-coordinate primal-dual algorithms for monotone inclusion problems
Let (E j ) 1≤j≤p and (K k ) 1≤k≤q be separable real Hilbert spaces, where p, q are positive integers. Furthermore, E = E 1 ⊕ · · · ⊕ E p and G = G 1 ⊕ · · · ⊕ G q denote the Hilbert direct sums of (E j ) 1≤j≤p and (G k ) 1≤k≤q , respectively. We take into account H = E ⊕ G.
Recently, more and more people pay much attention to the problem involving monotone operators (see e.g. [4] [5] [6] [7] [8] [9] ), it also play a significant role in our work.
Problem 5.1. Let A j : E j → 2 E j be maximally monotone, and
G k be maximally and strongly monotone, and let 2) and that the set Z of solutions to the problem:
is nonempty. Furthermore, we consider the set Z * of solutions to the dual problem:
We aim at finding find a pair (x,ŷ) of random variables such thatx is Z-valued andŷ is Z * -valued.
By [3, [10] [11] , we can know that the above problem can be regard as a search for a zero of the sum of two maximally monotone operators in the product space H.
. Now , we consider the operators is D-valued. Now, we will consider an intertial block-coordinate primal-dual algorithms for Problem 5.1.
where, ∀j ∈ {1, · · · , p}, F j is a strongly positive self-adjoint operator in
j is ν j -cocoercive with ν j ∈ (0, +∞), and ∀k ∈ {1, · · · , q}, R k is a strongly positive self-adjoint operator in B(G k ) such that R k isτ k -cocoercive withτ k ∈ (0, +∞). Assume that (∃a ∈ (0, +∞)) 2µ a > 1 where the definition of µ a is similar with the definition of ϑ a in Lemma 4.3 [3] with ν = min{ν 1 , · · · , ν p } andτ = min{τ 1 , · · · ,τ q }. Let x 0 , x 1 be E-valued random variables which are arbitrarily chosen, and let y 0 , y 1 be G-valued random variables which are arbitrarily chosen. Let (ε n ) n∈N be identically dis-tributed M p+q -valued random variables. For n ≥ 0:
and set E n = σ(ε n ),X n = σ(x n ′ , y n ′ ) 0≤n ′ ≤n . Moreover, suppose that the following hold: (i) For every n ∈ N, E n andX n are independent, and P [ε p+k,0 = 1] > 0, ∀k ∈ {1, · · · , q}.
(ii) For every j ∈ {1, · · · , p} and n ∈ N, k∈L * j {ω ∈ Ω|ε p+k,n (ω) = 1} ⊂ {ω ∈ Ω|ε j,n (ω) = 1}. (iii) (α n ) n≥1 is nondecreasing with α 1 = 0 and 0 ≤ α n ≤ α < 1, ∀n ≥ 1 and λ, τ, δ > 0 are such that δ >
, ∀n ≥ 1. Then (x n ) n∈N converges weakly P-a.s. to a Z-valued random variablex, and (y n ) n∈N converges weakly P-a.s. to a Z * -valued random variableŷ.
Proof. By Lemma 5.1(i)-(ii), we can know that U is maximally monotone, V is cocoercive, and D = zer(U + V) = ∅. On the other hand, (∃a ∈ (0, +∞)) 2µ a > 1 and the definition of µ a imply that F θ n = 1, (5.10)
From Lemma 4.3(i) in [3] we can know thatL is a strongly positive self-adjoint operator in B(H). Therefore, with the same proof of Proposition 4.6 [3] , we can know all the assumptions of Theorem 4.1 are satisfied, which allows us to establish the almost sure convergence of (x n , y n ) to a D-valued random variable. Finally, Lemma 5.1(iii) ensures that the limit is an Z × Z * -valued random variable.
Intertial block-coordinate primal-dual algorithms for convex optimization problems
In this section, we will introduce an intertial block-coordinate primal-dual algorithms for solving a wide range of structured convex optimization problems. The results obtained in the previous section. In particular, we will pay our attention to the following optimization problems. We still use the notation of the previous section and present some new notations. We denote by Γ 0 (H) the class of lower semicontinuous convex functions f : H → (−∞, +∞) such that f = +∞. The Moreau subdifferential of f ∈ Γ 0 (H) is the maximally monotone operator
Definition 5.2. Let f be a real-valued convex function on H, the operator prox f is defined by
called the proximity operator of f .
For more details about convex analysis and monotone operator theory, see [21] .
Problem 5.2. ∀j ∈ {1, · · · , p}, let f j , h j ∈ Γ 0 (E j ), and h j be Lipschitz-differentiable. ∀k ∈ {1, · · · , q}, let g k , l k ∈ Γ 0 (G k ), and l k be strongly convex. Let L k,j ∈ B(E j , G k ).
Assume that (5.1) and (5.2) hold, and that there exists (
LetZ be the set of solutions to the problem 16) and letZ * be the set of solutions to the dual problem
We aim at finding find a pair (x,ŷ) of random variables such thatx isZ-valued andŷ isZ * -valued.
In order to satisfy the condition in Problem 5.2, we need the following assumptions: 
is guaranteed in each of the following cases: (i) ∀j ∈ {1, · · · , p}, f j is real-valued and ∀k ∈ {1, · · · , q},
The following result can be deduced from Theorem 5.1:
Theorem 5.4. Let F and R be defined as in Theorem 5.1. ∀j ∈ {1, · · · , p}, let ν k . Assume that (∃a ∈ (0, +∞)) 2µ a > 1 where the definition of µ a is similar with the definition of ϑ a in Lemma 4.3 [3] with ν = min{ν 1 , · · · , ν p } andτ = min{τ 1 , · · · ,τ q }. Let x 0 , x 1 be Evalued random variables which are arbitrarily chosen, and let y 0 , y 1 be G-valued random variables which are arbitrarily chosen. Let (ε n ) n∈N be identically distributed M p+q -valued random variables. For n ≥ 0:
and set E n = σ(ε n ),X n = σ(x n ′ , y n ′ ) 0≤n ′ ≤n . Moreover, suppose that Conditions (i)- (iii) in Theorem 5.1 hold. Then (x n ) n∈N converges weakly P-a.s. to aZ-valued random variablex, and (y n ) n∈N converges weakly P-a.s. to aZ * -valued random variableŷ.
Proof. ∀j ∈ {1, · · · , p}, we set A j = ∂f j , C j = ∇h j , and ∀k ∈ {1, · · · , q}, B k = ∂g k ,
Observing that ∀j ∈ {1, · · · , p} and ∀k ∈ {1, · · · , q}, J F j A j = prox
In addition, the Lipschitz-differentiability assumptions made on h j and l * k are equivalent to the fact that F In Problem 5.2, if ∀j ∈ {1, · · · , p}, f j = 0, we can obtain the following Corollary. 2 )} > 1 2 holds. Let x 0 , x 1 be E-valued random variables which are arbitrarily chosen, and let y 0 , y 1 be G-valued random variables which are arbitrarily chosen. Let (ε n ) n∈N be identically distributed M p+q -valued random variables. For n ≥ 0:
f or j =, · · · , p, ξ j,n = max{ε p+k,n |k ∈ L * j }, w j,n = x j,n + α n (x j,n − x j,n−1 ), z j,n = ξ j,n (w j,n − F j ∇h j (w j,n )), f or k =, · · · , q, h k,n = y k,n + α n (y k,n − y k,n−1 ), s k,n = ε p+k,n (prox
k (h k,n )))), y k,n+1 =h k,n + ε p+k,n λ n (s k,n −h k,n ), f or j =, · · · , p, x j,n+1 = w j,n + ε j,n λ n (z j,n − F j k∈L * j L * k,j s k,n − w j,n ), (5.19) and set E n = σ(ε n ),X n = σ(x n ′ , y n ′ ) 0≤n ′ ≤n . Moreover, suppose that Condition (i) and (iii) in Theorem 5.1 is satisfied and the following hold: For every k ∈ {1, · · · , q} and n ∈ N, j∈L k {ω ∈ Ω|ε j,n (ω) = 1} ⊂ {ω ∈ Ω|ε p+k,n (ω) = 1}. Then (x n ) n∈N converges weakly P-a.s. to aZ-valued random variablex, and (y n ) n∈N converges weakly P-a.s. to aZ * -valued random variableŷ. (ii) If ∀n ∈ N, α n = 0 and p = 1, Algorithm (5.18) extends the deterministic approaches in [11] [12] [13] [14] [15] by introducing some random sweeping of the coordinates in the absence of errors. Similarly, when α n = 0, p = q = 1, l 1 = ι {0} , F 1 =τ I, withτ ∈ (0, +∞), R 1 =ρI withρ ∈ (0, +∞), E 1 and G 1 are finite dimensional spaces and λ n ≡ 1, n ∈ N, Algorithm (5.19) extends the algorithms in [16] [17] which were developed in a deterministic setting.
