Muller in a series of papers (see, (Mohamed & Muller, 1982) , (Mohamed & Muller, 1991) , (Mohamed & Muller, 1990) , , (Mohamed, 2010) ). Besides proving some properties of these rings, they also characterized the structure of right pseudo semisimple rings under some particular conditions. The complete structure of right pseudo semisimple rings is still not known.
In this thesis, we investigate some further properties of pseudo semisimple rings.
Also we characterize the right and left pseudo semisimple rings.
In chapter 2 we give some known results related with our work and used in the sequel. For the results in this chapter we refer to (Anderson & Fuller, 1992) , (Bland, 2010) , (Kasch, 1982) , (Alizade & Pancar, 1999) , (Goodearl, 1979) , (Lambek, 1966) , (Lam, 1991) , (Lam, 1999) , (Wisbauer, 1991) , and (Tuganbaev, 2002) .
In Chapter 3 we give a survey of some results on the structure of right pseudo semisimple rings from (Mohamed, 2010) and (Mohamed & Muller, 1991) . In the case S 2 = 0, they proved that R is right pseudo semisimple if and only if R/S is a principal right ideal domain and S is torsion-free as a left R/S module. In the case S is maximal, R is right and left pseudo semisimple if and only if R is semiprime and has enough shifts.
Also in the case S 2 = 0 and S ̸ = 0, R is a right and left pseudo semisimple ring if and only if R is a local ring with radical square 0. They also give an example in order to show that right pseudo semisimple rings are not left pseudo semisimple, in general.
In Chapter 4 we prove that a right pseudo semisimple ring is an internal exchange ring, and a right and left pseudo semisimple ring is an SSP ring. We obtain that if R is a right and left pseudo semisimple ring, then either S is maximal or J = 0. In both cases we have proved some equivalent conditions for a right pseudo semisimple ring to be left pseudo semisimple. As a consequence, a complete structure of right and left pseudo semisimple rings is obtained.
In this chapter, we give some fundamental properties of rings and modules that will be used later.
The Radical and Socle
For an element x ∈ R and a right ideal L of R, the set {r ∈ R : xr ∈ L} will be denoted by (L : x).
Definition 2.1 A division ring is a ring whose non-zero elements are invertible.
Definition 2.2 An R-module M is simple if M ̸ = 0 and it has no non-trivial submodules.
Proposition 2.1 ( (Anderson & Fuller, 1992) 
and the (right) annihilator of X in R is Anderson & Fuller, 1992) , Theorem 2.14) Let M be a R-module and
Proof Let x, y ∈ 0 X and r ∈ R. Then for each a ∈ X, we have
Thus rx − y ∈ 0 X and 0 X is a right ideal of R. Assume that X is a submodule of M.
It means that 0 X is a left ideal of R. Anderson & Fuller, 1992) 
Proposition 2.3 ( (
Proof Assume that I = eR for some e = e 2 ∈ R. Since x = ex + (1 − e)x for all
some J ⊆ R. Then 1 = e + f for some e ∈ I and f ∈ J.
Also if x ∈ I, then
Thus I = eR for some e = e 2 ∈ R.
The idempotents in a ring R represent idempotents in every factor ring of R. However, idempotent cosets in a factor ring of R need not have idempotent representatives in R.
For example, Z has two idempotents, while Z 6 has four. Proof Let A be a minimal right ideal of R, and assume that A 2 ̸ = 0. Then there exists a ∈ A such that aA ̸ = 0. Since aA is a nonzero right ideal of R contained in A, we must
Hence, e is an idempotent of R, and e ̸ = 0 since a ̸ = 0. Thus,
Proposition 2.6 If R is a domain, then R does not contain any nonzero proper minimal right ideal.
Corollary 2.1 ( (Lambek, 1966) , Corollary) If e 2 = e ∈ R and f 2 = f ∈ R, then
Definition 2.6 A submodule N of an R-module M is said to be an essential (or a large) 
and the socle of M is defined by
The right socle of a ring is S = Soc(R R ) and left socle is S ′ = Soc( R R), and they are ideals of R. They need not to be equal for example; if R is the ring of 2 × 2 upper triangular matrices over a field, then S ̸ = S ′ .
Lemma 2.4 ( (Lam, 1991) , Lemma 4.1) For y ∈ R, the following statements are equivalent:
(2) 1 − yx is right invertible for any x ∈ R; 
The Jacobson radical of a ring is J(R) = Rad(R R ) and it is an ideal. Proof If e ∈ R is idempotent and if e ∈ J(R), then eR is a small direct summand of
Corollary 2.7 ( (Lam, 1991), Lemma 11.4 
Proof Let y ∈ U . Then for any x ∈ R, yx ∈ U is nilpotent. It follows that 1 − yx has an inverse given by Σ ∞ i=0 (xy) i . Therefore, by Lemma 2.4, we have y ∈ J(R).
Polynomial Rings
If R has no zero divisors, then we always have
In particular, this applies if R is an integral domain.
Thus the largest power of x that can occur is
If R has no zero divisors, then a n b m ̸ = 0 and n+m is the degree, giving Proof Clearly such polynomials are units in R [x] . On the other hand, suppose that
. Hence they are in R, and units in R because their product is 1. 
The Singular Ideal
Let M be an R-module. Consider the following set:
Proof Since R is an essential right ideal over itself, we get 0 ∈ Z(M ). Given any x, y ∈ Z(M ), there are essential right ideals I, J in R such that xI = yJ = 0. By Proposition 2.7 I ∩ J is an essential right ideal of R and so x ∓ y ∈ Z(M ). Now for any t ∈ R and x ∈ Z(M ), we will show that xt ∈ Z(M ). Consider the right ideal
It is essential by Lemma ??, and we have xtK ≤ xI = 0, whence
Corollary 2.11 If N is a submodule of a module M , then Z(N ) ⊆ Z(M ).
Proof This is clear from Proposition 2.9.
Then there is an essential right ideal I such that xI = 0, on the other hand, x ∈ N , so x ∈ Z(N ).
Definition 2.9 The right singular ideal of a ring R is the ideal Z = Z(R R ), and the left singular ideal of R is the ideal
Proof Let x ∈ Z. Then xI = 0 for some essential right ideal of R. But then as R is a domain and I ̸ = 0, x = 0.
Corollary 2.12
The following statements hold for a ring R.
(1) Z is an ideal of R.
(3) Z does not contain any nonzero idempotent.
Semisimple Modules
Let (T α ) α∈A be an indexed set of simple submodules of M . If M is the direct sum of this set, then
is a semisimple decomposition of M . A module M is said to be semisimple in case it has a semisimple decomposition.
Theorem 2.3 ( (Anderson & Fuller, 1992), Theorem 9.6) For a right R-module M the following statements are equivalent;
(1) M is semisimple;
(2) M is generated by simple modules;
(3) M is the sum of some set of simple submodules;
(4) M is the sum of its simple submodules;
(6) Every short exact sequence
Corollary 2.13 ( (Kasch, 1982) , Corollary 8.1.5) For a right R-module M, the following hold.
(1) Every submodule of a semisimple module M is semisimple.
(2) Every epimorphic image of a semisimple module M is semisimple.
Corollary 2.14 ( (Kasch, 1982) 
, Corollary 8.2.2) For a ring R, the following are equivalent;
(1) R is semisimple;
(2) Every right and left R-module is semisimple.
Local, Regular and Semiprime rings
A ring R is a local ring in case the set of non-invertible elements of R is closed under addition. (1) R is a local ring;
(2) R has a unique maximal left ideal;
(4) The set of elements of R without left inverses is closed under addition;
Lemma 2.8 If R is a local ring with
Proof We know by Corollary 2.3 that J(R) annihilates every simple R-module. Thus,
So by Corollary 2.14 0 J is semisimple and
Theorem 2.4 ( (Goodearl, 1979) , Theorem 1.1) For a ring R, the following conditions are equivalent;
(1) R is regular;
(2) Every principal right (left) ideal of R is generated by an idempotent;
(3) Every finitely generated right (left) ideal of R is generated by an idempotent.
(2)⇒(3) It suffices to show that xR + yR is principal for any x, y ∈ R. Now, xR = eR for some idempotent e ∈ R, and since y − ey ∈ xR + yR, we see that xR
There is an idempotent f ∈ R such that f R = (y − ey)R, and we note that ef = 0. Consequently, g = f − f e is an idempotent orthogonal to e. Observing that f g = g and gf = f , we see that gR = f R = (y − ey)R, whence xR + yR = eR + gR. Since e and g are orthogonal, we conclude that
(3)⇒(1) Given x ∈ R, there exists an idempotent e ∈ R such that xR = eR. Then e = xy for some y ∈ R, and x = ex = xyx.
A proper ideal A of R is said to be a semiprime ideal of R if whenever I is an ideal of R such that I 2 ⊆ A, then I ⊆ A. A ring R is said to be a semiprime ring if the zero ideal is a semiprime ideal of R.
Corollary 2.15 ( (Goodearl, 1979) , Corollary 1.2) Let R be a regular ring. Then the following hold statements are hold.
(1) All one-sided ideals of R are idempotent.
(2) All two-sided ideals of R are semiprime.
(3) The Jacobson radical of R is zero.
Proof
(1) Let I be a right ideal of R. For x ∈ I, we have xyx = y for some y ∈ R, and,
(2) is clear from (1).
(3) Let a ∈ J(R), there exists y ∈ R such that a = aya. Then a(1 − ya) = 0, and since
(1 − ya) is invertible by Lemma 2.4, we get a = 0.
Proposition 2.11 ( (Bland, 2010), Proposition 6.2.27) The following are equivalent for a ring R;
(1) R is semiprime;
(2) The zero ideal is the only nilpotent ideal of R;
(1)⇒(3) If A and B are right ideals of R such that AB = 0, then AB ⊆ P for every prime ideal P of R. Hence, A ⊆ P or B ⊆ P, and so that A ∩ B ⊆ P for every
, and so the ideal Ra 0 R is not nilpotent. Hence, we can pick a 1 ∈ Ra 0 R, a 1 ̸ = 0. For the same reasons, we can select a nonzero a 2 ∈ Ra 1 R, and so on. Thus, a is not nilpotent, so a is not in J(R). Hence, J(R) = 0 and R is therefore semiprime.
Remark 2.1 ( (Tuganbaev, 2002) 
of R-modules and R-module homomorphisms can be completed commutatively by an R-
Proposition 2.12 ( (Bland, 2010) (1) P is projective ;
Proposition 2.14 Every regular ring has (C 2 ).
Proof Let B be a right ideal of R and B ∼ = A for some right ideal A of R such that
Then B is cyclic. By Theorem 2.4 B is generated by an idempotent and so B is a direct summand of R. 
Exchange Rings
Definition 2.16 A decomposition M = ⊕ n i=1 M i is exchangeable if for any summand N of M, M = ⊕ n i=1 M ′ i ⊕ N with M ′ i ≤ M i .
Definition 2.17 If every finite decomposition of M is exchangeable, then M is said to have the finite internal exchange property.
Lemma 2.9 ( (Mohamed & Muller, 2002) 
Proposition 2.17 ( (Mohamed & Muller, 2002), Proposition 15) The 2-internal exchange property is inherited by summands.
Proof Assume M = A⊕B has the 2-internal exchange property. Let A = A 1 ⊕A 2 and let X be a summand of A.
Proposition 2.18 ( (Mohamed & Muller, 2002) , Proposition 16) The 2-internal exchange property implies the finite exchange property.
Proof Let n > 2 be an integer, and assume inductively that any module K with 2-internal exchange property has the (n-1)-internal exchange property. Let M = M 1 ⊕ ... ⊕ M n be a module with the 2-internal exchange property, and let X be a summand
of M , K has the 2-internal exchange property by Proposition 2.17. Hence K has the (n-1)-internal exchange property by induction. It then follows by Lemma 2.17 that 
Thus all idempotents of R are: 
For e =
For e = ( 0 0
Proposition 2.19 ( (Nicholson, 1977) , Proposition 2.9) The following conditions are equivalent for a projective module P ;
(1) P has the finite exchange property;
where M i are submodules, then there is a decomposition 
NON-TRIVIAL RIGHT PSEUDO SEMISIMPLE RINGS
This chapter includes the definition of a right pseudo semisimple ring and fundamental facts of these rings.
Definition 3.1 A right ideal P of R is called right pseudo maximal if P is maximal in the set of right ideals not isomorphic to R.
Pseudo maximal ideals of a ring R need not to be a maximal ideal, for an example consider Z. Socle of Z is 0, and every right and left ideal of Z is isomorphic to Z. So 0 is a pseudo maximal ideal, but it is not maximal ideal. (2) S is the smallest essential right ideal of R and is right pseudo maximal. (2) A nonzero right ideal A of R is either contained in S or is isomorphic to R, and hence contains a copy of S. In either case S ∩ A ̸ = 0, and therefore, S is smallest essential right ideal in R R . If S is contained in a right ideal I of R, then by the definition of right pseudo semisimple ring I ∼ = R. So, S is right pseudo maximal.
S is essential in R from (2), x 0 is essential in R, and so 0 S = Z. This also proves that Z R, and we obtain Z S. Therefore, Z 2 = 0, and consequently Z J by Corollary 2.7.
(4) We know that SJ = 0 by Corollary 2.3, so for every x ∈ J, we have
For an element a of R which is not in S, aR ∼ = R. Then aR is projective by Proposition 2.12 . It is clear that
is exact. By Proposition 2.13, R = a 0 ⊕ B with B ∼ = R and a 0 ≤ S by (1).
It follows that a 0 ∩ J = 0, and consequently ax ̸ = 0. Hence 0 x ≤ S, and so (7) We have aR ∼ = R, and so by Proposition 2.12 and Proposition 2.13, R = a 0 ⊕ C for some right ideal C of R with C ∼ = R. Then a 0 ≤ S by (1). Assume ar ∈ S, and write r = s + c, where s ∈ a 0 and c ∈ C, and so ar = as + ac = ac . Then
Hence, c ∈ S, and consequently r ∈ S. Now, aR ∼ = R implies aR = bR with b 0 = 0. Then applying (5) and (6), we
(8) Let x, y ∈ R/S. Suppose that x is not in S and xy = 0. Then xy ∈ S and by (7) y ∈ S. That is R/S is a domain. Let A/S be a nonzero right ideal of R/S. Then by the definition of right pseudo semisimple ring, A ∼ = R, and so A is cyclic, that is A/S is cyclic.
(9) The result is trivial for Z = 0, assume that Z ̸ = 0. By (3) Z ≤ J, and SZ = 0 by (4). Thus Z is an R/S module. Let x be a nonzero element of Z and r ∈ R/S such that rx = 0. Then rx = 0 and by (3) and (4) r ∈ S. That is R/S is torsion free as an R/S module. Let a be a nonzero element of R/S. Then by (7) aZ = Z, and so aZ = Z. Thus Z is divisible as R/S module.
Proposition 3.2 Let R be any ring with idempotent g. Then the following are equivalent.
(1) R ∼ = (1 − g)R;
(2) There exists t, t * ∈ R such that t * t = 1, tt
Proof
(1)⇒(2) Let ϕ be the isomorphism between R and (1 − g)R. Let ϕ(1) = t for some
Then for some r ∈ R, we have
Since ϕ is onto, (1−g)R = ϕ(R) = tR. So there exists t * ∈ R such that tt
Since ϕ is monomorphism, 1 − t * t = 0 and so t * t = 1.
Clearly, ϕ is well defined. Suppose that ϕ(r) = tr = 0 for some r ∈ R. Then t * tr = 0, and so r = 0. Therefore, ϕ is one to one. Also,
Hence ϕ is onto. That is R ∼ = (1 − g)R.
(2)⇔ (3) Proof is similar to (1) ⇔ (2).
Proposition 3.3 Let R be a ring with idempotent g which is in S.
Then the following are equivalent.
(
(2) There exist t, t * ∈ R such that t * t = 1, tt
is semisimple, and so gR has exchange property by Proposition 2.16. Therefore,
(3)⇔ (5) Proof is similar to (1)⇔ (4).
Definition 3.3 We call t in the Proposition 3.3 a shift for g. We say that R has enough shifts if for every isomorphism type of indecomposable idempotents in S, there is a repre-
sentative f which has a shift.
Corollary 3.1 Let R be a right pseudo semisimple ring and e 2 = e ∈ S. Then
Proof (1 − e)R ∼ = R R follows by Proposition 3.1(1). Then R(1 − e) ∼ = R R by Corollary 2.1.
Corollary 3.2 Assume that R has enough shifts, and let R = A ⊕ B for some left ideals
A and B. If A ≤ S, then B ∼ = R R.
Proposition 3.4 ( (Mohamed, 2010), Proposition 2.2.) Let R be a ring with S ̸ = 0. Then

R is non-trivial right pseudo semisimple if and only if S is right pseudo maximal and R has enough shifts.
Proof Suppose that R is right pseudo semisimple ring. Then S is right pseudo maximal by Proposition 3.1 (2). Since R ∼ = eR ⊕ (1 − e)R, by Proposition 3.1 (1) e ∈ S or 1 − e ∈ S. Thus R has enough shifts by Proposition 3. 
Proof
(1) If S 2 = 0, then S ≤ J by Corollary 2.3, and S = Z by Proposition 3.1 (3). Therefore, 
with (1 − e 2 )R ∼ = R. Iterating this process, we get a countable set of orthogonal idempotents {e i } ∈ S. Write S = S ∩ J ⊕ K for some right ideal K of R. Now we claim that the projections of the e i into K are still non-zero orthogonal idempotents.
Let e ∈ S such that e 2 = e. Then e = j + k for some j ∈ J ∩ S and k ∈ K. Then j + k = e = e 2 = (j + k)e = je + ke.
Since (S ∩ J) ∩ K = 0, j = je and k = ke. Since e ∈ S and j ∈ J, we have ej = 0 by Corollary 2.3. Then
It follows k 2 = keke = kee = ke = k. Let e 1 , e 2 ∈ S such that e 2 1 = e 1 and e 2 2 = e 2 . Then e 1 = j 1 + k 1 and e 2 = j 2 + k 2 for some j 1 , j 2 ∈ J and k 1 , k 2 ∈ K. It follows that
That is k 1 k 2 = 0. Hence K is not finitely generated. Suppose that J is not in S, then R ∼ = J + S = J ⊕ K, and it follows that K is finitely generated. This contradiction proves that J S. Then by Corollary 2.3, S 2 ̸ = 0 implies J < S. In the same manner, one can prove that S 0 < S. This implies
Theorem 3.1 ( (Mohamed, 2010) , Theorem 2.5.) Let R be a ring with S 2 = 0. The following are equivalent:
(1) R is right pseudo semisimple;
(2) R/S is a right principal ideal domain, and S is torsion-free divisible as a left R/S module;
(3) S is right pseudo maximal.
Proof S 2 = 0 implies S ̸ = R, and the result is trivial if S = 0. So we may assume 0 < S < R.
(1)⇒(2) As S = Z by Lemma 3.1, the result follows by (8) and (9) of Proposition 3.1.
(2)⇒(3) Let A be a right ideal of R with S < A. Then R/S is a principal right ideal ring implies that A = aR with a 0 ≤ S. As S is torsion free as left R/S module, a 0 = 0.
Then A = aR + S = aR + aS = aR because S is divisible as R/S module. Hence
(3)⇒(1) As S has no non-zero idempotents, the result follows by Proposition 3.4.
Lemma 3.2 ( (Mohamed & Muller, 1991), Lemma 2.6.) If R is right pseudo semisimple, then the left socle of R is contained in S.
Proof The result is obvious in the trivial cases. So assume 0 < S < R, and consider the two cases in Lemma 3.1.
If S 2 = 0, then by Proposition 3.1(1), R contains no non-trivial idempotents. Thus, every minimal left ideal A of R satisfies A 2 = 0 by Proposition 2.5, and so
Since R is a domain by Proposition 3.1(8), we get A ≤ S.
If S 2 ̸ = 0, then by Lemma 3.1, S 0 < S, and hence S is essential as a left ideal of R by Lemma 2.3, and therefore contains the left socle. So, the left socle of R is contained in
S.
Corollary 3.3 ( (Mohamed, 2010) 
)2 = 0 and so by Corollary 2.7 
. Then, abc = a which means aR is a minimal right ideal of R by Lemma 2.1.
Therefore, J = S = 0 F (X). Then for every element a ∈ S, a 2 = 0, and so S 2 = 0.
One can see that R/S ∼ = F [X]. On the other hand, since F [X] is a principal ideal domain, R/S is a principal ideal domain. Now we prove that S is torsion-free divisible as a left R/S module. Firstly let
be a nonzero element of R/S so a 1 ̸ = 0
Thus, S is torsion free as a left R/S module. Let
0 ̸ = ( 0 m 0 0 ) ∈ S, and let ( a 1 m 0 a 1 ) + S be a nonzero element of R/S. Since F (X) is divisible, there exists m 2 ∈ F (X) such that m = am 2 . Now we get, ( 0 m 0 0 ) = ( 0 am 2 0 0 ) = ( ( a 1 0 0 a 1 ) + S) ( 0 m 2 0 0 ) = ( ( a 1 m 0 a 1 ) + S) ( 0 m 2 0 0 ) .
Thus, S is divisible as a left R/S module. Then, R is right pseudo semisimple by Theo-
rem 3.1.
. 
Right Pseudo Semisimple Rings with S Maximal
We know that S is a right pseudo maximal ideal of a ring R, which is a right pseudo semisimple ring by Proposition 3.1(2). Here, we study the pseudo semisimple property for rings with S maximal. So, we assume that S ̸ = 0, and is a maximal right ideal. Such a ring R is local if and only if S 2 = 0, and hence R is right and left pseudo semisimple by Corollary 3.3. So, we will consider non-local rings with maximal right socle.
Theorem 3.2 ( (Mohamed & Muller, 1991) (2) R is right pseudo semisimple, and J = 0;
(3) R is semiprime and has enough shifts.
Proof
(1)⇒ (2) Since R is a regular ring, J = 0 by Corollary 2.15.
(2)⇒ (3) Let I be an ideal of R such that I n = 0 for some positive integer n. Then I ≤ J, by Corollary 2.7, and so I = 0. Therefore, R is semiprime ring by Proposition 2.11.
On the other hand, R has enough shifts by Proposition 3.4.
(3)⇒ (1) Since R is semiprime, S 2 ̸ = 0 by Proposition 2.11, hence R is non-local. Also, S is the left socle of R by Remark 2.1. Then, R is right and left pseudo semisimple by Theorem 3.2, and its right-left symmetry. For an element a ∈ R, let K be a complement of aR. Then, S is a maximal right ideal implying that aR ⊕ K = S or
Since R is semiprime, we get aR is a summand of R in both cases.
Hence R is regular. Proof Assume that R is a non-trivial right pseudo semisimple ring. We prove that R = R/Z is not semisimple. We first claim that R/Z contains no non-trivial central idempotents. Let u be a central idempotent in R. We have Z 2 = 0 by Proposition 3.1 (3), and so we can lift idempotents modulo Z by Proposition 2.4. Then u = e for some idempotent e ∈ R. Now u is central in R implying that eR(1 − e) ≤ Z.On the other hand we may assume that e ∈ S by Proposition 3.1(1). But, then by Proposition 3.1 (9),
Thus e = 0 or e = 1. This proves our claim, as required. Now if R is semisimple, then R got to be simple ring, and therefore Z is a maximal ideal in R. As Z ≤ S by Proposition 3.1 (3), we get Z = S, and hence S 2 = 0, a contradiction. Thus, R is not semisimple. Let L be the right socle of R. Since S is semisimple, S/Z is semisimple,
be the isomorphism and f (1) = a ∈ A. We claim that A = aR with a 0 = 0 and a
, and so y = 0 because f is monomorphism. This proves our claim. On the other hand, by Proposition 3.1 (7), Za = Z, and so and so xS ≤ Z. Also, we have xS = xZ ⊕ xK, and so xK ≤ xS ≤ Z. Hence,
On the other hand, if xR ∼ = R, then there exists a nonzero isomorphism
f is monomorphism K = 0 , a contradiction, and so xR S. Now, we have xZ = 0 by Proposition 3.1 (9). Therefore, xS = xZ ⊕ xK = 0. So, by Proposition 3.1 (3), we get
For the converse, consider a right ideal A S, and let C be a complement of A.
As S is maximal, A⊕C = R. This proves that any right ideal is either contained in S or is a summand, hence projective. Now, let x ∈ Z, then either xR S or xR is a summand of R. If xR ⊕R the xR = eR for some idempotent e ∈ R by Lemma 2.2, and so 1 = e+f for some f = fso xR = 0. Thus, x ∈ S, and so Z ≤ S. Then by Proposition 2.3,
So K = eR for some idempotent e ∈ R by Lemma 2.2. But Z does not contain any nontrivial idempotent so K = 0. This implies Z ≤ A. As R = R/Z is a non-trivial right pseudo semisimple ring, then the right socle of R is S. Now A S implies A = aR with a 0 Z. However, by Proposition 2.12, A is projective implying that a 0 is a summand of R . So that a 0 = 0, and hence A ∼ = R.
RIGHT-LEFT PSEUDO SEMISIMPLE RINGS
In this chapter we find relations between right pseudo semisimple rings and the other classes of rings. Furthermore, from the Example 3.1, we see that pseudo semisimple rings are not left-right symmetric, and we give some characterizations of left-right pseudo semisimple rings. Proof We only need to show that R R has the 2-internal exchange property by Proposition 2.18. Let R = A ⊕ B for right ideals A and B, and let C be a summand of R.
By Proposition 3.1(1), we may assume that B is semisimple. Hence, by Theorem 2.3,
and therefore by modular law
Let f : A ⊕ B → B be the natural projection, and let f ′ denote the restriction of f to C.
Again by Theorem 2.3, B is semisimple implying that f ′ (C) is a summand of B, so it is projective by Proposition 2.12. It follows by Proposition 2.13 that
Theorem 4.1 A right pseudo semisimple ring R with Z = J has SSP .
Proof Let A and B be summands of R. We consider two cases. A ⊕ B. Also, R = A ⊕ C for some right ideal C of R. So we get by modular law
and consequently X ∩ J = 0. It follows that X 2 ̸ = 0, and so by Proposition 2.5
tion 3.1(1). We get by modular law
As D is semisimple, by Theorem 2.3, we have 
Proof
(1) For a nonzero x ∈ J, we have 0 x = S by Proposition 3.1(4). Now Rx ∼ = R/ 0 x = R/S, and so Rx is a minimal left ideal of R because R/S is a division ring. This
(2) Assume J ∩ S ′ ̸ = 0, and consider a minimal left ideal Rx ≤ J.
is a maximal left ideal. As 0 x = S by Proposition 3.1(4), we have R/S is a division ring. Hence, S is a maximal right (left) ideal. Now the result follows by (1) (1) S ′ = S.
(3) S is maximal or J = 0.
(1) is obvious by Lemma 3.2, and its left-right symmetry.
(2) By Corollary 2.3, JS ′ = 0, and so by (1) JS = 0. Hence, J ≤ Z by Proposition 3.1(3). However Z ≤ J by Proposition 3.1(3), hence Z = J. Similarly,
(3) Suppose S is not maximal, then by Lemma 4.2, J ∩S ′ = 0. We get, by (1), J ∩S = 0.
It follows from Proposition 3.1(3) and (2) that J = 0.
Corollary 4.1 A right and left pseudo semisimple ring is an SSP ring.
Proof If R is a right and left pseudo semisimple ring, then Z = J by Proposition 4.3.
Thus, R is an SSP ring by Theorem 4.1.
A right and left pseudo semisimple ring has S maximal or J = 0. Theorem 3.3 deals with the case S maximal and J = 0. In the following we will separate the two cases.
First we note that this corollary may be rephrased as follows:
Theorem 4.2 The following are equivalent for a ring R with 0 < S < R.
(1) R is right pseudo semisimple and regular, (2)⇒ (1) Since R is right pseudo semisimple ring R has enough shifts by Proposition 3.4.
Thus, by Theorem 3.3, R is regular ring.
(2)⇔(3) The proof is similar to (1)⇔(2).
Note that in a right pseudo semisimple ring, J = 0 if and only if R is semiprime.
Suppose J = 0. Let A be a nilpotent ideal of R, then it is a nil ideal. It follows by Corollary 2.7 that A = 0. Thus, by Proposition 2.11, R is semiprime ring. Indeed, R being semiprime implies S 2 ̸ = 0, and hence J < S by Lemma 3.1. So that J 2 ≤ SJ = 0, and consequently J = 0.
We generalize Theorem 4.2 by dropping the semiprimeness condition in (2) and replacing regularity by the weaker condition (C 2 ).
Theorem 4.3 The following are equivalent for a ring R with 0 < S < R.
(1) R is right pseudo semisimple with (C 2 ), and S is maximal. Then, J ≤ S. Now, by Theorem 2.3, we have S = J ⊕ K for some right ideal K of R. We prove that K ≤ S ′ . Consider a minimal right ideal E ≤ K. If E 2 = 0, then, by Corollary 2.7, E J. It follows that E K ∩J, which is a contradiction. Thus E 2 ̸ = 0, and so, by Proposition 2.5, E = eR for some e 2 = e ∈ R. We prove that Re is a minimal left ideal. Consider a nonzero element re ∈ Re. As reR ∼ = eR, we get by (C 2 ) that reR ≤ ⊕ R. Hence, reRreR ̸ = 0, and therefore eRre ̸ = 0. Since eRe is a division ring, eReRre = eRe. Hence,
So that Re is a minimal left ideal of R. It follows that e ∈ Re ≤ S ′ . As S ′ is an ideal, we get eR ≤ S ′ . This proves that K ≤ S ′ . Hence, S ≤ S ′ , and so S = S ′ .
As R contains enough shifts, we get R is left pseudo semisimple by the left-handed version of Proposition 3.4.
(2)⇒(1) Let A be a right ideal of R such that A ∼ = eR for some e 2 = e ∈ R. By Using induction, we get A = gR for some g 2 = g ∈ R.
(3)⇔(2) Follows by symmetry. (1)⇒(2) Consider an element a ∈ R such that a is not in S. As R/S is a domain, by Proposition 3.1(8), 0 a ≤ S. Now R is left PP implies Ra is projective, and hence by Proposition 2.13 R = 0 a ⊕ B, with B ∼ = Ra. As R has enough shifts, we get by Corollary 3.2 that Ra ∼ = B ∼ = R R. Now applying (C 4 ), we get A ∼ = R R for any left ideal A that is not contained in S. It remains to show that J = 0 (this also proves S ′ = S ). To the contrary, let 0 ̸ = x ∈ J. Then 0 x = S by Proposition 3.1(4). As
Rx is projective, we get by Proposition 2.13 R = S ⊕ C, with C ∼ = Rx. Again R has enough shifts implies C ∼ = R R. Now SC ≤ S ∩ C = 0 implies SR = 0, and hence S = 0, a contradiction. Therefore, J = 0.
(3)⇔(2) follows by symmetry. Proof Suppose that R is right and left pseudo semisimple ring. We consider two cases:
(i) S 2 = 0 : We obtain R is local ring with J 2 = 0 by Proposition 4.2.
(ii) S 2 ̸ = 0 : We know that R has enough shifts by Proposition 3.4. Since R is right and left pseudo semisimple ring S is maximal or J = 0 by Proposition 4.3. If S is maximal, then there is nothing to prove. Suppose J = 0. R/S is a domain by For the converse we consider three cases:
(i) Assume that R is local ring with J 2 = 0. Since R is local ring we have S = J. Then R is right and left pseudo semisimple ring by Corollary 3.3.
(ii) Assume that R has enough shifts, S ′ = S and S is maximal. Then R is right and left pseudo semisimple ring by Proposition 3.4.
(iii) Assume that R has enough shifts, J = 0, R/S is a domain, R is hereditary ring with (C 4 ). Let A be a right ideal of R such that S < A. If x ∈ A/S, then by Proposition 2.12 R ∼ = xR ⊕ x 0 because R is a hereditary ring. On the other hand, since R/S is a domain, x 0 ≤ S. As R has enough shifts, xR ∼ = R by Corollary 3.2. Thus, A ∼ = R by (C 4 ). Now S is a right pseudo maximal ideal and so by Proposition 3.4
R is right pseudo semisimple ring. Consequently, by Theorem 4.4 R is right and left pseudo semisimple ring.
