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Abstract
We show that a set of n algebraic plane curves of constant maximum degree can be
cut into O(n3/2 polylog n) Jordan arcs, so that each pair of arcs intersect at most once,
i.e., they form a collection of pseudo-segments. This extends a similar (and slightly
better) bound for pseudo-circles due to Marcus and Tardos. Our result is based on
a technique of Ellenberg, Solymosi and Zahl that transforms arrangements of plane
curves into arrangements of space curves, so that lenses (pairs of subarcs of the curves
that intersect at least twice) become vertical depth cycles. We then apply a variant of
a technique of Aronov and Sharir to eliminate these depth cycles by making a small
number of cuts, which corresponds to a small number of cuts to the original planar
arrangement of curves. After these cuts have been performed, the resulting curves form
a collection of pseudo-segments.
Our cutting bound leads to new incidence bounds between points and constant-
degree algebraic curves. The conditions for these incidence bounds are slightly stricter
than those for the current best-known bound of Pach and Sharir; for our result to
hold, the curves must be algebraic and of bounded maximum degree, while Pach and
Sharir’s bound only imposes weaker, purely topological constraints on the curves. How-
ever, when our conditions hold, the new bounds are superior for almost all ranges of
parameters. We also obtain new bounds on the complexity of a single level in an ar-
rangement of constant-degree algebraic curves, and a new bound on the complexity of
many marked faces in an arrangement of such curves.
1 Introduction
Let Γ be a finite set of curves in R2. The arrangement A(Γ) of Γ is the planar subdivision
induced by Γ. Its vertices are the intersection points and the endpoints of the curves of Γ,
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its edges are the maximal (relatively open) connected subsets of curves in Γ not containing a
vertex, and its faces are maximal (open) connected subsets of R2 \
⋃
γ∈Γ γ. Because of their
rich geometric structure and numerous applications, arrangements of curves, and especially
of lines and segments, have been widely studied. See [26] for a comprehensive survey.
A Jordan arc is the homeomorphic image of the open interval (0, 1)1; unless otherwise
specified, all such arcs will be in R2. We say that a set Γ of Jordan arcs is a set of pseudo-
segments if every pair of arcs in Γ intersect at most once, and the arcs cross properly at
the point of intersection. Note that in this paper, pseudo-segments may be unbounded.
Many combinatorial results on arrangements of lines or segments extend to arrangements
of pseudo-segments. Three notable examples are (i) the complexity of a single level in an
arrangement, (ii) the number of incidences between points and curves in the arrangement,
and (iii) the complexity of many (marked) faces in an arrangement; see, e.g., [1, 11, 28].
However, when two curves are allowed to intersect more than once, the resulting com-
plexity bounds become weaker. One strategy to address this issue is to cut each curve into
several pieces so that the resulting pieces form a collection of pseudo-segments, and then
apply the existing bounds for pseudo-segments to the resulting collection. If each pair of
curves intersect at most E times, then it is always possible to cut n such curves into at most
En2 pieces, so that each pair of pieces intersect at most once. When one does this, however,
the resulting complexity bounds for problems (i)–(iii) are generally poor. In order to obtain
better bounds, one must cut the curves into fewer pieces.
This strategy has been pursued successfully for the past 15 years; see [1–4, 10–12, 25, 29].
However, previous work has almost exclusively focused on arrangements where each pair of
curves can intersect at most twice (sets of curves of this type are called pseudo-circles, or,
if unbounded, pseudo-parabolas). The current best result in this direction is the work of
Agarwal et al. [2], supplemented by that of Marcus and Tardos [21]. They showed that when
Γ is a set of n pseudo-circles, it is possible to cut the curves of Γ into a set of O(n3/2 logn)
pseudo-segments. There are only a few (and considerably weaker) results of this kind for
more general families of curves; they include works by Chan [11, 12] and by Bien [10].
In the present paper we study algebraic curves (or more generally, connected subsets of
algebraic curves) of constant maximum degree. Pairs of such curves might intersect many
times—by Be´zout’s theorem, they might intersect as many as D2 times, where D is the
maximum degree of the curves. Our main result is a new technique for cutting the curves in
such a set into a relatively small number of Jordan arcs, each pair of which intersect at most
once. Our method only applies to algebraic curves (or slightly more generally, connected
subsets of algebraic curves), but it works well no matter how many times the curves intersect
(in brief, the bounds in our results become weaker, but only very slowly, as the degree of the
curves increases).
Let C be a set of algebraic plane curves, no two of which share a common component.
Let Γ0 be a set of Jordan arcs, each pair of which have finite intersection. We say that Γ0
1sometimes in the literature a Jordan arc is defined to be the homeomorphic image of the closed interval
[0, 1]. In this paper, however, we will always use open intervals
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is a cutting2 of C if each curve in C can be expressed as a finite union of arcs from Γ0 plus
finitely many points (the points at which the original curves are cut). Similarly, let Γ be a
set of Jordan arcs, each of which is contained in a plane curve, and each pair of which have
finite intersection. A set Γ0 of Jordan arcs is said to be a cutting of Γ if each curve in Γ can
be expressed as a finite union of arcs from Γ0 plus finitely many points. (It is possible to
write down a single definition of a cutting for a collection of curves that contains both of the
previous definitions as special cases, but this definition is rather technical so we will not do
so here.)
We can now state our main result.
Theorem 1.1 (Cutting algebraic curves into pseudo-segments). Let C be a set of n algebraic
plane curves of degree at most D, no two of which share a common component. Then C can
be cut into3 OD(n
3/2 logOD(1) n) Jordan arcs, so that each pair of arcs intersect in at most
one point.
The above theorem uses the fact that there are at most OD(n
2) pairwise intersections
amongst the curves in C. While this serves as a general upper bound, the actual number of
intersections might be much smaller. The following theorem provides a refined bound that
depends on the actual number of intersections. It is stated in a more general setup that
involves Jordan arcs contained in algebraic curves rather than the entire algebraic curves
themselves.
Theorem 1.2 (Cutting algebraic arcs into pseudo-segments). Let Γ be a set of n Jordan
arcs, each of which is contained in an algebraic curve of degree at most D, and every pair
of which have finite intersection. Let X =
∑
γ,γ′∈Γ
γ 6=γ′
|γ ∩ γ′| be the number of times pairs of
curves from Γ intersect. Then Γ can be cut into OD(n + X
1/2n1/2 logOD(1) n) Jordan arcs,
so that each pair of arcs intersect in at most one point. In the worst case, the bound is
OD(n
3/2 logOD(1) n) (as in Theorem 1.1).
Remark 1.1. Since each algebraic curve of degree at most D can be cut into ≤ D(D − 1)
pairwise disjoint Jordan arcs by removing all points at which the curve is singular or is tangent
to a vertical line (see Lemma 2.3 below), the requirement that the curves in Γ be Jordan arcs
is not a serious constraint, and we only impose it to simplify notation and readability. At the
cost of introducing messy notation, we could instead formulate the theorem in a superficially
more general fashion by requiring that the curves in Γ be open connected subsets of degree
D curves, rather than Jordan arcs contained in degree D curves. In particular, Theorem 1.2
is indeed a generalization of Theorem 1.1.
Remark 1.2. Figure 1 depicts a set of n “pseudo-cubics” (i.e., Jordan arcs, each pair of which
intersect at most three times) that requires a quadratic number of cuts in order to turn it into
2Not to be confused with the notion of (1/r)-cutting, which is a decomposition of the plane induced by
the given curves; see, e.g., [22].
3We use the standard notation Oκ(·) to refer to a constant of proportionality that depends on the
parameter or parameters κ.
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a set of pseudo-segments. This demonstrates that in order to obtain sub-quadratic bounds
on the number of such cuts, one must impose additional restrictions on the given family of
curves. For example, Theorems 1.1 and 1.2 do this by requiring that the curves be subsets
of bounded-degree algebraic curves.
Figure 1: A set of n pseudo-cubics that require Ω(n2) cuts to turn them into pseudo-segments.
See Tamaki and Tokuyama [29, Theorem 5.3].
1.1 Point-curve incidences
Theorem 1.2 can be applied to obtain new incidence theorems in the plane. Pach and
Sharir [24] proved that a set P of m points and a set Γ of n plane curves (either Jordan arcs
or bounded degree algebraic curves) determine Os,t(m
s
2s−1n
2s−2
2s−1 +m+n) incidences, provided
that every pair of curves of Γ intersect at most t times, and that there are at most t curves
of Γ passing through any s-tuple of points of P (if the curves are algebraic plane curves,
then the implicit constant also depends on the degree of the curves). Sets P, Γ of this type
are said to have s degrees of freedom (the parameter t is often suppressed, since as long as it
is bounded, independently of m and n, it only affects the implicit constant in the incidence
bound).
In the case where Γ consists of algebraic curves, we will obtain a slightly stronger bound
under a related (though slightly different) condition. Rather than requiring Γ and P to have
s degrees of freedom, we will assume that the curves of Γ lie in an “s-dimensional family
of curves,” a notion that we will make precise in Section 3 (see Definition 3.1). Roughly,
this means that we can represent each curve of Γ by a point that lies in some s-dimensional
algebraic variety in a suitable parameter space. For the vast majority of incidence problems
that arise in practice, whenever an arrangement of algebraic curves has s degrees of freedom,
these curves belong to a family of curves of dimension at most s. The relationship between
having s degrees of freedom and being contained in a family of dimension s is discussed
further in Appendix B below.
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Using Theorem 1.1, we can improve the Pach–Sharir bound under the assumptions made
above, which hold for a large class of point-curve configurations.
Theorem 1.3 (Incidences between points and algebraic curves). Let C be a set of n algebraic
plane curves that belong to an s-dimensional family of curves, no two of which share a
common irreducible component. Let P be a set of m points in the plane. Then for any ε > 0,
the number I(P, C) of incidences between the points of P and the curves of C satisfies
I(P, C) = O
(
m
2s
5s−4n
5s−6
5s−4
+ε
)
+OD
(
m2/3n2/3 +m+ n
)
.
The implicit constant in the first term depends on ǫ, s, the maximum degree of the curves,
and also the “complexity” of the family of curves from which the set C is selected.
In Section 3 we will give the precise definition of a s-dimensional family of curves, and
in Section 3.2 we will state a more rigorous version of Theorem 1.3 that describes how the
implicit constant in the first term depends on the family of curves.
1.2 The complexity of a single level in an arrangement
Given a collection Γ of algebraic curves, or subsets of such curves, the level of a point
p = (x0, y0) ∈ R
2 with respect to Γ is defined to be the number of intersection points
between the downward vertical ray {(x0, y) ∈ R
2 | y < y0} and the curves of Γ, counted with
multiplicity (we assume that each curve in Γ has finite intersection with every vertical line).
For each non-negative integer k, the k-level of A(Γ) is the closure of the locus of all points
on the curves of Γ whose level is exactly k. The k-level consists of subarcs of curves from Γ
that are delimited either at vertices of A(Γ) or at points that lie above a locally x-extremal
point of some curve from Γ. The complexity of the k-level is the number of subarcs that
comprise the level.
Combining the bound from Theorem 1.2 with a result of Chan [11, Theorem 2.1], we
obtain the following result.
Theorem 1.4. Let Γ be a set of n Jordan arcs, each of which is contained in an algebraic
curve of degree at most D, and every pair of which have finite intersection. Then each level
of A(Γ) has complexity OD(n
5/3 logOD(1) n).
Theorem 1.4 is proved in Section 4. It improves earlier results of Chan [11, 12] and
Bien [10] for the general algebraic case, and it almost matches the results in [2, 21] for the
case of pseudo-circles and pseudo-parabolas.
1.3 Complexity of many marked faces in an arrangement
Let Γ be a set of n Jordan arcs, each of pair of which has finite intersection. Let P be
a set of m points in the plane with the property that no point of P lies on any curve of
Γ. We define K(P,Γ) to be the sum of the complexities of the faces of A(Γ) that contain
at least one point of P, where the complexity of a face is the number of edges of A(Γ) on
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its boundary. Informally, this can be regarded as an “off-curve” incidence question, where
instead of counting the number of curves each point intersects, we (more or less) count the
number of curves that the point can “reach” (without crossing other curves). The problem
has been studied in the context of lines (see [26]), segments, and circles [1, 2, 4].
We will establish the following bound on the complexity of many marked faces:
Theorem 1.5 (Complexity of many faces). Let Γ be a set of n Jordan arcs, each of which
is contained in an algebraic curve of degree at most D, and every pair of which have finite
intersection. Let P be a set of m points in the plane, so that no point of P lies on any curve
of Γ. Then
K(P,Γ) = OD(m
2/3n2/3 + n3/2 logOD(1) n). (1)
Theorem 1.5 is obtained by using Theorem 1.2 to cut the Jordan arcs into pseudo-
segments and then applying existing techniques to this collection of pseudo-segments. As
discussed in Remark 1.1, we could also state Theorem 1.5 for collections of algebraic curves
(or collections of connected subsets of algebraic curves) rather than Jordan arcs contained
in algebraic curves. Doing so, however, makes the notation more complex without actually
making the result any more general.
We prove Theorem 1.3 by using Theorem 1.1 to obtain a weak incidence bound and
then amplifying the bound using further arguments. The bound in Theorem 1.5 is the
analogue of the weak incidence bound which is the starting point for the proof of Theorem
1.3. We attempted to amplify the bound in Theorem 1.3 as well, but we encountered several
technical issues that we do not know how to overcome. In Section 5.1 we will comment on
these difficulties and leave such an improvement as an open problem.
2 Cutting algebraic arcs into pseudo-segments
In this section we prove Theorems 1.1 and 1.2.
2.1 Some real algebraic geometry
Before we can proceed further, we will need some basic definitions from real algebraic geom-
etry. A real (resp., complex) affine algebraic variety is the common zero locus of a finite set
of polynomials over the real (resp., complex) numbers. If Z ⊂ Rd is a real algebraic variety,
we define Z∗ ⊂ Cd to be the smallest (complex) variety that contains Z. Unless otherwise
noted, all varieties are assumed to be affine. Throughout the proof, we will work with both
the Euclidean and Zariski topology4. Unless specified explicitly, all open sets are assumed
to be in the Euclidean topology.
Let Z ⊂ Rd be a real algebraic variety. A crucial property of Z will be its dimension. The
precise definition of the dimension of a real algebraic variety is slightly subtle, see, e.g., [7].
Informally, however, the dimension of Z is the largest integer e so that Z contains a subset
4See [20] for an introduction to the Zariski topology and related background.
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homeomorphic to the open e-dimensional cube (0, 1)e. If Z ⊂ Rd is a non-empty algebraic
set of dimension ≤ 1, we call it an algebraic curve.
The degree of Z ⊂ Rd is the degree of the complex variety Z∗ ⊂ Cd; the latter is the
sum of the degrees of the irreducible components of Z∗. See [20] for further background and
details.
Similarly, a real (resp., complex) projective algebraic variety is the common zero locus
of a finite set of homogeneous polynomials. The dimension and degree of a real projective
variety are defined analogously to the definitions for the affine case.
For a single polynomial f ∈ R[x1, . . . , xd], its zero locus Z(f) = {p ∈ R
d | f(p) = 0} is a
real algebraic variety of degree at most deg(f).
2.2 Cuttings
Let S be a collection5 of sets in R2, each of which is contained in an algebraic curve and each
pair of which have finite intersection. We say that S ′ is a cutting of S if S ′ is a collection of
pairwise disjoint connected sets, and for each S ∈ S there is a finite set PS ⊂ S so that
S ′ =
⋃
S∈S
{S ′ | S ′ is a connected component of S\PS}.
We say that
∑
S∈S |PS| is the number of cuts used in the cutting. Note that if S
′ ∈ S ′, then
either S ′ is a point, or there is a unique S ∈ S with S ′ ⊂ S. In practice, we will throw away
all isolated points, so each S ′ ∈ S will have (be contained in) a unique “parent” set S ∈ S.
The following three results will help us control the number of connected components that
are obtained by cutting an algebraic plane curve.
Theorem 2.1 (Harnack [18]). Let f ∈ R[x, y] be a polynomial of degree D. Then Z(f)
contains at most 1
2
(D − 1)(D − 2) + 1 ≤ D2 connected components.
Lemma 2.2 (Removing a point from a curve). Let f ∈ R[x, y] be a polynomial of degree D,
let γ ⊂ Z(f) be a connected set, and let p ∈ γ. Then γ\{p} contains at most D connected
components.
The idea behind Lemma 2.2 is that in a small neighborhood of p, γ is a union of at most
D “branches,” and removing p can cut these branches into separate connected components.
See, e.g., Lemmas 4.5, 4.6, and 4.7 from [30] for details. Note that for the purposes of this
paper, the exact bounds in Theorem 2.1 and Lemma 2.2 are not important; all that matters
is that the quantities are OD(1).
Lemma 2.3 (Cutting a curve into Jordan arcs). Let f ∈ R[x, y] be a square-free polynomial.
Then Z(f)\Z(∂yf) is a union of disjoint Jordan arcs.
5The terms “collection” and “set” mean the same thing; we use both merely to improve readability.
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Proof. First, note that by the implicit function theorem, Z(f)\Z(∂yf) is a one-dimensional
manifold. By the classification of one-dimensional manifolds, we conclude that each con-
nected component of Z(f)\Z(∂yf) is either a Jordan arc (i.e., homeomorphic to the in-
terval (0, 1)), or is homeomorphic to a circle. Suppose that a connected component γ ⊂
Z(f)\Z(∂yf) is homeomorphic to a circle. Since γ ⊂ R
2 is compact, there exists a point
(x0, y0) ∈ γ with x0 = min{x | (x, y) ∈ γ}. We must have ∂yf(x0, y0) = 0, which contradicts
the fact that γ ⊂ Z(f)\Z(∂yf).
Lemmas 2.1 and 2.2 imply that when a collection of algebraic curves is cut, the number
of sets in the new collection is controlled by the number of curves in the original collection
and the number of cuts made in the cutting. This is made precise in the following lemma.
Lemma 2.4. Let C be a set of algebraic curves and let Γ0 be a cutting of C. Suppose that ℓ
cuts are used in the cutting. Then |Γ0| ≤ D
2|C|+Dℓ.
2.3 Lenses
Let γ and γ′ be Jordan arcs. We say that γ and γ′ form a lens if R2\(γ ∪ γ′) consists of
at least two connected components. We say that γ and γ′ form a proper lens if R2\(γ ∪ γ′)
consists of exactly two connected components. If λ and λ′ form a lens, then we can always
find two connected subarcs δ ⊆ γ and δ′ ⊆ γ′ with two common endpoints. If the lens is
proper, then the sets δ and δ′ are unique, and the relative interiors of δ and δ′ are disjoint.
See Figure 2. We will abuse notation slightly and will also refer to the pair (δ, δ′) as the lens.
γ
γ′
δ
δ′
(a) (b)
γ
γ′
δ
δ′
u v u
v
Figure 2: (a) γ and γ′ form a proper lens that consists of the subarcs δ and δ′. (b) The lens
formed by γ and γ′ with endpoints u, v is not proper.
Let Γ be a set of Jordan arcs. We say that Γ is lens-free if no two curves from Γ form a
lens. Γ is lens-free if and only if the curves in Γ are a set of pseudo-segments.
2.4 Lifting plane curves to space curves
In this section we will describe a process adopted from Ellenberg, Solymosi and Zahl [14]
that transforms a plane curve into a space curve, so that the “slope” of the plane curve is
encoded as the z–coordinate of the space curve. If C is a plane curve and (x, y) is a smooth
point of C, we define the slope of C at (x, y) to be the slope of the tangent line to C at (x, y).
If this line is vertical, then we say that the slope is infinite.
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Lemma 2.5. Let C be an irreducible algebraic curve in R2 of degree at most D. Then there
is an irreducible space curve Cˆ ⊂ R3 with the following property: if (x, y, z) ∈ Cˆ and if (x, y)
is a smooth point of C where the slope is finite, then z is the slope of C at the point (x, y).
Furthermore, the degree of Cˆ is at most D2.
This is [14, Proposition 1]. In brief, let f be an irreducible polynomial satisfying C =
Z(f), and consider the algebraic variety{
(x, y, z) | f(x, y) = 0, z∂yf(x, y) + ∂xf(x, y) = 0
}
.
As discussed in [14, §3.3], this variety is a union of vertical lines (one line above each
singular point of C), plus an irreducible curve that is not a vertical line. This curve is Cˆ.
Its degree is ≤ D2, since it is an irreducible component of the intersection of two surfaces of
degree at most D. See [14] for details.6
Remark 2.1. Note that if (x, y) is a smooth point of C with finite slope, then the z-vertical
line passing through (x, y) intersects Cˆ in exactly one point. Thus if γ ⊂ C is a Jordan
arc consisting of smooth points with finite slope, then there is a unique space Jordan arc
γˆ ⊂ Cˆ satisfying π(γˆ) = γ, where π(x, y, z) = (x, y). We will exploit this observation by
cutting C = Z(f) at each point where ∂yf vanishes. By Be´zout’s theorem and Lemma 2.2,
this process cuts C into OD(1) connected pieces, so that the interior of each piece consists
exclusively of smooth points with finite slope.
2.5 Depth cycles and lenses
Let γ and γ′ be Jordan space arcs in R3. We say that γ and γ′ form a depth cycle of
length two if there are points (x1, y1, z1), (x2, y2, z2) ∈ γ, (x1, y1, z
′
1), (x2, y2, z
′
2) ∈ γ
′, so that
(x1, y1) 6= (x2, y2), z1 ≥ z
′
1, and z2 ≤ z
′
2. This depth cycle is characterized by the tuple
(γ, γ′, x1, y1, z1, z
′
1, x2, y2, z2, z
′
2). If z1 > z
′
1 and z2 < z
′
2, we call the depth cycle a proper
depth cycle (of length two).
Let Γ be a set of Jordan space arcs in R3. We say that Γ has no depth cycles of length
two (resp., no proper depth cycles of length two) if no pair of curves in Γ have a depth cycle
of length two (resp., a proper depth cycle of length two).
Lemma 2.6. Let C and C ′ be plane algebraic curves. Let γ ⊂ C and γ′ ⊂ C ′ be x-monotone
Jordan arcs consisting of smooth points with finite slope, and suppose that γ and γ′ form a
lens. Then γˆ and γˆ′ form a depth cycle of length two.
Proof. By shrinking γ and γ′ if necessary, we can assume that γ and γ′ intersect at exactly
two points (since the arcs are x-monotone, this is equivalent to them forming a proper lens)—
call these points p and q. In particular, R2\(γ ∪ γ′) has exactly two connected components,
exactly one of which is unbounded. Call the bounded component the “inside” of γ∪γ′. Since
6Note that regular points of C with vertical tangency are not part of the projection of Cˆ. For example, if
C is the circle x2 + y2 = 1, Cˆ is the space curve given by x2 + y2 = 1 and x+ yz = 0, and its xy-projection
does not contain the points (1, 0) or (−1, 0).
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γ and γ′ are x-monotone, every y-vertical line intersects each of γ and γ′ at most once. In
particular, every vertical line that intersects the inside of γ ∪ γ′ must intersect each of γ and
γ′ at precisely one point. By renaming the indices if necessary, we can assume that if ℓ is a
vertical line that intersects the inside of γ ∪ γ′, then the intersection of ℓ with γ has larger
y-coordinate than the intersection of ℓ with γ′.
γ
γ′
p q
(a) (b)
γˆ
γˆ′
Figure 3: (a) γ and γ′ form a lens in the xy-plane. (b) The respective lifted images γˆ, γˆ′ of
γ, γ′ form a depth cycle of length two.
Suppose that γ and γ′ are tangent at p = (x, y). Then γˆ and γˆ′ intersect at the point
(x, y, z), where z is the slope of both curves at p. By interchanging the indices if necessary,
we can assume that at the lifting of q, either γˆ and γˆ′ intersect, or γˆ has larger z-coordinate.
In either case, γˆ and γˆ′ form a depth cycle of length two. An identical argument can be used
if γ and γ′ are tangent at q.
Suppose then that γ and γ′ are not tangent at p or at q. For each x that lies in the x-
projection of the inside of γ∪γ′, let f1(x) (resp., f2(x)) be the y-coordinate of the intersection
of γ (resp., γ′) with the vertical line passing through (x, 0). Let f(x) = f1(x) − f2(x). Let
p = (x1, y1), q = (x2, y2). Then f(x1) = f(x2) = 0, and f(x) > 0 for x1 < x < x2.
Furthermore, f(x) is smooth, and df
dx
(x1) 6= 0,
df
dx
(x2) 6= 0. We conclude that
df
dx
(x1) > 0 and
df
dx
(x2) < 0, i.e., the slope of γ at p is larger than that of γ
′, and the slope of γ at q is smaller
than that of γ′. We conclude that γˆ and γˆ′ form a depth cycle.
2.6 Cutting lenses
We are almost ready to prove Theorem 1.1. Before doing so, we will need the following key
lemma.
Lemma 2.7. For each D ≥ 1, there are constants A = A(D) and κ = κ(D) so that the
following holds. Let C be a set of n irreducible algebraic plane curves of degree at most D
and let Cˆ = {Cˆ | C ∈ C}. Then by using ≤ An3/2 logκ n cuts, Cˆ can be cut into a set of
Jordan space arcs that have no proper depth cycles of length two.
To avoid interrupting the flow of the proof, we will prove Lemma 2.7 in Appendix A below.
A similar statement appears in the recent work of Aronov and Sharir [5]. That work deals
primarily with eliminating cycles (of any length) in three-dimensional line configurations
that satisfy certain genericity assumptions. It also presents an extension of this result to the
case of constant-degree algebraic curves, but does so in a rather sketchy way. For the sake
of exposition, and in order to make the present paper as self contained as possible, we give
a detailed and rigorous proof for the specific case that we need.
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Remark 2.2. Although we will not need it here, we can define a depth cycle of any length
ℓ ≥ 2 in a similar fashion. The cutting from Lemma 2.7 will actually eliminate depth cycles
of all lengths ℓ ≥ 2.
Proof of Theorem 1.1 using Lemma 2.7. The proof of Theorem 1.1 will proceed as follows.
First, we will cut the curves from C so as to eliminate all lenses where the corresponding
curves intersect transversely (such lenses correspond to proper depth cycles). Then we will
cut the curves from C so as to eliminate all lenses where the corresponding curves intersect
tangentially at one or both endpoints of the lens. Finally, we will further cut the curves from
C so that the resulting pieces are x-monotone and smooth Jordan arcs.
Let Cˆ = {Cˆ | C ∈ C}. Use Lemma 2.7 to cut Cˆ into Jordan space arcs so that all proper
depth cycles of length two are eliminated; this cutting uses OD
(
n3/2 logOD(1) n
)
cuts (recall
that if the same point p ∈ R3 is removed from several curves, then this point is counted with
multiplicity).
The projection of each of these Jordan space arcs to the xy-plane yields a connected subset
of a curve from C. Let D1 denote the set of all connected components of the projections
of these Jordan space arcs. Then D1 is a cutting of C using OD
(
n3/2 logOD(1) n
)
cuts; the
resulting segments do not form any proper lenses.
Next, we further cut the sets in D1 as follows. For each pair of connected sets S, S
′ ∈ D1
where neither S nor S ′ is a point, let C,C ′ ∈ C be the (uniquely defined) curves from C
containing S and S ′, respectively. Cut S and S ′ at those points p ∈ S ∩ S ′ where p is a
smooth point of both C and C ′, and C and C ′ are tangent at p—points of this type might
be endpoints of an improper lens. After this procedure has been performed for every pair
of sets S, S ′ ∈ D1, finitely many points have been removed from each set S ∈ D1. The total
number of cuts performed at this stage is at most
2
∑
C∈C
∣∣∣{p ∈ C | p is a smooth point of C, and there exists a (2)
curve C ′ ∈ C that is smooth at p and tangent to C at p}
∣∣∣.
By [14, Theorem 1], the sum in (2) is OD(n
3/2).
Finally, we further cut the sets in D2 as follows. For each S ∈ D2 that is not a point, let
C = Z(f) be the unique curve from C containing S, for a suitable bivariate polynomial f of
degree at most D. Remove from S those points satisfying ∂yf = 0. If S is a point, remove
it entirely (such points will be singular points of any algebraic curve that contains them).
By Be´zout’s theorem, this process uses OD(n) cuts. Let Γ0 be the collection of connected
components of sets from D2 after this cutting process.
Each of the sets in Γ0 is an x-monotone Jordan arc, and by Lemma 2.6, each pair of arcs
of Γ0 intersect at most once. Thus Γ0 is a cutting of C (in the sense of Section 2.2) that uses
OD(n
3/2 logOD(1) n) cuts. By Lemma 2.4, |Γ0| = OD(n
3/2 logOD(1) n). Thus Γ0 satisfies the
conclusions of Theorem 1.1.
Proof of Theorem 1.2 using Theorem 1.1. Let Γ be a set of n Jordan arcs, each of which
is contained in an algebraic curve of degree at most D, and every pair of which have finite
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intersection. Let X =
∑
γ,γ′∈Γ
γ 6=γ′
|γ∩γ′| be the number of times pairs of curves from Γ intersect.
We will obtain an improved bound when the number of curve-curve intersections is much
smaller than n2.
First, the case where X = O(n) is trivial: we simply cut each arc at all its intersection
points with the other arcs, and get a total of O(n + X) = O(n) pairwise disjoint subarcs;
this certainly satisfies the bound in Theorem 1.2. Assume then that X is superlinear in n.
Definition 2.1. Let Γ be a collection of Jordan arcs in the plane, let A(Γ) be the arrangement
determined by Γ, and let r ≥ 1. A (1/r)-cutting ofA(Γ) into pseudo-trapezoids is a collection
Ξ of pairwise-disjoint open connected sets in R2 (these sets are called the cells of the cutting),
so that the following properties hold
(i) Each cell is crossed by at most n/r curves from Γ (we say a curve from Γ crosses a cell
if the curve intersects the cell).
(ii) The closures of the cells cover the plane.
(iii) The boundary of each of these cells is the union of at most two vertical line segments
and two Jordan arcs, where each arc is a subarc of an arc from Γ.
Let r = ⌈n2/X⌉. Construct a (1/r)-cutting Ξ of A(Γ) into pseudo-trapezoids, which
consists of O(r + r2X/n2) = O(r) cells, each of which intersect n/r = O(X/n) curves of Γ.
The existence of such a cutting has been established by de Berg and Schwarzkopf [9] for the
case of line segments, and has been considered as a folklore result for the general case, with
an essentially identical proof (see [1] and [19, Proposition 2.12]).
First, cut each arc of Γ at each of its intersection points with the boundaries of the cells
of Ξ. If an arc of Γ occurs as the boundary of one or more cells, cut that arc at each point
where it meets a vertical line segment from the boundary of the trapezoid (these points are
the “corners” of the trapezoid). This procedure cuts Γ into a new collection Γ1 of Jordan
arcs, and uses O(r) · (n/r) = O(n) cuts.
Note that if γ, γ′ ∈ Γ1 form a lens, and if δ ⊂ γ, δ
′ ⊂ γ′ are Jordan arcs with common
endpoints, then δ and δ′ must be contained in a common cell from Ξ, for otherwise one of
them would have to be cut by the procedure just mentioned. Thus, to eliminate all lenses
from Γ1, it suffices to cut each of the curves in Γ1 into smaller Jordan arcs so that within
each cell of Ξ, all lenses are eliminated.
Each cell τ of Ξ intersects O(X/n) curves from Γ; call this collection of curves Γτ . Each
curve γ ∈ Γτ is contained in a unique algebraic curve Cγ. Let Cτ = {Cγ | γ ∈ Γτ}. Then
|Cτ | ≤ |Γτ | = O(X/n).
Apply Theorem 1.1 to Cτ ; we obtain a cutting Γ
′
τ of Cτ that uses O((X/n)
3/2+logOD(1)(X/n))
cuts, so that each pair of arcs in Γ′τ intersect at most once. For each curve C ∈ Cτ , let PC,τ
be the set of points at which C is cut. For each γ ∈ Γ1, let Cγ be the corresponding algebraic
curve and define
Pγ = γ ∩
⋃
τ |γ∈Γτ
PCγ ,τ .
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Pγ is the set of points of γ at which Cγ is cut, when Cγ is regarded as a curve in Cτ for some
cell τ containing γ.
Let Γ2 be the collection of Jordan arcs obtained by cutting each arc γ ∈ Γ1 at each point
of Pγ . The total number of cuts is
O(n2/X)O((X/n)3/2 logOD(1)(X/n)) +O(n) = O(n1/2X1/2 logOD(1) n),
and the curves in Γ2 satisfy the conclusions of Theorem 1.2.
3 Point-curve incidences
In this section we will prove (a precise version of) Theorem 1.3. In order to do so, we first
define rigorously the notion of a family of algebraic curves.
3.1 Families of algebraic curves
Let f ∈ R[x, y] be a polynomial of degree at most D. f can be written as a sum of
(
D+2
2
)
monomials (some of which might have zero coefficients), and thus we can identify f with a
vector in R(
D+2
2 ). If λ 6= 0, then f and λf have the same zero-set. Thus, the set of algebraic
curves of degree at most D in R2 can be identified with the points in the projective space
PR(
D+2
2 ). Henceforth we will abuse notation and refer to such algebraic curves as elements
of PR(
D+2
2 ), and vice-versa.
Definition 3.1. An s-dimensional family of plane curves of degree at most D is an algebraic
variety F ⊂ PR(
D+2
2 ) that has dimension s. We will call the degree of F the complexity of
the family. We use the term complexity (rather than degree) to avoid confusion with D,
which is the maximum degree of the plane curves. Since the degree of the curves and the
complexity of the family are of secondary importance in the context that we consider here,
we will sometimes abbreviate this as “an s-dimensional family of plane curves.”
For example, the set of unit circles in the plane is a two-dimensional family of curves;
the set of circles (of arbitrary radius) in the plane is a three-dimensional family of curves;
and the set of axis-parallel ellipses or of hyperbolas are four-dimensional families. In each of
these instances, D = 2 and the complexity is O(1).
Informally, if F is s-dimensional then we expect to be able to characterize each element
of F by s real parameters. This is the case with all the aforementioned examples and in
most of the applications. In this case, requiring a curve of F to pass through s points in the
plane imposes s constraints on the s parameters specifying the curve, and we expect these
equations to have a finite number of solutions. When all these expectations are satisfied,
we indeed get a family of curves with s degrees of freedom (as in Pach and Sharir [24]).
In Appendix B we further discuss the connection between having s degrees of freedom and
belonging to an s-dimensional family of curves.
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3.2 New incidence bounds
We can now state (and prove) a precise version of Theorem 1.3.
Theorem 1.3 (Incidences between points and algebraic curves). Let C be a set of n algebraic
plane curves that belong to an s-dimensional family of curves of complexity K, no two of
which share a common irreducible component. Let P be a set of m points in the plane. Then
for each ε > 0, the number I(P, C) of incidences between the points of P and the curves of
C satisfies
I(P, C) = Os,D,K,ε
(
m
2s
5s−4n
5s−6
5s−4
+ε
)
+OD
(
m2/3n2/3 +m+ n
)
. (3)
Remark 3.1. If the arrangement of points and curves also has s ≥ 3 degrees of freedom, then
Pach and Sharir’s bound from [24] would say that I(P, C) = OD,s
(
m
s
2s−1n
2s−2
2s−1 +m+n
)
. The
bound (3) is superior for m > n1/s+c for any constant c > 0, with a suitable ε that depends
linearly on c. When m ≤ n1/s−c, both bounds become O(n) (again, with a suitable choice of
ε), and when m is close to n1/s, our bound is larger by a factor of nε than the bound in [24].
Remark 3.2. For s = 2, which arises for lines and for unit circles, we almost recover the
Szemere´di–Trotter bound (we miss by an nε factor). For s = 3, which arises for arbitrary
circles and for vertical parabolas, we again almost recover the bound O(m6/11n9/11 log2/11 n+
m2/3n2/3 + m + n) from [2, 4, 21] (in our bound, the log2/11 n is weakened to nε). For
s = 4, which arises for example for axis-parallel ellipses or hyperbolas, we get the bound
O
(
m1/2n7/8+ε +m2/3n2/3 +m+ n
)
, the best previously known bound for this case was the
Pach-Sharir bound O(m4/7n6/7 +m + n). The new bound is superior when m ≥ n1/4+c for
any constant c > 0 (with ε depending on c, as above).
The high-level approach that we use follows the earlier treatments that have appeared,
for example, in Agarwal et al. [2]. We first derive a weaker bound using Sze´kely’s crossing
lemma argument for collections of pseudo-segments [28], and then strengthen this bound by
passing to a parametric dual space in which the curves of C become points, and the points
of P become bounded-degree algebraic hypersurfaces. We then decompose the problem into
smaller subproblems, using the multilevel polynomial partitioning technique of Matousˇek
and Pata´kova´ [23] (see Theorem 3.3 below). Finally, we use induction (or rather recursion)
on the subproblems produced by the partition. The terminal instances of the recursion are
subproblems which are either too small, or at which we can effectively apply the weak bound.
3.3 An initial weaker bound
Lemma 3.1. Let P be a set of m points and let C be a set of n plane algebraic curves of
degree at most D, no two of which share a common component. Then
I(P, C) = OD(m
2/3n2/3 + n3/2 logOD(1) n+m). (4)
Proof. Apply Theorem 1.1 to C, and let Γ0 be the resulting set of Jordan arcs. If (p, C) is
an incidence from I(P, C), then either (a) p is a singular point of C, or (b) there is a curve
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γ ∈ Γ0 with γ ⊂ C and either (b.i) p ∈ γ or (b.ii) p lies at an endpoint of γ (recall that the
curves in Γ0 are relatively open). We conclude that
I(P, C) ≤ I(P,Γ0) + 2|Γ0|+D
2|C|.
The bound in (4) then follows by applying the Szeme´redi-Trotter theorem for incidences
with pseudo-segments, using the crossing-lemma technique of Sze´kely [28], the bound |Γ0| =
OD(n
3/2 logOD(1) n) from Theorem 1.1, and the fact that the number of crossings between
the arcs of Γ0 is still only O(n
2).
Remark 3.3. In fact, the above argument actually proves a slightly stronger statement. If the
set of algebraic curves C is replaced by a set of Jordan arcs Γ that satisfy the hypotheses of
Theorem 1.2 (or if we still stick to full algebraic curves with a smaller number of intersections),
then (4) can be replaced by the stronger bound
I(P,Γ) = OD
(
m2/3X1/3 +m+ n+ n1/2X1/2 logOD(1) n
)
,
where X =
∑
γ,γ′∈Γ
γ 6=γ′
|γ ∩ γ′|. The last term follows from the refined bound on |Γ0| given in
Theorem 1.2, and the first term follows from Sze´kely’s crossing-lemma analysis [28].
3.4 Duality and space decomposition
In this section we will describe a “duality transform” that sends algebraic curves to points
in a suitable parameter space, and sends points in the plane to algebraic varieties in this
parameter space. The key property of this transform is that it preserves the incidence
relation—if a curve in the plane is incident to a point, then the corresponding point and
variety in the parameter space are incident too.
In the statement of Theorem 1.3, we refer to a family of algebraic curves of degree at
most D, which, by definition, is a subvariety F ⊂ PR(
D+2
2 ). F need not be irreducible, so let
F ′ ⊂ F be an irreducible component of F ; we will consider each irreducible component of F
separately. If F ′ = PR(
D+2
2 ), then the set of curves that are incident to a point p in the plane
corresponds to a proper subvariety σp of F
′ (in fact, σp is a hyperplane). However, if F
′ is
a proper subvariety of PR(
D+2
2 ), then it is possible that there is a point p that is incident to
every curve in F ′. This can occur, but if it does, then either there are ≤ D2 points p ∈ R2
with this property, or F ′ can contain at most one curve from C. Thus if we throw away a
small set of points and curves, we can assume that for each point p in the plane, the set of
curves that are incident to p corresponds to a (proper) subvariety of F ′ (this set is in fact
the intersection of F ′ with some hyperplane). The number of incidences that we may have
missed is at most OD,deg(F )(n +m), and we can deal with these incidences separately. The
following lemma makes this statement precise.
Lemma 3.2 (point-curve duality). Let F ⊂ PR(
D+2
2 ) be a family of plane curves of degree
at most D with dimF = s. Let C ⊂ F be a finite set of curves, no pair of which share a
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common component, and let P ⊂ R2 be a finite set of points. Then there exist a set of points
Pbad ⊂ R
2, a set of curves Cbad ⊂ C, a set of points W = {wC}C∈C\Cbad ⊂ R
s and a set of
real algebraic varieties Σ = {σp}p∈P\Pbad in R
s that satisfy the following properties:
• Each variety σp has dimension at most s− 1 and degree OD,deg(F )(1).
• If C ∈ C\Cbad and p ∈ P\Pbad, then p ∈ C if and only if wC ∈ σp.
• |Pbad| = OD,deg(F )(1) and |Cbad| = OD,deg(F )(1).
Proof. Decompose F into its irreducible components F1∪· · ·∪Fℓ. If an irreducible component
contains at most one curve from C, add this curve to Cbad; after doing so, |Cbad| = OD,deg(F )(1).
After re-indexing, we will assume that each of the remaining components F1, . . . , Fℓ′ contain
at least two curves from C. Let F ′ = F1 ∪ · · · ∪ Fℓ′ .
For each p ∈ R2, define Hp = {γ ∈ PR
(D+22 ) | p ∈ γ}. Then Hp is a subvariety of PR
(D+22 )
(in fact, it it a hyperplane). Observe that if Fj contains at least two curves from C, then
Fj ⊂ Hp for at most D
2 points p ∈ R2. Indeed, suppose there exist points p1, . . . , pD2+1 with
Fj ⊂ Hpi for each i = 1, . . . , D
2+1. Let C1, C2 be distinct curves in C ∩Fj . Then C1 and C2
intersect in ≥ D2+1 points, so by Be´zout’s theorem, they must share a common component,
contrary to our assumptions. Define
Pbad =
ℓ′⋃
j=1
{p ∈ R2 | Fj ⊂ Hp}.
We have |Pbad| = OD,deg(F )(1).
Now, if p ∈ R2\Pbad, then Hp ∩ Fj is a proper subvariety of Fj for each j = 1, . . . , ℓ
′.
Thus Hp ∩ F
′ is a proper subvariety of F ′ of degree OD,deg(F )(1).
For the next step, we need to identify (a Zariski open subset of) PR(
D+2
2 ) with R(
D+2
2 )−1.
To do this, we need to choose where the “hyperplane at infinity” lies. We wish to do this
in a way that does not affect the incidence relation between the points (representing curves)
of C and the surfaces {Hp}. Let H ⊂ PR
(D+22 ) be a generic hyperplane (in particular, H
avoids all the points of C, and H 6= Hp for any p ∈ P). After a change of coordinates, we
can assume that H is the hyperplane {x0 = 0} ⊂ PR
(D+22 ). With this choice of H , we obtain
a function
Aff : PR(
D+2
2 )\H → R(
D+2
2 )−1, defined by
[x0 : x1 : . . . : x(D+22 )−1
] 7→ (x1/x0, . . . , x(D+22 )−1
/x0).
Let π : R(
D+2
2 )−1 → Rs be a generic surjective linear transformation (i.e., π is given by a
generic7
((
D+2
2
)
− 1
)
× s matrix, which will necessarily have rank s).
7Over R one must be a bit careful with “generic” points, since they lack some of the favorable properties
that hold over an algebraically closed field. See [30, §4.2] for further discussion of generic points in the
context of combinatorial geometry.
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For each p ∈ P\P0, define σp to be the Zariski closure of π(Aff(F
′ ∩ Hp)) (since π and
H were chosen generically, π(Aff(Hp)) is already a real variety, but it is easier to take the
Zariski closure than to verify this fact). We have σp ⊂ R
s, and σp is a real algebraic variety
of dimension at most s− 1 and degree OD,deg(F )(1).
For each C ∈ C\Cbad, define wC = π(Aff(C)); this is a point in R
s. Define W =
{wC}C∈C\Cbad . Since π was chosen generically, it preserves the incidence relation between the
points C ∈ C and the surfaces Hp. Thus if p ∈ P\Pbad and C ∈ C\Cbad, then p ∈ C if and
only if wC ∈ σp.
Remark 3.4. The objects created by Lemma 3.2 appear rather suspicious. We know that in
dimensions ≥ 3, it is impossible to get non-trivial point-hypersurface incidence theorems un-
less we impose some sort of non-degeneracy condition on the points and surfaces. Otherwise,
it is possible that all of the hypersurfaces intersect in a common curve (or higher dimensional
variety), and all of the points lie on this curve. On the face of it, we have not ruled out this
possibility, so it seems strange that we will be able to use Lemma 3.2 to obtain non-trivial
incidence theorems.
However, since the points and varieties produced by Lemma 3.2 come from collections
of points and curves in R2, we will be able to exclude the sort of degenerate arrangements
that prevent non-trivial incidence results. This will be made explicit in the bound (7) below,
which exploits the fact that the incidence graph of points and curves cannot contain a large
induced bipartite subgraph.
3.5 Multi-level polynomial partitioning
The duality transform from Lemma 3.2 allows us to recast our incidence problem involving
points and curves in the plane as a new incidence problem involving points and varieties in
Rs. We will analyze this new problem using the following multilevel polynomial partition-
ing theorem of Matousˇek and Pata´kova´ [23], which generalizes the polynomial partitioning
theorem of Guth and Katz from [17].
Theorem 3.3 (Matousˇek and Pata´kova´ [23, Theorem 1.1]). For every integer s > 1 there
is a constant K such that the following holds. Given a set P ⊂ Rs of cardinality n and a
parameter r > 1, there are numbers r1, r2, . . . , rs ∈ [r, r
K ], positive integers t1, t2, . . . , ts, a
partition
P = P∗ ∪
s⋃
i=1
ti⋃
j=1
Pij
of P into pairwise disjoint subsets, and for every i, j, a connected set Sij ⊆ R
s containing
Pij, such that |Pij| ≤ n/ri for all i, j; |P
∗| ≤ rK; and the following holds:
Let Z ⊂ Rs be a variety of degree at most D. Then for each i = 1, 2, . . . , s, the number
of sets Sij that cross Z is OD,d
(
r
1−1/d
i
)
.
(In the theorem, Z crosses Sij if Z ∩ Sij 6= ∅ but Z does not contain Sij .)
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While it is not stated explicitly in [23], we also have the bound
s∑
i=1
ti ≤ r
K , (5)
provided K is chosen sufficiently large (depending only on s). In brief, the bound (5) is
obtained as follows. The proof of [23, Theorem 1.1] constructs a sequence of s polynomials,
each of degree at most rK
′
(where K ′ depends only on s), and the sets Sij are the connected
components of all realizable sign conditions of these polynomials. By [8], the set of connected
components of sign conditions determined by s polynomials in Rs, each of degree at most
rK
′
, has cardinality at most Os(1)r
sK ′. Thus if r > 1 (which is assumed to be the case) and
K is chosen sufficiently large, then (5) holds.
3.6 Proof of Theorem 1.3
We are now ready to prove Theorem 1.3. First, note that (3) immediately holds ifm ≥ n5/4+ε
′
,
where ε′ is a suitable multiple of ε (see below for a concrete choice). Indeed, we then have
n3/2 polylog n = OD
(
n3/2+2ε
′/3
)
= OD
(
m2/3n2/3
)
,
so using Lemma 3.1, we obtain
I(P,Γ) = OD
(
m2/3n2/3 +m
)
.
Henceforth we will assume that m < n5/4+ε
′
.
The proof for this case proceeds by induction on m and n. Concretely, given ε, D, s, and
F , we establish the bound
I(P, C) ≤ Am
2s
5s−4n
5s−6
5s−4
+ε +B (m+ n) , (6)
for any sets P ⊂ R2 with |P| = m, C ⊂ F , |C| = n, and m < n5/4+ε
′
, where A =
Oε,D,s,deg(F )(1) and B = OD,s,deg(F )(1).
The induction, or rather recursion, bottoms out in three cases:
(i) We reach a subproblem with fewer than r points, for some suitable constant parameter
r whose value will be set later.
(ii) We reach a subproblem with m ≥ n5/4+ε
′
(iii) We reach a subproblem with m ≤ n1/s.
In all three cases, (6) holds provided we choose A sufficiently large. This is clear for case
(i), and requires some justification for case (ii) (provided below). For case (iii), we use the
fact that the incidence subgraph of P × C is a semi-algebraic graph in R2 × Rs, and this
graph does not contain a large complete bipartite subgraph. Indeed, by Be´zout’s theorem,
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for example, it does not contain a copy of KD2+1,2 as a subgraph. By Corollary 2.3 from Fox
et al. [15], this implies that
I(P, C) = Os,D,deg(F )
(
mn1−1/s + n
)
. (7)
If m ≤ n1/s then this quantity is Os,D,deg(F )(n). Thus if we choose A sufficiently large, the
bound in (6) holds in this case.
Apply Lemma 3.2 to P and C. Let W ⊂ Rs be the resulting set of points, let Σ be the
resulting set of varieties, and let Pbad, Cbad be the leftover sets of problematic points and
curves.
Apply Theorem 3.3 to W with a value of r that will be specified later. Let K, r1, . . . , rs,
t1, . . . , ts be the parameters given by the theorem; let
W =W ∗ ∪
s⋃
i=1
ti⋃
j=1
Wij
be the corresponding partition of W ; and for each index i and j, let Sij be the connected set
that contains Wij . We have
I(P\Pbad, C\Cbad) = I(W,Σ) = I(W
∗,Σ) +
s∑
i=1
ti∑
j=1
(
I(Wij,Σij) + I(Wij,Σ
0
ij)
)
, (8)
where Σij (resp., Σ
0
ij) is the set of the surfaces of Σ that cross (resp., contain) the corre-
sponding set Sij . Since |Pbad| = OD,deg(F )(1) and |Cbad| = OD,deg(F )(1), we have
I(Pbad, C) = OD,deg(F )(n), (9)
and
I(P, Cbad) = OD,deg(F )(m). (10)
Thus it suffices to bound the contribution from (8).
Let mij = |Σij |, m
0
ij = |Σ
0
ij |, and nij = |Wij |, for each i, j. We have nij ≤ n/ri for each
i, j, and
ti∑
j=1
mij ≤ bmr
1−1/s
i ,
for each i, where b is a constant that depends on s and D.
Incidences with crossing surfaces. We apply the induction hypothesis to each I(Wij ,Σij)
for which mij = |Σij| < |Wij|
5/4+ε′ = n
5/4+ε′
ij . For the remaining indices i, j, where
mij ≥ n
5/4+ε′
ij , we use the fact that m < n
5/4+ε′ (or else we would not have applied the
partitioning to W and Σ). We can verify that
m2/3n2/3 ≤ m
2s
5s−4n
5s−6
5s−4
+ε
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if and only if
m ≤ n
5
4
+ 3ε(5s−4)
4s−8 ,
and the latter inequality holds if we ensure that ε′ ≤ 3ε(5s−4)
4s−8
.
On the other hand, we have
n3/2 ≤ m
2s
5s−4n
5s−6
5s−4
+ε1
if and only if
m ≥ n
5
4
−
ε1(5s−4)
2s .
The latter inequality holds for mij and nij, for any value of ε1, by assumption. Hence, when
we reach a subproblem of this kind, we use the weak bound from Lemma 3.1, and get
I(Wij ,Σij) = Os,D,deg(F )
(
m
2/3
ij n
2/3
ij + n
3/2
ij polylog n
)
= Os,D,deg(F )
(
m2/3n2/3 + n3/2 polylog n
)
= Os,D,deg(F )
(
m
2s
5s−4n
5s−6
5s−4
+ε
)
.
Summing this bound over all relevant i and j multiplies the bound by a constant factor that
depends on s, D, and r, so the overall contribution to the incidence count by “borderline”
subproblems of this kind is at most
B1m
2s
5s−4n
5s−6
5s−4
+ε,
for a suitable constant B1 that depends on s, D, deg(F ), and r.
For subproblems satisfying mij < n
5/4+ε′
ij , we get from the induction hypothesis
I(Wij ,Σij) ≤ Am
2s
5s−4
ij n
5s−6
5s−4
+ε
ij +B (mij + nij) .
Therefore, for each fixed i,
ti∑
j=1
I(Wij ,Σij) ≤
ti∑
j=1
(
Am
2s
5s−4
ij n
5s−6
5s−4
+ε
ij +B(mij + nij)
)
.
We have
ti∑
j=1
mij ≤ bmr
1−1/s
i , and
ti∑
j=1
nij = |Wi|, (11)
where Wi =
⋃ti
j=1Wij . Using Ho¨lder’s inequality to bound the sum of the first terms, we
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obtain
ti∑
j=1
Am
2s
5s−4
ij n
5s−6
5s−4
+ε
ij ≤ A
ti∑
j=1
m
2s
5s−4
ij n
3s−4
5s−4
ij
(
n
ri
) 2s−2
5s−4
+ε
≤ A
(
ti∑
j=1
mij
) 2s
5s−4
(
ti∑
j=1
nij
) 3s−4
5s−4 (
n
ri
) 2s−2
5s−4
+ε
≤ A
(
bmr
1−1/s
i
) 2s
5s−4
|Wi|
3s−4
5s−4
(
n
ri
) 2s−2
5s−4
+ε
= A
b′
rεi
m
2s
5s−4 |Wi|
3s−4
5s−4n
2s−2
5s−4
+ε (for b′ = b
2s
5s−4 )
≤ A
b′
rε
m
2s
5s−4 |Wi|
3s−4
5s−4n
2s−2
5s−4
+ε, (12)
recalling that ri ≥ r for each i. We now sum these bounds over all i = 1, . . . , s, and get a
total of at most
Ab′s
rε
m
2s
5s−4n
5s−6
5s−4
+ε.
In total, the number of incidences involving crossing surfaces is at most(
Ab′s
rε
+B1
)
m
2s
5s−4n
5s−6
5s−4
+ε +
(
Bb
s∑
i=1
r
1−1/s
i
)
m+Bn. (13)
Incidences with containing surfaces. Fix i and j, and consider the incidence count
I(Wij,Σ
0
ij). All the points of Wij lie in the corresponding containing set Sij , and all the
surfaces of Σ0ij contain Sij. Consequently, every pair inWij×Σ
0
ij is an incident pair. However,
by assumption, the incidence graph between Wij and Σ
0
ij does not contain K2,D2+1. This
implies that
I(Wij ,Σ
0
ij) ≤ D
2|Wij |+ |Σ
0
ij | = D
2nij +m
0
ij
(the first (resp., second) term accounts for sets Wij of size at least two (resp., at most one).
Hence, summing these bounds over all i, j, using the trivial bound m0ij ≤ m, for all i, j, and
the bound
∑
i,j nij ≤ n, we get
s∑
i=1
ti∑
j=1
I(Wij,Σ
0
ij) ≤
s∑
i=1
ti∑
j=1
(
D2nij +m
0
ij
)
≤ B2m+D
2n, (14)
where B2 is another constant that depends on r, s and D. (It is here that we use the remark
following Theorem 3.3, concerning a bound on the quantities ti.)
Finally, we bound I(W ∗,Σ) simply by mrK . Adding all bounds collected so far, in (9),
(10), (13), and (14), we get a total of at most(
Ab′s
rε
+B1
)
m
2s
5s−4n
5s−6
5s−4
+ε +B3m+B4n,
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where B3 and B4 are constants that depend on (A, B, and) s, D, deg(F ), and r. We now
observe that
m ≤ m
2s
5s−4n
5s−6
5s−4 if and only if m ≤ n
5s−6
3s−4 ,
In our case we have the stronger inequality m < n5/4+ε
′
; it is indeed stronger for ε′ < 1/4,
say, as can easily be verified. We thus have
B3m ≤
B3
nε
m
2s
5s−4n
5s−6
5s−4
+ε.
Similarly, we have
n ≤ m
2s
5s−4n
5s−6
5s−4 if and only if m ≥ n1/s,
which also holds by our recursion termination rules. Hence we have
B4n ≤
B4
nε
m
2s
5s−4n
5s−6
5s−4
+ε.
Altogether, the incidence bound is at most(
Ab′s
rε
+B1 +
B3 +B4
nε
)
m
2s
5s−4n
5s−6
5s−4
+ε.
We now take r to be sufficiently large, so as to have rε > 3b′s (recalling that b′ does not
depend on r), take A sufficiently large so that B1 < A/3, and then require n to be sufficiently
large so that
B3 +B4
nε
<
A
3
.
With these choices, this expression is upper bounded by
Am
2s
5s−4n
5s−6
5s−4
+ε,
which establishes the induction step and thereby completes the proof of the theorem. ✷
4 The complexity of a level in an arrangement of curves
Recall the definition of a level in an arrangement of curves from Section 1.2. The main tool
for establishing bounds on the complexity of levels in arrangements of curves is an upper
bound given by Chan [11] on the complexity of a level in an arrangement of extendible
pseudo-segments.
A collection of x-monotone Jordan arcs is extendible if each arc can be contained in a x-
monotone simple curve that divides the plane into exactly two connected components, with
the property that these larger curves form a collection of pseudo-lines (a collection of curves
is called a collection of pseudo-lines if the curves are unbounded and every pair of curves
intersect at most once). Chan established the following bound on the complexity of a level
of an arrangement of extendible pseudo-segments.
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Theorem 4.1 (Chan [11], Theorem 2.1). Let Γ be a collection of n extendible pseudo-
segments, and let X =
∑
γ,γ′∈Γ |γ∩γ
′|. The complexity of a level in A(Γ) is O(n+n2/3X1/3).
In general, a collection of pseudo-segments need not be extendible. However, any collec-
tion of pseudo-segments can be cut into a slightly larger collection that is extendible.
Theorem 4.2 (Chan [11], Theorem 3.3). Any collection of n x-monotone pseudo-segments
can be cut into a collection of O(n logn) extendible pseudo-segments.
Combining Theorems 4.1 and 4.2 with the bounds in Theorems 1.1 and 1.2, we obtain
the following result.
Theorem 1.4. Let Γ be a set of n Jordan arcs, each of which is contained in an algebraic
curve of degree at most D, and every pair of which have finite intersection. Then each level
of A(Γ) has complexity OD(n
5/3 logOD(1) n).
This result improves earlier works of Chan [11, 12] and Bien [10] for the case of general
algebraic curves, and it almost matches the earlier results in [2, 21] for the case of pseudo-
circles and pseudo-parabolas.
Remark 4.1. It is an interesting open problem to obtain a refined bound on the complexity
of the k-level which depends on k. Such a bound is known for the case of lines (and pseudo-
lines) [13].
As noted in [2], the preceding theorem implies the following result in the area of kinetic
geometry. This significantly extends the earlier results in [2, 29], which were limited to the
case of constant-velocity motions.
Corollary 4.3. Let P be a set of n points in the plane, each moving along some algebraic
trajectory of degree at most D(the coordinates of the position of a point at time t are poly-
nomials of degree at most D). For each time t, let p(t) and q(t) be the pair of points of P
whose distance is the median distance at time t. The number of times in which this median
pair changes is OD(n
10/3 logOD(1) n). The same bound applies if the median is replaced by
any fixed quantile.
5 The complexity of many marked faces in an arrangement
In this section we prove Theorem 1.5. Recall the setup from Section 1.3: Let Γ be a set of n
Jordan arcs, each of pair of which have finite intersection. Let P be a set of m points in the
plane with the property that no point of P lies on any curve of Γ. We define K(P,Γ) to be
the sum of the complexities of the faces of A(Γ) that contain at least one point of P, where
the complexity of a face is the number of edges of A(Γ) on its boundary.
For the reader’s convenience, we restate the theorem here.
Theorem 1.5. Let C be a set of algebraic plane curves of degree at most D, no two of which
share a common component. Let Γ be a set of n Jordan arcs, each of which is contained in
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some curve of C, and each pair of which have finite intersection. Let P be a set of m points
in the plane, so that no point of P lies on any curve of C. Then
K(P,Γ) = OD(m
2/3n2/3 + n3/2 logOD(1) n). (1)
Proof. The bound is an immediate consequence of the results in [1], combined with Theorems
1.1 and 1.2. Specifically, Theorem 3.5 in [1] asserts that the complexity of m marked faces in
an arrangement of N pseudo-segments with X intersection points is O(m2/3X1/3+N log2N).
Applying this bound to the collection of pseudo-segments produced in Theorem 1.1 or The-
orem 1.2 yields the bound stated in (1).
We note that the bound (1) parallels the weak incidence bound in (4), except for the
missing term O(m) and the fact that the exponent in the polylogarithmic factor is now
larger by 2. We also note that the term O(N log2N) reduces to O(N logN) when the
pseudo-segments are extendible; the extra logarithmic factor comes from Theorem 4.2.
5.1 Discussion
As in the case of incidences, one would like to improve Theorem 1.5 and obtain a refined
bound, similar to that in Theorem 1.3. However, the case of many faces is considerably more
difficult, and it raises several technical issues that, so far, we do not know how to overcome.
We briefly discuss these difficulties, and leave this extension as an interesting open problem.
The approach, as in the case of incidences, would be to pass to the dual s-dimensional
space. In the dual space, curves become points and the marking points become algebraic
varieties. We even have a slight advantage here, because we can perturb the marking points
slightly to ensure that they are in general position. One would then apply a polynomial
partitioning in the dual space, apply the bound of Theorem 1.5 within each cell, and combine
the bounds into a global bound for the whole problem. However, there are several major
issues that arise here.
(a) Within a cell τ of the partition, we have a subset Pτ of points of P whose dual surfaces
cross τ , and a subset Γτ of curves of Γ whose dual points lie in τ . The recursive subproblem
at τ would then be to bound the complexity of the faces marked by the points of Pτ in the
arrangement A(Γτ ). However, this is not enough, as the points of P\Pτ also mark faces of
A(Γτ ), and we have to estimate the complexity of these faces as well. Informally, this is an
effect of the “non-local” nature of the curve-face incidence relation: in contrast to the case
of point-curve incidences, the property that a curve γ bounds the face marked by a point p
is a global property that depends on the whole collection of curves and not just on p and γ.
In general, the complexity of these (many) additional faces of A(Γτ) could be too large for
the recursive analysis to yield the desired improved bound.
(b) As in the case of incidences, we need to bootstrap the recursion at subproblems for
which |Pτ | is much smaller than |Γτ |. Concretely, if we are to obtain the same bound as for
incidences, the threshold would be |Pτ | ≤ |Γτ |
1/s. We would then need to argue that in this
case the complexity of the marked faces is linear, or at least close to linear, in |Γτ |. Again,
the non-local nature of the problem makes it sifficult to show this. For example, we do not
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know whether the machinery in Fox et al. [15] can be applied here, as it was in the case of
incidences.
(c) When combining the bounds obtained at the recursive subproblems into a global bound,
there are several additional technical issues that are more challenging when bounding the
complexity of marked faces rather than incidences. For example, unlike the case of incidences,
we cannot just add up the recursive bounds. This is because the structure of faces in an
arrangement obtained by overlaying several sub-arrangements can become quite involved.
Fortunately, the techniques in Agarwal et al. [1] provide a solution to this particular issue.
References
[1] P. K. Agarwal, B. Aronov and M. Sharir, On the complexity of many faces in arrange-
ments of pseudo-segments and of circles, in Discrete and Computational Geometry: The
Goodman-Pollack Festschrift (B. Aronov, S. Basu, J. Pach, and M. Sharir, eds.), Springer-
Verlag, Berlin, 2003, pp. 1–23.
[2] P. K. Agarwal, E. Nevo, J. Pach, R. Pinchasi, M. Sharir and S. Smorodinsky, Lenses in
arrangements of pseudocircles and their applications, J. ACM 51 (2004), 139–186.
[3] N. Alon, H. Last, R. Pinchasi, and M. Sharir, On the complexity of arrangements of
circles in the plane, Discrete Comput. Geom., 26 (2001), 465–492.
[4] B. Aronov and M. Sharir, Cutting circles into pseudo-segments and improved bounds for
incidences, Discrete Comput. Geom. 28 (2002), 475–490.
[5] B. Aronov and M. Sharir, Almost tight bounds for eliminating depth cycles in three
dimensions, Proc. 48th Annu. ACM Sympos. Theory of Computing, 2016, to appear. Also
in arXiv:1512.00358 (2015).
[6] S. Barone and S. Basu, Refined bounds on the number of connected components of sign
conditions on a variety, Discrete Comput. Geom. 47 (2012), 577–597.
[7] J. Bochnak, M. Coste and M.-F. Roy, Real Algebraic Geometry, Springer-Verlag,
Heidelberg–Berlin, 1998.
[8] S. Basu, R. Pollack, and M.-F. Roy, On the Betti numbers of sign conditions. Proc. Amer.
Math. Soc. 133(4) (2005), 965–974.
[9] M. de Berg and O. Schwarzkopf, Cuttings and applications, Int. J. Comput. Geom. Appl.
5 (1995), 343–355.
[10] L. Bien, Incidences between points and curves in the plane, M.Sc. Thesis, School of
Computer Science, Tel Aviv University, 2007.
[11] T.M. Chan, On levels in arrangements of curves, Discrete Comput. Geom. 29 (2003),
375–393.
25
[12] T.M. Chan, On levels in arrangements of curves, II: A simple inequality and its conse-
quences, Discrete Comput. Geom. 34 (2005), 11–24.
[13] T. Dey, Improved bounds for planar k-sets and related problems, Discrete Comput.
Geom. 19 (1998), 373–382.
[14] J. Ellenberg, J. Solymosi, and J. Zahl, New bounds on curve tangencies and orthogo-
nalities, in arXiv:1509.05821 (2015).
[15] J. Fox, J. Pach, A. Sheffer, A. Suk, and J. Zahl, A semi-algebraic version of
Zarankiewicz’s problem, J. European Math. Soc., to appear. Also in arXiv:1407.5705.
[16] L. Guth, Polynomial partitioning for a set of varieties, Math. Proc. Camb. Phil. Soc.
159 (2015), 459–469.
[17] L. Guth and N.H. Katz, On the Erdo˝s distinct distances problem in the plane, Annals
Math. 181 (2015), 155–190.
[18] C. G. A. Harnack, U¨ber die Vielfaltigkeit der ebenen algebraischen Curven, Math. Ann.
10 (1876), 189–199.
[19] S. Har-Peled, Constructing cuttings in theory and practice, SIAM J. Comput. 29 (2000),
2016–2039.
[20] J. Harris, Algebraic Geometry: A First Course, Vol. 133, Springer-Verlag, New York,
1992.
[21] A. Marcus and G. Tardos, Intersection reverse sequences and geometric applications, J.
Combinat. Theory Ser. A 113 (2006), 675–691.
[22] J. Matousˇek, Lectures on Discrete Geometry, Springer-Verlag, Berlin, 2002.
[23] J. Matousˇek and Z. Pata´kova´, Multilevel polynomial partitioning and simplified range
searching, Discrete Comput. Geom. 54 (2015), 22–41.
[24] J. Pach and M. Sharir, On the number of incidences between points and curves. Com-
binat. Probab. Comput. 7 (1998), 121–127.
[25] R. Pinchasi and S. Smorodinsky, On locally Delaunay geometric graphs, Proc. 20th
Annu. ACM Sympos. Comput. Geom., 2004, 378–382.
[26] M. Sharir and P.K. Agarwal, Davenport-Schinzel Sequences and their Geometric Appli-
cations, Cambridge University Press, New York, 1995.
[27] J. Solymosi and T. Tao, An incidence theorem in higher dimensions, Discrete Comput.
Geom. 48 (2012), 255–280.
26
[28] L. Sze´kely, Crossing numbers and hard Erdo˝s problems in discrete geometry, Combina-
torics, Probability, and Computing, 6 (1997), 353–358.
[29] H. Tamaki and T. Tokuyama, How to cut pseudoparabolas into segments, Discrete
Comput. Geom. 19 (1998), 265–290.
[30] J. Zahl, A Szemere´di-Trotter type theorem in R4, Discrete Comput. Geom. 54 (2015),
513–572.
A Cutting depth cycles: Proof of Lemma 2.7
In this section we will prove Lemma 2.7. For the reader’s convenience, we reproduce it here.
Lemma 2.7. For each D ≥ 1, there are constants A = A(D) and κ = κ(D) so that the
following holds. Let C be a set of n irreducible algebraic plane curves of degree at most D
and let Cˆ = {Cˆ | C ∈ C}. Then by using ≤ An3/2 logκ n cuts, Cˆ can be cut into a set of
Jordan arcs that have no proper depth cycles of length two.
Proof. We will make crucial use of Guth’s result [16] about polynomial partitioning for
varieties. The result in [16] is fairly general; here we only state the special case that we need.
Theorem A.1 (Polynomial partitioning for varieties, special case). Let K be a set of alge-
braic curves in R3 each of which has degree at most D. For each E ≥ 1, there is a non-zero
polynomial f of degree at most E so that each of the O(E3) connected components of R3\Z(f)
intersects OD(|K|/E
2) curves of K.
Apply Theorem A.1 to Cˆ to obtain a partitioning polynomial f of degree at most E whose
zero set cuts R3 into O(E3) cells (open connected sets), each of which intersects OD(n/E
2)
curves from Cˆ.
Let Cˆ, Cˆ ′ ∈ Cˆ, and let γ ⊂ Cˆ, γ′ ⊂ Cˆ ′ be closed Jordan space arcs that form a proper
depth cycle of length two. As in the proof of Lemma 2.6, we assume that γ and γ′ are chosen
so that their xy-projections have common endpoints and disjoint relative interiors. Then
one of the following must occur:
(i) γ and γ′ are both contained in the same cell of R3\Z(f).
(ii) Each of γ and γ′ is contained in a cell, but these cells are distinct.
(iii) At least one of γ, γ′ properly intersects Z(f).
(iv) Both γ and γ′ are contained in Z(f).
Lemma A.2. We can cut Cˆ into OD(E
2n) Jordan arcs, so that after the cutting, every depth
2-cycle of type (ii), (iii), and (iv) has been eliminated.
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Proof. We will begin with depth cycles of type (iii). First, observe that each curve from Cˆ
that is not contained in Z(f) intersects Z(f) in OD(E) points. This follows from the main
theorem in [6] (see also [27, Theorem A.2]). Thus if we remove OD(En) points in total, we
have eliminated all depth cycles of type (iii).
We will now describe a procedure that eliminates all depth cycles of type (ii) and (iv).
Let π(x, y, z) = (x, y) be the projection to the xy-plane. In the arguments below we will
sometimes need to work over the complex numbers, so we will abuse notation slightly and
let π refer to both the xy-projections R3 → R2 and C3 → C2.
Define
Zbad = π
−1
(
π
(
ZC(f) ∩ ZC(∂zf)
) )
,
where X denotes the Zariski closure of a set X . Write ZC(f) as a union of irreducible
components Z1∪· · ·∪Zℓ and write ZC(∂zf) as a union of irreducible components Y1∪· · ·∪Ym.
Each of these components is a surface, and
ℓ∑
i=1
degZi = degZC(f) ≤ E,
ℓ∑
i=1
deg Yi = degZC(∂zf) ≤ E.
For each index 1 ≤ i ≤ ℓ and 1 ≤ j ≤ m, either Zi = Yj , or Zi ∩ Yj is an algebraic curve
of degree at most (degZi)(deg Yj). If the former occurs then ∂zf vanishes on Zi, and this
implies that Zi = ZC(g) for some polynomial g(x, y, z) = g(x, y). This means that Zi is a
vertical cylinder above a the curve {(x, y) ∈ C2 | g(x, y) = 0} in the xy-plane.
We conclude that ZC(f) ∩ ZC(∂zf) ⊂ C
3 is a union of a complex algebraic space curve
of degree ≤ E2 (the union of all curves of the form Zi ∩ Yj with Zi 6= Yj) and a vertical
cylinder over an algebraic plane curve of degree at most E (the union of all surfaces Zi with
Zi = Yj for some indices i, j). Thus π(ZC(f) ∩ ZC(∂zf)) is a plane curve of degree at most
E2+E ≤ 2E2, and therefore Zbad ⊂ C
3 is an algebraic variety of degree at most 2E2, which
is a vertical cylinder over a plane curve of degree at most 2E2.
Define
Cˆbad = {Cˆ ∈ Cˆ | Cˆ ⊂ Zbad}.
Here we abuse notation slightly and say that the set Cˆ ⊂ R3 is contained in Zbad ⊂ C
3 if
the embedding of Cˆ into C3 is contained in Zbad (alternatively, if Cˆ is contained in the real
locus of Zbad).
Since π(Cˆ)∩ π(Cˆ ′) is finite for every pair of curves Cˆ, Cˆ ′ ∈ Cˆ (indeed, the intersection is
just the set C ∩ C ′, which by Be´zout’s theorem has cardinality at most D2), we have that
the xy-projection of each curve in Cˆbad is contained in a distinct irreducible component of
π(Zbad). Since the latter is an algebraic plane curve of degree at most 2E
2, we conclude that
|Cˆbad| ≤ 2E
2. Cut each of the curves in Cˆbad at every point where they pass above or below
another curve from Cˆ. Doing so adds OD(E
2n) cuts in total.
For each curve Cˆ ∈ Cˆ\Cˆbad, add a cut at each point of Cˆ ∩Zbad. For each of these curves,
we add OD(E
2) cuts, so in total there are OD(E
2n) cuts of this kind too. After cutting
each curve in Cˆ an additional OD(1) times, we can ensure that the resulting connected
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components are smooth Jordan space arcs, and the tangent vector of these arcs never points
in the z-direction (i.e., the tangent vector is never parallel to the vector (0, 0, 1)).
We claim that all cycles of type (ii) and (iv) have been eliminated. For each point
p = (x0, y0, z0) ∈ R
3, let
ρ−(p) = {(x0, y0, z) ∈ R
3 | z ≤ z0}.
This is the closed ray emanating from p in the negative z-direction. Let h(p) be the number
of intersection points of ρ−(p) with Z(f). Observe that h(p) ≥ 0, and h(p) is finite unless
p ∈ Zbad (indeed, if h(p) is infinite, then f must vanish on the vertical line passing through
p, so in particular, p ∈ ZC(∂zf) ∩ ZC(f)).
Note that if p = (x, y, z), p′ = (x, y, z′) are points with z′ > z, then h(p′) ≥ h(p).
Furthermore, if p and p′ lie in different cells of R3\Z(f), then
h(p′) > h(p). (15)
Similarly, if both p and p′ lie in Z(f)\Zbad, then
h(p′) > h(p). (16)
(indeed, the point p′ is counted in h(p′) but not in h(p)).
Now, let Cˆ, Cˆ ′ be curves from Cˆ\Cˆbad that form a proper depth cycle of length two
of type (ii) or (iv). In particular, this means there are points (x1, y1, z1), (x2, y2, z2) ∈
Cˆ, (x1, y1, z
′
1), (x2, y2, z
′
2) ∈ Cˆ
′, with z1 > z
′
1 and z2 < z
′
2. By what has just been argued, we
then have h(z1) > h(z
′
1) and h(z2) < h(z
′
2).
In particular, if γ ⊂ Cˆ and γ′ ⊂ Cˆ ′ are the Jordan arcs with endpoints (x1, y1, z1), (x2, y2, z2)
and (x1, y1, z
′
1) and (z2, y2, z
′
2), respectively, then h(p) cannot be constant on both γ and γ
′.
This will imply, however, that either γ or γ′ must intersect Zbad, as the following lemma
shows.
Lemma A.3. Let α ⊂ R3 be a smooth simple curve and let p0 ∈ α. Suppose that the tangent
vector to α at p0 does not point in the vertical direction. If p0 6∈ Zbad, then h(p) is constant
for all p ∈ α in a small neighborhood of p0.
Proof. In short, the result follows from the implicit function theorem. Restricting α to a
sufficiently small neighborhood of p0 if necessary, we can assume that the projection π(α) is
a simple smooth plane curve. Thus the set π−1(π(α)) is a vertical cylindrical strip above the
plane curve π(α). By further restricting α if necessary, we have that Z(f) ∩ π−1(π(α)) is a
pairwise disjoint union of simple smooth curves, and at every point on each of these curves,
the tangent vector of the curve does not point in the vertical direction. This is because
every point of Z(f) ∩ π−1(π(α)) is a smooth point of Z(f), and Z(f) intersects π−1(π(α))
transversely at every point of Z(f) ∩ π−1(π(α)).
In particular, this means that by further restricting α if necessary, a vertical line passing
through α intersects each of these curves in exactly one point. We conclude that h(p) is
constant for all p ∈ α.
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Corollary A.4. If we remove every point p from each curve Cˆ ∈ Cˆ\Cˆbad for which either
p ∈ Zbad or Cˆ has a vertical tangent vector at p, then we have eliminated all depth cycles of
type (ii) and (iv).
Note that in eliminating the depth cycles of type (ii), (iii), and (iv), we have made a total
of OD(E
2n) cuts. This concludes the proof of Lemma A.2.
We are now ready to prove Lemma 2.7. We will do so using induction on n. When n is
smaller than some constant threshold n0 (that the following analysis will implicitly specify),
the result is immediate. Indeed, we can cut each curve Cˆ ∈ Cˆ at each point whose xy-
projection is also incident to the xy-projection of another curve, and this requires at most
D2
(
n
2
)
= O(D2n2) cuts. The latter quantity is bounded by An3/2 logκ n, provided we choose
A sufficiently large (depending on n0).
Now suppose the result has been proved for all collections of curves of cardinality at
most n− 1. Let E = n1/4 (the exact value of E does not matter; any fixed fractional power
not larger than n1/4 would suffice). Applying Lemma A.2, we can eliminate all depth cycles
of type (ii)–(iv) using OD(E
2n) = OD(n
3/2) cuts. It remains to consider cycles of type
(i). However, each cell contains OD(n/E
2) curves from Cˆ. Thus if we apply the induction
hypothesis inside each cell, we conclude that the number of cuts needed to eliminate all
cycles of type (i) is
O(E3) ·
(
A OD(n/E
2)3/2 logκ[OD(n/E
2)]
)
≤ C1An
3/2(log n− 2 logE + C2)
κ,
where C1 and C2 are constants depending only on D. Since E = n
1/4, we have log n −
2 logE = 1
2
logn. If n is sufficiently large compared to C2, then log n− logE +C2 ≤
3
4
log n.
If we select κ = OD(1) sufficiently large (depending on C1), so as to make C1
(
3
4
)κ
≤ 1
2
, the
number of cuts needed to eliminate all cycles of type (i) is at most
C1An
3/2(logn− 2 logE + C2)
κ ≤
1
2
An3/2 logκ n.
Adding up the number of cuts required to eliminate all cycles of types (i)–(iv), we conclude
that the total number of cuts needed is at most
1
2
An3/2 logκ n + C3E
2n ≤
1
2
An3/2 logκ n+ C3n
3/2, (17)
where C3 is another constant that depends only on D (recall that E = n
1/4). Choosing
A > 2C3, the total number of cuts is at most(
1
2
A+ C3
)
n3/2 logκ n ≤ An3/2 logκ n.
This closes the induction and completes the proof.
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B Algebraic families of curves versus degrees of freedom
In this section we will compare the conditions imposed by Theorem 1.3 with the conditions
from Pach and Sharir’s incidence theorem. Since Theorem 1.3 only applies to algebraic
curves, we will restrict our attention to curves of this type. It is worth noting, however, that
Pach and Sharir’s incidence theorem does not require that the curves be algebraic.
Pach and Sharir’s incidence theorem applies to sets of points P ⊂ R2 and sets of (alge-
braic) plane curves C that have s degrees of freedom and multiplicity type t. This means
that each pair of curves from C intersect at most t times, and for any set of s points from
P, there are at most t curves from C containing all s points. The property of having s
degrees of freedom (and multiplicity type t) depends only on the finite collections P and
C. While C might be (secretly) taken from some pre-specified family of curves, Pach and
Sharir’s incidence theorem has no knowledge of this family.
In practice, however, the curves in C are taken from a pre-specified family of curves, and
we usually prove that (P, C) has s degrees of freedom by arguing that any set of curves from
this family (and any set of points) has s degrees of freedom. The following theorem will
show that, under some mild conditions, if F is a family of curves, and if every finite set of
curves from F has s degrees of freedom, then F must be an s-dimensional family of curves.
The converse is more subtle and will be discussed further at the end of this section.
Let F ⊂ PR(
D+2
2 ) be an irreducible variety. We say that F is degenerate if there is an
irreducible curve γ0 ⊂ R
2 that is a component of every curve γ ∈ F . Degenerate families are
not interesting from the point of view of incidence geometry, since it is possible to select n
curves from a degenerate family and m points that yield mn incidences. Generally, we rule
out this situation by requiring that no two curves share a common component. If the curves
are chosen from a degenerate family then the only way this condition can be satisfied is if
there is only one curve.
If F ⊂ PR(
D+2
2 ) is a (possibly reducible) variety, we say F is degenerate if any of its
irreducible components are degenerate. In practice, we can throw away any degenerate
components of F , since there are OD,deg(F )(1) degenerate components total, and if we require
that no two curves share a common component then at most one curve can be chosen from
each degenerate component of F .
Theorem B.1. Let F ⊂ PR(
D+2
2 ) be a non-degenerate family of curves. Suppose that there
exist constants s and t so that for every finite set P ⊂ R2 and every finite set of curves
C ⊂ F , no two of which share a common component, the collection (P, C) has s degrees
of freedom and multiplicity type t. Then dim(F ) ≤ s, i.e. the dimension of F is at most
the (worst-case) number of degrees of freedom of a collection of curves taken from F (with
respect to any finite point set P).
Proof. Suppose dim(F ) > s. For each t, we will find a set of s points in R2 and a set C of t
curves from F so that each of the s points is incident to every curve from C.
Let w ∈ F be a smooth point (in dimension dim(F )) corresponding to a curve γ0 ⊂ R
2.
The precise definition of a smooth point in dimension dim(F ) is given in [7, §3.3]. The only
31
property that we will use, however, is that there is a small Euclidean ball B(w, ε) ⊂ PR(
D+2
2 )
so that F ∩B(w, ε) is a smooth manifold of dimension dim(F ) (again, see [7, §3.3] for details).
For each p ∈ R2, let Hp = {γ ∈ PR(
D+2
2 ) | p ∈ γ}. We claim that there exists a point
p ∈ R2 so that B(w, ε)∩F ∩Hp is a smooth manifold of dimension dim(F )−1. Indeed, since
the irreducible component of F containing w is non-degenerate,
⋂
q∈γ0
Hq only contains the
point w.
Thus there exists a hyperplane Hq that is transverse to F at w, so (by making ε smaller
if necessary), B(w, ε) ∩Hq ∩ F is a smooth manifold of dimension dim(F )− 1. Repeat this
s times; we obtain a smooth manifold B(w, ε)∩ F ∩Hq1 ∩Hq2 ∩ . . . ∩Hqs of dimension ≥ 1.
Since the irreducible component of F containing w is non-degenerate, we can select t + 1
points from this manifold that correspond to curves in R2, no two of which have a common
irreducible component. Each of these curves is incident to the points q1, . . . , qs ∈ R
2.
This contradicts the assumption that for every finite set P ⊂ R2 and every finite set
of curves C ⊂ F , no two of which share a common component, the collection (P, C) has s
degrees of freedom and multiplicity type t. We conclude that dim(F ) ≤ s.
The converse direction is a bit more subtle. For example, let p0 ∈ R
2 and let F ⊂ PR(
D+2
2 )
be the family of all curves of degree at most D that pass through the point p0. Then
dim(F ) =
(
D+2
2
)
− 2, but for each t, it is possible to find a finite set of points P and a
set of irreducible curves C ⊂ F so that (P, C) fails to have
(
D+2
2
)
− 2 degrees of freedom
and multiplicity type t. However, such an example is “cheating,” since P must contain the
point p0. If we require that p0 6∈ P, then (P, C) will have
(
D+2
2
)
− 2 degrees of freedom
and multiplicity type OD(1). However, we can disguise the previous example in more subtle
ways. Thus it appears difficult to determine under what conditions a converse to Theorem
B.1 could be expected to hold.
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