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ABSTRACT
In this paper, we study collaborative filtering in an interactive set-
ting, in which the recommender agents iterate between making
recommendations and updating the user profile based on the in-
teractive feedback. The most challenging problem in this scenario
is how to suggest items when the user profile has not been well es-
tablished, i.e., recommend for cold-start users or warm-start users
with taste drifting. Existing approaches either rely on overly pes-
simistic linear exploration strategy or adopt meta-learning based
algorithms in a full exploitation way. In this work, to quickly catch
up with the user’s interests, we propose to represent the explo-
ration policy with a neural network and directly learn it from the
feedback data. Specifically, the exploration policy is encoded in the
weights of multi-channel stacked self-attention neural networks
and trained with efficient Q-learning by maximizing users’ over-
all satisfaction in the recommender systems. The key insight is
that the satisfied recommendations triggered by the exploration
recommendation can be viewed as the exploration bonus (delayed
reward) for its contribution on improving the quality of the user
profile. Therefore, the proposed exploration policy, to balance be-
tween learning the user profile and making accurate recommenda-
tions, can be directly optimized by maximizing users’ long-term
satisfaction with reinforcement learning. Extensive experiments
and analysis conducted on three benchmark collaborative filter-
ing datasets have demonstrated the advantage of our method over
state-of-the-art methods.
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1 INTRODUCTION
Over the past decade, recommender systems have shown great
effectiveness and become an integral part of our daily lives. Rec-
ommendation by nature is an interactive process: a recommender
agent suggests items, based on the user profile; users provide feed-
back on the suggested items; the agent updates the user profile and
makes further recommendations. This kind of interactive recom-
mendation paradigm has been widely deployed in real-world sys-
tems (e.g., personalized music recommendation in Spotify1, prod-
uct recommendation in Amazon2, image recommendation in Pin-
terests3) and has attracted a lot of interest from the research com-
munity [33, 50].
A key challenge in the interactive recommendation is to sug-
gest items with insufficient observations, especially for interactive
collaborative filtering where there is no content data to represent
users and items and the only observations are users’ ratings [46]. It
poses a “chicken-or-the-egg” problem in providing accurate recom-
mendations since satisfied recommendations require adequate ob-
servations of user’s preferences. Besides, it is inevitable becausewe
only have partial observations or even no observations for the cold-
start users orwarm-start users with taste drifting, which constitute
themain user group. Therefore, a persistent and critical problem in
interactive collaborative filtering is how to quickly capture user’s
interests while not compromising his/her recommendation expe-
rience, i.e., how to balance between the goals of learning the user
profile (i.e., exploration) and making accurate recommendations
(i.e., exploitation)?
The existing approaches mainly studied this problem in two di-
rections: (1)MAB (multi-armed bandits) approaches and (2)Meta-
Learning approaches. (1)TheMAB approaches formulate the prob-
lem as multi-armed bandits or contextual bandits, and solve it with
intricate exploration strategies, such as GLM-UCB and Thompson
Sampling [3, 25, 46]. However, to achieve provably low bounds,
these approaches optimize the recommendations in the worst case
and result in overly pessimistic recommendations that may not
be able to achieve the overall optimal performance. Additionally,
thesemethods are usually computationally intractable for non-linear
models, which terrifically limits its usage in recent advanced deep
models [7, 16]. (2) Recently, meta-learning approaches, which
can fast adapt model on newly encountered tasks, have been lever-
aged to solve the cold-start recommendation. Existing methods
treat suggesting items for different users as different tasks and aim
1https://www.spotify.com/
2https://www.amazon.com/
3https://www.pinterest.com/
to learn a learning algorithm that can quickly identify user pref-
erences after observing a small set of recommendations, i.e., the
support set. The meta-learning perspective is appealing since it
avoids the complexity of hand-designing sophisticated exploration
policies and enables us to take advantage of deep neural networks.
However, these approaches ignore the performance on the support
set, which may lead to the recommendation of highly irrelevant
items and terrible user experience at the phase of constructing the
support set. Even worse, these methods perform lousy when faced
with users’ tastes drifting or poor quality support set due to its
deficiency in actively exploring users’ interests and excessive de-
pendence on the heuristically selected support set.
Rather than hand-designing the sophisticated exploration poli-
cies, we propose a framework named neural interactive collabo-
rative filtering (NICF), which regards interactive collaborative fil-
tering as a meta-learning problem and attempts to learn a neural
exploration policy that can adaptively select the recommendation
with the goal of balance exploration and exploitation for differ-
ent users. In our method, the exploration policy is structured as
a sequential neural network, which consists of two parts. The first
part embeds the user profile by feeding past recommendations and
user’s feedback into multi-channel stacked self-attention blocks
to separately capture the information of versatile user feedback.
The second part, the policy layer, generates the recommendation
with amulti-layer perceptron. Therefore, the sequential neural net-
work can update the user profile based on the historical recom-
mendations and the exploration policy is encoded in the weights
of the neural network. In this work, we propose to directly opti-
mize the weights of exploration policy by maximizing the overall
users’ satisfaction throughout the recommendation journey with
an efficient reinforcement learning (RL) algorithm. It is meaningful
in two aspects: (1) The ultimate goal of exploration/exploitation is
to maximize users’ overall engagement during the interactive rec-
ommendation. (2) From the perspective of reinforcement learning,
it is insightful since the satisfied recommendations triggered by
an exploration recommendation can be viewed as the exploration
bonus (delayed reward) for its contribution on improving the qual-
ity of the user profile. Therefore, optimizing the sum of immediate
rewards and delayed rewards can be viewed as maximizing the
balance between the rewards for providing accurate personalized
recommendations and the rewards for exploring user’s interests,
which can be effectively solved by RL. By doing so, the learned
exploration policy thus can act as the learning process for interac-
tion recommendations and constantly adapt its strategy when de-
ployed with cold-start or warm-start recommendation (analyzed
in Section 4.5).
The NICF exhibits following desirable features: (1) It avoids the
overly pessimism and complexity of existing hand-designing ex-
ploration policies for interactive collaborative filtering. (2) It can
be incorporated with any advanced deep model for recommen-
dations [7, 38], which can capture much more non-linear user-
item interactions. (3) The property of balancing the goals of ex-
ploration and exploitation alleviates the pressure of losing users
caused by the full exploitation in existing meta-learning methods.
Lastly, to verify its advantage over state-of-the-arts, we conduct
extensive experiments and analysis on three benchmark datasets
(MovieLens 4, EachMovie 5 and Netflix 6). The experimental results
demonstrate its significant advantage over state-of-the-art meth-
ods and the knowledge learned by NICF.
Our main contributions presented in this paper are as follows:
• We formally propose to employ reinforcement learning to
solve the cold-start and warm-start recommendation under
the interactive collaborative filtering setting.
• We propose to represent the exploration policy with multi-
channel stacked self-attention neural networks and learn
the policy network by maximizing users’ satisfaction.
• Weperform extensive experiments on three real-world bench-
mark datasets to demonstrate the effectiveness of our NICF
approach and the knowledge learned by it.
2 PRELIMINARY
In this section, we first formalize the interactive collaborative filter-
ing on the perspective of the multi-armed bandit and then shortly
recapitulate the widely used approaches and its limitations for in-
teractive collaborative filtering.
2.1 A Multi-Armed Bandit Formulation
In a typical recommender system, we have a set of N users U =
{1, . . . ,N } and a set of M items I = {1, . . . ,M}. The users’ feed-
back for items can be represented by a N ×M preference matrix R
where ru,i is the preference for item i by useru . Here, ru,i can be ei-
ther explicitly provided by the user in the formof rating, like/dislike,
etc, or inferred from implicit interactions such as views, plays and
purchases. In the explicit setting, R typically contains graded rel-
evance (e.g., 1-5 ratings), while in the implicit setting R is often
binary. Without loss of generality, we consider the following pro-
cess in discrete timesteps. At each timestep t ∈ [0, 1, 2, . . . ,T ], the
system delivers an item it to the target user u , then the user will
give feedback ru,it , which represents the feedback collected by the
system from user u to the recommended item it at timestep t . In
other words, ru,it is the “reward” collected by the system from the
target user. After receiving feedback, the system updates its model
and decides which item to recommend next. Let’s denote st as the
available information (the support set) the system has for the tar-
get user st = {i1, ru,i1, . . . , it−1, ru,it−1} at timestep t .
Then, the item is selected according to a policy π : st → I ,
which is defined as a function from the current support set to the
selected item it ∼ π (st ). In the interactive recommendation pro-
cess, the total T-trial payoff of π is defined as
∑T
i=1 rt,it . For any
user u , our goal is to design a policy π so that the expected total
payoffGπ (T ) is maximized,
Gπ (T ) = Eit∼π (st )
[
T∑
t=1
ru,it
]
. (1)
Similar, we can define the optimal expectedT -trial payoff asG∗(T ) =
E
[∑T
t=1 ru,i∗t
]
, where i∗t is the optimal recommendation with max-
imum expected reward at timestep t . Usually, in MAB, we would
like to minimize the regret defined asG∗(T ) −Gπ (T ). However, in
4https://grouplens.org/datasets/movielens/
5https://www.librec.net/datasets.html
6https://www.kaggle.com/netflix-inc/netflix-prize-data
recommender system, it is more intuitive to directly maximize the
cumulative reward Gπ (T ), which is equivalent to minimize the re-
gret.
2.2 Multi-Armed Bandit Based Approaches
Currently, the exploration techniques in interactive collaborative
filtering aremainly based on probabilisticmatrix factorization (PMF) [26],
which assumes the conditional probability distribution of rating
follows aGaussian distributionPr (ru,i |p⊤uqi ,σ2) = N(ru,i |p⊤uqi ,σ2).
Here, pu and qi are the user and item feature vectors with a zero
mean Gaussian prior distribution and σ is the prior variance. Dur-
ing the learning procedure, current approaches, as shown in Fig-
ure 1 (a), iterate between two steps: (1) Obtaining the posterior
distributions of the user and item feature vectors after the (t −
1)-th interaction, denoting as Pr (pu ) = N(pu,t |µu,t , Σu,t ) and
Pr (qi ) = N(qi,t |νi,t ,Ψi,t ). The calculation of mean and variance
terms {µu,t , νi,t , Σu,t and Ψi,t } can be obtained by following
MCMC-Gibbs (refers to [46]). (2) Heuristically select the item for
the t-th recommendation with the aim of maximizing the cumula-
tive reward. Specifically, there are mainly two strategies have been
explored to select the items in interactive collaborative filtering:
Thompson Sampling [3]. At the timestep t for useru , thismethod
suggests the itemwith themaximum sampled values as it = argmax
i
p˜⊤u,t q˜i,t , where p˜u,t ∼ N(µu,t , Σu,t ) and q˜i,t ∼ N(νi,t ,Ψi,t ) are
sampled from the posterior distribution of user and item feature
vectors [19].
Upper Confidence Bound. It based on the principle of optimism
in the face of uncertainty, which is to choose the item plausibly
liked by users. In [46], it designs a general solution Generalized
Linear Model Bandit-Upper Confidence Bound (GLM-UCB), which
combined UCB with PMF as
it = argmax
i
(
ρ
(
µ⊤u,tνi,t
)
+ c
√
log t
νi,t2,Σu,t
)
.
Here, ρ is a sigmoid function defined as ρ (x) = 1
1+exp(−x ) , c is a
constant with respect to t .
νi,t2,Σu,t is 2-norm based on Σu,t asνi,t2,Σu,t =
√
ν⊤i,tΣu,tνi,t , which measures the uncertainty of
estimated rate ru,i at the t-th interaction.
The above-discussed approaches show the possible limitation
of MAB based methods: (1)Owing to the difficulty of updating the
posterior distribution for non-linear models, they are only applica-
ble for linear user-item interaction models, which greatly limits its
usage on effective neural networks based models [16, 42]. (2) A lot
of crucial hyper-parameters (e.g., the variance term for prior dis-
tribution and the exploration hyper-parameter c) are introduced,
which increases the difficulty of finding the optimal recommenda-
tions. (3) The sophisticated approaches (Thompson Sampling and
GLM-UCB) are potentially overly pessimistic since they are usu-
ally optimizing the recommendations in the worst case to achieve
provably good regret bounds.
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(a) The MAB based approaches for cold-start recommendation.
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(b) Model agnostic meta-learning based approach for cold-start recommendation.  
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Figure 1: Difference between existing approaches andneural
interactive collaborative filtering framework.
2.3 Meta-learning Based Approach
Meta-learning based approaches aim to learn a learning procedure
that can quickly capture users’ interests after observed a small sup-
port set. As shown in Figure 1 (b), we presented an example frame-
work MELU [23], which adapted Model-Agnostic Meta-Learning
(MAML) [12] for fastly model adaption on cold-start users. Specifi-
cally, assume the recommender agent is modeled with a neural net-
work parameterized with θ , MELU aims to learn an initialization
θ0 that can identify users’ interests after updating θ1 with small
support set D. Formally, the θ0 is learned by minimizing a specific
loss ℓ over the support set D after updating to θ1 as
θ1 = θ0 − αℓ(πθ0 ,D)
θ0 ← θ0 − αℓ(πθ1 ,D),
where πθ is the recommendation policy parameterized by θ . ℓ usu-
ally corresponds to an accuracy measure, such as MSE or Cross
entropy.
Themeta-learning approach is appealing since it avoids the com-
plexity of hand-designing the sophisticated exploration policies
and enables us to take advantage of deep neural networks. How-
ever, how to select the support set without compromising users’
experience has not been concerned in existing meta-learning ap-
proaches. It resulted in two problems: (1) It leads to the recom-
mendation of highly irrelevant items and terrible user experience
at the phase of constructing the support set. (2) These methods
perform lousy when faced with users’ tastes drifting or poor qual-
ity support set due to its full exploitation strategy and deficiency
in actively exploring users’ interests.
In the following, we address these limitations by employing a
neural network based exploration policy, which directly learns to
explore for interactive collaborative filtering.
3 NEURAL INTERACTIVE COLLABORATIVE
FILTERING
We first present the general neural interactive collaborative filter-
ing framework, elaborating how to formulate the exploration in
cold-start and warm-start recommendation as a meta RL task, a
bandit problem within an MDP. To explore DNNs for modeling
user-item interactions, we then propose an instantiation of NICF,
using stacking self-attention neural networks to represent the rec-
ommendation policy under interactive collaborativefiltering. Lastly,
we present an efficient policy learning method for interactive col-
laborative filtering.
3.1 General Framework
Rather than hand-designing exploration strategies for cold-start
or warm-start users, we take a different approach in this work and
aim to learn a neural network based exploration strategy whereby
the recommender agent can capture users’ interests rapidly for
different users and hence maximize the cumulative users’ engage-
ment in the system, i.e.,we would like to learn a general procedure
(a sequential neural network) that takes as input a set of items from
any user’s history and produces a scoring function that can be ap-
plied to new test items and balance the goals between learning the
user profile and making accurate recommendations (as shown in
Figure 1(c)).
In this formulation, we notice that the interactive collaborative
filtering is equivalent to a meta-learning problem where the ob-
jective is to learn a learning algorithm that can take as the input
of the user’s history st and will output a model (policy function)
that can be applied to new items. From the perspective of meta-
learning, the neural network based policy function is a low-level
system, which learns quickly and is primarily responsible for ex-
ploring users’ interests, and we want to optimize the low-level sys-
tem with a slower higher-level system that works across users to
tune and improve the lower-level system [10]. Specifically, for ev-
ery user u , the agent executes a sequential neural network based
policyπθ (st ), which constantly updates its recommendation policy
based on the recommending items and users’ feedback. The slower
higher-level system optimizes the weights of the sequential neural
network in an end-to-end way to maximize the cumulative reward
Gπ (T ), which can be viewed as a reinforcement learning problem
and optimized with RL algorithm.
From the perspective of RL, applying RL to solve cold-start and
warm-start recommendation is also meaningful since the users’
preferences gathered by exploration recommendations can trigger
muchmore satisfied recommendations, which can be viewed as the
delayed reward for the recommendations and RL is born to max-
imize the sum of delayed and immediate reward in a global view.
Therefore, applying RL directly achieves the goal of balancing be-
tween exploration and exploitation for interactive collaborative fil-
tering. In details, as a RL problem, 〈S,A, P ,R,γ 〉 in the MDP are de-
fined as: (1) State S is a set of states, which is set as the support set
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Self Attention
Block
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Figure 2: The neural architecture for the recommender
agent.
st ∈ S . (2) Action set A is equivalent to item set I in recommenda-
tion. (3) Transition P is the transition function with Pr (st+1 |st , it )
being the probability of seeing state st+1 after taking action it at st .
In our case, the uncertainty comes from user’s rating ru,it w.r.t. it
and st . (4) Reward R is set based on users’ feedback, i.e., the user’s
rating.
3.2 Self-Attentive Neural Policy
In this work, the exploration policy is parameterized with multi-
channel stacked self-attention neural networks, which separately
capture the information of versatile user behaviors since differ-
ent rewarding recommendations for a specific user are usually ex-
tremely imbalanced (e.g., liking items usually are much fewer than
disliking items) [18, 45, 48]. In Figure 2, we presented the neural ar-
chitecture for exploration policy, which consists of an embedding
layer, self-attentive blocks, and a policy layer.
Embedding Layer. Given st = {i1, ru,i1 , . . . , it−1, ru,it−1}, the en-
tire set of {it } are converted into item embedding vectors {it } of
dimension d by embedding each it in a continuous space, which,
in the simplest case, is an embedding matrix A ∈ RI×d .
Self-Attention Layer. To better represent the observation st , as
shown in Figure 2, we separately process different rated items by
employing multi-channel stacked self-attentive neural networks.
Denote the items rated with score z as an embedding matrix as
Ezt = [· · · , im , · · · ]⊤ (∀ru,im = z,m < t ). The self-attention opera-
tion takes the embedding Ezt as input, converts it to three matrices
through linear projects, and feeds them into an attention layer
Szt = SA(Ezt ) = Attention(EztW z,c ,EztW z,k ,EztW z,v ),
whereW z,c ,W z,k ,W z,v ∈ Rd×d are the projectionmatrices. These
projections make the model more flexible. Attention function
is the scaled dot-product attention
Attention(C,K ,V ) = softmax
(
CK⊤√
h
)
V ,
whereC represents the queries, K the keys andV the values (each
row represents an item). The scale factor
√
h is to avoid overly large
values of the inner product, especially when dimensionality is high.
Due to sequential nature of the recommendations, the attention
layer should only consider the first t − 1 items when formulating
the t-th policy. Therefore, we modify the attention by forbidding
all links between Ci and K j (j > i).
Point-Wise Feed-Forward Layer. To endow the model with non-
linearity and to consider interactions between different latent di-
mensions, we apply a point-wise two-layer feed-forward network
to Szt m (them-th row of the self-attention layer S
z
t ) as
Fzt m = FFN(Szt m) = ReLU(Szt mW (1) + b(1))W (2) + b(2),
where ReLU(x) = max(0,x) is the rectified linear unit.W (1) and
W (2) are d × d matrics. b(1) and b(2) are d-dimensional vectors.
Stacking Self-Attention Block. The self-attention layer and point-
wise feed-forward layer, which formulates a self-attention block
and can be stacked to learn more complex item transitions. Specif-
ically, b-th (b > 1) block is defined as:
S
z,b
t = SA(Fz,b−1t ),
F
z,b
t m = FFN(S
z,b
t m)
and the 1-st block is defined as Sz,1t = S
z
t and F
z,1
t = F
z
t .
Policy Layer. Afterb self-attention blocks that adaptively and hi-
erarchically extract information of previously rated items, we pre-
dict the next item score based on
{
F
z,b
t
}Rmax
z=1
, where Rmax is the
maximal reward. Denote the predicted cumulative reward of rec-
ommending items as Qθ (st , ·) = [Qθ (st , i1), · · · ,Qθ (st , iN )]⊤, the
policy layer is processed by two feed-forward layers as,
ut = concat
[
F
1,b
t
⊤
, F
2,b
t
⊤
, . . . , F
Rmax,b
t
⊤]⊤
Qθ (st , ·) = ReLU(utW (1) + b(1))W (2) + b(2),
whereW (1) ∈ RRmaxd×d ,W (2) ∈ Rd×|I | are weight matrices and
b(1) ∈ Rd and b(2) ∈ R |I | are the bias terms. With the estimated
Qθ (st , ·), the recommendation is generated by selecting the item
with maximal Q-value as πθ (st ) = argmax
i
Qθ (st , i).
3.3 Policy Learning
Q-Learning. We use Q-Learning [27] to learn the weights θ for
the exploration policy. In the t-th trial, the recommender agent ob-
serves the support set st , and chooses the item it with an ϵ-greedy
policy w.r.t. the approximated value function Qθ (st , ·) (i.e., with
probability 1 − ϵ selecting the max Q-value action, with probabil-
ity ϵ randomly choosing an action). The agent then receives the
response ru,it from the user and updates the observed set to st+1.
Finally, we store the experience (st ,at , ru,it , st+1) in a large replay
bufferM from which samples are taken in mini-batch training.
We improve the value functionQθ (st , it ) by adjusting θ to min-
imize the mean-square loss function, defined as follows:
ℓ(θ) = E(st ,it ,ru, it ,st+1)∼M
[(yt −Qθ (st , it ))2] (2)
yt = ru,it + γ max
it+1∈I
Qθ (st+1, it+1),
where yt is the target value based on the optimal Bellman Equa-
tion [34]. By differentiating the loss function w.r.t. θ , we arrive at
the following gradient:
∇θ ℓ (θ) = E(st ,it ,ru, it ,st+1)∼M [(yt −Qθ (st , it )) ∇θQθ (st , it )] .
Efficient Learning. Usually, training a RL agent is much more
challenging than supervised learning problems [34]. Additionally,
in recommender systems, the large-scale action space and state
space have greatly increased the difficulty of training a reinforce-
ment learning-based recommender agent [4, 50]. To reduce the dif-
ficulty, we adapt a constantly increased γ during the training as
γe =
1
1+(E−e )η , where e is the e-th epoch, E is the total number
of epoch, and η is a hyper-parameter (we set η = 0.2 in the exper-
iments). Since the larger γ means planning in longer future hori-
zons for RL, the increasing {γe } can be treated as an increasingly
difficult curriculum [2], which gradually guides the learning agent
from 1-horizon (greedy solution), 2-horizon, . . . , to overall opti-
mal solutions. Therefore, it is much more efficient than finding the
optimal recommender policy from scratch.
4 EXPERIMENTS
In this section, we conduct extensive experiments on three bench-
mark datasets to evaluate the effectiveness of NICF. We mainly fo-
cus on answering the following research questions:
RQ1: How can NICF outperform existing interactive collabora-
tive filtering algorithms for the cold-start users?
RQ2: Can the NICF be applied to warm-start users with drifting
taste, i.e., those whose interests change over time?
RQ3: What’s the influence of various components in NICF?
RQ4: What kind of knowledge learned by NICF for cold-start
recommendations?
In what follows, we will first introduce our experimental set-
tings, followed by answering the above four research questions.
4.1 Experimental Settings
4.1.1 Datasets. Weexperiment with three real-world benchmark
datasets: MovieLens 1M4, EachMovie5, and Netflix6. Table 1 lists
the statistics of the three datasets.
Due to the interactive nature of the recommender system, an
online experiment with true interactions from real users would be
ideal, but it is not always possible [25, 46]. Following the setting of
interactive collaborative filtering [16, 46], we assume that the rat-
ings recorded in the datasets are users’ instinctive actions, not bi-
ased by the recommendations provided by the system. In this way,
the records can be treated as unbiased to represent the feedback
in an interactive setting. Additionally, we assume that the rating
is no less than 4 is the satisfied recommendation, otherwise dis-
satisfied. These assumptions define a simulation environment for
training and evaluating our proposed algorithm and the learning
agent is expected to keep track of users’ interests and recommend
successful items throughout a long time.
Table 1: Summary Statistics of Datasets.
Dataset MovieLens (1M) EachMovie Netflix
# Users 6,040 1,623 480,189
# Items 3,706 61,265 17,770
# Interactions 1,000,209 2,811,718 100,480,507
# Interactions Per User 165.60 1732.42 209.25
# Interactions Per Item 269.89 45.89 5654.50
4.1.2 Compared Methods. We compare our model with state-
of-the-art methods from different types of recommendation ap-
proaches, including:
• Random: The random policy is executed in every recom-
mendation, which is a baseline used to estimate the worst
performance that should be obtained.
• Pop: It ranks the items according to their popularity mea-
sured by the number of being rated. This is a widely used
simple baseline. Although it is not personalized, it is surpris-
ingly competitive in evaluation, as users tend to consume
popular items.
• MF [22]: It suggests recommendations based on the ratings
of other users who have similar ratings as the target user.
For cold-start recommendation, we always greedy w.r.t. the
estimated scores and update users’ latent factor after every
interaction.
• MLP: Multi-layer perceptron has been a common practice
for non-linear collaborative filtering [16, 42] due to its supe-
riority. We deploy a MLP based recommender agent using
the architecture mentioned in [16].
• BPR [31]: It optimizes the MF model with a pairwise rank-
ing loss, which is a state-of-the-art model for item recom-
mendation.
• ICF [46]: Interactive collaborative filtering combined the
probabilistic matrix factorization [26] with different explo-
ration techniques for recommender system, including GLM-
UCB (generalized LinUCB [25]), TS [3] and ϵ-Greedy [34],
which are strong baselines for handling exploration/exploitation
dilemma in recommender system.
• MeLU [23]:MeLU is a state-of-the-art method,which adapted
MAML [12] for solving the cold start problem by treating it
as a few-shot task.
• NICF: Our proposed approach for learning to explore in
cold-start or warm-start recommendation.
4.1.3 EvaluationMetrics. Given a cold-start or warm-start user,
a well-defined exploration strategy should recommend the items to
deliver the maximal amount of information useful for estimating
users’ preferences. Previously, this kind of exploration is achieved
by improving the diversity of recommendations [8, 49]. Hence, to
study the learned exploration strategy, we evaluate the model on
both the accuracy and diversity of generated recommendations.
Given the ordered list of items, we adopt three widely used met-
rics in recommender system:
• Cumulative Precision@T . A straightforward measure is
the number of positive interactions collected during the to-
tal T interactions,
precision@T =
1
# users
∑
users
T∑
t=1
bt . (3)
For both datasets, we define bt = 1 if ru,it >= 4, and 0
otherwise.
• Cumulative Recall@T . We can also check for the recall
during T timesteps of the interactions,
recall@T =
1
# users
∑
users
T∑
t=1
bt
# satisfied items
. (4)
• Cumulativeα-NDCG@T .α-NDCG@T generalizeNDCG@T
to diversity of the recommendation list, which formulated
as
α-NDCG@T =
1
Z
T∑
t=1
G@t
log(1 + t) . (5)
Here,G@t =
∑
∀i ∈C (1− α)ci,t−1 with ci,t as the number of
times that topic i has appeared in the ranking of the recom-
mendation list up to (and including) the t-th position. Here,
the topic is the property of items or users.Z is the normal-
ization factor.
4.1.4 Parameter Seing. These datasets are split into three user-
disjoint sets: 85% users’ data as the training set and their ratings are
used to learn the parameters for themodels, 5% users’ data used for
tuning hyper-parameters, including the learning rate, hidden units,
and early stop. The last 10% of users go through the interactive rec-
ommendation process during 40 time-steps which are used to eval-
uate the effectiveness of different methods. For all methods except
Random and Pop, grid search is applied to find the optimal settings.
These include latent dimensions d from {10, 20, 30, 40, 50}, and the
learning rate from {1, 0.1, 0.01, 0.001, 0.0001}. We report the result
of each method with its optimal hyper-parameter settings on the
validation data. We implement our proposedmethods with Tensor-
flow and the code is available at https://github.com/zoulixin93/NICF.
The optimizer is theAdam optimizer [20].We stack two self-attentive
blocks in the default setting. The capacity of the replay buffer for
Q-learning is set to 10000 in experiments. The exploration factor ϵ
decays from 1 to 0 during the training of the neural network.
4.2 Performance comparison on cold-start
cases (RQ1)
Table 2 reports the performance of accumulative precision and re-
call throughout 40 trial recommendations for cold-start cases. The
results are quite consistent with our intuition. We have the follow-
ing observations:
(1)OurmethodNICF outperforms other baselines on three bench-
mark datasets.We can see that NICF achieves the best performance
on the precision and recall over three benchmark datasets, sig-
nificantly outperforming the state-of-the-art methods by a large
margin (on average, the relative improvement on cumulative preci-
sion@40 over the best baseline are 9.43%, 4.59% and 6.65% for three
Table 2: Cold-start recommendation performance of different models on MovieLens (1M), EachMovie and Netflix Dataset.
Dataset MovieLens (1M) EachMovie Netflix
Measure Cumulative Precision Cumulative Precision Cumulative Precision
T 5 10 20 40 5 10 20 40 5 10 20 40
Random 0.2150 0.4400 0.8983 1.8100 0.2454 0.4663 0.7730 1.4233 0.0600 0.1267 0.2683 0.5000
Pop 2.4933 4.6383 8.6267 15.6100 4.0123 6.3497 10.2699 17.2699 2.1283 4.0217 7.3183 13.4067
MF 2.6947 4.9684 9.1579 16.0947 4.0534 6.3167 10.3582 17.6167 2.4667 4.5500 8.3333 14.9500
BPR 2.9579 5.4842 9.7895 16.6526 4.0534 6.4552 10.4598 17.9333 2.2833 4.5512 8.4532 15.3667
MLP 2.7158 5.3895 9.8105 16.9158 4.1041 6.9384 11.2740 18.8425 2.5491 4.8966 8.7241 15.9077
ϵ-greedy 2.9714 5.6286 10.4286 17.1429 4.1126 6.9790 11.3846 19.0420 2.6875 5.1312 9.1250 16.0438
TS 3.0968 5.8713 11.0323 18.3548 4.1596 7.6422 13.0020 22.7431 2.7841 5.3864 9.6818 17.2841
GLM-UCB 3.2917 6.2083 11.5833 19.0932 4.1761 7.8586 13.5556 23.9293 2.8739 5.4752 9.9375 17.9125
MELU 3.3636 6.3182 11.9545 19.7273 4.1316 7.8421 13.3816 23.9605 2.8298 5.4711 9.8541 17.3951
NICF 3.5556∗ 6.7778∗ 12.9444∗ 21.5875∗ 4.2270∗ 7.8957∗ 14.5215∗ 25.0613∗ 2.9641∗ 5.7647∗ 10.4542∗ 18.5523∗
Measure Cumulative Recall Cumulative Recall Cumulative Recall
T 5 10 20 40 5 10 20 40 5 10 20 40
Random 0.0011 0.0027 0.0051 0.0106 0.0001 0.0001 0.0003 0.0004 0.0003 0.0007 0.0014 0.0025
Pop 0.0268 0.0443 0.0797 0.1375 0.0445 0.0541 0.0906 0.1295 0.0215 0.0390 0.0672 0.1152
MF 0.0300 0.0497 0.0823 0.1443 0.0477 0.0536 0.0908 0.1301 0.0247 0.0454 0.0749 0.1198
BPR 0.0353 0.0534 0.0926 0.1483 0.0477 0.0592 0.0911 0.1321 0.0233 0.0459 0.0758 0.1201
MLP 0.0305 0.0526 0.0961 0.1490 0.0485 0.0709 0.1010 0.1360 0.0258 0.0472 0.0775 0.1220
ϵ-greedy 0.0358 0.0572 0.1083 0.1522 0.0490 0.0712 0.1062 0.1392 0.0264 0.0482 0.0788 0.1241
TS 0.0371 0.0601 0.1138 0.1693 0.0493 0.0798 0.1102 0.1452 0.0270 0.0508 0.0817 0.1280
GLM-UCB 0.0382 0.0614 0.1147 0.1853 0.0507 0.0817 0.1120 0.1488 0.0281 0.0524 0.0862 0.1332
MELU 0.0389 0.0639 0.1173 0.1971 0.0501 0.0810 0.1113 0.1505 0.0274 0.0519 0.0855 0.1292
NICF 0.0409∗ 0.0652∗ 0.1202∗ 0.2145∗ 0.0511∗ 0.0821∗ 0.1195∗ 0.1523∗ 0.0284∗ 0.0535∗ 0.0901∗ 0.1374∗
“ ∗ ” indicates the statistically significant improvements (i.e., two-sided t-test with p < 0.05) over the best baseline.
benchmark datasets, respectively). It means that for cold-start rec-
ommendation, our proposed method can quickly capture users’ in-
terests, and adapt its strategy to cater to new users.
(2)TheGLM-UCB and TS algorithms generally work better than
the greedy methods MF, BRP, MLP, and heuristic search method
ϵ-greedy. In most cases, TS and GLM-UCB also exceed other base-
line algorithms on EachMovie and Netflix datasets (according to
the cumulative precision and recall). It means that the exploration
by considering the uncertainties of the user and items according
to their probability distributions is more promising than random
explorations. Nevertheless, TS and GLM-UCB fail to outperform
our proposed NICF algorithms.
(3) Overall, the meta-learning method, MELU, consistently out-
performs the traditional baselines on average as shown in Table
2, and is much better than all other baselines on MovieLen (1M),
which indicates that meta-learning method helps improve the rec-
ommendation accuracy on cold-start recommendation.
4.3 Performance comparison on warm-start
cases with taste drift (RQ2)
Through this experiment, we aim to answer the question ofwhether
the algorithms are also applicable to warm-start users to follow up
their interests throughout the interactions, especially when their
tastes are changing over time. To do this, we first divide the rating
records of the users (whose ratings are more than 80) into two peri-
ods (set 1 and set 2). For the selected user, the set 1 (20 items) is used
as the historical interactions for the user and set 2 as the simulation
for his/her taste drift. Then, we employ the genre information of
the items as an indication of the user interest [46]. That is, we cal-
culate the cosine similarity between the genre vectors of the two
periods. We choose the users with the smallest cosine similarity
as an indication that they have significant taste drifting across the
two periods. Since the genre information of EachMovie is not avail-
able, we only conduct experiments on MovieLens (1M) and Netflix
datasets (the genre of Netflix dataset is crawled by using IMDBpy7).
Specifically, we respectively selected 4,600 users and 96,037 users
fromMovieLens (1M) and Netflix datasets to train and evaluate on
warm-start recommendations.
Table 3 reports the performance of accumulative precision and
recall throughout 40 trial recommendations for warm-start users
with drifting interests. In Table 3, it can be seen that our proposed
methods outperform the baselines for both datasets. When com-
pared with the best baseline, the improvement is up to 7.92% on
MovieLens (1M) dataset, and 6.43% on the Netflix dataset, which
means that for warm-start users, our proposed method can keep
track on users’ drifting taste and adapt its strategy to cater to users.
7https://github.com/alberanid/imdbpy
Table 3:Warm-start recommendationperformance of differ-
ent models on MovieLens (1M) and Netflix Dataset.
Dataset MovieLens (1M) Netflix
Measure Cumulative Precision Cumulative Precision
T 5 10 20 40 5 10 20 40
Random 0.2779 0.5284 1.0232 1.9305 0.0724 0.1281 0.2953 0.5877
Pop 1.8589 3.6105 6.8926 12.4758 1.8162 3.6128 6.7883 13.3120
MF 2.2527 4.4416 8.1444 14.5966 1.9466 3.8221 7.3381 14.1708
BPR 2.3850 4.7084 8.6651 15.5513 2.1325 4.0602 7.4819 14.3373
MLP 2.4654 4.8640 8.9881 16.1504 2.0784 4.0941 7.9098 15.3098
ϵ -greedy 2.5198 4.9851 9.2302 16.6015 2.2817 4.3803 8.2676 15.8310
TS 2.6570 5.2190 9.6623 17.3668 2.2788 4.4779 8.7389 16.8805
GLM-UCB 2.8237 5.5491 10.2688 18.4509 2.3505 4.6121 9.0374 17.4907
MELU 2.8237 5.5051 10.2120 18.3220 2.6230∗ 4.9672 9.4918 18.1475
NICF 3.0097∗5.9385∗10.9935∗19.7735∗ 2.60775.1215∗10.0829∗19.3149∗
Measure Cumulative Recall Cumulative Recall
T 5 10 20 40 5 10 20 40
Random 0.0017 0.0031 0.0057 0.0105 0.0005 0.0008 0.0014 0.0028
Pop 0.0144 0.0273 0.0506 0.0892 0.0107 0.0202 0.0386 0.0809
MF 0.0189 0.0370 0.0640 0.1110 0.0110 0.0211 0.0391 0.0814
BPR 0.0193 0.0379 0.0663 0.1150 0.0113 0.0215 0.0397 0.0819
MLP 0.0201 0.0389 0.0672 0.1190 0.0111 0.0217 0.0402 0.0821
ϵ -greedy 0.0209 0.0396 0.0679 0.1200 0.0111 0.0206 0.0361 0.0671
TS 0.0213 0.0403 0.0684 0.1208 0.0110 0.0210 0.0371 0.0716
GLM-UCB 0.0219 0.0410 0.0692 0.1213 0.0116 0.0218 0.0378 0.0726
MELU 0.0219 0.0412 0.0690 0.1210 0.0130∗ 0.0223 0.0381 0.0740
NICF 0.0224∗0.0420∗ 0.0709∗ 0.1300∗ 0.0128 0.0228∗ 0.0390∗ 0.0752∗
“ ∗ ” indicates the statistically significant improvements
(i.e., two-sided t -test with p < 0.05) over the best baseline.
Table 4: Ablation analysis (Cumulative Precision@40) on
three benchmark datasets. Performance better than default
version is boldfaced. ’↓’ indicates a severe performance drop
(more than 10%).
Architecture MovieLens(1M) EachMovie Netflix
Default 21.5875 25.0613 18.5523
LSTM 20.7895 23.2881 17.8185
γ = 0 19.7273↓ 23.1656 17.1429
0 Block (b=0) 16.7368↓ 17.0276↓ 14.1250↓
1 Block (b=1) 20.9818 24.9333 18.0429
3 Block (b=3) 21.4544 25.1063 18.6074
Multi-Head 21.4167 24.2207 18.1502
4.4 Ablation Study (RQ3)
Since there are many components in our framework, we analyze
their impacts via an ablation study. Table 4 shows the performance
of our default method and its 4 variants on three datasets (with d =
30). We introduce the variants and analyze their effect respectively:
(1) LSTM: Replacing the self-attention blocks with LSTM cell,
which is used to verify the effectiveness of self-attention on in-
teractive collaborative filtering. Specifically, we adopt a two-layer
LSTM with the hidden dimension of 30. The results imply that ap-
plying stacked self-attention blocks is beneficial for interactive col-
laborative filtering.
Figure 3: The recommendationdiversity on cold-start phase.
(2) γ = 0: γ = 0 means learning without using RL, i.e., training a
multi-channel stacked self-attention recommendation policy with-
out consideration about the delayed reward, i.e., themodel delivers
items in full exploitationwaywithout consideration of exploration.
Not surprisingly, results are much worse than the default setting.
(3) Number of blocks: Not surprisingly, results are inferior with
zero blocks, since the model would only depend on the last item.
The variant with one block performs reasonably well and three
blocks performance a little better than two blocks, meaning that
the hierarchical self-attention structure is helpful to learn more
complex item transitions.
(4) Multi-head: The authors of Transformer [37] found that it is
useful to use ’multi-head’ attention. However, performance with
two heads is consistently and slightly worse than single-head at-
tention in our case. This might owe to the small d in our problem
(d = 512 in Transformer), which is not suitable for decomposition
into smaller subspaces.
4.5 Analysis on Diversity (RQ4)
Diversity and accuracy. Some existing works [8] explore users’
interests by improving the recommendation diversity. It is an indi-
rect method to keep exploration, and the assumption has not been
verified. Intuitively, the diverse recommendation brings more in-
formation about users’ interests or item attributes. Here, we con-
duct experiments to see whether NICF, which directly learn to ex-
plore, can improve the recommendation diversity. Since the genre
information is only available on MovieLens (1M) and Netflix, we
mainly analyze the recommendation diversity on these two datasets.
In Figure 3, the accumulative α-NDCG has been shown over the
first 40 round recommendations. We can see that the NICF, learned
by directly learning to explore, favors for recommending more di-
verse items. The results verify that exploring users’ interests can
increase the recommendation diversity and enhancing diversity is
also a means of improving exploration.
The knowledge learned by NICF. To gain a better insight into
NICF, we take a close look at the exploration policy, i.e., visualizing
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Wa: War
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Th: Thriller
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Figure 4: The sequential decision tree learned by NICF without using the genre information of movies.
the sequential decision tree learned by NICF. Due to the space lim-
itation, we only present the first four round recommendations on
MovieLens (1M) dataset. As shown in the Figure 4, without using
the genre information, NICF can explore users’ interests by recom-
mending similar movies with some different topics if the user liked
this movie, or changing the genre of the movies if the movie has
been negative labeled, which indicates that NICF can effectively
track users’ interests and adapt its strategy to balance the explo-
ration/exploitation on cold-start recommendations.
5 RELATED WORK
We summarize the related literature: traditional recommender sys-
tem, interactive recommender system and meta-learning based rec-
ommender system as follows.
Traditional recommender system. Being supervised by the his-
tory records and making recommendations with maximum esti-
mated score have been the common practice in majority models,
including factorization methods [17, 22, 30] and different kinds of
deep neural models, such as multilayer perceptron [7, 16], denois-
ing auto-encoders [41], convolutional neural network (CNN) [35],
recurrent neural network (RNN) [14, 24], memory network [6] and
attention architectures [1, 47]. Based on the partially observed his-
torical interactions, these existing models usually learn the user
profile [5, 14, 15, 47] and predict a customer’s feedback by a learn-
ing function to maximize some well-defined evaluation metrics in
the ranking, such as Precision and NDCG [9]. However, most of
them are myopic because the learned policies are greedy with esti-
mating customers’ feedback and unable to purposely explore users’
interests for cold-start or warm-start users in a long term view.
Interactive recommender system. Interactive recommendation as
a trend for the development of recommender systems has been
widely studied in recent years. There are mainly two directions
for the research: (1) contextual bandit; (2) reinforcement learn-
ing. (1) In contextual bandit, the main focus is on how to balance
exploration and exploitation and achieving a bounded regret (i.e.,
the performance gap between optimal recommendations and sug-
gested recommendations) under worst cases. Hence, many contex-
tual bandit based recommender systems have been developed for
dealing with different recommendation tasks, such as news rec-
ommendation [25], diversify movie set [29], collaborative filter-
ing [39, 46], online advertising[43] and e-commerce recommen-
dation [40]. However, they are usually intractable for non-linear
models and potentially overly pessimistic about the recommen-
dations. (2) Reinforcement learning is suitable to model the in-
teractive recommender system. However, currently, there are still
many difficulties in directly applying RL, such as the off-policy
training [4, 50], the off-policy evaluation [13] and the large action
spaces [11, 44] and its topics are concentrated on optimizing the
metrics with delayed attributes, such as diversity [49], browsing
depth [48]. As far as we know, we are the first work analyzing its
usage on exploring users’ interests for interactive collaborative fil-
tering.
Meta-learning based recommender system. Meta-learning, also
called learning-to-learn, aims to train a model that can rapidly
adapt to a new task with a few-shot of samples [12, 21, 32], which
is naturally suitable for solving the cold-start problem after col-
lecting a handful of trial recommendations. For example, Vartak
et al. [36] treated recommendation for one user as one task, and
exploit learning to adopt neural networks across different tasks
based on task information. Lee et al. [23] proposed to learn the
initial weights of the neural networks for cold-start users based on
Model-agnosticmeta-learning (MAML) [12]. At the same time, Pan
et al. [28] proposed a meta-learning based approach that learns to
generate desirable initial embeddings for new ad IDs. However, all
these methods ignored the performance on the support set, which
also greatly influence the user engagement on the recommender
system. Additionally, the full exploitation principle after few-shot
trials inevitably led to the local optimal recommendations.
6 CONCLUSIONS
In this work, we study collaborative filtering in an interactive set-
ting and focus on recommendations for cold-start users or warm-
start users with taste drifting. To quickly catch upwith users’ inter-
ests, we propose to represent the exploration strategy with amulti-
channel stacked self-attention neural network and learn it from the
data. In our proposed method, the exploration strategy is encoded
in the weights of the neural network, which are trained with effi-
cient Q-learning by maximizing the cold-start or warm-start users’
satisfaction in limited trials. The key insight is that the satisfying
recommendations triggered by the exploration recommendation
can be viewed as the delayed reward for the information gathered
by exploration recommendation, and the exploration strategy that
seamlessly integrates constructing the user profile into making ac-
curate recommendations, therefore, can be directly optimized by
maximizing the overall satisfaction with reinforcement learning.
To verify its effectiveness, extensive experiments and analyses con-
ducted on three benchmark collaborative filtering datasets have
demonstrated the knowledge learned by our proposedmethod and
its advantage over the state-of-the-art methods.
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