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Abstract
In the beginning of the second half of the twentieth century, Proud-
man and Pearson (JFM,2(3), 1956, pp.237-262) suggested that the
functional form of the drag coefficient of a single sphere subjected
to uniform fluid flow consists of a series of logarithmic and power
terms of the Reynolds number. In this paper, we will explore the va-
lidity of the above statement for Reynolds numbers up to 2 × 105,
by using a symbolic regression machine learning method. The algo-
rithm is trained by using available experimental data, as well as data
from a well-known correlation from the literature. The symbolic re-
gression method finds the following expression for the drag coefficient
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CD = a+
24
Re
+f(log(Re)), where Re is the Reynolds number, and the
constituents of f(log(Re)) are integer powers of log(Re). Interestingly,
the value of a resembles the value of CD, at the point where laminar
separation point occurs. We did the same analysis for the problem of
heat transfer under forced convection around a sphere, and found that
the logarithmic terms of Re and Peclect number Pe play an essential
role in the variation of the Nusselt number Nu. The machine learning
algorithm independently found the asymptomatic solution of Acrivos
and Goddard (JFM, 23(2),pp.273-291).
Keywords: sphere, drag coefficient, machine learning, Nusselt number, multi-
phase flows, heat transfer, matched asymptotic expansions
1 Introduction
Predicting the drag force on an object fixed in a planar flow has been the subject of
extensive investigation from the early days of fluid mechanics when it emerged as
an independent discipline. The analytical solution for the drag force experienced
by a rigid sphere for creeping flow conditions, found by Stokes [1] in 1851, is
one of the first known analytical expression in the fluid mechanic’s community.
Stokes assumed in his solution that inertial effects of the fluid could be neglected
throughout the solution domain. However, Oseen [2] found an inconsistency in the
Stokes solution. Specifically, he found that inertial fluid effects cannot be neglected
far away from the sphere. He derived a new form of equations, known as Oseen
equations [2], that can handle this inconsistency, and he came up with an improved
approximation for the drag coefficient, defined as CD = FD/(
1
2
ρv2∞
pi
4
d2), where FD
is the drag force, ρ the fluid density, v∞ the fluid flow velocity far away from the
sphere, and d the sphere diameter [3]. There are additional solutions to the Oseen
equations, such those of Goldstein [4] and Faxe´n [5].
Proudman and Pearson [6] divided the flow field around the sphere into two
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stream function expansions. The first one, which they called the Stokes expansion,
controls the flow near the surface of the sphere. The second expansion, which they
called the Oseen expansion, controls the flow far from the surface of the sphere.
Both expansions are based on the Navier-Stokes equations, and the two expansions
are matched at a certain distance from the sphere using the method of matched
asymptotics. Evaluating stresses from the Stokes expansion they arrived at the
following expression for the CD of a sphere:
CD =
24
Re
(1 +
3
16
Re+
9
160
Re2 log(
Re
2
)) (1)
Here Re = ρv∞d/µ is the Reynolds number. They made the following statement
(conjecture) about the expansions that govern the flow field [6]: “The non-linearity
of the Navier-Stokes equation then shows that both expansions must involve powers
of log(Re), and it seems reasonable to suppose that both expansions are in powers
of Re, each term of which is multiplied by polynomial in log(Re)”. This statement
also, reflects on the functional form of the drag coefficient. However, the authors
did not mention the Re range for which the statement is valid. From now on, we
will call this conjecture P&P. Graebel [7] supported the P&P statement by men-
tioning that the CD functional form that will result from asymptotic expansions
of the Navier-Stokes equations will always be a function of log(Re). A few years
later, Chester et al. [8] added an extra term to Eq.(1), which was the last addition
that came from the expansion of the Navier-Stokes equations.
The appearance of logarithmic terms (alternatively known as logarithmic switch-
back terms [9]) in the asymptotic expansions have intrigued the scientific commu-
nity, because in some instances they were not forced by the governing equations [10]
. Van Dyke [11] dedicated a section in his book describing the proliferation of log-
arithmic terms in different fluid mechanics problems, and he made the following
comment: “one can philosophize that description by fractional powers fails to ex-
haust the myriad phenomena in the universe, and logarithms are the next simplest
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function”. Initially, the logarithms were tied with paradoxes in fluid mechanics,
or to the singular perturbation techniques themselves. However, Lagerstrom and
Reinelt [9] showed that logarithmic terms are part of the solution of the governing
equations, and the asymptotic expansion method is just one way to reach to the so-
lution. This view is supported by other investigations using different mathematical
methods [12,13].
There are analytical solutions for the Stokes and Oseen regimes for some
non-spherical particles such as oblate or prolate spheroids, circular cylinders and
few other particle geometries [14–17]. Eq.(1) and all other analytical solutions,
regardless of the shape of the particles, are valid up to Re ≈ 1.0. For higher Re,
analytical solutions for the Navier-Stokes equations cease to exist due to its non-
linearity. For the prediction of CD at higher Re we usually resort to correlations
that have been fitted to either experimental or numerical simulations. For the
drag on a sphere, there are plenty of correlations that take different mathematical
forms [18–25], as shown in the extensive list published in the recent review by
Goossens [26]. The majority of correlations take the following functional form:
CD =
24
Re
(C1 + C2Re
a)
︸ ︷︷ ︸
Schiller and Naumman
+
C3
1 + C4
Re
︸ ︷︷ ︸
Brown and Lawler
(2)
The second term of Eq.(2) is coming from boundary layer theory [27], which ac-
counts for the inertial effects of the fluid. The value of the exponent a ranges from
0.5 to 0.68. These type of correlations are suitable for Re as high as 2× 105, right
before the so-called drag-crisis.
Concerning the heat transfer rate from a particle fixed in a fluid, most inves-
tigations available in the literature are related to the case of forced convection. In
this type of flow, the velocity profile is decoupled from that of the temperature.
For further simplification, there is also no variation in the transport properties of
the fluid with temperature. These simplifications pave the way of obtaining sev-
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eral analytical solutions for a single sphere [28] for limited cases of low Re and
Pe = v∞d/α, where α is the thermal diffusivity of the fluid. Acrivos and Tay-
lor [28] used asymptotic expansions and the velocity profile of the Stokes solution
to find the following relation for the Nusselt number Nu = hd/k, where h is the
(convective and surface mean) heat transfer coefficient and k is the thermal con-
ductivity of the fluid (linked to the thermal diffusivity through k = αρcp, with cp
the specific heat capacity of the fluid), for the case of Pe −→ 0 and Re −→ 0 :
Nu = 2 +
1
2
Pe+
1
4
Pe2 log(Pe) + 0.034Pe2 +
1
16
Pe2 log(Pe) (3)
In practice, this solution is limited to Re . 0.03. Rimmer [29] added an extra
term to Eq.(3) from asymptotic expansions, and as far as we know this is the
last term that evolved from the matched asymptomatic expansions in the low Pe
and Re −→ 0 regime. Conversely, for Pe −→ ∞ and Re −→ 0, Acrivos and
Goddard [30] used the matched asymptotic expansions to arrive at the following
relation for Nu:
Nu = 0.922 + 1.249Pe
1
3 (4)
As for the case of drag, for higher Re we need to rely on semi-empirical rela-
tions to express the variation of Nu with the flow field parameters. Whitaker [31]
provided a correlation, which is still considered one of the most accurate available
in literature [32]:
Nu = 2 + (C4Re
a1 + C5Re
a2)Pra3 (5)
Where Pr = cpµ/k is the Prandtl number (note that Pe = RePr). The values of
a1, a2, and a3 are
1
2
, 2
3
, and 0.4, respectively. The Whitaker correlation is valid for
1 6 Re 6 105 and a wide range of Pr. The second, and third terms represent in-
ertial fluid effects, and their functional form is inspired by boundary layer theory.
Although the first term comes from the analytical solution for pure conduction
from a sphere, all exponents in Eq.(5) are obtained from empirical fitting.
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In summary, almost all correlations for drag and heat transfer found in lit-
erature are expressed as power law expansions, similar to Eqs. (2), (4) and (5).
Correlations with logarithmic terms, such as Eqs. (1) and (3), are extremely rare
and seem to have been largely overlooked.
In this paper we will use symbolic regression, which is a modern tool for un-
biased determination of correlations, to re-investigate known data on drag and
heat transfer. We will show that symbolic regression actually rediscovers the log-
arithmic terms, suggesting that logarithmic expansions may represent the physics
better than power law expansions. As a side result, we will show that there is an
intriguing connection between the found logarithmic terms and the point of first
boundary layer separation.
2 Methodology
In this paper, we will use the symbolic regression machine learning method pro-
posed by Koza [33]. Symbolic regression is a powerful tool for searching the math-
ematical space for an approximate functional relation between a certain number of
input and output variables, and it is based on genetic programming proposed by
Holland [34]. The framework of genetic programming is probabilistic, and is not
based on mathematical principles, such as correctness, consistency, justifiability,
certainty, orderliness, and decisiveness as outlined by Koza [33], but solely on the
principles of Darwinian evolution [35]. The idea of the genetic programming is sim-
ple, and it is based on transforming an initial population (in our case a population
of mathematical functions) to a new population that survived a particular fitness
constraint. The main operators that are used to create the new population are
similar to those found in nature, namely that of reproduction and crossover [33] .
The algorithm first generates a random pool of functions, that undergo genetic
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operations such as crossover, which corresponds to the combination of two func-
tions to give a new offspring function. Another operation is a mutation in which
a certain part of the mathematical function is changed randomly. Two indexes
measure the fitness of the newly obtained functions. The first index is minimizing
the mean square difference between the training and predicted dependent values.
The second index is to check the mathematical complexity of functions, and se-
lect the simplest ones, to prevent over-fitting. We used the Eureqa software [36]
as symbolic regression platform. A rigorous description of the symbolic regression
algorithm in use in the current investigation is given in [37].
3 Results
In the first subsection, we will explore the dependence of the drag coefficient CD
on Re for a fixed sphere. We will devote the second subsection to explore the
dependence of the Nusselt number Nu of a sphere on Re and Pe (or Pr) for the
case of forced convection with constant transport properties.
3.1 Drag coefficient CD
We will start by exploring the CD dependency on Re for the case of a sphere. We
will create three data sets for the regression process. The first one will be generated
from the correlation of Brown and Lawler [38] which has the functional shape of
Eq.(2). This data set contains about 8500 points in the range 0.1 < Re < 1.9×105,
which is enough to capture the smallest details in the CD variation. The second
data set that we will use is the exact experimental data that Brown and Lawler [38]
used themselves to derive their correlation. It contains about 450 points in the
range 0.1 < Re < 1.975 × 105 . The final data set is based on the Schilller and
Naumann [39] correlation, and contains of 5020 points in the range 0.1 < Re < 700.
We will start by examining the first data set, and we will let the symbolic
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regression algorithm guess about the functional form of the CD dependence on
Re. We can do this by specifying the most general initial functional form:
CD = f(Re) (6)
The algorithm derived several regression equations, but here we will show two,
one because it accurately fits the results, and the other because it is simple. The
equations are the following:
CD = a1 +
a2
Re
+ a3
√
Re+
a4√
Re
+
a5
(a6 +Re)
+ a7Re (7)
CD = a1 +
a2
Re
+
a3√
Re
(8)
The coefficients of Eq.(7), and Eq.(8) are listed in Table 1. The structure of Eq.(8)
contains the Stokes 1
Re
term, and the first-order term from boundary layer theory
1√
Re
. The first known dependency of CD on
1√
Re
came from the Blasius solu-
tion [40] of the boundary layer equations proposed by Prandtl [41] for the case
of a flat plate. The CD for blunt bodies, like a sphere, has a similar dependency
on Re [42, 43]. A similar form as Eq.(8) was obtained previously by fitting exper-
imental data [44, 45], and also by using concepts of boundary layer theory [43].
Refs [44,45] used non-linear fitting tools to obtain their correlations, which require
a a priori knowledge of the functional structure. A comparison between the the co-
efficients of Eq.(8), and those of Refs [43–45] is given in Table (2). The coefficients
of Eq.(8) have similar values to those of [44]. Compared to those of [45] there is
only significant difference in the value of a3. There is also a significant difference
between the coefficients of Eq.(8) and those of Abraham [43]. This may be due to
the pure theoretical nature of the equation proposed by Abraham.
It is important to note that both the Stokes term and the boundary layer term
have been found without using any sophisticated mathematical approach. On the
contrary, they have been found by a probabilistic genetic algorithm. The emer-
gence of the boundary layer term in Eqs. (7) and (8) without human intervention
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can be added to the experimental and numerical results that support boundary
layer theory even though there is no general mathematical proof of its existence,
as mentioned by Batchelor [46].
We will now try to explore the existence of logarithmic switchback terms for
the drag on a sphere for the higher Re regime. We will use for this the first data-set
(i.e. data from the Brown and Lawler [38] correlation). We will start by imposing
the following initial functional form:
CD = f(
24
Re
, log(Re), Re log(Re), log2(Re)) (9)
We choose this form of the initial function because we want to ensure that logarith-
mic switchback terms similar to Eq.(1) will be part of the initial soup of functions
that the symbolic algorithm will further evolve. The symbolic regression algorithm
converged to the following equation :
CD = a1 +
a2
Re
+ a3 log(Re) + a4 log
2(Re) + a5 log
4(Re) (10)
The values of the coefficients of Eq.(10) are listed in Table 3. Eq.(10) depends
on powers of log(Re) and also contains the Stokes law term. The form of Eq.(10) is
partially fulfilling the P&P conjecture [6] for Re as high as 2×105. Overall, Proud-
man and Pearson [6] made a profound statement more than 64 years ago using
only mathematical intuition, and they may have been right when they suspected
that logarithmic switchback terms are part of the solution. It may be difficult for
the current form of the genetic algorithm to spot the entire logarithmic switchback
series, because reducing the complexity of the equations is part of its optimization
process. Therefore, terms that do not play a significant role in the variation of the
dependent variable (CD) will die out during the evolution process. The failure of
detection of Ren logn(Re) terms, where n is an integer, after a significant number
of mathematical formula evaluations exceeding 1011, suggests that their signal is
weak (a metaphor for their insignificant role in the dependence of CD on Re). If
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we read more carefully the conjecture, we find that Proudman and Pearson [6]
used the following wording: “ It seems reasonable to suppose that both expansions
are in powers of Re”. They used the word ‘reasonable to suppose’, expressing
doubt, while for the log(Re) terms they used the word ‘must’ which reflects that
the authors were sure about their appearance in the two expansions. Adding to
that, Proudman [8] was frustrated about the poor convergence of his equation,
mainly because it is only valid for extremely low values of Re. He suggested that
the expansion in powers of Re may be a poor idea [8, 47].
In order to further validate the ecosystem of the equations that we obtained,
we will compare their predictions with various sources in the literature, as shown
in Figure 1. The first insight from Figure 1 is that Eq.(1) is valid only at low Re,
and this was one of the main reasons we believe that the scientific community did
not further explore the use of logarithmic terms, even as fitting functions. Eq.(7)
and Eq.(10) follow closely the correlation of Brown and Lawler [38], and also the
experimental data used to obtain the correlation of [38]. The average relative errors
between the predictions of Eq.(7), and Eq.(10) with respect to the experimental
results of [38] are 3.87% and 3.39%, respectively. We see that Eq.(8) follows closely
the results of [44,45], while it deviates from the predictions of Abraham [43] espe-
cially for values of Re above 103. This is expected because the equation provided by
Abraham [43] is valid for Re up to 103. Also, Eq.(8) and those of References [43–45]
cannot capture the local minimum for Re between 103 and 104 that the experi-
mental results of [38] show.
Comparing Eq.(7) and Eq.(10), we find that their complexity index is 34 and
19 respectively. The complexity index shows that the logarithmic series representa-
tion of CD is mathematically simpler compared to the power series representation,
making Eq.(10) more favourite to represent the physical phenomena of the CD
variation according to the Occam razor statements [48]. One of these statements
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is: “ Given two models with the same generalization error, the simpler one should
be preferred because simplicity is desirable in itself.”
Now we will use the second (experimental) data set, to explore the feasibility of
getting predictive equations for CD from a limited amount of noisy experimental
data. We will start by letting the algorithm guess the CD dependence:
CD = f(Re) (11)
The symbolic regression algorithm found the following equation:
CD = a1 +
a2
Re
+
a3√
Re
(12)
The coefficients of Eq.(12) are listed in Table 1. Using the second data set we next
explore if the data show any logarithmic dependence by imposing the following
initial set of functions:
CD = f(
24
Re
, log(Re), Re log(Re), log2(Re)) (13)
We got the following equation for CD:
CD = a1 +
a2
Re
+
a3 log
2(Re)
Re
+ a4 log(Re) + a5 log
2(Re) (14)
The values of the coefficients are listed in Table 3. Eq.(12) is of a similar form as
Eq.(8), but the coefficients are not identical, because the second data set contains
far less data, and also contains some noise. The derivation of Eq.(12) from pure
experimental data, without imposing knowledge of any physics, except the defi-
nition of Re, shows that the symbolic regression algorithm discovered the Stokes
formula, and the term attributed to boundary layer theory without any external
help. The algorithm needed less than an hour to discover what took human intel-
lect hundreds of years to achieve. However, the human factor is still required since
we have to select the equations that we think represent physical reality from the
population of equations that the algorithm suggests. Eq.(14) shows that we can
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get the logarithmic dependence from a pure experimental data set, and it partially
fulfils the P&P conjecture. Eq.(14) and Eq.(10) are quite similar. We believe that
Eq.(14) could not capture the log4(Re) term because this term influences CD in
the high Re regime where there are significant fluctuations in the experimental
data set. Probably if there were a higher volume of data, especially at higher
Re, the log4(Re) term could also be captured from pure experimental results. A
comparison of the performance of Eq.(12) and Eq.(14) against existing data in the
literature is shown in Figure. 2. The average relative error for Eq.(12) and Eq.(14)
is 13.7% and 12.0%, respectively, against the experimental results of [38]. Eq.(14)
shows a local minimum in the range of the Re close to that of the experimental
results of [38], while Eq.(12) fails to show any local minimum.
We will use the third and final data set from the Schiller and Naumann [39]
correlation which contains information about the variation of CD for Re ranging
from 0.1 to 700. We will use the following general initial functional form:
CD = f(Re) (15)
The symbolic regression algorithm found the following equation for CD:
CD = a1 +
a2
Re
+ a3 log(Re) + a4 log
2(Re) (16)
The coefficients of Eq.(16) are listed in Table 4. The genetic algorithm came
up with the logarithmic dependence of CD on Re without any external help, and
it discovered the P& P conjecture partially. The value of a1 = 3.1406, differs from
the value of pi by only about 0.03%. It will be very interesting in the future to
investigate the value of a1 from fitting very accurate numerical or experimental
data. Eq.(16) follows the Brown and Lawler correlation [38] up to Re of 103, as
shown in Figure 1. This behaviour is expected because the higher power logarith-
mic terms are missing from Eq.(16), since the training data is limited to Re up to
700.
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Up to this point we have discussed the drag without referring to the flow around
the sphere. The flow around a sphere is a rich mosaic of phenomena, and usually
drag correlations, fail to predict them. Among these phenomena is the emergence
of a laminar separation point, which is well known to occur for sufficiently blunt
objects including a sphere. The point of laminar separation is identified by the
formation of a closed recirculating ring eddy at the rear of the sphere. The first
emergence of separation is difficult to detect either experimentally or theoretically.
For this reason, there is some discrepancy in the reported critical Res, and corre-
sponding drag CDs, in the literature. The first experimental observations by Nisi
and Porter [49] suggested that Res = 10. This was confirmed by numerical simu-
lations of Rimon and Cheng [50]. On the other hand, Proudman and Pearson [6],
and Van Dyke [11], by using the Stokes second expansion, estimated that Res =
16, close to the numerical results of Bourot [51] and Jenson [52] of 15.2 and 17,
respectively, and the experiments of Payard and Countanceau [53] indicating Res
= 17. Other simulation results [54, 55] show that Res is equal to approximately
20, and the experiments of Taneda [56] predict that Res = 24.
If we inspect a1 of Eq.(10) in Table 3 we see that its value is 3.286, which
is quite similar to the value of CDs at the initial laminar separation reported
by [53], which is 3.306. If the constant a1 is the drag coefficient at initial laminar
separation, then the following transcendental equation must have a positive root
at the corresponding Reynolds number Res:
a2
Re
+ a3 log(Re) + a4 log
2(Re) + a5 log
4(Re) = 0 (17)
By solving Eq.(17) we found that Rert = 14.06 is its only root. That makes Rert
the only Re value that zeroes off all terms beyond the constant a1. This Rert
is close to values of Res reported in literature. For example, the relative error
with respect to the results of Bourot [51] and Chang and Maxey [55] is 8% and
30%, respectively. We conjecture that Rert is representing Res, even though we do
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not have any proof for this. We believe we are witnessing an instance where the
machine learning algorithm found a mathematical description of a physical phe-
nomenon, which needs human abilities to be interpreted in terms of physical laws.
Otherwise, it will be a good approximation, that can describe some of the physics
involved in the process of flow separation. As far as the authors are aware, there
is only one analytical prediction for the point of first flow separation, from slow
motion viscous theory [6, 57]. However, that result was disputed by the authors
of [6, 57], as we will show later. In practice, we depend on numerical simulations
to find the point of zero local shear stress, as described by boundary layer the-
ory [27]. However, Batchelor [46] raised serious doubts about estimating the onset
of separation by this method.
Beyond this point, we will assume that (the smallest, real) root Rert is equal
to Res. Using the same procedure to calculate Res, from Eq.(14) by solving the
following transcendental equation:
a2
Re
+
a3 log
2(Re)
Re
+ a4 log(Re) + a5 log
2(Re) = 0 (18)
we found the two following roots: Res = 15.76, and 9.52 × 107. The large root
value of 9.52 × 107, is a non-physical result, which we believe is caused by the
missing higher power log(Re) term from Eq.(14). However, Res = 15.76 compares
very well with the results of Bourot [51] and Chang and Maxey [55], with a relative
difference of 3.68% and 21.2%, respectively. If we do the same analysis for Eq.(16),
we will find that Res = 15.19, and 3.518 × 106. For the smallest root, the relative
difference with the results of Bourot [51] and Chang and Maxey [55] is 0.13%, and
24.0%, respectively.
We will next calculate Rert from the more popular power-law expressions
Eq.(7) and Eq.(8) in the same way. For Eq.(7) we find the following roots Rert1 =
−2461− 767i, Rert2 = −2461 + 767i, and Rert3 = 3× 105. The first two roots are
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non-physical, while the third root is the result of the divergence of Eq.(7) beyond
the value of Re = 2 × 105, which is the limit of the training data. We certainly
believe that Rert3 does not covey any physical significance. As for Eq.(8), it does
not have any roots, neither in the real nor in the complex domain.
Returning to the logarithmic ecosystem of equations, in their seminal works,
Proudman and Pearson [6] and Van Dyke [11] calculated the Res value to be 16
analytically from the first and second terms in the Stokes expansion. Proudman
and Pearson [6] made the following comment: “This Reynolds number is far too
large to make estimates based on only two terms of the Stokes expansion at all re-
liable. In fact, it cannot seriously be claimed that slow-motion theory gives even a
qualitative expansion of the phenomena.” However, Van Dyke [11] and Ranger [58]
tried to confirm the result of Proudman and Pearson [6], by using extra terms
in the Stokes expansion that contain the logarithmic terms from the results of
Proudman and Pearson [6] and those of Chester et al. [8]. They failed because the
Stokes expansion equation that includes the logarithmic terms has only complex
roots. Van Dyke [11] commented on this issue saying that “ the logarithm needs
reinterpretation.” In our work we now see that the values of Res from Eq.(10),
Eq.(14), and Eq.(16) are converging with different degree of accuracy toward a
value of approximately 16.
In summary, in this section we showed that the functional form of CD could
be represented by either powers or logarithmic functions of Re. However, the log-
arithmic representation conveys the physics in a different way than the power rep-
resentation, and illuminates new physical phenomena, which are beyond the reach
of current analytical, or empirical CD formulas. When appealing to mathematical
aesthetics, our results suggest that the drag coefficient of a sphere might be well de-
scribed by the form CD = pi+24/Re+f(logRe), with CD = pi at the first point of
separation, occurring at a Reynolds number Res given by 24/Res+f(logRes) = 0.
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Van Dyke [11] described the appearance of logarithms in the asymptotic expan-
sions as obscure, but it appears that these obscure entities can speak the language
of fluid dynamics much better than powers. A similar situation exists in the field of
turbulence, especially regarding channel flow, where there is an open debate in the
scientific community whether power or logarithmic expansions bests describe the
velocity at the wall in certain flow regimes [59]. Note that the logarithmic depen-
dence of the drag coefficient CD also exists for geometries different than a sphere
such as spherocylinders, and prolate spheroids, as shown by our previous work [37] .
3.2 Nusselt number Nu
In this section, we will explore the possibly logarithmic dependence of the Nusselt
number Nu on the Peclet number Pe, and Reynolds number Re. For this purpose
we will create a data set of 26,796 points from the Whitaker [31] correlation Eq.(5)
for Pr in the ranging from 0.74, to 7.0, and Re in the range of 10−1 to 104. We will
start with the simplest assumption by allowing the symbolic regression algorithm
to guess about the dependency of Nu on Re, Pr and/or Pe, through the following
initial function:
Nu = f(Re, Pr, Pe) (19)
The resulting Nu correlation is the following:
Nu = a1 + a2
√
Pe+ a3
√
Re
√
a4 + a5
√
Pe+ a6Pe+ a7Re (20)
The coefficients are listed in Table 5. Most of the equations that the algorithm
produces show that Nu is a function of Re and Pe, and excludes the dependence
on Pr. This is different from the source of our data (the Whitaker correlation
Eq.(5)), which explicitly depends on Pr and Re. Even when we used a substantial
amount of data, the algorithm failed to predict the exact structure of the Whitaker
correlation [31]. The recent investigation of Udrescu and Tegmark [60] showed,
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consistent with our results, that Eureqa failed to predict the exact functional struc-
ture of many functions included in the Feynman lectures [61]. They attributed this
failure due to the complexity of those functions, and the number of variables that
they contain.
Examining the properties of Eq.(20), we find that as Re −→ 0, Eq.(20) re-
duces to a1 + a2
√
Pe, which bears similarities with Eq.(4) for the Pe dependency,
because for both cases the power of Pe is less than one, and both equations show
that even at very low Re the convection affects the heat transfer rate. This type of
dependency did not exist in the Whitaker correlation Eq.(5), where for Re −→ 0
(outside the range of validity of the Whitaker correlation) Nu converges to a value
of 2.0, corresponding to pure conduction from a single sphere.
We will now examine the full dependence of Nu on the logarithms of Pe,
Re, and Pr. This structure of dependency is based on our previous knowledge of
the physics of the problem of forced convection over a sphere. We know that for
Re −→ 0 and Pe < 1, Nu depends on log(Pe) [28] (Eq.3), so there may exist an
intermediate Pe regime where logarithms will play a role as well, until we reach
a high Pe regime where Eq.(4) is dominant. For the high Re regime we already
showed that the drag coefficient CD is a function of logarithms of Re, so because
of the tight relation between flow and heat transfer [62] we expect that logarithms
of Re will play a role in the convective heat transfer process as well. The initial
function has the following form:
Nu = f(log(Pe), P e log(Pe), log2(Pe), log(Re), Re log(Re),
log2(Re), log(Pr), P r log(Pr), log2(Pr)) (21)
As initial guess we gave equal weight to all the independent variables functional
forms, to avoid any bias, toward any of the independent variables. The symbolic
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regression algorithm found the following two correlations:
Nu = a1 + a2 log
2(Re) log(Pe)Pea3 + a4Pe
a5 (22)
Nu = a1 + a2 log
2(Re) + a3Pe
a4 + a5 log
2(Re) log(Pe)Pea6 + a7 log(Pe) (23)
The second equation is more complex than the first. The coefficients of both
Eq.(22), and Eq.(23) are listed in Table 5. Both equations posess very interesting
features. We will start with Eq.(23), where the term a1+a3Pe
a4 resembles closely
the approximation of Eq.(4). The relative difference of the a1, a3 coefficients and
those of Eq.(4) is 15%, and 8%, respectively. The relative error is remarkably small,
if we take into account that the source of the data set is coming from an empirical
correlation that has an average predictive error of 30%.
We believe that the combination of the logarithmic dependence of Pe and
Re plays an essential role in the emergence of an asymptotic solution. It seems
there are very few possible ways to fit the data of [31] using logarithms of Pe
and Re and one of those few is using terms similar to Eq.(4). This also explains
why Eq.(20) failed to predict accurately the original source of the training data,
Eq.(4). Our findings show the essential role played by previous physical knowledge
of the problem in specific regimes, to help the machine learning algorithm to reach
a physically meaningful result.
The genetic algorithm predicted the asymptotic solution for the high Pe (Eq.4)
case, rather than for low Pe (Eq.3), probably because our training data is more
biased toward the high Pe regime. Since the lowest Re and Pr used are 0.1, and
0.7 respectively, the lowest Pe we used is 0.07, which lies at the boundary of the
high Pe regime. We could not use lower Pe because the Whitaker correlation [31]
is based on Re ranging between 3.5 and 7.6 × 104, and Pr ranging between 0.7
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and 380. Note that we did use the Whitaker correlation [31] also for lower Re,
0.1 < Re < 3.5, to generate our training data. We test its validity against the
experimental data of Will et al. [63] for the lowest Prandtl number that we used,
Pr =0.7, and for Re as low as 0.1, and we found that the Whitaker correlation [31]
follows closely the results of [63], as shown in Figure 3. An indication that the hy-
drodynamics in the highly inertial regime may be governed by logarithmic terms
of Re, is the the appearance of log2(Re) both in Eq.(22) and Eq.(23), similar to
the case of CD (see Eqs.(10),(14) and (16)). Also, the log
2(Re) terms for both
Nu and CD share the same sign, and their pre-factors are of the same order of
magnitude.
We compare the performance of our predictor equations for different Pr, and
Re numbers, in Figure 3. We select four cases, two of them lie within the training
data set (Pr = 0.7 and 7.0) that we supplied to the algorithm. The other two
test cases (Pr =50 and 300) lie outside the training data set to test the extrap-
olation capabilities of our predictor equations. For Pr = 0.7, Eqs (20), (22) and
(23) perfectly follow the Whitaker [31] correlation and the experimental results
of Will et al. [63]. At high Re they also follow the numerical results of Feng and
Michaelides [64]. As expected, our ecosystem of equations do not follow the asymp-
totic solution of Acrivos and Goddard [30] since their solution is only valid in the
low Re and high Pe regime. For the case of Pr= 7.0, our ecosystem of equations
predicts the evolution of Nu with great accuracy. For the cases of Pr = 50, and
300, Eqs.(22) and (23) predict with great accuracy the results of the Whitaker [31]
correlation, except in a very narrow region at low Re. The conditions in this low
Re, but at the same time high Pr regime are applicable to the asymptotic solu-
tion of Acrivos and Goddard [30]. This why the whole ecosystem of our equations
deviate from the results of the Whitaker [31] correlation, and follow by different
degrees of accuracy the asymptotic solution of Acrivos and Goddard [30], Eq.(4).
All of our equations are functions of Pe and Re. However, for low Re the Nu cor-
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relations switch to a dependency on Pe only, which is consistent with the physics
of Eq.(3) and (4).
The above shows that symbolic regression can find an asymptotic solution
by using previous physical knowledge, rather than depending completely on the
training data set. Feeding machine learning algorithms previous physical knowledge
for the problem that they try to optimize, increases substantially the probability
of better extrapolation predictions. For further discussion on how to implement
previous knowledge into symbolic regression, the readers is referred to our recent
publication [37].
4 Conclusions
In this investigation, we explored the possibility of a logarithmic dependence of
the drag coefficient CD, and Nusselt number Nu on the Reynolds number Re and
Peclet number Pe, inspired by the asymptotic solutions for the creeping flow condi-
tions. We used a symbolic regression machine learning algorithm, and our training
data are based on experiments, and data from well-known empirical correlations
available in the literature. We can make the following conclusions :
• The drag coefficient CD can be expressed as a function of powers in log(Re)
partially fulfilling the Proudman and Pearson [6] conjecture P&P.
• If an expansion in terms of log(Re) is made for the drag coefficient CD, the
value of the Re at which all the Re dependent terms go to zero is closely
resembling Re at the first emergence of value of the laminar separation, as
predicted analytically by Proudman and Pearson [6].
• The logarithmic dependence of CD on Re is found independently, without
any prior knowledge, by the symbolic regression algorithm.
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• The Nusselt number of a single sphere depends on logarithms of Re, Pe, as
well as powers of Pe.
• If logarithmic functions of Re and Pe are used as initial functions for the
symbolic regression algorithm, the algorithm produces with high accuracy
the asymptotic solution derived by Acrivos and Goddard [30] from the
matched asymptotic method, at low Re, and high Pe regime. Interestingly,
the training data that we used does not follow the asymptotic solution of
Acrivos and Goddard [30].
The bigger picture of our results shows that if one day we manage to solve in
a closed form the Navier-Stokes equations, combined with the heat equation
around a sphere, the most probable outcome is to find logarithms rather
than powers in the solution. We admit that our method cannot give answers
as rigid as mathematical proofs, but only probable answers.
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Coefficients Eq.(7) Eq.(8) Eq.(12)
a1 0.251 0.412 0.505
a2 23.620 23.311 23.224
a3 0.001 4.119 2.762
a4 3.255 - -
a5 49.291 - -
a6 97.537 - -
a7 -2.709×10−6 - -
Table 1: Coefficients for Eq.(7) Eq.(8), and Eq.(12)
Coefficients Ref [44] Ref [45] Ref [43]
a1 2.9% -1.94% 29.01%%
a2 -2.95% -2.95% -2.87%
a3 2.88% 27.16% -28.40%
Table 2: Relative difference in the values of coefficients of Eq.(8) to that of
Brauer and Mewes [44], Holzer and Sommerfeld [45], and Abraham [43].
Coefficients Eq.(10) Eq.(14)
a1 3.286 3.272
a2 24.205 23.26
a3 -0.818 0.112
a4 0.064 -0.652
a5 -0.000107 0.035
Table 3: Coefficients for Eq.(10) and Eq.(14)
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Coefficients Eq.(16)
a1 3.140
a2 24.270
a3 -0.716
a4 0.047
Table 4: Coefficients for Eq.(16)
Coefficients Eq.(20) Eq.(22) Eq.(23)
a1 2.0 1.582 1.063
a2 0.343 0.003 0.0067
a3 0.0454 0.326 1.351
a4 9.341 1.0 0.299
a5 1.0 0.322 0.0028
a6 −7.0× 10−5 - 0.332
a7 -0.00131 - -0.128
Table 5: Coefficients for Eq.(20), Eq.(22), and Eq.(23)
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Figure 1: Comparison between the drag coefficient CD predicted by Eq.(7),
Eq.(8), Eq.(10), Eq.(18)and, different sources from the literature. Dashed
lines indicate literature correlations. Symbols indicate experimental values.
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Figure 2: Comparison between drag coefficient CD predicted by Eq.(12)
Eq.(14), and different sources from the literature. Dashed lines indicate lit-
erature correlations. Symbols indicate experimental values.
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Figure 3: Comparison between the results of different predictor equations for
the Nusselt number Nu with those from literature for four different Prandtl
numbers Pr.
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