A new method for obtaining diabatic electronic states of a molecular system in a condensed environment is proposed and evaluated. This technique, which we denote as Edmiston-Ruedenberg (ER)-ε diabatization, forms diabatic states as a linear combination of adiabatic states by minimizing an approximation to the total coupling between states in a medium with temperature T and with a characteristic Pekar factor C. ER-ε diabatization represents an improvement upon previous localized diabatization methods for two reasons: first, it is sensitive to the energy separation between adiabatic states, thus accounting for fluctuations in energy and effectively preventing over-mixing. Second, it responds to the strength of system-solvent interactions via parameters for the dielectric constant and temperature of the medium, which is physically reasonable. Here, we apply the ER-ε technique to both intramolecular and intermolecular excitation energy transfer systems. We find that ER-ε diabatic states satisfy three important properties: (1) they have small derivative couplings everywhere; (2) they have small diabatic couplings at avoided crossings, and (3) they have negligible diabatic couplings everywhere else. As such, ER-ε states are good candidates for so-called "optimal diabatic states."
I. INTRODUCTION
Conventional electronic structure calculations generate orthonormal adiabatic states, where the electronic charge and excitation is usually delocalized at an avoided crossing. Within the construct of time-dependent quantum mechanics, however, a more interesting question is: what are the initial and final electronic states of a physical system undergoing electron transfer (ET) or excitation energy transfer (EET)? These electronic states are usually denoted diabatic states (in contrast with the "historical" definition of diabatic states as those with minimal derivative couplings [1] [2] [3] , and for these states, electronic charge or excitation is necessarily localized, even at an avoided crossing. In principle, diabatic states should be stationary with respect to perturbations from nuclear motion (Born-Oppenheimer coupling) or, as we have argued, 4, 5 to fluctuations in solvent structure. Methods that construct such diabatic states do so by (i) imposing constraints on wavefunctions [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] or density, 18 such as constrained density functional theory, [19] [20] [21] [22] [23] or (ii) rotating a basis of adiabatic states, either to diagonalize an observable, [24] [25] [26] [27] [28] a technique most notably used in the generalized Mulliken-Hush method developed by Cave and Newton, 29, 30 or more generally, to optimize some diabatization function. 4, 5, 31, 32 Now, supposing we can generate a set of reasonable diabatic states, we can imagine two different uses for such an electronic basis. First, one might use such states in the context of Marcus theory to model ET 4, 6-10, 12-14, 18-24, 29-34 or EET 4, 5, 25-28, 35, 36 according to the golden rule perturbation theory. This scenario only makes sense if (i) the electronic coupling is small; (ii) the electronic coupling does not dea) Electronic mail: alguire@sas.upenn.edu. b) Electronic mail: subotnik@sas.upenn.edu. pend on nuclear constraints (in accordance with the Condon approximation), which effectively restricts the usefulness of such couplings to rigid molecules (for example, see Ref. 5) ; (iii) the derivative couplings between such diabatic states must be mostly negligible. In this context and the activated crossing limit, diabatic potential energy surfaces (PESs) are unnecessary; one needs only an approximate value for the electronic coupling (H IF ) for the Marcus rate of ET, 35, 36 
in which the indices I and F refer to the initial and final electronic states of the system, λ is the solvent reorganization energy, and G • is the change in free energy between the fully relaxed initial and final states.
Of course, there is a second scenario wherein one needs diabatic potential energy surfaces in addition to the diabatic and derivative couplings, all as a function of nuclear coordinates ζ . Namely, if one of the three conditions above is not satisfied, and thus one cannot simply apply Marcus theory. In this case, one must run some version of nonadiabatic dynamics for a more comprehensive picture of ET/EET. 37 To do so, a good first step is to develop optimal smooth diabatic PESs, which should have small diabatic and derivative couplings, along the lines of Michael Herman's suggestion. 38, 39 To that end, in this paper we propose to generate such diabatic states using an implicit solvent (with Pekar factor C) to model environmental effects that are absent in our electronic structure calculations. Certainly solvent can play a role in understanding diabatic states. 40 In fact, a strong motivation for this paper is the recent work of Yeganeh and Van Voorhis, 41 who incorporated temperature and system-solvent coupling parameters into a new method for evaluating diabatic states for a model spin-boson Hamiltonian. In this paper, we report a new localized diabatization method that is both sensitive to environmental conditions and which produces diabatic states for arbitrary systems, in a sense extending the approach used in Ref. 41 . All of this is done within the framework of conventional electronic structure calculations. Armed with such a new tool, we will explore whether one should expect diabatic states with localized electronic charge, excitation, or couplings, and the subsequent consequences for predicted ET/EET rates.
II. NOTATION
The uppercase letters {I, J, K, L} index adiabatic electronic states, while A will be used to index diabatic electronic states. The lowercase letters {i, a, p, q, r, s} index molecular orbitals, with i and a indexing occupied and virtual orbitals, respectively. An uppercase italic E denotes a diagonal element of the Hamiltonian H. Electronic states are denoted , and diabatic states in particular are denoted . All other terms are explained as they arise.
III. THEORY AND METHODOLOGY
In order to generate our optimal diabatic states, we use some variation of localized diabatization: a basis of N adiabatic electronic states is mixed together via an adiabatic-todiabatic rotation matrix U, such that
This rotation matrix is chosen by optimizing some diabatization function f (U). Because N is generally small, the computational cost of any such procedure is minimal compared to that of the electronic structure technique used to generate the adiabatic basis. Previously, our research group has explored Edmiston-Ruedenberg (ER) diabatization 4 as a means to create localized electronic states for golden rule ET/EET rates. In principle, ER diabatic states are derived by including electrostatic interactions from a homogeneous linear dielectric solvent. The relevant diabatization function, f ER (Eq. (3)), accounts for system-solvent interactions by summing the solvation energies of the diabatic states (up to a constant).
In f ER , the diabatic self-interaction term R AAAA can be obtained from the adiabatic self-interaction tensor via the transformation
and the density operatorρ is defined
where r i is the position operator for the ith electron. Although ER localization has many advantages, there are two drawbacks to the procedure: (i) ER diabatization does not take the energy difference between states into account, and will therefore mix states together even when such states are separated by a large energy gap, provided there is enough gain in solvation energy. In other words, ER diabatization "overmixes" adiabatic states because it ignores the off-diagonal fluctuations in the electronic Hamiltonian. Consequently, diabatic states constructed by maximizing f ER can strongly depend on the choice of adiabatic basis (in particular, the number of adiabatic states), which is not optimal. (ii) The localization function f ER is independent of temperature or any kind of solvent parameter, and therefore is insensitive to environmental conditions, which is not always realistic. The original justification for ER 4 was based on a strong polar solvent, which limits the generality of the algorithm.
To correct these deficiencies and ideally generate optimal PESs for surface hopping, we propose a new localization function, f ER−ε (Eq. (7)). This function uses the same approximation of a linear dielectric solvent as f ER , but now mediates its effect on the system through the inclusion of diabatic state energies in addition to the temperature and polarity of the medium. We define f ER−ε as
where the diabatic state energies can be obtained from the adiabatic Hamiltonian via the transformation
where
(see also the Appendix), and where C is the Pekar factor,
with ε e and ε s the high-frequency and static dielectric permittivities of the environment, respectively. The Pekar factor was chosen as a coefficient to this term so that only the permanent dipole contributions are taken into account when calculating the system-bath interaction energy. Although the electronic contributions from the solvent are important, these cannot be adequately accounted for without treating the solvent at a much higher level of theory. 42 Consequently, this method assumes that the solvent is only able to reorient slowly with respect to the system, allowing nuclei to be treated classically. Both this system-solvent interaction term and the electronic state energy are incorporated into the ER-ε function (Eq. (7)) in such a way that maximizing f ER−ε is approximately analogous to minimizing the Helmholtz free energy A (Eq. (10)) for an electronic Hamiltonian perturbed by solvent interactions, with H = H el + H system-bath .
The new ER-ε function addresses the shortcomings of ER diabatization in two ways. First, by including state energies in the expression for f ER−ε , this method discourages mixing between states that have different energies, i.e., where the energy difference between adiabatic states is larger than any possible gain in solvation energy. Second, this function introduces parameters for temperature and solvent polarity, which can account for the different degrees of localization resulting from changing the solvent environment.
Furthermore, f ER−ε behaves appropriately in the required limiting cases. For example, in the high temperature limit, the function becomes
Because the trace of the Hamiltonian is invariant under unitary transformation, maximizing f ER−ε becomes equivalent to maximizing f ER . Thus, f ER−ε recovers the expected behavior in the high temperature limit, i.e., the localization of charge or excitation density in response to rapid nuclear motion, and subsequent electronic decoherence (in the localized basis). [43] [44] [45] Conversely, at lower temperatures nuclei become effectively frozen, therefore allowing electronic tunneling to dominate, resulting in delocalized excitations 44, 45 and coherent oscillations between diabatic electronic states. 43 As a result, there is a well-known transition between band and hopping descriptions of electron transfer as a function of increasing temperature. 44, 45 Similarly, in the case of a very small Pekar factor (which is equivalent to removing the solvent), the ER-ε function becomes
Maximizing this expression is equivalent to diagonalizing the Hamiltonian, therefore recovering adiabatic states in a vacuum. By increasing C, the system-solvent interaction term can be "turned on," thus continuously increasing the amount of state localization. The strength of the ER-ε approach is that by altering these parameters, we can walk between maximally localized and delocalized electronic states as a function of solvent polarity (C) and temperature (T).
IV. RESULTS
We have modified the Q-CHEM 3.2 package 46 to implement ER-ε diabatization, and tested the procedure on both intramolecular and intermolecular model systems. All excited state calculations were performed using standard configuration interaction singles (CIS) with a 6-31G* basis. ER-ε states are computed assuming benzene solvent (C = 0.5 [47] [48] [49] ) at room temperature (T = 298 K) unless otherwise specified. All visualizations were generated using Visual Molecular Dynamics (VMD).
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A. Multi-state mixing and total coupling minimization As discussed in Sec. III, according to many modern diabatization algorithms, diabatic states are constructed without reference to the energy differences between adiabatic states, thereby generating over-mixed diabatic states, which must be remedied by the block diagonalization of charge centers after mixing. 29, 30, 32 The ER-ε diabatization function was designed in part to remedy such unphysical behavior. In order to evaluate the new function's tendency to over-mix, we will compare ER-ε with ER diabatic states along an EET reaction coordinate using a large (N = 7) adiabatic basis, including states separated by both large and small energy gaps. In particular, we have modeled the lowest-energy triplet states of the system identified as C-1,4ee by Closs et al. in Ref. 51 : a donor-bridge-acceptor (DBA) molecule in which the donor and acceptor are joined to a cyclohexane bridge at 1,4 equatorial positions (Fig. 1) . In Ref. 51 , the donor is a 4-benzophenoneyl group, and the acceptor is a 2-naphthyl group, but in the current work we substitute 4-benzaldehydeyl as the donor for simplicity (as in Ref. 5) . The surfaces and diabatic couplings are calculated over a set of nuclear geometries interpolated linearly between optimized A*D and AD* minimum-energy configurations of the T 1 state.
The diabatic state energies for the DBA system are presented in Fig. 2 . Although ER has been shown to perform well on this system with a smaller (N = 2) adiabatic basis, 5 it clearly fails if a larger basis is employed. Of particular concern is the over-mixing of T 1 and T 2 with higher-energy states, as these states are energetically well-separated from the remainder of the basis set. Admittedly, this over-mixing is not entirely unexpected, as the ER diabatization function does not take state energies into account, as discussed in Sec. III. Nevertheless, the ER-ε states do not appear to be over-mixed (Fig. 2(c) ). Although there is mixing among the closely-spaced, high-energy states (T 4 -T 7 ), the energies of T 1 and T 2 are virtually identical to that of their adiabatic counterparts, indicating minimal mixing between these states and higher-energy states. However, it is clear that mixing does occur between states T 1 and T 2 in this basis, as evidenced by the diabatic couplings shown in Fig. 3 . This result suggests that given enough adiabatic states (with high enough energy), one can construct meaningful diabatic FIG. 2 . PES of the seven lowest-energy triplet states of C-1,4ee in three bases: (a) the adiabatic basis, (b) the ER diabatic basis, and (c) the ER-ε diabatic basis. The reaction coordinate ζ denotes a linear interpolation between two geometries: ζ = 0 corresponds to the optimized A*D geometry, and ζ = 1 corresponds to the optimized AD* geometry. While the two lowest-energy ER diabatic states are clearly over-mixed with higher-energy states, this is not a problem for ER-ε diabatic states.
states without having to cherry-pick an adiabatic subspace or manually block-diagonalize after diabatization. 32 Another way to determine the effect of basis set size on diabatic states is to calculate the diabatic coupling between states, as shown in in Fig. 3 . The first thing to note is that whether we include two or seven states in the adiabatic basis, ER-ε yields nearly the same diabatic couplings between states T 1 and T 2 , providing further corroboration that this method is resistant to over-mixing. The second salient feature of Fig. 3 is the ζ -dependence of the diabatic couplings. On the one hand, the ER diabatic coupling is essentially constant with respect to the reaction coordinate, suggesting the Condon approximation should hold, and ER diabatic states can be used in the context of Marcus theory. 35, 36 On the other hand, the ER-ε diabatic coupling is maximized close to the avoided crossing and is small elsewhere. While the latter behavior does not take full advantage of the Condon approximation, these data suggest a reason why diabatic states from ER-ε may be useful for FIG. 3 . Diabatic coupling between the two lowest-energy triplet states of C-1,4ee: the reaction coordinate ζ denotes a linear interpolation between two geometries; ζ = 0 corresponds to the optimized A*D geometry, and ζ = 1 corresponds to the optimized AD* geometry. The diabatic coupling calculated by ER localization is nearly constant over the reaction coordinate, while that produced by ER-ε peaks at ζ = 0.85, close to the avoided crossing at ζ = 0.887. Notice also that the two ER-ε couplings are very similar, despite having been generated from adiabatic bases of different size, indicating that ER-ε localization is not prone to over-mixing. semiclassical dynamics: both the derivative and the diabatic couplings for the ER-ε diabatic states should be negligible outside a small volume of configuration space, thus simplifying and localizing certain kinds of dynamics calculations. For example, such states were originally suggested 38, 39 to be optimal for surface-hopping 52 calculations. We wonder if these "optimal diabatic states" might also be helpful in the context of multiple spawning. [53] [54] [55] [56] Although an analytical method for calculating the derivative coupling between localized diabatic CIS states is not yet available, an estimate of this quantity may be obtained via finite difference approximation,
where | I and | J are CIS states that are functions of an arbitrary reaction coordinate ζ . In the present work, changes in molecular orbitals are neglected in calculating cross-state overlap, so that CIS states can be expressed
In this approximation, overlaps are determined solely by CIS amplitudes t, so that
The approximate magnitudes of the derivative couplings with respect to movement along the triplet-triplet energy transfer reaction coordinate are shown in Figs. 4 and 5 . While the adiabatic derivative coupling becomes large near the avoided crossing (ζ = 0.887), the derivative couplings in both diabatic bases remain small across all geometries explored. In the ER basis, derivative couplings are reliably small, peaking at 0.05 a −1 0 . While the derivative coupling in the ER-ε is often larger than that in the ER basis, it does not suffer from the enormous couplings present near the avoided crossing in the adiabatic basis. This behavior results from the penalties incurred in f ER-ε when adiabatic state energies differ by too great an amount: mixing is discouraged everywhere , FIG. 4 . Magnitude of the approximate derivative coupling between the two lowest-energy triplet states of C-1,4ee: the reaction coordinate ζ denotes a linear interpolation between two geometries; ζ = 0 corresponds to the optimized A*D geometry, and ζ = 1 corresponds to the optimized AD* geometry. Derivative couplings in three bases are represented: the adiabatic basis, the ER diabatic basis, and the ER-ε diabatic basis. In the adiabatic basis, the derivative coupling becomes large close to the avoided crossing at ζ = 0.887, as expected, reaching values as large as 750 aa 0 . Close to the avoided crossing, however, this is not the case, and the enormous couplings present in the adiabatic basis are eliminated. The apparent "kink" in the ER-ε derivative coupling is in fact a sign change (see Fig. 5 ).
but near the avoided crossing. Although this property of f ER-ε results in generally larger derivative couplings than in the ER basis, the very large derivative couplings in the adiabatic basis are nonetheless avoided, and this is achieved without accumulating a consistently large diabatic coupling (see Fig. 3 ). As our goal is to minimize the total couplings between states (both diabatic and derivative), this is a promising initial result. FIG. 5 . Approximate derivative coupling between the two lowest-energy triplet states of C-1,4ee: the reaction coordinate ζ denotes a linear interpolation between two geometries; ζ = 0 corresponds to the optimized A*D geometry, and ζ = 1 corresponds to the optimized AD* geometry. Derivative couplings in three bases are represented: the adiabatic basis, the ER diabatic basis, and the ER-ε diabatic basis. The derivative coupling values presented here are identical to those presented in Fig. 4 , with the exception that sign information has been included in this figure. The "kink" in the ER-ε derivative coupling near the avoided crossing in Fig. 4 is in fact a change of sign, as shown here.
B. Localization phase diagrams
Because ER-ε includes measurable solvation parameters, it is essential that the behavior of the function responds to these parameters in a realistic way. In order to investigate the influence of these parameters on ER-ε diabatic states, we have calculated the magnitude of mixing as a function of T and C. For simplicity, a two state adiabatic basis was used, and therefore the mixing information from the rotation matrix
can be condensed into a single mixing angle θ . In our model system, as must be true, the electronic excitation density is completely delocalized in the adiabatic basis at the crossing point, so any subsequent mixing between these states can only serve to localize the excitation density.
To evaluate the effects of external environment and solvation parameters on state localization, we chose as our model system the two lowest-energy excited singlet states of two adjacent benzene molecules. For our calculations, the two rings are oriented in a clamshell configuration, rotated 7π 16 radians with respect to one another, and are separated at their closest point by 2.54 Å. Our results are summarized in Fig. 6 . We see a dramatic shift from fully delocalized (θ = 0) to fully localized (θ = π 4 ) as C and T are increased beyond a certain threshold. To illustrate this effect, we have included attachment/detachment densities of the bimolecular system at three points on the phase diagram (Fig. 7) . These results correspond nicely with our intuitive understanding of electronic behavior in a condensed environment: higher temperatures reflect rapid solvent motion, which encourages the electronic states to localize. 44, 45 As discussed previously, f ER−ε enforces maximal localization in the high-temperature limit (Eq. (11)). However, no localization was observed in this system for small Pekar factor (C 0.4) below 400 K. It is clear that the localization effects of temperature can be strongly mediated by the polarity of the solvent.
As shown above, the degree of localization determined by f ER−ε responds in an appropriate way to changes in T and C, and our method allows a very rough qualitative prediction of electronic properties of bichromophores in solution. To test our predictions, it would be interesting to see an experimental evaluation of state localization as a function of solvent and temperature, perhaps via time-dependent fluorescence anisotropy measurements. Choosing an appropriate model system would be a key to the success of such an endeavor; in our model of localized diabatization, we account for nuclear motion only through a dielectric parameter, never explicitly, so systems with strong intramolecular vibronic coupling likely cannot be represented accurately by the electronic structure at only one nuclear geometry (the crossing point); instead, some nuclear dynamics calculations are probably necessary.
V. CONCLUSIONS AND FUTURE DIRECTIONS
We have introduced the ER-ε localization function as a simple, low-cost method for obtaining diabatic states of molecules in a condensed environment. Not only is this method more realistically independent of adiabatic basis than previous methods (Sec. IV A), but it also makes qualitative predictions about state localization as a function of the dielectric constant and solvent temperature (Sec. IV B).
As previously mentioned, a principle application of this method is to generate potential energy surfaces for semiclassical surface hopping calculations. Our preliminary results strongly support the proposition that ER-ε diabatic states offer a decent approximation to the optimal diabatic basis in which total coupling (diabatic and derivative) between electronic surfaces is minimized. However, we have only determined the couplings along a single reaction coordinate; a more thorough exploration of configuration space is needed to confirm that the couplings between surfaces in the ER-ε basis are consistently small over the all accessible geometries.
In order to efficiently accomplish this goal, an analytic evaluation of the derivative couplings of ER-ε states is necessary. As such, we will soon derive and implement such an algorithm. In the end, if the ER-ε basis succeeds in minimizing interstate coupling, it may prove to be a valuable tool in performing tractable surface-hopping calculations and pushing the limits of nonadiabatic dynamics simulations. As a side note, ER-ε orbitals could be interesting as well, in the context of local correlation theory, as such valence orbitals may have sparse electron-electron correlations.
