The main aim of this study is to develop a flow prediction method, based on the adaptive neural-based fuzzy inference system (ANFIS) coupled with stochastic hydrological models. An ANFIS methodology is applied to river flow prediction in Dim Stream in the southern part of Turkey. Application is given for hydrological time series modelling. Synthetic series, generated through autoregressinve moving-average (ARMA) models, are then used for training data sets of the ANFIS. It is seen that the extension of input and output data sets in the training stage improves the accuracy of forecasting by using ANFIS.
INTRODUCTION
In the planning of water structures, predictions based on past records are necessary for the assessment of design criteria. The identification of suitable generation models for future streamflows is an important precondition for successful planning and management of water resources. In particular, missing data filling or extension of available data can be achieved through synthetic streamflow generation procedures. Such simulation studies help to predict likely replicates of possible streamflows for the design hydrologist.
Recently, the dominance of deterministic models in hydrology has gradually weakened, because a number of factors affect the constitution of hydrological events. The random nature of hydrological variables needs to be studied. Hipel (1985) showed that, in some cases, a simple stochastic approach may give better results than a more complex deterministic model. Where available observation records are insufficient, generating synthetic flow series can help a designer carry out the analysis. Stochastic models, which reproduce the essential properties of the real process, are generally used for the generation of synthetic series and the prediction of future flows. Evaluating a large number of alternatives is necessary to reduce risk. For instance, Sert (1991) generated synthetic streamflows in order to obtain input for a simulation model aimed at operating the Keban-Karakaya-Atatürk Reservoir system and investigated risks resulting from the stochastic character of hydrological events. Generated series should conserve the statistical characteristic of the historical series, such as the mean, standard deviation, skewness and autocorrelation coefficient. In this study, an autoregressive (AR) model is used for stochastic modelling of streamflow prediction.
More recently, neuro-fuzzy systems have gained increasing attention. They are a composition of artificial neural networks (ANN) and fuzzy logic (FL) approaches. Artificial neural networks reconstruct links between input-output pairs for the system being modelled. The ANNs have to be trained in order to generate the desired output. Artificial neural networks have been shown to give useful results in many fields of hydrology and water resources research (Chen et al., 2006 , Tingsanchali & Gautam, 2000 . Fuzzy logic and fuzzy set theory, founded by Zadeh (1965) , are used to identify the characteristics of decision making through a set of logical rules. Sugeno & Yasukawa (1993) have developed a fuzzy logic-based approach to qualitative modelling and have proposed the use of a fuzzy clustering method for the structure identification of models. Fuzzy logic approaches have been applied in the estimation of water resources for more than ten years Şen, 1998; Stuber et al., 2000; See & Openshaw, 2000; Hundecha et al., 2001; Xiong et al., 2001) . Recently, neuro-fuzzy systems have been introduced in hydrology; taking the advantage of both FL and ANNs, i.e. benefiting from the training ability of the ANN and the fuzzy IF-THEN rule generation and parameter optimization.
The adaptive neural-based fuzzy inference system (ANFIS) model and its principles proposed by Jang (1992) have been applied to study many problems. The model identifies a set of parameters through a hybrid learning rule combining the backpropagation gradient descent and a least squares method. It can be used as a basis for constructing a set of fuzzy IF-THEN rules with appropriate membership functions in order to generate the previously stipulated input-output pairs. Some researchers have applied ANFIS in hydrological modelling. Chang & Chang (2001) studied the intelligent control of a real-time reservoir operation model and found that, given sufficient information to construct the fuzzy rules, the ANFIS helps to ensure more efficient reservoir operation than the classical models based on rule curve.
The main purpose of this paper is to develop an ANFIS methodology to estimate flows collectively for a longer period (several months) without any restrictive assumptions, by considering all factors affecting the flow simultaneously. Flow records cover the data set inputs and outputs that had been measured over a very long period of time. The ANFIS model is developed in two parts: in the first part, it is trained using only historical data, whereas in the second, it is trained using data extended with synthetic flow series generated by an auto regressive [AR(2)] model.
ARMA MODELLING
Time series analysis and autoregressive moving-average (ARMA) models are used in many disciplines. Time series of hydrological records are influenced by underlying causal processes. There is a fundamental distinction between the terms "process" and "realization": the actual values in an observed time series are the realization of some underlying process that generated those values. The underlying process is referred to as the stochastic or probabilistic generating process. In time series analysis, the relation-ship between the observed sample values (realization) and the underlying stochastic process is analogous to the relationship between the sample and the population in statistical hypothesis testing. A time series, then, is a sample from the underlying stochastic process that generated the series.
The purpose of the time series analysis is to identify a model of an ARMA process by realization of a process. The procedures used to build models are broadly referred to as the Box-Jenkins methodology, which is an empirically driven approach consisting of identifying, estimating, diagnosing and forecasting time series (Box & Jenkins, 1970; Box et al., 1994) . Since modelling is the process of predicting and identifying time series, systematically, the purpose of the ARMA analysis is to produce a model that accurately represents the past and future patterns of a time series.
The time series used in hydrological studies are annual, seasonal, monthly or weekly. For annual time series, the pattern is as follows:
where t is the time (years), X is a variable of interest; and ε t is a residual part. The pattern can be random, seasonal, trend-type, periodic, etc., or a combination of these components (DeLurgio, 1998) . The series with intervals shorter than one year (such as a month, a week, or a day) are called periodic. In such series, statistical characteristics vary within the same year. In such cases, the time interval must be considered in the presentation of time. While time interval is shown as τ, the year is shown as v. Thus the variables in equation (1) change to X v,τ and ε v,τ .
The process of ARMA modelling includes the following steps which are common to all empirical modelling approaches: model identification, parameter estimation, model validation, forecasting and forecast verification.
Periodic historical series are tested for normality by using either a skewness coefficient or the χ 2 test. If a series is not normal, it can be normalized using an appropriate transformation function. When the periodic mean values μ τ and the periodic standard deviations s τ of periodic series are determined, the series can be normalized into a standard form and, hence, the periodic component is removed. The autocorrelation function (ACF) and partial autocorrelation function (PACF) are calculated to determine the model order.
The autoregressive parameter, φ j , is computed for the selected model and the stationarity and variance of the residuals are determined.
Residuals, e t , are computed by using historical records. The Portmanteau (LjungBox statistic) test is used to determine whether or not the autocorrelations of residuals are statistically significantly different compared to those expected from white noise (DeLurgio, 1998) . After this point, it is checked whether or not the residuals fit a normal distribution, using a skewness coefficient or normal distribution chart. However, it is possible to relax the assumption about normal distribution (Salas et al., 1980) . For selecting a model that trades off model complexity and the error in fitting so as to achieve the most accurate out-of-sample forecast, the Akaike information criterion (AIC) is used to investigate the appropriateness of the order of the selected model. The best fitting model that has the lowest AIC value and ACF of historical series should be suitable.
The synthetic series are generated and the statistical characteristics-mean, standard deviation and ACF-of these series are compared with those of the historical series. Standard normal random numbers are easily obtained from uniform random numbers generated by computer. These numbers are substituted into the following equation:
where φ 1 , ..., φ p are autoregressive parameters of the model; Z t-p is the flow of p years ago; σ ε is the variance of the residuals, and ξ t are the standard normal random numbers. In this equation, it is assumed that Z 0 , Z -1, …, Z -p+1 take zero values. In the same way, ξ 2 is generated and Z 2 is determined by using Z 1 calculated in the previous step. Again Z 0 , Z -1, …, Z -p+1 are assumed to take zero values. This process is continued until 
where Y t is the term obtained from the transformation function. By using the inverted transformation function, the original X t value is calculated. Thus, for each generated synthetic series, means, standard deviations and ACFs are designated and these are compared with those of the historical series. When comparing ACFs, the following points must be considered: the mean of r k , k r , is calculated by:
where it is assumed that a unique synthetic series is generated and this process is repeated for each lag(k). Standard deviation of r k is calculated by:
Confidence intervals of r k for each lag(k) are calculated by:
where c is a coefficient depending on confidence intervals. For instance, c equals 1.96 for 5% degrees of confidence.
THE ADAPTIVE NEURAL-BASED FUZZY INFERENCE SYSTEM MODEL
The ANFIS model, based on a fusion of ideas from fuzzy control and neural networks, possesses the advantages of both neural networks and fuzzy control systems. In this way one can bring the low-level learning and computational power of neural networks to fuzzy control systems and also provide the high-level, IF-THEN rule reasoning of fuzzy control systems to neural networks. In brief, neural networks can improve their transparency, being closer to fuzzy control systems, while fuzzy control systems can self-adapt, being closer to neural networks. There is a number of methods proposed for partitioning the input space and for addressing the structure identification problem. Fundamentally, ANFIS is a graphical network representation of a Sugeno-type fuzzy system, endowed by neural learning capabilities. The network is composed of nodes with specific functions, or duties, collected in layers with specific functions (Tsoukalas & Uhrig, 1997) .
In order to illustrate the representational strength of ANFIS, the neural fuzzy control system considered here is based on Tagaki-Sugeno-Kang (TSK) fuzzy rules whose consequent parts are linear combinations of their preconditions. The TSK fuzzy rules are in the following forms: , and a 1 j ЄR are coefficients of linear equations f i (x 1 , x 2 , …, x n ) (j = 1, 2, ..., m, i = 1, 2, …, n). To simplify the discussion, it is necessary to focus on a specific neuro-fuzzy controller (NFC) referred to as an adaptive neural-based fuzzy inference system (ANFIS). Assume that the fuzzy control system under consideration has two inputs x 1 and x 2 and one output y and that the rule base contains two TSK fuzzy rules as follows: 
In fuzzy logic approaches, for given input values x 1 and x 2 , the inferred output y * is calculated by:
where μ j are firing strengths of R j (j = 1, 2), and are given by:
If product inference is used, the corresponding ANFIS architecture is shown in Fig. 1 , where node functions in the same layers are of the type described below. Figure 1 is established in a reference book of Lin & Lee (1995) . This is an ANN architecture where the following meanings can be attached to each layer:
Layer 1 Every node in this layer implies an input and it just passes external signals to the next layer.
Layer 2 Every node in this layer acts as a membership function
, and its output specifies the degree to which the given x i satisfies the quantifier A i j . Generally, is selected as bell-shaped with a maximum equal to 1 and minimum equal to 0, such as: Layer 4 Every node in this layer is labelled by N and calculates the normalized firing strength of a rule. That is the jth node calculates the ratio of the firing strength of the jth rule to that of all the rules as:
Layer 5 Every node j in this layer calculates the weighted consequent value as:
where j μ is the output of Layer 4 and { } j j j a a a
is the set to be tuned. Parameters in this layer are referred to as consequent parameters.
Layer 6
The only node in this layer is labelled as Σ, and it sums all incoming signals to obtain the final inferred result for the whole system (Lin & Lee, 1995) .
APPLICATION
A stochastic model was set up and synthetic flow series were generated by an AR model for data from the 9-13 station on the Dim Stream in the middle Mediterranean part of Turkey. Monthly flow data were used, covering the time span of 36 years (432 months), i.e. the observation period between 1961 and 1996. The data belonging to the period between 1961 and 1994 were used to develop the ARMA model and the training part of the ANFIS model. The remaining two years of data were used to test the ANFIS model.
ARMA modelling for periodic flow
The monthly flow, which does not fit a normal distribution with respect to the skewness coefficient, was transformed to a normal distribution. Thus, historical Y v,τ obtained is given in Fig. 2 .
After periodic means, μ τ, and standard deviations, s τ, of periodic series were determined, a standard series was obtained with zero mean and unit standard deviation, as a result of removal of the periodicity in the original record.
The ACFs of AR(1) and AR(2) for the model were compared with the ACF of Z t . It was found that, for AR(1), φ 1 = r 1 = 0.572 and, for AR(2), φ 1 = 0.468, φ 2 = 0.181.
It could be stated that the AR(2) process was more appropriate than AR(1). It is shown that AR(2) provides stationarity conditions in light of the following: where 1 is the boundary value of the stationarity condition. Hence, it was shown that autocorrelation coefficients of AR(2) model were independent of time. The residual variance was obtained as σ ε 2 = 0.656. The residual series of AR(2) ε t was tested using the Portmanteau test in order to investigate whether or not it was dependent. According to this test, it was seen that residual series were independent and fit to normal distribution. Then, the AIC test was applied to AR(1) and AR(2), which resulted in 342.35 and 312.47, respectively; thus the AR(2) model was selected.
An inverted transformation function was applied to normal series to obtain the original series. The ACF, mean, and standard deviation were computed for synthetic series. It was found that historical ACF, means and standard deviations were within the 95% confidence interval. That is, model preserves the characteristics of the historical series.
Flow prediction by ANFIS using observed data
The ANFIS model was trained using the observed monthly mean flow data. The first 408 monthly mean values (for the period October 1961-November 1994) constituted the training data set and the last 24 (October 1994 -November 1996 were used for the testing stage. The input layer consisted of two previous flows (flows at times t -2, t -1) and cos(2πi/12), sin(2πi/12) (i =1, 2, ..., 12) for the effect of monthly periodicity, and the output layer contained a single flow value for time t. In the ANFIS structure, each variable may have several values (in terms of rules), and each rule includes several parameters of membership functions. For instance, if each variable has three rules and each rule includes three parameters, then there are 36 (4 (variables) × 3 (rules) × 3 (parameters)) parameters for the determination in Layer 2. In Layer 3 these rules generate 3 4 nodes, and, furthermore, there are 405 (3 
596
) meters within the defuzzification process in Layer 5. Subtractive fuzzy clustering is used to establish the rule-based relationship between the input and output variables. Subtractive clustering is a technique for automatically generating fuzzy inference systems by detecting clusters in input-output training data. The number of membership functions for each input of ANFIS was set to three. Membership function types for inputs and output were selected as Gaussian (or bell-shaped) and linear, respectively. Predicted flows are compared with the observed values in Fig. 3 , where the peaks are overestimated and some deviation on low flows is observed. The first two monthly values were used for production of third values in the AR(2) model. The adequacy of the ANFIS was evaluated by considering the coefficient of determination (R 2 ) and the mean square error (MSE) definitions based on the flow estimation errors as:
and
where n is the number of observed data, F i (observed) and F i(model) are observed flow values and ANFIS results, respectively, with respect to the monthly mean observed flow values, F mean . For flow prediction by ANFIS using observed data, R 2 and MSE values were found to be 0.68 and 534.76 in the training stage, and 0.64 and 431.86 in the testing stage, respectively.
Flow prediction by the ANFIS model using generated data for the training stage
In this part of the study, the training data set of the ANFIS was extended by including additional monthly mean flow data generated by the AR(2) model, as explained previously. For this purpose, a data set consisting of 20 400 elements, i. e. (50 series) × (34 years) × (12 months), was generated. The use of more data in the analysis would result in further improvements. The model is referred to as ANFIS-AR(2). The trained ANFIS model was then applied to the testing data as with the previous model and the ANFIS structure used in this part was the same as the previous model. The predictions are close to the observed values: there is no noticeable deviation in the overall shapes (Fig. 3) .
For flow predictions by ANFIS-AR(2), using observed data and synthetic flow series, the R 2 and MSE values were found to be 0.76 and 313.55 in the training stage, and 0.82 and 216.73 in the testing stage, respectively.
CONCLUSION
In this study, an example of the collective use of stochastic models and ANFIS was presented. An AR(2) model was employed to generate synthetic monthly flows. The generated values were used as the training sets of the ANFIS to predict the monthly mean flows. The prediction results were compared with the ANFIS performance when only a limited number of observed flows were employed in the training data sets. Extending the time series of data in the training stage improved the prediction performance significantly. Both low and high flows were better approximated by using the extended data series in the training stage. This result can be explained by the increased learning ability of the ANFIS model, due to the introduction of multiple synthetic flows during the training stage. The ANFIS approach can be regarded as a promising tool in hydrological studies, with flow prediction being one of the potential fields of applicability.
