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Abstract
In the last several years, provable guarantees for iterative optimization algorithms like gradi-
ent descent and expectation-maximization in non-convex settings have become a topic of intense
research in the machine learning community. These works have shed light on the practical suc-
cess of these algorithms in many unsupervised learning settings such as matrix completion,
sparse coding, and learning latent variable Bayesian models.
Another elementary task at inference-time in Bayesian settings, besides model learning, is
sampling from distributions that are only specified up to a partition function (i.e., constant
of proportionality). As a concrete example, in latent-variable models, sampling the posterior
on the latent variables is how a model is used after it has been learned. Similar worst-case
theoretical issues plague this task as do the learning one: without any assumptions, sampling
(even approximately) can be #P-hard. However, few works have provided “beyond worst-case”
guarantees for such settings.
The analogue of “convexity” for inference is “log-concavity”: for log-concave distributions,
classical results going back to [BE´85] show that natural continuous-time Markov chains called
Langevin diffusions mix in polynomial time. The most salient feature of log-concavity violated
in practice is uni-modality: commonly, the distributions we wish to sample from are multi-
modal. In the presence of multiple deep and well-separated modes, Langevin diffusion suffers
from torpid mixing.
We address this problem by combining Langevin diffusion with simulated tempering. The
result is a Markov chain that mixes more rapidly by transitioning between different temperatures
of the distribution. We analyze this Markov chain for the canonical multi-modal distribution:
a mixture of gaussians (of equal variance). The algorithm based on our Markov chain provably
samples from distributions that are close to mixtures of gaussians, given access to the gradient
of the log-pdf. For the analysis, we use a spectral decomposition theorem for graphs [GT14]
and a Markov chain decomposition technique [MR02].
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1 Introduction
In recent years, one of the most fruitful directions of research has been providing theoretical guaran-
tees for optimization in non-convex settings. In particular, a routine task in both unsupervised and
supervised learning is to use training data to fit the optimal parameters for a model in some para-
metric family. Theoretical successes in this context range from analyzing tensor-based approaches
using method-of-moments, to iterative techniques like gradient descent, EM, and variational infer-
ence in a variety of models. These models include topic models [Ana+12; AGM12; Aro+13; AR15],
dictionary learning [Aro+15; Aga+14], gaussian mixture models [HK13], and Bayesian networks
[Aro+17].
Finding maximum likelihood values of unobserved quantities via optimization is reasonable in
many learning settings, as when the number of samples is large maximum likelihood will converge to
the true values of the quantities. However, for Bayesian inference problems (e.g. given a document,
what topics is it about) the number of samples can be limited and maximum likelihood may not be
well-behaved [SR11]. In these cases we would prefer to sample from the posterior distribution. In
more generality, the above (typical) scenario is sampling from the posterior distribution over the
latent variables of a latent variable Bayesian model whose parameters are known. In such models,
the observable variables 𝑥 follow a distribution 𝑝(𝑥) which has a simple and succinct form given the
values of some latent variables ℎ, i.e., the joint 𝑝(ℎ, 𝑥) factorizes as 𝑝(ℎ)𝑝(𝑥|ℎ) where both factors
are explicit. Hence, the posterior distribution 𝑝(ℎ|𝑥) has the form 𝑝(ℎ|𝑥) = 𝑝(ℎ)𝑝(𝑥|ℎ)𝑝(𝑥) . Even though
the numerator is easy to evaluate, without structural assumptions such distributions are often
hard to sample from (exactly or approximately). The difficulty is in evaluating the denominator
𝑝(𝑥) =
∑
ℎ 𝑝(ℎ)𝑝(𝑥|ℎ), which can be NP-hard to do even approximately even for simple models like
topic models [SR11].
The sampling analogues of convex functions, which are arguably the widest class of real-valued
functions for which optimization is easy, are log-concave distributions, i.e. distributions of the form
𝑝(𝑥) ∝ 𝑒−𝑓(𝑥) for a convex function 𝑓(𝑥). Recently, there has been renewed interest in analyzing
a popular Markov Chain for sampling from such distributions, when given gradient access to 𝑓—a
natural setup for the posterior sampling task described above. In particular, a Markov chain called
Langevin Monte Carlo (see Section 2.2), popular with Bayesian practitioners, has been proven to
work, with various rates depending on the properties of 𝑓 [Dal16; DM16; Dal17].
Log-concave distributions are necessarily uni-modal: their density functions have only one local
maximum, which must then be a global maximum. This fails to capture many interesting scenar-
ios. Many simple posterior distributions are neither log-concave nor uni-modal, for instance, the
posterior distribution of the means for a mixture of gaussians. In a more practical direction, com-
plicated posterior distributions associated with deep generative models [RMW14] and variational
auto-encoders [KW13] are believed to be multimodal as well.
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Figure 1: Mixture of two gaussians. Left: the two gaussians are well-separated, local sampling
algorithm cannot move between modes. Right: Same distribution at high temperature, it is now
possible to move between modes.
The goal of this work is to initiate an exploration of provable methods for sampling “beyond
log-concavity,” in parallel to optimization “beyond convexity”. As worst-case results are prohibited
by hardness results, we must again make assumptions on the distributions we will be interested in.
As a first step, in this paper we consider the prototypical multimodal distribution, a mixture of
gaussians.
1.1 Our results
We formalize the problem of interest as follows. We wish to sample from a distribution 𝑝 : R𝑑 → R,
such that 𝑝(𝑥) ∝ 𝑒−𝑓(𝑥), and we are allowed to query ∇𝑓(𝑥) and 𝑓(𝑥) at any point 𝑥 ∈ R𝑑.
To start with, we focus on a problem where 𝑒−𝑓(𝑥) is the density function of a mixture of gaus-
sians. That is, given centers 𝜇1, 𝜇2, . . . , 𝜇𝑛 ∈ R𝑑, weights 𝑤1, 𝑤2, . . . , 𝑤𝑛 (∑𝑛𝑖=1𝑤𝑖 = 1), variance 𝜎2
(all the gaussians are spherical with same covariance matrix 𝜎2𝐼), the function 𝑓(𝑥) is defined as1
𝑓(𝑥) = − log
(
𝑛∑
𝑖=1
𝑤𝑖 exp
Ç
−‖𝑥− 𝜇𝑖‖
2
2𝜎2
å)
. (1)
Furthermore, suppose that 𝐷 is such that ‖𝜇𝑖‖ ≤ 𝐷,∀𝑖 ∈ [𝑛]. We show that there is an efficient
algorithm that can sample from this distribution given just access to 𝑓(𝑥) and ∇𝑓(𝑥).
Theorem 1.1 (main, informal). Given 𝑓(𝑥) as defined in Equation (1), there is an algorithm with
running time poly
Ä
𝑤min, 𝐷, 𝑑,
1
𝜀 ,
1
𝜎2
ä
that outputs a sample from a distribution within TV-distance
𝜀 of 𝑝(𝑥).
Note that because the algorithm does not have direct access to 𝜇1, 𝜇2, . . . , 𝜇𝑛, even sampling
from this mixture of gaussians distribution is very non-trivial. Sampling algorithms that are based
on making local steps (such as the ball-walk [LS93; Vem05] and Langevin Monte Carlo) cannot
move between different components of the gaussian mixture when the gaussians are well-separated
(see Figure 1 left). In the algorithm we use simulated tempering (see Section 2.3), which is a
technique that considers the distribution at different temperatures (see Figure 1 right) in order to
move between different components.
In Appendix B, we give a few examples to show some simple heuristics cannot work and the
assumption that all gaussians have the same covariance cannot be removed. In particular, we show
1Note that the expression inside the log is essentially the probability density of a mixture of gaussians, except the
normalization factor is missing. However, the normalization factor can just introduce a constant shift of 𝑓 and does
not really change ∇𝑓 .
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random initialization is not enough to find all the modes. We also give an example where for a
mixture of two gaussians, even if the covariance only differs by a constant multiplicative factor,
simulated tempering is known to take exponential time.
Of course, requiring the distribution to be exactly a mixture of gaussians is a very strong as-
sumption. Our results can be generalized to all functions that are “close” to a mixture of gaussians.
More precisely, the function 𝑓 satisfies the following properties:
∃𝑓 : R𝑑 → R where
∥∥∥𝑓 − 𝑓∥∥∥∞ ≤ Δ , ∥∥∥∇𝑓 −∇𝑓∥∥∥∞ ≤ 𝜏 and ∇2𝑓(𝑥) ⪯ ∇2𝑓(𝑥) + 𝜏𝐼,∀𝑥 ∈ R𝑑
(2)
and 𝑓(𝑥) = − log
(
𝑛∑
𝑖=1
𝑤𝑖 exp
Ç
−‖𝑥− 𝜇𝑖‖
2
2𝜎2
å)
(3)
Intuitively, these conditions show that the density of the distribution is within a 𝑒Δ multi-
plicative factor to an (unknown) mixture of gaussians. Our theorem can be generalized to this
case.
Theorem 1.2 (general case, informal). For function 𝑓(𝑥) that satisfies Equations (2) and (3),
there is an algorithm that runs in time poly
Ä
𝑤min, 𝐷, 𝑑,
1
𝜀 ,
1
𝜎2
, 𝑒Δ
ä
that outputs a sample 𝑥 from a
distribution that has TV-distance at most 𝜀 from 𝑝(𝑥).
1.2 Prior work
Our algorithm will use two classical techniques in the theory of Markov chains: Langevin diffusion,
a chain for sampling from distributions in the form 𝑝(𝑥) ∝ 𝑒−𝑓(𝑥) given only gradient access to
𝑓 and simulated tempering, a heuristic technique used for tackling multimodal distributions. We
recall briefly what is known for both of these techniques.
For Langevin dynamics, convergence to the stationary distribution is a classic result [Bha78].
Understanding the mixing time of the continuous dynamics for log-concave distributions is also
a classic result: [BE´85; Bak+08] show that log-concave distributions satisfy a Poincare´ and log-
Sobolev inequality, which characterize the rate of convergence. Of course, algorithmically, one can
only run a “discretized” version of the Langevin dynamics, but results on such approaches are
much more recent: [Dal16; DM16; Dal17] obtained an algorithm for sampling from a log-concave
distribution over R𝑑, and [BEL15] gave a algorithm to sample from a log-concave distribution
restricted to a convex set by incorporating a projection step. [RRT17] give a nonasymptotic analysis
of Langevin dynamics for arbitrary non-log-concave distributions with certain regularity and decay
properties. Of course, the mixing time is exponential in general when the spectral gap of the chain
is small; furthermore, it has long been known that transitioning between different modes can take
an exponentially long time, a phenomenon known as meta-stability [Bov+02; Bov+04; BGK05]. It
is a folklore result that guarantees for mixing extend to distributions 𝑒−𝑓(𝑥) where 𝑓(𝑥) is a “nice”
function that is close to a convex function in 𝐿∞ distance; however, this does not address more
global deviations from convexity.
It is clear that for distributions that are far from being log-concave and many deep modes,
additional techniques will be necessary. Among many proposed heuristics for such situations is
simulated tempering, which effectively runs multiple Markov chains, each corresponding to a dif-
ferent temperature of the original chain, and “mixes” between these different Markov chains. The
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intuition is that the Markov chains at higher temperature can move between modes more easily,
and if one can “mix in” points from these into the lower temperature chains, their mixing time
ought to improve as well. Provable results of this heuristic are however few and far between.
[WSH09; Zhe03] lower-bound the spectral gap for generic simulated tempering chains. The crucial
technique our paper shares with theirs is a Markov chain decomposition technique due to [MR02].
However, for the scenario of Section 1.1 we are interested in, the spectral gap bound in [WSH09] is
exponentially small as a function of the number of modes. Our result will remedy this.
2 Preliminaries
In this section we first introduce notations for Markov chains. More details are deferred to Ap-
pendix A. Then we briefly discuss Langevin Monte Carlo and Simulated Tempering.
2.1 Markov chains
In this paper, we use both discrete time and continuous time Markov chains. In this section we
briefly give definitions and notations for discrete time Markov chains. Continuous time Markov
chains follow the same intuition, but we defer the formal definitions to Appendix A.
Definition 2.1. A (discrete time) Markov chain is 𝑀 = (Ω, 𝑃 ), where Ω is a measure space and
𝑃 (𝑥, 𝑦) 𝑑𝑦 is a probability measure for each 𝑥. It defines a random process (𝑋𝑡)𝑡∈N0 as follows. If
𝑋𝑠 = 𝑥, then
P(𝑋𝑠+1 ∈ 𝐴) = 𝑃 (𝑥,𝐴) : =
∫
𝐴
𝑝(𝑥, 𝑦) 𝑑𝑦. (4)
A stationary distribution is 𝑝(𝑥) such that if 𝑋0 ∼ 𝑝, then 𝑋𝑡 ∼ 𝑝 for all 𝑡; equivalently,∫
Ω 𝑝(𝑥)𝑃 (𝑥, 𝑦) 𝑑𝑥 = 𝑝(𝑦).
A chain is reversible if 𝑝(𝑥)𝑃 (𝑥, 𝑦) = 𝑝(𝑦)𝑃 (𝑦, 𝑥).
If a Markov chain has a finite number of states, then it can be represented as a weighted graph
where the transition probabilities are proportional to the weights on the edges. A reversible Markov
chain can be represented as a undirected graph.
Variance, Dirichlet form and Spectral Gap An important quantity of the Markov chain is
the spectral gap.
Definition 2.2. For a discrete-time Markov chain 𝑀 = (Ω, 𝑃 ), let 𝑃 operate on functions as
(𝑃𝑔)(𝑥) = E𝑦∼𝑃 (𝑥,·)𝑔(𝑦) =
∫
Ω
𝑔(𝑥)𝑃 (𝑥, 𝑦) 𝑑𝑦. (5)
Suppose 𝑀 = (Ω, 𝑃 ) has unique stationary distribution 𝑝. Let ⟨𝑔, ℎ⟩𝑝 :=
∫
Ω 𝑔(𝑥)ℎ(𝑥)𝑝(𝑥) 𝑑𝑥 and
define the Dirichlet form and variance by
ℰ𝑀 (𝑔, ℎ) = ⟨𝑔, (𝐼 − 𝑃 )ℎ⟩𝑝 (6)
Var𝑝(𝑔) =
∥∥∥∥𝑔 − ∫
Ω
𝑔𝑝 𝑑𝑥
∥∥∥∥2
𝑝
(7)
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Write ℰ𝑀 (𝑔) for ℰ𝑀 (𝑔, 𝑔). Define the eigenvalues of 𝑀 , 0 = 𝜆1 ≤ 𝜆2 ≤ · · · to be the eigenvalues
of 𝐼 − 𝑃 with respect to the norm ‖·‖𝑝.
Define the spectral gap by
Gap(𝑀) = inf
𝑔∈𝐿2(𝑝)
ℰ𝑀 (𝑔)
Var𝑝(𝑔)
. (8)
In the case of a finite, undirected graph, the function just corresponds to a vector 𝑥 ⊥ 1⃗. The
Dirichlet form corresponds to 𝑥⊤ℒ𝑥 where ℒ is the normalized Laplacian matrix, and the variance
is just the squared norm ‖𝑥‖2.
The spectral gap controls mixing for the Markov chain. Define the 𝜒2 distance between 𝑝, 𝑞 by
𝜒2(𝑝||𝑞) =
∫
Ω
Ç
𝑞(𝑥)− 𝑝(𝑥)
𝑝(𝑥)
å2
𝑝(𝑥) 𝑑𝑥 =
∫
Ω
Ç
𝑞(𝑥)2
𝑝(𝑥)
å
− 1. (9)
Let 𝑝0 be any initial distribution and 𝑝𝑡 be the distribution after running the Markov chain for 𝑡
steps. Then
𝜒2(𝑝||𝑝𝑡) ≤ (1−𝐺′)𝑡𝜒(𝑝||𝑝0) (10)
where 𝐺′ = min(𝜆2, 2− 𝜆max).
Restrictions and Projections Later we will also work with continuous time Markov chains
(such as Langevin dynamics, see Section 2.2). In the proof we will also need to consider restrictions
and projections of Markov chains. Intuitively, restricting a Markov chain 𝑀 to a subset of states
𝐴 (which we denote by 𝑀 |𝐴) removes all the states out of 𝐴, and replaces transitions to 𝐴 with
self-loops. Projecting a Markov chain 𝑀 to partition 𝒫 (which we denote by ?¯?𝒫) “merges” all
parts of the partition into individual states. For formal definitions see Appendix A.
Conductance and clustering Finally we define conductance and clusters for Markov chains.
These are the same as the familiar concepts as in undirected graphs.
Definition 2.3. Let 𝑀 = (Ω, 𝑃 ) be a Markov chain with unique stationary distribution 𝑝. Let
𝑄(𝑥, 𝑦) = 𝑝(𝑥)𝑃 (𝑥, 𝑦) (11)
𝑄(𝐴,𝐵) =
x
𝐴×𝐵
𝑄(𝑥, 𝑦) 𝑑𝑥 𝑑𝑦. (12)
(I.e., 𝑥 is drawn from the stationary distribution and 𝑦 is the next state in the Markov chain.)
Define the (external) conductance of 𝑆, 𝜑𝑀 (𝑆), and the Cheeger constant of 𝑀 , Φ(𝑀), by
𝜑𝑀 (𝑆) =
𝑄(𝑆, 𝑆𝑐)
𝑝(𝑆)
(13)
Φ(𝑀) = min
𝑆⊂Ω,𝑝(𝑆)≤ 1
2
𝜑𝑀 (𝑆). (14)
The clustering of a Markov chain is analogous to a partition of vertices for undirected graphs.
For a good clustering, we require the inner-conductance to be large and the outer-conductance to
be small.
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Definition 2.4. Let 𝑀 = (Ω, 𝑃 ) be a Markov chain on a finite state space Ω. We say that 𝑘
disjoint subsets 𝐴1, . . . , 𝐴𝑘 of Ω are a (𝜑in, 𝜑out)-clustering if for all 1 ≤ 𝑖 ≤ 𝑘,
Φ(𝑀 |𝐴𝑖) ≥ 𝜑in (15)
𝜑𝑀 (𝐴𝑖) ≤ 𝜑out. (16)
2.2 Overview of Langevin dynamics
Langevin diffusion is a stochastic process, described by the stochastic differential equation (hence-
forth SDE)
𝑑𝑋𝑡 = −∇𝑓(𝑋𝑡) 𝑑𝑡+
√
2 𝑑𝑊𝑡 (17)
where 𝑊𝑡 is the Wiener process. The crucial (folklore) fact about Langevin dynamics is that
Langevin dynamics converges to the stationary distribution given by 𝑝(𝑥) ∝ 𝑒−𝑓(𝑥). Substituting
𝛽𝑓 for 𝑓 in (17) gives the Langevin diffusion process for inverse temperature 𝛽, which has stationary
distribution ∝ 𝑒−𝛽𝑓(𝑥). Equivalently it is also possible to consider the temperature as changing the
magnitude of the noise:
𝑑𝑋𝑡 = −∇𝑓(𝑋𝑡)𝑑𝑡+
»
2𝛽−1𝑑𝑊𝑡.
Of course algorithmically we cannot run a continuous-time process, so we run a discretized
version of the above process: namely, we run a Markov chain where the random variable at time 𝑡
is described as
𝑋𝑡+1 = 𝑋𝑡 − 𝜂∇𝑓(𝑋𝑡) +
√
2𝜂𝜉𝑘, 𝜉𝑘 ∼ 𝑁(0, 𝐼) (18)
where 𝜂 is the step size. (The reason for the
√
𝜂 scaling is that running Brownian motion for 𝜂 of
the time scales the variance by
√
𝜂.)
The works [Dal16; DM16; Dal17] have analyzed the convergence properties (both bias from the
stationary distribution, and the convergence rate) for log-concave distributions, while [RRT17] give
convergence rates for non-log-concave distributions. Of course, in the latter case, the rates depend
on the spectral gap, which is often exponential in the dimension.
2.3 Overview of simulated tempering
Simulated tempering is a technique that converts a Markov chain to a new Markov chain whose
state space is a product of the original state space and a temperature. The new Markov chain allows
the original chain to change “temperature” while maintaining the correct marginal distributions.
Given a discrete time Markov chain, we will consider it in 𝐿 temperatures. Let [𝐿] denote the set
{1, 2, ..., 𝐿}, we define the simulated tempering chain as follows:
Definition 2.5. Let 𝑀𝑖, 𝑖 ∈ [𝐿] be a sequence of Markov chains with state space Ω and unique
stationary distributions 𝑝𝑖. Let 𝑟1, . . . , 𝑟𝐿 be such that
𝑟𝑖 > 0,
𝐿∑
𝑖=1
𝑟𝑖 = 1.
Define the simulated tempering Markov chain with relative probabilities 𝑟𝑖 as follows. The
states of 𝑀st are Ω× [𝐿]. Suppose the current state is (𝑥, 𝑘).
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1. With probability 12 , keep 𝑘 fixed, and update 𝑥 according to 𝑀𝑘. We will call this a Type 1
transition.
2. With probability 12 , do the following Metropolis-Hastings step: draw 𝑘
′ randomly from {0, . . . , 𝐿−
1}. Then transition to (𝑥, 𝑘′) with probability
min
®
𝑟𝑘′𝑝𝑘′(𝑥)
𝑟𝑘𝑝𝑘(𝑥)
, 1
´
and stay at (𝑥, 𝑘) otherwise. We will call this a Type 2 transition.
Remark 2.6. For the type two transitions, we can instead just pick 𝑘′ from {𝑘− 1, 𝑘, 𝑘+1}. This
will slightly improve our bounds on mixing time, because the ratio
𝑝𝑘′ (𝑥)
𝑝𝑘(𝑥)
for 𝑘′ ∈ {𝑘 − 1, 𝑘 + 1} is
bounded, and can be exponential otherwise. For simplicity, we stick with the traditional definition
of the simulated tempering Markov chain.
The typical setting is as follows. The Markov chains come from a smooth family of Markov
chains with parameter 𝛽 ≥ 0, and 𝑀𝑖 is the Markov chain with parameter 𝛽𝑖, where 0 ≤ 𝛽1 ≤
· · ·𝛽𝐿 = 1. (Using terminology from statistical physics, 𝛽 = 1𝜏 is the inverse temperature.) We are
interested in sampling from the distribution when 𝛽 is large (𝜏 is small). However, the chain suffers
from torpid mixing in this case, because the distribution is more peaked. The simulated tempering
chain uses smaller 𝛽 (larger 𝜏) to help with mixing. For us, the stationary distribution at inverse
temperature 𝛽 is ∝ 𝑒−𝛽𝑓(𝑥).
Of course, the Langevin dynamics introduced in previous section is a continuous time Markov
chain. In the algorithm we change it to a discrete time Markov chain by fixing a step size. Another
difficulty in running the simulated tempering chain directly is that we don’t have access to 𝑝𝑘
(because we do not know the partition function). We make use of the flexibility in 𝑟𝑖’s to fix this
issue. For more details see Section 3.
The crucial fact to note is that the stationary distribution is a “mixture” of the distributions
corresponding to the different temperatures. Namely:
Proposition 2.7 (folklore). If the 𝑀𝑘 are reversible Markov chains with stationary distributions
𝑝𝑘, then the simulated tempering chain 𝑀 is a reversible Markov chain with stationary distribution
𝑝(𝑥, 𝑖) = 𝑟𝑖𝑝𝑖(𝑥).
3 Our Algorithm
Our algorithm will run a simulated tempering chain, with a polynomial number of temperatures,
while running discretized Langevin dynamics at the various temperatures. The full algorithm is
specified in Algorithm 2.
As we mentioned before, an obstacle in running the simulated tempering chain is that we do not
have access to the partition function. We solve this problem by estimating the partition function
from high temperature to low temperature, adding one temperature at a time (see Algorithm 2).
Note that if the simulated tempering chain mixes and produce good samples, by standard reductions
it is easy to estimate the (ratios of) partition functions.
Our main theorem is the following.
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Algorithm 1 Simulated tempering Langevin Monte Carlo
INPUT: Temperatures 𝛽1, . . . , 𝛽ℓ; partition function estimates “𝑍1, . . . , “𝑍ℓ; step size 𝜂, time inter-
val 𝑇 , number of steps 𝑡.
OUTPUT: A random sample 𝑥 ∈ R𝑑 (approximately from the distribution 𝑝ℓ(𝑥) ∝ 𝑒𝛽ℓ𝑓(𝑥)).
Let (𝑥, 𝑘) = (𝑥0, 1) where 𝑥0 ∼ 𝑁(0, 1𝛽 𝐼).
for 𝑠 = 0→ 𝑡− 1 do
(1) With probability 12 , keep 𝑘 fixed. Update 𝑥 according to 𝑥 ←[ 𝑥 − 𝜂𝛽𝑘∇𝑓(𝑥) + √2𝜂𝜉𝑘,
𝜉𝑘 ∼ 𝑁(0, 𝐼). Repeat this 𝑇𝜂 times.
(2) With probability 12 , make a type 2 transition, where the acceptance ratio is
min
ß
𝑒−𝛽𝑘′𝑓(𝑥)/𝑍𝑘′
𝑒−𝛽𝑘𝑓(𝑥)/𝑍𝑘
, 1
™
.
end for
If the final state is (𝑥, 𝑙) for some 𝑥 ∈ R𝑑, return 𝑥. Otherwise, re-run the chain.
Algorithm 2 Main algorithm
INPUT: A function 𝑓 : R𝑑, satisfying assumption (2), to which we have gradient access.
OUTPUT: A random sample 𝑥 ∈ R𝑑.
Let 0 ≤ 𝛽1 < · · · < 𝛽𝐿 = 1 be a sequence of inverse temperatures satisfying (194) and (195).
Let “𝑍1 = 1.
for ℓ = 1→ 𝐿 do
Run the simulated tempering chain in Algorithm 1 with temperatures 𝛽1, . . . , 𝛽ℓ, estimates“𝑍1, . . . , “𝑍𝑖, step size 𝜂, time interval 𝑇 , and number of steps 𝑡 given by Lemma 9.4.
If ℓ = 𝐿, return the sample.
If ℓ < 𝐿, repeat to get 𝑚 = 𝑂(𝐿2 ln
Ä
1
𝛿
ä
) samples, and let’𝑍ℓ+1 = 𝑍ℓ Ä 1𝑚∑𝑚𝑗=1 𝑒(−𝛽ℓ+1+𝛽ℓ)𝑓(𝑥𝑗)ä.
end for
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Theorem 3.1 (Main theorem). Suppose 𝑓(𝑥) = − ln
(∑𝑛
𝑖=1𝑤𝑖 exp
(
−‖𝑥−𝜇𝑖‖2
2𝜎2
))
on R𝑑 where∑𝑛
𝑖=1𝑤𝑖 = 1, 𝑤min = min1≤𝑖≤𝑛𝑤𝑖 > 0, and 𝐷 = max1≤𝑖≤𝑛 ‖𝜇𝑖‖. Then Algorithm 2 with pa-
rameters given by Lemma 9.4 produces a sample from a distribution 𝑝′ with ‖𝑝− 𝑝′‖1 ≤ 𝜀 in time
poly
Ä
𝑤min, 𝐷, 𝑑,
1
𝜎 ,
1
𝜀
ä
.
For simplicity, we stated the theorem for distributions which are exactly mixtures of gaus-
sians. The theorem is robust to 𝐿∞ perturbations as in (2), we give the more general theorem in
Appendix C.
4 Overview of proof
We will first briefly sketch the entire proof, and in the subsequent sections expand on all the
individual parts.
The key part of our proof is a new technique for bounding the spectral gap for simulated
tempering chain using decompositions (Section 4.1): for each temperature we make a partition
into “large” pieces that are well-connected from the inside. If this partition can be done at every
temperature, the difference in temperature is small enough, and the chain mixes at the highest
temperature, we show the simulated tempering chain also mixes quickly. This is a general theorem
for the mixing of simulated tempering chains that may be useful in other settings.
Figure 2: For a mixture of gaussians, we can partition space into regions where Langevin Monte
Carlo mixes well.
We then show that if 𝑓(𝑥) is a mixture of gaussians, then indeed the partition exists (Section 4.2).
Here we use spectral clustering techniques developed by [GT14] for finite graphs. The main technical
difficulty is in transferring between the discrete and continuous cases.
Finally we complete the proof by showing that
1. the Markov chain mixes at the highest temperature (Section 4.3);
2. the discretized Markov chain approximates the continuous time Markov chain (Section 4.4);
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3. the partition functions are estimated correctly which allows us to run the simulated tempering
chain (Section 4.5).
At last, in Appendix C we prove the arguments are tolerant to 𝐿∞ perturbations, i.e. that the
algorithm works for distributions that are not exactly mixtures of gaussians.
4.1 Decomposing the simulated tempering chain
First we show that if there exists a partition 𝒫𝑖 for each temperature such that
1. the Markov chain mixes rapidly within each set of the partition (i.e., Gap(𝑀𝑖|𝐴) is large),
and
2. the sets in the partition are not too small,
and the chain mixes at the highest temperature, then the simulated tempering chain mixes rapidly.
Theorem (Theorem 5.2). Let 𝑀𝑖 = (Ω, 𝑃𝑖), 𝑖 ∈ [𝐿] be a sequence of Markov chains with state space
Ω and stationary distributions 𝑝𝑖. Consider the simulated tempering chain 𝑀 = (Ω× [𝐿], 𝑃st) with
probabilities (𝑟𝑖)
𝐿
𝑖=1. Let 𝑟 =
min(𝑟𝑖)
max(𝑟𝑖)
.
Let 𝒫𝑖 be a partition of the ground set Ω, for each 𝑖 ∈ [𝐿], with 𝒫1 = {Ω}.
Define the overlap parameter of (𝒫𝑖)𝐿𝑖=1 to be
𝛿((𝒫𝑖)𝐿𝑖=1) = min
1<𝑖≤𝐿,𝐴∈𝒫
ï∫
𝐴
min{𝑝𝑖−1(𝑥), 𝑝𝑖(𝑥)} 𝑑𝑥
ò
/𝑝𝑖(𝐴).
Define
𝑝min = min
𝑖,𝐴∈𝒫𝑖
𝑝𝑖(𝐴).
Then the spectral gap of the tempering chain satisfies
Gap(𝑀st) ≥ 𝑟
4𝛿2𝑝2min
32𝐿4
min
1≤𝑖≤𝐿,𝐴∈𝒫𝑖
(Gap(𝑀𝑖|𝐴)). (19)
To prove this, we use techniques similar to existing work on simulated tempering. More precisely,
similar to the proof in [WSH09], we will apply a “decomposition” theorem (Theorem A.5) for
analyzing the mixing time of the simulated tempering chain.
Note that as we are only using this theorem in the analysis, we only need an existential, not a
algorithmic result. In order to apply this theorem, we will show that there exist good partitions
𝒫𝑖, such that the spectral gap Gap(𝑀𝑖|𝐴) within each set is large, and each set in the partition has
size poly(𝑤min).
Remark 4.1. In Appendix D, Theorem D.3, we also give a different (incomparable) criterion
for lower-bounding the spectral gap that improves the bound in [WSH09], in some cases by an
exponential factor. Theorem D.3 requires that the partitions 𝒫𝑖 be successive refinements, but has
the advantage of depending on a parameter 𝛾((𝒫𝑖)𝐿𝑖=1) that is larger than 𝑝min, and unlike 𝑝min, can
even be polynomial when the 𝒫𝑖 have exponentially many pieces. Theorem D.3 will not be necessary
for the proof of our main theorem.
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4.2 Existence of partitions
We will show the existence of good partitions 𝒫𝑖 for 𝑖 ≥ 2 using a theorem of [GT14]. The theorem
shows if the 𝑘-th singular value is large, then it is possible to have a clustering with at most 𝑘 parts
which has high “inside” conductance within the clusters and low “outside” conductance between
the clusters (Definition A.7).
Theorem (Spectrally partitioning graphs, Theorem A.8). Let 𝑀 = (Ω, 𝑃 ) be a reversible Markov
chain with |Ω| = 𝑛 states. Let 0 = 𝜆1 ≤ 𝜆2 ≤ · · · ≤ 𝜆𝑛 be the eigenvalues of the Markov chain.
For any 𝑘 ≥ 2, if 𝜆𝑘 > 0, then there exists 1 ≤ ℓ ≤ 𝑘 − 1 and a ℓ-partitioning of Ω into sets
𝑃1, . . . , 𝑃ℓ that is a (Ω(𝜆𝑘/𝑘
2), 𝑂(ℓ3
√
𝜆ℓ))-clustering.
For a mixture of 𝑛 gaussians, using the Poincare´ inequality for gaussians we can show that
𝜆𝑛+1 for the continuous Langevin chain is bounded away from 0. Therefore one would hope to
use Theorem A.8 above to obtain a clustering. However, there are some difficulties, especially that
Theorem A.8 only holds for a discrete time, discrete space Markov chain.
To solve the discrete time problem, we fix a time 𝑇 , and consider the discrete time chain where
each step is running Langevin for time 𝑇 . To solve the discrete space problem, we note that we can
apply the theorem to the Markov chain 𝑀𝑖 projected to any partition (See Definition A.4 for the
definition of a projected Markov chain). A series of technical lemmas will show that the eigenvalues
and conductances do not change too much if we pass to the discrete time (and space) chain.
Another issue is that although the theorem guarantees good inner-conductance, it does not
immediately give a lowerbound for the size of the clusters. Here we again use Poincare´ inequality
to show any small set must have a large outer-conductance, therefore the clustering guaranteed by
the theorem cannot have small clusters. Thus the assumptions of Theorem A.8 are satisfied, and
we get a partition with large internal conductance and small external conductance for the projected
chain (Lemma 6.8).
By letting the size of the cells in the partition go to 0, we show that the gap of the projected
chain approaches the gap of the continuous chain (Lemma 6.10). Because this lemma only works
for compact sets, we also need to show that restricting to a large ball doesn’t change the eigenvalues
too much (Lemma 6.11).
4.3 Mixing at highest temperature
Next, we need to show mixing at the highest temperature. Over bounded domains, we could set the
highest temperature to be infinite, which would correspond to uniform sampling over the domain.
Since we are working over an unbounded domain, we instead compare it to Langevin dynamics
for a strictly convex function which is close in 𝐿∞ distance (Lemma 7.3). We use the fact that
Langevin dynamics mixes rapidly for strictly convex functions, and an 𝐿∞ perturbation of 𝜀 affects
the spectral gap by at most a factor of 𝑒𝜀.
4.4 Discretizing the Langevin diffusion
Up to this point, though we subdivided time into discrete intervals of size 𝑇 , in each time interval
we ran the continuous Langevin chain for time 𝑇 . However, algorithmically we can only run a
discretization of Langevin diffusion – so we need to bound the drift of the discretization from the
continuous chain.
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For this, we follow the usual pattern of discretization arguments: if we run the continuous chain
for some time 𝑇 with step size 𝜂, the drift of the discretized chain to the continuous will be 𝜂𝑇 . If
we have a bound on 𝑇 , this provides a bound for the drift. More precisely, we show:
Lemma (Lemma 8.1). Let 𝑝𝑡, 𝑞𝑡 : R𝑑 × [𝐿] → R be the distributions after running the simulated
tempering chain for 𝑡 steps, where in 𝑝𝑡, for any temperature 𝑖 ∈ 𝐿, the Type 1 transitions are taken
according to the (discrete time) Markov kernel 𝑃𝑇 : running Langevin diffusion for time 𝑇 ; in 𝑞
𝑡,
the Type 1 transitions are taken according to running 𝑇𝜂 steps of the discretized Langevin diffusion,
using 𝜂 as the discretization granularity, s.t. 𝜂 ≤ 𝜎22 . Then,
KL(𝑝𝑡||𝑞𝑡) . 𝜂
2
𝜎6
(𝐷 + 𝑑)𝑇𝑡2 +
𝜂2
𝜎6
max
𝑖
E𝑥∼𝑝0(·,𝑖)‖𝑥− 𝑥*‖22 +
𝜂
𝜎4
𝑑𝑡𝑇𝜂
To prove this, consider the two types of steps separately. The Type 2 steps in the tempering
chains do not increase the KL divergence between the continuous and discretized version of the
chains, and during the Type 1 steps, the increase in KL divergence on a per-step basis can be
bounded by using existing machinery on discretizing Langevin diffusion (see e.g. [Dal16]) along
with a decomposition theorem for the KL divergence of a mixture of distributions (Lemma 8.6).
We make a brief remark about max𝑖 E𝑥∼𝑝0(·,𝑖)‖𝑥 − 𝑥*‖22: since the means 𝜇𝑖 satisfy ‖𝜇𝑖‖ ≤ 𝐷,
it’s easy to characterize the location of 𝑥* and conclude that bounding this quantity essentially
requires that most of the mass in the initial distributions should be concentrated on a ball of size
𝑂(𝐷). Namely, the following holds:
Lemma 4.2. Let 𝑥* = argmin𝑥∈R𝑑𝑓(𝑥). Then, ‖𝑥*‖ ≤
√
2𝐷.
4.5 Estimating the partition functions
Finally, the Metropolis-Hastings filter in the Type 2 step of the simulated tempering chain requires
us to estimate the partition functions at each of the temperatures. It is sufficient to estimate the
partition functions to within a constant factor, because the gap of the tempering chain depends on
the ratio of the maximum-to-minimum probability of a given temperature.
For this, we run the chain for temperatures 𝛽1, . . . , 𝛽ℓ, obtain good samples for 𝑝ℓ, and use them
to estimate 𝑍ℓ+1. We use Lemma 9.1 to show that with high probability, this is a good estimate.
5 Spectral gap of simulated tempering
In this section we prove a lower bound for the spectral gap of simulated tempering given a partition.
Assumptions 5.1. Let 𝑀𝑖 = (Ω, 𝑃𝑖), 𝑖 ∈ [𝐿] be a sequence of Markov chains with state space Ω
and stationary distributions 𝑝𝑖. Consider the simulated tempering chain 𝑀st = (Ω × [𝐿], 𝑃st) with
probabilities (𝑟𝑖)
𝐿
𝑖=1. Let 𝑟 =
min(𝑟𝑖)
max(𝑟𝑖)
.
Let 𝒫𝑖 be a partition2 of the ground set Ω, for each 𝑖 ∈ [𝐿], with 𝒫1 = {Ω}.
Define the overlap parameter of (𝒫𝑖)𝐿𝑖=1 to be
𝛿((𝒫𝑖)𝐿𝑖=1) = min
1<𝑖≤𝐿,𝐴∈𝒫
ï∫
𝐴
min{𝑝𝑖−1(𝑥), 𝑝𝑖(𝑥)} 𝑑𝑥
ò
/𝑝𝑖(𝐴).
2We allow overlaps on sets of measure 0.
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Theorem 5.2. Suppose Assumptions 5.1 hold. Define
𝑝min = min
𝑖,𝐴∈𝒫𝑖
𝑝𝑖(𝐴).
Then the spectral gap of the tempering chain satisfies
Gap(𝑀st) ≥ 𝑟
4𝛿2𝑝2min
32𝐿4
min
1≤𝑖≤𝐿,𝐴∈𝒫𝑖
(Gap(𝑀𝑖|𝐴)). (20)
Proof. Let 𝑝st be the stationary distribution of 𝑃st. First note that we can easily switch between
𝑝𝑖 and 𝑝st using 𝑝st(𝐴× {𝑖}) = 𝑤𝑖𝑝𝑖(𝐴). Note 𝑤𝑖 ≥ 𝑟𝐿 .
Define the partition 𝒫 on Ω× [𝐿] by
𝒫 = {𝐴× {𝑖} : 𝐴 ∈ 𝒫𝑖} .
By Theorem A.5,
Gap(𝑀st) ≥ 1
2
Gap(𝑀 st) min
𝐵∈𝒫
Gap(𝑀st|𝐵). (21)
The second term Gap(𝑀st|𝐵) is related to (Gap(𝑀𝑖|𝐴)). We now lower-bound Gap(𝑀 st). We will
abuse notation by considering the sets 𝐵 ∈ 𝒫 as states in 𝑀 st, and identify a union of sets in 𝒫
with the corresponding set of states for 𝑀 st.
We bound Gap(𝑀 st) by bounding the conductance of 𝑀 st using Cheeger’s inequality (Theo-
rem A.9).
Suppose first that 𝑆 ⊆ 𝒫, Ω×{1} ̸∈ 𝑆. Intuitively, this means the “highest temperature” is not
in the set. We will go from top to bottom until we find a partition that is in the set, the interaction
of this part and the temperature above it will already provide a large enough cut.
Let 𝑖 be minimal such that 𝐴 × {𝑖} ∈ 𝑆 for some 𝐴. There is 12𝐿 probability of proposing a
switch to level 𝑖− 1, so
𝑃st(𝐴× {𝑖},Ω× {𝑖− 1}) ≥ 1
2𝐿
1
𝑟𝑖𝑝𝑖(𝐴)
∫
𝐴
𝑟𝑖𝑝𝑖(𝑥)min
®
𝑝𝑖−1(𝑥)
𝑝𝑖(𝑥)
𝑟𝑖−1
𝑟𝑖
, 1
´
𝑑𝑥 (22)
=
1
2𝐿
∫
𝐴
min
ß
𝑝𝑖−1(𝑥)
𝑟𝑖−1
𝑟𝑖
, 𝑝𝑖(𝑥)
™
𝑑𝑥/𝑝𝑖(𝐴) (23)
≥ 1
2𝐿
min 𝑟𝑗
max 𝑟𝑗
∫
𝐴
min {𝑝𝑖−1(𝑥), 𝑝𝑖(𝑥)} 𝑑𝑥/𝑝𝑖(𝐴) (24)
≥ 1
2𝐿
𝑟𝛿. (25)
We have that (defining 𝑄 as in Definition A.6)
𝜑st(𝑆) =
𝑄st(𝑆, 𝑆
𝑐)
𝑝(𝑆)
(26)
≥ 𝑝st(𝐴× {𝑖})𝑃st(𝐴× {𝑖},Ω× {𝑖− 1})
𝑝(𝑆)
(27)
≥ 𝑟𝑝min
𝐿
1
2𝐿
𝑟𝛿 =
𝑟2𝛿𝑝min
2𝐿2
(28)
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Now consider the case that Ω × {1} ∈ 𝑆. This case the highest temperature is in the set. We
then try to find the part with highest temperature that is not in the set.
Note that 𝑝st(Ω× {1}) ≥ 𝑟𝐿 . Define 𝐴× {𝑖} as above for 𝑆𝑐, then
𝜑st(𝑆) =
𝑄st(𝑆, 𝑆
𝑐)
𝑝(𝑆)
(29)
≥ 𝑝st(Ω× {1})𝑃st(𝐴× {𝑖},Ω× {𝑖− 1})
𝑝(𝑆)
(30)
≥ 𝑟
𝐿
1
2𝐿
𝑟𝛿. (31)
Thus by Cheeger’s inequality A.9,
Gap(𝑀 st) ≥ Φ(𝑀 st)
2
2
=
𝑟4𝛿2𝑝2min
8𝐿4
(32)
Therefore we have proved the projected Markov chain (between partitions) has good spectral
gap. What’s left is to prove that inside each partition the Markov chain has good spectral gap,
note that
Gap(𝑀st|𝐵×{𝑖}) ≥
1
2
Gap(𝑀𝑖|𝐴) (33)
because the chain 𝑀st, on a state in Ω × {𝑖}, transitions according to 𝑀𝑖 with probability 12 .
Plugging (32) and (33) into (21) gives the bound.
Remark 5.3. Suppose in the type 2 transition we instead pick 𝑘′ as follows: With probability 12 ,
let 𝑘′ = 𝑘 − 1, and with probability 12 , let 𝑘′ = 𝑘 + 1. If 𝑘′ ̸∈ [𝐿], let 𝑘′ = 𝑘 instead.
Then the 12𝐿 becomes
1
4 in the proof above so we get the improved gap
Gap(𝑀st) ≥ 𝑟
4𝛿2𝑝2min
128𝐿2
min
1≤𝑖≤𝐿,𝐴∈𝒫𝑖
(Gap(𝑀𝑖|𝐴)). (34)
6 Defining the partitions
In this section, we assemble all the ingredients to show that there exists a partition for the Langevin
chain such that min2≤𝑖≤𝐿,𝐴∈𝒫𝑖(Gap(𝑀𝑖|𝐴)) is large, and each part in the partition also has signif-
icant probability. Hence the partition will be sufficient for the partitioning technique discussed in
previous section.
The high-level plan is to use Theorem A.8 to find the partitions for each temperature. Indeed,
if we have a mixture of 𝑛 gaussians, it is not hard to show that the (𝑛+ 1)-st eigenvalue is large:
Lemma 6.1 (Eigenvalue gap for mixtures). Let 𝑝𝑖(𝑥) = 𝑒
−𝑓𝑖(𝑥) be probability distributions on Ω
and let 𝑝(𝑥) =
∑𝑛
𝑖=1𝑤𝑖𝑝𝑖(𝑥), where 𝑤1, . . . , 𝑤𝑛 > 0 and
∑𝑛
𝑖=1𝑤𝑖 = 1. Suppose that for each 𝑝𝑖, a
Poincare´ inequality holds with constant 𝐶.
Then the (𝑛+ 1)-th eigenvalue of L satisfies
𝜆𝑛+1(−L ) ≥ 1
𝐶
.
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We defer the proof to Section 6.1. However, there are still many technical hurdles that we need
to deal with before we can apply Theorem A.8 on spectral partitioning.
1. When the temperature is different, the distribution (which is proportional to 𝑒−𝛽𝑓(𝑥)) is no
longer a mixture of gaussians. We show that it is still close to a mixture of gaussians in the
sense that the density function is point-wise within a fixed multiplicative factor to the density
of a mixture of gaussians (Section 6.2). This kind of multiplicative guarantee allows us to
relate the Poincare´ constants between the two distributions.
2. We then show (Section 6.3) a Poincare´ inequality for all small sets. This serves two purposes
in the proof: (a) it shows that the inner-conductance is large. (b) it shows that if a set has
small conductance then it cannot be small. We also deal with the problem of continuous time
here by taking a fixed time 𝑡 and running the Markov chain in multiples of 𝑡.
3. Now we can prove Lemma 6.8, which shows that if we discretize the continuous-space Markov
chain, then there exists good partitioning in the resulting discrete-space Markov chain (Sec-
tion 6.4).
4. We then show that if we restrict the Langevin chain to a large ball, and then discretize the
space in the large ball finely enough, then in the limit the spectral gap of the discretized chain
is the same as the spectral gap of the continuous-space Markov chain (Section 6.5).
5. Finally in Section 6.6 we show it is OK to restrict the Langevin chain restricted to a large
ball.
6.1 Proving the eigenvalue gap
Now we prove Lemma 6.1. The main idea is to use the variational characterization of eigenvalues,
and show that there can be at most 𝑛 “bad” directions.
Proof. We use the variational characterization of eigenvalues:
𝜆𝑛+1(−L ) = max
subspace 𝑆 ⊆ 𝐿2(𝑝)
dim𝑆 = 𝑛
min
𝑔⊥𝑝𝑆
−⟨𝑔,L 𝑔⟩
‖𝑔‖2𝑝
.
To lower-bound this, it suffices to produce a 𝑛-dimensional subspace 𝑆 and lower-bound
∫
R𝑑‖∇𝑔‖
2𝑝 𝑑𝑥
‖𝑔‖2𝑝
for 𝑔 ⊥ 𝑆. We choose
𝑆 = span
ß
𝑝𝑖
𝑝
: 1 ≤ 𝑖 ≤ 𝑛
™
. (35)
Take 𝑔 ⊥𝑝 𝑝𝑖𝑝 for each 𝑖. Then, since a Poincare´ inequality holds on 𝑝𝑖,∫
R𝑑
𝑔
𝑝𝑖
𝑝
𝑝 𝑑𝑥 = 0 (36)
=⇒
∫
R𝑑 ‖∇𝑔‖2 𝑝𝑖 𝑑𝑥
Var𝑝𝑖(𝑔)
=
∫
R𝑑 ‖∇𝑔‖2 𝑝𝑖 𝑑𝑥
‖𝑔‖2𝑝𝑖
≥ 1
𝐶
. (37)
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Thus ∫
R𝑑 ‖∇𝑔‖2 𝑝 𝑑𝑥
‖𝑔‖2𝑝
=
∑𝑚
𝑖=1
∫
R𝑑 ‖∇𝑔‖2𝑤𝑖𝑝𝑖 𝑑𝑥∑𝑛
𝑖=1𝑤𝑖 ‖𝑔‖2𝑝𝑖
≥ 1
𝐶
, (38)
as needed.
6.2 Scaled temperature approximates mixture of gaussians
The following lemma shows that changing the temperature is approximately the same as changing
the variance of the gaussian. We state it more generally, for arbitrary mixtures of distributions in
the form 𝑒−𝑓𝑖(𝑥).
Lemma 6.2 (Approximately scaling the temperature). Let 𝑝𝑖(𝑥) = 𝑒
−𝑓𝑖(𝑥) be probability distribu-
tions on Ω such that for all 𝛽 > 0,
∫
𝑒−𝛽𝑓𝑖(𝑥) 𝑑𝑥 <∞. Let
𝑝(𝑥) =
𝑛∑
𝑖=1
𝑤𝑖𝑝𝑖(𝑥) (39)
𝑓(𝑥) = − ln 𝑝(𝑥) (40)
where 𝑤1, . . . , 𝑤𝑛 > 0 and
∑𝑛
𝑖=1𝑤𝑖 = 1. Let 𝑤min = min1≤𝑖≤𝑛𝑤𝑖.
Define the distribution at inverse temperature 𝛽 to be 𝑝𝛽(𝑥), where
𝑔𝛽(𝑥) = 𝑒
−𝛽𝑓(𝑥) (41)
𝑍𝛽 =
∫
Ω
𝑒−𝛽𝑓(𝑥) 𝑑𝑥 (42)
𝑝𝛽(𝑥) =
𝑔𝛽(𝑥)
𝑍𝛽
. (43)
Define the distribution 𝑝𝛽(𝑥) by
𝑔𝛽(𝑥) =
𝑛∑
𝑖=1
𝑤𝑖𝑒
−𝛽𝑓𝑖(𝑥) (44)‹𝑍𝛽 = ∫
Ω
𝑛∑
𝑖=1
𝑤𝑖𝑒
−𝛽𝑓𝑖(𝑥) 𝑑𝑥 (45)
𝑝𝛽(𝑥) =
𝑔𝛽(𝑥)‹𝑍𝛽 . (46)
Then for 0 ≤ 𝛽 ≤ 1 and all 𝑥,
𝑔𝛽(𝑥) ∈
ï
1,
1
𝑤min
ò
𝑔𝛽 (47)
𝑝𝛽(𝑥) ∈
ï
1,
1
𝑤min
ò
𝑝𝛽
‹𝑍𝛽
𝑍𝛽
⊂
ï
𝑤min,
1
𝑤min
ò
𝑝𝛽. (48)
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Proof. By the Power-Mean inequality,
𝑔𝛽(𝑥) =
(
𝑛∑
𝑖=1
𝑤𝑖𝑒
−𝑓𝑖(𝑥)
)𝛽
(49)
≥
𝑛∑
𝑖=1
𝑤𝑖𝑒
−𝛽𝑓𝑖(𝑥) = 𝑔𝛽(𝑥). (50)
On the other hand, given 𝑥, setting 𝑗 = argmin𝑖 𝑓𝑖(𝑥),
𝑔𝛽(𝑥) =
(
𝑛∑
𝑖=1
𝑤𝑖𝑒
−𝑓𝑖(𝑥)
)𝛽
(51)
≤ (𝑒−𝑓𝑗(𝑥))𝛽 (52)
≤ 1
𝑤min
𝑛∑
𝑖=1
𝑤𝑖𝑒
−𝛽𝑓𝑖(𝑥) =
1
𝑤min
𝑔𝛽(𝑥). (53)
This gives (47). This implies
𝑍𝛽
𝑍𝛽
∈ [𝑤min, 1], which gives (48).
6.3 Poincare´ inequalities on small subsets
In this section we prove Poincare´ inequalities for small sets. In fact we need to prove that this
property is true robustly, in order to transform the continuous time Markov chain to a discrete
time Markov chain.
Definition 6.3. Given a measure 𝑝 on Ω, say that a Poincare´ inequality with constant 𝐶 holds on
sets of measure ≤ 𝐷 if whenever 𝑝(Supp(𝑔)) ≤ 𝐷,
ℰ𝑝(𝑔) =
∫
Ω
‖∇𝑔‖2 𝑝 𝑑𝑥 ≥ 1
𝐶
Var𝑝(𝑔).
This is robust in the following sense: If the above condition is satisfied, then 𝑔 still satisfies a
Poincare´ inequality even if it is not completely supported on a small set, but just has a lot of mass
on a small set.
The main reason we need the robust version is that when we transform the continuous time
Markov chain to a discrete time Markov chain, even if we initialized in a small set after some time
the probability mass is going to spill over to a slightly larger set.
Lemma 6.4 (Robustly Poincare´ on small sets). Let 𝐴 ⊆ R𝑑 be a subset. Suppose that for 𝑝, a
Poincare´ inequality with constant 𝐶 holds on sets of measure ≤ 2𝑝(𝐴). Then if∫
𝐴
𝑔2𝑝 𝑑𝑥 ≥ 𝑘
∫
R𝑑
𝑔2𝑝 𝑑𝑥 (54)
with 𝑘 > 2𝑝(𝐴), then
ℰ𝑝(𝑔) ≥ 1
20𝐶
Ç
1− 2𝑝(𝐴)
𝑘
å
𝑘
∫
R𝑑
𝑔2𝑝 𝑑𝑥.
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We lower-bound ℰ𝑝(𝑔) by showing that (54) implies that not much of 𝑔’s mass comes from when
𝑔2 is small, so that much of 𝑔’s mass comes from the intersection of the set 𝐵′ where 𝑔 is large and
the set 𝐴. This means we can use the Poincare´ inequality on a “sliced” version of 𝑔 on 𝐴.
Proof. By scaling we may assume
∫
𝑔2𝑝 𝑑𝑥 = 1. It suffices to show that ℰ(𝑔) ≥ 120𝐶
(
1− 2𝑝(𝐴)𝑘
)
𝑘.
Let
𝐵 =
®
𝑥 ∈ Ω : 𝑔(𝑥)2 ≥ 𝑘
2𝑝(𝐴)
´
(55)
ℎ(𝑥) =

0, 𝑔(𝑥)2 ≤ 𝑘2𝑝(𝐴)
𝑔(𝑥)−
√
𝑘
2𝑝 , 𝑔(𝑥) >
√
𝑘
2𝑝(𝐴)
𝑔(𝑥) +
√
𝑘
2𝑝 , 𝑔(𝑥) < −
√
𝑘
2𝑝(𝐴) .
(56)
i.e., we “slice” out the portion where 𝑔(𝑥)2 is large and translate it to 0. (Note we cannot just take
ℎ(𝑥) = 𝑔(𝑥)1𝐵(𝑥) because this is discontinuous. Compare with [BGL13, Proposition 3.1.17].)
ℰ𝑝(𝑔) =
∫
‖∇𝑔‖2 𝑝 𝑑𝑥 (57)
≥
∫
‖∇ℎ‖2 𝑝 𝑑𝑥 = ℰ(ℎ). (58)
By Cauchy-Schwarz, noting that Supp(ℎ) ⊆ 𝐵 and Vol𝑝(𝐵) ≤ 2𝑝(𝐴)𝑘 ,Å∫
ℎ𝑝 𝑑𝑥
ã2
≤
Å∫
ℎ2𝑝 𝑑𝑥
ã
2𝑝(𝐴)
𝑘
. (59)
We can lower bound
∫
ℎ2𝑝 𝑑𝑥 as follows. Let 𝐵′ =
{
𝑥 ∈ Ω : 𝑔(𝑥)2 ≥ 2𝑘3𝑝(𝐴)
}
.∫
𝐴
𝑔2𝑝 𝑑𝑥 ≥ 𝑘 (60)∫
𝐴∩𝐵′𝑐
𝑔2𝑝 𝑑𝑥 ≤ 2𝑘
3𝑝(𝐴)
𝑝(𝐴) =
2𝑘
3
(61)∫
𝐴∩𝐵′
𝑔2𝑝 𝑑𝑥 ≥ 𝑘 − 2𝑘
3
=
𝑘
3
(62)∫
Ω
ℎ2𝑝 𝑑𝑥 ≥
∫
𝐴∩𝐵′
ℎ2
𝑔2
𝑔2𝑝 𝑑𝑥 (63)
≥ 0.15
∫
𝐴∩𝐵′
𝑔2𝑝 𝑑𝑥 (64)
≥ 1
20
𝑘. (65)
where we used the fact that when 𝑦2 ≥ 2𝑘2𝑝(𝐴) ,
(𝑦−
»
𝑘
2𝑝(𝐴)
)2
𝑦2
≥
Ä»
2𝑘
3𝑝
−
»
𝑘
2𝑝
ä2
2𝑘
3𝑝
> 0.15. Putting
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everything together,
Var(ℎ) =
Å∫
𝐵
ℎ2𝑝 𝑑𝑥
ã
−
Å∫
𝐵
ℎ𝑝 𝑑𝑥
ã2
(66)
≥
Ç
1− 2𝑝(𝐴)
𝑘
åÅ∫
𝐵
ℎ2𝑝 𝑑𝑥
ã
(67)
≥
Ç
1− 2𝑝(𝐴)
𝑘
å
𝑘
20
(68)
ℰ𝑝(𝑔) ≥ ℰ𝑝(ℎ) (69)
≥ 1
𝐶
Var(ℎ) =
1
𝐶
Ç
1− 2𝑝(𝐴)
𝑘
å
𝑘
20
. (70)
Lemma 6.5 (Conductance from small-set Poincare´). Let 𝐴 ⊆ Ω be a set. Suppose that a Poincare´
inequality with constant 𝐶 holds on sets of measure ≤ 2𝑝(𝐴). Let
𝜑𝑡(𝐴) =
∫
𝐴
𝑃𝑡(𝑥,𝐴
𝑐)
𝑝(𝑥)
𝑝(𝐴)
𝑑𝑥
be the conductance of a set 𝐴 after running Langevin for time 𝑡. Then
𝜑𝑡(𝐴) ≥ min
ß
1
2
,
1
80𝐶
(1− 4𝑝(𝐴)) 𝑡
™
. (71)
A Poincare´ inequality can be thought of as giving a lower bound on “instantaneous” conduc-
tance. We show that this implies good conductance for a finite time 𝑇 . What could go wrong
is that the rate of mass leaving a set 𝐴 is large at time 0 but quickly goes to 0. We show using
Lemma 6.4 that this does not happen until significant mass has escaped.
Proof. We want to bound
𝜑𝑡(𝐴) = 1− 1
𝑝(𝐴)
∫
𝑃𝑡(𝑥,𝐴)1𝐴𝑝(𝑥) 𝑑𝑥 (72)
= 1− 1
𝑝(𝐴)
∫
(𝑃𝑡1𝐴)1𝐴𝑝(𝑥) 𝑑𝑥 (73)
= 1− 1
𝑝(𝐴)
⟨𝑃𝑡1𝐴,1𝐴⟩𝑝 (74)
= 1− 1
𝑝(𝐴)
¨
𝑃𝑡/21𝐴, 𝑃𝑡/21𝐴
∂
𝑝
(75)
since (𝑃𝑡)𝑡≥0 is a one-parameter semigroup and is self-adjoint with respect to 𝑝. Now by definition
of L ,
𝑑
𝑑𝑡
⟨𝑃𝑡𝑔, 𝑃𝑡𝑔⟩𝑝 = 2
≠
𝑃𝑡𝑔,
𝑑
𝑑𝑡
𝑃𝑡𝑔
∑
𝑝
= 2 ⟨𝑃𝑡𝑔,L𝑃𝑡𝑔⟩𝑝 = −2ℰ(𝑃𝑡𝑔) (76)
Let 𝑡0 be the minimal 𝑡 such that∫
𝐴
‖𝑃𝑡1𝐴‖2 𝑝 𝑑𝑥 ≤ 1
2
∫
𝐴
‖1𝐴‖2 𝑝 𝑑𝑥 = 1
2
𝑝(𝐴). (77)
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(Let 𝑡 =∞ if this never happens; however, (83) will show that 𝑡 <∞.) For 𝑡 < 2𝑡0, by Lemma 6.4,
𝑑
𝑑𝑡
∫
‖𝑃𝑡1𝐴‖2 𝑝 𝑑𝑥 ≤ −2ℰ(𝑃𝑡1𝐴) (78)
≤ −2 1
40𝐶
(1− 4𝑝(𝐴)) 𝑑
𝑑𝑡
∫
‖𝑃𝑡1𝐴‖2 𝑝 𝑑𝑥 (79)
≤ − 1
20𝐶
(1− 4𝑝(𝐴)) 𝑑
𝑑𝑡
∫
‖𝑃𝑡1𝐴‖2 𝑝 𝑑𝑥. (80)
This differential inequality implies exponential decay, a fact known as Gronwall’s inequality.∫
‖𝑃𝑡1𝐴‖2 𝑝 𝑑𝑥 ≤ 𝑒− 𝐶20 (1−4𝑝(𝐴))𝑡
∫
𝐴
‖1𝐴‖2 𝑝 𝑑𝑥︸ ︷︷ ︸
𝑝(𝐴)
(81)
𝜑𝑡(𝐴) ≤ 1− 1
𝑃 (𝐴)
∥∥∥𝑃𝑡/21𝐴∥∥∥2
𝑝
(82)
≤ 1− 𝑒− 140𝐶 (1−4𝑝(𝐴))𝑡 ≤ max
Å
1
2
,
1
80𝐶
(1− 4𝑝(𝐴))𝑡
ã
(83)
where the last inequality follows because because 𝑑𝑑𝑥𝑒
−𝑥 ≥ 12 when 𝑒−𝑥 ≥ 12 .
For 𝑡 ≥ 2𝑡0, we have, because
∫
𝐴 ‖𝑃𝑡1𝐴‖2 𝑝 𝑑𝑥 is decreasing,
∥∥∥𝑃𝑡/21𝐴∥∥∥2
𝑝
≤ ‖𝑃𝑡01𝐴‖2𝑝 = 12𝑝(𝐴) so
𝜑𝑡(𝐴) ≥ 12 .
Lemma 6.6 (Easy direction of relating Laplacian of projected chain). Let (Ω, 𝑃 ) be a reversible
Markov chain and 𝑃 its projection with respect to some partition 𝒫 = {𝐴1, . . . , 𝐴𝑛} of Ω. Let
ℒ = 𝐼 − 𝑃 , ℒ = 𝐼 − 𝑃 .
𝜆𝑛(ℒ) ≤ 𝜆𝑛(ℒ).
Proof. The action of ℒ on functions on [𝑛] is the same as the action of ℒ on the subspace of functions
that are constant on each set in the partition, denoted by 𝐿2(𝒫). This means that 𝐿2([𝑛]) under
the action of ℒ embeds into 𝐿2(𝑝) under the action of ℒ. Let 𝜋 = E[·|𝒫] : 𝐿2(𝑝) → 𝐿2(𝒫) be the
projection; note that for ℎ ∈ 𝐿2(𝒫), ⟨ℎ, 𝜋𝑔⟩ = ⟨ℎ, 𝑔⟩.
By the variational characterization of eigenvalues, we have that for some 𝑆,
𝜆𝑛(ℒ) = min
𝑔 ⊥𝑝 𝑆
𝑔 ∈ 𝐿2(𝑝)
⟨𝑔,ℒ𝑔⟩
‖𝑔‖2𝑝
≤ min
𝑓 ⊥𝑝 𝜋(𝑆)
𝑔 ∈ 𝐿2(𝒫)
⟨𝑓,ℒ𝑔⟩
‖𝑔‖2𝑝
≤ max
𝑆 ⊆ 𝐿2(𝒫)
dim(𝑆) = 𝑛− 1
⟨𝑔,ℒ𝑔⟩
‖𝑔‖2𝑝
= 𝜆𝑛(ℒ). (84)
Lemma 6.7 (Small-set Poincare´ inequality for mixtures). Keep the setup of Lemma 6.2. Further
suppose that
𝑍𝛽 =
∫
R𝑑
𝑒−𝛽𝑓1 𝑑𝑥 = · · · =
∫
R𝑑
𝑒−𝛽𝑓𝑛 𝑑𝑥.
(E.g., this holds for gaussians of equal variance.) Suppose that a Poincare´ inequality holds for each
𝑝𝛽,𝑖 =
𝑒−𝛽𝑓𝑖
𝑍𝛽
with constant 𝐶𝛽.
Then on 𝑝𝛽, a Poincare´ inequality holds with constant
2𝐶𝛽
𝑤min
on sets of size ≤ 𝑤2min2 .
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Proof. Let 𝐴 = Supp(𝑔). Then for all 𝑗, by Lemma 6.2,
𝑤min𝑝𝛽,𝑗(𝐴) ≤ 𝑤𝑗𝑝𝛽,𝑗(𝐴) ≤
𝑛∑
𝑖=1
𝑝𝛽,𝑖(𝐴) = 𝑝𝛽(𝐴) ≤ 1
𝑤min
𝑝𝛽(𝐴) ≤ 𝑤min
2
(85)
=⇒ 𝑝𝛽,𝑗(𝐴) ≤ 1
2
. (86)
As in (66), using 𝑝𝛽,𝑗(𝐴) ≤ 12 ,
Var𝑝𝛽,𝑗 (𝑔) ≥
Å∫
𝐴
𝑔2𝑝𝛽,𝑗 𝑑𝑥
ã
−
Å∫
𝐴
𝑔𝑝𝛽,𝑗 𝑑𝑥
ã2
(87)
≥ 1
2
∫
𝐴
𝑔2𝑝𝛽,𝑗 𝑑𝑥 (88)
Then
ℰ𝑝𝛽 (𝑓) =
∫
𝐴
‖∇𝑓‖2
𝑛∑
𝑖=1
𝑤𝑗𝑝𝛽,𝑗(𝑥) 𝑑𝑥 (89)
≥ 1
𝐶𝛽
𝑛∑
𝑖=1
𝑤𝑖Var𝑝𝛽,𝑗 (𝑓) (90)
≥ 1
𝐶𝛽
𝑛∑
𝑖=1
𝑤𝑖
1
2
∫
𝐴
𝑓2𝑝𝛽,𝑗(𝑥) 𝑑𝑥 (91)
≥ 1
2𝐶𝛽
Var𝑝𝛽 (𝑓). (92)
Using Lemma 6.2 and Lemma C.3(3), 𝑝𝛽 satisfies a Poincare´ inequality with constant
2𝐶𝛽
𝑤min
.
6.4 Existence of partition
Now we are ready to prove the main lemma of this section, which gives the partitioning for any
discrete space, discrete time Markov chain. In later subsections we will connect this back to the
continuous space Markov chain.
Lemma 6.8. Let 𝑝(𝑥) ∝ 𝑒−𝑓(𝑥) be a probability density function on R𝑑. Let 𝐶 and 𝜇 ≤ 1 be
such that the Langevin chain on 𝑓(𝑥) satisfies 𝜆𝑛+1(L ) ≥ 1𝐶 , and a Poincare´ inequality holds with
constant 2𝐶 on sets of size ≤ 𝜇.
Let 𝒫 = {𝐴1, . . . , 𝐴𝑚} be any partition of 𝐵 ⊆ R𝑑. Let (R𝑑, 𝑃𝑇 ) be the discrete-time Markov
chain where each step is running continuous Langevin for time 𝑇 ≤ 𝐶2 , (𝐵,𝑃𝑇 |𝐵) be the same
Markov chain restricted to 𝐵, and ([𝑚], 𝑃𝑇 |𝐵) is the projected chain with respect to 𝒫.
Suppose that 𝐵 satisfies the following.
1. For all 𝑥 ∈ 𝐵, 𝑃𝑇 (𝑥,𝐵𝑐) ≤ 𝑇1000𝐶 .
2. 𝜆𝑛+1(𝐼 − 𝑃𝑇 |𝐵) ≥ 34
Ä
𝜆𝑛+1(𝐼 − 𝑃𝑇 )− 𝑇6𝐶
ä
.
Then there exists ℓ ≤ 𝑛 and a partition 𝒥 of [𝑚] into ℓ sets 𝐽1, . . . , 𝐽ℓ such that the following
hold.
23
1. 𝒥 is a
Ä
Ω
Ä
𝑇 2
𝐶2𝑚8
ä
, 𝑂
Ä
𝑇
𝐶
ää
-clustering.
2. Every set in the partition has measure at least 𝜇2 .
Proof. First we show that the (𝑛 + 1)th eigenvalue is large. Note that the eigenvalues of 𝑃𝑇 are
the exponentials of the eigenvalues of L .
𝜆𝑛+1(𝐼 − 𝑃𝑇 |𝐵) ≥ 𝜆𝑛+1(𝐼 − 𝑃𝑇 |𝐵) Lemma 6.6 (93)
≥ 3
4
Å
𝜆𝑛+1(𝐼 − 𝑃𝑇 )− 𝑇
6𝐶
ã
assumption (94)
=
3
4
(1− 𝑒−𝜆𝑛+1(−L )𝑇 − 𝑇
6𝐶
) ≥ 3
4
(1− 𝑒−𝑇/𝐶 − 𝑇
6𝐶
) (95)
≥ 3
4
Å
min
ß
1
2
,
𝑇
2𝐶
™
− 𝑇
6𝐶
ã
=
𝑇
4𝐶
(96)
Let 𝑐 be a small constant to be chosen. Let 𝑘 ≤ 𝑛+ 1 be the largest integer so that
𝜆𝑘−1(𝐼 − 𝑃𝑇 |𝐵) ≤ 𝑐
2𝑇 2
𝐶2𝑛6
(97)
Then 𝜆𝑘(𝐼−𝑃𝑇 |𝐵) > 𝑐2𝑇 2𝐶2𝑛6 . By Theorem A.8, for some 1 ≤ ℓ ≤ 𝑘−1, there exists a clustering with
parameters Å
Ω
Å
𝜆𝑘
𝑘2
ã
, 𝑂(ℓ3
√
𝜆ℓ)
ã
=
Ç
Ω
Ç
𝑐2𝑇 2
𝐶2𝑛8
å
, 𝑂
Å
𝑐𝑇
𝐶
ãå
(98)
Now consider a set 𝐽 in the partition. Let 𝐴 =
⋃
𝑗∈𝐽 𝐴𝑗 . Suppose by way of contradiction that
𝑝(𝐴) ≤ 𝜇2 . By Lemma 6.5 and noting 𝑝(𝐴) < 12 , the conductance of 𝐴 in R𝑑 is
𝜑𝑇 (𝐴) ≥ 1
80(2𝐶)
(1− 4𝑝(𝐴))𝑇 ≥ 𝑇
320𝐶
. (99)
The conductance of 𝐴 in 𝐵 satisfies
𝑂
Å
𝑐𝑇
𝐶
ã
≥ 𝜑𝑇 |𝐵(𝐴). (100)
Now by assumption,
∫
𝐴
𝑃 (𝑥,𝐵𝑐)𝑝(𝑥) 𝑑𝑥
𝑝(𝐴) ≤ 𝑇1000𝐶 , so
𝑂
Å
𝑐𝑇
𝐶
ã
+
𝑇
1000𝐶
≥ 𝜑𝑇 (𝐴) (101)
For 𝑐 chosen small enough, together (99) and (101) give a contradiction.
6.5 Making arbitrarily fine partitions
In this section we show when the discretization is fine enough, the spectral gap of the discrete
Markov chain approaches the spectral gap of the continuous-space Markov chain.
We will need the following fact from topology.
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Lemma 6.9 (Continuity implies uniform continuity on compact set). If (Ω, 𝑑) is a compact metric
space and 𝑔 : Ω → R is continuous, then for every 𝜀 > 0 there is 𝛿 such that for all 𝑥, 𝑥′ ∈ Ω with
𝑑(𝑥, 𝑥′) < 𝛿,
|𝑔(𝑥)− 𝑔(𝑥′)| < 𝜀.
We know that the gap of a projected chain is at least the gap of the original chain, Gap(𝑀) ≥
Gap(𝑀) (Lemma 6.6). We show that if the size of the cells goes to 0, then the reverse inequality
also holds. Moreover, the convergence is uniform in the size of the cells.
Lemma 6.10. Let 𝑀 = (R𝑑, 𝑃 ′) be a reversible Markov chain where the kernel 𝑃 ′ : Ω×Ω→ R is
continuous and > 0 everywhere and the stationary distribution 𝑝′ : Ω→ R is a continuous function.
Fix a compact set Ω ⊂ R𝑛. Then
lim
𝛿↘0
inf
𝐾,𝒫
Gap(𝑀 |𝐾𝒫)
Gap(𝑀 |𝐾) = 1
where the infimum is over all compact sets 𝐾 ⊆ Ω and all partitions 𝒫 of 𝐾 composed of sets 𝐴
with diam(𝐴) < 𝛿.
Proof. By Lemma 6.9 on ln𝑃 ′(𝑥, 𝑦) : Ω × Ω → R and 𝑝′(𝑥), there exists 𝛿 > 0 such that for all
𝑥, 𝑦 ∈ Ω such that 𝑑(𝑥, 𝑥′) < 𝛿 and 𝑑(𝑦, 𝑦′) < 𝛿,
𝑃 ′(𝑥′, 𝑦′)
𝑃 ′(𝑥, 𝑦)
∈ [𝑒−𝜀, 𝑒𝜀] (102)
𝑝′(𝑥)
𝑝′(𝑥′)
∈ [𝑒−𝜀, 𝑒𝜀]. (103)
We also choose 𝛿 small enough so that for all sets 𝐴 with diameter < 𝛿, 𝑝(𝐴) < 𝜀.
Let 𝑃 and 𝑝 denote the kernel and stationary distribution for 𝑀 |𝐾 , and let
𝑃 (𝑥, 𝑑𝑦) = 𝛿𝑥(𝑑𝑦)𝑃rej(𝑥) + 𝑃tr(𝑥, 𝑦) 𝑑𝑦, (104)
where 𝑃rej(𝑥) = 𝑃
′(𝑥,𝐾𝑐) and 𝑃tr = 𝑃 ′ (the notation is to remind us that this is when a transition
succeeds). Let
𝑃acc(𝑥) = 1− 𝑃rej(𝑥) =
∫
𝑌
𝑃tr(𝑥, 𝑦) 𝑑𝑦. (105)
Consider a partition 𝒫 all of whose components have diameter < 𝛿. Let the projected chain be
𝑀 |𝐾 = (Ω, 𝑃 ) with stationary distribution 𝑝. We let capital letters 𝑋,𝑌 denote the elements of Ω,
or the corresponding subsets of Ω, and 𝑓 denote a function Ω→ R. Let 𝑄 be the probability distri-
bution on Ω× Ω given by 𝑄(𝑥, 𝑑𝑦) = 𝑝(𝑥)𝑃 (𝑥, 𝑑𝑦), and similarly define 𝑄(𝑋,𝑌 ) = 𝑝(𝑋)𝑃 (𝑋,𝑌 ).
Also write
𝑃 (𝑋,𝑌 ) = 1𝑋=𝑌 𝑃 rej(𝑋) + 𝑃 tr(𝑋,𝑌 ) (106)
𝑃 rej(𝑋) =
∫
𝑋
𝑝(𝑥)𝑃rej(𝑥) 𝑑𝑥 = 1− 𝑃 acc(𝑋) (107)
𝑃 tr(𝑋,𝑌 ) =
∫
𝑋
𝑝(𝑥)𝑃tr(𝑥, 𝑦) 𝑑𝑥. (108)
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We have
Gap(𝑀) = inf
𝑔
s
(𝑔(𝑥)− 𝑔(𝑦))2𝑝(𝑥)𝑃 (𝑥, 𝑑𝑦) 𝑑𝑥
2
∫
(𝑔(𝑥)− E𝑝 𝑔(𝑥))2𝑝(𝑥) 𝑑𝑥 = inf𝑔
E𝑥,𝑦∼𝑄[𝑔(𝑥)− 𝑔(𝑦)]2
E𝑥∼𝑝[𝑔(𝑥)− E𝑝 𝑔]2 (109)
Gap(𝑀) = inf
𝑔
∑
𝑋,𝑌 (𝑔(𝑋)− 𝑔(𝑌 ))2𝑝(𝑋)𝑃 (𝑋,𝑌 ) 𝑑𝑥 𝑑𝑦
2
∫
(
∑
𝑋 𝑔(𝑋)− E𝑝 𝑔(𝑋))2𝑝(𝑋) 𝑑𝑥
(110)
= inf
𝑔
∑
𝑋,𝑌 (E𝑝[𝑔|𝑋]− E𝑝[𝑔|𝑌 ])2 𝑝(𝑋)𝑃 (𝑋,𝑌 )
2
∫
(E𝑝[𝑔|𝒫](𝑥)− E𝑝[𝑔])2𝑝(𝑥) 𝑑𝑥 = inf𝑔
E𝑋,𝑌∼𝑄[E𝑝[𝑔|𝑋]− E𝑝[𝑔|𝑌 ]]2
E𝑋∼𝑝[E𝑝[𝑔|𝑋]− E𝑝[𝑔]]2 .
(111)
We will relate these two quantities.
Consider the denominator of (109). By the Pythagorean theorem, it equals the variation be-
tween sets in the partition, given by the denominator of (111), plus the variation within sets in the
partition.
E
𝑥∼𝑝
[𝑔(𝑥)− E
𝑝
𝑔]2 = E
𝑥∼𝑝
[E
𝑝
[𝑔|𝒫](𝑥)− E
𝑝
𝑔]2 + E
𝑥∼𝑝
[𝑔(𝑥)− E
𝑝
[𝑔|𝒫](𝑥)]2. (112)
We also decompose the numerator of (109). First we show that we can approximate 𝑝(𝑥)𝑃tr(𝑥, 𝑦)
with a distribution where 𝑦 is independent of 𝑥 given the set 𝑋 containing 𝑥. Using (102) and
(103),
𝑝(𝑥)𝑃 tr(𝑋,𝑌 )
𝑝(𝑦)
𝑝(𝑌 )
=
𝑝(𝑥)𝑝(𝑦)
s
𝑋×𝑌 𝑝(𝑥
′)𝑃tr(𝑥′, 𝑦′) 𝑑𝑥′ 𝑑𝑦′
𝑝(𝑋)𝑝(𝑌 )
(113)
≤ 𝑒2𝜀 𝑝(𝑥)𝑃tr(𝑥, 𝑦)
s
𝑋×𝑌 𝑝(𝑥
′)𝑝(𝑦′) 𝑑𝑥′ 𝑑𝑦′
𝑝(𝑋)𝑝(𝑌 )
(114)
= 𝑒2𝜀𝑝(𝑥)𝑃tr(𝑥, 𝑦). (115)
Let 𝑅 be the distribution on Ω× Ω defined as follows:
𝑋,𝑌 ∼ 𝑄, 𝑥 ∼ 𝑝|𝑋 𝑦 ∼ 𝑝|𝑌 . (116)
We then have by (115) thatx
Ω×Ω
(𝑔(𝑥)− 𝑔(𝑦))2𝑝(𝑥)𝑃 (𝑥, 𝑦) 𝑑𝑥 𝑑𝑦 =
x
Ω×Ω
(𝑔(𝑥)− 𝑔(𝑦))2𝑝(𝑥)𝑃tr(𝑥, 𝑦) 𝑑𝑥 𝑑𝑦 (117)
≥ 𝑒−2𝜀
x
Ω×Ω
(𝑔(𝑥)− 𝑔(𝑦))2𝑝(𝑥)𝑃 tr(𝑋,𝑌 ) 𝑝(𝑦)
𝑝(𝑌 )
𝑑𝑥 𝑑𝑦 (118)
= 𝑒−2𝜀
[
E
(𝑥,𝑦)∼𝑅
[𝑔(𝑥)− 𝑔(𝑦)]2 (119)
−
∑
𝑋
x
𝑋×𝑋
[𝑔(𝑥)− 𝑔(𝑦)]2𝑝(𝑥)𝑃 rej(𝑋) 𝑝(𝑦)
𝑝(𝑋)
𝑑𝑥 𝑑𝑦
]
. (120)
We use the Pythagorean Theorem: letting ℬ be the 𝜎-algebra of Ω,
E
𝑅
[𝑔(𝑥)− 𝑔(𝑦)|𝒫 × ℬ] = E
𝑝
[𝑔|𝑋]− 𝑔(𝑦), (121)
E
𝑅
[𝑔(𝑥)− 𝑔(𝑦)|𝒫 × 𝒫] = E
𝑝
[𝑔|𝑋]− E
𝑝
[𝑔|𝑌 ]. (122)
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Then
(120) = 𝑒−2𝜀
[
E
(𝑥,𝑦)∼𝑅
[(E
𝑝
[𝑔|𝑋]− E
𝑝
[𝑔|𝑌 ])2 + (𝑔(𝑥)− E[𝑔|𝒫](𝑥))2 + (𝑔(𝑦)− E[𝑔|𝒫](𝑦))2] (123)
−
∑
𝑋
x
𝑋×𝑋
[(𝑔(𝑥)− E[𝑔|𝒫](𝑥))2 + (𝑔(𝑦)− E[𝑔|𝒫](𝑦))2]𝑝(𝑋)𝑃 rej(𝑋) 𝑝(𝑦)
𝑝(𝑌 )
𝑑𝑥 𝑑𝑦
]
(124)
= 𝑒−2𝜀
[
E
𝑥,𝑦∼𝑄
[𝑔(𝑥)− 𝑔(𝑦)]2 (125)
+
x
𝑋×𝑌
[(𝑔(𝑥)− E[𝑔|𝒫](𝑥))2 + (𝑔(𝑦)− E[𝑔|𝒫](𝑦))2]𝑝(𝑋)𝑃 tr(𝑋,𝑌 ) 𝑝(𝑦)
𝑝(𝑌 )
𝑑𝑥 𝑑𝑦
]
(126)
Thus, using 𝑎
′+𝑏′
𝑎+𝑏 ≥ min
¶
𝑎′
𝑎 ,
𝑏′
𝑏
©
for 𝑎′, 𝑏′, 𝑎, 𝑏 > 0, and the decompositions (112) and (126),
E𝑥,𝑦∼𝑄[𝑔(𝑥)− 𝑔(𝑦)]2
2E𝑥∼𝑝[𝑔(𝑥)− E𝑝 𝑔]2 ≥ 𝑒
−2𝜀min
{E𝑋,𝑌∼𝑄[(E𝑝[𝑔|𝑋]− E𝑝[𝑔|𝑌 ])2]
2E𝑥∼𝑝[E𝑝[𝑔|𝒫](𝑥)− E𝑝 𝑔]2 , (127)∑
𝑋,𝑌 (
s
𝑋×𝑌 [(𝑔(𝑥)− E[𝑔|𝒫](𝑥))2 + (𝑔(𝑦)− E[𝑔|𝒫](𝑦))2]𝑝(𝑋)𝑃 tr(𝑋,𝑌 ) 𝑝(𝑦)𝑝(𝑌 ) 𝑑𝑥 𝑑𝑦)
2E𝑥∼𝑝[𝑔(𝑥)− E𝑝[𝑔|𝒫](𝑥)]2
}
.
(128)
The first ratio in the minimum is at least Gap(𝑃 ) by (111). We now bound the second ratio (128).
The numerator of (128) is
≥ min
𝑋
𝑃 acc(𝑋) E
(𝑥,𝑦)∼𝑅
[(𝑔(𝑥)− E[𝑔|𝒫](𝑥))2 + (𝑔(𝑦)− E[𝑔|𝒫](𝑦))2] (129)
= 2min
𝑋
𝑃 acc(𝑋) E
𝑥∼𝑝
[𝑔(𝑥)− E[𝑔|𝒫](𝑥)]2. (130)
We claim that 𝑃 acc(𝑋) ≥ (1− 𝜀)Gap(𝑀). Consider 𝑔(𝑌 ) = 1𝑋=𝑌 . Then
Gap(𝑃 ) ≤ E𝑋,𝑌∼𝑄[𝑔(𝑋)− 𝑔(𝑌 )]
2
2[E𝑥∼𝑝[𝑔(𝑋)2]− [E𝑥∼𝑝 𝑔(𝑋)]2] (131)
≤ 2𝑄(𝑋,𝑋
𝑐)
2[𝑝(𝑋)− 𝑝(𝑋)2] (132)
≤ 𝑃 acc(𝑋)
1− 𝑝(𝑋) (133)
≤ 𝑃 acc(𝑋)
1− 𝜀 (134)
Putting everything together,
Gap(𝑀 |𝐾) ≥ 𝑒−2𝜀min{Gap(𝑀 |𝐾), (1− 𝜀)Gap(𝑀 |𝐾)}. (135)
Combined with Lemma 6.6 (Gap(𝑀 |𝐾) ≥ Gap(𝑀 |𝐾)) and letting 𝜀↘ 0, this finishes the proof.
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6.6 Restriction to large compact set
Finally we show it is OK to restrict to a large compact set. Intuitively this should be clear as the
gaussian density functions are highly concentrated around their means.
Lemma 6.11. Let 𝑝𝛽(𝑥) ∝ 𝑒−𝛽𝑓(𝑥) where 𝑓(𝑥) = − ln∑𝑛𝑖=1𝑤𝑖𝑝𝑖(𝑥) and 𝑝𝑖(𝑥) is the pdf of a
gaussian with mean 𝜇𝑖. Let 𝐵𝑅 =
¶
𝑥 ∈ R𝑑 : ‖𝑥‖ ≤ 𝑅
©
.
For any 𝑇 > 0, for any 𝜀1 > 0, there exists 𝑅 such that for any 𝑟 ≥ 𝑅,
1. For any 𝑥 ∈ 𝐵𝑅, 𝑃𝑇 (𝑥,𝐵𝑐) ≤ 𝑒−𝛽𝑇/2.
2. For any 𝑓 with Supp(𝑓) ⊆ 𝐵𝑅,
ℰ𝑃𝑇 |𝐵𝑅 (𝑔)
Var𝑝|𝐵𝑅 (𝑔)
≥ (1− 𝜀1)
Ç ℰ𝑃𝑇 (𝑔)
Var𝑝(𝑔)
− 𝑒−𝛽𝑇/2
å
(136)
3. For all 𝑚, 𝜆𝑚(𝑃𝑇 |𝐵𝑅) ≥ (1− 𝜀1)(𝜆𝑚(𝑃𝑇 )− 𝑒−𝛽𝑇/2).
Note that we can improve the 𝑒−𝛽𝑇/2 to arbitrary 𝜀2 > 0 with a more careful analysis using
martingale concentration bounds, but this weaker version suffices for us.
Proof. Let 𝜇 be such that ‖𝜇𝑖‖ ≤ 𝐷 for all 1 ≤ 𝑖 ≤ 𝑚. Let 𝑌𝑡 = ‖𝑋𝑡‖2. By Ito^’s Lemma,
𝑑𝑌𝑡 = 2
¨
𝑋𝑡,−𝛽∇𝑓(𝑋𝑡) 𝑑𝑡+
√
2 𝑑𝐵𝑡
∂
+ 2𝑑 · 𝑑𝑡 (137)
=
(
−2
〈
𝑋𝑡,
−𝛽∑𝑛𝑖=1𝑤𝑖(𝑋𝑡 − 𝜇𝑖)𝑒−‖𝑋𝑡−𝜇𝑖‖2/2∑𝑛
𝑖=1𝑤𝑖𝑒
−‖𝑋𝑡−𝜇𝑖‖2/2
〉
+ 2𝑑
)
𝑑𝑡+
√
8(𝑋𝑡 − 𝜇)*𝑑𝐵𝑡 (138)
= −2
(〈
𝑋𝑡,
𝛽
∑𝑛
𝑖=1𝑤𝑖[(𝑋𝑡 − 𝜇) + (𝜇− 𝜇𝑖)]𝑒−‖𝑋𝑡−𝜇𝑖‖
2∑𝑛
𝑖=1𝑤𝑖𝑒
−‖𝑋𝑡−𝜇𝑖‖2
〉
+ 2𝑑
)
𝑑𝑡+
√
8(𝑋𝑡 − 𝜇)*𝑑𝐵𝑡 (139)
≤ (−2𝛽𝑌𝑡 + 𝛽𝐷 ‖𝑋𝑡‖+ 2𝑑)𝑑𝑡+
√
8(𝑋𝑡 − 𝜇)*𝑑𝐵𝑡 (140)
≤
Ç
−𝛽𝑌𝑡 + 𝐷
2𝛽
4
+ 2𝑑
å
𝑑𝑡+
√
8(𝑋𝑡 − 𝜇)*𝑑𝐵𝑡 (141)
Let 𝐶 = 𝐷
2𝛽
4 + 2𝑑 and consider the change of variable 𝑍𝑡 = 𝑒
𝛽𝑡(𝑌𝑡 − 𝐶𝛽 ). Since this is linear in 𝑌𝑡,
Ito^’s Lemma reduces to the usual change of variables and
𝑑𝑍𝑡 ≤ 𝛽𝑒𝛽𝑡
Å
𝑌𝑡 − 𝐶
𝛽
ã
𝑑𝑡+ 𝑒𝛽𝑡((−𝛽𝑌𝑡 + 𝐶)𝑑𝑡+
√
8(𝑋𝑡 − 𝜇*)𝑑𝐵𝑡) (142)
≤
√
8𝑒𝛽𝑡(𝑋𝑡 − 𝜇)*𝑑𝐵𝑡. (143)
Suppose 𝑍0 is a point with norm ≤ 𝑅. By the martingale property of the Ito^ integral and Markov’s
inequality,
E
ï
𝑒𝛽𝑇
Å
‖𝑋𝑇 ‖2 − 𝐶
𝛽
ãò
= E𝑍𝑇 ≤ 𝑍0 = ‖𝑋0‖2 − 𝐶
𝛽
(144)
=⇒ E ‖𝑋𝑇 ‖2 ≤ 𝑒−𝛽𝑇 ‖𝑋0‖2 + 𝐶
𝛽
(1− 𝑒−𝛽𝑇 ) (145)
P(‖𝑋𝑇 ‖ ≥ 𝑅) ≤
𝑒−𝛽𝑇 (𝑅2 + 𝐶𝛽 (1− 𝑒−𝛽𝑇 ))
𝑅2
(146)
≤ 𝑒−𝛽𝑇/2 (147)
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for all 𝑅 large enough. This shows the first part.
Note that the restricted 𝑃𝑇 |𝐵𝑅 operates on functions 𝑔 with Supp(𝑔) ⊆ 𝐵𝑅 as
𝑃𝑇 |𝐵𝑅𝑔(𝑥) =
∫
𝐵𝑅
𝑃𝑇 |𝐵𝑅(𝑥, 𝑑𝑦)𝑔(𝑥) (148)
=
∫
𝐵𝑅
𝑃𝑇 (𝑥, 𝑦)𝑔(𝑥) 𝑑𝑦 + 𝑃𝑇 (𝑥,𝐵
𝑐
𝑅)𝑔(𝑥) (149)
= 1𝐵𝑅 [𝑃𝑇 𝑔(𝑥) + 𝑃𝑇 (𝑥,𝐵
𝑐
𝑅)𝑔(𝑥)] (150)
Without loss of generality we may assume that E𝑔 = 0. (This is unchanged by whether we take
𝑥 ∼ 𝑝 or 𝑥 ∼ 𝑝|𝐵𝑅 .) Then for 𝑅 large enough,
⟨𝑃𝑇 |𝐵𝑅𝑔, 𝑔⟩𝑝 ≤ ⟨𝑃𝑇 𝑔, 𝑔⟩𝑝 + 𝑒−𝛽𝑇/2 ‖𝑔‖2𝑝 (151)
⟨(𝐼 − 𝑃𝑇 |𝐵𝑅)𝑔, 𝑔⟩𝑝|𝐵𝑅 ≥
⟨(𝐼 − 𝑃𝑇 |𝐵𝑅)𝑔, 𝑔⟩𝑝
𝑝(𝐵𝑅)
(152)
≥ ⟨(𝐼 − 𝑃𝑇 )𝑔, 𝑔⟩ − 𝑒
−𝛽𝑇/2 ‖𝑔‖2
𝑝(𝐵𝑅)
(153)
ℰ𝑝𝑇 |𝐵𝑅 (𝑔)
Var𝑝|𝐵𝑅 (𝑔)
≥ 1
𝑝(𝐵𝑅)
Ç ℰ𝑝𝑇 (𝑔)
Var𝑝(𝑔)
− 𝑒−𝛽𝑇/2
å
. (154)
Taking 𝑅 large enough, 1𝑝(𝐵𝑅) can be made arbitrarily close to 1. The inequality for eigenvalues
follows from the variational characterization as in the proof of Lemma C.3.
7 Mixing at the highest temperature
Definition 7.1. For a function 𝑓 : R𝑑 → R ∪ {∞}, define the 𝛼-strongly convex envelope
SCE𝛼[𝑓 ] : R𝑑 → R ∪ {∞} by
SCE𝛼[𝑓 ] = sup
𝑔 ≤ 𝑓
𝑔 is 𝛼-s.c.
𝑔(𝑥) (155)
where “s.c.” is an abbreviation for strongly convex.
Proposition 7.2. SCE𝛼[𝑓 ] is 𝛼-strongly convex.
Note we use the following definition of strongly convex, valid for any (not necessarily differen-
tiable) function 𝑓 : R𝑑 → R,
∀𝑡 ∈ [0, 1], 𝑓(𝑡𝑥+ (1− 𝑡)𝑦) ≤ 𝑡𝑓(𝑥) + (1− 𝑡)𝑓(𝑦)− 1
2
𝛼𝑡(1− 𝑡) ‖𝑥− 𝑦‖22 (156)
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Proof. Let 𝑡 ∈ [0, 1]. We check
𝑡SCE𝛼[𝑓 ](𝑥) + (1− 𝑡)SCE𝛼[𝑓 ](𝑦) = 𝑡 sup
𝑔 ≤ 𝑓
𝑔 is 𝛼-s.c.
𝑔(𝑥) + (1− 𝑡) sup
𝑔 ≤ 𝑓
𝑔 is 𝛼-s.c.
𝑔(𝑦) (157)
≤ sup
𝑔 ≤ 𝑓
𝑔 is 𝛼-s.c.
[𝑡𝑔(𝑥) + (1− 𝑡)𝑔(𝑦)] (158)
≤ sup
𝑔 ≤ 𝑓
𝑔 is 𝛼-s.c.
[𝑔(𝑡𝑥+ (1− 𝑡)𝑦) + 1
2
𝛼𝑡(1− 𝑡) ‖𝑥− 𝑦‖22] (159)
≤ SCE𝛼[𝑓 ](𝑡𝑥+ (1− 𝑡)𝑦). (160)
Lemma 7.3. Let 𝑓(𝑥) = − ln
Ç∑𝑛
𝑖=1𝑤𝑖𝑒
−‖𝑥−𝜇𝑖‖
2
2
å
where 𝑤1, . . . , 𝑤𝛼 > 0,
∑𝑚
𝑖=1𝑤𝑖 = 1, and
𝑤min = min1≤𝑖≤𝑚𝑤𝑖. Suppose ‖𝜇𝑖‖ ≤ 𝐷 for all 1 ≤ 𝑖 ≤ 𝑚.
Then there exists a 12 -strongly convex function 𝑔(𝑥) such that ‖𝑓 − 𝑔‖∞ ≤ 𝐷2.
Proof. We show that 𝑔 = SCE 1
2
[𝑓 ] works. It is 12 -strongly convex by Proposition 7.2. We show
that 𝑔(𝑥) ≤ 𝑓(𝑥)−𝐷2.
Let 𝑥, 𝑦 ∈ R𝑑. We have
𝑓(𝑥) = − ln
(
𝑛∑
𝑖=1
𝑤𝑖𝑒
−‖𝑥−𝜇𝑖‖
2
2
)
= − ln
𝑛∑
𝑖=1
Ç
𝑤𝑖𝑒
−‖𝑦−𝜇𝑖‖
2
2
− ‖𝑥−𝑦‖2
2
+⟨𝑥−𝑦,𝜇𝑖−𝑦⟩
å
(161)
≥ − ln
𝑛∑
𝑖=1
Ç
𝑤𝑖𝑒
−‖𝑦−𝜇𝑖‖
2
2
å
−max
𝑖
ñ
−‖𝑥− 𝑦‖
2
2
+ ⟨𝑥− 𝑦, 𝜇𝑖 − 𝑦⟩
ô
(162)
= 𝑓(𝑦) +
‖𝑥− 𝑦‖2
4
+ ⟨𝑥− 𝑦, 𝑦⟩+min
𝑖
ñ‖𝑥− 𝑦‖2
4
− ⟨𝑥− 𝑦⟩ , 𝜇𝑖
ô
(163)
≥ 𝑓(𝑦) + ‖𝑥− 𝑦‖
2
4
+ ⟨𝑥− 𝑦, 𝑦⟩+min
𝑖
î
−‖𝜇𝑖‖2
ó
(164)
≥ 𝑓(𝑦) + ‖𝑥− 𝑦‖
2
4
+ ⟨𝑥− 𝑦, 𝑦⟩ −𝐷2 (165)
The RHS is a 12 -strongly convex function in 𝑥 that equals 𝑓(𝑦) − 𝐷2 at 𝑥 = 𝑦, and is ≤ 𝑓(𝑥)
everywhere. Therefore, SCE 1
2
[𝑓 ](𝑦) ≥ 𝑓(𝑦)−𝐷2.
Lemma 7.4. Keep the setup of Lemma 7.3. Then Langevin diffusion on 𝛽𝑓(𝑥) satisfies a Poincare´
inequality with constant 16𝑒
2𝛽𝐷2
𝛽 .
Proof. Let 𝑔(𝑥) be as in Lemma 7.3. Since 𝛽𝑔(𝑥) is 𝛽2 -strongly convex, by Theorem A.12 it satisfies
a Poincare´ inequality with constant 16𝛽 . Now ‖𝛽𝑓 − 𝛽𝑔‖∞ ≤ 𝛽𝐷2, so by Lemma C.3, 𝛽𝑓 satisfies a
Poincare´ inequality with constant 16𝛽 𝑒
2𝛽𝐷2 .
30
8 Discretizing the continuous chains
As a notational convenience, in the section to follow we will denote 𝑥* = argmin𝑥∈R𝑑𝑓(𝑥).
Lemma 8.1. Let 𝑝𝑡, 𝑞𝑡 : R𝑑 × [𝐿] → R be the distributions after running the simulated tempering
chain for 𝑡 steps, where in 𝑝𝑡, for any temperature 𝑖 ∈ 𝐿, the Type 1 transitions are taken according
to the (discrete time) Markov kernel 𝑃𝑇 : running Langevin diffusion for time 𝑇 ; in 𝑞
𝑡, the Type 1
transitions are taken according to running 𝑇𝜂 steps of the discretized Langevin diffusion, using 𝜂 as
the discretization granularity, s.t. 𝜂 ≤ 𝜎22 . Then,
KL(𝑝𝑡||𝑞𝑡) . 𝜂
2
𝜎6
(𝐷2 + 𝑑)𝑇𝑡2 +
𝜂2
𝜎6
max
𝑖
E𝑥∼𝑝0(·,𝑖)‖𝑥− 𝑥*‖22 +
𝜂
𝜎4
𝑑𝑡𝑇
Before proving the above statement, we make a note on the location of 𝑥* to make sense of
max𝑖 E𝑥∼𝑝0(·,𝑖)‖𝑥− 𝑥*‖22 Namely, we show:
Lemma 8.2 (Location of minimum). Let 𝑥* = argmin𝑥∈R𝑑𝑓(𝑥). Then, ‖𝑥*‖ ≤
√
2𝐷.
Proof. Since 𝑓(0) = 𝐷
2
𝜎2
, it follows that min𝑥∈R𝑑 𝑓(𝑥) ≤ −𝐷2/𝜎2. However, for any 𝑥, it holds that
𝑓(𝑥) ≥ min
𝑖
‖𝜇𝑖 − 𝑥‖2
𝜎2
≥ ‖𝑥‖
2 −max𝑖 ‖𝜇𝑖‖2
𝜎2
≥ ‖𝑥‖
2 −𝐷2
𝜎2
Hence, if ‖𝑥‖ > √2𝐷, 𝑓(𝑥) > min𝑥∈R𝑑 𝑓(𝑥). This implies the statement of the lemma.
We prove a few technical lemmas. First, we prove that the continuous chain is essentially
contained in a ball of radius 𝐷. More precisely, we show:
Lemma 8.3 (Reach of continuous chain). Let 𝑃 𝛽𝑇 (𝑋) be the Markov kernel corresponding to evolv-
ing Langevin diffusion
𝑑𝑋𝑡
𝑑𝑡
= −𝛽∇𝑓(𝑋𝑡) + 𝑑𝐵𝑡
with 𝑓 and 𝐷 are as defined in 2 for time 𝑇 . Then,
E[‖𝑋𝑡 − 𝑥*‖2] ≤ E[‖𝑋0 − 𝑥*‖2] + (4𝛽𝐷2 + 2𝑑)𝑇
Proof. Let 𝑌𝑡 = ‖𝑋𝑡 − 𝑥*‖2. By Ito^s Lemma, we have
𝑑𝑌𝑡 = −2⟨𝑋𝑡 − 𝑥*, 𝛽
𝑛∑
𝑖=1
𝑤𝑖𝑒
− ‖𝑋𝑡−𝜇𝑖‖
2
𝜎2 (𝑋𝑡 − 𝜇𝑖)∑𝑛
𝑖=1𝑤𝑖𝑒
− ‖𝑋𝑡−𝜇𝑖‖2
𝜎2
⟩+ 2𝑑 𝑑𝑡+
√
8
𝑑∑
𝑖=1
(𝑋𝑡)𝑖 𝑑(𝐵𝑖)𝑡 (166)
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We claim that
−⟨𝑋𝑡 − 𝑥*, 𝑋𝑡 − 𝜇𝑖⟩ ≤ 𝐷
2
Indeed,
−⟨𝑋𝑡 − 𝑥*, 𝑋𝑡 − 𝜇𝑖⟩ ≤ −‖𝑋𝑡‖2 + ‖𝑋𝑡‖(‖𝜇𝑖‖+ ‖𝑥*‖) + ‖𝑥*‖‖𝜇𝑖‖
≤ 4𝐷2
where the last inequality follows from ‖𝜇𝑖| ≤ 𝐷 and Lemma 8.2 Together with (166), we get
𝑑𝑌𝑡 ≤ 𝛽4𝐷2 + 2𝑑 𝑑𝑡+
√
8
𝑑∑
𝑖=1
(𝑋𝑡)𝑖 𝑑(𝐵𝑖)𝑡
Integrating, we get
𝑌𝑡 ≤ 𝑌0 + 𝛽4𝐷2𝑇 + 2𝑑𝑇 +
√
8
∫ 𝑇
0
𝑑∑
𝑖=1
(𝑋𝑡)𝑖 𝑑(𝐵𝑖)𝑡
Taking expectations and using the martingale property of the Ito^ integral, we get the claim of the
lemma.
Next, we prove a few technicall bound the drift of the discretized chain after 𝑇/𝜂 discrete steps.
The proofs follow similar calculations as those in [Dal16].
We will first need to bound the Hessian of 𝑓 .
Lemma 8.4 (Hessian bound).
∇2𝑓(𝑥) ⪯ 2
𝜎2
𝐼, ∀𝑥 ∈ R𝑑
Proof. For notational convenience, let 𝑝(𝑥) =
∑𝑛
𝑖=1𝑤𝑖𝑒
−𝑓𝑖(𝑥), where 𝑓𝑖(𝑥) =
(𝑥−𝜇𝑖)2
𝜎2
+ log𝑍 and
𝑍 =
∫
R𝑑 𝑒
−𝑓𝑖(𝑥) 𝑑𝑥. Note that 𝑓(𝑥) = − log 𝑝(𝑥). The Hessian of 𝑓 satisfies
∇2𝑓 =
∑
𝑖𝑤𝑖𝑒
−𝑓𝑖∇2𝑓𝑖
𝑝
−
1
2
∑
𝑖,𝑗 𝑤𝑖𝑤𝑗𝑒
−𝑓𝑖𝑒−𝑓𝑗 (∇𝑓𝑖 −∇𝑓𝑗)⊗2
𝑝2
⪯ max
𝑖
∇2𝑓𝑖 ⪯ 2
𝜎2
𝐼
as we need.
Lemma 8.5 (Bounding interval drift). In the setting of this section, let 𝑥 ∈ R𝑑, 𝑖 ∈ [𝐿], and let
𝜂 ≤ 𝜎22𝛼 .
KL(𝑃𝑇 (𝑥, 𝑖)||”𝑃𝑇 (𝑥, 𝑖)) ≤ 4𝜂2
3𝜎6
Ä
‖𝑥− 𝑥*‖22) + 2𝑇𝑑
ä
+
𝑑𝑇𝜂
𝜎4
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Proof. Let 𝑥𝑗 , 𝑖 ∈ [0, 𝑇/𝜂−1] be a random variable distributed as 𝑃𝜂𝑗(𝑥, 𝑖). By Lemma 2 in [Dal16]
and Lemma 8.4 , we have
KL(𝑃𝑇 (𝑥, 𝑖)||”𝑃𝑇 (𝑥, 𝑖)) ≤ 𝜂3
3𝜎4
𝑇/𝜂−1∑
𝑘=0
E[‖∇𝑓(𝑥𝑘)‖22] +
𝑑𝑇𝜂
𝜎4
Similarly, the proof of Corollary 4 in [Dal16] implies that
𝜂
𝑇/𝜂−1∑
𝑘=0
E[‖∇𝑓(𝑥𝑘)‖22] ≤
4
𝜎2
‖𝑥− 𝑥*‖22 +
8𝑇𝑑
𝜎2
Finally, we prove a convenient decomposition theorem for the KL divergence of two mixtures
of distributions, in terms of the KL divergence of the weights and the components in the mixture.
Concretely:
Lemma 8.6. Let 𝑤,𝑤′ : 𝐼 → R be distributions over a domain 𝐼 with full support. Let 𝑝𝑖, 𝑞𝑖 : ∀𝑖 ∈ 𝐼
be distributions over an arbitrary domain. Then:
KL
Å∫
𝑖∈𝐼
𝑤𝑖𝑝𝑖||
∫
𝑖∈𝐼
𝑤′𝑖𝑞𝑖
ã
≤ KL(𝑤||𝑤′) +
∫
𝑖∈𝐼
𝑤𝑖KL(𝑝𝑖||𝑞𝑖)
Proof. Overloading notation, we will use 𝐾𝐿(𝑎||𝑏) for two measures 𝑎, 𝑏 even if they are not neces-
sarily probability distributions, with the obvious definition.
KL
Å∫
𝑖∈𝐼
𝑤𝑖𝑝𝑖||
∫
𝑖∈𝐼
𝑤′𝑖𝑞𝑖
ã
= KL
Ç∫
𝑖∈𝐼
𝑤𝑖𝑝𝑖||
∫
𝑖∈𝐼
𝑤𝑖𝑞𝑖
𝑤′𝑖
𝑤𝑖
å
≤
∫
𝑖∈𝐼
𝑤𝑖KL
Ç
𝑝𝑖||𝑞𝑖𝑤
′
𝑖
𝑤𝑖
å
=
∫
𝑖∈𝐼
𝑤𝑖 log
Ç
𝑤𝑖
𝑤′𝑖
å
+KL(𝑝𝑖||𝑞𝑖)
= KL(𝑤||𝑤′) +
∫
𝑖∈𝐼
𝑤𝑖KL(𝑝𝑖||𝑞𝑖)
where the first inequality holds due to the convexity of KL divergence.
With this in mind, we can prove the main claim:
Proof of 8.1. Let’s denote by 𝑃𝑇 (𝑥, 𝑖) : R𝑑 × [𝐿]→ R,∀𝑥 ∈ R𝑑, 𝑖 ∈ [𝐿] the distribution on R𝑑 × [𝐿]
corresponding to running the Langevin diffusion chain for 𝑇 time steps on the 𝑖-th coordinate,
starting at 𝑥 × {𝑖}, and keeping the remaining coordinates fixed. Let us define by ”𝑃𝑇 (𝑥, 𝑖) :
R𝑑 × [𝐿] → R the analogous distribution, except running the discretized Langevin diffusion chain
for 𝑇𝜂 time steps on the 𝑖-th coordinate.
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Let’s denote by 𝑅 (𝑥, 𝑖) : R𝑑 × [𝐿] → R the distribution on R𝑑 × [𝐿], running the Markov
transition matrix corresponding to a Type 2 transition in the simulated tempering chain, starting
at (𝑥, 𝑖).
We will proceed by induction. Towards that, we can obviously write
𝑝𝑡+1 =
1
2
(∫
𝑥∈R𝑑
𝐿−1∑
𝑖=0
𝑝𝑡(𝑥, 𝑖)𝑃𝑇 (𝑥, 𝑖)
)
+
1
2
(∫
𝑥∈R𝑑
𝐿−1∑
𝑖=0
𝑝𝑡(𝑥, 𝑖)𝑅(𝑥, 𝑖)
)
and similarly
𝑞𝑡+1(𝑥, 𝑖) =
1
2
(∫
𝑥∈R𝑑
𝐿−1∑
𝑖=0
𝑞𝑡(𝑥, 𝑖)”𝑃𝑇 (𝑥, 𝑖))+ 1
2
(∫
𝑥∈R𝑑
𝐿−1∑
𝑖=0
𝑞𝑡(𝑥, 𝑖)𝑅(𝑥, 𝑖)
)
(Note: the 𝑅 transition matrix doesn’t change in the discretized vs continuous version.)
By convexity of KL divergence, we have
KL(𝑝𝑡+1||𝑞𝑡+1) ≤ 1
2
KL
(∫
𝑥∈R𝑑
𝐿−1∑
𝑖=0
𝑝𝑡(𝑥, 𝑖)𝑃𝑇 (𝑥, 𝑖)||
∫
𝑥∈R𝑑
𝐿−1∑
𝑖=0
𝑞𝑡(𝑥, 𝑖)”𝑃𝑇 (𝑥, 𝑖))
+
1
2
KL
(∫
𝑥∈R𝑑
𝐿−1∑
𝑖=0
𝑝𝑡(𝑥, 𝑖)𝑅(𝑥, 𝑖)||
∫
𝑥∈R𝑑
𝐿−1∑
𝑖=0
𝑞𝑡(𝑥, 𝑖)𝑅(𝑥, 𝑖)
)
By Lemma 8.6, we have that
KL
(∫
𝑥∈R𝑑
𝐿−1∑
𝑖=0
𝑝𝑡(𝑥, 𝑖)𝑅(𝑥, 𝑖)||
∫
𝑥∈R𝑑
𝐿−1∑
𝑖=0
𝑞𝑡(𝑥, 𝑖)𝑅(𝑥, 𝑖)
)
≤ KL(𝑝𝑡||𝑞𝑡)
Similarly, by Lemma 8.5 together with Lemma 8.6 we have
KL
(∫
𝑥∈R𝑑
𝐿−1∑
𝑖=0
𝑝𝑡(𝑥, 𝑖)𝑃𝑇 (𝑥, 𝑖)||
∫
𝑥∈R𝑑
𝐿−1∑
𝑖=0
𝑞𝑡(𝑥, 𝑖)”𝑃𝑇 (𝑥, 𝑖)) ≤
KL(𝑝𝑡||𝑞𝑡) + 4𝜂
2
3𝜎6
Å
max
𝑖
E𝑥∼𝑝𝑡(·,𝑖)‖𝑥− 𝑥*‖22 + 2𝑇𝑑
ã
+
𝑑𝑇𝜂
𝜎4
By Lemmas 8.3 and 8.2, we have that for any 𝑖 ∈ [0, 𝐿− 1],
E𝑥∼𝑝𝑡(·,𝑖)‖𝑥− 𝑥*‖22 ≤ E𝑥∼𝑝𝑡−1(·,𝑖)‖𝑥‖2 + (4𝐷2 + 2𝑑)𝑇
Hence, inductively, we have E𝑥∼𝑝𝑡(·,𝑖)‖𝑥− 𝑥*‖22 ≤ E𝑥∼𝑝0(·,𝑖)‖𝑥− 𝑥*‖22 + (4𝐷2 + 2𝑑)𝑇𝑡
Putting together, we have
KL(𝑝𝑡+1||𝑞𝑡+1) ≤ KL(𝑝𝑡||𝑞𝑡) + 4𝜂
2
3𝜎6
Å
max
𝑖
E𝑥∼𝑝0(·,𝑖)‖𝑥− 𝑥*‖22 + (4𝐷2 + 2𝑑)𝑇𝑡+ 2𝑇𝑑
ã
+
𝑑𝑇𝜂
𝜎4
By induction, we hence have
KL(𝑝𝑡||𝑞𝑡) . 𝜂
2
𝜎6
(𝐷2 + 𝑑)𝑇𝑡2 +
𝜂2
𝜎6
max
𝑖
E𝑥∼𝑝0(·,𝑖)‖𝑥− 𝑥*‖22 +
𝜂
𝜎4
𝑑𝑡𝑇𝜂
as we need.
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9 Proof of main theorem
Before putting everything together, we show how to estimate the partition functions. We will apply
the following to 𝑔1(𝑥) = 𝑒
−𝛽ℓ𝑓(𝑥) and 𝑔2(𝑥) = 𝑒−𝛽ℓ+1𝑓(𝑥).
Lemma 9.1 (Estimating the partition function to within a constant factor). Suppose that 𝑝1(𝑥) =
𝑔1(𝑥)
𝑍1
and 𝑝2(𝑥) =
𝑔2(𝑥)
𝑍2
are probability distributions on Ω. Suppose 𝑝1 is a distribution such that
𝑑𝑇𝑉 (𝑝1, 𝑝1) <
𝜀
2𝐶2
, and 𝑔2(𝑥)𝑔1(𝑥) ∈ [0, 𝐶] for all 𝑥 ∈ Ω. Given 𝑛 samples from 𝑝1, define the random
variable
𝑟 =
1
𝑛
𝑛∑
𝑖=1
𝑔2(𝑥𝑖)
𝑔1(𝑥𝑖)
. (167)
Let
𝑟 = E
𝑥∼𝑝1
𝑔2(𝑥)
𝑔1(𝑥)
=
𝑍2
𝑍1
(168)
and suppose 𝑟 ≥ 1𝐶 . Then with probability ≥ 1− 𝑒−
𝑛𝜀2
2𝐶4 ,∣∣∣∣𝑟𝑟 − 1
∣∣∣∣ ≤ 𝜀. (169)
Proof. We have that ∣∣∣∣∣ E𝑥∼𝑝1 𝑔2(𝑥)𝑔1(𝑥) − E𝑥∼𝑝1 𝑔2(𝑥)𝑔1(𝑥)
∣∣∣∣∣ ≤ 𝐶𝑑𝑇𝑉 (𝑝1, 𝑝1) ≤ 𝜀2𝐶 . (170)
The Chernoff bound gives
P
(∣∣∣∣∣𝑟 − E𝑥∼𝑝1 𝑔2(𝑥)𝑔1(𝑥)
∣∣∣∣∣ ≥ 𝜀2𝐶
)
≤ 𝑒
−𝑛(
𝜀
2𝐶 )
2
2(𝐶2 )
2
= 𝑒−
𝑛𝜀2
2𝐶4 . (171)
Combining (170) and (171) using the triangle inequality,
P
Å
|𝑟 − 𝑟| ≥ 1
𝜀
𝐶
ã
≤ 𝑒− 𝑛𝜀
2
2𝐶4 . (172)
Dividing by 𝑟 and using 𝑟 ≥ 1𝐶 gives the result.
Lemma 9.2. Suppose that 𝑓(𝑥) = − ln
ñ∑𝑛
𝑖=1𝑤𝑖𝑒
−‖𝑥−𝜇𝑖‖
2
2
ô
, 𝑝(𝑥) ∝ 𝑒−𝑓(𝑥), and for 𝛼 ≥ 0 let
𝑝𝛼(𝑥) ∝ 𝑒−𝛼𝑓(𝑥), 𝑍𝛼 =
∫
R𝑑 𝑒
−𝛼𝑓(𝑥) 𝑑𝑥. Suppose that ‖𝜇𝑖‖ ≤ 𝐷 for all 𝑖.
If 𝛼 < 𝛽, thenï∫
𝐴
min{𝑝𝛼(𝑥), 𝑝𝛽(𝑥)} 𝑑𝑥
ò
/𝑝𝛽(𝐴) ≥ min
𝑥
𝑝𝛼(𝑥)
𝑝𝛽(𝑥)
≥ 𝑍𝛽
𝑍𝛼
(173)
𝑍𝛽
𝑍𝛼
∈
1
2
𝑒
−2(𝛽−𝛼)
(
𝐷+ 1√
𝛼
(√
𝑑+
√
ln
Ä
2
𝑤min
ä))2
, 1
 . (174)
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Choosing 𝛽 − 𝛼 = 𝑂
(
1
𝐷2+ 𝑑
𝛼
+ 1
𝛼
ln
Ä
1
𝑤min
ä), this quantity is Ω(1).
Proof. Let 𝑝𝛼(𝑥) ∝∑𝑛𝑖=1𝑤𝑖𝑒−𝛼‖𝑥−𝜇𝑖‖2/2.
Let 𝐶 = 𝐷 + 1√
𝛼
(√
𝑑+
√
2 ln
Ä
2
𝑤min
ä)
. Then by Lemma 6.2,
P𝑥∼𝑝(‖𝑥‖ ≥ 𝐶) ≤ 1
𝑤min
P𝑥∼𝑝𝛼(‖𝑥‖ ≥ 𝐶) (175)
≤ 1
𝑤min
𝑛∑
𝑖=1
𝑤𝑖P𝑥∼?˜?𝛼(‖𝑥‖ ≥ 𝐶) (176)
≤ 1
𝑤min
𝑛∑
𝑖=1
𝑤𝑖P
𝑥∼𝑁
Ä
0, 1√
𝛼
𝐼𝑑
ä(‖𝑥‖2 ≥ (𝐶 −𝐷)2) (177)
=
1
𝑤min
P𝑥∼𝑁(0,𝐼𝑑)
‖𝑥‖2 ≥ Ç√𝑑+ 2 lnÅ 2
𝜀𝑤min
ãå2 (178)
≤ 1
𝑤min
P𝑥∼𝑁(0,𝐼𝑑)
ñ
‖𝑥‖2 ≥ 𝑑+ 2
Ç 
𝑑 ln
Å
2
𝜀𝑤min
ã
+ ln
Å
2
𝜀𝑤min
ãåô
(179)
≤ 1
𝑤min
𝑤min
2
=
1
2
(180)
using the 𝜒2𝑑 tail bound P𝑦∼𝜒2𝑑(𝑦 ≥ 2(
√
𝑑𝑥+ 𝑥)) ≤ 𝑒−𝑥 from [LM00].
Thus, using 𝑓(𝑥) ≥ 0,ï∫
𝐴
min{𝑝𝛼(𝑥), 𝑝𝛽(𝑥)} 𝑑𝑥
ò
/𝑝𝛽(𝐴) ≥
∫
𝐴
min{𝑝𝛼(𝑥)
𝑝𝛽(𝑥)
, 1}𝑝𝛽(𝑥) 𝑑𝑥
/
𝑝𝛽(𝐴) (181)
≥
∫
𝐴
min{𝑍𝛽
𝑍𝛼
𝑒(−𝛽+𝛼)𝑓(𝑥), 1}𝑝𝛽(𝑥) 𝑑𝑥
/
𝑝𝛽(𝐴) (182)
≥ 𝑍𝛽
𝑍𝛼
(183)
=
∫
𝑒−𝛽𝑓(𝑥) 𝑑𝑥∫
𝑒−𝛼𝑓(𝑥) 𝑑𝑥
(184)
=
∫
R𝑑
𝑒(−𝛽+𝛼)𝑓(𝑥)𝑝𝛼(𝑥) 𝑑𝑥 (185)
≥
∫
‖𝑥‖≤𝐷+ 1√
𝛼
(√
𝑑+
√
2 ln
Ä
2
𝑤min
ä) 𝑒(−𝛽+𝛼)𝑓(𝑥)𝑝𝛼(𝑥) 𝑑𝑥 (186)
≥ 1
2
𝑒
−(𝛽−𝛼)max
‖𝑥‖≤𝐷+ 2√
𝛼
Ä√
𝑑+
»
ln( 2𝑤min )
ä(𝑓(𝑥))
(187)
≥ 1
2
𝑒
−2(𝛽−𝛼)
(
𝐷+ 1√
𝛼
(
√
𝑑+
√
ln
Ä
2
𝑤min
ä
)
)2
(188)
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Lemma 9.3. If 𝑝 =
∑𝑛
𝑖=1𝑤𝑖𝑝𝑖 where 𝑝𝑖 are probability distributions and 𝑤𝑖 > 0 sum to 1, then
𝜒2(𝑝||𝑞) ≤
𝑛∑
𝑖=1
𝑤𝑖𝜒
2(𝑝𝑖||𝑞). (189)
Proof. We calculate
𝜒2(𝑝||𝑞) =
𝑛∑
𝑖=1
𝑞(𝑥)2∑𝑛
𝑖=1𝑤𝑖𝑝𝑖(𝑥)
𝑑𝑥− 1 (190)
≤
∫ ( 𝑛∑
𝑖=1
𝑤𝑖
)Ç∑
𝑖𝑛𝑤𝑖
𝑞(𝑥)2
𝑝𝑖(𝑥)
å
𝑑𝑥− 1 (191)
=
𝑛∑
𝑖=1
𝑤𝑖
Ç∫
𝑞(𝑥)2
𝑝𝑖(𝑥)
𝑑𝑥− 1
å
=
𝑛∑
𝑖=1
𝑤𝑖𝜒
2(𝑝𝑖||𝑞). (192)
Lemma 9.4. Suppose that Algorithm 1 is run on temperatures 0 < 𝛽1 < · · · < 𝛽ℓ ≤ 1, ℓ ≤ 𝐿 with
partition function estimates ”𝑍1, . . . , 𝑍ℓ satisfying∣∣∣∣∣𝑍𝑖𝑍𝑖 −”𝑍1𝑍1 ∣∣∣∣∣ ≤ Å1 + 1𝐿ã𝑖−1 (193)
for all 1 ≤ 𝑖 ≤ ℓ and with parameters satisfying
𝛽1 = 𝑂
Ç
𝜎2
𝐷2
å
(194)
𝛽𝑖 − 𝛽𝑖−1 = 𝑂
Ñ
𝜎2
𝐷2
Ä
𝑑+ ln
Ä
1
𝑤min
ääé (195)
𝑇 = Ω
Å
𝐷2 ln
Å
1
𝑤min
ãã
(196)
𝑡 = Ω
Ö
𝐷8
(
𝑑4 + ln
Ä
1
𝑤min
ä4)
𝜎8𝑤4min
ln
Ç
1
𝜖
𝐷2𝑑 ln (1/𝑤min)
𝜎8𝑤min
å
max
Ç
𝐷2
𝜎2
,
𝑚16
ln(1/𝑤min)4
åè
(197)
𝜂 = 𝑂
Ç
𝜀𝜎2
𝑑𝑡𝑇
å
. (198)
Let 𝑞0 be the distribution
Ä
𝑁
Ä
0, 𝜎
2
𝛽1
ä
, 1
ä
on R𝑑 × [ℓ]. The distribution 𝑞𝑡 after running for 𝑡 steps
satisfies
∥∥𝑝− 𝑞𝑡∥∥1 ≤ 𝜀.
Setting 𝜀 = 𝑂
Ä
1
𝐿
ä
above and taking 𝑚 = Ω
Ä
ln
Ä
1
𝛿
ää
samples, with probability 1− 𝛿 the estimate“𝑍ℓ+1 = “𝑍ℓÑ 1
𝑚
𝑚∑
𝑗=1
𝑒(−𝛽ℓ+1+𝛽ℓ)𝑓𝑖(𝑥𝑗)
é
(199)
also satisfies (238).
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Proof. First consider the case 𝜎 = 1.
Consider simulated tempering 𝑀st|𝐵𝑅 : the type 1 transitions are running continuous Langevin
for time 𝑇 , and if a type 1 transition would leave 𝐵𝑅, then instead stay at the same location. Let
𝑝𝑡|𝐵𝑅 be the distribution of 𝑀𝑠𝑡|𝐵𝑅 after 𝑡 steps starting from 𝑝0. By the triangle inequality,∥∥∥𝑝− 𝑞𝑡∥∥∥
1
≤ ‖𝑝− 𝑝|𝐵𝑅‖1 +
∥∥∥𝑝|𝐵𝑅 − 𝑝𝑡|𝐵𝑅∥∥∥1 + ∥∥∥𝑝𝑡|𝐵𝑅 − 𝑝𝑡∥∥∥1 + ∥∥∥𝑝𝑡 − 𝑞𝑡∥∥∥1 (200)
Note that ‖𝑝− 𝑝|𝐵𝑅‖1 and
∥∥𝑝𝑡|𝐵𝑅 − 𝑝𝑡∥∥1 approach 0 as 𝑅 → ∞, so we concentrate on the other
two terms.
Let 𝑀𝑖 be the chain at inverse temperature 𝛽𝑖. Consider first 𝑖 ≥ 2. By Lemma 6.11, for any
𝜀 > 0 we can choose 𝑅 such that for all 𝑥 ∈ 𝐵𝑅, 𝑃𝑇 (𝑥,𝐵𝑐) ≤ 𝑒−𝛽𝑇/2 and
𝜆𝑛(𝐼 − 𝑃𝑇 |𝐵𝑅) ≥ (1− 𝜀)(𝜆𝑛(𝐼 − 𝑃𝑇 )− 𝑒−𝛽𝑇/2) (201)
For 𝑇 = Ω
Ä
ln
Ä
1
𝑤min
ä
𝐷2
ä
, we have 𝑒−𝛽𝑇/2 = 𝑜
Ä
𝑇𝑤min
𝐷2
ä
. Thus we can ensure
𝜆𝑛(𝐼 − 𝑃𝑇 |𝐵𝑅) ≥
3
4
Å
𝜆𝑛(𝐼 − 𝑃𝑇 )− 𝑜
Å
𝑇𝑤min
𝐷2
ãã
(202)
By Theorem A.12, a Poincare´ inequality holds for 𝛽𝑖𝑓𝑗 with constant
8
𝛽𝑖
≤ 𝑂(𝐷2). Letting L ′ be
the generator for Langevin on 𝑔𝛽𝑖(𝑥) =
∑𝑛
𝑗=1𝑤𝑖𝑒
−𝛽𝑖𝑓𝑗(𝑥),
𝜆𝑛+1(L ) ≥ 𝑤min𝜆𝑛+1(L ′) by Lemma 6.2 and Lemma C.3 (203)
≥ Ω
Å
𝑤min
𝐷2
ã
by Lemma 6.1 (204)
By Lemma 6.7 on 𝑝𝛽, a Poincare´ inequality holds with constant 𝑂
Ä
𝐷2
𝑤min
ä
. on sets of size ≤ 𝑤2min2 .
By Lemma 6.10, for each 𝑖, we can choose a partition 𝒬𝑖 of 𝐵𝑅 such that for every compact 𝐾
consisting of a union of sets in 𝒬𝑖,
Gap(𝑀𝑖|𝐾) ≥ (1− 𝜀)Gap(𝑀𝑖|𝐾𝒬𝑖). (205)
All the conditions of Lemma 6.8 are satisfied with 𝐶 = 𝑂
Ä
𝐷2
𝑤min
ä
. We obtain a partition 𝒫𝑖 that
is a
Ä
Ω
Ä
𝑤2min(ln
1
𝑤min
)2𝑚8
ä
, 𝑂
Ä
𝑇𝑤min
𝐷2
ää
-clustering under the projected chain with each set in the
partition having measure at least
𝑤2min
4 under 𝑝𝑖. By having chose the partition fine enough, and by
Cheeger’s inequality A.9, for each set 𝐴 in the 𝒫𝑖,
Gap(𝑀𝑖|𝐴) ≥ (1− 𝜀)Gap(𝑀𝑖|𝐴𝒫𝑖) ≥ Ω
(
(ln 1𝑤min )
4
𝑚16
)
. (206)
For the highest temperature, by Lemma 7.4, we have
Gap(𝑀1) = Ω
Ä
𝛽1𝑒
−2𝛽1𝐷2ä = ΩÅ 1
𝐷2
ã
. (207)
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By Lemma 9.2, since the condition on 𝛽𝑖 − 𝛽𝑖−1 is satisfied, 𝛿((𝒫𝑖)ℓ𝑖=1) = Ω(1). By assumption
on 𝑍𝑖, 𝑟 = Ω(1) (𝑟 is defined in Assumption 5.1). By Theorem 5.2, the spectral gap of the simulated
tempering chain is
𝐺 := Gap(𝑀st) = Ω
(
𝑟4𝛿2𝑝2min
ℓ4
min
{(
(ln 1𝑤min )
4
𝑚16
)
,
1
𝐷2
})
=
𝑤4min
ℓ4
min

Ñ
ln 1𝑤min
4
𝑚16
é
,
1
𝐷2
 .
(208)
Choosing 𝑡 = Ω
(
ln
Ä
ℓ
𝜀𝑤min
ä
𝐺
)
, we get by Cauchy-Schwarz and (225) that
∥∥∥𝑝− 𝑞𝑡∥∥∥
1
≤ 𝜒2(𝑝||𝑞𝑡) ≤ (1−𝐺)𝑡𝜒2(𝑝||𝑞0) ≤ 𝑒−𝐺𝑡𝜒2(𝑝||𝑞0) = 𝑂
Å
𝜀𝑤min
ℓ
ã
𝜒2(𝑝||𝑞0) (209)
(Note that 𝐺 < 2 − 𝜆max because the chain is somewhat lazy; it stays with probability 12ℓ .) To
calculate 𝜒2(𝑞||𝑝0), first note the 𝜒2 distance between 𝑁(0, 𝜎2𝐼𝑑) and 𝑁(𝜇, 𝜎2𝐼𝑑) is ≤ 𝑒‖𝜇‖2/𝜎2 :
𝜒2(𝑁(0, 𝜎2𝐼𝑑), 𝑁(𝜇, 𝜎
2𝐼𝑑)) =
1
(2𝜋𝜎2)
𝑑
2
∫
R𝑑
𝑒2(−
‖𝑥−𝜇‖2
2𝜎2
)+
‖𝑥‖2
2𝜎2 𝑑𝑥− 1 (210)
≤ 1
(2𝜋𝜎2)
𝑑
2
∫
R𝑑
𝑒(−
‖𝑥‖2
2
+2⟨𝑥,𝜇⟩−2‖𝜇‖2)/𝜎2𝑒‖𝜇‖
2/𝜎2 𝑑𝑥 = 𝑒‖𝜇‖
2/𝜎2 . (211)
Then by Lemma 9.3 and Lemma 6.2,
𝜒2(𝑝||𝑞0) ≤ 𝑂
Å
ℓ
𝑤min
ã
𝜒2
Å
𝑝𝛽||𝑁
Å
0,
1
𝛽1
𝐼𝑑
ãã
(212)
= 𝑂
Å
ℓ
𝑤min
ã 𝑚∑
𝑖=1
𝜒2
Å
𝑁
Å
𝜇𝑖,
1
𝛽1
𝐼𝑑)||𝑁(0, 1
𝛽1
𝐼𝑑
ãã
(213)
= 𝑂
(
𝑒𝐷
2𝛽1ℓ
𝑤min
)
= 𝑂
Å
ℓ
𝑤min
ã
. (214)
Together with (252) this gives
∥∥𝑝− 𝑞𝑡∥∥1 ≤ 𝜀3 .
For the term
∥∥𝑝𝑡 − 𝑞𝑡∥∥1, use Pinsker’s inequality and Lemma 8.1 to get∥∥∥𝑝𝑡 − 𝑞𝑡∥∥∥
1
≤
»
2KL(𝑝𝑡||𝑞𝑡) (215)
= 𝑂
Ä
𝜂2[(𝐷2 + 𝑑)𝑇𝑡2 +𝐷2] + 𝜂𝑑𝑡𝑇
ä
≤ 𝜀
3
(216)
for 𝜂 = 𝑂
Å
𝜀min
ß
1√
𝑇𝑡(𝐷+
√
𝑑)
, 1𝑑𝑡𝑇
™ã
= 𝑂( 𝜀𝑑𝑡𝑇 ).
This gives
∥∥𝑝− 𝑞𝑡∥∥1 ≤ 𝜀.
For the second part, setting 𝜀 = 𝑂
Ä
1
ℓ𝐿
ä
gives that
∥∥𝑝𝑙 − 𝑞𝑡𝑙∥∥ = 𝑂 Ä 1𝐿ä. By Lemma 9.1,
noting Lemma 9.2 gives 𝐶 = 𝑂(1), after collecting 𝑛 = Ω
Ä
𝐿2 ln
Ä
1
𝛿
ää
samples, with proba-
bility ≥ 1 − 𝛿,
∣∣∣∣‘𝑍ℓ+1/“𝑍ℓ𝑍ℓ+1/𝑍ℓ − 1∣∣∣∣ ≤ 1𝐿 . Set ’𝑍ℓ+1 = 𝑟𝑍ℓ. Then ‘𝑍ℓ+1“𝑍ℓ ∈ [1 − 1𝐿 , 1 + 1𝐿 ]𝑍ℓ+1𝑍ℓ and‘𝑍ℓ+1“𝑍1 ∈ [Ä1− 1𝐿äℓ , Ä1 + 1𝐿äℓ] 𝑍ℓ+1𝑍1 .
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Now consider general 𝜎. We can transform the problem to the problem where 𝜎 = 1 by the
change of variables 𝑥←[ 𝑥𝜎. This changes 𝐷 to 𝐷𝜎 . Note that running the discretized chain on this
transformed problem with step size 𝜂 corresponds to running the discretized chain on the original
problem with step size 𝜂𝜎2. This is because a step 𝑌𝑡+1 = 𝑌𝑡−𝜂∇𝑔(𝑌𝑡) 𝑑𝑡+
√
2𝜂𝜉𝑘 with 𝑔(𝑥) = 𝑓
(𝑥
𝜎
)
corresponds to a step 𝑋𝑡+1 = 𝑋𝑡 − 𝜂𝜎∇𝑔
Ä
𝑋𝑡
𝜎
ä
+
√
2𝜂𝜎𝜉𝑘 = 𝑋𝑡 − 𝜂𝜎2∇𝑓(𝑋𝑡) +
√
2𝜂𝜎2𝜉𝑘.
Now we prove the main theorem, Theorem 3.1.
Proof of Theorem 3.1. Choose 𝛿 = 𝜀2𝐿 where 𝐿 is the number of temperatures. Use Lemma 9.4 in-
ductively, with probability 1− 𝜀2 each estimate satisfies
“𝑍𝑙“𝑍1 ∈ [1𝑒 , 𝑒]. Estimating the final distribution
within 𝜀2 accuracy gives the desired sample.
Remark 9.5. One reason that the large powers appear in Lemma 9.4 is that we are going between
conductance and spectral gap multiple times, and each time we lose a square by Cheeger’s inequality.
We care about a spectral gap within sets of the partition, but Theorem A.8 controls the conductance
rather than the spectral gap. It may be possible to tighten the bound by proving a variant of the
theorem that controls the spectral gap directly.
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A Background on Markov chains
A.1 Discrete time Markov chains
Definition A.1. A (discrete time) Markov chain is 𝑀 = (Ω, 𝑃 ), where Ω is a measure space and
𝑃 (𝑥, 𝑦) 𝑑𝑦 is a probability measure for each 𝑥. 3 It defines a random process (𝑋𝑡)𝑡∈N0 as follows.
If 𝑋𝑠 = 𝑥, then
P(𝑋𝑠+1 ∈ 𝐴) = 𝑃 (𝑥,𝐴) : =
∫
𝐴
𝑝(𝑥, 𝑦) 𝑑𝑦. (217)
A stationary distribution is 𝑝(𝑥) such that if 𝑋0 ∼ 𝑝, then 𝑋𝑡 ∼ 𝑝 for all 𝑡; equivalently,∫
Ω 𝑝(𝑥)𝑃 (𝑥, 𝑦) 𝑑𝑥 = 𝑝(𝑦).
3For simplicity of notation, in this appendix we consider chains absolutely continuous with respect to R𝑛, so we
use the notation 𝑝(𝑥) 𝑑𝑥 rather than 𝑑𝜇(𝑥), and 𝑃 (𝑥, 𝑦) 𝑑𝑦 rather than 𝑃 (𝑥, 𝑑𝑦). The same results and definitions
apply with the modified notation if this is not the case.
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A chain is reversible if 𝑝(𝑥)𝑃 (𝑥, 𝑦) = 𝑝(𝑦)𝑃 (𝑦, 𝑥).
Definition A.2. For a discrete-time Markov chain 𝑀 = (Ω, 𝑃 ), let 𝑃 operate on functions as
(𝑃𝑔)(𝑥) = E𝑦∼𝑃 (𝑥,·)𝑔(𝑦) =
∫
Ω
𝑔(𝑥)𝑃 (𝑥, 𝑦) 𝑑𝑦. (218)
Suppose 𝑀 = (Ω, 𝑃 ) has unique stationary distribution 𝑝. Let ⟨𝑔, ℎ⟩𝑝 :=
∫
Ω 𝑔(𝑥)ℎ(𝑥)𝑝(𝑥) 𝑑𝑥 and
define the Dirichlet form and variance by
ℰ𝑀 (𝑔, ℎ) = ⟨𝑔, (𝐼 − 𝑃 )ℎ⟩𝑝 (219)
Var𝑝(𝑔) =
∥∥∥∥𝑔 − ∫
Ω
𝑔𝑝 𝑑𝑥
∥∥∥∥2
𝑝
(220)
Write ℰ𝑀 (𝑔) for ℰ𝑀 (𝑔, 𝑔). Define the eigenvalues of 𝑀 , 0 = 𝜆1 ≤ 𝜆2 ≤ · · · to be the eigenvalues
of 𝐼 − 𝑃 with respect to the norm ‖·‖𝑝.
Define the spectral gap by
Gap(𝑀) = inf
𝑔∈𝐿2(𝑝)
ℰ𝑀 (𝑔)
Var𝑝(𝑔)
. (221)
Note that
ℰ𝑀 (𝑔) = 1
2
x
Ω×Ω
(𝑔(𝑥)− 𝑔(𝑦))2𝑝(𝑥)𝑃 (𝑥, 𝑦) 𝑑𝑥 𝑑𝑦 (222)
and that
Gap(𝑀) = inf
𝑔∈𝐿2(𝑝),𝑔⊥𝑝1
ℰ𝑀 (𝑔
‖𝑔‖2𝑝
= 𝜆2(𝐼 − 𝑃 ). (223)
Remark A.3. The normalized Laplacian of a graph is defined as ℒ = 𝐼 −𝐷− 12𝐴𝐷− 12 , where 𝐴 is
the adjacency matrix and 𝐷 is the diagonal matrix of degrees.
A change of scale by
»
𝑝(𝑥) turns ℒ into 𝐼−𝑃 , where 𝑃 has the transition matrix of the random
walk of the graph, so the eigenvalues of ℒ are equal to the eigenvalues of the Markov chain defined
here.
The spectral gap controls mixing for the Markov chain. Define the 𝜒2 distance between 𝑝, 𝑞 by
𝜒2(𝑝||𝑞) =
∫
Ω
Ç
𝑞(𝑥)− 𝑝(𝑥)
𝑝(𝑥)
å2
𝑝(𝑥) 𝑑𝑥 =
∫
Ω
Ç
𝑞(𝑥)2
𝑝(𝑥)
å
− 1. (224)
Let 𝑝0 be any initial distribution and 𝑝𝑡 be the distribution after running the Markov chain for 𝑡
steps. Then
𝜒2(𝑝||𝑝𝑡) ≤ (1−𝐺′)𝑡𝜒(𝑝||𝑝0) (225)
where 𝐺′ = min(𝜆2, 2− 𝜆max).
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A.2 Restricted and projected Markov chains
Given a Markov chain on Ω, we define two Markov chains associated with a partition of Ω.
Definition A.4. For a Markov chain 𝑀 = (Ω, 𝑃 ), and a set 𝐴 ⊆ Ω, define the restriction of 𝑀
to 𝐴 to be the Markov chain 𝑀 |𝐴 = (𝐴,𝑃 |𝐴), where
𝑃 |𝐴(𝑥,𝐵) = 𝑃 (𝑥,𝐵) + 1𝐵(𝑥)𝑃 (𝑥,𝐴𝑐).
(In words, 𝑃 (𝑥, 𝑦) proposes a transition, and the transition is rejected if it would leave 𝐴.)
Suppose the unique stationary distribution of 𝑀 is 𝑝. Given a partition 𝒫 = {𝐴𝑗 : 𝑗 ∈ 𝐽},
define the projected Markov chain with respect to 𝒫 to be 𝑀𝒫 = (𝐽, 𝑃𝒫), where
𝑃
𝒫
(𝑖, 𝑗) =
1
𝑝(𝐴𝑖)
∫
𝐴𝑖
∫
𝐴𝑗
𝑃 (𝑥, 𝑦)𝑝(𝑥) 𝑑𝑥.
(In words, 𝑃 (𝑖, 𝑗) is the “total probability flow” from 𝐴𝑖 to 𝐴𝑗.)
We omit the superscript 𝒫 when it is clear.
The following theorem lower-bounds the gap of the original chain in terms of the gap of the
projected chain and the minimum gap of the restrictioned chains.
Theorem A.5 (Gap-Product Theorem[MR02]). Let𝑀 = (Ω, 𝑃 ) be a Markov chain with stationary
distribution 𝑝.
Let 𝒫 = {𝐴𝑗 : 𝑗 ∈ 𝐽} be a partition of Ω such that 𝑝(𝐴𝑗) > 0 for all 𝑗 ∈ 𝐽 .
1
2
Gap(𝑀
𝒫
)min
𝑗∈𝐽
Gap(𝑀 |𝐴𝑗 ) ≤ Gap(𝑀) ≤ Gap(𝑀𝒫).
A.3 Conductance and clustering
Definition A.6. Let 𝑀 = (Ω, 𝑃 ) be a Markov chain with unique stationary distribution 𝑝. Let
𝑄(𝑥, 𝑦) = 𝑝(𝑥)𝑃 (𝑥, 𝑦) (226)
𝑄(𝐴,𝐵) =
x
𝐴×𝐵
𝑄(𝑥, 𝑦) 𝑑𝑥 𝑑𝑦. (227)
(I.e., 𝑥 is drawn from the stationary distribution and 𝑦 is the next state in the Markov chain.)
Define the (external) conductance of 𝑆, 𝜑𝑀 (𝑆), and the Cheeger constant of 𝑀 , Φ(𝑀), by
𝜑𝑀 (𝑆) =
𝑄(𝑆, 𝑆𝑐)
𝑝(𝑆)
(228)
Φ(𝑀) = min
𝑆⊂Ω,𝑝(𝑆)≤ 1
2
𝜑𝑀 (𝑆). (229)
Definition A.7. Let 𝑀 = (Ω, 𝑃 ) be a Markov chain on a finite state space Ω. We say that 𝑘
disjoint subsets 𝐴1, . . . , 𝐴𝑘 of Ω are a (𝜑in, 𝜑out)-clustering if for all 1 ≤ 𝑖 ≤ 𝑘,
Φ(𝑀 |𝐴𝑖) ≥ 𝜑in (230)
𝜑𝑀 (𝐴𝑖) ≤ 𝜑out. (231)
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Theorem A.8 (Spectrally partitioning graphs, [GT14]). Let 𝑀 = (Ω, 𝑃 ) be a reversible Markov
chain with |Ω| = 𝑛 states. Let 0 = 𝜆1 ≤ 𝜆2 ≤ · · · ≤ 𝜆𝑛 be the eigenvalues of the Markov chain.
For any 𝑘 ≥ 2, if 𝜆𝑘 > 0, then there exists 1 ≤ ℓ ≤ 𝑘 − 1 and a ℓ-partitioning of Ω into sets
𝑃1, . . . , 𝑃ℓ that is a (Ω(𝜆𝑘/𝑘
2), 𝑂(ℓ3
√
𝜆ℓ))-clustering.
Proof. This is [GT14, Theorem 1.5], except that they use a different notion of the restriction of a
Markov chain 𝑀 |𝐴𝑖 . We reconcile this below.
They consider the Markov chain associated with a graph 𝐺, and consider the Cheeger constant
of the induced graph, in their definition of a (𝜑in, 𝜑out) clustering: Φ(𝐺[𝐴𝑖]) ≥ 𝜑in.
We can recast our definition in graph-theoretic language as follows: construct a weighted graph
𝐺 with weight on edge 𝑥𝑦 given by 𝑝(𝑥)𝑃 (𝑥, 𝑦). Now the restricted chain 𝑀 |𝐴 corresponds to the
graph 𝐺|𝐴, which is the same as the induced graph 𝐺[𝐴] except that we take all edges leaving a
vertex 𝑥 ∈ 𝐴 and redraw them as self-loops at 𝑥.
On the surface, this seems to cause a problem because if we define the volume of a set 𝑆 ⊆ 𝐴
to be the sum of weights of its vertices, the volume of 𝑆 can be larger in 𝐺|𝐴 than 𝐺[𝐴], yet the
amount of weight leaving 𝑆 does not increase.
However, examining the proof in [GT14], we see that every lower bound of the form 𝜑𝐺[𝐴](𝑆) is
obtained by first lower-bounding by 𝑤(𝑆,𝐴∖𝑆)Vol(𝑆) , which is exactly 𝜑𝐺|𝐴(𝑆). Thus their theorem works
equally well with 𝐺|𝐴 instead of 𝐺[𝐴].
Cheeger’s inequality relates the conductance with the spectral gap.
Theorem A.9 (Cheeger’s inequality). Let 𝑀 = (Ω, 𝑃 ) be a reversible Markov chain on a finite
state space and Φ = Φ(𝑀) be its conductance. Then
Φ2
2
≤ Gap(𝑃 ) ≤ Φ.
A.4 Continuous time Markov processes
A continuous time Markov process is instead defined by (𝑃𝑡)𝑡≥0, and a more natural object to
consider is the generator.
Definition A.10. A continuous time Markov process is given by 𝑀 = (Ω, (𝑃𝑡)𝑡≥0) where the 𝑃𝑡
define a random proces (𝑋𝑡)𝑡≥0 by
P(𝑋𝑠+𝑡 ∈ 𝐴) = 𝑃𝑡(𝑥,𝐴) :=
∫
𝐴
𝑃 (𝑥, 𝑦) 𝑑𝑦.
Define stationary distributions, reversibility, 𝑃𝑡𝑓 , and variance as in the discrete case.
Define the generator L by
L 𝑔 = lim
𝑡↘0
𝑃𝑡𝑔 − 𝑔
𝑡
. (232)
If 𝑝 is the unique stationary distribution, define
ℰ𝑀 (𝑔, ℎ) = −⟨𝑔,L ℎ⟩𝑝 . (233)
The spectral gap is defined as in the discrete case with this definition of ℰ𝑀 . The eigenvalues of 𝑀
are defined as the eigenvalues of −L .4
4Note that ℒ = 𝐼 − 𝑃 in the discrete case corresponds to −L in the continuous case.
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Note that in order for (𝑃𝑡)𝑡≥0 to be a valid Markov process, it must be the case that 𝑃𝑡𝑃𝑢𝑔 =
𝑃𝑡+𝑢𝑔, i.e., the (𝑃𝑡)𝑡≥0 forms a Markov semigroup.
Definition A.11. A continuous Markov process satisfies a Poincare´ inequality with constant 𝐶 if
ℰ𝑀 (𝑔) ≥ 1
𝐶
Var𝑝(𝑔). (234)
This is another way of saying that Gap(𝑀) ≥ 1𝐶 .
For Langevin diffusion with stationary distribution 𝑝,
ℰ𝑀 (𝑔) = ‖∇𝑔‖2𝑝 . (235)
Since this depends in a natural way on 𝑝, we will also write this as ℰ𝑝(𝑔). A Poincare´ inequality
for Langevin diffusion thus takes the form
ℰ𝑝(𝑔) =
∫
Ω
‖∇𝑔‖2 𝑝 𝑑𝑥 ≥ 1
𝐶
Var𝑝(𝑔). (236)
We have the following classical result.
Theorem A.12 ([BGL13]). Let 𝑔 be 𝜌-strongly convex and differentiable. Then 𝑔 satisfies the
Poincare´ inequality
ℰ𝑝(𝑔) ≥ 𝜌Var𝑝(𝑔).
In particular, this holds for 𝑔(𝑥) = ‖𝑥−𝜇‖
2
2 with 𝜌 = 1, giving a Poincare´ inequality for the
gaussian distribution.
A spectral gap, or equivalently a Poincare´ inequality, implies rapid mixing (cf. (225)):
‖𝑔 − 𝑃𝑡𝑔‖2 ≤ 𝑒−𝑡Gap(𝑀) = 𝑒−
𝑡
𝐶 . (237)
B Examples
It might be surprising that sampling a mixture of gaussians require a complicated Markov Chain
such as simulated tempering. However, many simple strategies seem to fail.
Langevin with few restarts One natural strategy to try is simply to run Langevin a polynomial
number of times from randomly chosen locations. While the time to “escape” a mode and enter
a different one could be exponential, we may hope that each of the different runs “explores” the
individual modes, and we somehow stitch the runs together. The difficulty with this is that when
the means of the gaussians are not well-separated, it’s difficult to quantify how far each of the
individual runs will reach and thus how to combine the various runs.
Recovering the means of the gaussians Another natural strategy would be to try to recover
the means of the gaussians in the mixture by performing gradient descent on the log-pdf with a
polynomial number of random restarts. The hope would be that maybe the local minima of the
log-pdf correspond to the means of the gaussians, and with enough restarts, we should be able to
find them.
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Unfortunately, this strategy without substantial modifications also seems to not work: for
instance, in dimension 𝑑, consider a mixture of 𝑑 + 1 gaussians, 𝑑 of them with means on the
corners of a 𝑑-dimensional simplex with a side-length substantially smaller than the diameter 𝐷 we
are considering, and one in the center of the simplex. In order to discover the mean of the gaussian
in the center, we would have to have a starting point extremely close to the center of the simplex,
which in high dimensions seems difficult.
Additionally, this doesn’t address at all the issue of robustness to perturbations. Though there
are algorithms to optimize “approximately” convex functions, they can typically handle only very
small perturbations. [Bel+15; LR16]
Gaussians with different covariance Our result requires all the gaussians to have the same
variance. This is necessary, as even if the variance of the gaussians only differ by a factor of 2,
there are examples where a simulated tempering chain takes exponential time to converge [W+09].
Intuitively, this is illustrated in Figure 3. The figure on the left shows the distribution in low
temperature – in this case the two modes are separate, and both have a significant mass. The
figure on the right shows the distribution in high temperature. Note that although in this case
the two modes are connected, the volume of the mode with smaller variance is much smaller
(exponentially small in 𝑑). Therefore in high dimensions, even though the modes can be connected
at high temperature, the probability mass associated with a small variance mode is too small to
allow fast mixing.
Figure 3: Mixture of two gaussians with different covariance at different temperature
C Pertubation tolerance
In the previous sections, we argued that we can sample from distributions of the form 𝑝(𝑥) ∝
exp( ˜𝑓(𝑥)), where 𝑓 is as (3). In this section, the goal we be to argue that we can sample from
distributions of the form 𝑝(𝑥) ∝ exp(𝑓(𝑥)), where 𝑓 is as (2).
Our main theorem is the following.
Theorem C.1 (Main theorem with perturbations). Suppose 𝑓(𝑥) and 𝑓(𝑥) satisfy (3) and (2).
Then, algorithm 2 with parameters given by Lemma C.2 produces a sample from a distribution 𝑝′
with ‖𝑝− 𝑝′‖1 ≤ 𝜀 in time poly
Ä
𝑤min, 𝐷, 𝑑,
1
𝜀 , 𝑒
Δ, 𝜏
ä
.
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The theorem will follow immediately from Lemma C.2, which is a straightforward analogue of
9.4. More precisely:
Lemma C.2. Suppose that Algorithm 1 is run on temperatures 0 < 𝛽1 < · · · < 𝛽ℓ ≤ 1, ℓ ≤ 𝐿 with
partition function estimates ”𝑍1, . . . , 𝑍ℓ satisfying∣∣∣∣∣𝑍𝑖𝑍𝑖 −”𝑍1𝑍1 ∣∣∣∣∣ ≤ Å1 + 1𝐿ã𝑖−1 (238)
for all 1 ≤ 𝑖 ≤ ℓ and with parameters satisfying
𝛽1 = 𝑂
Ç
min
Ç
𝜎2
𝐷2
,Δ
åå
(239)
𝛽𝑖 − 𝛽𝑖−1 = 𝑂
Ñ
min
Ñ
𝜎2
𝐷2
Ä
𝑑+ ln
Ä
1
𝑤min
ää ,Δéé (240)
𝑇 = Ω
Å
𝐷2 ln
Å
1
𝑤min
ãã
(241)
𝑡 = Ω
Ö
𝐷8
(
𝑑4 + ln
Ä
1
𝑤min
ä4)
𝜎8𝑤4min
ln
Ç
1
𝜖
max
Ç
𝐷2𝑑 ln (1/𝑤min)
𝜎8𝑤min
, 𝑒Δ
åå
max
Ç
𝐷2
𝜎2
,
𝑚16
ln(1/𝑤min)4
åè
(242)
𝜂 = 𝑂
Ç
𝜀𝜎2
𝑑𝑡𝑇𝜏2
å
. (243)
Let 𝑞0 be the distribution
Ä
𝑁
Ä
0, 𝜎
2
𝛽1
ä
, 1
ä
on R𝑑 × [ℓ]. The distribution 𝑞𝑡 after running for 𝑡 steps
satisfies
∥∥𝑝− 𝑞𝑡∥∥1 ≤ 𝜀. Setting 𝜀 = 𝑂 Ä 1𝐿ä above and taking𝑚 = Ω Äln Ä1𝛿 ää samples, with probability
1− 𝛿 the estimate “𝑍ℓ+1 = “𝑍ℓÑ 1
𝑚
𝑚∑
𝑗=1
𝑒(−𝛽ℓ+1+𝛽ℓ)𝑓𝑖(𝑥𝑗)
é
(244)
also satisfies (238).
The way we prove this theorem is to prove the tolerance of each of the proof ingredients to
perturbations to 𝑓 .
C.1 Mixing time of the tempering chain
We first show that the mixing time of the tempering chain that uses the continous Langevin
transition 𝑃𝑇 for 𝑝(𝑥) ∝ exp(𝑓(𝑥)) is comparable to that of 𝑝(𝑥) ∝ exp(𝑓(𝑥)). Keeping in mind
the statement of Lemma 6.8, the following lemma suffices:
Lemma C.3. Suppose ‖𝑓1 − 𝑓2‖∞ ≤ Δ2 and 𝑝1 ∝ 𝑒−𝑓1, 𝑝2 ∝ 𝑒−𝑓2 are probability distributions on
R𝑑. Then the following hold.
1.
ℰ𝑝1(𝑔)
‖𝑔‖2𝑝1
≥ 𝑒−Δℰ𝑝2(𝑔)‖𝑔‖2𝑝2
. (245)
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2. Letting L1,L2 be the generators for Langevin diffusion on 𝑝1, 𝑝2,
𝜆𝑛(−L1) ≥ 𝑒−Δ𝜆𝑛(−L2). (246)
3. If a Poincare´ inequality holds for 𝑝1 with constant 𝐶, then a Poincare´ inequality holds for 𝑝2
with constant 𝐶𝑒Δ.
Note that if we are given probability distributions 𝑝1, 𝑝2 such that 𝑝1 ∈ [1, 𝑒Δ]𝑝2𝑅 for some 𝑅,
then the conditions of the lemma are satisfied.
Proof. 1. The ratio between 𝑝1 and 𝑝2 is at most 𝑒
Δ, so∫
R𝑑 ‖∇𝑔‖2 𝑝1 𝑑𝑥∫
R𝑑 ‖𝑔‖2 𝑝1 𝑑𝑥
≥ 𝑒
−Δ ∫
R𝑑 ‖∇𝑔‖2 𝑝2 𝑑𝑥
𝑒Δ
∫
R𝑑 ‖𝑔‖2 𝑝2 𝑑𝑥
(247)
2. Use the first part along with the variational characterization
𝜆𝑚(−L ) = max
closed subspace 𝑆 ⊆ 𝐿2(𝑝)
dim(𝑆⊥) = 𝑚− 1
min
𝑔∈𝑆
−⟨𝑔,L 𝑔⟩
‖𝑔‖2𝑝
. (248)
3. Use the second part for 𝑚 = 2; a Poincare´ inequality is the same as a lower bound on 𝜆2.
C.2 Mixing time at highest temperature
We show that we can use the same highest temperature corresponding to 𝑓(𝑥) for 𝑓(𝑥) as well, at
the cost of 𝑒Δ in the mixing time. Namely, since ‖𝑓 − 𝑓‖∞ ≤ Δ, from Lemma 7.3, we immediately
have:
Lemma C.4. If 𝑓 and 𝑓 satisfy (2) and (3), there exists a 1/2 strongly-convex function 𝑔, s.t.
‖𝑓 − 𝑔‖∞ ≤ 𝐷2 +Δ.
As a consequence, the proof of Lemma 7.4 implies
Lemma C.5. If 𝑓 and 𝑓 satisfy (2) and (3), Langevin diffusion on 𝛽𝑓(𝑥) satisfies a Poincare´
inequality with constant 16𝑒
2𝛽(𝐷2+Δ)
𝛽 .
C.3 Discretization
The proof of Lemma 8.3, combined with the fact that
∥∥∥∇𝑓 −∇𝑓∥∥∥∞ ≤ Δ gives
Lemma C.6 (Perturbed reach of continuous chain). Let 𝑃 𝛽𝑇 (𝑋) be the Markov kernel corresponding
to evolving Langevin diffusion
𝑑𝑋𝑡
𝑑𝑡
= −𝛽∇𝑓(𝑋𝑡) + 𝑑𝐵𝑡
with 𝑓 and 𝐷 are as defined in 2 for time 𝑇 . Then,
E[‖𝑋𝑡 − 𝑥*‖2] . E[‖𝑋0 − 𝑥*‖2] + (𝛽(𝐷 + 𝜏)2 + 𝑑)𝑇
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Proof. The proof proceeds exactly the same as Lemma 8.3, noting that
∥∥∥∇𝑓 −∇𝑓∥∥∥∞ ≤ 𝜏 implies
−⟨𝑋𝑡 − 𝑥*, 𝑋𝑡 − 𝜇𝑖⟩ ≤ −‖𝑋𝑡‖2 + ‖𝑋𝑡‖(‖𝜇𝑖‖+ ‖𝑥*‖+ 𝜏) + ‖𝑥*‖(‖𝜇𝑖‖+ 𝜏)
Furthermore, since ∇2𝑓(𝑥) ⪯ ∇2𝑓(𝑥) + 𝜏𝐼,∀𝑥 ∈ R𝑑, from Lemma 8.4, we get
Lemma C.7 (Perturbed Hessian bound).
∇2𝑓(𝑥) ⪯
Å
2
𝜎2
+ 𝜏
ã
𝐼, ∀𝑥 ∈ R𝑑
As a consequence, the analogue of Lemma 8.5 gives:
Lemma C.8 (Bounding interval drift). In the setting of Lemma 8.5, let 𝑥 ∈ R𝑑, 𝑖 ∈ [𝐿], and let
𝜂 ≤ (
1
𝜎
+𝜏)2
𝛼 . Then,
KL(𝑃𝑇 (𝑥, 𝑖)||”𝑃𝑇 (𝑥, 𝑖)) . 𝜂2( 1𝜎2 + 𝜏)3𝛼
2𝛼− 1
Ä
‖𝑥− 𝑥*‖22) + 𝑇𝑑
ä
+ 𝑑𝑇𝜂
Å
1
𝜎2
+ 𝜏
ã2
Putting these together, we get the analogue of Lemma 8.1:
Lemma C.9. Let 𝑝𝑡, 𝑞𝑡 : R𝑑 × [𝐿]→ R be the distributions after running the simulated tempering
chain for 𝑡 steps, where in 𝑝𝑡, for any temperature 𝑖 ∈ 𝐿, the Type 1 transitions are taken according
to the (discrete time) Markov kernel 𝑃𝑇 : running Langevin diffusion for time 𝑇 ; in 𝑞
𝑡, the Type 1
transitions are taken according to running 𝑇𝜂 steps of the discretized Langevin diffusion, using 𝜂 as
the discretization granularity, s.t. 𝜂 ≤ 1
2
(
1
𝜎2
+𝜏
) . Then,
KL(𝑝𝑡||𝑞𝑡) . 𝜂2
Å
1
𝜎2
+ 𝜏
ã3 Ä
(𝐷 + 𝜏)2 + 𝑑
ä
𝑇𝑡2 + 𝜂2
Å
1
𝜎2
+ 𝜏
ã3
max
𝑖
E𝑥∼𝑝0(·,𝑖)‖𝑥− 𝑥*‖22 + 𝜂
Å
1
𝜎2
+ 𝜏
ã2
𝑑𝑡𝑇
C.4 Putting things together
Finally, we prove Theorem C.2
Proof of C.2. The proof is analogous to the one of Lemma 9.4 in combination with the Lemmas
from the previous subsections.
For the analysis of the simulated tempering chain, consider the same partition 𝒫𝑖 we used in
Lemma 9.4. Then, by Lemma C.3,
Gap(𝑀𝑖|𝐴) ≥ Ω
(
𝑒−Δ
(
(ln 1𝑤min )
4
𝑚16
))
. (249)
For the highest temperature, by Lemma C.5, we have
Gap(𝑀1) = Ω
(
𝛽1𝑒
−2𝛽1(𝐷2+Δ)
)
= Ω(min(
1
Δ
,
1
𝐷2
)). (250)
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Furthermore, by Lemma 9.2, since the condition on 𝛽𝑖 − 𝛽𝑖−1 is satisfied, 𝛿((𝒫𝑖)ℓ𝑖=1) = Ω(1).
Then, same as in Lemma 9.4, the spectral gap of the simulated tempering chain
𝐺 := Gap(𝑀st) = 𝑒
−Δ𝑤4min
ℓ4
Ñ
ln
Ä
1
𝑤min
ä4
𝑚16
é
. (251)
As in Lemma 9.4, since 𝑡 = Ω
Ç
ln( 1
𝜖
max( 𝑙
𝑤min
,𝑒Δ))
𝐺
å
,
∥∥∥𝑝− 𝑞𝑡∥∥∥
1
= 𝑂
Å
𝜀𝑤min
ℓ
ã
𝜒2(𝑝||𝑞0) (252)
By triangle inequality,
𝜒2(𝑝||𝑞0) ≤ 𝜒2(𝑝||𝑝) + 𝜒2(𝑝||𝑞0)
The proof of Lemma 9.4 bounds 𝜒2(𝑝||𝑞0) = 𝑂
Ä
ℓ
𝑤min
ä
, and
𝜒2(𝑝||𝑝) =
∫
𝑥∈R𝑑
Ç
𝑝(𝑥)− 𝑝(𝑥)
𝑝(𝑥)
å2
𝑝(𝑥)𝑑𝑥
≤
Ç
𝑒Δ𝑝(𝑥)− 𝑝(𝑥)
𝑝(𝑥)
å2
𝑝(𝑥)
≤ 𝑒Δ
From this, we get
∥∥𝑝− 𝑞𝑡∥∥1 ≤ 𝜖3 .
For the term
∥∥𝑝𝑡 − 𝑞𝑡∥∥1, use Pinsker’s inequality and Lemma C.9 to get∥∥∥𝑝𝑡 − 𝑞𝑡∥∥∥
1
≤
»
2KL(𝑝𝑡||𝑞𝑡) ≤ 𝜀
3
(253)
for 𝜂 = 𝑂
Å
𝜀min
ß
1√
𝑇𝑡𝜏3/2(𝐷+
√
𝑑+𝜏)
, 1
𝜏2𝑑𝑡𝑇
™ã
= 𝑂( 𝜀
𝜏2𝑑𝑡𝑇
).
This gives
∥∥𝑝− 𝑞𝑡∥∥1 ≤ 𝜀.
The proof of the second part of the Lemma proceeds exactly as C.9.
D Another lower bound for simulated tempering
Theorem D.1 (Comparison theorem using canonical paths, [DS93]). Let (Ω, 𝑃 ) be a finite Markov
chain with stationary distribution 𝑝.
Suppose each pair 𝑥, 𝑦 ∈ Ω, 𝑥 ̸= 𝑦 is associated with a path 𝛾𝑥,𝑦. Define the congestion to be
𝜌(𝛾) = max
𝑧,𝑤∈Ω,𝑧 ̸=𝑤
ñ∑
𝛾𝑥,𝑦∋(𝑧,𝑤) |𝛾𝑥,𝑦|𝑝(𝑥)𝑝(𝑦)
𝑝(𝑧)𝑃 (𝑧, 𝑤)
ô
.
Then
Gap(𝑃 ) ≥ 1
𝜌(𝛾)
.
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Definition D.2. Say that partition 𝒫 refines 𝒬, written 𝑃 ⊑ 𝒬, if for every 𝐴 ∈ 𝒫 there exists
𝐵 ∈ 𝒬 such that 𝐴 ⊆ 𝐵.
Define a chain of partitions as {𝒫𝑖 = {𝐴𝑖,𝑗}}𝐿𝑖=1, where each 𝒫𝑖 is a refinement of 𝒫𝑖−1:
𝒫𝐿 ⊑ · · · ⊑ 𝒫1.
Theorem D.3. Suppose Assumptions 5.1 hold.
Furthermore, suppose that (𝒫𝑖)𝐿𝑖=1 is a chain of partitions. Define 𝛾 for the chain of partitions
as
𝛾((𝒫𝑖)𝐿𝑖=1) = min
1≤𝑖1≤𝑖2≤𝐿
min
𝐴∈𝒫𝑖1
𝑝𝑖1(𝐴)
𝑝𝑖2(𝐴)
.
Then
Gap(𝑀st) ≥ 𝑟
2𝛾𝛿
32𝐿3
min
1≤𝑖≤𝐿,𝐴∈𝒫𝑖
(Gap(𝑀 |𝐴)). (254)
Proof. Let 𝑝st be the stationary distribution of 𝑃st. First note that we can easily switch between
𝑝𝑖 and 𝑝st using 𝑝st(𝐴× {𝑖}) = 𝑟𝑖𝑝𝑖(𝐴).
Define the partition 𝒫 on Ω× {0, . . . , 𝑙 − 1} by
𝒫 = {𝐴× {𝑖} : 𝐴 ∈ 𝒫𝑖} .
By Theorem A.5,
Gap(𝑀st) ≥ 1
2
Gap(𝑀 st) min
𝐵∈𝒫
Gap(𝑀st|𝐵). (255)
We now lower-bound Gap(𝑀 st). We will abuse notation by considering the sets 𝐵 ∈ 𝒫 as states
in 𝑀 st, and identify a union of sets in 𝒫 with the corresponding set of states for 𝑀 st.
Consider a tree with nodes 𝐵 ∈ 𝒫, and edges connecting 𝐴 × {𝑖}, 𝐴′ × {𝑖 − 1} if 𝐴 ∈ 𝐴′.
Designate Ω×{1} as the root. For 𝑋,𝑌 ∈ 𝒫, define the canonical path 𝛾𝑋,𝑌 to be the unique path
in this tree.
Note that |𝛾𝑋,𝑌 | ≤ 2(𝐿− 1). Given an edge (𝐴× {𝑖}, 𝐴′ × {𝑖− 1}), consider∑
𝛾𝑋,𝑌 ∋(𝐴×{𝑖},𝐴′×{𝑖−1}) |𝛾𝑋,𝑌 |𝑝st(𝑋)𝑝st(𝑌 )
𝑝st(𝐴× {𝑖})𝑃st(𝐴× {𝑖}, 𝐴′ × {𝑖− 1}) ≤
2(𝐿− 1)2𝑝st(𝑆)𝑝st(𝑆𝑐)
𝑝st(𝐴× {𝑖})𝑃st(𝐴× {𝑖}, 𝐴′ × {𝑖− 1}) (256)
where 𝑆 = 𝐴 × {𝑖, . . . , 𝐿} is the union of all children of 𝐴 × {𝑖} (including itself). This follows
because the paths which go through (𝐴× {𝑖}, 𝐴′ × {𝑖− 1}) are exactly those between 𝑋,𝑌 where
one of 𝑋,𝑌 is a subset of 𝑆 = 𝐴 × {𝑖, . . . , 𝐿} and the other is not. To upper bound (256), we
upper-bound 𝑝(𝑆)𝑝(𝐴×{𝑖}) and lower-bound 𝑃 (𝐴× {𝑖}, 𝐴′ × {𝑖+ 1}).
We upper-bound by definition of 𝛾,
𝑝(𝑆)
𝑝(𝐴× {𝑖}) =
∑𝐿
𝑘=𝑖 𝑟𝑖𝑝𝑖(𝐴)
𝑟𝑖𝑝𝑖(𝐴)
(257)
≤ max 𝑟𝑖
min 𝑟𝑖
∑𝐿
𝑘=𝑖 𝑝𝑖(𝐴)
𝑝𝑖(𝐴)
(258)
≤ 𝐿
𝑟𝛾
. (259)
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Next we lower bound 𝑃st(𝐴× {𝑖}, 𝐴′ × {𝑖− 1}). There is probability 12𝐿 of proposing a switch
to level 𝑖− 1, so
𝑃st(𝐴× {𝑖}, 𝐴′ × {𝑖− 1}) ≥ 1
2𝐿
∫
Ω
𝑟𝑖𝑝𝑖(𝑥)min
®
𝑝𝑖−1(𝑥)
𝑝𝑖(𝑥)
𝑟𝑖−1
𝑟𝑖
, 1
´
𝑑𝑥/(𝑟𝑖𝑝𝑖(𝐴)) (260)
=
1
2𝐿
∫
Ω
min
ß
𝑝𝑖−1(𝑥)
𝑟𝑖−1
𝑟𝑖
, 𝑝𝑖(𝑥)
™
𝑑𝑥/𝑝𝑖(𝐴) (261)
≥ 1
2𝐿
min 𝑟𝑗
max 𝑟𝑗
∫
Ω
min {𝑝𝑖−1(𝑥), 𝑝𝑖(𝑥)} 𝑑𝑥/𝑝𝑖(𝐴) (262)
≥ 1
2𝐿
𝑟𝛿. (263)
Putting (256), (259), and (263) together,
(256) ≤ 2(𝐿− 1)2
Å
𝐿
𝑟𝛾
ãÅ
2𝐿
𝑟𝛿
ã
(264)
≤ 8𝐿
3
𝑟2𝛾𝛿
. (265)
Using (255) and Theorem D.1,
Gap(𝑀st) ≥ 1
2
Gap(𝑀 st) min
𝐵∈𝒫
Gap(𝑀st|𝐵) (266)
≥ 𝑟
2𝛾𝛿
16𝐿3
min
𝐵∈𝒫
Gap(𝑀st|𝐵) (267)
≥ 𝑟
2𝛾𝛿
32𝐿3
min
1≤𝑖≤𝐿,𝐴∈𝒫𝑖
Gap(𝑀𝑖|𝐴) (268)
By taking all the partitions except the first to be the same, we see that this theorem is an
improvement to the bound for simulated tempering in [WSH09, Theorem 3.1], which gives the
bound
Gap(𝑃st) ≥ 𝛾
𝐽+3𝛿3
214(𝐿+ 1)5𝐽3
min
ß
min
2≤𝑖≤𝐿,𝐴∈𝒫
(Gap(𝑀𝑖|𝐴)),Gap(𝑀1)
™
when 𝑟 = 1, where 𝐽 is the number of sets in the partition. Most notably, their bound is exponential
in 𝐽 , while our bound has no dependence on 𝐽 .
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