Abstract-A new technique for fault diagnosis and estimation of unknown inputs in a class
I. INTRODUCTION
Due to the ever-increasing demand for automation as a means of achieving optimal performance, high quality product, and higher efficiency, industrial processes have become more complex to manage and operate. The increased complexity, however, brings issues such as process reliability, safety and integrity to the fore of practical consideration. As these issues are related to the conditions under which industrial plants operate, it is of paramount importance that when drastic deviations from normal operating conditions occur they are detected and identified in real time so that mitigating actions can be taken. The main cause of deviation from normal operating conditions is mainly attributed to occurrence of faults and equipment malfunction. Occurrence of faults can be extremely detrimental, not only to the equipment and surroundings but also to the human operator. Hence, early on-line detection of faults and malfunctions is quite critical in preventing or at least mitigating the consequences of major disruptions to operation of industrial plants and physical harm to operators.
Fault detection based on the use of a mathematical model of the plant under consideration has been the focus of much research over the past three decades; since the landmark results of [1] . The common strategy is to generate residual signals which reflect the difference between the actual and estimated values of outputs. In the no-fault case, the residual is equal to zero. In the event of a fault the residual signal acquires a finite nonzero value.
Fault detection and isolation becomes more intriguing if plants are excited by unknown inputs (disturbances). This is so because the effect of faults has to be differentiated from that of disturbances in order to prevent false alarms. This process is commonly referred to as robust fault detection [2] .
Significant developments have been made in this area in linear systems and the existence conditions for unknown input observer based fault detection filters have been established [3, 4] .
However, in case of nonlinear systems advances have been less rapid. With the exception of [5, 6] , research in the field of fault detection in nonlinear systems with unknown inputs has been slow in maturing. Since most practical systems, like power systems, aircrafts and industrial robots, when examined in detail are nonlinear to some extent, the task of designing fault detection filter for nonlinear systems with unknown inputs is of practical importance.
One of the significant theoretical developments that accounts for the effects of disturbances in nonlinear systems is that of sliding mode control/observer theory, where the dynamics of the system are altered by high speed switching. Whereas conventional robust control techniques (like H loopshaping) aim to minimize in some sense the transfer function relating the unknown inputs (including uncertainties) to the outputs of interest, sliding mode theory tends to completely reject them. As well as insensitivity to external disturbances, other main features of sliding mode theory are high accuracy and finite time convergence, which make it one of key tools in robust state estimation. To this end, some interesting results on nonlinear sliding mode observers for robust state estimation have been published [7, 8] . In [9] , a sliding mode observer is considered to perform residual based fault detection. However, the technique is based on the assumption that the states of the system are available, which is not usually the case. The limitation in the approach presented in [9] is overcome in [8] , where a disturbance decoupled system is first obtained by the application of a nonlinear transformation and then state ∞ estimation is carried out using a sliding mode observer. However, the technique is not extended to robust fault detection.
The above approaches primarily consider state estimation and/or fault detection by residual generation. Although they are able to detect faults, they are ineffective in direct reconstruction of faults and unknown inputs simultaneously. In addition to straightforward detection, fault reconstruction (also referred to as fault identification [10] ) is also highly beneficial in directly isolating the faults within the same system by revealing which sensor/actuator is faulty. This procedure becomes particularly useful in diagnosing incipient and small faults which may go undetected if the methods based on residual generation are used. Furthermore, the knowledge of exact size and severity of faults thus obtained can facilitate the fault tolerant control design. On the other hand, the need for reconstruction of unknown inputs not only facilitates fault diagnosis (as shown in this paper) but also plays an important role in the enhancement of system robustness properties.
The technique presented in this paper involves the use of a network of two interconnected sliding mode observers. The two observers simultaneously reconstruct faults and unknown inputs, respectively, and exchange their corresponding estimates online. As a result a robust fault detection scheme is obtained for a class of nonlinear uncertain systems. Research is underway to adapt this scheme to decentralised fault detection of nonlinear uncertain interconnected systems. This paper is organized as follow: Section II introduces the system and transforms it to a canonical form via nonlinear change of coordinates. Section III presents the main result of this paper in terms of a Theorem and provides a constructive proof of it. The effectiveness of scheme is illustrated in Sections IV and V through a numerical example.
II. SYSTEM DESCRIPTION AND PROBLEM FORMULATION
Consider a nonlinear system described by the following set of nonlinear state and output equations:
where denote the states, unknown disturbances and actuator faults,
respectively. and
, and
represent the control input and output measurements, respectively. The equilibrium point is represented by . In the ensuing analysis we assume that
Remark 1:
The class of nonlinear systems described by (1)-(2) represents a number of nonlinear phenomena and has often been considered in the literature for fault studies ( [11] , [12] ). Furthermore, any nonlinear system can be reduced to the form described by equations (1)- (2) by the Taylor series expansion of the nonlinear term about the nominal values of control input, fault and unknown input as demonstrated in [5] . Hence, by use of [5] the technique developed in this paper can be applied to a wide range of nonlinear systems with unknown inputs.
Before we present the new design approach, let us first, for convenience, restate the notion of relative degree as defined in [13] . 
and for all x in the neighborhood of x .
is non-singular at In equations (3) and (4) above, is commonly referred to as Lie derivative and is defined as the directional derivatives of output in the direction of functions (see [14] for details).
and f
In respect of definitions (3) and (4), we assume that the system (1)-(2) has a vector relative degree and, for simplicity, 
The overall system can now be represented by 
Remark 2:
For the case where r there always exist n -r functions, , such that ; , provided that the distribution spanned by the vector fields is involutive [13] . This implies that the approach presented in this paper can well be extended to the case when r < n provided that the zero dynamics (of the form
with the remaining n -r states are locally asymptotically stable. That is, there exists an such that
In a rare instance where the above does not hold, an alternative approach will have to be used.
The transformed system (10) and (11) may be represented by a special canonical observable form, if the following two matching conditions hold A1:
where, and represents the annihilator of
. Ω
Remark 3:
The unknown quantities (e.g. faults and unknown inputs) satisfying the matching conditions (A1 and A2) are the ones acting in the input channel and represent the disturbances and faults associated with actuators of the monitored system [10] . These unknown quantities (commonly referred to as matched uncertainties) can be completely rejected by the use of sliding mode based techniques as elaborated in the next section.
As a result, the nonlinear system (8) can be rewritten in the new coordinates as follows
Using the special canonical form of (15)- (16), the design of fault and unknown input reconstruction filters can easily be accomplished via a network of sliding mode observer based interconnected filter system as detailed next.
III. ESTIMATION OF FAULTS AND UNKNOWN INPUTS
In this section we introduce the main results of the paper in terms of a Theorem, which states the structures of two interconnected sliding mode based filters. One filter is used to reconstruct faults and the other is used to reconstruct unknown inputs. The two filters operate in parallel and provide updates to each other after each iteration. The block diagram in figure 1 , demonstrates the network of two interconnected sliding mode observer based filters for fault and unknown input reconstruction. It is shown, through a constructive proof, that the two filters converge to the true state of the system and then reconstruct the faults and unknown inputs in their entirety. shown in the proof of the theorem below. While choice of is made only once, the remaining gains 
and . eq denotes the equivalent output error injection signal which represents the control action necessary to maintain the trajectories on the sliding manifold [16] .
Unknown input reconstruction filter: Similarly, for the system described by equations (15)- (16) we propose the following unknown input reconstruction filter which comprises the second block of the network of interconnected filters below). The criteria for this choice is defined as: 
The expressions for both estimates and will be derived later on in this section. dμ
Remark 4:
In order to ensure reachability of the trajectories in finite time onto the sliding manifolds in presence of unknown inputs and faults, sufficiently high sliding mode gains are required.
However, one of the intrinsic features of high gain filters is peaking phenomenon which can destabilize the system if the peaking takes the system dynamics outside the region of attraction [17] . The structure of two interconnected filters in light of definitions (19) and (22) 
Remark 6:
In sliding mode theory, sliding manifold, S, defines a domain to which the closed loop system dynamics are initially driven (reachability phase) and maintained (sliding phase) under sliding control action. While on the sliding manifold, S, the system (reduced order dynamic) is required to be asymptotically stable. A sliding condition is needed by which the control is to be designed to drive the variable towards zero, i.e. sliding surface, in an asymptotically stable manner. In the case at hand, we define the observation error as the sliding manifold exactly. As a result, by ensuring that the sliding surfaces are reached asymptotically (sequentially), we also ensure the sequential convergence of observation errors to zero (and hence the system does not explicitly exhibit the reduced order dynamics).
Remark 7:
One of the striking features of this design is that both faults and unknown inputs are reconstructed via information contained in the equivalent error signal (averaged error signal). Thus, the need for satisfaction of fault isolability condition defined in the sense of residual generation based fault diagnosis is significantly relaxed. Hence, even if fault and unknown input distribution matrices belong to the same vector space, fault and unknown input estimation can still be accomplished.
In order to reconstruct faults and unknown inputs, the two filters (defined by (17) and (20)) must be connected and run simultaneously in parallel. The interconnection between the two filters is required for online information interchange, which is done by each filter injecting its reconstructed signal into the other filter. In the following, we summarize the main results of this paper in terms of a Theorem and then establish the conditions required for the stability and asymptotic convergence of error dynamics of each filter in the proof of the Theorem. In this respect, we assume that the following assumptions hold.
A3. Let ( )
, z z ∈ Ω×Ω where the set . Then, there exists a constant such that
Condition A3 is commonly referred to as Lipschitz condition [14] A4 
and and symbolizes the pseudo inverse of and , respectively.
Proof of Theorem:
Define the observation error of the fault reconstruction filter as Then, from (15) and (17) the error dynamics of the fault reconstruction filter are obtained as 
Similarly, due to (15) and (20) 
In the following, Lyapunov stability theory is used to establish the reachability criteria of trajectories onto the sliding manifolds ( ) (18) and (21), fault and unknown input reconstruction filter error dynamics, defined by (25) and (26) 
it is easy to conclude that if It may be noted that in step 1, as a consequence of (19) and (22),
. Therefore, the following result due to [19] can be easily adapted to ensure boundedness of error dynamics.
Assuming condition A3 and A4 hold, if and for both gains are chosen such that for any arbitrarily chosen
and 
In inequalities (32)-(34),
P θ is a positive definite and symmetric matrix such that
and its maximum and minimum eigenvalues are represented as 
As a result, at the end of step 1, Step 2.
Here the conditions that ensure both and converge to zero are established. After step 1, and and remaining errors are bounded. As a result, using (19) and (21)- (22), the error dynamics of the interconnected filter system, (25)-(26), can be expressed as follows 
From this, it is straightforward to conclude that if 
Steps 3 to
follow in the same way as Step 2.
It is clear from the above analysis that after time ,
) will converge to zero in proper sequence. Thus, the resulting fault reconstruction filter error dynamics can be written 
e l e z k e l e z d k
where, , 
The norm of error dynamics, defined in (44), is obtained due to the fact that prior to this step all previous errors, and , have converged to zero. . As a result, we obtain the following ( )
(1)
, , , 1,1.5,1,1.5
, , , 1,1.5,1,1.5 (56)) are extracted by using a low pass filter with a cut off frequency of 300 Hz . The sign function has been found to minimize chattering when approximated by a saturation function with a slope of .
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Scenario I -Simulation Results
For the simulation study, we assume that system is initially (time 0 s t = ) at rest and fault free. At this time the observer is switched on with different initial condition than that of the system. At time 
For the simulation study, we assume the unknown inputs to be sinusoidal m ξ ( ) The conditions for the stability of convergence are derived. The technique is successfully implemented on a faulty single link flexible joint robot system subject to an unknown disturbance. It is shown that the presented approach can be easily used to design the two interconnected observers for the detection and reconstruction of the fault and unknown disturbance simultaneously.
