Abstract: As well known, extended H ∞ control accepts unstable weighting functions which are included in a generalized plant, so it has wider availability than standard H ∞ control. On the other hand, the root-clustering problem for H ∞ control has been considered by Chilali and Gahinet and the solution is derived. But it is not so easy to apply the solution to extended H ∞ control, because the formulation of the root-clustering controllers is discordant with that of extended H ∞ controllers. Therefore, we can not simply combine the root-clustering conditions with extended H ∞ control. In this paper, we propose a LMI based design method for this control problem by using modified formulation of controllers of the rootclustering problem derived by Chilali and Gahinet. These types of control problems appear in design problems of a vibration isolation controller which attenuates vibrations forced by narrow-band frequency disturbances. A controller for a simple vibration isolation experimental system is designed by the proposed method and performance of a designed controller is verified by experimental results.
INTRODUCTION
As well known, extended H ∞ control accepts unstable weighting functions which are included in a generalized plant, so it has wider availability than standard H ∞ control (Mita, et al., 1997 , Liu, et al., 1997 . A controller design of extended H ∞ control via LMI approach is also proposed by Hirata, et al. (2000) . On the other hand, if we specify locations of closed-loop poles for improvement of transient response, additional constraints on closed-loop pole locations should be considered. The root-clustering problem has been considered by Chilali and Gahinet (1996) and the solution is derived. But it is not so easy to apply the solution to extended H ∞ control, because the formulation of the root-clustering controllers is discordant with that of extended H ∞ controllers. Therefore, we can not simply combine the rootclustering conditions with extended H ∞ control. In this paper, we propose a LMI based design method for this control problem by using modified formulation of controllers of the root-clustering solution derived by Chilali and Gahinet.
These types of control problems appear in design problems of a vibration isolation controller which attenuates vibrations forced by narrowband frequency disturbance , Sievers, 1988 . For example, a vibration isolation controller design problem concerning a rotating machine in space is described in Otsuki, et al. (2000) or . In the paper by , a vibration isolation controller is designed by frequency shaping method based on H ∞ control. In such case, we specify a weighting function such that it has steep peak gain at the disturbance frequency in order to improve vibration isolation performance. Consequently, some poles of the weighting function are located close to the imaginary axis. In this situation, if we inflict additional pole placement constraints, some poles of weighting functions become unstable as a result of the pole constraints. Therefore, extended H ∞ control method with pole placement constraints is available for such control problems. In this paper, a controller for a simple vibration isolation experimental system is designed by the proposed method and performance of a designed controller is verified by experimental results.
ANOTHER SOLUTION FOR H ∞ CONTROL WITH POLE PLACEMENT CONSTRAINTS

Solvability Conditions
First of all, we derive a H ∞ controller with pole placement constraints by a different formulation from that proposed by Chilali and Gahinet (1996) . The following augmented system is considered.
Where G(s) is a generalized plant. It is assumed two assumptions; A) (A, B 2 ) is stabilizable and B) (A, C 2 ) is detectable. The H ∞ control problem is defined to find an output feedback control u = K(s)y which satisfies the internal stability and the H ∞ norm condition on the closed-loop transfer function from w to z;
The following two results are well known.
[ (Chilali and Gahinet (1996) ) A necessary and sufficient condition such that all poles of a closed-loop system are located in specified LMI region is that there exists a matrix X D > 0 which satisfies the following inequality.
(5) Where, α kl and β kl are parameters for specifying a LMI stability region D.
Constraints on pole locations are represented by LMI stability region D defined by Chilali and Gahinet. An example of the LMI region is specified by the hatched area shown in Fig.2 .
The following theorem provides another solution of standard H ∞ control with pole placement constraints. The formulation of controllers is different from that of the result proposed by Chilali and Gahinet.
[Theorem 1] 1. It is assumed that assumptions A) and B) are satisfied. A design problem of H ∞ control with pole placement constraints defined by LMI region D is solvable if the following four conditions 1) -4) are satisfied and there exist matrices F , L, X > 0 and Y > 0.
Where, α kl and β kl are parameters for specifying a LMI region D and
(10) Also, A F and A L are defined as the following.
2. When the solvability conditions are held, one of the H ∞ controllers is obtained by the following formula.
Where,
and Z is a symmetric matrix which defined as the following equation.
Proof of Theorem 1
In this paper, we consider a common solution of Eq.(4) and Eq. (5), X D = X cl 1 . Then, according to Lemma 1 and Lemma 2, the solvability conditions are described as the following two inequalities which have a common solution X cl > 0.
Hereafter, we show if Eqs. (6)- (17) are satisfied, then Eq. (18) and Eq.(19) are satisfied. X cl is represented by using matrices X and Z without loss of generality, and Y is defined as follows.
We can confirm the equivalence between X cl > 0 and X > 0, Y > 0, and ρ(Y −1 X −1 ) < 1 by using the schur complement. We define a matrix T as
Since T is a nonsingular matrix, Θ < 0 ⇔Θ := T ΘT T < 0 and Γ < 0 ⇔Γ := T ΓT T < 0 are satisfied. By substituting A cl , B cl and C cl of Eq.(3) into Eq.(18),Θ is calculated as follows.
Where, F := C K ZX −1 and L := −B K . On the other hand,Γ is calculated as the following.
If we specify the matrices A K , B K , C K as Eqs. (14)- (16), thenΘ 21 = 0 is satisfied. It is verified equivalence betweenΘ 11 < 0 and Eq.(6), and alsoΘ 22 < 0 and Eq. (7), respectively. Also, since A K is specified as Eq. (14), Ψ is described as the following equation.
So, Eq.(9) satisfies Γ < 0. Therefore, if Eqs. (6)- (17) are satisfied,Θ < 0 andΓ < 0 are satisfied by X cl > 0 of Eq.(20).
EXTENDED H ∞ CONTROL
We assume that weighting functions are connected to outputs of G(s), and an augmented system shown in Fig.1 Hirata, et al. (2000) . The following assumptions are introduced in Hirata, et al. (2000) .
A1') (A, C 2 ) is detectable except for the modes corresponding to eigenvalues of A pz . Where, A pz is a matrix which includes all of the unstable eigenvalues of B') Let U 0 a set of full row rank matrices U 0 for which there exists a matrix L satisfying the following equations.
and The assumption B') represents that A pz becomes uncontrollable modes of G zw , and it is equivalent to a condition that the modes become invariant zeros of a system {A, B 1 , C 2 , D 21 }.
SOLVABILITY CONDITION OF EXTENDED H ∞ CONTROL WITH POLE PLACEMENT CONSTRAINTS
[Theorem 2] 1. For a control system shown in Fig.1 , it is assumed that the assumptions A'), B') and C') are satisfied. Then, the extended H ∞ control problem with pole placement constraints is solvable if there exist U 0 ∈ U 0 , F , L, X > 0 and Y > 0 which satisfy the following conditions 1) -4).
Where, α kl and β kl are parameters for specifying a LMI region D.
4) ρ(Y
Where, U 1 is an arbitrary matrix such that it makes [U and Z of Eqs. (14)- (16), respectively.
Where, U † 1 represents pseudo-inverse of U 1 .
LMI CONDITIONS
LMI conditions are derived based on Theorem 2. We define U L := U 0 L, then U 0 which satisfies Eqs. (29)- (31) are determined according to the following condition.
T is uniquely determined, the conditions of Theorem 2 can be described by LMI conditions. We define the following matrices by using an arbitrary matrix U 1 which makes [U T 0 , U T 1 ] be a non-singular matrix.
T is uniquely determined, the solvability conditions of Theorem 2 are equivalent to existence conditions of X > 0, Y U > 0, M , and N which satisfy the following LMIs.
(Proof) The conditions are derived by defining M := F X and Eq. (40), and by some calculations of Eqs. (32)- (35).
If the LMI conditions are solvable, an extended H ∞ controller whose poles are located in specified LMI region is obtained by the following procedure.
Step 1 Obtain U 0 which satisfies Eq.(39), and calculate U 1 by ImU
Step 2 Obtain X > 0, Y U > 0, M , and N by solving Eqs. (41)
-(44).
Step 3 F , L and Y which satisfy Eqs. (32)- (36) are obtained by using X, Y U , M and N as follows.
Step 4 A controller is derived by 2. of Theorem 2 by using X, F , L and Y obtained in Step 3, and Z by Eq.(38).
APPLICATION TO VIBRATION ISOLATION CONTROLLER DESIGN
Controlled System
Controlled system is a simple experimental system shown in Fig.3 . This system is a rotational type vibration system composed of 2-inertias and springs. Control torque, f , and vibration disturbance, d, are applied to the system by two DC motors. Rotational angles of inertias are detected by rotary encoders which are mounted into the axis of the system. The system is stabilized by feedback control f = K(s)(θ 1 −θ 2 ). Hereafter, it is assumed that frequency of the disturbances in the rough is known (Otsuki, et al., 2000) , and we assumed that d is a sinusoidal disturbance of 3 [Hz] . The Bode plot of the plant is shown in Fig.4 
Design Procedure
An augmented system for a H ∞ control design is specified in Fig.5 . In Fig.5 , u = f , y 1 = θ 2 , and y 2 =θ 1 −θ 2 . Since the transfer function Fig.3 Experimental System from d to z 1 corresponds to vibration isolation performance, the performance is directly shaped by specifying weighting function W n (s). Specified weighting functions are described as follows and the gain plots are shown in Fig.6 . It is noticed that W n (s) has poles close to the imaginary axis. 
is obtained as follows. We transform the matrix A of the augmented system to the diagonal canonical form by using a transformation matrix T . Then, a matrix U 0 of Eq. (39) is represented as follows.
We obtain 
Performance of Designed Controller
LMI conditions of Theorem 3 are feasible and a controller is derived. Transfer functions of closedloop systems are indicated in Fig.8 . These plots are obtained by numerical simulations based on a plant model. An experimental result of time response when a sinusoidal vibration disturbance is applied to the system is shown in Fig.9 . In Fig.9 , the solid line indicates the proposed LMI controller and the dashed line denotes the controller by , it was the champion result except the proposed LMI method. The LMI controller provides superior vibration isolation performance as expected. Damping effect for the second order vibration mode of the plant is improved compared with the dashed line. Maps of closed-loop pole locations are shown in Fig.10 and Fig.11 . According to Fig.10 , it is noticed that the controller by includes insufficient poles whose damping ratios are close to zero (indicated by the arrows). On the other hand, the proposed LMI controller provides sufficient damping ratios.
CONCLUSIONS
In this paper, we derive solvability conditions for extended H ∞ control with pole placement constraints and a formulation of a controller. The proposed method is applied to a vibration isolation controller design for an experimental system. The performance of the proposed controller is verified by control experiments. 
