Abstract-In this correspondence, we propose a new approach to scalespace filtering using a box spline representation of multidimensional signals. The use of box splines is motivated by their ability to handle complex geometries better than tensor-product B-splines. The box spline we use is defined by a set of vectors invariant under the multiplication by a sampling matrix. We show that such a box spline satisfies a dilation equation which is the basis for the scale-space filtering we propose. Several numerical applications in 2-D conclude the correspondence.
I. INTRODUCTION
Scale-space filtering traditionally consisted of an embedding of a signal into a one-parameter family of derived signal constructed by convolution with Gaussian kernels of increasing width. Neurophysiological research [16] has shown that primary visual cortex response can be modeled by the convolution with a superposition of Gaussian derivatives at increasing scales. In practice, when the scale gets larger, many techniques have been proposed for efficient implementation of scalespace filtering. Among them, B-splines or binomials have been widely used to approximate the Gaussian kernel [13] , [15] . In that context, tensor-product B-splines naturally define bidimensional scale-space filterings. Tensor-product splines have been shown to be inappropriate for the modeling of complex objects in numerous applications due to their definition over arbitrary rectangular parameter domain [12] . An important class of functions that enables the definition of scale-space filtering without the disadvantages of tensor-product surfaces are box splines.
In this correspondence, we propose a new scale-space filtering based on a box spline representation of multidimensional signals. Having introduced the main definitions on box splines, we recall the equation they satisfy for a dilation by a factor of m [2] . We then show how to write this equation when m is replaced by an invertible sampling matrix M [8] , [11] . When the set of vectors that defines the box spline is invariant under multiplication by M, we derive a similar equation to that of dilation. We, therefore, restrict ourselves to such box splines. We then define a sequence of piecewise constant functions that converges to the box spline under specific conditions. The construction of these piecewise constant functions is based on the convergence of the control net of box splines. Using this function and the property of the box spline with respect to the matrix M, we are able to define a fast algorithm for multidimensional continuous scale-space filtering at rational scales and specific locations. This result is a generalization of that obtained on 1-D scale-space filtering using a B-spline representation of signals [9] .
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The sketch of the article as follows. In Section II, we recall the definition of box splines. Then, we highlight subdivision schemes for box splines. Finally, we review the convergence properties of the control net of box splines. Section III is devoted to the derivation of a new scale-space filtering. In Section IV, we study, in 2-D, the general form for the sampling matrix M and we put forward, in each case, a vector set invariant under multiplication by M. Some numerical examples on the new scale-space filtering we propose conclude this correspondence.
II. SUBDIVISION SCHEMES FOR BOX SPLINES, CONVERGENCE OF THE CONTROL NET OF BOX SPLINES

A. Definition of Box Splines
Let us define a set of n vectors, not necessarily distinct, in an s-di- otherwise (x; X k ) = 1 0 (x 0 tx k ; X k01 )dt; n k > s: (1) One can check by induction that the support of (x; X n ) is [x1; x2; . . . ; xn][0; 1] n .
B. Dilation Equation for Box Splines
The dilation equation satisfied by discrete box splines, defined as in (1) , was introduced in [2] . It is proved that satisfies the relation where bm [1; xi] is the succession of m ones in the direction defined by (2) is proved using the z-transform of ((k=m); Xn). A more general result holds for all For the sake of simplicity, we will maintain the definition (1) of box splines.
C. Nonseparable Dilation Equation for Box Splines
In a more general framework, the dilation factor m can be replaced by an invertible matrix M of integer entries, having real eigenvalues of modulus strictly larger than 1 [8] . The matrix M must also be such that there exists a permutation of f1; . . . ; ng satisfying Mx p = p x (p)
with p a positive integer. When (4) 
The proof is given in the Appendix.
D. Convergence of the Control Net of Box Splines
From now on, we assume that x 1 ; . . . ; x 3 j ; . . . ; x n spans s for all j 2 f1; . . . ; ng, where x 3 j means we have removed xj from Xn. In the following, we consider a box spline defined as in (1) but the results are also true for a centered box spline, applying appropriate shifts. With the above hypothesis on Xn, (x; Xn) is continuous and the span of its shifts contains linear polynomials [10] . In particular, if we put
we have p2 np(x 0 p; Xn) = x. Indeed, if we denote n0 = (1=2)(x 1 + 1 11 + x n ) the center of the box spline , then p2 n p (n 0 0 p; X n ) =n 0 p2 (n 0 0 p; X n ) + p2 p(n 0 0 p; X n ) = n 0 since p2 (n0 0 p; Xn) = 1 [10] and (n0 0 p; Xn) = (n 0 + p; X n ) (the box spline being symmetric with respect to its center). Now, if we denote D x the directional derivative in the direction x k , a simple computation leads to the equality D x p2 n p (x 0 p; X n ) = x k , which states the expected result. 
If the box spline is continuously differentiable, then the approximation is in O( 1=m 2 ).
III. PIECEWISE CONSTANT APPROXIMATION OF AND MULTIDIMENSIONAL SCALE-SPACE FILTERING
A. Definition of a Piecewise Constant Approximation of
We now explain how to define a sequence of piecewise constant functions that uniformly converges to with m, where m is the dilation factor of (3). We recall that the points (n p =m), where n p is defined in (6), lie on the grid ( s =m) translated by (1=2m)(x 1 + 1 11+x n ). We, therefore, consider the piecewise constant function
with p = argmin q (kx 0 (n q =m)k 1 ) and where kxk 1 = max i jx i j. Conversely, given p, the set of points x satisfying this property is V m p = fx; kx 0 (np=m)k1 < (1=2m)g. Similarly, we define V p = x; kx 0 n p k 1 < 1 2 :
We now give a simple condition for F m to converge uniformly to . 
B. Multidimensional Scale-Space Filtering
The linear scale-space representation is to make a map of a signal by changing the scale parameter continuously. In the language of wavelet transform, the traditional scale-space approach can be regarded as a continuous wavelet transform of the signal f 2 L In a box spline framework, we consider a wavelet 9 defined by
x 0 p;X n ) (10) and a multidimensional signal f approximated by
To decompose the signal f in such a way is interesting in that the use of nondiagonal sampling matrices such as quincunx or hexagonal sampling matrices is known to lead to superior results in signal and image coding [8] . The way the sequence m is computed is discussed in Section III-C. Since a real number can be approximated arbitrarily close by a rational number a = (m 1 =m 2 ), using (11) and (14), we derive where (x; X n ) = (0x; X n ) and 3 (x; X n ) = (t; X n ) (x 0 t;X n )dt. One notices that 3 (x; X n ) = (x;X n ) withX n = [x 1 ; 0x 1 ; ...; x n ; 0x n ] and is, therefore, symmetric with respect to zero. Then, taking x = (M 0m i=m2) and where z = (z 1 ; z 2 ). One sees that it is null for z = (1; 01) which is not inside the unit ball. Therefore, the algorithm proposed in [3] is instable in this case.
We adopt a mean square approach for the computation of . The advantage of such an approach is that it does not impose any condition on . To compute , we first define
If we differentiate this expression with respect to , we obtain
. We then use a gradient descent method to compute . In such a framework, the value of we obtain corresponds to a local minimum for E. In applications, we always check that the box spline approximation is close to the original image. In [1] , a fast approach for the computation of is proposed since, when initial condition is far from an optimum solution, the convergence of the gradient descent method may be slow.
Once is computed, we use (5) to writẽ f(x) = l2 This means that m = gm 3 "M .
The wavelets we consider are called box spline wavelets (for details on these wavelets see [12] ) and are of the form 9(x) = p2
[p](x 0 p; Xn) (14) with p2 [p] = 0 where is a finite sequence. Indeed, since (x; X n )dx = 1, 9(x)dx = 0. To get a wavelet with a larger number of vanishing moments would require to impose stronger conditions on , but this is not the point here. Then, with (5), we deduce
In all cases, m = g m 3 "M .
IV. STUDY OF THE MATRIX M WHEN s = 2, DEFINITION OF INVARIANT VECTOR SETS
A. General Form for the Matrix M
We now investigate the case s = 2 in detail and more precisely the influence of (4) on matrix M, assuming, without any loss of generality, that X n is composed of distinct vectors. We study the length of the cycles that make up the permutation . A cycle of length q is defined by a subset S of X n such that q is the smallest integer satisfying M q x i = a i x i = x i for all x i in S. a i is independent from i since a i = i2J i , where J S is the set of indices corresponding to S. Since at least s x i s' are noncollinear, the existence of a cycle of length q 2
Assume there exists a cycle with q 3 and q odd. Since M is invert- We deduce that any matrix M that is worth studying has a null trace, which leads to M 2 = I 2 .
Let us now give two illustrations: the first one is the quincunx sampling matrix and the second is the hexagonal sampling matrix. The quincunx sampling matrix is defined by [14] where #Y stands for the cardinal of Y [5] . We now assume that X n is composed of four noncollinear vectors. X n must also be such that (4) is satisfied. We now show, given M, how to define such a vector set. As 
V. NUMERICAL APPLICATIONS
We now study the behavior of the scale-space filtering we propose. In image processing, it is usual to consider that the first component of a vector (i.e., abscissa) is the coordinate on the vertical axe oriented downward while the second component (i.e., ordinate) is the coordinate on the horizontal axe oriented to the right. This convention holds for the rest of this correspondence. For image boundary conditions, we adopt mirror conditions that is we symmetrize the image with respect to its boundary [7] . In Sections V-A and B, we aim at showing that to choose an appropriate sampling matrix leads to a better resolution of the scale-space filtering in the direction orthogonal to the edge and, second, that the convergence of the approximation (13) to the true value (12) is very fast. As each sampling matrix M is such that M 2 is proportional to I 2 , M 0m , m odd is proportional to M 01 ; therefore, it is essentially worth studying the approximation (13) when m = 1.
A. Scale-Space Filtering on Step-Edge Images
To illustrate the interest of using the hexagonal sampling matrix, we first consider a step-edge image as that of Fig. 1(a) We apply the scale-space filtering defined by (13) to the step-edge image of Fig. 1(a) , whose support is f0; ...; 31g 2 f0; .. .; 31g. We consider a = (m1=m2) = (1=2), either with m1 = 1, m2 = 2, or m 1 = 2, m 2 = 4, or m 1 = 4, m 2 = 8. We display, in Fig. 1(b) , the coefficients Wf a in the direction of the vector [2 1] T with respect to the ordinate and starting from the point with coordinates (20;0). We do not display the exact coefficients Wf since when m1 = 4 and m 2 = 8, Wf and Wf a are visually indistinguishable.
We then consider a diagonal step-edge function as that of Fig. 1(c Of course, different edge orientations would require different sampling matrices M, but this will be the topic for future work.
B. An Illustrative Example on a Natural Image
We now apply the scale-space filtering we propose to the image of Lena. In this illustrative example, we consider that Xn is associated to the quincunx sampling, that the wavelet is designed to study the singularities in the direction x 1 = [10] T following the same framework as in the previous subsection and also that m = 0. We furthermore consider a = (m 1 =m 2 ) = (1=2). As already pointed out, taking m 1 = 4 and m 2 = 8provides an approximation of the scale-space filtering which is visually indistinguishable from the true value. We display in Fig. 2(a) , the original image of Lena and then in Fig. 2(b)-(d) , the approximation of the scale-space filtering for a region of the eye, of the fur and of the hat, respectively, corresponding to the surrounded regions in Fig. 2(a) . Through these examples, we notice that the scale-space filtering we propose can both handle geometric and textural parts of images, and that, as expected, the singularities in the vertical direction (i.e., the direction of x 1 ) are well detected and can be precisely localized, since they correspond to the coefficients with the largest amplitudes (black or white pixels) in Fig. 2(b)-(d) .
VI. CONCLUSION
In this correspondence, we have introduced a new scale-space filtering based on a box spline representation of multidimensional signals. The scale-space filtering is computed at rational scales and at locations dependent on some sampling matrix and on a dilation factor (m 2 in this correspondence). Using box splines is interesting in that it enables the computation of the scale-space filtering on a non-Cartesian grid. In particular, this allows a better localization of the edges at finer scales without increasing the computational cost. We have also shown that we can save computation time using an approximation of the scale-space filtering based on box splines. This approximation does not generate any visual distortion provided the length of the filters used are large enough. In practice, these may be chosen with a relatively small size; this aspect is important to preserve a low computational cost for the proposed method. In a near future, we will investigate more in detail the relation between the sampling matrix and edge orientation and wether it is possible to build a scale-space filtering involving box splines associated with different sampling matrices.
APPENDIX
Proof of Theorem 1:
We first recall that the Fourier transform of (x; X n ) is [3] 
Equation (17) 
