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In this paper a general method of constructing robust quasi-likelihood estimating functions for 
discrete time stochastic processes is given. Examples of a regression model with autoregressive 
errors and a general contamination model are presented to illustrate the methodology. The loss 
of efficiency involved in robustification is also discussed. 
estimating function * optimality * score function * generalized M-estimation * contamination * 
autoregressive processes * robust quasi-likelihood 
1. Introduction 
Let Y1,. . . ,  Y, be a sample of n observations from a discrete time stochastic 
process whose distribution depends on a real valued parameter belonging to an 
open interval of the real line. If S.(O) = S , (Y I , . . . ,  Y.; O) denotes an estimating 
function for 0 then the estimate of 0 will be a solution of the estimating equation 
S,(0) = 0. 
It is known that when there are outliers in the observations, the standard methods 
of estimation (maximum likelihood, method of moments etc . . . .  ) may be seriously 
affected with adverse results. Robustified versions of some of these procedures are 
documented in quite a number of sources, for example Huber (1981), Gastwirth 
and Rubin (1975), Denby and Martin (1979), Martin (1980, 1982), Martin and 
Yohai (1985), Kiinsch (1984), Basawa, Huggins and Staudte (1985), Bustos (1982) 
and references therein. These authors, however, concentrate on particular problems 
and we shall here provide a general procedure of broad applicability. Our procedure 
is based on robustifying the framework used by Godambe (1985) for producing an 
estimating function, which has certain optimality properties, within a specified class 
of martingale stimating functions. 
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First note that it is always possible to specify a set of functions hi= 
hi (Y~, . . . ,  Y~, 0), i = 1, 2 , . . . ,  n, which are martingale differences, namely 
E(hi[o~i_,)=O a.s., l~i<~n, (1) 
where ~'k denotes the past history g-field generated by Yj, 1 <~j <~ k, k t> 1, and O~o 
is the trivial o-field. A natural choice for hi in the case of integrable Y, is just 
Y,- E(Y,I o%,t. 
Now Godambe (1985) has given special consideration to the class ~d of square 
integrable martingale stimating functions 
(3.= Y~ ai_,hi (2) 
i=1 
where the hi are specified and the coefficients ai-1 are functions of Y I , . . . ,  Y~-1 
and 0, i.e. are ~i_~-measurable. He has shown how to choose from ~ an estimating 
r l  
function Gn*=~i=l a*_~hi which is (now) called a quasi-score function and has 
certain optimality properties. However, although the hi can be chosen to be robust 
functions of the observations, outliers can enter the estimating function through the 
weights ai-~ and hence adversely affect the properties of the estimates. Thus the 
class qd of estimating functions is not resistant to outliers. 
To overcome this difficulty we consider a subset 9O of ~d whose elements are of 
the form 
n i 
S, = 2 hi Y~ bj,,ki_j, (3) 
i=1 j= l  
where the bj, i, 1 ~ j~ i, are constants and the ki-j, 1 ~ j~ i, i~  > 1, are specified 
functions of Y1, . . . ,  Y,-j and 0 such that ko = 1 and 
E(k,_jl i_j_l)=O, i>j. (4) 
That is, the ki_j, i >j, are martingale differences. Note that, unlike the ai_l's in (2), 
the bj,;'s in (3) are constants and free of the observations. Also, the ki_j's in (3), 
being specified functions, can be chosen to be robust, just as with the h~'s. We may 
take, for example k~_j = h~_j. Thus, the estimating functions in 9 o can be chosen to 
be robust and we shall show how to select he optimum S* within 9O. 
For a detailed discussion of the meaning of optimality and quasi-likelihood in 
this context see Godambe and Heyde (1987). The optimal estimator shares the basic 
advantages of both the methods of least squares and maximum likehood but within 
a more restricted setting. 
In this introduction we have described the case of a scalar parameter for clarity. 
The results given below, however, deal with a vector parameter and vector valued 
estimating functions. In Section 2 we shall develop the general theory of OF-optimal 
robust estimating functions and discuss the loss of efficiency due to robustification. 
In Section 3 we shall illustrate by considering the examples of a regression model 
with autoregressive errors and of contamination of an autoregressive model. 
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2. The optimal robust estimating function 
Suppose that 111, Y2, . . - ,  11, is a vector process and that 0 = (01 , . . .  , Op)t (the 
prime denoting transpose) is a parameter taking values in an open subset of p 
dimensional Euclidean space. We consider the class 3 of zero mean, square 
integrable p dimensional vector estimating functions T, = T~(Y1,..., Y,, 0) which 
are a.s. ditterentiable with respect o the components of 0 and such that 
ET, ,=(E  aT,,,/aOj) 
and ET~T" are nonsingular. 
Definition. Suppose that T* s ~-1C ~-. If 
(E I " , , ) - ' (ET .T ' ) ( (E#, , ) - I )  ' (E#~) - I (ET~ *, " ,  - , ,  - T,, ) ( (ET . )  ) (5) 
is nonnegative definite for all T, e ~-1 we shall say that T* is OF-optimal within ~-1. 
See Godambe and Heyde (1987) for background etails on optimality in fixed 
samples, denoted by OF-optimality. 
The definition is difficult to use directly for the finding of OF-optimal estimators 
but the following proposition provides a convenient approach. 
Proposition 1. T* ~ 3-~ is OF-optimal within ~1 if 
(ETn) - IETnT , ,  " ,  -1 , , ,  = (ETn) ET, T~ 
for all T. ~ ~-1. 
(6) 
Proof. This follows the pattern of results in Section 5 of Godambe and Heyde 
(1987). Write T=(TI ,1 , . .  Tl,p) and T* ( * . ,  ' = T~, I , . . . ,  T*Lp)' where the subscript n 
has been deleted for convenience. Then, the 2p x 2p dispersion matrix for the set 
of variables Z = (T1,1,.. Tl,p, * •, Tl,1, • • . ,  Tl*,p)' may be written in partitioned matrix 
form as 
( ETF' ET/ '* ' , ]  
C = \ (ETT . , ) ,  ET*T* / "  
Now C is nonnegative definite since if u is an arbitrary 2p x I vector, 
u'Cu = u 'E (ZZ ' )u  = E(u 'ZZ '  u) 
= E(Z'u)2>,O 
and the method of Rao (1965, p. 266) gives the nonnegative definiteness of 
ETT '  - (ETF*')  ( ET*  T*')-~(ETT*') '. (7) 
But, condition (6) gives 
ETT*' = ( ET")( ET"*) -1ET*T* ' ,  
and using this in (7) gives (5) as required. 
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Now let hi and ki-j be specified vectors of dimension q satisfying vector forms 
of (1) and (4) for 1 <~j ~< i - 1, i I> 1 and ko = (1, 1 , . . . ,  1)'. Usually q ~<p. We consider 
the subset De of ~- having elements 
i= l  j= l  
where the bj, i are constant vectors of dimension p. Then, with the aid of Proposition 
1 we shall obtain the following theorem. 
Theorem 1. The OF-optimal S* within the class 6t' of estimating functions (8) is given 
by 
= bj, iki-j hi 
i= l  j= l  
where the b *- . 1 ~ i <~ n, satisfy J , l ,  
r (k ' -2h. ih:k i - , ) ' " .  E(k'i_2.hih:ko)] b2*::.  "(k{-2hi). (9) 
t . . .  e(k ,h,h:ko) a tb*iJ t J 
For the special case when E(k~h,h" ks) = O, i •j and all m (which holds, for example, 
if E(h=h'[ ~=-1)= c,., a constant, for each m), 
(ki_jhihiki-j)) ' " i <- b*/=(E ' ' -lE(ki_jhi), l<~j<~i, 1<~ n. (10) 
Proof. We have, using the fact that the h{s are martingale differences, 
i= l  j= l  
while 
i=1  j= l  1=1 
Then, the result (9) follows from Proposition 1 since 
F,& = Es.s* ' 
for all S. ~ 5e when 
[ t} E ki-jhihi ki-lb4*' = E(ki-jhi), l= l  
1 <~j<~ i, and this gives (9). The important special case (10) follows immediately 
from (9). 
Now it is important o be able to assess the effect on efficiency of choosing an 
OF-optimal estimating function from ,9' rather than the broader class ~ of marting- 
ales of the form 
G. = ~ ai_ lhi 
i=1 
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with the a~_~ being matrices of dimension p x q depending on Y~,. . . ,  Yi-~ and 0, 
l<~i<~n. 
Efficiency may conveniently be assessed by comparing the martingale information 
in the OF-optimal estimating functions within ~ and 9O. The martingale information, 
which is a generalization of the Fisher information to a stochastic process context, 
is introduced in Heyde (1987). In particular, it determines the size of the confidence 
zone in asymptotic onfidence statements about the unknown parameter 0. 
Let G~* be the OF-optimal estimating function within ~. Then, 
rl 
G*= Y~ a*_~h, (11) 
i=1 
with 
a*~ = (E (/~, [ 5*%_ ~))'(E (h,h ~ [~i_~))-~ 
(Godambe and Heyde, 1987), the inverse being assumed to exist a.s. 
martingale information in G* is 
and the 
(Heyde, 1987; see equation (6)). On the other hand, the corresponding result for 
the OF-optimal estimator from within 9 o is 
IS*: [i~=l BiJE(hil~i-1)]t [i~=l BiJE(hih~l~i-1)Bti]-I [i~=1BiJ~(hi'~i-l) 
(13) 
where 
Bi ~ , r = bj, ik i_  j 
j= l  
and the b.*- j,, are given by (9). 
It should be noted that if 0~ and/~s are the estimators obtained from the estimating 
equations G* = 0 and S* = 0 respectively, then, under regularity conditions which 
are usually satisfied in cases which are of practical relevance, 
,, d 2 (14) x,,, 
d 2 
x,,, (15) 
as n-> oo (Godambe and Heyde, 1987, Section 4). Here "d" denotes convergence 
2 in distribution and Xp the chi-squared istribution with p degrees of freedom. 
Of course the matrices Ic* and Is. are of dimension p x p and their comparison 
is not straightforward in general. However, comparison can often be confined to 
particular diagonal elements of interest. Furthermore, in special cases, such as those 
treated in the next section, useful results can be obtained. 
t l  
I t .  = Y~ (E(hi[o~_l))'(E(hih'il3;i_,))-~(E(f,i[~i_~)) (12) 
i=1 
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3. Examples 
(i) A regression model with autoregressive errors. Suppose that ( I:1, • •., Yn) comes 
from a model of the form 
Y~ =/~'C + Xi, X~ = aXi_, + ei, 
i= 1 ,2 , . . . ,  n, where f l '=( f l , , . . . , f i r ) ,  C~=(C, , . . . ,  Cri), l a l< l ,  X0=0 and the 
ei are independent and identically distributed random variables (i.i.d.r.v.'s) having 
zero mean and unit variance. Here the Xi are not directly observed, the Ci are fixed 
regressors and 0 '= (a, fl') are unknown parameters. 
Let hi = ~(X i -  aXi-l) = q,(e,) and k~_~ = h~_j where @(- ) is a bounded function 
chosen so that E&(ei) = 0. If the e~ have a symmetric distribution, then a convenient 
choice for ~ is Huber's function 
iflul<m 
~b(u)= sgn u i f lu[~ >m, 
m being any specified constant. 
Here E(h 2],~i_1) = E@2(e) is constant and from Theorem 1 we readily find (see 
(10)) that 
b* = ~ Kl(aj - l '  0')', j < i, 
"' [ K2(0, CI - aC~_,)', j = i, 
where 0'= (0 , . . . ,  0)' (of dimension r) while K1 and K2 are (scalar) constants and 
the OF-optimal robust estimating function for 0 within St based on {hi} is given by 
with 
S* '= ( S*,. o.2:~*'~' 
S*, 
i--1 n 
=K,  $(e,) Y~ aJ-'$(ei_j)= K, E $(ei)2i - , ,  
i= l  j= l  i= l  
n 
S*= = K2 Y. 
i=1 
~(ei)(C,-aCi_,). 
where X, is given by 
l 
"X' = £) f~ ' t - l -~- / (e t )  --~ E o l J - l~ l (e t - j+ l )  • 
j= l  
This shows that the estimating function approach discussed by Basawa et al. (1985, 
Example 1), under the assumption of normally distributed ei, gives an OF-optimal 
estimating function within St whatever the distribution of the ei. 
Now, using the same set of hi, the estimating function which is optimal within 
is, from (11), 
C*' = ( G*,, ...::~*'~' 
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with 
G*I = Ks ~ ~b(ei)X,_l, 
i=1 
C~*~ = Ks E 
i=1  
~,(e,)(Ci- ~Ci_,), 
K 3 being a scalar constant. 
We note that Sn~2 and Gn*2 are the same, except for the constant multiplier, both 
being robust, and it is of special interest o compare the performance of the robust 
estimating function S'1 with that of the nonrobust * Gnl"  
For the purposes of this comparison the regression part of the model is irrelevant. 
Consequently, we now focus attention on the autoregression and suppose that the 
data is (X1 , . . . ,  Xn). 
From (12) and (13) we obtain 
rl 
= Xi_l, (16) Io, dE 2 
i= l  
2 ) --1 
where d=(E6(e))2/Etk2(e). 
Now suppose that ]al < 1, i.e. the autoregression is (asymptotically) stationary. 
Then, from the martingale strong law of large numbers applied in turn to the 
martingales 
rl 
E (x~-  E(x~[ ~i_,)), 
i=1 
/1 
Z (x,.~, - ~ (xi.~, I~,_,)) 
i= l  
and 
n 
(x , -  E(X, I ~,_,)). E "2  "2  
we obtain after some straightforward analysis that 
FI a.s.  
n- 'Z  X,_,2 , (1 - a2) -1, (18) 
i=1 
a .s .  
n-' ~, ffi-,X,-, , E(e~b(e))(1-ol2) -1, (19) 
i= l  
n a.s.  n-l Z X,_~"2 , E~b2(e)(l_a2)-I (20) 
i=1 
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as n ~ ~. Consequently, 
I~  --. nd (1 - a2) -l a.s. 
Isr ~ nd ( E ( e~O( e) ) )2( EqJ2( e ) )- '  (1 -  a2)- '  
which gives 
ao$° 
I sT I~ ' corr2(e, O(e)) <~ 1 
where corr denotes correlation. 
The quantity corr2(e, 0(e)) is the asymptotic relative efficiency of the estimator 
as obtained from the estimating equation S*~ = 0 compared with the estimator c~ 
obtained from the estimating equation G*I = 0. This follows along the lines of (14), 
(15) which are readily formalized in the present context. 
We also note that the standard (nonrobust) estimator for a is 
~OL = X~Xi-I 2 
i=1  i 1 
which is OF-optimal within the class 
n 
E ai - l (Xi -°~Xi- l ) ,  
i=1  
ai-~ being ofi_l-measurable , of estimating functions. It is easily shown that 
d 
na/2(&QL-- a) ---> N(0, 1 - a2), 
so that the asymptotic efficiency of ks relative to kOL is d corr2(e, q;(e)). 
(ii) A contamination model. Consider 
Y ,= VtZ, +(1-  V,)X, (21) 
where {Z,} is a contaminating process such that Z,, 1 <~ t<~ n, are i.i.d, with mean 
zero and variance ~.2, V, is the proportion of contamination, the V, being independent 
with P(Vt=I )=6 and P (V ,=0)=I -8 ,  and X, is a stochastic process whose 
distribution depends on 0 = (01, . . . ,  0p)'. 
Bustos (1982) extensively studied the model (21), when {X,} is an autoregressive 
process, and showed how serious the contamination effect could be on the usual 
estimates if X, or Z, has a distribution with heavy tails. He considered what he 
called 45 estimates which are solutions of the estimating equations of the type 
/1 
Z @(Y~-I, Y~-0*)Y~-I =0 (22) 
i=1  
and 
I1 
Z (23) 
i=1  
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where • and X are conveniently chosen bounded functions. Despite that fact that 
he studied the model in a very general way, it should be noted that the estimates 
arising from (22) are not robust because of the presence of the Y~-I term. Also, the 
calculations of the asymptotic variances of the estimators are complicated and no 
explicit expressions have been given. We show below, for {X,} an autoregression 
of order p, that optimal robust estimation can be carded out simply and that the 
asymptotic variances of the estimators are straightforward to calculate. 
Let qb(B)Xt e, where ~b(B)= v = ~=o O~B, Oo = 1, Xo = O, B is a backward shift 
operator and the e, are i. i .d.r.v.'s with zero mean and unit variance. Also, put 
h i = i~(ui) and ki-s = ~b(ei_s), i>j ,  where 
u,= Y~-E(Y~t~,_I,  V~) 
P 
= Y~ +(1-  V~) Z O,X,_l 
/=1 
= V~Z, +(1 -  V~)e, 
and ~ is, as usual, a bounded function chosen so that E~(u~)= 0. It is clear that 
the ui's are i.i.d.r.v.'s with Eu~ =0 and var u~ = 8r2+(1-8) .  
Using Theorem 1 we find that the OF-optimal robust estimating function based 
on {hi} is 
s* ( *  = s .1 , . . . , s * . . ) '  
where 
n 
S*I =c Z ~b(ui)ffi-,, l<~l<~p, 
i=1  
with ~', = 4~-~(B)O(e,) and c a constant. 
If p ~i=o Oi zi =0 has all its roots within the unit circle, corresponding to the case 
where {X,} is asymptotically stationary, then the asymptotic distribution of 19s can 
be straightforwardly obtained along the lines of (15). Here we have 
where 
Is. ~ nKs~ a.s. 
Ks (1-82)[E(b(e)]2[E(eO(e))]2 
= [EC(u)][EC(E)] EX , 
Xoo denoting the stationary distribution, and ~ is the p x p matrix with (i, j )  element 
Pi--j, Pk being the autocorrelation at lag k in the stationary version of the process. 
Furthermore, 
^ d 
nl/2(os-o)--* N,(O, -1) 
as n-> 0o, Np denoting the p-variate normal. 
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If estimation were based on G* = 0 chosen from ~ and with the same {hi}, then 
it can correspondingly be shown that 
~.--nKG~ a.s. 
where 
Ks = corr2(e, d/(e))KG 
and the estimator /~G satisfies 
2 ^ d 
n 1/ (OG--O)----~ Np(O, Kb'~-l) .  
Thus, as with Example 1, the asymptotic efficiency of 0s relative to OG is 
corr2(e, ~(e)). 
As a final remark, we note that statistics based on optimal robust estimating 
functions usually involve quantities which cannot be calculated explicitly in terms 
of the data provided. However, in specific cases iterative computations can be carried 
out beginning from preliminary estimates of the unknown parameters. For informa- 
tion on similar procedures see Martin and Yohai (1985). 
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