Abstract-In this letter, we study the global asymptotic stability of FAST TCP in the presence of network feedback delays. Based on a continuous-time dynamic model of FAST TCP and a static approximation of queuing delay at the link, we derive stability conditions for FAST TCP. The derived conditions are explicitly appeared as tuning parameter conditions of FAST TCP, and hence can be satisfied in a distributed way. The simulation results illustrate the validity of the conditions for the global asymptotic stability.
a decentralized way because each source can independently tune its own parameters based on its link status.
II. NETWORK MODEL
To avoid mathematical difficulty and complexity, we focus on the case of a single-link single-source network in which a pair of sender and receiver node is connected through a single bottleneck link. The link has a finite transmission capacity c and is assumed to have infinite buffering storage. Associated with the link is the queuing delay p(t) and with the source is the congestion window w(t). We assume at time t that the source observes as a feedback signal the measured queuing delay q(t) p(t − τ b ), where τ b denotes the backward delay in the feedback path from link to source, and the link observes incoming TCP packets w(t − τ f ), where τ f denotes the forward delay from source to link. The round trip time (RTT) T (t) is defined for the source as T (t) d + q(t), where d is the constant round trip propagation time.
FAST TCP periodically updates its congestion window as follows [1] 
where baseRTT is the minimum RTT observed, α is the tuning parameter that determines the total number of backlogs in routers, γ ∈ (0, 1] is the tuning parameter that determines the step size of the algorithm, and ∆ is the window update period. Using the Euler's methodẇ(t) ≈
w(t+∆)−w(t) ∆
, and defining γ e γ ∆ , FAST TCP can be expressed as a differential equationẇ
Based on the self-clocking property of TCP, a static approximation model for the link is given as [2] , [5] 
Assuming the network is under congestion, i.e. p(t) > 0, the link model can be expressed at the source side as
from q(t) = p(t − τ b (t)) and the round trip feedback delay τ f + τ b (t) = T (t). Note that this static link model adequately describes the RTT period of delay between the congestion window w(·) and measured queuing delay q(·), where q(t) is the delayed feedback information of the congestion caused by w(t − T (t)).
The closed-loop system under congestion consists of the congestion window adjustment rule of each source described 1089-7798/08$25.00 c 2008 IEEE by (1) and the queuing delay described by (2) . We formulate the closed-loop system aṡ
where the last equality is from the link model (2) . The corresponding equilibrium point w * is uniquely determined as w * = α + cd, and consequently q * = α c from (2). Making a change of variable in terms of the window size errorw(t) w(t) − w * = w(t) − α − cd, we can express the closed-loop system of FAST TCP network as follows:
III. BOUNDEDNESS
As a preliminary to the subsequent analysis, we state that w(t) and q(t) are bounded with respect to t. The following lemma shows that w(t) and q(t) are uniformly bounded above.
Lemma 1: [5] w(t) and q(t) are uniformly bounded above. And, the following lemma shows that w(t) is ultimately bounded below.
Lemma 2:
Note that the parameter α implies the expected number of backlogs on the link. That is, FAST TCP source sends at least α packets to the router buffer regardless of the network congestion status. The result of Lemma 2 agrees with this physical intuition.
IV. STABILITY ANALYSIS
In this section, we establish sufficient conditions for the global asymptotic stability of FAST TCP. As a preliminary, we present a following well-known stability result of the delaydifferential equation.
Lemma 3: Consider the delay-differential equatioṅ
where a(t), b(t), and T (t) are bounded continuous functions on R. If a(t) δ > 0, and there is a k, 0 k < 1 such that |b(t)| kδ, then the solution is uniformly asymptotically stable.
Proof: The proof is available from many references on delay-differential equations, e.g. [7, p. 154] .
Using Lemma 3, we can easily derive a sufficient condition for the stability of FAST TCP.
Lemma 4: If q(t) > d, then the FAST TCP described by (3) is globally asymptotically stable.
Proof: Note that
, and T (t) are bounded continuous functions from Lemma 1. Then, the proof is a direct application of Lemma 3 to (3). However, since the condition of Lemma 4 is related not to the tuning parameters, but to the measured variable q(t), it does not give much intuition on how to make the algorithm stable in a distributed way.
With the help of Lemma 2, Theorem 1 provides an improved condition that reveals the relationship between the parameter α and the stability of the algorithm. 
where the first inequality is from η(t) γ e and γ e − η(t) 1 2 γ e for all t. Therefore, if γ e d < 2 3 ,V (w(t)) 0 and we conclude from the Lyapunov-Razumikhin Theorem [7] that (3) is globally asymptotically stable.
From Theorem 1 and 2, we can conclude that a single-link single-source network with FAST TCP is globally asymptot- ically stable when, at least, one of the following conditions is satisfied: i) α > cd, ii) γd < 2 3 ∆. These conditions can be satisfied in a decentralized way because each source can independently tune its own parameters α, γ, and ∆ based on its link status c and d.
Remark 1: There are trade-offs between the stability conditions and the performance of the algorithm. In case of α > cd, the condition requires sufficiently large α which induces large queuing delay, because the equilibrium queuing delay depends on α as q * = α c . In case of γd < 2 3 ∆, the condition requires sufficiently small step size γ or sufficiently large update period ∆ which degrade the responsiveness of the algorithm.
Remark 2: In [3] , [4] , it is assumed that the FAST TCP source updates its congestion window once every RTT, i.e. ∆ = d + q(t). In this case, it follows from Theorem 2 that FAST TCP is globally asymptotically stable with its default parameter setting γ = 0.5, and this result agrees with the local stability results of [3] , [4] . However, if each source updates its congestion window once every RTT, then the sources with the large RTT can suffer from unfairly slow update of their congestion window when they compete with the sources with the small RTT.
V. SIMULATION
We present a set of ns-2 [8] simulation results to illustrate the validity of the conditions for the global asymptotic stability of FAST TCP presented in Theorem 1 and 2. We adopted the code of [9] for the simulation of FAST TCP but slightly modified it to disable some features such as filter dynamics, pacing, and MI, which are not included in the model.
The first simulation test is conducted to validate the condition α > cd. As shown in Fig. 1 , α is set to cd for the (marginally) stable case, and a slightly smaller value than cd for the unstable case. Fig. 1 illustrates that the congestion window asymptotically converges to its equilibrium point provided that α > cd and is oscillatory when α becomes slightly smaller than cd.
The second simulation test is conducted to validate the condition γd < the condition α > cd and the parameter γ is set to satisfy γd < 2 3 ∆ for the stable case, and to a sufficiently large value for the unstable case. As shown in Fig. 2 , if γ is set to a sufficiently small value satisfying γd < 2 3 ∆, then the congestion window of the FAST TCP source asymptotically converges to its equilibrium point. Especially, if the congestion window update is performed once every RTT and γ = 0.5, then FAST TCP is asymptotically stable.
VI. CONCLUSIONS
In this letter, we have derived sufficient conditions for the global asymptotic stability of FAST TCP in a singlelink single-source network with network feedback delays. The derived conditions are explicitly appeared in terms of all the tuning parameters of FAST TCP such as α, γ, and the window update period. The conditions are verified by simulation experiments. These conditions can be satisfied in a decentralized way because each source can independently tune its own parameters based on its link status.
