Abstract In this paper, by using probabilistic methods, we establish sharp two-sided large time estimates for the transition densities of relativistic α-stable processes with mass m ∈ (0, 1] (i. 
Introduction
Throughout this paper we assume that d ≥ 1 and α ∈ (0, 2). For any m > 0, a relativistic α-stable process X m on R d with mass m is a Lévy process with characteristic function given by
The limiting case X 0 , corresponding to m = 0, is a (rotationally) symmetric α-stable (Lévy) process on R d , which we will simply denote as X. The infinitesimal generator of X m is m − (m 2/α − ) α/2 . Note that when m = 1, this infinitesimal generator reduces to 1 − (1 − ) α/2 . Thus the 1-resolvent kernel of the relativistic α-stable process X 1 on R d is the Bessel potential kernel. (See [3] for more on this connection.) When α = 1, the infinitesimal generator reduces to the so-called free relativistic Hamiltonian m − √ − + m 2 . The operator m − √ − + m 2 is very important in mathematical physics due to its correspondence with the kinetic energy of a relativistic particle with mass m, see [22] . Physical models related to this operator have been much studied over the past 30 years and there exists a huge literature on the properties of relativistic Hamiltonians (see [5, 18-20, 22, 28, 29] and the references therein).
Relativistic α-stable processes received intensive study in recent years and various fine properties of these processes have been obtained in [3, 4, 15, 16, 21, 24, 25, 27, 30] . In 2002, Ryznar [30] proved that, when D is a bounded C 1,1 domain in R d , the Green function G m D of the process X m in D is comparable to the Green function G D of the symmetric α-stable process X. Soon after that, Chen and Song [16] proved the main result of [30] as a special case of a general perturbation result involving discontinuous Feynman-Kac transforms. In Grzywny and Ryznar [21] , sharp two-sided estimates on the Green function G m D were established when D is a half-space of R d . In a recent paper [10] , the authors of this paper established sharp two-sided estimates on the Green function G m D when D is a half-space like C
1,1 open set of R d . Obtaining sharp two-sided estimates on Dirichlet heat kernels (or equivalently, transition densities of killed processes) is typically much harder than obtaining sharp two-sided estimates on the corresponding Green functions. For example, sharp twosided estimates on the transition densities of killed Brownian motions in a domain D have been established only recently (see [35] ) even though sharp two-sided estimates on the Green functions of killed Brownian motions in D were obtained much earlier (see [34, 36] ). The main reason is that the Green function G D (x, y) is harmonic in x ∈ D \ {y} for each fixed y ∈ D, while the transition density function is not. open sets D were obtained very recently in [9] . To state this result, we first recall the notion of open set if there exist a localization radius R > 0 and a constant 0 > 0 such that for every z ∈ ∂ D, there exist a
We call (R, 0 ) the C 1,1 characteristics of D. By a C 1,1 open set in R we mean an open set which can be expressed as the union of disjoint intervals so that the minimum of the lengths of all these intervals is positive and the minimum of the distances between these intervals is positive. Note that a C
1,1 open set may be unbounded and disconnected. Here and in the sequel, we use ":=" as a way of definition and, for a, b ∈ R, a ∧ b := min{a, b } and a ∨ b := max{a, b }.
be the distance between x and D c . The main result of this paper is the following. 
Theorem 1.2 Suppose that D is a half-space-like C
By considering 0 < r ≤ 1 and r ≥ 1 separately, we see that
Thus the estimates in Theorem 1.2 can be rewritten as
∈ D} and τ D to denote the first time X exits D. By integrating Eq. 1.5 with respect to y, we see that for each fixed M > 0,
(1.6)
Here and in the sequel, for two non-negative functions f, g, f g means that there is a positive constant c 0 > 1 so that c 
In fact, by 
for all m > 0 and r > 0. Thus
Thus the factor ϕ( 
This is not a coincidence. The same phenomenon happens for symmetric stable processes [7, 17] , for the mixture of stable processes [11] , and for the mixture of Brownian motion and a symmetric stable process [12, 13] ; see especially [13, Remark 1.5(i)]. We conjecture that the following holds for a large class of symmetric Lévy process on R d .
Conjecture Let X be a rotationally symmetric Lévy process on
R d and D a C 1,1 open set in R d (D
will be assumed to be connected if X has a continuous component). Suppose X has a transition density function p(t, x, y) with respect to the Lebesgue measure on R d . Denote the Lévy exponent of X by m (|ξ |). Let p D (t, x, y) denote the transition density function of the subprocess X D of X killed upon exiting D. Then for any T
If, in addition, D is half-space-like, then Eq. 1.9 holds for all t > 0.
This paper is a natural continuation of our recent papers [7-9, 12, 17] on heat kernel estimates of discontinuous Markov processes in open subsets of R d . Our main result Theorem 1.2 covers the main results in [10, 17, 21] . In fact, by integrating the heat kernel estimates in Theorem 1.2 with respect to t one can easily recover the sharp Green function estimates on G m D (x, y) of [21] (for half-spaces) and [10] (for half-space-like C 1,1 open sets). Moreover, by letting m → 0, we recover the heat kernel estimates for α-stable processes on half-space-like C 1,1 open sets, which are the content of one of the main results in [17] (see [9, Remark 1.2] .) Unlike symmetric stable processes, the Lévy density of X m does not have a simple form and has exponential decay at infinity as opposed to the polynomial decay of the Lévy density of symmetric stable processes. In particular, relativistic stable processes do not have the stable-scaling property, which is one of the main ingredients used in the approaches of [7, 8] . Consequently, one can not obtain the large time heat kernel estimates for X m in a half-space from the small time heat kernel estimates through scaling. A major part of this paper is to derive global sharp two-sided heat kernel estimates for X m in a half-space. Until very recently, even in R d , large time sharp two-sided heat kernel estimates were not available for jump processes with Lévy densities decaying exponentially at infinity. In a recent paper [6] , the first two named authors, together with Kumagai, succeeded in establishing global sharp two-sided estimates for the heat kernel of a large class of jump processes, including the relativistic α-stable process X 1 . This result provides us a guideline in getting the correct interior estimates of the Dirchlet heat kernel for X 1 in a half-space. For symmetric α-stable processes, for each fixed t, the Dirchlet heat kernel decays near the boundary at the rate δ D (x) α/2 . But for large t, the Dirchlet heat kernel of a relativistic α-stable process decays at the rate
α/2 . To obtain the lower bound in a half-space, we use the fact that Dirichlet heat kernel of X m in D is no less than the transition density function of the corresponding subordinated killed Brownian motion in D. Then we use the pushinward technique developed in [17] to extend it to half-space-like C 1,1 open sets. For the upper bound estimate in a half-space, we use some results in [21] . Then, to get the full two-sided heat kernel estimates, we adapt the strategy in [2, 7] to deal with large time estimates.
For the sharp estimates in half-space-like C 1,1 open sets, we follow the general strategy of [17] with several modifications to deal with the difficulties mentioned above and the complicated form of estimates for a half-space. For this, we need the inequalities established in Lemma 2.4 and use the comparison of the global heat kernels (Lemma 2.2 as opposed to the comparison of Dirichlet heat kernels in [17, Lemma 1.6]). The exit distribution estimate in Theorem 2.5 plays an important role in this paper.
In the remainder of this paper, we assume that m > 0. We will use capital letters C 1 , C 2 , . . . to denote constants in the statements of results, and their labeling will be fixed. The lower case constants c 1 , c 2 , . . . will denote generic constants used in proofs, whose exact values are not important and can change from one appearance to another. The labeling of the lower case constants starts anew in every proof. The dependence of the lower case constants on the dimension d will not be mentioned explicitly. We will use ∂ to denote a cemetery point and for every function f , we extend its definition to ∂ by setting f (∂) = 0. We will use dx to denote the Lebesgue measure in R d .
Preliminary Estimates
The Lévy measure of the relativistic α-stable process X m , defined in Eq. 1.1, has a density 
where ψ(r) := 2
which is a decreasing smooth function of r 2 satisfying ψ(0) = 1, ψ(r) ≤ 1 and
for some c 1 > 1 (see [16, pp. 276-277] for details). We denote the Lévy density of X by
gives rise to a Lévy system for X m , which describes the jumps of the process X m : for any non-negative measurable function f on
and stopping time T (with respect to the filtration of X m ), 
From Eq. 1.1, one can easily see that X m has the following scaling property:
In terms of the transition densities, the scaling property above can be written as 
It is known (see [15] The following simple result will be used several times in this paper. 
Lemma 2.2 Let D be an open set in
Similarly, for z ∈ B x, λ 0 t 
The following elementary result will play an important role later in this paper. 
Lemma 2.4 Let D be an open set in
Proof Note that
We consider the two cases
The inequalities in (i)-(ii) are trivial in this case. So from now on we assume that
The following estimates on harmonic measures will play a crucial role in Section 4. 
Proof Without loss of generality, we assume that 0 < r 0 < 1. Recall that C 
Take a sequence of radial functions
Using this inequality and the fact that
When U ⊂ B(0, r) for some r ≥ r 0 , we get, by combining Eqs. 2.10 and 2.11, that for any x ∈ U ∩ B(0, r/2),
(2.12) Therefore, for any x ∈ U ∩ B(0, r/2),
Lower Bound Heat Kernel Estimate on Half-space
Recall that
In this section we will prove the lower bound estimate for p 1
H (t, x, y).
One of the tools we will use is a subordinate killed Brownian motion in H. We first recall this concept. Let B t be a Brownian motion on 
We will use this fact in the next result.
Lemma 3.1 There exist positive constants
, such that for all t ∈ [1, ∞) and x, y in H,
Proof Let p H (t, x, y) be the transition density of the killed Brownian motion B H in H. Using [23, (2.8.4) ], one can easily show that there exists c 1 > 1 such that
Thus it follows from [33] that there exist positive constants c i , i = 2, 3, such that for
It follows from the definition of Z 
Using this fact and Eqs. 3.1-3.3, we get that for every t ≥ 1,
Lemma 3.2 There exist positive constants
Proof It follows from Theorem 1.1(i) and Lemma 3.1 that we only need to consider the case t ≥ 3. Now in the remainder of this proof we assume that t ≥ 3. Let x 0 and y 0 be defined by Eq. 2.9 with t 0 = 1 (a = 1). By the semigroup property, Theorem 1.1(i) and Eq. 2.5 we have
By the domain monotonicity property, we have p
In particular for z, w ∈ H 1/2 , by Theorem 2.1,
Thus we have by Eq. 3.4 that p
Since, by Lemma 3.1,
using Lemma 2.4 and Eq. 3.5 we get
The following result is similar to the second assertion of [2, Lemma 2] and its proof. We give the proof here for the sake of completeness.
Lemma 3.3 Suppose that U
Proof Using the strong Markov property, we have
Thus by taking T = τ
This completes the proof of the lemma.
The following result from [6] will be used in the proof of Lemma 3.5. 
, we have by Lemma 3.3 that
Note that for w ∈ U 1 and z ∈ U 2 ,
Thus by Theorem 3.4,
Now we are in a position to establish the main result of this section.
Theorem 3.6 There are positive constants
Proof By Lemma 3.2, it suffices to prove the theorem for |x − y| ≥ t ≥ 1. Assume |x − y| ≥ t ≥ 1 and let ξ x := x + ( 0, √ t) and ξ y := y + ( 0, √ t). By Lemma 3.2,
Similarly,
Note that by the semigroup property and Lemma 3.5,
Only the upper bound in Eq. 4.1 will be used later in this paper. 
