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In this paper, we give conditions under which the solutions of the 
F i tzHugh-Nagumo system, vt=Av + f (v ) -  u, u t = ov -  7u, are bounded and/or 
converge to zero in the spaces C O (IR ") or C O (JR" ) ~ L 2 (R "). New techniques h ave to 
be developed because the method of invariant rectangles cannot be used in the 
present situation. We also show how to handle some more general systems of the 
form: avi/cgt = diAv i +ft.(v, u), tgu/Ot = Au + By. 
I. INTRODUCTION AND STATEMENT OF THE RESULTS 
In this 
system: 
paper, we study the solutions w(t,x)= (v(t,x), u(t,x)) of the 
v t=Av +f (v ) -  u, 
(1.1) 
U t ----- O'Y - -  7U, 
where a > O, 7 > 0 are constants,f is differentiable, v(t, x) and u(t, x) are real 
valued and A is the laplacian operator. In the applications, the x variable is 
scalar but we treat the n-dimensional case. We will be concerned mostly with 
the Cauchy problem in R" although we also give a result for bounded 
domain with Dirichlet boundary condition. 
Questions of existence, uniqueness and continuous dependence have been 
studied in abstract spaces [1] but we consider just two caes: 
(a) if Co(A n ) is the space of real-valued bounded uniformly 
continuous functions defined in R" with the supremum norm, we denote by 
X the space C0(R" ) × C0(R" ) with any product norm; 
(b) if C0(R")~L2(R ") is the space of real-valued bounded uniformly 
continuous quare integrable functions with norm Ivl =lvl® + Ivl2 (where 
I vlp denotes the norm of v in the space Lp, 1 ~<p ~< oo), we denote by Y the 
space (C0(R") n L2(R")) × (Co(R") ~ Lz(R")) with any product norm; 
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notice that Lp c Co(R" ) ~ L2(~ n) for p ~> 2 with continuous imbedding and 
limlxl_~oo v(x) = 0 for v in C0(P n) ~ Lz(tR"). 
In case a, Eq. (1.1) can be viewed as an abstract evolution equation: 
~b = Aw + G(w), (1.2) 
w=(v ,u) ,  Aw=(Av ,  O), G(w)=( f (v ) - -u ,  av~- Tu), where G:X--* X is 
lipschitzian on bounded sets and A generates an analytic semigroup. In case 
b, Eq. (1.1) can also be viewed as an abstract evolution equation in the space 
Y provided f (0)  = 0. 
For Eq. (1.2) (considered in an abstract Banach space W), there is a nice 
theory for existence, uniqueness and continuation of solutions [2-4]). For 
further eferences, we state the results in the following: 
LEMMA 1.3. I f  G is lipsehitzian on bounded sets of W and A generates 
an analytic semi-group, then: 
(1) for any w o in W, there is a fi > 0 and a strong solution of (1.2) 
defined on [0, 6); 
(2) two solutions with the same initial data coincide in their common 
interval of definition; 
(3) the solution w(t, Wo) is a continuous function of its arguments; 
(4) any bounded noneontinuable solution is defined on [0, +~) .  
Remark. If n > 1, the function in the domain of A in cases a and b are 
not necessarily twice differentiable and so w(t) is a strong solution if we 
interpret Av in the sense of distribution. However, if Uo(X) is holder 
continuous, then v(t, x) is a C 2 function in x. 
If, in (1.2), G(0) = 0, we see that w --- 0 is an equilibrium solution and we 
may be interested in its local stability properties. For analytic semi-groups, it 
is known that its exponential decay is determined by the location of the 
spectrum of the infinitesimal generator [2] and so local stability can be 
studied via linearization. For system (1.1) if f (0 )= 0 andf ' (0 )= a, we can 
show that the spectrum of the linearized equation 
V t ---~ AU 71- av  - -  u'~ 
U t -~  GV - -  ~U 
lies strictly in the left half plane if and only if a < min(y, y/a). We conclude 
that this last inequality is a sufficient condition for local asymptotic stability 
of the equilibrium. 
However, if we are interested in global behavior (for instance boundedness 
of solutions or global asymptotic stability of equilibrium), we have to use 
different techniques. For system (1.1), the method of invariant and 
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contracting rectangles has been used and the following results have been 
obtained [1]: if limlvl~oo sup(f(v)/v) < -0/7,  then any solution of (1.1) with 
initial data in the space X is bounded (actually uniformly ultimately 
bounded); i f f (O)= 0 and f (v ) /v  ~ m <-a /7  for any v, then any solution 
tends to zero. 
In this work, we study boundedness and global stability properties in the 
spaces X and Y; in particular, Theorem A is an improvement of the above- 
mentioned proposition. Our results are the following: 
THEOREM A. I f  we consider solutions of (1.1) in the space X and there 
are constants a >0 and A >10 such that vf(v) <~A--avE for any v, then 
there are constants fl > 0 and K > 0 such that, for any t ~ 0, 
I v(t)l~, I u(t)l~ ~< Ke-t~t(I v(O)l~ + I u(O)l~) + KA. 
In particular, if vf(v) <~ --av 2 for any v with a > O, then the zero solution is 
globally asymptotically stable. 
THEOREM B. Consider the solution of (1.1) in the space Y and assume 
there is a (negative or positive) constant k such that vf(v) <~ kvE for any v. I f  
w(t) = (v(t), u(t)) is a solution such that Iv(t)[2 is bounded on [0, + ~) ,  then 
I w(t)lr is also bounded on [0, + ~) .  I f  lv(t)l 2 tends to zero as t goes to + 00, 
the same happens with I w(t)lr. 
THEOREM C.  I f  vf(v) ~ mY 2 for any v and m < 07/(0 + 72), then any 
solution w(t) in Y tends to zero in the norm of Y. 
The idea behind Theorems A, B and C is to get L~ estimates from L 2 
estimates and from that point of view our results are similar to one given in 
[6] for Volterra equations with diffusion in bounded domains. However, in 
our case, the unboundedness of the domain introduces an essential difficulty 
because, in general, the functions in Loo([~") are not in Lp(~") and so, in 
Theorem A, we have to introduce a weight function (o to give a meaning to 
I~0w]2 and the choice of ~0 plays a crucial role in the proof. 
In the last part of the paper, we show how the methods of Theorem A can 
be used in other situations. 
II. PROOF OF THEOREM A 
We start with the linear elliptic problem in ~":  
Lq~ = Atp - -  b2~0 = --g, 
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where b is taken to be a positive constant. If r2=x~+-- .  +x2,, the 
fundamental solution E(r) of L is given by [15] 
--K(b, n) f~  e-brz (z  I - -  I) (n-3)/2 dz, E(r) 
where K(b, n) is a positive constant. The estimates given by the next lemma 
are elementary. 
LEMMA 2.1. The integrals - - f~ e br/s r ' - lE(r)  dr and 
- f~ e-bmr"-  IE(r) dr are finite and positive. 
Let g: ll~'~ ~ be a C ~ function satisfying: 
(i) g(x) = e-bin for r >. 1; 
(ii) g(x) > 0 for any x. 
It is easy to see that we can find constants K 1 and K'I such that the 
following inequalities hold everywhere: 
K~ e-°~/2 <~ g(x) <~ K 1 e -br/2,  
I ] <~ K, e-b'/z. 
LEMMA 2.2. The (unique) bounded C ~ solution (o of A~o- b2~o =-g  in 
" satisfies the following properties: 
(i) ~0(x) > 0 for any x; 
(ii) for convenient positive constants K 2 and K~, the inequalities: 
K~ e -br/s ~.~ O(X) ~ Kse -br/s, 
K~ g(x) ~ (o(x) ~ K s g(x), 
(x)  , (X) I <'.. K2 e-br/2 
hold everywhere; also, for each e in ~' ,  the function ~oc(x ) = • (x -  e) verifies 
A(oc(x)- b2c&(x)-=-go(x) =-g(x -  c) and satisfies the same properties as 
(0 with x replaced by x -  c. Furthermore, [~oo[p ~<K 3, 1 ~p ~ 00, with K 3 a 
constant independent of p and e. 
Proof. Using the fundamental solution E(r), ~o can be represented by the 
convolution: 
(o(x) = - JR(, E([x - y I) g(y) dy = - J~ E([ y I) g(x - y) dy 
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and property (i) is obvious. The bounds for ~o are obtained from Lemma 2.1 
and the inequalities 
K~ e-(b/2)lXle -(b/2)lyl ~ K'  1 e -~b/E)I~-yL ~< g(x -- y) ~ Ka e -(b/2)lx-yl 
<~ KI e- (b /2 ) lX le  (b /2 ) ly [  . 
Since 
O¢ r 8 
(x) = - ~/e( f  y[) ~x~ g(x -y )  dy, Ox,. 
the estimates for the derivatives are obtained in the same way. The properties 
of ~0 C follow immediately from the corresponding properties of ~0 and a short 
computation shows that 
The lemma is proved. 
We now consider the fundamental solution of the heat equation: 
F(x, t) : Snt-n/2e -rU4t. 
The following estimates are elementary: 
LEMMA 2.3. For any t > O and l <~ q ~ oo, we have 
(a) IF(x, 011 = 1, 
(b) IF(x, t)[ o <~ K4(n, q)t -n/2+n/2q, 
(c) [~3F(x, t)/cqxi[ q<<, g,(n,  q)t -"/z+n/2°-l/:. 
We choose q > 1 in such way that the exponents of t in (b) and (c) are 
greater than - 1. In particular, if we choose an integer m and q > 1 satisfying 
1-- 1/q= 1/m < 1/n, then numbers 71 and 72, 0 < 7i < 1, and a constant 
K 5 = Ks(n ) can be found such that 
IF(x, t)[q ~< K 5 t -~, 
~ (x , t )  ~<K 5t-r~. 
q 
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Proof of Theorem A 
The first step is to prove the inequalities 
where 
405 
] V(t)ll, I U(t)l, 
<~ ge-~"(Iv~(O)[ 1 + [ u(O)lL) +/~A, (1.4) 
V(t, x) = (pc(X)y2(t, x), U(t, x) = (pc(x)uZ(t, x)  ((Pc being the function 
given by Lemma 2.2 with b 2 = a) and/~ and 61 are constants independent of
e. In fact, 
-~ ~.  (a(pe(x)v2(t, x) + (pc(X)U2(t, X) ) dx 
= fn. [2o(pc(x ) v(Av +f(v)  - u) + 2(pc(x)u(ov -- ~u)] dx 
<~ fR. 2°(pc(x) vAvdx + f~. 2o(pc)(A -- av z) dx 
- 2y ~.  (pc(x) u 2 dx. 
Integrating by parts twice, we see that 
f .  (pc(x)vAvdx =-  f .  (pc(x) [grad v[Z dx 
- -  ;e. (grad (pc, v g rad  v) dx 
: -~(pc(x ) ]gradv]2dx  + l fnA(pcv2  dx. 
From Lemma 2.2 with b2= a we get 
A(Pc -- 2a(pc = --a(pc -- gc <~ --a(pc 
and then 
< -~ f~. v(,~ dx - 2~ fo. v(,) dx + 2oAK3 
505/44/3-5 
406 ORLANDO LOPES 
I f  6~ = min(a, 2y) we conclude that 
JPf (aV(t) + U(t)) dx 
<~ e -~¢ ( [mp~(x)  v2(O, x) + ¢pc(x) u2(O, x)] dx 
J Rn 
2K 3 aA + - -  
61 
and (2.4) follows. 
Let q and m be the numbers previously defined and consider numbers 
1 ~<p, r ~< oo such that 1/t) = 1/r + 1/q - 1 = 1/r - 1/m. The next step is to 
estimate [V(t)[p, [U(t)]p in terms of IV(t)[ r and [U(t)[r. An elementary 
computation gives 
OV 
&t 
where 
-- A V - 2 (grad q~e, grad v 2) - -  v2d(Oc 
- 2(oo [grad v[ 2 + 2(ocvf(v ) - 2(o c vu 
=AV-  aV  + h~(t,x), 
hi(t, x) -= -2 (grad  (o c, grad v 2) - vZAq~e - 2(o~ [grad v[ 2 
+ 2(o~vf(v) - 2(o~vu + a~Oc v2 ~ h(t,x) 
= -2(grad  (oo, grad v z } 
1 
+ ~ V + 2(ooA - 2(o~ vu. 
We have used a(0 c -Aq~ c = gc ~< (1/K~)q%. Also 
3 
0-~ U(t) = 2a~o~ uv - 2~U(t). 
I f  G(t) is the operator solution corresponding to the equation 
we have 
6~W 
= dW - -  aw,  
~t 
t 
0 ~ V(t) = G(t) V(O) + ~i G(t - s) h,(s) ds 
t 
G(t) V(O) + ~i G(t - s) h(s) ds 
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because (G(t)w)(x) = (H(t) • w)(x) with H(t) = e-St  F(t) and * denotes the 
convolution in the x variable. Then 
V(t)l~ ~< [G(t) V(0)lp + jot [(G(t - s) h(s)lp I ds. 
Using the classical inequality If* gip ~< [fir I g]q, l ip = 1/r + l /q - -  1, we 
see that the first term can be estimated by 
[G(t) V(O)I p ~< e -'~t IF(t)ll [ Z(O)] p 
<~ e -'~t I~pc[p ]v=(0)[oo ~< K3 e-~'  [v2(0)[oo. 
Moreover, 
axe. / (x) 
=~n H(t - s, x - y) ~p'(y)(v2(s)) ' (y)  dy 
= -~n H(t -- s, x - -y)  ¢'~(y)(v2(s))(y) dy 
+ ~n H' ( t  -- s, x - y) ~'(y)(v2(s))(y)  dy, 
where .the prime denotes derivative with respect o the ith variable and then 
H(t - -  s) * ~0~ 8v2(s) , 
tgx~ i c3x~ ~ K6(iH(t)iq + [H'(t)[q) i g(S)[r 
(the inequalities I~o"(x)[, [cp'(x)l ~<K 2 opt(x) have been used). Also, 
I v(s) 1 H(t - -s)  * K--T --~2 [H(t -S)[q I V(S)Ir; 
[H(t -- S) * 2A~]p <~ 2/1 I H(t - s) • ~P~lp ~< 1A IH(t - s)[1 I~cl~ 
<~ K 6 e -a(t-s)A; 
and 
IH(t - s) * 2~ocv(s) u(s)l p 
I H(t - s)l~ 12~pc vu Ir ~ I H(t - S)lq ([ V(S)Ir + I U(S)lr)" 
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Putting these estimates together and using the remarks following Lemma 2.3, 
we see that, for a convenient constant K s, we have 
From 
we get 
and then 
] V(t)[p <~ K s e-~t i v2(0)l oo 
+ Ks fl [ t - " t - ' ) ( t  -- s)-r'([ V(s)lr + L U(s)l~) 
+ e-"(t-s)(t - S)-r~[V(S)lr] ds + KsA. 
u(t, x) = e-YtUo(X) + a ;i e-~(t-~) v(s, x) ds 
t 
I VC~u(t)12p <~ e- rt ] V~cu(0)[2p + a f l  e -  r,t-s, i V/~v(s)[2p ds 
(2.5) 
t 
I u(t)l~/2 ~< e-~' I u(o)l~/2 + a fo e-~"-s~lg(s)l~/2 ds
<~ K9 e-~t lu(O)[oo + afl e-~(t-s) lV(s)[~/2 ds. (2.6) 
Assume that, for some constant M and fl, 0 < fl < min(a, 2y), the inequalities 
I V(t)lr, I U(t)lr ~< M(lu(O)l~ + Iv(O)l~)e -~s + MA hold. If we use (2.5) and 
the inequalities , 
fl e-"t-s)(t -~ s)-~'~e -~s ds 
= e-~t fl e-(~-~)Uu- Y,du <~ e-~t f~m e-('*-~)Uu- ~' du 
= Lle-~t fl e-"(t-s)(t -- s)-r~ ds 
~ fo °° e-'*Uu - ~ du =L 2 
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and similar ones for Y2, we see that, for some constants L~, L2, L3, L 4 " 
I v(t)l~ ~ g~e-~'lv(O)l z 
+ Kse -~t 2MZl(lu(O)lZ~ + Iv(0)l~) + 2MAL2K8 
+ Kse-~tML3([ u(O)l~ + Iv(O)l~) + KsMAL4 + gsa 
~< Ul(lu(O)l~ + Iv(O)12)e-~t+ N1A (2.7) 
for some constant N~. 
From (2.6) we also get 
I U(t)l~/2 ~ Kge-~t Iu(0)lo~ 
t 
+ all e-m-s)(v/-~x/lu(O)l~ + Iv(0)l~ e -(~/2)~ 
+ ~ )  ds <~ K9 e-~a/2)t lu(0)l~ 
+ e ~ V/[ u(0)[~ + I v(0)[ ~ L 5 e-(~/2)t 
+ eL6 v/-~IA 
and then 
I U(t)[ v ~< N 2 e-6'(lu(0)l~ + I v(O)l~) + N2A. (2.8) 
Inequalities (2.7) and (2.8) tell us that, if lip = 1/r + I /q -  1 = 1/r-- 1/m 
and (2.6) holds with some constant M, then (2.6) also holds for I v(t)lp, 
I u(t)lp with another constant N. For r = 1, we know (2.6) is satisfied with 
0 < fl < min(a, 2y). Repeating the above argument m times, we obtain 
I ~oc(x) u2(t, x)l~, I~oc(x) v2(t, x)l~ 
<~ Nme-~t(] u2(0)]o~ + ] v2(0)]~) + NmA. 
In particular, for x = c, 
I u2(t, c)l, Iv2(t, c) ~ Ke-~t(] u2(0)]~ + I v2(O)l~) + KA 
with K = N,,/~o(0); since this last inequality holds for any c and K and fl do 
not depend on c, Theorem A is proved. 
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III.PROOFS OF THEOREMS B AND C 
Proof of  Theorem B 
It is similar to the previous one except that we do not need the weight 
function ~0 c. In fact, the first equation of the system yields 
6qV 2 
c~t 
= 2rAy + 2vf(v) -- 2vu 
=Av 2 -- 2 Igrad vl 2 + 2vf(v) - 2vu 
AV 2 - -  av  2 q- (2k + a) v 2 + v 2 + u 2 
= AU 2 - -  av  2 q- My  2 -}- u 2. 
If G(t) is as before, we have 
t 
v2(t) ~< G(t)v2(O) + ~i G(t - s)(Mv2(s) + u2(s)) ds. (3.1) 
Similarly 
t 
l U(t)12r ~ e-~' lu(O)G + o e-r(t-s' I V(S)]2r ds. (3.2) 
As we have remarked, if p>/2 ,  Lp is contained in Y with continuous 
imbedding (because lulp ~< ( (P -2 ) /p ) lu loo  + (2/p)lulg. From (3.2), we see 
that, if Iv2(s)lr is bounded a tends to zero, then the same happens with 
lu2(s)l. I f  1/p= 1/r + 1 /q -  1 = 1 / r -  1/m, then, using (3.1) and previous 
arguments, we show that I v2(t)lp is bounded or tends to zero, 
Since, by hypothesis, [v2(t)h is bounded or tends to zero, we can begin the 
above argument with r = 1 and repeat it m times to get the conclusion of 
Theorem B. 
We need the following elementary result: 
LEMMA 3.3. I f  T(t) is a strongly continuous semi-group of  linear 
operators in a Banach space X satisfying I T(t)l ~< Ke -'~t, t >/O, for some 
constants K and a > 0 and h: [0, + ~) - - ,X  is a continuous function such 
that either h(t) tends to zero as t goes to + oo or fo +°° I h(s)l 2 ds is finite, then 
fto T(t -- s) h(s) ds tends to zero as t tends to + oo. 
Proof of Theorem C 
From Theorem B, all we have to prove is that I v(t)12 tends to zero. For 
any initial data w(0) = (v(0), w(0)) we know that w(t) belongs to the domain 
of the infinitesimal generator for t > 0. Since the solution exists in some 
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(possibly small) interval of time, there is no loss of generality in assuming 
that w(0) belongs to D(A). If F(v) = f~f  we see that ]F(v)l ~< Cv 2 for some 
constant C provided ]v I ~B for some constant B. Thus, as long as the 
solution exists in the space Y, the functional 
w(t) = f~ [Y ° , ~- Igrad v(t)] 2 - yF(v(t)) + -~ v2(t) 
1 ] 
+ T (yv(t) - u(t)) 2 dx 
is well defined and 
.w  
dt = , [ -y (Av  +f(v))  2 -  (y2 + elgradvl 2
+ (y2 + a) vf (v)  -- ycrv 2 ] dx 
~<f~. [(y2 + e)m --ya] v2dx = -a  Iv(t)l~ 
with a > 0. Also, vf(v)  <. mv z implies F(v) <~ (m/2)v 2 and then 
1 
W(t) >~ f , .  -~  (a - ym)v2(t) dx = b I v(t)['~, 
where b > 0. Integrating from 0 to t, we obtain 
t 
b I v(t)lg + all I v(s)l~ ds <~ W(0) 
and conclude that [v(t)l ~ is bounded. By Theorem B, lu(t)12, lu(t)l~, Iv(t)l~ 
are bounded and, from Lemma 1.1, w(t) exists for any t >/0 and is bounded 
on [0, +oo). Also, the above inequality shows that f0 +* [v(s)l ~ ds is finite 
and this, together with Lemma 3.3 and the equation for u, gives that l u(t)[2 
tends to zero. Moreover, if we write the equation for v as 
vt=Av-  v + v + f (v )  v -  u 
V 
and use Lemma 3.3 again, we see that tv(t)12 tends to zero. This proves 
Theorem C. 
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IV. FINAL COMMENTS 
The ideas in the proof of Theorem A work for a general system: 
Sl) i 
St = diAvi + fi(v' u), i = 1, 2 ..... k, 
Su 
- -=Au + Bv, 
St 
where A and B are matrices of appropriate sizes, d i > 0, provided either that 
the linear system fi =Au is asymptotically stable or the variable u is absent 
andf/(v, u) can be written in the following way: 
f~(v, u) = vigi(v, u) + h,(f, u), 
f = (vi ..... v~_l, Vt+l ..... vk), 
where gi(v, u) is bounded above and h i satisfies a linear growth condition: 
[hi(f, u)l <~K(Ifl + [ul) + M, K and M constants. If we can find positive 
quadratic forms Q(v) and R(u) and constants A and a > 0 such that the 
derivative of V(u, v) = Q(v) + R(u) with respect o the system 
t~i =fi(v, u), i ---- 1, 2 ..... k, 
~ = Au + Bv 
satisfies I;'(u, v) ~< --a(lu[ z + Iv] 2) +A and the matrix QD + DQ is positive, 
where D=diag(di) ,  then we use the functional y~,q~c(x) [Q(v(x))+ 
R(u(x))] dx and the method of Theorem A applies. 
If Eq. (1.1) is given in a bounded smooth domain J2 and, for instance, the 
boundary condition v = 0 is prescribed, then our methods are easier to apply 
because we do not have to use the weight function (pc. Also, in order to 
obtain L o estimates from L r estimates (as in the proof of Theorems A, B and 
C), we can use either the inequalities for the Green's function which are 
similar to the ones given in Lemma 2.3 (recall that G(t, s, x, y) has the same 
type of singularity of F( t -  s, x - -y )  [7]) or Sobolev's imbedding theorems. 
If we take initial data w(0) = (v(0), u(0)) which are continuous on ~ and use 
the functional appearing in the proof of Theorem C and the inequality 
Ig rad vl~ >~'1 Ivl~ 
(which holds for smooth functions vanishing on SJ2), where 2~ is the first 
eigenvalue of (-A),  then it not difficult to prove that the condition 
vf(v) <~ my 2, m < (Ta/)y2 + o) )+ J.1 implies that any solution converges to 
zero. 
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