Abstract. Let S be a complete flat surface, such as the Euclidean plane. We determine the homeomorphism class of the space of all curves on S which start and end at given points in given directions and whose curvatures are constrained to lie in a given open interval, in terms of all parameters involved. Any connected component of such a space is either contractible or homotopy equivalent to an n-sphere, and every n ≥ 1 is realizable. Explicit homotopy equivalences between the components and the corresponding spheres are constructed.
Introduction
This paper relies strongly on [4] . To understand some of the proofs presented here, it is recommended that the reader be familiar with the contents of sections 0, 1, 3 and 5 therein.
Let −∞ ≤ κ 1 < κ 2 ≤ +∞, Q = (q, z) ∈ C × S 1 . Recall that C κ2 κ1 (Q) denotes the set (furnished with the C r topology, for some r ≥ 2) of all regular curves γ : [0, 1] → C of class C r satisfying:
(i) γ starts at 0 ∈ C in the direction of 1 ∈ S 1 and ends at q in the direction of z; (ii) The curvature κ γ of γ satisfies κ 1 < κ γ (t) < κ 2 for all t ∈ [0, 1]. This space can always be decomposed into the disjoint union of its subspaces C κ2 κ1 (Q; θ 1 ), where the latter contains those curves which have total turning θ 1 , for e iθ1 = z. As shown in [4] , each of these subspaces is either empty or a contractible connected component of C κ2 κ1 (Q), except when κ 1 < 0 < κ 2 and |θ 1 | < π. To study what happens in this case, it may be assumed without loss of generality that κ 1 = −1 and κ 2 = 1, by Theorem 2.4 in [4] . For fixed Q = (q, z) with z = −1, there is exactly one subspace C +1 −1 (Q; θ 1 ) with |θ 1 | < π; it contains the curves in C +1 −1 (Q) of minimal total turning in absolute value. Let it be denoted by M(Q).
The central result of this work states that M(Q) is homotopy equivalent to S n for some n ∈ {0, 1, . . . , ∞}, and allows one to obtain the value of n by means of a simple construction. In particular, any of the indicated values is possible (recall that S ∞ is contractible). See Figure 1 .
Theorem. Let θ 1 ∈ (−π, π), z = e iθ1 and Q = (q, z) ∈ C × S 1 . Then M(Q) is homeomorphic to E × S 2k or E × S 2k+1 (k ≥ 0) for q in the open region not intersecting the negative real axis bounded by the three circles C 4k+4 (iz − i) and C 4k+2 (±(i + iz)), or C 4k+4 (i − iz) and C 4k+6 (±(i + iz)), respectively.
If q does not lie in the closure of any of these regions, then M(Q) ≈ E. If q lies on the boundary of one of them, then M(Q) ≈ M (q − δ, z) for all sufficiently small δ > 0.
Here E denotes the separable Hilbert space, C r (a) denotes the circle of radius r > 0 centered at a ∈ C and X ≈ Y (resp. X Y ) means that X is homeomorphic (resp. homotopy equivalent) to Y .
Corollary. Let S be a complete flat surface, κ 1 < κ 2 and u, v ∈ U T S. Then each component of CS κ2 κ1 (u, v) is homeomorphic to E × S n , for some n ∈ {1, . . . , ∞} depending upon the component.
The notation here is the same as that used in §8 of [4] . In particular, it should be assumed that κ 2 = −κ 1 > 0 if S is nonorientable. Actually, the theorem yields a complete determination of the homeomorphism class of CS κ2 κ1 (u, v) if an explicit description of S as a quotient of C by a group of isometries is known; see Proposition 8.3 of [4] for the details. Remark. Let S n (resp. E) denote the set of all Q ∈ U T C for which M(Q) is homeomorphic to E×S n (resp. E). The theorem implies that S n is bounded and neither open nor closed in U T C, for all n ∈ N. For z = e iθ1 (|θ 1 | < π), let S n (z) = q ∈ C : (q, z) ∈ S k (k ∈ N) and E(z) = q ∈ C : (q, z) ∈ E .
Then E(z) has infinite area for any z ∈ S 1 {−1} and lim n→∞ Area (S n (z)) = +∞. The precise determination of Area (S n (z)) in terms of n and z will be left as an exercise.
Example. Let Q x = (x, 1) ∈ R × S 1 . Then M(Q x ) ≈ E if x ≤ 0 and
This is an immediate consequence of the theorem. Note that the size of the interval of the x-axis where M(Q x ) ≈ E × S n approaches 2 as n ∈ N increases (see Figure 2) . As π k M(Q) = 0 for k > 1, the resulting map S 1 → M(Q) is actually a weak homotopy equivalence, and hence a homotopy equivalence, since M(Q) is a Banach manifold (cf. Theorem 15 of [3] ).
In particular, suppose that 4 < x ≤ 4 √ 2 and let Q x = (x, 1) ∈ C × S 1 , as in the preceding example. An explicit generator of π 1 M(Q x ) can be visualized by completing Figure 3 to obtain a family γ s ∈ M(Q x ) satisfying the preceding conditions. For γ 1 2 we may take the concatenation of a figure eight curve with γ 0 = γ 1 , where the latter denotes the straight line segment from 0 to x. Outline of the proof. Although the proof of the theorem is somewhat technical, the underlying idea is quite simple. See Definitions 3.2 and 5.2 of [4] to understand the terms used here. For each sign string σ, such as − + −, we first define the concept of quasicritical curves of type σ. These form an open set U σ ⊂ M(Q) containing all critical curves of type σ in M(Q), with U σ := ∅ if there exists no curve of the latter type. The naive plan is to prove that U c , U d and the U σ (for σ ranging over all possible sign strings) form a good cover of M(Q), meaning that their k-fold intersections are either empty or contractible for any k ≥ 1. Since M(Q) is a Banach manifold, its homeomorphism class is completely determined by the incidence data of this cover, which is equivalent either to that of the open cover of R n {0} by the half-spaces (1) U ±k = (x 1 , . . . , x n ) ∈ R n : ± x k > 0 (k = 1, . . . , n)
or else to the cover of R n ray obtained by excluding U −n . More precisely, let τ be a top sign string for M(Q), i.e., one having maximum length among those strings σ such that M(Q) contains critical curves of type σ. The fact that U τ = ∅ immediately implies that U σ = ∅ if |σ| < |τ |. The integer n appearing in (1) equals |τ | and the combinatorial equivalence between the cover of M(Q) and that in (1) is given by (2) U c ↔ U +1 , U d ↔ U −1 and U σ ↔ U σ(1)|σ| (U σ = ∅).
where σ(1) denotes the first sign of σ. Thus, M(Q) is contractible if U −τ = ∅, and it has the homotopy type of S n−1 if U −τ = ∅. The determination of whether M(Q) contains critical curves of a certain type in terms of Q was already carried out in Proposition 5.3 of [4] , and this is essentially what is depicted in Figure 1 : For q in a gray region, M(Q) contains critical curves of types τ and −τ , with darker shades corresponding to increasing |τ |. For q in the white region, M(Q) does not contain critical curves of type −τ , or does not admit a top sign string (this occurs if and only if M(Q) contains no critical curves at all).
Informally, γ : [0, 1] → C is quasicritical of type σ if it is possible to find ϕ ∈ R and t 1 < · · · < t |σ| such that the unit tangent vector t γ to γ satisfies t γ (t k ) ≈ σ(k)ie iϕ for each k = 1, . . . , |σ| and t γ , e iϕ > 0 away from these points. Here σ(k) denotes the k-th sign of σ. In words, γ is nearly vertical with respect to the "axis" e iϕ near the points γ(t k ), with directions prescribed by σ, but elsewhere its image is the graph of a function.
Unfortunately, the set of all ϕ ∈ R with respect to which a curve is quasicritical of type σ need not be an interval. Given a continuous family K → U σ , p → γ p , this makes it difficult to choose ϕ p continuously so that each γ p is quasicritical with respect to ϕ p . To circumvent this, we work instead with a certain space N(Q) ⊂ M(Q) × R of pairs (γ, ϕ). The strategy to understand the topology of N(Q) is exactly as described above: First an open cover V of N(Q) by subsets V c , V d and V σ is defined, where roughly V c and V d are products of U c and U d with R, and for each sign string σ, V σ consists of pairs (γ, ϕ) such that γ quasicritical of type σ with respect to ϕ. It is then proved that these form a good cover of N(Q) whose combinatorics is determined by (2) when U is replaced by V. Finally, it is established that the restriction to N(Q) of the projection M(Q) × R → M(Q) is a homotopy equivalence.
Outline of the sections. Given a sign string σ 2 and a substring σ 1 of σ 2 , there are in general many ways to "embed" σ 1 into σ 2 . For instance, if σ 1 = −+ and σ 2 = − + −+, then there are three substrings of σ 2 isomorphic to σ 1 , namely, those determined by the pairs of coordinates (1, 2), (1, 4) and (3, 4) . In §1 we consider certain subspaces of R n determined by inequalities involving a set of strings σ 1 , . . . , σ m , each a substring of the next, which encode the purely combinatorial difficulties that arise in the study of the topology of V σ1 ∩ · · · ∩ V σm . The main result of the section states that the former subspaces are in fact all weakly contractible. In the case of two strings, we construct homeomorphisms from the resulting spaces onto Euclidean spaces, and for larger sets of strings we use induction and certain collapsing maps which are quasifibrations.
One of the tools in the proof that the cover V of N(Q) is good is a procedure for "stretching" curves, illustrated in Figures 9 and 10, which generalizes the grafting construction of [4] . This procedure is explained in §2, along with some of its properties that are needed later.
The formal definitions of "quasicritical curve", the space N(Q) and its cover V are contained in §3. Most of the results in this section concern basic properties of quasicritical curves, and how to continuously choose "stretchable" subarcs for a given family of such curves so that when the stretching construction is actually carried out, the resulting homotopy will preserve important properties of the original family, e.g., being condensed or simultaneously quasicritical of several types. It is also shown there that the projection N(Q) → M(Q) induces surjections on homotopy groups.
The combinatorics of the cover V of N(Q) is determined in §4. It is very easy to see that V c ∩ V d = ∅ and V σ ∩ V −σ = ∅ for any sign string σ. On the other hand, given sign strings σ 1 , . . . , σ m with |σ 1 | < · · · < |σ m |, with some care one can deform a critical curve of type σ m to make it simultaneously quasicritical of type σ j for each j. Thus an intersection of nonempty elements of V is empty if and only if it involves some "opposite pair", just as for the cover in (1) .
The objective of §5 is to prove that V is a good cover. Given a continuous family (γ p , ϕ p ) ∈ V σ1 ∩ · · · ∩ V σm , with p ranging over a compact space, each γ p can be stretched to become nearly critical (as in Figure 10 ), and then deformed to a concatenation of circles and line segments of a special form (as in Figure 11 ) which is essentially determined by the slopes of the segments. The results of §1 can then be used to conclude that the resulting family is contractible.
The proof that N(Q) and M(Q) are homeomorphic is given in §6. Moreover, when M(Q) S n−1 , where n = |τ | ≥ 2 is as above, explicit homotopy inverses f :
are constructed. Let C τ denote the set of all critical curves of type τ in M(Q). Intuitively, the map g measures the failure of curves in M(Q) to belong to C τ . If α is a generator of H * (S n−1 ), then g * (α) is (up to a sign) the "Poincaré dual" of C τ , except that the latter is not really a submanifold of M(Q). The map f generates π n−1 M(Q) and admits the following description: Regard S n−1 as a CW complex with two k-cells e k ± for every k = 0, . . . , n − 1. Then
and for each k = 0, . . . , n − 2, f maps e k ± into the set of critical curves of type ±σ n−k in M(Q), where σ n−k denotes any of the two sign strings of length n − k. The actual definition of f is a bit different, but more precise; in particular, it shows that these inclusions can indeed be satisfied.
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On certain subspaces of Euclidean space determined by sign strings
A cell decomposition of R n . Throughout the article, the set {1, . . . , n} will be denoted by [n] .
It is easy to check that each cell W J1,...,Jm is an m-dimensional convex cone. Furthermore, R n is the disjoint union of all such cells. There is only one 1-cell W [n] , which consists of the multiples of (1, 1, . . . 1) in R n . At the other end, there are n! cells of dimension n, each W J1,...,Jn being determined by the permutation π ∈ S n such that π(k) is the unique element of J k . These n-cells are open in R n , while the k-cells for 1 < k < n are neither open nor closed. See Figure 4 (a) for an illustration of the case n = 3.
Remark. The k-cells in this decomposition are dual to the (n − k)-faces of the (n − 1)-dimensional permutohedron. The total number of cells (faces) is given by the n-th ordered Bell number.
We are actually more interested in another decomposition of R n , obtained by comparing even and odd cordinates.
We call x mixed, level or split according as t(x) < 0, t(x) = 0 or t(x) > 0, respectively. Define It is convenient to represent a point x = (x 1 , . . . , x n ) ∈ R n as an ordered set of n beads, each of which is allowed to slide along a vertical line. The height of the k-th bead (above a certain fixed ground height) gives the value of x k ; see Figure 5 .
An interval J ⊂ [n] is a set of the form (a, b) ∩ [n] for some a < b ∈ R. Given two intervals J 1 , J 2 , we write
(1.2) Definition. When x ∈ R n is level, there exists a unique e(x) ∈ R satisfying x k = e(x) = x k for some odd k and even k (see Fig. 5 (b) ; 'e' stands for "elevation"). For each integer m ≥ 2, define
For example, σ 3 is represented by − + −, and −σ 4 by + − +−. A sign string σ is of the form σ m for some m ≥ 2, and we let |σ| denote its length m. A level point x = (x 1 , . . . , x n ) ∈ R n is of type σ, for some sign string σ, if we can find nonempty intervals J 1 , . . . , J |σ| , such that:
The set of all level points of type σ in R n will be denoted by L n σ or simply L σ . In other words, to determine the type of a level point x ∈ R n , we assign a tag − (resp. +) to each odd (resp. even) dot lying at height e(x), and read off the sequence of signs at e(x), omitting any repetitions; see Figure 6 .
Observe that the sets M , S and L σ are pairwise disjoint cones. Moreover,
n , while the L σ are neither open nor closed for |σ| < n. See Figure 4 (b) for the case n = 3. The proof of the following result (which will not be used anywhere) is a straightforward verification left to the reader.
(1.3) Proposition. Each of the sets M , S and L σ , for any sign string σ, is a union of cells W * of R n . Equivalently, each cell of R n is contained in one of these sets. Our first goal is to prove the following result.
(1.5) Proposition. For τ a sign string with 1 ≤ |τ | ≤ n − 1, let
Then there exists a homeomorphism f :
In particular, each set L σ and L σ is contractible. It is a good exercise to try to visualize a contraction using the representation by beads, as in Figure 6 .
(1.7) Lemma. Any homeomorphism ∂H k → ∂H k may be extended to a homeomorphism of H k onto itself.
(1.8) Lemma. Let H 1 ≈ H 2 ≈ H k be subspaces of some larger topological space and suppose that
, extend this to a homeomorphism g :
(1.9) Lemma. Let H 1 ≈ H 2 ≈ H k be subspaces of some larger topological space and suppose that
, and then since ∂H 1 = C ∪ D 1 , f 1 has an extension to a homeomorphism
. Finally, we compose g 1 with the homeomorphism
obtained by taking the square root (in C) of the last two coordinates (x k−1 , x k ) of points x ∈ H k . The result is a homeomorphism h 1 :
Repeating the argument for H 2 , starting from f 0 again, we obtain a homeomorphism
with h 2 | C = f 0 . Glueing h 1 and h 2 along C, we finally obtain the desired homeomorphism
Given x ∈ R n , let t(x) be as in eq. (3) andt
Then g and h are inverse maps. Moreover, it is an immediate consequence of (1.1) that g(M ) = L × (−∞, 0) and g(S) = L × (0, +∞), as claimed.
Proof. Suppose first that τ is a sign string with |τ | ≤ |σ|. Let x ∈ L τ and
Then the set
defines a neighborhood of x with the property that U ∩ L τ = ∅ if τ is not a substring of τ (see (1.13) for the formal definition of substring). Therefore,
(ii) If k 1 < · · · < k r are all the remaining indices such that x k = e(x), then r = |σ| and (−1)
This is possible since σ is a substring of τ . Points in L σ arbitrarily close to x can be obtained by moving the coordinates x ki away from e(x). More precisely, for s ∈ [0, 1], let x(s) = (x 1 (s), . . . , x n (s)) ∈ R n be defined by:
Proof of (1.5). By induction on n.
(resp. S) consists of those points above (resp. below) this line. Thus, rotation by Let n ≥ 3 and assume that the assertion has been proved for all dimensions smaller than n. The homeomorphism R n → R n will be constructed stepwise. We start with a homeomorphism f : L n σ n → Y σ n , which exists since both of these sets are lines in R n . Suppose that f has already been extended to a homeomorphism f : |σ|≥m+1 L n σ → |σ|≥m+1 Y σ for some m satisfying 2 ≤ m ≤ n−1. Let φ : R n → R n−1 and λ : R n → [0, +∞) be the maps which forget and recover the last coordinate:
where e(x) is as in (1.2). Let us suppose for concreteness that m ≡ n (mod 2); the only difference in the other case is that the roles of L 
by the induction hypothesis on n.
On the other hand, there is a decomposition L n σm = H 1 ∪ H 2 , where
by the induction hypothesis on n. Moreover,
again by the induction hypothesis on n. Thus, we are in the setting of (1.9), and the conclusion is that L
Since by assumption we already have a homeomorphism from the latter set to |τ |≥m+1 Y τ ≈ R n−m , (1.8) guarantees the existence of a homeomorphism f :
Continuing this down to m = 2, a homeomorphism f :
Finally, an application of (1.8) using (1.10) shows that this can be extended to a homeomorphism f : R n → R n having the required properties.
Subspaces determined by nested strings. Let E, Y be topological spaces, q : E → Y be a (continuous) surjective map and for each y ∈ Y , let F y = q −1 (y) denote the fiber of y. Then q is a quasifibration if for any k ≥ 0, y ∈ Y and e ∈ F y , the induced map q * : π k (E, F y , e) → π k (Y, y) on homotopy groups is an isomorphism. † Thus, if q : E → Y is a quasifibration, then for any y ∈ Y and e ∈ F y , there is a long exact sequence
which is obtained from the long exact sequence of the triple (E, F y , e) by identifying π k (E, F y , e) with π k (Y, y); here j is the inclusion F y → E. Just as for a Serre fibration, it can be shown that if Y is path-connected, then all fibers F y have the same weak homotopy type.
(1.12) Proposition ([1], Satz 2.2). Let q : E → Y be a surjective map and suppose that U = (U ν ) ν∈I is an open cover of Y satisfying:
Then q is a quasifibration.
(1.13) Definition. Let l ≥ 2. An extended string τ is a function τ : [l] → {±}. Thus, in contrast to sign strings, in an extended string some signs may be repeated. Given two extended strings
Note that if τ is an extended string, then there is a unique reduced string of maximal length such that τ , obtained by omitting all repetitions in τ ; e.g., the reduced sign string of + − − + + is + − +.
(1.14) Definition. Let 1 ≤ m ∈ N and σ 1 . . . σ m , where σ m is an extended string and the remaining σ j are sign strings. Let n = |σ m |. Define X (σ1,...,σm) ⊂ R n to consist of all x = (x 1 , . . . , x n ) satisfying the following conditions:
such that |x k | ≤ j, then σ j is the reduced string of τ :
2 for the definition of π 0 (E, Fy, e). For k = 0, 1, when the set on the left side has no natural group structure, it should be understood that q * :
Representing a point in R n by beads, to determine whether it satisfies (ii) we assign a tag σ m (k) to its k-th bead for each k ∈ [n], and read off the tags of those coordinates that lie at or below height j and at or above height −j; the resulting reduced string should coincide with σ j for each j ∈ [m − 1], and |x k | ≤ m should hold for all k ∈ [n]. See Figure 7 . Note that if m = 1, then the resulting space is just an n-dimensional cube. Figure 7 . An element of X (σ1,σ2,σ3) for σ j as indicated in the figure. The value of the coordinate x k is given by the height of the center of the k-th bead.
(1.15) Proposition. Let 2 ≤ m ∈ N and σ 1 . . . σ m , where σ m is an extended string and the remaining σ j are sign strings. Then X (σ1,...,σm) is weakly contractible.
We are only interested in the case where σ m is also a sign string, but for the proof given below to work, this more general version is needed, as well as one last definition: Let σ 2 be an extended string and σ 1 σ 2 be a sign string,
σ1 if and only if it satisfies condition (i) above (with m = 2) together with:
(1.16) Lemma. Let σ 1 σ 2 be a sign and an extended string, respectively. Then L σ2 σ1 is contractible. Proof. Let n = |σ 2 | and
Let be the reduced string of σ 2 , r = | | and
, where
No generality is lost in assuming that = σ r (instead of −σ r ), as defined in (4) . Then L 0 is homeomorphic to the subspace of L r σ1 consisting of those y for which
Then f is a deformation retraction of X (σ1,σ2) onto the subspace
It is easily verified that this is homeomorphic to
σm−1 and n = |σ m | . Let q : E → Y be the map which collapses everything at height between −(m − 1) and (m − 1). To be precise, if (x 1 , . . . , x n ) ∈ E, then its image y under q has coordinates
Although q is generally not a Serre nor a Dold fibration, we claim that it is a quasifibration.
For y ∈ Y , the fiber F y = q −1 (y) is homeomorphic to X (σ1,...,σm−2,τ ) , where τ is the extended string formed by all coordinates y k of y such that |y k | ≤ m − 1. Hence, by the induction hypothesis, F y is weakly contractible.
form an open cover U of Y . Clearly, condition (ii) in (1.12) is satisfied by U. Each U y,δ ∈ U is star-shaped with respect to y, hence contractible. Moreover,
Therefore, condition (i) in (1.12) is trivially satisfied: From the long exact sequence of homotopy groups of the pair q −1 (U y,δ ) , F y , it follows that π i (q −1 (U y,δ ) , F y , e) is trivial for all i ≥ 0 and e ∈ F y , and so is π i (U y,δ , y). Hence q is a quasifibration. By (1.16), Y is weakly contractible. Using exactness of (5) we conclude that E is weakly contractible.
n as in (1.14), but replacing (i) by:
Proof. Analogous to the proof of (1.15): Use induction on m and the same collapsing map q as before to reduce to the case where m = 1. Then consider the map
This is a quasifibration with convex fibers, and L ≈ R n−1 is contractible by (1.5).
(1.19) Remark. For the sake of simplicity, in condition (ii) of (1.14) the "heights" which are used in the inequalities were chosen to be 1, . . . , m. However, we clearly could have required instead that the coordinates k satisfying |x k | ≤ ε j should yield the reduced string σ j , for some 0 < ε 1 < · · · < ε m . Furthermore, since only weak contractibility is asserted, it follows from this more general version of (1.15) and (1.18) that if some of the inequalities in (i) and (ii) are replaced by strict inequalities, then the resulting space is again weakly contractible.
Stretching
Stretching of functions. In this section we shall describe a procedure for "stretching" curves which generalizes the grafting construction of [4] , as illustrated in Figure 9 . We rely heavily on the results of §3 of [4] and retain the notation introduced there. The procedure is more clearly formulated in terms of real functions. Note that the property of being stretchable does not really concern f , only the numbers b, r 0 , r b and A. The reason for the terminology is that if a function is stretchable, then its domain can be gradually enlarged while respecting (i) and (ii); see Figure 8 . The objective of this section is to † For a (Lebesgue integrable) function g : J → R, g denotes J g. Compare conditions (i)-(iii) in Construction 3.8 of [4] . describe a construction which realizes this stretching, and to prove some regularity properties. The results are somewhat technical but very easy to prove.
For convenience, let us call f : 
Let r 0 , r b , κ 0 be fixed throughout and let g ± : R → R and h b ± = h ± : R → R be the functions in (24) and (25) of [4] . Since g + is strictly increasing and h b + is strictly decreasing, the graphs of these functions either do not intersect, or do so at a single point. In the latter case, let λ + (b) denote the common value of g + , h 
if there exists a function satisfying (ii), (iii) which has a zero.
Proof. The innermost inequalities were already established in (26) of [4] . The other two are immediate from the definition of λ ± (b) and the monotonicity of
be absolutely continuous and satisfy (ii ) and (iii ), and let f 0 : [0, b] → R be as in Construction 3.8 and Remark 3.9 of [4] .
Proof. By eq. (27) of [4] and the definition of µ 0 ,
Hence the lemma follows from (2.4).
ζ (µ,b) (x) = min {r 0 , r b , µ} and sup
(2.7) Lemma. Let b > 0 be fixed and
for all x ∈ [0, b] and strict inequality holds for at least one x. In particular,
Proof. The inequality is obvious from (7). Furthermore, if 
The assertions of the lemma are consequences of this expression.
No generality is lost in assuming that µ(b) ≥ 0. In this case, (2.7) and (2.8) yield:
Hence, by (2.7), there exists a unique µ(c)
exists and is nonnegative. The continuity of c → µ(c) follows from the explicit expression (9) for ζ (µ,c) . Finally,
Therefore L = 0. 
† Then f 0 has the form ζ (µ(b),b) for some µ(b) ∈ R, and the hypothesis of (2.9) is satisfied, by (2.4). For s ≥ 0, let f s = ζ (µ(b+s),b+s) , where µ : [b, +∞) → R is as in (2.9). The stretching of f = f −1 is the family (f s ) (s∈[−1,+∞)) so defined. See Figure 8 . (a) f s is a piecewise smooth function for all s.
) and let L s denote the length of the interval
Proof. The proof will be split into the corresponding parts. ‡ Part (i) is skipped to avoid confusion with (i) of (2.1). Note that a topology on the set of functions satisfying (ii), (iii) has not been defined. Since we are only interested in applications of this result to sets of curves, which already come with a topology, we will ignore this. In any case, Construction 3.8 in [4] , which is used in the proof, is so regular that it respects any reasonable topology. † † The number µ(b) is denoted by µ 0 in Lemma 3.11 of [4] , since there b is kept fixed.
(g): Let A = f = f s (for all s). Assume without loss of generality that µ(b) ≥ 0. By (2.7),
As in (e), let L s denote the length of
hence the first assertion follows from part (e). As in the proof (d), the assumption that
The second assertion follows from this inequality and part (e). 
Then h s is continuously differentiable, has a zero and satisfies (ii), (iii). Also, it can be approximated by a smooth function which satisfies these conditions and still has a zero.
Stretching of curves. Let P = (p, w), Q = (q, z) ∈ C × S 1 and γ ∈ L +1 −1 (P, Q). Suppose that ψ ∈ R is such that t γ , e iψ > 0 throughout [0, 1]. After rotating C about the origin through e iψ (and relabeling the x-and y-axes accordingly), γ may be reparametrized as γ(x) = (x, y(x)) for x in some closed interval, which may be assumed to be of the form
We call γ stretchable (with respect to ψ) if f is stretchable in the sense of (2.1). Similarly, γ is κ 0 -stretchable (with respect to ψ) if f is κ 0 -stretchable (κ 0 ∈ (0, 1)).
. Condition (i) in (2.1) means that the curvature κ γ of γ satisfies |κ γ | < 1 almost everywhere. The numbers r 0 , r b in (ii) represent the slopes of w, z respectively, A = Im(q − p) and b = Re(q − p) (each of these with respect to the coordinate axes determined by e iψ and ie iψ ).
(2.14) Definition. Assume now that f is κ 0 -stretchable for some κ 0 ∈ (0, 1), and let (f s ) s∈[−1,+∞) be the corresponding stretching of f = f −1 , as in (2.11). Define
The family (γ s ) (s∈[−1,+∞)) will be called the stretching of γ = γ −1 , and the family (γ s ) (s∈[−1,0]) , the flattening of γ with respect to ψ. The stretching by M of γ is the family (γ s )
1 , where q s = q for all s ∈ [−1, 0] and q s = q + se iψ for s ≥ 0. In vague but suggestive language, the family (γ s ) is obtained from γ by "stretching" it in the direction of e iψ . The details of the construction of the family (γ s ) may be safely forgotten. Only the properties stated in (2.12), or more accurately their interpretations in terms of γ s , will be used. 
Exercise. Translate the assertions of (2.12) into statements about the curves γ s .
For instance, part (b) states that sup x |θ γs (x) − ψ| is a decreasing function of s.
Remark. Clearly, the stretching and flattening of a curve γ depend upon the chosen axis ψ. However, the curve γ 0 does not: It is the unique curve of shortest length inL 
Quasicritical curves
Notation. Throughout the rest of the paper, Q = (q, z) ∈ C × S 1 denotes a fixed element of U T C with z = −1. For our purposes, it is more convenient to work with the space L +1 −1 (Q) (see §1 of [4] ) instead of the space C +1 −1 (Q) defined in the introduction; these are homeomorphic by Lemma 1.12 in [4] . Accordingly, M(Q) shall denote the unique subspace L 
Finally, given ϕ ∈ R, we let ϕ ± := ϕ ± π 2 . Quasicritical curves. The central definition of this paper is the following generalization of the concept of critical curves.
(3.1) Definition. Let σ be a sign string, n = |σ|, γ ∈ M(Q), ϕ ∈ R and ε ∈ (0, π 4 ). Then γ is (ϕ, ε)-quasicritical of type σ if there exist closed intervals J 1 < · · · < J n such that for each k ∈ [n]:
(ii) |θ γ (t) − ϕ| < π 2 − 2ε for all t / ∈ Int n k=1 J k ; (iii) J k contains at least one closed subinterval I k such that |θ γ (t) − ϕ σ(k) | < ε for all t ∈ I k and γ| I k is stretchable with respect to ϕ σ(k) .
Condition (i) means that t γ is far from ∓ie iϕ throughout J k if σ(k) = ±, while (iii) states roughly that there should exist a subinterval of J k where t γ is vertical enough with respect to the axis e iϕ to allow γ to be stretched in the direction of ±ie iϕ . Outside of J k , t γ is far from both ie iϕ and −ie iϕ . Proof. This is an easy consequence of the definition of critical curves, given in Definition 5.2 of [4] , and of (2.2) (a).
We will sometimes abuse the terminology by saying that I is a stretchable interval for γ if γ| I is stretchable (with respect to ϕ ± ). Notice that there is a lot of freedom in the choice of the intervals J k and their stretchable subintervals. The next two results compensate for this ambiguity. 
Then the J k also satisfy (i)-(iii).
Proof. The proof of each part will be given separately.
Then A = A 1 . . . A n since (ii) of (3.1) implies that any W α must be completely contained in some J. We claim that
, where A k = α ∈ A : W α ⊂ J k . This follows from the following simple observations (which also hold with A in place of A):
• Each A k is nonempty, by (iii) of (3.1).
• If α ∈ A k , α ∈ A k with k < k , then W α < W α ; indeed, J k < J k .
• If α ∈ A k , then sign(θ γ (t) − ϕ) = σ(k) for all t ∈ W α , by (i) of (3.1). Suppose that α ∈ A 1 ∩ A k for some k > 1. Then the third observation implies that k ≥ 3. Choose β ∈ A 2 . By the second observation, W β < W α . Hence β ∈ A 1 ∩ A 2 , contradicting the third observation. It follows that A 1 = A 1 . An entirely similar argument shows that if
Since the latter two intervals satisfy condition (i) by hypothesis, so does [a
k , a k+1 . By (i) and (ii) of (3.1), any t ∈ b k , b j1 k+1 thus satisfies |θ γ (t)−ϕ −σ(k+1) | > 2ε and any t ∈ a j2 k , a k+1 satisfies |θ γ (t) − ϕ −σ(k) | > 2ε. Together with (13), this implies that (ii) holds for the J k .
(
c): This is an immediate consequence of (i)-(iii).
Notation. In all that follows, K denotes a finite simplicial complex. (Actually, most of the time all that is required is that K be a compact Hausdorff topological space.) (3.6) Lemma. Let σ be a sign string of length n and
be continuous maps such that γ p is (ϕ p , ε p )-quasicritical of type σ for all p ∈ K. Then: Proof of (3.6).
Since these conditions are open, they actually hold for the same choice of intervals for all q in the closure U p of some neighborhood U p of p. Let (U i ) i∈[l] be a finite subcover of the cover (U p ) p∈K so obtained, and let
) be the endpoints of the corresponding intervals.
Let
) form a partition of unity subordinate to the cover (U i ),
Because a i,k < b i,k < a i,k+1 for each i and k by hypothesis, the definition of J k (p) makes sense and J 1 (p) < · · · < J n (p) holds for all p ∈ K. Now fix p and let i 1 , . . . , i m ∈ [l] be all the indices i such that ρ i (p) > 0. Set (3.7) Lemma. In the situation of (3.6), it is possible to choose the cover (U i ) i∈ [l] of K and the intervals
p or c i,k = 0, and either
Remark. The purpose of part (a) is to guarantee that when γ p | I i,k is stretched for p ∈ U i ∩ U i , the "stretchability" of γ p | I i ,k will not be affected. By (2.2) (d), this can be arranged simply by stretching these arcs successively for each i = 1, . . . , l. Similarly, part (b) will be used to ensure that stretching γ p will not affect its property of being quasicritical of type τ for another sign string τ . Part (c) means that for diffuse curves one may always choose intervals I i,k exhibiting this property.
Proof. Let U i be open sets as in (3.6), with associated stretchable intervals I k (U i ) : 
Such a set exists because
For each k ∈ [n], take I k U ij to be the same intervals as for the original sets U ij and I k V Tm to be any connected component of
) satisfies the conditions stated in (3.6) (b). Therefore, by (2.2) (d), if V Tm is sufficiently small, then I k V Tm satisfies these conditions for all p ∈ V Tm . Further, by construction I k V Tm either contains or is disjoint from I k (U ij ) for each j, k. Thus: 
Proof. Clearly, the lemma can be deduced from the special case where m = 2. Let n = |σ 2 |, l = |σ 1 | and let J 1 < · · · < J n , J 1 < · · · < J l be intervals as in (3.1) for (σ, ε) = (σ 2 , ε 2 ) and (σ 1 , ε 1 ), respectively. For each k ∈ [n], let I k ⊂ J k be a subinterval where
But this contradicts (i) of (3.1) (for σ = σ 1 ). Hence, ε 2 > 2ε 1 .
(3.9) Lemma. Let σ be a sign string, 0 < ε < ε and suppose that γ ∈ M(Q) is simultaneously (ϕ, ε)-and (ϕ, ε )-quasicritical of type σ. Then γ is (ϕ, δ)-quasicritical of type σ for any δ ∈ [ε, ε ].
Proof. Let n = |σ| and J 1 < · · · < J n , J 1 < · · · < J n be as in (3.1), corresponding to ε, ε , respectively. The inequalities ε ≤ δ ≤ ε and (3.2) imply that the intervals J k still satisfy (i) and (ii) of (3.1) if ε is replaced by δ. An argument similar to the proof of (3.5) (a) shows that if I k ⊂ J k is any subinterval where
, there exists such an I k which, additionally, is stretchable. Hence the J k also satisfy (iii) if ε is replaced by δ.
(3.10) Remark. Let 0 < δ ≤ ε, γ be (ϕ, ε)-quasicritical of type σ, and J k (k ∈ [n]) be intervals as in (3.1) for the pair (ϕ, ε). Suppose that θ γ ([0, 1]) ⊂ (ϕ − − δ, ϕ + + δ) and that each J k contains a stretchable subinterval I k where θ γ − ϕ σ(k) < δ throughout. Then the J k also satisfy (i)-(iii) of (3.1) for the pair (ϕ, δ), hence γ is (ϕ, δ)-quasicritical of type σ (3.11) Lemma. Let γ ∈ M(Q) be a critical curve of type σ. Let S = ϕ ∈ R : there exists ε > 0 for which γ is (ϕ, ε)-quasicritical of type σ .
Then S is an open interval containingφ γ .
Proof. Letφ =φ γ be as in (12). By (3.3) , S is open and by (3.4),φ ∈ S. Suppose that γ is (ϕ, ε)-quasicritical of type σ; no generality is lost in assuming thatφ ≤ ϕ. Since γ is critical,
Let ψ ∈ [φ, ϕ], δ = ε − (ϕ − ψ) and let J 1 < · · · < J n be as in (3.1) for the pair (ϕ, ε). We claim that these intervals also satisfy (i)-(iii) for the pair (ψ, δ).
, as a consequence of (15). It is easy to check that ψ + − 2δ > ϕ + − 2ε and ψ − + 2δ < ϕ − + 2ε.
Consequently, the J k satisfy (i), (ii) of (3.1) for the pair (ψ, δ). Let t 1 < · · · < t n be such that θ γ (t k ) =φ σ(k) . By (15), each t k must be contained in an interval J k with σ(k ) = σ(k). Therefore, no two of the t k can be contained in the same J, so that t k ∈ J k for all k ∈ [n]. Sinceφ − ≤ ψ − , if σ(k) = −, then J k must contain some t such that θ γ (t) = ψ − . In particular, by (2.2) (a), condition (iii) of (3.1) is satisfied by J k for the pair (ψ, δ) whenever σ(k) = −. If σ(k) = +, let I ⊂ J k be an interval as in (iii) for the pair (ϕ, ε). By (2.2) (b), this interval is also stretchable with respect to ψ + . Moreover,
hence J k also satisfies (iii) for the pair (ψ, δ) in case σ(k) = +.
, where e iθ1 = z and |θ 1 | < π. Let U c , U d be the open subsets of M(Q) consisting of all all condensed (resp. diffuse) curves. Define
If M(Q) does not contain critical curves of type σ, set V σ := ∅. Otherwise, define 
. Using (3.11) and compactness of K, choose s 0 ∈ (0, 1] and δ > 0 so small that:
• γ p is (ψ, ε)-quasicritical of type σ (for some σ and ε > 0, whose values are irrelevant) for
be an increasing continuous function satisfying:
and set
(3.14) Corollary. If N(Q) is contractible, then so is M(Q).
Proof. Indeed, pr : N(Q) → M(Q) induces surjections on homotopy groups and a weakly contractible Hilbert manifold is contractible.
(3.15) Lemma. Let p : X → Y be a continuous map between topological spaces. Suppose that X S n for some n ∈ N and that given any compact space K and any map g : K → Y , there exists g : K → X such that pg = g. Then Y is either weakly contractible or a homology n-sphere.
Proof. The hypothesis immediately implies that Y is a Moore space M (Z/(k), n) for some k ∈ N. Let K be a CW complex obtained by attaching an (n + 1)-cell to S n via a map of degree k. Let g : K → Y be such that g * : H * (K) → H * (Y ) is an isomorphism. By hypothesis, g factors through X. Since H n (X) Z, this implies that either k = 0 or k = 1.
The homotopy type of M(Q) will be determined as follows. If M(Q) contains no critical curves, then it is homotopy equivalent to S 0 by the results of [4] . Otherwise, let n denote the greatest length |σ| among those sign strings σ for which V σ = ∅. In §4 the cover V will be shown to have the same combinatorics as that in (1), and in §5 it will be shown that V is a good cover of N(Q). Then (3.15) will imply that either M(Q) is contractible or it has the homotopy type of S n−1 . Finally, if N(Q) S n−1 , then M(Q) S n−1 as well, because in this case a non-nullhomotopic map S n−1 → M(Q) can be constructed explicitly; this is done in §6.
3), such functions can be defined on a neighborhood of every p ∈ K. Globally defined
) are obtained by using partitions of unity; this works because of (3.9). The last assertion is an immediate consequence of (3.8).
(3.17) Definition. Let (γ, ϕ) ∈ V σ , n = |σ|, and let J k (k ∈ [n]) be intervals satisfying the conditions in (3.1) for some ε ∈ (0, π 4 ). Define h : V σ → R n by:
(3.18) Remark. Even though ε and the J k are not uniquely determined, (3.5) (a) implies that h is well-defined. Furthermore, it is continuous. Indeed, by (3.3), for (η, ψ) sufficiently close to (γ, ϕ), we may choose the same intervals J k in (3.1) for (η, ψ) as for (γ, ϕ); but for fixed J k ⊂ [0, 1], it is clear that (16) depends continuously upon (γ, ϕ).
Given intervals I 1 , . . . , I n , let I 1 * · · · * I n denote the smallest closed interval containing I 1 ∪· · ·∪I n .
(3.19) Lemma. Let σ 1 ≺ σ 2 be sign strings and suppose that γ ∈ M(Q) is (ϕ, ε j )-quasicritical of type σ j , j = 1, 2. Let |σ 1 | = l, |σ 2 | = n and J 1 < · · · < J n be intervals as in (3.1) for the pair (σ 2 , ε 2 ). Then there exist intervals
. Let J 1 < · · · < J l be any intervals as in (3.1) for the pair (σ 1 , ε 1 ). Then:
• Each t kj must be contained in some J i with σ 2 (k j ) = σ 1 (i). This follows immediately from condition (ii) of (3.1) for the pair (σ 1 , ε 1 ).
• For each i ∈ [l], J i must contain one of the t kj . Indeed, by (iii) of (3.1), for any i there exists s i ∈ J i such that |θ γ (s i ) − ϕ σ1(i) | < ε 1 . By (3.8), 2ε 1 < ε 2 , hence s i ∈ J k for some k, which forces |h k (γ, ϕ)| < ε 1 . Therefore k = k j for some j, and it follows that t kj must be contained in J i . Let be the reduced string of τ . The first assertion implies that is a substring of σ 1 , while the second one implies that it cannot be a proper substring. Consequently = σ 1 .
Thus, there exists a decomposition of {k 1 , . . . , k m } as the disjoint union of nonempty sets S 1 < · · · < S l with σ 2 (k) = σ 1 (i) whenever k ∈ S i . Set J i = * k∈S i J k . Then J 1 < · · · < J l , and parts (a) and (b) hold by construction. Moreover, |θ γ (t) − ϕ| <
then this is obvious from (ii) of (3.1), since ε 2 > 2ε 1 by (3.8); if t ∈ J k for some k, then necessarily |h k (γ, ϕ)| > 2ε 1 , hence again the inequality holds. This proves that condition (ii) of (3.1) is satisfied by the J i . Condition (i) is also easily verified using that ε 2 > 2ε 1 . Since γ is (ϕ, ε 1 )-quasicritical, there exist intervals I 1 < · · · < I l such that I i is stretchable and (17) θ γ (t) − ϕ σ1(i) < ε 1 for all t ∈ I i and i ∈ [l].
The inequality implies that each of these intervals must be contained in some J , and no two subsequent intervals may be contained in the same J . Hence I i ⊂ J i for each i ∈ [l]. This proves that condition (iii) of (3.1) is satisfied by the J . Since ε 1 < ε 2 , (17) also implies that each I i must be contained in some J k with |h k (γ, ϕ)| < ε 1 , so that J k ⊂ J i by the definition of the J . This proves part (c).
Incidence data of the cover of N(Q)
Good covers of Hilbert manifolds. An open cover U = (U ν ) ν∈I of a space is good if for any finite J ⊂ I, the intersection ν∈J U α is either empty or contractible. Let V = (V ν ) ν∈I be a good cover of another space, indexed by the same set I. Then U and V will be called (combinatorially) equivalent when for any finite J ⊂ I, ν∈J U ν = ∅ if and only if ν∈J V ν = ∅. Recall that the nerve K U of an open cover U of a space is a simplicial complex whose n-simplices correspond bijectively to the nonempty (n + 1)-fold intersections of distinct elements of U, for each n ∈ N.
(4.1) Lemma. If U is a good cover of a paracompact space X, then X is homotopy equivalent to the nerve K U .
Proof. See [2] , Corollary 4G.3 or [5] , p. 141.
Because the spaces L κ2 κ1 (P, Q) are closed submanifolds of the separable Hilbert space E (see Definition 1.6 of [4] ), they are second-countable and metrizable. It follows that they are also paracompact. It will be tacitly assumed below that all Hilbert manifolds are separable and metrizable. Proof. Let U and V be equivalent good covers of M and N, respectively. Let K be the nerve of U, which is homeomorphic to the nerve of V by hypothesis. By (4.1), there exist homotopy equivalences M → K and K → N. The corollary thus follows from the fact that a homotopy equivalence between two Hilbert manifolds is homotopic to a homeomorphism, see [4] , Lemma 1.7 (b) . Incidence data of the cover of N(Q). The purpose of this subsection is to determine which of the open sets V * ⊂ N(Q) described in (3.12) intersect each other.
(4.4) Lemma. Suppose that γ ∈ M(Q) is simultaneously (ϕ, ε)-quasicritical of type σ and (ϕ, ε )-quasicritical of type σ , for some ϕ ∈ R, ε, ε ∈ (0, π 4 ) and sign strings σ, σ . Then σ = −σ. Proof. No generality is lost in assuming that ε ≤ ε . Let n = |σ|, l = |σ | and J 1 < · · · < J n , J 1 < · · · < J l be intervals as in (3.1), for the pairs (σ, ε) and (σ , ε ), respectively. For each k ∈ [n], choose an interval I k ⊂ J k such that
Then for each k ∈ [n], I k must be contained in some J i with σ(k) = σ (i). In particular, I k and I k+1 are not contained in the same J for any k. Therefore, either l > n or l = n and σ = σ.
In words, we can find nested copies of each σ k inside of σ n by an appropriate choice of the R k . The proof is an easy induction which will be left to the reader. (4.7) Lemma. Let σ k (2 ≤ k ≤ n) be sign strings satisfying |σ k | = k. Suppose that M(Q) contains critical curves of type σ n . Then V (c,σ2,...,σn) and V (d,σ2,. ..,σn) are nonempty.
Proof. Write Q = (q, z) ∈ C × S 1 . By Proposition 5.3 of [4] , the region
is open in C. Hence, there exists κ 1 ∈ (0, 1) such that κ 1 q ∈ R σn . LetQ = (κ 1 q, z). Ifη ∈ M(Q) is a critical curve of type σ n , then the dilated curve η = 
is compact, it intersects only finitely many components
is an open subinterval of (0, 1) for each i ∈ [l], and either the maximum or the minimum of θ η | V i is attained at both endpoints. Let
By grafting η at points of C if necessary (see Definition 4.13 and Figure 9 of [4] ), it may be assumed that for each i, η| V i contains a line segment of some larg length L > 0 where θ η =φ η ± . Let α i = η| V i . Then each α i satisfies the hypothesis of (4.6). Hence there exists δ, 0 < 2δ < min {λ, µ}, such that for each i ∈ [l], if ε i ≤ δ then α i can be deformed (keeping initial and final frames fixed) to a curve β i such that ω(α i ) − ω(β i ) = ε i . We claim that an appropriate choice of the ε i yields a curve of the required type.
Since η is a critical curve of type σ n , there is a partition of [l] into sets A 1 < · · · < A n such that for every k ∈ [n] and i ∈ A k , there exists t ∈ V i for which θ η (t) =φ η σn(k) . In view of (4.5), no generality is lost in assuming that
Let γ be the curve which results by deforming each α i to β i , as described above. Notice thatφ γ =φ η . Furthermore:
(a) γ is not condensed, because for every
γ is not diffuse, since η is not diffuse and each β i was obtained from α i by a deformation which decreases amplitude. (c) γ is φ γ , 4 k−n δ -quasicritical of type σ k for each k = 2, . . . , n by construction. Indeed,
it is straightforward to verify that J 1 < · · · < J k satisfy (i) and (ii) of (3.1) for ε = 4 k−n δ (k ≥ 2). Condition (iii) is a consequence of (2.2) (c) and our assumption that each arc η| Vi contains a line segment of some large length L where θ η =φ η ± . † Recall that ω(γ) = sup θγ − inf θγ denotes the amplitude of γ.
Therefore, by (18), (γ,φ γ ) ∈ V (σ1,...,σm) . By Proposition 5.1 of [4] , the boundaries of U c and U d in M(Q) are both equal to the set of all critical curves in M(Q). Therefore, by (3.3), a slight perturbation of γ yields a curveγ such that (γ,φ γ ) ∈ V (c,σ1,...,σm) or (γ,φ γ ) ∈ V (d,σ1,...,σm) .
Let us say that τ is a top sign string for M(Q) if the latter contains critical curves of type τ , but does not contain critical curves of type τ for any sign string τ with |τ | > |τ |. Set n = |τ |. Proposition 5.3 of [4] determines whether M(Q) contains critical curves of type σ in terms of Q, for any sign string σ. Notice in particular that M(Q) always admits a top sign string τ , except in case it does not contain critical curves at all. Given any family (γ p , ϕ p ) ∈ V (c,σ1,...,σm) or V (d,σ1,...,σm) , indexed by a finite simplicial complex, we have shown that γ p can be continuously deformed to look like a curve η p as in Figure 11 . To finish the proof of (5.1), it thus suffices to show that any such family is contractible. This is true because any η as in the figure is essentially determined by p(η, ϕ) = (x, ϕ), where x = (x 1 , . . . , x n ) is obtained as indicated there and n = |σ m |. To make this more precise, we begin by describing a construction which implies that each fiber of p is contractible. It will then be shown that p is a quasifibration.
(5.7) Construction. Let γ 0 , γ 1 : [0, 1] → C be two regular curves parametrized proportionally to arc-length and θ γj : [0, 1] → R be continuous functions satisfying exp iθ γj = t γj (j = 0, 1). Let ϑ 0 , ϑ 1 ∈ R and κ 1 ∈ (0, 1). Suppose that γ = γ 0 , γ 1 satisfies:
Recall thatθ η = |η| κ η for any piecewise C 2 curve (except at finitely many points). Condition (ii) thus implies that θ γ is an increasing, piecewise linear function. We shall describe a homotopy s → γ s (s ∈ [0, 1]) joining γ 0 to γ 1 through regular curves satisfying (i) and (ii). The idea is to parametrize both γ j by the argument θ ∈ [ϑ 0 , ϑ 1 ] and use convex combinations; this works only if both θ γj are strictly increasing, but an easy adaptation also covers the general case. See Figure 12 . 
. A straightforward computation shows that the radius of curvature
in the interior of intervals of the first type. The restriction of η s to an interval of the second type is a parametrization of a (possibly degenerate) line segment parallel to e iα k . Thus η s satisfies (i) and (ii). The desired homotopy s → γ s is obtained by reparametrizing η s proportionally to arc-length. 
n to consist of all x = (x 1 , . . . , x n ) ∈ R n such that:
This space is weakly contractible for any choice of σ j , δ j because it is weakly homotopy equivalent to the space X (d,σ1,σ1,. ..,σm,σm) described in (1.17); see (1.18) and (1.19). 
is an arc of circle of radius 1 κ0 and amplitude less than π;
) is a straight line segment of length greater than 8 and
The arcs in condition (i) are allowed to be degenerate. Observe that if (γ, ϕ) ∈ E d , then γ is diffuse and (ϕ, δ j )-quasicritical of type σ j for each j ∈ [m] (for σ j and δ j as above). Here R(Q) is the open interval described in (3.12).
(5.10) Lemma. The space E d defined above is weakly contractible.
, where x = (x 1 , . . . , x n ) is as in condition (ii) of (5.9). Fix (x, ϕ) and (γ 0 , ϕ) ∈ p −1 (x, ϕ); let t 0 = 0 < · · · < t 2n+1 = 1 be as in condition (ii) for (γ 0 , ϕ). Given γ = γ 1 ∈ p −1 (x, ϕ) and t 0 < · · · < t 2n+1 as above, apply (5.7) to the restrictions γ| [tν−1,tν ] and γ| [t ν−1 ,t ν ] for each ν ∈ [2n + 1] to obtain a homotopy s → γ s joining γ 0 to γ 1 . The validity of (iii) and (iv) of (5.7) guarantees that (γ s , ϕ) ∈ E d for all s ∈ [0, 1]. Therefore, the fiber p −1 (x, ϕ) is either contractible or empty, for any (
ε(x) = min {ε 0 (x), . . . , ε m (x)} .
Then the open ball B ε (x) is convex and B ε (x) ⊂ H d for any ε ∈ (0, ε(x)). We claim that p has a section over B ε (x)×R(Q) ⊂ H d ×R(Q) for any x ∈ H d and ε ∈ (0, ε(x)). In particular, p is surjective. Together with contractibility of the fibers and (1.12), this will imply that p is a quasifibration, and hence that E d is weakly contractible. Let x ∈ H d and ε ∈ (0, ε(x)). For each y = (y 1 , . . . , y n ) ∈ B ε (x), consider the (unique) curve η y : [0, 1] → C of type c lc . . . lc n such that Φ η y (0) = (0, 1) ∈ C × S 1 , t η y (1) = z and θ η y = ϕ σm(k) + y k over the k-th line segment, which we set to be of length 10 for all k ∈ [n]. Then (η y , ϕ) satisfies all of the conditions required of elements of E d , except that η y (1) may not agree with q ∈ C as it should. To correct this, choose k 1 , k 2 ∈ [n] such that σ m (k 1 ) = +, x k1 > 0, σ m (k 2 ) = −, x k2 < 0; such indices exist by condition (i) in the definition of H d . Moreover, by the choice of ε, y k1 > 0 and y k2 < 0 for any y ∈ B ε (x). Let t : B ε (x) → [0, 1] be a continuous function such that t η y (t(y)) = e iϕ . Then a section y → γ y of p over B ε (x) can be obtained by increasing the length of the k-th line segment to l k ≥ 10 for k = k 1 , k 2 and grafting a straight line segment of length l 0 ≥ 0 at t(y). More precisely, the origin 0 ∈ C lies in the interior of the triangle whose vertices are e iϕ , ie i(ϕ+y k 1 ) and −ie i(ϕ+y k 2 ) . Therefore, any complex number can be written as a 0 e iϕ + a 1 ie i(ϕ+y k 1 ) − a 2 ie i(ϕ+y k 2 ) for some a 0 , a 1 , a 2 > 10.
Consequently the lengths l 0 , l k1 , l k2 can be (continuously) chosen to achieve that γ y (1) = q. Figure 13 (b) .) We shall identify ∂C with S n−1 and S with its equator S n−2 when convenient. Figure 13 . The subset S ≈ S n−2 of C (in thick) for n = 2 and 3.
To simplify the explanation, let us assume first that there exists ϕ ∈ R such that it is possible to find critical curves γ 1 , γ 2 ∈ M(Q) of types τ and −τ such thatφ γ1 = ϕ =φ γ2 . (It is not hard to show that this is always the case if n is even, but this fact will not be used.) This implies that it is possible to find a critical curve γ ∈ M(Q) of type σ withφ γ = ϕ for any σ with |σ| ≤ n. Let κ 0 , δ ∈ (0, 1). Let T = S × [−δ, δ] be identified with a tubular neighborhood of S n−2 ≡ S in S n−1 ≡ ∂C, with a point (x, s) ∈ T lying in the hemisphere H sign(s) at distance |s| from S n−2 and x ∈ S n−2 realizing this distance (here H ± are the two hemispheres determined by S n−2 ). For each (x, s) ∈ T , let η . Observe that for all x ∈ S, η (x,s) is critical, condensed or diffuse according as s = 0, s < 0 or s > 0, respectively.
The curves η (x,s) do not in general satisfy η (x,s) = q, but this can be corrected as follows. Because of the hypothesis on ϕ, if κ 0 ∈ (0, 1) is sufficiently close to 1 and δ ∈ (0, 1) sufficiently close to 0, then η (x,s) − q , e iϕ < 0 for all x ∈ S, s ∈ [−δ, δ].
For fixed x ∈ S, choose t 0 , t 1 , t 2 ∈ [0, 1] such that θ η (x,0) (t i ) = ϕ, ϕ + π 2 and ϕ − π 2 for i = 0, 1, 2, respectively. By grafting line segments at η (x,0) (t i ) (i = 0, 1, 2), a curve γ (x,0) with γ (x,0) (1) = q as desired is obtained. Clearly, the same procedure will work in a neighborhood of (x, 0), for the same choices of t i . Using a partition of unity and reducing δ > 0 further if necessary, this yields a family γ (x,s) ∈ M(Q) (x ∈ S, s ∈ [−δ, δ]). The chosen open sets, the corresponding t i and the lengths of the segments do not change the homotopy class of f and are irrelevant for the calculation of deg(gf ).
The correspondence (x, s) → γ (x,s) ∈ M(Q) can be extended to a map f : S n−1 → M(Q) through nullhomotopies of the families γ (x,δ) and γ (x,−δ) (x ∈ S) within U d and U c , respectively. The latter two sets are contractible by Theorems 3.3 and 4.19 of [4] . This completes the construction of f under the initial assumption on ϕ.
In the general case, let γ ±τ ∈ M(Q) be arbitrary critical curves of type ±τ , and set ϕ ±τ =φ γ±τ ∈ R. Let U ±τ denote the open star in S of the vertices p = π 2 (τ (1), . . . , τ (n)) and −p, respectively.
Since U τ ∩ U −τ = ∅, we can find a continuous function S → R, x → ϕ x , taking values in the closed interval with endpoints ϕ ±τ , such that ϕ x = ϕ ±τ if x ∈ U ±τ . By Proposition 5.3 in [4] , if |σ| < n, then there exist critical curves γ of type σ withφ γ = ψ for all ψ in this interval. Hence, the preceding definition of γ (x,s) works for every x ∈ S if ϕ is replaced by ϕ x in (32).
(6.4) Lemma. Suppose that ±τ are both top sign strings for M(Q), where |τ | = n. Let g : M(Q) → S n−1 and f : S n−1 → M(Q) be the maps described in Constructions 6.2 and 6.3. Then deg(gf ) = ±1.
Proof. Let N denote the north pole of S n−1 and p = π 2 (τ (1), . . . , τ (n)) ∈ S. Then (gf ) −1 (N ) = {p}, hence the result will follow if gf is a homeomorphism near p. By Brouwer's invariance of domain, it suffices to show that gf is injective on a neighborhood of p in ∂C. Finally, by the definition of f | T , it actually suffices to show that gf is injective on a neighborhood of p in S. Let U ⊂ S be an open set containing p such that λ(U ) = {0} and A(U ) ⊂ B 1 (0), where A and λ are as in (6.2) . For x,x ∈ U ,
Therefore, A(γ x ) = A(γx) if and only if (x −x) is a multiple of (1, 1, . . . , 1). In a small neighborhood of p in S, this occurs if and only if x =x. Thus gf | S is injective near p, and deg(gf ) = ±1.
Obviously, one can achieve that deg(gf ) = +1 by composing g with a reflection if necessary. The next result is a corollary of (6.1) and (6.4). Proof. By (3.13), the induced map pr * : H * (N(Q)) → H * (M(Q)) is surjective. Since M(Q) and N(Q) are either simultaneously contractible or simultaneously homotopy equivalent to a sphere, pr * must actually be an isomorphism. We conclude that pr is a homotopy equivalence using the same argument as in the proof of (6.1).
The proof of the main theorem (stated in the introduction) is now straightforward.
(6.6) Theorem. Let θ 1 ∈ (−π, π), z = e iθ1 and Q = (q, z) ∈ C × S 1 . Then M(Q) is homeomorphic to E × S 2k or E × S 2k+1 (k ≥ 0) for q in the open region not intersecting the negative real axis bounded by the three circles C 4k+4 (iz − i) and C 4k+2 (±(i + iz)), or C 4k+4 (i − iz) and C 4k+6 (±(i + iz)), respectively.
Proof. Proposition 5.3 of [4] describes precisely when M(Q) contains critical curves of any given type. If M(Q) does not contain any critical curves (or, equivalently, if it does not admit a top sign string), then M(Q) ≈ E or E × S 0 according as U c is empty or not, as described in Theorem 6.1 of [4] . If it does admit a top sign string, then we conclude from (5.15) and Proposition 5.3 of [4] that the theorem holds if M(Q) is replaced by N(Q) in the statement. But M(Q) ≈ N(Q) by (6.5).
