In this manuscript we investigate the existence of mild solution for a abstract impulsive neutral integro-differential equation by using semigroup theory and Krasnoselskii-Schaefer fixed point theorem in different approach. At last, an example is also provided to illustrate the obtained results.
Introduction
The systems of differential equations with impulses can be successfully applied to model the shutter dynamics of a blow back valve. This is the common example for mathematical model in impulsive differential equation. An important specific feature that differentiate the differential equation without impulses and impulsive differential equations is the fact that their solutions are subjected to the multiple external influences, which are discrete in time and their solutions are discontinuous functions. This type of equations are well studied due to their wide application in practice. Nowadays the theory of impulsive differential and partial differential equations have become an important area of investigation because of its applicability is wide in biological systems, blood flows, population dynamics, control, mechanics, electrical engineering fields, mechanical systems with impact, theoretical physics, radio physics, pharmacokinetics, mathematical economy, chemical technology, electric technology, industrial robotics, metallurgy, ecology, medicine and so on. We refer the monographs of Benchora et al. [4] , Lakshmikantham et al. [19] and the papers of [5, 7, 8, 22, 24, 23, 11] and the references cited therein for more details on this theory and on its applications.
Recently, the theory of impulsive differential equations as much as neutral differential equations represents an important area of investigation having various applications to problems arising in mechanics, electrical engineering, biology, ecology and in many areas of applied mathematics. The system of rigid heat conduction with finite wave spaces were described in the form of the integro-differential equation of neutral type with delay. Recently neutral impulsive differential and integro-differential equations have received substantial interest from researchers [7, 17, 9, 10, 1, 2, 20] . Since the literature regarding to ordinary neutral differential equations is quite extensive, we suggest the reader to refer Hale [12] , which has a comprehensive presentation on these equations. For further applications of partial functional differential equations of neutral type, we refer to Hale [13] and Wu [25, 26, 27] .
In recent years the theory of semigroups of bounded linear operator together with differential and integro-differential equations has been extended to a large and interesting theory of semigroups of nonlinear operators in Hilbert and Banach Spaces. Some more recent results we applied on semigroups can be found in Pazy [21] . The fractional powers of operators and their properties were investigated by Pazy [21] . Alka Chadha et al. [6] established the mild solutions for an impulsive neutral integro-differential equation with infinite delay via fractional operators.
As the generalization of abstract impulsive neutral integro differential equations have attracted the researchers in a great manner. However Langing Hu et al. [18] discussed about the solutions for a class of impulsive neutral stochastic functional integro-differential equations with infinite delay in an abstract space by means of the Krasnoselskii-Schaefer type fixed point theorem. In [7] , the existence of mild solutions for impulsive neutral functional differential equations with infinite delay was examined in Banach spaces and Balachandran et al. [3] discussed the existence of mild solutions for impulsive neutral evolution integro-differential equations with infinite delay in same space by using analytic semigroup theory and the Krasnoselskii-Schaefer type fixed point theorem with examples.
Concerning general motivations, relevant developments and the current status of the theory of abstract impulsive differential equations, we suggest [14, 15, 16, 17] . Therefore, the underlying commitment for the advancement of theory on the existence and qualitative properties of solutions for abstract neutral differential system described in the abstract form and their specialized approach permits some notable simplifications in the study of other classes of abstract neutral differential equations.
By the above mentioned motivations, we analyzed the existence of mild solutions for an abstract impulsive neutral integro differential equations by using fixed point technique. This paper has four sections. In Section 2, we recall the notations, definitions and lemmas which are used throughout this paper. In Section 3, we study the existence of mild solutions of the problem (2.1) − (2.3) by using Banach contraction principle and Krasnoselskii-Schaefer type fixed point theorem. In section 4, we describe an application to impulsive partial differential equations.
Problem formation and preliminaries
Below, we present some preliminary results and definitions to prove the main results. First we consider the abstract impulsive neutral integro-differential equation of the model
t 0 e 2 t, s, u(s) ds , t ∈ (0, a], t = t i , i = 1, . . . N, (2.1)
where A is the infinitesimal generator of an analytic semigroup {T (t)} t≥0 in a Banach space X having norm · and M 1 is a positive constant to ensure that T (t) ≤ M 1 , the domain of the α-fractional power of −A endowed with the graph norm (−A) α x is denoted as X α and f, g : [0, a] × X α × X α → X, I i ∈ C(X α , X) for all i = 1, ..., N, are given appropriate functions and e k : [0, a] × X α → X, k = 1, 2 are suitable functions. Due to the previously mentioned advancements, in our paper we present our outcomes of existence of mild solutions of an abstract impulsive differential equations. The type of function I i we considered in the problem (2.3) are mapped from X α into X. And we follow P C α (X α ), the class of Banach spaces with weight formed by piecewise continuous functions. Here J = [0 = t 0 < t 1 < t 2 < · · · < t N < a] are fixed numbers. ∆u(t i ) represents the jump of u(·) at t i which is denoted by ∆u(t i ) = u(t + i ) + u(t − i ), where u(t + i ) and u(t − i ) denote the right and left limit of u(·) at t i respectively. Now we present some notations and techniques needed in the manuscript. Let (Z , · Z ) and (W , · W ) be Banach spaces. Below L (Z , W ) represents the space of bounded linear operators from Z into W with the norm of operators denoted by · L (Z ,W ) and we depict L (Z ) and · L (Z ) such that Z = W . And also, the closed ball B l (z, Z ) with center at z and radius l in Z and for an interval J ⊂ R. For the space formed by all bounded continuous functions from J into Z , we consider the notation C(J; Z ) equipped with the uniform norm depicted by · C(J;X) .
Let 0 ∈ (A), then we can define the fractional power (−A) α for 0 < α ≤ 1, as a closed linear operator on its domain D((−A) α ) and (−A) α ≤ M 0 . Then, the subspace D((−A) α ) is dense in X and the norm defined in it is
Therefore from now we denote X α be the Banach space D((−A) α ) normed with X α . Proposition 2.1. [21] Let {T (t)} t≤0 be an analytic semigroup with infinitesimal generator A, the following properties will be used:
(ii) If 0 < β < α ≤ 1, then X α ⊂ X β and the imbedding is compact whenever the resolvent operator of A is compact.
(iii) for any 0 ≤ α ≤ 1, there exists a positive constant C α fulfilling
In this paper, α ∈ (0, 1), t 0 = 0, t N +1 = a and δ i = (t i+1 − t i ) where i = 0, 1, ..., N. We consider the space P C(X) formed by all the functions u : [0, a] → X for impulsive conditions such that u(·) is continuous at t = t i , u(t − i ) = u(t i ) and u(t + i ) exists for all i = 0, 1, ..., N, with the uniform norm defined in it. We consider the space P C α (X α ) formed by all the functions u : (0, a] → X α such that u |(ti,ti+1] ∈ C((t i , t i+1 ]; X α ) and for all values of i = 0, 1, ..., N,
Then, P C α (X α ) is a Banach space. Again we consider the function u i ∈ C([t i , t i+1 ; X]) is given by
If B ⊆ P C(X), we use the set B i = { u i : u ∈ B}. We show the following lemma.
In consistence with the prior specified discussion, we specify the mild solution of the model (2.1) − (2.3).
For a number q > 1, let q be the conjugate of q, then 1 q + 1 q = 1 and take q = ∞ for q = 1.
We list the following hypotheses in order to investigate the existence of (2.1) − (2.3), (H1) The function g belongs to C(J × X α × X α ; X), q ∈ [1, 1/α) for α ∈ (0, 1) and the functions K g and K g ∈ L q (J; R + ) and K * g > 0; fulfills the subsequent assumptions for all t ∈ J,
(H3) The functions e k : J × X α are continuous and there exist constants
(H4) The function I i ∈ C(X α ; X) and the functions K Ii : [0, ∞) → R + , which are non-decreasing for all φ 1 , φ 2 in B l (0, X α ), for all i = 1, 2, ..., N and each l > 0, such that
Existence of Mild Solutions
In this area we show and illustrate the existence results for the model (2.1)-(2.
3) under Banach contraction principle and Krasnoselskii-Schaefer type fixed point theorem.
Theorem 3.1. Assume that the hypotheses (H1) − (H4) hold and for r > 0, Θ ∈ (0, 1) such that
Cα
, then there exists a unique mild solution u ∈ P C α (X α ) of (2.1) − (2.3).
Proof. Let the map Γ : P C α (X α ) → P C α (X α ) characterized by
To show the map is a contraction on B r (0, P C α (X α )), initially we prove that Γ has values in B r (0, P C α (X α )).
On the other hand, from the Hölder's inequality, Lemmas (2.1), (2.2) of [14] and by the proposition (2.1), we have
5)
where
Again by using Lemma 2.1 and 2.2 of [14] , we have
Hence by combining the estimates (Q 1 ) − (Q 3 ) and together with (3.5), we obtain
For t ∈ (t j , t j+1 ], by combining the above results in (3.4), we have 
and Γu ∈ B r (0, P C α (X α )). Then for u, v ∈ B r (0, P C α (X α )), we have
for all u, v ∈ B r (0, P C α (X α )) and Γ is a contraction on P C α (X α ) when
Thus there exists a unique fixed point v ∈ B r (0, P C α (X α )) of Γ(·). Next we prove that u(·) is a mild solution of the system (2.1) − (2.3). Obviously all the limits u(t + i ) exist when u(·) is left continuous on J.
For that we need the following results. For all t ∈ (t j , t j+1 ] by the hypothesis (H1) − (H4) and Hölder's inequality, we have 
Similarly by using above discussions for Q 5 , we have,
Hence,
By utilizing above results and from (3.3) and for t ∈ (t j , t j+1 ], we have 
By using J 5 and J 6 , we have
< ∞ which gives that u P C(X) < ∞. Therefore Γu P C(X) is finite. Hence u(·) ∈ J is a mild solution of the problem (2.1) − (2.3). 
then there exists a unique mild solution u ∈ P C α (X α ) of (2.1)-(2.3). If the functions K g , K g , K f , K f , K Ii are bounded and C α p 1 + Υ < 1 where
then there exists a unique mild solution u ∈ P C α (X α ) of (2.1) − (2.3).
Proof.
≤ Θr for r > 0, Θ ∈ (0, 1) and Ω defined in (3.2) where Ω < (1 − Θ)r and u 0 ≤
Now, the assertion follows from the Theorem (3.1).
The main results of this section, the Theorem (3.1), establishes the conditions for the existence of a mild solution via the Krasnoselskii-Schaefers fixed point theorem. We divide the verification into various steps. We define
for all t ∈ J and ϕ, µ ∈ P C α (X α ).
(H7) The function I i ∈ C(P C α (X α ); X) and there are non decreasing functions c i : [0, ∞) → R + and the constants d i > 0 such that
for l > 0 and for each i = 1, 2, ..., N.
Now we decompose Γ n as Γ 1 + Γ 2 where Γ 1 (u(t)) = T (t) u 0 + g(0, u 0 , 0) − g t, u(t), Proof. First we have to prove that the operator Γ n is completely continuous. We divide the verification into various steps and we utilize the script Γ i B r (0, P C α (X α )) = Γ i u(s) : u ∈ B r (0, P C α (X α )) .
Step 1. By Theorem 3.1 we conclude that Γ 1 is a contraction on B r (0, P C α (X α )). Indeed u, v ∈ B r (0, P C α (X α )), we have
Step 2.
Next we prove that the operator Γ 2 is completely continuous. First, we have to prove that Γ 2 maps bounded sets into bounded sets in B r (0, P C α (X α )). Let us consider
It is suffice to show that there exist a positive constant ξ such that for each u ∈ B r (0, P C α (X α )), we have Γ 2 u ≤ ξ. Now for t ∈ (t j , t j+1 ],
Also this is true for each u ∈ B r (0, P C α (X α )).
Step 3. Now we show that Γ 2 maps B r into a precompact set in X α . That is for t j < c < d ≤ t j+1 the set ∪ s∈[c,d] Γ 2 B r (0, P C α (X α ))(s) is relatively compact in X α . Let t j < ϕ < c be fixed and be a real number satisfying
Since T ( ) is a compact operator, the set
is relatively compact in X for any , 0 < < t. Then for each u ∈ B r , we have 
and there are precompact sets arbitrarily close to the set
Thus the set Γ 2 (t) : u ∈ B r (0, P C α (X α )) is precompact in X α .
Step 4.
Next we prove that Γ 2 B r (0, P C α (X α )) = Γ 2 u : u ∈ B r (0, P C α (X α )) is equicontinuous. In order to prove the equicontinuity of Γ 2 , we need to decompose Γ 2 as Γ 2
s 0 e 2 (s, τ, u(τ ))dτ ds
To start, we suppose that t ∈ (t j , t j+1 ) for t ∈ (0, a]. Whereas T (·) ∈ C((0, a], L (X)) and Γ 2 B r (0, P C α (X α ))(t) is relatively compact in X, for a specific > 0 we can choose 0 < δ ≤ min{t j+1 −t} such that (T (θ)−I)x ≤ for each x ∈ Γ 2 u : u ∈ B r (0, P C α (X α ))(t) and entirely 0 < θ ≤ δ. Also, for 0 < h < δ and u ∈ B r (0, P C α (X α )), we have 
such that (T (θ) − I)x ≤ and entire 0 < θ ≤ δ. We consider 0 < h < δ and u ∈ B r (0, P C α (X α )) and we have
is equicontinuous at t = t i and left equicontinuous at t = t i in the norm of X α . Suppose t ∈ (0, a] is trivial. Assume that t ∈ (t j , t j+1 ). Since Γ 2 2 B r (0, P C α (X α ))(t) is relatively compact in X, for particular > 0 we can choose 0 < δ ≤min{t j+1 − t} such that (T (θ) − I)x ≤ for each x ∈ Γ 2 2 B r (0, P C α (X α ))(t) and completely for all 0 < θ ≤ δ. As a result, for 0 < h < δ and u ∈ B r (0, P C α (X α )), we get
is right equicontinuous at t. Next we show for t ∈ (t j , t j+1 ], the left equicontinuity. Let t j < η < c < t.
is left equicontinuous at t. Hence Γ 2 2 B r (0, P C α (X α )) is equicontinuous at t = t i . From these concept, we get that the operator Γ 2 is equicontinuous at t = t i for i = 1, ..., N.
Step 5.
Next we prove that Γ 2 (B r (0, P C α (X α ))) is continuous.
Then there exist a number r > 0, such that u n (t) ≤ r for all n and a.e t ∈ J, so u (n) ∈ B r (0, P C α (X α )) and u ∈ B r . From the defined hypothesis and if I i is continuous, f s, u n (s), 
We have by the dominated convergence theorem that 
Thus Γ 2 is continuous. Therefore from the Arzela-Ascoli theorem, the operator Γ 2 is completely continuous. In order to study the existence of mild solution of the problem (2.1) − (2.3), we introduce a parameter λ ∈ (0, 1), and t ∈ (t j , t j+1 ]. Consider the set 
Then by the Definition (2.1) the mild solution of the above system can be written as 
The following results shows a priori bounds for the solution of the above system.
Let us consider the right hand side of the above equaion as
.
Consequently there exists a constant b such that v(t) ≤ b, t ∈ J and hence u ≤ b where b depends only on the functions W f and m f . This shows that G(t) is bounded. We realize that Γ has a fixed point on J. Therefore by the above results, the problem (2.1) − (2.3) admits at least one solution on J.
Application
We investigate the existence of solutions for the impulsive neutral integro differential system, d dt u(t, ς) + ζ 2 (t)µ 1 t, u(t, ς), We assume ζ 1 , ζ 2 , ζ 1 , ζ 2 ∈ L q ([0, a]; R) for few q ∈ [0, 2) such q represents the conjugate of q. We initiate the functions f, g : [0, a] × X × X → X and I i = X 1/2 → X by f (·, ϕ, µ) = ζ 1 (t)µ 3 t, u(t, ς), t 0 µ 4 (t, s, u(s, ς))ds g(·, ϑ, σ) = ζ 2 (t)µ 1 t, u(t, ς), t 0 µ 2 (t, s, u(s, ς))ds and I i : X 1/2 → X is given by I i (x) = θ i ∂ ∂ς u(t i , ς), This will imply that I i ∈ L(X 1/2 , X) for every i. Then there exists a constant C > 0 such that I i L(X 1/2 ,X) ≤ C|θ i | for all i = 1, ..., N.
Define
and for c > 0
where µ * k = max t∈J t 0 µ k (t, s)ds, k = 2, 4.
Proposition 4.1. Assume that 1
Then there exists a unique mild solution u ∈ P C 1 2 (X 1 2 ) of (4.1)-(4.4). Proof. By Corollary 3.1, it follows that u ∈ P C 1 2 (X 1 2 ) is a mild solution of (4.1) -(4.4).
