














A STUDY OF NEW LOCALIZATION METHOD USING OMNIDIRECTIONAL CAMERA  








This paper describes the development of a self-localization for an autonomous mobile robot using an 
omnidirectional camera. An omnidirectional camera can acquire surrounding landmarks at one time without dead 
angle. By comparing a sequence of detecting landmarks in omnidirectional images, we rebuild a localized map for 
a self-localization of mobile robots. The validity of the proposed method is confirmed by actual experiment using a 
mobile robot in the outdoor environment. 














コニング法, LIDAR を用いてマップを生成する SLAM な


















され, 360 度全方位が視野範囲となる. 
 
２． 環境設定と問題の記述 






て検出し, 自律移動ロボットの自己位置を推定する.  
 
 
























 (P1)は, 1 サンプリング前と現在の画像から差分を計算
し, 累積することで求める.  
 (P2)は, RGB 色情報から, 画像処理により検出する. 
 (P3)は, 検出した物体ごとの方位を時系列のデータと
して記録し, 推定する. 
また, 本研究を行なうにあたり, つぎの仮定を設ける. 
  













Fig.2 A process of proposed method 
（１）進行方向角の推定 
全方位カメラにより撮影した画像は, 横軸をθ[deg]と
したパノラマ画像に変換する. Fig.3 に, 全方位カメラで
撮影した画像, Fig.4 にパノラマ画像および強度プロファ
イルデータを示す. 強度プロファイルデータは, 方位ご






Fig.3 Omnidirectional camera image 
 
 
Fig.4 Panorama image and  























大きく外れるものを検出する手法が望ましい . そこで, 
画像を構成する RGB 値を RGB 空間座標に分布し, RGB
分布の軸を推定する[6]. 式(1)に RGB 空間座標を極座標
系で表わす式を示す. RGB 値はそれぞれ最小値を 0, 最大
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RGB 値を極座標へ変換し, 2 つの偏角を RGB 分布の軸







Fig.5 RGB coordinate  
 
検出したランドマーク画像を強度プロファイルデータ








動ロボットの自己位置座標を(x(𝑡) , y(𝑡)), 進行方向角を
θ(𝑡)とする. このとき, 絶対座標系における i 個のランド
マーク(i=1,2,…,N)の座標を(𝑥𝑙(𝑖) , 𝑦𝑙(𝑖)), ランドマークの
観測方位角をθ𝑙(𝑖, 𝑡)とすると, つぎの関係が成立する. 
 
tan[𝜃𝑙(𝑖, 𝑡) − 𝜃(𝑡)] =
𝑦𝑙(𝑖)−y(𝑡)
𝑥𝑙(𝑖)−x(𝑡)








め , 未知の変数はx(𝑡) , y(𝑡), 𝑥𝑙(𝑖) , 𝑦𝑙(𝑖) となる . ここで , 
t=1 においてロボットに指定距離直進などの再現性の高
い動作をさせるものとすることで, x(𝑡) , y(𝑡)の初期値が
定まり, 式中の未知数は 2つとなる. これにより t=1時点
では観測点数が 2 つとなるため, 式(2)を解くことでラン
ドマークの座標を求めることが可能である. つぎの観測
時に既知のランドマークを再び 2 つ以上観測することが
できれば, 同様に自己位置を推定することが可能である.  
実際は観測値に誤差が含まれるため, 観測数を増やし, 
Nelder-Mead 法を用いて求める[7]. i 番目のランドマーク
の座標を求めるとき, 目的関数値  Xf はつぎのように
定義される.  
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ットを示す. この自律移動ロボットは上部に CCD カメラ
(SONY 製 EVI-370)と双曲面レンズを組み合わせた全方
位カメラが搭載されている. また, 自己位置推定用セン
サとして , ジャイロセンサ(日本航空電子製 JG-35FD), 
ロータリエンコーダを使った 2 つの車輪速度計を搭載し





Fig.7 Experimental environment 
 
 





る. また, ランドマークの位置は LIDAR により取得した
座標を記録した障害物地図と比較する . 障害物地図は
1pixcel あたり 5×5cm の, 2 値データとして記録する. 自
己位置およびランドマークの推定結果を Fig.9, Fig.10 に
示す.  
 
Fig.9 Result of the angle estimation 
  
 
Fig.10 Result of the position estimation 
 
黄点はデッドレコニング法による移動軌跡, 白点は障
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