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MAPPING CONES ARE OPERATOR SYSTEMS
NATHANIEL JOHNSTON AND ERLING STØRMER
Abstract. We investigate the relationship between mapping cones and matrix ordered
∗-vector spaces (i.e., abstract operator systems). We show that to every mapping cone
there is an associated operator system on the space of n-by-n complex matrices, and
furthermore we show that the associated operator system is unique and has a certain
homogeneity property. Conversely, we show that the cone of completely positive maps on
any operator system with that homogeneity property is a mapping cone. We also consider
several related problems, such as characterizing cones that are closed under composition
on the right by completely positive maps, and cones that are also semigroups, in terms of
operator systems.
Keywords: operator systems, mapping cones, dual cones, positive maps
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1. Introduction
In operator theory, some of the most important families of linear maps are the positive
and k-positive maps, and their dual cones [1] of superpositive and k-superpositive maps.
These sets of maps are all specific examples of mapping cones [2], which are closed cones
of positive maps that are invariant under left and right composition by completely positive
maps – a property of k-positive and k-superpositive maps that is easily verified.
It has recently been shown [3, 4, 5] that the k-positive and k-superpositive maps can be
seen as the completely positive maps on certain natural operator system structures. We
thus have two settings, seemingly very different, that give rise to the familiar cones of k-
positive and k-superpositive maps. A natural question that arises is whether this is simply
coincidence, or if there is indeed a fundamental link between mapping cones and operator
systems.
In this work, we show that there is indeed an extremely strong connection between
mapping cones and operator systems. In fact, we show that there is a bijection between
mapping cones and operator systems with a property that we refer to as super-homogeneity.
If we remove the super-homogeneity property, then the bijection is no longer with mapping
cones but rather with cones that are only closed under right (but not necessarily left)
composition by completely positive maps. We also answer some related questions involving
semigroup cones of positive maps.
The paper is organized as follows. In Section 2 we introduce much of our notation and
present the basics of cones of linear maps on complex matrices. In Section 3 we present
abstract operator systems and derive a simple uniqueness property in the finite-dimensional
setting that we are interested in. In Section 4 we present and prove our most general result
for right-CP-invariant cones, which shows their intimate link with operator systems, and in
Section 5 we investigate the special case of mapping cones and the kinds of operator systems
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that they give rise to. We close in Section 6 by exploring some properties of mapping cones
that have the additional property of being semigroups, and we see that they too can be
seen as arising from operator systems.
2. Cones of Positive Maps
If H is a (finite-dimensional) Hilbert space and L(H) is the space of linear maps on H,
then a map Φ : L(H)→ L(H) is said to be positive if Φ(X) ∈ L(H)+ whenever X ∈ L(H)+,
k-positive if idk ⊗ Φ is positive, and completely positive if Φ is k-positive for all k ∈ N. If
A ∈ L(H) then the map AdA : L(H) → L(H) defined by AdA(X) ≡ A
∗XA is completely
positive, and conversely every completely positive map can be written as a sum of maps of
the form AdAi for some {Ai} ∈ L(H) [6, 7].
Given a fixed orthonormal basis {ei}
n
i=1 of H, the Choi-Jamio lkowski isomorphism [8]
associates a linear map Φ : L(H) → L(H) with the operator CΦ := (idn ⊗ Φ)(E) ∈
L(H) ⊗ L(H), where E :=
∑n
i,j=1 eiej
∗ ⊗ eiej
∗ (ej
∗ is the dual vector of ej, eiej
∗ is the
outer product of ei and ej, and CΦ is called the Choi matrix of Φ). For us, it will be
useful to know that Φ is completely positive if and only if CΦ is positive, and Φ is positive
if and only if CΦ is block-positive – i.e., (v
∗ ⊗w∗)CΦ(v ⊗w) ≥ 0 for all v,w ∈ H. Given
a cone of positive maps C, we define CC := {CΦ : Φ ∈ C} and C
† := {Φ† : Φ ∈ C}, where
Φ† : L(H) → L(H) is the adjoint map defined via the Hilbert-Schmidt inner product so
that Tr(Φ(X)Y ) = Tr(XΦ†(Y )) for all X,Y ∈ L(H).
A mapping cone [2] is a nonzero closed cone C of positive maps from L(H) into itself
with the property that Φ ◦ Ω ◦ Ψ ∈ C whenever Ω ∈ C and Φ,Ψ : L(H) → L(H) are
completely positive. For the remainder of this work, we will generally assume all cones
to be convex, though we will still specify if the distinction is important or there is the
possibility of confusion. By linearity, it is enough that AdA ◦ Ω ◦AdB ∈ C whenever Ω ∈ C
and A,B ∈ L(H) for a convex cone C to be a mapping cone. It will also sometimes be
useful for us to consider (not necessarily closed) cones C such that Ω ◦ Ψ ∈ C whenever
Ω ∈ C and Ψ : L(H) → L(H) is completely positive – that is, cones that are closed under
right-composition, but not necessarily left-composition, by completely positive maps. We
will call such cones right-CP-invariant. Left-CP-invariant cones can be defined analogously,
and it is clear that C is right-CP-invariant if and only if C† is left-CP-invariant.
The dual cone C◦ of a cone C ⊆ L(H) of Hermitian operators is defined via the Hilbert-
Schmidt inner product as
C◦ := {Y ∈ L(H) : Tr(XY ) ≥ 0 for all X ∈ C}.
Similarly, the dual cone C◦ of a cone C of maps on L(H) is defined via the Choi-Jamio lkowski
isomorphism as C◦ := {Ψ : L(H) → L(H) : Tr(CΦCΨ) ≥ 0 for all Φ ∈ C}. We note that
for convex cones C ⊆ L(H), we have C◦◦ = C – the closure of C. This fact is well-known
in convex analysis and follows easily from [9, Theorem 14.1] or [10, Theorem 3.4.3], for
example.
Throughout the rest of this work, we will associate the n-dimensional Hilbert space H
with Cn and L(H) with the space of n × n complex matrices Mn, both for simplicity and
to be consistent with standard operator system notation. Then L(Mn) denotes the set of
linear maps from Mn into itself, P(Mn) denotes the set of positive maps on Mn, Pk(Mn)
denotes the set of k-positive maps on Mn, and CP(Mn) the set of completely positive maps
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on Mn. We let Pn ⊆ Mn ⊗Mn denote the cone of block-positive operators, and Sn := P
◦
n
is the cone of separable operators [1] – operators X ∈Mn ⊗Mn that can be written in the
form
X =
∑
i
Yi ⊗ Zi for positive semidefinite {Yi}, {Zi} ∈Mn.
Associated to the cone of separable operators via the Choi-Jamio lkowski isomorphism is
the cone of superpositive maps S(Mn) (sometimes called entanglement-breaking maps [11]).
Similarly, the cone of k-superpositive maps is the dual cone of the cone of k-positive maps:
Sk(Mn) := Pk(Mn)
◦.
We close this section with a simple lemma (which also appeared as [12, Lemma 3] with
a different proof) that allows us to relate the Choi matrices of Φ and Φ†. Note that
in the particularly important case Φ = AdA, the lemma says that (idn ⊗ AdA)(E) =
(AdAT ⊗ idn)(E), where T denotes the transpose map.
Lemma 1. Let Φ : Mn →Mn. Then (idn ⊗ Φ)(E) = ((T ◦ Φ
† ◦ T )⊗ idn)(E).
Proof. Throughout this proof, by a vectorization vec(X) of a matrix X, we mean the vector
in Cn ⊗ Cn ∼= Cn
2
obtained from X ∈ Mn by stacking the columns of X on top of each
other, starting with the leftmost column. Use the singular value decomposition to write
CΦ =
∑
i viwi
∗. It is easily verified that for any X ∈ Mn, vec(X
T ) = Fvec(X), where F
is the “swap” or “flip” operator that acts on elementary tensors as F (a⊗ b) = b⊗ a. The
result follows from recalling (see [7] or [13, Proposition 6.2], for example) that we can write
Φ(X) =
∑
iAiXB
∗
i and Φ
†(Y ) =
∑
i B
∗
i Y Ai, where vec(Ai) = vi and vec(Bi) = wi. 
3. Operator Systems on Mn
An (abstract) operator system on Mn is a family of convex cones {Cm}
∞
m=1 ⊆Mm ⊗Mn
that satisfy the following two properties:
• C1 = M
+
n , the cone of positive semidefinite elements of Mn; and
• for each m1,m2 ∈ N and A ∈Mm1,m2 we have (AdA ⊗ idn)(Cm1) ⊆ Cm2 .
Abstract operator systems can be defined more generally as matrix ordered ∗-vector spaces
on any Archimedean ∗-ordered vector space V , but the above definition with V = Mn is
much simpler and suited to our particular needs. The interested reader is directed to [14,
Chapter 13] for a more thorough treatment of general abstract operator systems. The fact
that matrix ordered ∗-vector spaces can be thought of as operator systems follows from the
work of Choi and Effros [15].
Remark 2. Abstract operator systems typically are defined with two additional require-
ments that we have not mentioned:
• Cm ∩−Cm = {0} for each m ∈ N; and
• for every m ∈ N and X = X∗ ∈Mm⊗Mn, there exists r > 0 such that rI+X ∈ Cm.
Both of these conditions follow for free from the fact that, in our setting, C1 = M
+
n .
To see that the first property holds, notice that C1 ∩ −C1 = {0}, and suppose that
X ∈ Cm ∩ −Cm for some m ≥ 2. Then (AdA ⊗ idn)(X) ∈ C1 ∩ −C1 for any A ∈ Mm,1.
Because C1∩−C1 = {0}, it follows that (v
∗⊗w∗)X(v⊗w) = 0 for all v ∈ Cm, w ∈ Cn. It
follows (via [16, Lemma 2.1], for example) that X = 0, so Cm ∩−Cm = {0} for all m ∈ N.
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The second property holds because the smallest family of cones on Mn such that (AdA⊗
idn)(Cm1) ⊆ Cm2 for all m1,m2 ∈ N are the cones of separable operators in Mm ⊗Mn [5,
Theorem 5]. It is well-known that there always exists r > 0 such that rI +X is separable
[17], so the same r ensures that rI +X ∈ Cm.
One particularly important operator system is the one constructed by associating Mm⊗
Mn with Mmn in the natural way and letting Cm ⊆ Mm ⊗Mn be the cones of positive
semidefinite operators. We will denote this operator system simply by Mn, and it will be
clear from context whether we mean the operator system Mn or simply the set Mn without
regard to any family of cones. Other operator systems on Mn will be denoted like O(Mn)
in order to avoid confusion with the operator system Mn itself.
If O1(Mn) and O2(Mn) are two operator systems defined by the cones {Cm}
∞
m=1 and
{Dm}
∞
m=1 respectively, then a map Φ : Mn → Mn is said to be completely positive
from O1(Mn) to O2(Mn) if (idm ⊗ Φ)(Cm) ⊆ Dm for all m ∈ N. The set of maps that
are completely positive from O1(Mn) to O2(Mn) is denoted by CP(O1(Mn), O2(Mn)), or
simply CP(O(Mn)) if the target operator system equals the source operator system. It
will often be useful for us to consider operator systems with the additional property that
(idm ⊗ AdB)(Cm) ⊆ Cm for each m ∈ N and B ∈ Mn – a property that is equivalent to
the fact CP(Mn) ⊆ CP(O(Mn)). We will call operator systems with this property super-
homogeneous.
We now present a result that shows that operator systems onMn are in fact characterized
completely by their nth cone. That is, there is a unique way to construct an operator system
given an appropriate cone Cn ⊆Mn ⊗Mn.
Proposition 3. Let Cn ⊆ Mn ⊗ Mn be a convex cone such that Sn ⊆ Cn ⊆ Pn and
(AdA⊗idn)(Cn) ⊆ Cn for all A ∈Mn. Then there exists a unique family of cones {Cm}m6=n
such that {Cm}
∞
m=1 defines an operator system on Mn, given by
Cm :=
{∑
i
(AdAi ⊗ idn)(X) : Ai ∈Mn,m ∀ i,X ∈ Cn
}
.
Furthermore, the operator system is super-homogeneous if and only if (idn⊗AdB)(Cn) ⊆ Cn
for all B ∈Mn.
Proof. We first prove that the family of convex cones given by the proposition do indeed
define an operator system. We first show that (AdB ⊗ idn)(Y ) ∈ Cm2 for any m1,m2 ∈ N,
Y ∈ Cm1 , and B ∈Mm1,m2 . This is true from the definition of Cm ifm1 = n. Ifm1 6= n then
write Y =
∑
i(AdAi ⊗ idn)(X) for some X ∈ Cn and {Ai} ⊂ Mn,m1 . Then AiB ∈ Mn,m2
for all i, so
(AdB ⊗ idn)(Y ) =
∑
i
(AdAiB ⊗ idn)(X) ∈ Cm2 .
We now show that C1 = M
+
n . For any v ∈ C
n, note that vv∗ ⊗ X ∈ Sn if and only if
X ∈M+n , and similarly vv
∗⊗X ∈ Pn if and only if X ∈M
+
n . It follows that vv
∗⊗X ∈ Cn
if and only if X ∈ M+n . Then C1 ⊇ {(AdA ⊗ idn)(vv
∗ ⊗X) : A ∈ Mn,1,X ∈ M
+
n
}
= M+n ,
where we have identified R+ ⊗M
+
n with M
+
n . The opposite inclusion follows simply from
noting that if X ∈ C1 and v ∈ C
n then vv∗ ⊗ X ∈ Cn, so X ∈ M
+
n . It follows that
C1 ⊆M
+
n , so C1 = M
+
n , so the cones {Cm}
∞
m=1 define an operator system on Mn.
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To prove uniqueness, assume that there exists another family of cones {Dm}
∞
m=1 that
define an operator system, such that Dn = Cn. It is clear that Cm ⊆ Dm for all m ∈ N, so
we only need to prove the other inclusion. If m ≤ n, let X ∈ Dm and let V : C
m → Cn
be an isometry (i.e., V ∗V = I). Then Y := (AdV ∗ ⊗ idn)(X) ∈ Dn = Cn, so X =
(AdV ⊗ idn)(Y ) ∈ Cm. Thus Dm ⊆ Cm, so Dm = Cm for m ≤ n. If m > n then we recall
from [4, Section 2.3] the k-super minimal and k-super maximal operator system structures.
In particular, it was shown that if two operator systems on Mn, defined by cones {Cm}
∞
m=1
and {Dm}
∞
m=1 respectively, are such that Cm = Dm for 1 ≤ m ≤ n, then Cm = Dm for all
m ∈ N. See also [5, Section 4].
The “only if” direction of the final claim is trivial from the definition of super-homogeneity,
and the “if” direction follows easily from the fact that (AdA ⊗ idn) and (idm ⊗AdB) com-
mute. This completes the proof. 
We close this section with a result that shows that to determine complete positivity of a
map from one operator system on Mn to another, it is enough to look at the action of that
map on the nth cone of the operator systems.
Corollary 4. Let Φ : Mn →Mn and let O1(Mn) and O2(Mn) be operator systems defined
by families of cones {Cm}
∞
m=1 and {Dm}
∞
m=1, respectively. Then Φ ∈ CP(O1(Mn), O2(Mn))
if and only if (idn ⊗ Φ)(Cn) ⊆ Dn.
Proof. The “only if” implication follows trivially from the definition of CP(O1(Mn), O2(Mn)).
For the “if” implication, suppose (idn ⊗ Φ)(Cn) ⊆ Dn. Fixing m ∈ N arbitrarily and ap-
plying
∑
iAdAi ⊗ idn for {Ai} ∈Mn,m to both sides then gives
(idm ⊗ Φ)(Cm) =
⋃
{Ai}∈Mn,m
{∑
i
(AdAi ⊗ Φ)(Cn)
}
⊆
⋃
{Ai}∈Mn,m
{∑
i
(AdAi ⊗ idn)(Dn)
}
= Dm,
where both of the above equalities follow from the form of the cones {Cm}
∞
m=1 and {Dm}
∞
m=1
guaranteed by Proposition 3. It follows that Φ ∈ CP(O1(Mn), O2(Mn)), completing the
proof. 
4. Right-CP-Invariant Cones as Operator Systems
In this section we establish a link between right-CP-invariant cones and operator systems.
Our first result is in the same vein as some known results on mapping cones such as [18,
Theorem 1] and [19, Theorem 1]. Here we prove an analogous statement for cones that are
just right-CP-invariant.
Proposition 5. Let C ⊆ L(Mn) be a right-CP-invariant cone. Then Ψ
† ◦Φ ∈ CP(Mn) for
all Φ ∈ C if and only if Ψ ∈ C◦.
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Proof. To prove the “only if” implication, suppose Ψ ∈ L(Mn) and Ψ
† ◦ Φ ∈ CP(Mn) for
all Φ ∈ C. Then CΨ†◦Φ ∈ (Mn ⊗Mn)
+ so
0 ≤ Tr(ECΨ†◦Φ) = Tr(E(idn ⊗ (Ψ
† ◦ Φ))(E))
= Tr((idn ⊗Ψ)(E)(idn ⊗ Φ)(E)) = Tr(CΨCΦ) ∀Φ ∈ C,
where we recall that E :=
∑n
i,j=1 eiej
∗ ⊗ eiej
∗. It follows that Ψ ∈ C◦. It is perhaps worth
noting that the proof of this implication did not make use of right-CP-invariance of C.
To see why the “if” implication holds, assume Ψ ∈ C◦. Then, because C is right-CP-
invariant, it follows that for any Φ ∈ C and Ω ∈ CP(Mn) we have Φ ◦ Ω ∈ C so
0 ≤ Tr(CΨCΦ◦Ω) = Tr((idn ⊗Ψ)(E)(idn ⊗ (Φ ◦ Ω))(E))
= Tr((idn ⊗ (Φ
† ◦Ψ))(E)(idn ⊗ Ω)(E)) = Tr(CΦ†◦ΨCΩ).
It follows via the Choi-Jamio lkowski isomorphism that CΦ†◦Ψ ∈ (Mn ⊗Mn)
+, so Φ† ◦ Ψ ∈
CP(Mn). Then (Φ
† ◦Ψ)† = Ψ† ◦ Φ ∈ CP(Mn), completing the proof. 
It is not difficult to verify that if O(Mn) is any operator system, then CP (Mn, O(Mn))
is a right-CP-invariant cone. Similarly, CP (O(Mn),Mn) is easily seen to be a closed left-
CP-invariant cone. The main result of this section shows that these properties actually
characterize the possible cones of completely positive maps to and fromMn, and furthermore
that these cones uniquely determine O(Mn).
Recall that P(Mn) denotes the cone of positive maps on Mn, S(Mn) denotes the cone
of superpositive maps on Mn, and CC denotes the cone of Choi matrices of maps from the
cone C.
Theorem 6. Let C ⊆ L(Mn) be a convex cone. The following are equivalent:
(1) C is right-CP-invariant with S(Mn) ⊆ C ⊆ P(Mn).
(2) There exists an operator system O1(Mn), defined by cones {Cm}
∞
m=1, such that
CC = Cn.
(3) There exists an operator system O2(Mn) such that C = CP(Mn, O2(Mn)).
(4) There exists an operator system O3(Mn) such that (C
◦)† = CP(O3(Mn),Mn).
Furthermore, O1(Mn) = O2(Mn) and is uniquely determined by C, and O3(Mn) is uniquely
determined by C and can be chosen so that O3(Mn) = O1(Mn).
Proof. We prove the result by showing that (1)⇔ (2), (2)⇔ (3), and (2)⇔ (4).
To see that (1)⇒ (2), define Cn := CC . If A ∈Mn and Φ ∈ C then
(AdA ⊗ idn)(CΦ) = (AdA ⊗ Φ)(E) = (idn ⊗ (Φ ◦ AdAT ))(E) ∈ Cn,(1)
where the second equality comes from Lemma 1 and the inclusion comes from the fact that
C is right-CP-invariant, so Φ ◦ AdAT ∈ C. The implication (1)⇒ (2) and uniqueness of O1
then follow from Proposition 3. The reverse implication (2) ⇒ (1) also follows from the
string of equalities (1), but this time we use the fact that Cn is a cone defining an operator
system to get the inclusion. The fact that S(Mn) ⊆ C ⊆ P(Mn) follows from the fact that
for the minimal operator system on Mn, Cn is the cone of block-positive operators and for
the maximal operator system on Mn, Cn is the cone of separable operators [5, Theorem 5].
To see that (2) ⇒ (3), let O2(Mn) = O1(Mn). We then have to show that if CC = Cn,
then C = CP(Mn, O1(Mn)). We already showed that (2) ⇒ (1), so we know that C is
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right-CP-invariant. So if Φ ∈ C then for any X ∈ (Mn ⊗Mn)
+ there exists Ψ ∈ CP(Mn)
such that
(idn ⊗Φ)(X) = (idn ⊗ (Φ ◦Ψ))(E) ∈ Cn,
where the inclusion comes from C being right CP-invariant. It follows via Corollary 4 that
Φ ∈ CP(Mn, O1(Mn)), so C ⊆ CP(Mn, O1(Mn)). To see the opposite inclusion, simply note
that if Φ ∈ CP(Mn, O1(Mn)) then, because E ∈ (Mn⊗Mn)
+, we have CΦ = (idn⊗Φ)(E) ∈
Cn = CC , so Φ ∈ C. It follows that C = CP(Mn, O1(Mn)).
To establish uniqueness of O2 (and simultaneously prove (3) ⇒ (2)), suppose that the
cones {Dm}
∞
m=1 define an operator system O2(Mn) such that C = CP(Mn, O2(Mn)). Be-
cause E ∈ (Mn⊗Mn)
+, we again have that (idn⊗Φ)(E) ∈ Dn for any Φ ∈ C, so CC ⊆ Dn.
On the other hand by the equivalence of (1) and (2), Dn = CC′ for some right-CP-invariant
cone C′. If Φ ∈ C′ then for any X ∈ (Mn ⊗Mn)
+ there exists Ψ ∈ CP(Mn) such that
(idn ⊗ Φ)(X) = (idn ⊗ (Φ ◦Ψ))(E) ∈ Dn,
where the inclusion comes from C′ being right CP-invariant. It follows via Corollary 4
that C′ ⊆ CP(Mn, O2(Mn)). Then C ⊆ C
′ ⊆ CP(Mn, O2(Mn)) = C, so C = C
′ and hence
Cn = Dn. Uniqueness now follows from Proposition 3.
The proof that (2)⇔ (4) mimics the proof that (2)⇔ (3) and makes use of the fact that
Ψ† ◦Φ ∈ CP(Mn) for all Φ ∈ C if and only if Ψ ∈ C
◦ (Proposition 5). To see that (2)⇒ (4),
let O3(Mn) = O1(Mn). Then for any Ψ ∈ C
◦ and Φ ∈ C we have Ψ† ◦ Φ ∈ CP(Mn), so
CΨ†◦Φ ∈ (Mn ⊗Mn)
+. It follows that (idn ⊗ Ψ
†)(Cn) ⊆ (Mn ⊗Mn)
+. Corollary 4 implies
that Ψ† ∈ CP(O3(Mn),Mn), so (C
◦)† ⊆ CP(O3(Mn),Mn). The opposite inclusion follows
by simply reversing this argument.
Uniqueness of O3 (up to closure) and the implication (4) ⇒ (2) follow similarly by the
fact that Ψ† ∈ CP(OC(Mn),Mn) if and only if Ψ
† ◦Φ ∈ CP(Mn) for all Φ ∈ C if and only if
Ψ ∈ C◦, where OC(Mn) is an operator system with its n
th cone Cn := CC . 
The equivalence of conditions (1) and (2) in Theorem 6 can be seen as providing a bijection
between right-CP-invariant cones and operator systems on Mn. Given an operator system
O(Mn) defined by cones {Cm}
∞
m=1, the associated right-CP-invariant cone is given via the
maps associated to Cn via the Choi-Jamio lkowski isomorphism. In the other direction, given
a right-CP-invariant cone, the associated operator system gets its nth cone from the Choi-
Jamio lkowski isomorphism and then gets its remaining cones via the construction given in
Proposition 3.
5. Mapping Cones as Operator Systems
Before introducing the main results of this section, we present a lemma that shows that
the largest cone of completely positive maps between any two operator systems on Mn is
the cone of positive maps – a result that follows from recent work on minimal and maximal
operator systems [3, 5].
Lemma 7. Let O1(Mn) and O2(Mn) be operator systems. Then CP(O1(Mn), O2(Mn)) ⊆
P(Mn).
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Proof. Let O1(Mn) and O2(Mn) be defined by the families of cones {Cm}
∞
m=1 and {Dm}
∞
m=1,
respectively. Let Φ ∈ L(Mn) be such that Φ /∈ P(Mn). Because the smallest family of cones
defining an operator system on Mn are the separable operators and the largest such family
of cones are the block-positive operators [5, Theorem 5], we know that I ⊗X ∈ Cn for all
X ∈ M+n and Dn ⊆ Pn. Because Φ /∈ P(Mn), there exists a particular X ∈ M
+
n such that
Φ(X) /∈ M+n . It is then easily verified that I ⊗ Φ(X) /∈ Pn, so (idn ⊗ Φ)(I ⊗X) /∈ Dn. It
follows that Φ /∈ CP(O1(Mn), O2(Mn)), so CP(O1(Mn), O2(Mn)) ⊆ P(Mn). 
The following result shows how the bijection inroduced by Theorem 6 works when the
right-CP-invariant cone is in fact a mapping cone – in this situation the associated operator
system is super-homogeneous.
Corollary 8. Let C ⊆ L(Mn) be a closed, convex cone. The following are equivalent:
(1) C is a mapping cone.
(2) There exists a super-homogeneous operator system O1(Mn), defined by cones
{Cm}
∞
m=1, such that CC = Cn.
(3) There exists a super-homogeneous operator system O2(Mn) such that
C = CP(Mn, O2(Mn)).
(4) There exists a super-homogeneous operator system O3(Mn) such that
(C◦)† = CP(O3(Mn),Mn).
(5) There exist super-homogeneous operator systems O4(Mn) and O5(Mn) such that
C = CP(O4(Mn), O5(Mn)).
Furthermore, O1(Mn) = O2(Mn) = O3(Mn) and is uniquely determined by C.
Proof. The equivalence of (1), (2), (3), and (4) (and uniqueness of the corresponding op-
erator systems) follows immediately from the corresponding statements of Theorem 6 and
the fact that C is left-CP-invariant if and only if (idn ⊗ AdB)(CC) ⊆ CC , which then gives
super-homogeneity of the corresponding operator system via Proposition 3.
Because Mn is a super-homogeneous operator system, it is clear that (3) ⇒ (5). All
that remains to do is prove that (5) ⇒ (1). To this end, let O4(Mn) and O5(Mn) be
super-homogeneous operator systems defined by families of cones {Cm}
∞
m=1 and {Dm}
∞
m=1,
respectively. By the equivalence of conditions (1) and (2), we know that there exist mapping
cones C′ and C′′ such that CC′ = Cn and CC′′ = Dn. By Corollary 4, (idn ⊗ Φ)(Cn) ⊆ Dn
if and only if Φ ∈ CP(O4(Mn), O5(Mn)), so it follows that Φ ◦ Ψ ∈ C
′′ for all Ψ ∈ C′ if
and only if Φ ∈ CP(O4(Mn), O5(Mn)). Right-CP-invariance of CP(O4(Mn), O5(Mn)) now
follows from left-CP-invariance of C′ and left-CP-invariance of CP(O4(Mn), O5(Mn)) follows
from left-CP-invariance of C′′. The fact that CP(O4(Mn), O5(Mn)) ⊆ P(Mn) follows from
Lemma 7. 
It is natural at this point to consider well-known mapping cones and ask what are the
corresponding operator systems via the bijection of Corollary 8. The mapping cone of stan-
dard completely positive maps CP(Mn) of course corresponds to the “naive” operator system
with positive cones equal to the cones of positive semidefinite operators. It was shown in [3]
that S(Mn) = CP(Mn, OMAX(Mn)), where OMAX(Mn) is the maximal operator system
structure on Mn. It follows that the operator system associated with the mapping cone
S(Mn) is OMAX(Mn), and the cones that define OMAX(Mn) are exactly the cones of
separable operators. It was similarly shown that S(Mn) = CP(OMIN(Mn),Mn), where
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OMIN(Mn) is the minimal operator system structure on Mn. It follows from condition (4)
of Corollary 8 (and the fact that S(Mn) = (P(Mn)
◦)†) that the operator system associated
with the mapping cone P(Mn) is OMIN(Mn), and the cones that define OMIN(Mn) are
the cones of block-positive operators.
It was shown in [5] that if OMINk(Mn) and OMAXk(Mn) denote the super k-minimal
and super k-maximal operator systems on Mn [4], respectively, then we have that Pk(Mn) =
CP(Mn, OMINk(Mn)) and Sk(Mn) = CP(Mn, OMAXk(Mn)). Thus the operator systems
associated with the mapping cones Pk(Mn) and Sk(Mn) areOMINk(Mn) andOMAXk(Mn),
respectively. Finally, consider the mapping cone of completely co-positive maps {Φ◦T : Φ ∈
CP(Mn)}. It is not difficult to see that the associated operator system is the one defined by
the cones of operators with positive partial transpose – i.e., the operators X ∈ Mm ⊗Mn
such that (idm ⊗ T )(X) ≥ 0.
We close this section by considering what Corollary 8 says in the case when the mapping
cone C is symmetric – that is, when T ◦Φ◦T ∈ C and Φ† ∈ C whenever Φ ∈ C. The concept
of symmetric mapping cones was seen to be important in [12], and it is worth noting that
all of the specific mapping cones considered so far, such as the cones of k-positive and
completely co-positive maps, are in fact symmetric. It will be useful for us to define a linear
operator F ∈ Mn ⊗Mn by F (v ⊗w) = w ⊗ v and extending linearly. The operator F is
sometimes called the swap or flip operator, and we observe that F = F T .
Theorem 9. Let C ⊆ L(Mn) be a convex mapping cone and let O(Mn) be the operator
system, defined by cones {Cm}
∞
m=1, associated to C via the bijection of Corollary 8. Then C
is symmetric if and only if Cn is closed under the transpose map and the map X 7→ FXF .
Proof. The proof relies on Lemma 1 which tells us that CT◦Φ†◦T = FCΦF , and [19, Lemma
4] which tells us that CT◦Φ◦T = C
T
Φ . Combining these two results shows that CΦ† = FC
T
ΦF .
It then follows immediately that T ◦ Φ ◦ T ∈ C whenever Φ ∈ C if and only if Cn (which
equals CC) is closed under the transpose map T . Similarly, Φ
† ∈ C whenever Φ ∈ C if and
only if Cn is closed under the map X 7→ FX
TF . The result follows. 
6. Semigroup Cones as Operator Systems
Theorem 6 and Corollary 8 provide characterizations of completely positive maps to and
from Mn, and completely positive maps between two different super-homogeneous operator
systems on Mn. However, they say nothing about completely positive maps from a super-
homogeneous operator system back into itself. Toward deriving a characterization for this
situation, we will say that a cone C ⊆ L(Mn) is a semigroup if it is closed under composition
– i.e., if Φ ◦Ψ ∈ C for all Φ,Ψ ∈ C. Notice that many of the standard examples of mapping
cones, such as the k-positive maps and the k-superpositive maps, are semigroups (however,
the cone of completely co-positive maps is not).
The following proposition is a generalization of the fact that Φ is k-positive if and only if
Φ◦Ψ is k-superpositive for all k-superpositive Ψ [1, Theorem 3.8]. Note that it is similar to
Proposition 5, but by using the fact that C is a semigroup instead of just right-CP-invariant
or a mapping cone we are able to show that Φ† ◦Ψ ∈ C◦, not just that Φ† ◦Ψ ∈ CP(Mn).
Proposition 10. Let C ⊇ CP(Mn) be a closed convex cone semigroup. Then Φ ∈ C if and
only if Φ† ◦Ψ ∈ C◦ for all Ψ ∈ C◦.
10 N. JOHNSTON AND E. STØRMER
Proof. To show the “only if” direction, it is enough to show that Tr(CΦ†◦ΨCΩ) ≥ 0 for all
Ω ∈ C. To this end, simply note that
Tr(CΦ†◦ΨCΩ) = Tr(CΨCΦ◦Ω) ≥ 0,
where the final inequality follows from the fact that Φ,Ω ∈ C so Φ ◦ Ω ∈ C.
To see the “if” direction, suppose Φ† ◦ Ψ ∈ C◦ for all Ψ ∈ C◦. Then, because idn ∈
CP(Mn) ⊆ C, we have
0 ≤ Tr(CΦ†◦ΨE) = Tr(CΨCΦ) ∀Ψ ∈ C
◦.
It follows that Φ ∈ C◦◦ = C. 
If O(Mn) is an operator system defined by cones {Cm}
∞
m=1, then the dual cones {C
◦
m}
∞
m=1
define an operator system as well, which we will denote O◦(Mn). For simplicity, we will only
consider this operator system as a family of dual cones, in keeping with our focus throughout
the preceding portion of the paper, and not the associated dual operator space structure.
The interested reader is directed to [20] for a more thorough treatment of dual operator
systems. It is easily verified that O(Mn) is super-homogeneous if and only if O
◦(Mn) is
super-homogeneous, and the “naive” operator system on Mn is easily seen to be self-dual:
M◦n = Mn. By the duality of the cones of k-positive maps and k-superpositive maps we
know that OMIN◦k (Mn) = OMAXk(Mn) and OMAX
◦
k(Mn) = OMINk(Mn).
We now consider what types of cones can be completely positive from a super-homogeneous
operator system back into itself. By using [5, Theorem 5] and the fact that Pk(Mn) is a
semigroup, it is not difficult to see that CP(OMINk(Mn)) = Pk(Mn). By using [1, Theorem
3.8] we can similarly see that CP(OMAXk(Mn)) = Pk(Mn), so we can’t possibly hope for
a uniqueness result as strong as that of Theorem 6 or Corollary 8 in this setting. Nonethe-
less, we have the following result, which shows that duality plays a strong role here and the
fact that CP(OMINk(Mn)) = CP(OMAXk(Mn)) follows from the duality of OMINk(Mn)
and OMAXk(Mn). Furthermore, there is a unique operator system that gives the cone
CP(O(Mn)) that is “large enough” to contain (Mn ⊗Mn)
+ as a subset of its nth cone – in
this case it is OMINk(Mn).
Theorem 11. Let C ⊆ L(Mn) be a convex cone. The following are equivalent:
(1) C is a semigroup cone with CP(Mn) ⊆ C ⊆ P(Mn).
(2) There exists a super-homogeneous operator system O(Mn) such that C = CP(O(Mn)).
Additionally, CP(O◦(Mn)) = CP(O(Mn))
†
and O(Mn) can be chosen so that its n
th cone
Cn = CC. Furthermore, O(Mn) is unique up to the condition (Mn ⊗Mn)
+ ⊆ Cn.
Proof. We first prove that (2) ⇒ (1). Let {Cm}
∞
m=1 be the cones associated with the
operator system O(Mn). If X ∈ Cm and Φ,Ψ ∈ CP(O(Mn)) then (idm⊗Φ)(X) ∈ Cm. But
then applying idm ⊗ Ψ shows (idm ⊗ (Ψ ◦ Φ))(X) ∈ Cm as well, so it follows that Ψ ◦ Φ ∈
CP(O(Mn)) and thus CP(O(Mn)) is a semigroup. Because O(Mn) is super-homogeneous,
we know that AdB ∈ CP(O(Mn)) for all B ∈ Mn, and so CP(Mn) ⊆ CP(O(Mn)). To see
that CP(O(Mn)) ⊆ P(Mn), simply use Lemma 7.
To see that (1) ⇒ (2), we argue much as we did in Theorem 6. It is clear, via the
Choi-Jamio lkowski isomorphism, that Sn ⊆ CC ⊆ Pn. Now note that C is left- and right-
CP-invariant (but perhaps not a mapping cone because it may not be closed) because
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Φ ◦ Ψ ∈ C for any Φ ∈ C and Ψ ∈ CP(Mn) ⊆ C (and similarly for composition on the left
by Ψ ∈ CP(Mn)). Thus, if A ∈Mn and Φ ∈ C then
(AdA ⊗AdB)(CΦ) = (AdA ⊗ (AdB ◦ Φ))(E) = (idn ⊗ (AdB ◦ Φ ◦ AdAT ))(E) ∈ CC ,
where the second equality comes from Lemma 1. It follows from Proposition 3 that there
exists a super-homogeneous operator system O(Mn), defined by cones {Cm}
∞
m=1, such that
Cn = CC . Because C is a semigroup, it follows that (idn ⊗ (Φ ◦ Ψ))(E) ∈ Cn for any
Φ,Ψ ∈ C. Then (idn⊗Φ)(CΨ) ∈ Cn, so (idn⊗Φ)(Cn) ⊆ Cn, which implies C ⊆ CP(O(Mn))
by Corollary 4. To see the other inclusion, note that idn ∈ CP(Mn), so idn ∈ C. It follows
that (idn ⊗ idn)(E) = E ∈ Cn. Thus, if Φ ∈ CP(O(Mn)) then (idn ⊗ Φ)(E) ∈ Cn = CC , so
Φ ∈ C, which implies that C = CP(O(Mn)).
To see the claim about CP(O◦(Mn)), suppose that CP(Mn) ⊆ C ⊆ P(Mn) is a closed con-
vex cone semigroup. Then for any Φ,Ψ ∈ C◦ ⊆ CP(Mn) and Ω ∈ C we have Tr(CΦ◦ΨCΩ) =
Tr(CΨCΦ†◦Ω). We know from Proposition 10 that Φ
† ◦Ω = (Ω† ◦Φ)† ∈ (C◦)† ⊆ CP(Mn)
† =
CP(Mn) ⊆ C. It follows that Tr(CΨCΦ†◦Ω) ≥ 0, so Φ ◦Ψ ∈ C
◦, which implies that C◦ is also
a semigroup.
Now by repeating our argument from earlier, we see from Proposition 3 that there is
an operator system on Mn defined by the cone Cn := CC◦ = C
◦
C , and this is the dual
operator system O◦(Mn) of the operator system defined by CC . For any Φ ∈ C
◦◦,Ψ ∈ C◦,
we have (idn ⊗ Φ
†)(CΨ) = CΦ†◦Ψ ∈ CC◦ by Proposition 10. It follows via Corollary 4 that
(C◦◦)† = C
†
⊆ CP(O◦(Mn)). To see the other inclusion, suppose Φ ∈ CP(O
◦(Mn)). Then
Φ ◦ Ψ ∈ C◦ for all Ψ ∈ C◦, so Proposition 10 tells us that Φ ∈ (C◦◦)† = C
†
. It follows that
C
†
= CP(O◦(Mn)).
Finally, to see the uniqueness condition, suppose that the cones {Dm}
∞
m=1 define an
operator system O2(Mn) such that C = CP(O(Mn)) = CP(O2(Mn)), where O(Mn) is the
operator system with nth cone Cn := CC already introduced. We furthermore require that
(Mn⊗Mn)
+ ⊆ Dn, and in particular that E ∈ Dn. Then (idn⊗Φ)(E) ∈ Dn for any Φ ∈ C,
so CC ⊆ Dn. On the other hand by the equivalence of (1) and (2), Dn = CC′ for some
semigroup cone C′. If Φ ∈ C′ then for any X ∈ Dn there exists Ψ ∈ C
′ such that
(idn ⊗ Φ)(X) = (idn ⊗ (Φ ◦Ψ))(E) ∈ Dn,
where the inclusion comes from C′ being a semigroup. It follows via Corollary 4 that
C′ ⊆ CP(O2(Mn)). Then C ⊆ C
′ ⊆ CP(O2(Mn)) = C, so C = C
′ and hence Cn = Dn.
Uniqueness now follows from Proposition 3. 
It is worth noting that if C is closed and condition (1) of Theorem 11 holds, then C
is necessarily a mapping cone. It follows that if O(Mn) is a super-homogeneous operator
system defined by closed cones then CP(O(Mn)) is always a mapping cone (which can also
be seen from Corollary 8), although the converse does not hold. That is, there exist mapping
cones C such that there is no operator system O(Mn) with C = CP(O(Mn)) – the simplest
example being the mapping cone of completely co-positive maps.
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