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Abstract—This paper discusses the strategies of maximizing 
the sum of margins for ranking multi classification problem. 
First, the strategy of maximizing the sum of margins (MSM) is 
extended to maximizing the sum of weighted margins (MSWM). 
Using MSWM, a mathematical model is established to deal with 
the ranking multi classification problems where the importance 
of margins between classes is different, and its dual model is 
deduced. Then, by introducing the concept of algebraic margin, 
which is a generalization of geometric margin, the MSWM is 
further extended to maximizing the sum of weighed algebraic 
margins (MSWAM). Based on the MSWAM, the deduced 
mathematical model of the ranking multi classification problem 
not only has positive generalization ability, but is also a simple 
linear programming model.  
Keywords—ranking multi classification,SVM,sum of weighted 
margin, algebraic margin 
I.  INTRODUCTION 
Support Vector Machine (SVM) is originally designed to 
solve binary classification problem. How to extend it 
efficiently to deal with multi classifying problem is a very 
important research hotspot. In general, there are three types of 
methods to solve the multi classifying problem based on SVM 
[1]. The first one is the combination method, which combines 
several binary classifiers (SVMs) under certain strategies, such 
as one-against-all approach [2], one-against-one approach [3] 
and DAGSVM [4] etc. The second one is the so-called one-off 
method [1],[5],[6]. It constructs k binary classifiers, where the 
m-th binary classifier separates the training vectors of class m 
from all the other vectors. Different from the above one-
against-all approach, these k binary classifiers are obtained 
simultaneously by solving a global optimization problem at 
once. These two types of methods are complex and time-
consuming. Both of their problem sizes are )k(O l× [1], where 
k is the number of classes, l  is the number of samples. Thus, 
the computational time is increased linearly with the number 
of class k. On the other hand, the combination errors will be 
important as k becomes large, which will result in the quick 
decline of classifying accuracy. To reduce the computational 
time and combination errors, the third type of methods are 
proposed, which construct directly some multi classifier 
without the combination of binary classifiers. The large 
margin principle method [7] is just such an example, with 
problem size being only )l( ×2O  and independent of the class 
number k. Because of this outstanding characteristic, the direct 
method has attracted much attention in ranking multi 
classification. 
In practical classification problem, it often occurs that the 
importance of margins between classes is different. For 
example, the margin between class 1 and class 2 is more 
important than that between class 2 and class 3. The large 
margin principle method proposed in [7] has not yet 
considered the unequal margin importance. In this paper, we 
will extend the strategy of maximizing the sum of margin 
(MSM) in [7] to maximizing the sum of weighted margin 
(MSWM), so that we can deal with the ranking multi 
classification problem with unequal margin importance.  
A linear SVM (LSVM) was proposed in [5] to solve the 
binary classification. As a linear model, it is relatively simple 
to be solved, and it is still of positive generalization ability. Is 
there any similar linear model for the multi classification 
problem? To answer this question, we introduce the concept of 
‘Algebraic Margin’, and then propose a strategy of 
maximizing the sum of weighted algebraic margin (MSWAM). 
Based on MSWAM, a linear programming model for multi 
classification problem is obtained, which is similar to that for 
the binary classification. 
This paper is organized as follows. In Section 2, we briefly 
introduce the direct approach for multi classifying problem in 
[7]. Section 3 is the main part of this paper. We first present 
MSWM, and deduce out its optimization model as well as its 
dual model. A numerical example is given to claim the effect 
of the models. Then we obtain a linear programming model by 
extending the maximum margin principle to the maximum 
algebraic margin principle, and point out the possibility that 
the solution of the problem based on MSWM may be gained 
by solving this linear programming problem. Finally, some 
conclusions and discussions are given in Section 4. 
II.    A DIRECT APPROACH FOR MULTI CLASSIFYING 
PROBLEM 
         
We consider ranking multi classifying problem. Suppose 
}{ jix  is the set of training examples, where k,,,j L21=  
denotes the class number, and jni ,,2,1 L= is the index within 
each class. Set ∑= j jnl , which denotes the total number of 
training examples. According to the maximum margin 
principle of SVM, we look for ( 1−k ) parallel separating 
hyper-planes  
 ,),,( 1 Lbw  ),( 1−kbw , 121 −≤≤≤ kbbb L   









In other words, if input vector x  satisfies rr bxwb <⋅<−1 , 
then x  is assigned to class r, where −∞=0b and +∞=kb . 
The total number of margins is 1−k  for this problem. There 
are two strategies to realize maximum margin principle for 
multi classifying problem: one is the strategy of maximum 
minimal margin, while the other is the strategy of maximizing 







where w/2 is the margin between the closest pair of classes. 
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where  
),( 1aw  , L),,( 1bw , ),( 1−kaw , ),( 1−kbw , 
112211 −− ≤≤≤≤≤ kk bababa L  
are )1(2 −k  parallel hyper-planes such that each class is 
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denotes the sum of 1−k  margins (See Fig.1.). If we normalize 











jj ba . 
In this paper, we only consider this extension of MSM.  
 
 
     Figure 1.  The strategy of maximizing the sum of margins 
III.  THE STRATEGY OF MAXIMIZING THE SUM OF 
WEIGHTED MARGINS 
A. A Strategy of Maximizing the Sum of Weighted Margins 
Considering the different demands of margins between 
classes, we extend MSM to maximizing the sum of weighted 
margins (MSWM). Suppose that the weights are jρ , 
121 −= k,,j L , we can gain its programming problem (“soft 
margin”) as follows: 
jj baw ,,



























Cba εερ                (1) 
s.t.  121 −=≤ k,,j,ba jj L                                                (2) 
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i nikj LL ，ε                           (7) 
1≤⋅ww  ,                                                                     (8) 




iε are slack variables. 
Remark 1.  According to the original problem, condition 
(8) should be 1=⋅ww . But here, it is natural to be extended 
to 1≤⋅ww . (The reason is the same as [7], see [7] for details)  
The model (1)-(8) is a convex programming problem, the 















Theorem 1.  The dual problem of the original model (1)-(8) 
is 
λ
max  THλλ−                                                           (9)  
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j xxx L , 
11
)1( ],,[ lCCC ×= L , 21
)2( ],,[ lCCC ×= L , 
and 1
r
is the vector in which all elements are 1. 













































































































































ijj ,,,,,, ξξαλληψ  are nonnegative lagrangian 
multipliers. For convenience, we denote  
],,[ 121 −= kρρρρ L ,      ],,[ 121 −= kψψψψ L , 




















































j ξξξ L . 
Set  
0)( =⋅∇ Lw ,   0)( =⋅∇ La ,   0)( =⋅∇ Lb , 
0)()1( =⋅∇ Lε , 0)()2( =⋅∇ Lε , 

















































































1 =−− −− kkCC ξξλλ LLL  .             (19) 
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where α >0. In fact, ifα =0, then 1ww ≤⋅  is an unconstraint, 
which deduces that the solution of the original problem can 
not be achieved in its verge, and it will be derived to a 
contradiction with the result of [7]. Substitute w by (20) in the 
Lagrangian function, and notice formulas (16), (17), (18), (19), 
we have 










∂ ),(L = THλλ
α 24
11+− =0,  
we can gain 
2
THλλα = . 
By substituting it to ),(L λα , we have  
),( λαL = THλλ− .  
Maximizing THλλ− is equivalent to maximize THλλ− , so 
we have (9). From (18) and (19), we can gain (10). jψ and jη  
can be solved from (16) and (17). Then, by setting 
0≥jψ , 0≥jη ，we can derive out (11),(12) and (13). Thus 
we finish our proof.                   □ 
It is similar to the elementary SVM that the normal vector 
w of the parallel hyper-planes is a combination of the support 
vectors (it can be easily seen from formula (20)) and all the 
thresholds ja , jb  can also be gained by the support vectors. 
When there isn’t any group of parallel hyper-planes to 
correctly separate the data in the input space, we can adopt a 
non-linear map, mapping the input space to a highly 
dimensional Hilbert space. Similar to the case of SVM, we 
don’t need the details about the definition of this non-linear 
map, and what we need is just some kernel function ),( ji xxK . 
Compared with the dual model (18)-(21) in [7], Theorem 1 
increases the constraint conditions (12) and (13). Conditions 
(12) and (13) are necessary, and the nonnegative demand for 
the Lagrangian multipliers jψ and jη  will not be guaranteed 
on their absence. 
B. A Numerical Example 
We generate a dataset randomly in R2, as shown in Fig.2, 
in which there are 3 classes of points. Suppose that the 
importance of margins between classes is different, for 
example, the importance of margin between Class ‘+’ and 
Class ‘o’ is larger than that between Class ‘o’ and Class ‘*’. 
We solve this problem by using the above models. The results 
are listed in Tab.1 as well as in Fig. 2, where we denote M12 
as  the  margin  between  Class  ‘+’ and  Class  ‘o’, M23 as the  
         
Table.1 The margins for different weights 
Weights M12 M23 SWM 
P1=0.5,p2=0.5 2.7650 1.3746 2.0698 
P1=0.9,p2=0.1 2.7717 1.3246 2.6269 
 
 
Figure 2.  The results for different weights 
margin between Class ‘o’ and Class ‘*’, SWM as the sum of 
weight margins, p1 as the weight for M12, and p2 as the 
weight for M23.  
From Tab.1 and Fig.2, it is clear that the bigger weight 
results in the bigger margin, and vice versa. For example, 
M12=2.7717 when p2=0.9, while M12=2.7650 when p2=0.5. 
These denote that the model based on MSWM can solve 
effectively the multi classification problems with unequal 
margin importance. 
C. The Strategy of Maximizing the Sum of Weighted      
Algebraic Margins 
Strictly speaking, the above margin wab /|| −  stands for 
the geometric margin. Its optimization is a non-linear 
programming problem. When the problem size becomes large, 
its computational time is huge. Can we find a method that 
makes the computation easier (For example, much like a linear 
programming problem), and also has certain generalization 
ability? Here we propose a maximum algebraic margin 
principle. Under this principle, the mathematical model will be 
a linear programming problem, and with requested 
generalization ability. 
Definition 1. Suppose that ),( aw , ),( bw  are two arbitrary 
parallel hyper-planes and x ∈ nR . The algebraic margin 
between point x  and the hyper-plane ),( aw  is || axw −⋅ , 
and the algebraic margin between the hyper-planes ),( aw  and 
),( bw  is || ab − . 
For well distinguishing the two types of margins, we 
should generally call the margins used in the previous sections 
as the geometric margin. But for the simplicity, in this paper 
we say only ‘margin’ without the prefix ‘geometric’. By its 
definition, the algebraic margin could be considered as some 
extension of the geometric margin (It plays the role of a 
geometric margin when w =1). Although the algebraic 
margin has not the intuitive geometric significance, it 
possesses of certain generalization or anti-disturbance (include 
the disturbances of the input data and the separating hyper-
plane) ability. By definition, we can see that the bigger the 
algebraic margin is, the better the generalization ability will be. 
By extending the geometric margin to the algebraic margin, 
we can construct a model for the ranking multi classifying 
problem based on maximizing the sum of weighed algebraic 
margin (MSWAM) as follows: 
jj baw ,,
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≤w mean every element of w is not less 
than –1 and is not bigger than 1, which stands for the infinity- 
norm of w is not bigger than 1. 
The above model is a linear programming model, which 
can be solved by many efficient methods. Considering that its 
feasible region includes the feasible region of problem (1)-(8), 
it might give an approach to solve the problem (1)-(8) by 
solving linear programming problems. 
Ⅳ. CONCLUSION 
In this paper, MSM is extended to MSWM. Using MSWM, 
a mathematical model and its dual model are derived out to 
deal with the ranking multi classification problem where the 
importance of margins between classes is different. The effect 
of the model is checked by a numerical example. Furthermore, 
by introducing the concept of algebraic margin, MSWM is 
extended to MSWAM. Based on MSWAM, the mathematical 
model not only has positive generalization ability, but is also a 
simple linear programming model. Hence, MSWAM has a 
practical meaning, and may be considered as a substitute of 
MSWM when the model based on MSWM suffers certain 
troubles. 
The condition that a group of parallel hyper-planes 
separate the sample data corresponds to a stricter request on 
kernel function. How to select an adapted kernel function or 
achieve a relaxation for a group of parallel separating hyper-
planes can be considered as a further work. In addition, the 
efficient algorithm for model (9)—(13), and the possible 
solving approach for model (1)—(8) by linear programming 
model (21)—(28), all are significative works in the future. 
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