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Chapter 1
Introduction
In this monograph, we introduce the reader to the connection between topolog-
ical dynamical systems and dimension groups. In this way, we will be able to
distinguish topological dynamical systems, which can appear in many different
forms by comparing their dimension groups, which are easier to handle.
Dimension groups are ordered Abelian groups associated with a family of
associative algebras called approximately finite, or AF-algebras.
These algebras are themselves a class of C∗-algebras which are direct limits
of finite dimensional algebras and were introduced by Bratteli (1972). The
algebra is build from a special kind of graph called a Bratteli diagram.
Dimension groups where introduced by Elliott (1976) tool for classifying AF-
algebras and he proved that the dimension group (together with an additional
information called the scale) provides a complete algebraic invariant for these
algebras.
The connection of these ideas with dynamical systems was done by Vershik
(1982) who used a lexicographic order on paths of the Bratteli diagrams to define
a topological dynamical system on the set of infinite paths of the graph. Later,
Herman, Putnam and Skau showed that every minimal system on a Cantor space
is isomorphic to such system. As a consequence, a dimension group is attached
to any minimal Cantor system and subsequent work by Giordano, Putnam and
Skau (Giordano et al., 1995) showed that this group is related to the orbit
structure of the system.
In this expository presentation, written after the unpublished notes by Bernard
Host (Host, 1995) (see also (Host, 2000)), we present the basic elements of
this theory, insisting on the computational and algorithmic aspects allowing
one to effectively compute the dimension groups. The computation applies
in particular to the case of substitution shifts, explicitly presented previously
in Durand et al. (1999).
In the first chapter (Chapter 2) we present the basic notions of topological
dynamical systems. We restrict our attention to Cantor systems on which acts
the group Z or the semigroup N. We define recurrent systems and minimal
dynamical systems (Section 2.1). Next, we introduce in Section 2.2 subshift
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dynamical systems, which are the basic systems we are interested in. We define
return words and higher block shifts. In Section 2.4, we introduce substitu-
tion shifts. We define the notion of recognizable substitution and we state the
Theorem of Mosse´ (Theorem 2.4.26) asserting that any aperiodic primitive sub-
stitution is recognizable.
In the second chapter (Chapter 3), we shift to an algebraic and combinatorial
environment. We first introduce, in Section 3.1, ordered groups (considering
only Abelian groups). We define several notions, as that of order unit and order
ideal. We also define a simple ordered group as one with no nontrivial ideals.
In Section 3.3 we define direct limits of ordered groups and we give examples
of the computation of these ordered groups. In the last part of this section
(Section 3.4), we finally define dimension groups. These groups are defined
as direct limits of groups Zn with the usual ordering. We prove the abstract
characterization by Effros, Handelman and Shen Effros et al. (1980) using the
property of Riesz interpolation.
In Chapter 4, we come to notions of cohomology defined in a Cantor system.
We first introduce the notion of coboundary (Section 4.1) and prove in Sec-
tion 4.2 the Gottshalk Hedlund Theorem (Proposition 4.2.3) characterizing the
continuous functions on a Cantor set which are coboundaries. We next define
the ordered cohomology group K0(X,T ) of a recurrent system (X,T ) as the
quotient of the group of integer valued continuous functions on X by the sub-
group formed by coboundaries. In the next two sections (Sections 4.6 and 4.7),
we consider the effect on the ordered cohomology group of applying a factor map
or taking the system induced on a clopen set. In a second part of this chapter,
beginning with Section 4.8, we define invariant probability measures on a Cantor
system and recall that a substitutive shift defined by a primitive substitution
has a unique invariant probability measure. We indicate a method to compute
this measure. We show in Section 4.9 that there is a close connection between
the cohomology group and the cone of invariant measures (Proposition 4.9.3).
We use this connection to give a description of the dimension groups of Sturmian
shifts (Theorem 4.9.4).
In Chapter 5, we introduce the fundamental tool of partitions in towers, or
Kakutani-Rokhlin partitions. We prove the theorem of Herman, Putnam and
Skau which shows that any minimal Cantor system can be represented as the
limit of a sequence of partitions in towers (Theorem 5.1.7). In Chapter 5 we come
back to partition in towers. We first show how to associate an ordered group
to a partition in towers (Section 5.2). Next, in Section 5.3, we use a sequence
of partitions in towers to prove that the group K0(X,T ) is, for any minimal
dynamical system (X,T ), a simple dimension group (Theorem 5.3.4) . In the
next sections, we present explicit methods to compute the dimension group of
a minimal shift space. In Section 5.4, we use return words and in Section 5.5,
we use Rauzy graphs. Finally, in Section 5.6, we show how to compute the
dimension group of a substitutive shift, as exposed in Durand et al. (1999).
We introduce Bratteli diagrams in Chapter 6. We define the telescoping of
a diagram. We define the dimension group of a Bratteli diagram and prove
that it is a complete invariant for telescoping equvalence (Theorem 6.1.5). We
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next introduce ordered Bratteli diagams and show that one may associate a
dynamical system to every properly oredered Bratteli diagram. We prove the
Bratteli-Versik model Theorem (Theorem 6.3.3) showing the completeness of
the model for minimal Cantor systems. We next prove the Strong Orbit Equiv-
alence Theorem (Theorem 6.5.1) showing that dimension groups are a complete
invariant for strong orbit equivalence and the related Orbit Equivalence Theo-
rem (Theorem 6.5.3).
In Chapter 7, we focus on substitution shifts and their representations. We
begin by considering odometers, which have BV-representations close to sub-
stitution shifts. We characterise, as a main result, the family of BV-systems
associated with stationary Bratteli diagrams as the disjoint union of station-
ary odometers and substitution minimal systems (Theorem 7.2.1). We develop
next the description of linearly recurrent shifts, which are characterized by their
BV-representation (Theorem 7.3.8). We introduce in Section 7.4 the notion of
an S-adic represenntation. The main result is an explicit description of the di-
mension group of a unimodular S-adic shift (Theorem 7.5.4). In the last section
(Section 7.6), we consider the family of substitutive shifts, a natural generakiza-
tion of substitution shifts. The main result is a characterization by a finiteness
condition of substitutive sequences (Theorem 7.6.1).
Chapter 8 describes the class of dendric shifts, defined by a restrtive condi-
tion on the possible extensions of a word. This class is a simultaneous gener-
arlisations of several other classes of interest, such as Sturmian shifts or interval
exchange shifts (introduced in the next chapter). The main result is the Return
Theorem (Theorem 8.1.14) which states that the set of return words in a mini-
mal dendric shift is a basis of the free goup on the alphabet. We use this result to
describe the S-adic representation of dendric shifts and show that it can be de-
fined using elementary automorphisms of the free group (Theorem 8.1.40). We
illustrate these results by considering the class of Sturmian shifts (Section 8.2).
The last part of the chapter is devoted to specular shifts, a class of eventually
dendric shifts which plays a role in the next chapter, when we introduce lin-
ear involutions. The main result is a description of the dimension group of a
specular shift (Theorem 8.3.40).
In Chapter 9, we introduce the notion of interval exchange transformation.
We prove Keane’s Theorem charcterizing minimal interval exchanges (Theo-
rem 9.1.2). We develop the notion of Rauzy induction and characterize the
subintervals reached by iterating the transformation (Theorem 9.1.22). We
generalize Rauzy induction to a two-sided version and characterize the inter-
vals reached by this more genreral transformation (Theorem 9.2.3). We link
these transformations with automorphisms of the free group (Theorem 9.2.15).
We also relate these results with the theorem of Boshernizan and Carrol giving
a finiteness condition on the systems induced by an interval exchange when the
lengths of the intervals belong to a quadratic field (Theorem 9.3.2). In the last
section (Section 9.4) we define linear involutions and show that the natural cod-
ing of a linear involution without connexions is a specular shift (Theorem 9.4.9).
In the last chapter (Chapter 10) we give a brief introduction to the link
between Bratteli diagrams and the the vast subject of C∗-algebras. We define
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approximately finite algebras and show their relation Bratteli diagrams. We
relate simple Bratteli diagrams and simple AF algebras (Theorem 10.3.9). We
prove Eliott’s Theorem showing that AF algebras are characterized by their
dimension groups (Theorem 10.3.17).
The book ends with three appendices, to be used as a reference for notions
usedin this book in several domains of mathematics.
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Chapter 2
Topological dynamical
systems
We present in this chapter some definitions concerning topological dynamical
systems and symbolic dynamical systems.
We begin, in Section 2.1, with some general definitions concerning topolog-
ical dynamical systems. The adjective topological is used to distinguish these
systems which are based on a topological space from dynamical systems based
on a measurable space. We define the notion of recurrent and of minimal system.
In Section 2.2, we consider shift spaces and their language. In Sections 2.3,
2.4, 2.5 and 2.6, we present several particular types of symbolic systems, namely
shifts of finite type, Sturmian shifts, substitution shifts and finally Toeplitz
shifts.
2.1 Recurrent and minimal dynamical systems
A topological dynamical system is a pair (X,T ) where X is a compact metric
space and T : X → X a continuous map.
Example 2.1.1 As a simple example, consider X = [0, 1], which is metric
and compact as a closed interval of the real line R and the transformation
T : x 7→ (x + α) mod 1 for some α ∈ R, which is is a continuous map from X
into X .
Thus, in such a system, to each point x in the space X is associated a
sequence (x, T (x), T 2(x), . . .) of points. It is convenient to imagine the action of
T as the sequence of positions of the point x in the space X at discrete intervals
of time 0, 1, 2, . . .. The effect of the hypothesis that X is compact is to guarantee
that the sequence of these points will remain at bounded distance of x.
When T is a homeomorphism, we say that the system (X,T ) is invertible.
Although we will meet most of the time invertible dynamical systems, we do not
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make this hypothesis systematically, mentioning each time when it is necessary.
Note that, since X is assumed to be compact, if T is invertible, its inverse is
continuous and thus T is a homeomorphism (Exercise 2.1).
Example 2.1.2 The system of Example 2.1.1 is not invertible since 1 is not in
the image of T . If we consider, instead of [0, 1], the torus T = R/Z in which 0
and 1 are identified, the transformation T is simply x 7→ x + α and becomes a
homeomorphism.
For x ∈ X , we often denote Tx instead of T (x). We also denote T 0 for the
identity on X and for n ≥ 0, T−n(x) = {y ∈ X | T n(y) = x}.
An important example is when X is a Cantor space, that is, a totally discon-
nected compact metric space without isolated points. We say then that (X,T )
is a Cantor dynamical system or Cantor system (we shall come back shortly to
Cantor spaces).
In particular, let A be a finite set called an alphabet. The set AZ of all bi-
infinite sequences endowed with the product topology is a compact space. Let
d be the distance on AZ defined for x 6= y by
d(x, y) = 1/max{n ≥ 0 | xi = yi, |i| ≤ n}
The topology defined by this distance is the same as the product topology and
thus AZ is a compact metric space. It is actually a Cantor space (see below).
The shift transformation S : AZ → AZ is defined for x = (xn)n∈Z by y = Sx
where
yn = xn+1, (2.1.1)
for all n ∈ Z. The shift is obviously continuous and thus (AZ, S) is a topological
dynamical system.
As a variant, the set AN of one-sided infinite words is also a topological space
for the product topology and this topology is defined by the metric analogous to
the one above. It is also a Cantor space. The one-sided shift transformation is
defined by Equation (2.1.1) for n ∈ N. It is not invertible as soon as Card(A) ≥
2. Thus (AN, S) is an example of a non invertible dynamical system on a Cantor
space.
2.1.1 Recurrent dynamical systems
A point x ∈ X in a topological dynamical system (X,T ) is recurrent if for every
open set U containing x there is an n ≥ 1 such that T n(x) ∈ U (and, in fact,
then an infinity of such n, see Exercise 2.3).
A system (X,T ) is recurrent (or topologically transitive) if for every pair of
nonempty open sets U, V in X , there is an integer n > 1 such that U∩T−nV 6= ∅
(or equivalently T nU ∩ V 6= ∅, see Exercise 2.2).
Proposition 2.1.3 The following conditions are equivalent for a topoloical dy-
namical system.
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(i) (X,T ) is recurrent.
(ii) The set of recurrent points is dense.
(iii) There is a recurrent point x ∈ X.
The proof is left as Exercise 2.4.
A morphism of dynamical systems from (X,T ) to (X ′, T ′) is a continuous
map φ : X → X ′ such that φ ◦ T = T ′ ◦ φ (see the diagram below).
X
T−−−−→ Xyφ yφ
X ′ T
′−−−−→ X ′
If φ is onto, it is called a factor map and (X ′, T ′) is called a factor system of
(X,T ).
A factor of a topological dynamical system inherits its dynamical properties.
For instance, a factor of a recurrent system is recurrent.
When it is bijective, the morphism φ is called an isomorphism of dynamical
systems, or also a topological conjugacy (or simply a conjugacy). Since X is
compact, the inverse is also continuous (Exercise 2.1) and thus φ is a homeo-
morphism.
Conjugate systems are indistinguishable concerning their dynamical proper-
ties. It can be very difficult to exhibit a conjugacy between dynamical systems
and much of what will follow in this book addresses this problem. In particular,
we will be looking for invariants , that is properties shared by conjugate systems
and easier to determine than the conjugacy itself. Even more interesting are
complete invariants which characterize the conjugacy class.
2.1.2 Minimal dynamical system
Given a topological dynamical system (X,T ), a subset Y of X is stable if TY ⊂
Y . The empty set andX are always (trivial) stable sets. As a stronger condition,
the set Y ⊂ X is invariant if T−1Y = Y .
A topological dynamical system is minimal if X is the only closed and stable
nonempty set. A factor of a minimal dynamical system is minimal (Exercise 2.5).
The positive orbit of a point x ∈ X in a dynamical system (X,T ) is the set
O+(x) = {T nx | n ≥ 0}. Its orbit is the set O(x) = ∪n≥0T−n(O+(x)). Thus,
we have also O(x) = {y ∈ X | T nx = Tmy for some m,n ≥ 0} and when T is
invertible, O(x) = {T nx | n ∈ Z}.
The following characterization of minimal systems is sometimes used for
definition.
Proposition 2.1.4 A topological dynamical system is minimal if and only if
the positive orbit of every point is dense in X.
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Proof. Assume first that (X,T ) is minimal. For every x ∈ X , the closure of
the positive orbit of x is a closed stable nonempty set and thus it is equal to
X . Conversely, let Y ⊂ X be a closed stable nonempty set. For any y ∈ Y , the
closure of the positive orbit of y is contained in Y . Since it is equal to X , we
conclude that Y = X .
It follows directly from Proposition 2.1.4 that if (X,T ) is minimal, for every
nonempty open sets U, V and every x ∈ U there exists an n ≥ 1 such that
T nx ∈ V . In particular, T nU ∩ V 6= ∅ and thus (X,T ) is recurrent.
The simplest example of a minimal dynamical system is a finite system,
formed of a finite set X = {1, 2, . . . , n} on which acts a circular permutation T .
A dynamical system is called aperiodic if it does not contain any finite nonempty
system. A minimal system is aperiodic if and only if it is infinite.
As a second example, we find the rotations of the circle.
Example 2.1.5 consider the unit circle S1 = {z ∈ C | |z| = 1} and fix some
λ ∈ S1. Let Rλ be the map defined by Rλ(z) = λz. Then (S1, Rλ) is a dynamical
system. It is minimal if and only if λ is not a root of unity (Exercise 2.6).
Otherwise it is a disjoint union of periodic systems.
We have introduced above (Example 2.1.2) the torus T as the topological
space R/Z. For α ∈ R, let Tα : T → T be the map Tα(x) = x + α and set
λ = exp(2iπα). The map φ : x → e2iπx is a homeomorphism from T onto S1
and Rλ ◦ φ = φ ◦ Tα because
Rλ ◦ φ(x) = Rλe2iπx = e2iπxe2iπα = φ ◦ Tα(x).
Consequently the topological dynamical systems (S1, Rλ) and (T, Tα) are iso-
morphic, The transformation Rα is called a rotation of angle α. The isomor-
phism is the map φ : x 7→ exp(2iπx) (see the diagram below).
T
Tα−−−−→ Tyφ yφ
S1
Rλ−−−−→ S1
2.1.3 Induced systems
Let (X,T ) be a minimal topological dynamical system and let U be a nonempty
clopen subset of X . Since X is minimal, for every x ∈ X , there is an n > 0 such
that T nx ∈ U and we can define the integer
n(x) = inf{n > 0 | T nx ∈ U}
called the entrance time of x in U .
Since U is clopen, the function x 7→ n(x) is continuous. Indeed, for each
n ≥ 1, the set of x ∈ X such that n(x) = n is T−n(U) \ ∪n−1i=1 T−i(U) which is
open. Thus, the map TU : U → U defined by
TU (x) = T
n(x)(x
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is continuous as a composition of continuous functions. It is called the induced
transformation on U and (U, TU) is called an induced system of (X,T ) or also
a derivative of (X,T ). This system is minimal. Indeed, the orbit under T of
every point x of U is dense in X and thus its orbit under TU is dense in U .
For x ∈ U , the integer n(x) is called the return time to U . For x ∈ X , the
function
m(x) =
{
n(x) if x /∈ U
0 otherwise
is called the waiting time to access U .
Note that the induced system can be defined even if (X,T ) is not minimal,
provided the clopen set U is such that the return time n(x) is bounded on U .
The inverse operation can be described as follows. Let (X,T ) be a minimal
topological dynamical system and let f : X → N be a continuous function. Set
Xˆ = {(x, i) | x ∈ X, 0 ≤ i < f(x)} (2.1.2)
and define a map Tˆ : Xˆ → Xˆ by
Tˆ (x, i) =
{
(x, i + 1) if i+ 1 < f(x)
(Tx, 0) otherwise
Then (Xˆ, Tˆ ) is a topological dynamical system which is minimal. The map
x 7→ (x, 0) identifiesX to the system induced by Xˆ onX×{0} (see Exercise 2.7).
The space Xˆ defined above is called the tower over X relative to f and the
system (Xˆ, Tˆ ) is called a primitive of X .
Again, the primitive of (X,T ) can be defined even if X is not minimal,
provided f is continuous and bounded.
Example 2.1.6 Consider the system (X,T ) with X = [0, 1] and Tx = x +
α mod 1 of Example 2.1.1 for 1/2 < α < 1. The transformation TU induced by
T on U = [0, α] is given by
TUx =
{
x+ 2α− 1 if x < 1− α
x+ α− 1 otherwise
Thus, (U, TU ) is isomorphic to the system (X,T2−(1/α)) via the conjugacy x 7→
1/α.
2.1.4 Dynamical systems on Cantor spaces
We have defined a Cantor space as a totally disconnected compact metric space
without isolated points. Recall that a topological space is called totally discon-
nected if every connected component is reduced to a point (see Appendix ??).
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Let us give classical examples of Cantor spaces. There is first the original
one, as defined originally by Cantor. The Cantor set is the subset C of [0, 1]
defined by C = ∩nCn where C0 = [0, 1] and
Cn+1 =
Cn
3
∪
(
2
3
+
Cn
3
)
.
It is a Cantor space for the induced topology.
There is the abstract topological one, that we used for the definition. It is
a compact metric space which is totally disconnected without isolated point or,
equivalently, a topological space with a countable basis of the topology consisting
of clopen sets and without isolated points (see Appendix ??).
There is the algebraic one, the ring Zp of p-adic integers , where p is a prime
number, for the p-adic topology which is induced by the distance defined for
x 6= y by d(x, y) = p−n if pn is the higher power of p dividing x − y. An
important example of a minimal Cantor system is the odometer (Zp, T ) where
T is the transformation defined by T (x) = x+ 1.
Finally, there is the symbolic one that we have already seen and consists in
considering the set AZ of two-sided infinite sequences on a finite alphabet A.
From a topological point of view all these topological spaces are the same as
they are homeomorphic (see the notes section for a reference to a proof).
A Cantor system is a dynamical system (X,T ) where X is a T -stable Can-
tor set. The odometers are Cantor systems. A symbolic system is a dynamical
system (X,T ) where X is a T -stable closed subset of AZ. The transforma-
tion T need not be the shift (see the example of the odometer). Observe that
symbolic systems are not necessarily Cantor systems since closed subsets could
have isolated points. But infinite minimal symbolic systems are Cantor systems
(Exercise 2.9).
The pair (AZ, S) is called the full shift (on the alphabet A). If X is a closed
shift-invariant subset of AZ, then the topological dynamical system (X,T ),
where T is the restriction of S to X , is called a subshift of the full shift on
the alphabet A or a shift space. or a two-sided shift space. Thus, a shift space
is a symbolic system. For the full shifts on any finite alphabet and in general
for shift spaces, the transformation will usually be denoted by S. Thus, we will
often use the notation X instead of (X,S) for a shift space.
Similarly one can define the one-sided full shift as follows. We still denote
by S the one-sided transformation, called the one-sided shift which is defined for
x ∈ AN by y = Sx if yn = xn+1, as in Equation (2.1.1). The pair (AN, S) is called
the one-sided full shift on the alphabet A. If X is a closed S-invariant subset of
AN, the pair (X,S) is called a one-sided shift space or one-sided subshift.
To every shift space (X,S), one may associate a one-sided shift space (Y, S)
called its associated one-sided shift space by considering the set Y of y0y1 · · ·
such that yi = xi (i ≥ 0) for some x = (xn)n∈Z. The map θ : X → Y defined
by θ(x) = y is a surjective morphism.
Conversely, for every one-sided shift space (Y, S) there is a unique two-sided
shift space (X,S) such that (Y, S) is associated to (X,S). Indeed, the set X of
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sequences x ∈ AZ such that xnxn+1 · · · ∈ Y for every n ∈ Z is closed and shift-
invariant. It is clear that (X,S) is the unique shift space such that Y = θ(X).
We also say that X is the two-sided shift space associated to Y .
This shows that one-sided and two-sided shift spaces are closely related ob-
jects. In general, in this book, we consider two-sided shift spaces rather than
one-sided shift spaces because it is often convenient to have a transformation
which is invertible. In general, by a shift space, we mean a two-sided shift space.
Example 2.1.7 The golden mean shift is the set X of two-sided sequences
on A = {a, b} with no consecutive b. Thus X is the set of labels of two-sided
infinite paths in the graph of Figure 2.1.1. It is recurrent, as one may easily
verify. It is not minimal since it contains the one-point set {aZ} which is closed
and shift invariant.
1 2
b
a
a
Figure 2.1.1: The golden mean shift.
Example 2.1.8 Let ϕ : a → ab, b → a be the Fibonacci substitution. Since
ϕ(a) begins with a, any ϕn(a) is a prefix of ϕn+1(a). Let x ∈ {a, b}N be the
sequence x having all ϕn(a) as prefixes. Thus
x = abaababa · · ·
It is known as the Fibonacci word (we prefer to keep the name ‘Fibonacci se-
quence’ for the well-known sequence Fn+1 = |ϕn(b)|). The subshift of {a, b}N
which is the closure of the orbit x is the one-sided Fibonacci shift. We will see
that it is minimal (Example 2.4.13).
2.2 More on shift spaces
In this section, we develop in more detail the notions related to shift spaces and
their language. We will see how the notions of recurrence and minimality can be
expressed adequately for shift spaces. We will also introduce important notions
like return words or Rauzy graphs.
2.2.1 Some combinatorics on words
Let A be a set called an alphabet . We will generally assume that the alphabet is
finite. A word over A is an element of the free monoid generated by A, denoted
by A∗. If u = u0u1 · · ·un−1 (with ui ∈ A, 0 ≤ i ≤ n− 1) is a word, its length is
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n and is denoted by |u|. The empty word is denoted by ε. It is the unique word
of length 0. The set of nonempty words over A is denoted by A+.
Two words u, v are conjugate if u = rs and v = sr for some words r, s.
A word w is primitive if it is not a power of another word. Formally, w is
primitive if w = un implies n = 1. A primitive word of length n has n distinct
conjugates (Exercise 2.10).
A factor (also called a subword or a block) of a word u is a finite word y such
that there exist two words v and w satisfying u = vyw. When v (resp. w) is
the empty word, we say that y is a prefix (resp. suffix) of u. If k, l are integers
such that 0 ≤ k ≤ l < |u|, we let u[k,l] denote the subword ukuk+1 · · ·ul of u.
We define u[k,l+1) to be u[k,l]. If l < k, then u[k,l] is the empty word. If y is a
factor of u, the occurrences of y in u are the integers i such that u[i,i+|y|−1] = y.
If y has an occurrence in u, we also say that y occurs in u.
The reversal of a word u = u0u1 · · ·un, with ui ∈ A, is the word u˜ =
un · · ·u1u0.
The elements of AK, where K is equal to N, −N or Z, are called sequences
or infinite words. When we need to precise which kind of sequences we are
dealing with we sometimes say right infinite sequence, or one-sided sequence
when K = N, left-infinite sequence when K = −N and two-sided sequence in
the last case. For x = (xn)n∈Z ∈ AZ, we let x+ and x− respectively denote the
sequences (xn)n≥0 and (xn)n<0. For x ∈ A−N and y ∈ AN, we denote z = x · y
the two sided sequence z such that x = z− and y = z+. The notion of factor
is naturally extended to sequences, as well as the notion of prefix when K = N.
The set of subwords of length n of x is written Ln(x) and the set of subwords
of x, or the language of x, is denoted by L(x). We also denote by L≤n(x) the
set of words of length at most n in L(x).
The reversal of a right-infinite sequence x = x0x1 · · · is the left-infinite
sequence x˜ = · · ·x1x0.
For a finite word u ∈ A+, we denote by uω the right infinite sequence uuu · · ·
and by u∞ the two-sided infinite sequence x = · · ·uuu · uuu · · · , where the dot
is placed to the left of x0. In this way, we have x
+ = uω.
The sequence (pn(x))n≥0 defined by pn(x) = Card(Ln(x)) is the factor com-
plexity (or word complexity or simply the complexity) of x. Note that p0(x) = 1,
that pn(n) ≤ pn+1(x) and that pn+m(x)) ≤ pn(x)pm(x) for all n,m ≥ 0.
Example 2.2.1 Let x be the Fibonacci word (Example 2.1.8). We have p1(x) =
2 since every letter a, b appears in x. Next p2(x) = 3 since L(x) = {aa, ab, ba}
as one may verify. We will see that actually, one has pn(x) = n+1 for all n ≥ 1
(see Section 2.5).
The sequence x ∈ AN is eventually periodic if there exist a word u and a
nonempty word v such that x = uvω, where vω = vvv · · · . A sequence that is
not eventually periodic is called aperiodic. It is periodic if u is the empty word.
The following result is classical.
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Theorem 2.2.2 (Morse, Hedlund) Let x be a two-sided sequence. The fol-
lowing conditions are equivalent.
(i) For some n ≥ 1, one has pn(x) ≤ n.
(ii) For some n ≥ 1, one has pn(x) = pn+1(x).
(iii) x is periodic.
Morover, in this case, the least period of x is max pn(x).
Proof. (i) ⇒ (ii). Since pn(x) ≤ pn+1(x) for all n ≥ 0, the hypothesis implies
that pn(x) = pn+1(x) for some n ≥ 0.
(ii) ⇒ (iii). For every w ∈ Ln(x), there is a unique letter a ∈ A such that
wa ∈ Ln+1(x). This implies that two consecutive occurrences of a word u of
length n in x are separated by a fixed word depending only on u and thus that
x is periodic.
(iii) ⇒ (i) is obvious.
Let n be the least period of x. Since a primitive word of length n has n
distinct conjugates, we have pn(x) = n and pm(x) = n for all m ≥ n.
Thus, by Proposition 2.2.2, either pn(x) ≥ n + 1 for all n ≥ 1 or pn(x) is
eventually constant. The case pn(x) = n + 1 for all n ≥ 1 corresponds to the
Sturmian sequences (see below).
Proposition 2.2.3 The following conditions are equivalent for x ∈ AZ.
(i) Every u ∈ L(x) has at least two occurrences in x.
(ii) Every u ∈ L(x) has an infinite number of occurrences in x.
(iii) For every u,w ∈ L(x) there is v ∈ L(x) such that uvw ∈ L(x).
Proof. (i) ⇒ (ii). Assume that u has a finite number of occurrences in x. Let v
be the shortest prefix of x containing all these occurrences. Since v has a second
occurrence in x, we have a contradiction.
(ii) ⇒ (iii). Assume that u = x[i,j). Since w has an infinite number of
occurrences in x, there is an index k larger than j such that w = xk,ℓ). Set
v = x[j,k). Then uvw = x[i,ℓ).
(iii) ⇒ (i) is clear, considering u = w.
A word u is recurrent in x ∈ AN if condition (ii) above is satisfied. The sequence
x itself is called recurrent if one of the conditions is satisfied. Thus a sequence
x ∈ AN is recurrent if and only if x is a recurrent point of the full shift. We
could of course use Proposition 2.1.3 to prove Proposition 2.2.3. We also say
that the language L(x) is recurrent or irreducible if condition (iii) is satisfied.
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Example 2.2.4 Let A = {a, b} and let x = abaaabbabb · · · be the sequence
formed of all words on A in radix order (that is, ordered first by length, then
lexicographically). It is a recurrent sequence in which all words on A appear,
that is, such that L(x) = A∗. As a variant of this example, the Champernowne
sequence is the sequence x = 01234567891011121314151617181920 · · · formed
of the decimal representation of all numbers in increasing order.
Proposition 2.2.5 The following conditions are equivalent for a sequence x ∈
AN.
(i) Every u ∈ L(x) occurs infinitely often in x and the greatest difference of
two successive occurrences of u is bounded.
(ii) For every u ∈ L(x), there is an n ≥ 1 such that u occurs in every word of
Ln(x).
Proof. (i) ⇒ (ii). Let k be the maximum of the differences between successive
occurrences of u. Then u appears in every word of Ln(x) for n = |u|+ k.
(ii) ⇒ (i) is clear.
A sequence x ∈ AN is uniformly recurrent if one of these conditions hold. We
also say in this case that L(x) is uniformly recurrent
Example 2.2.6 The Fibonacci word x (Example 2.2.1) is uniformly recurrent.
Indeed, let u ∈ L(x) and let n be the minimal integer such that u is a factor
of ϕn(a). Then ϕn+2(a) = ϕn(a)ϕn(b)ϕn(a) Then u has a second occurrence in
ϕn+2(a), and thus at bouded distance of the first one.
A sequence x ∈ AN is linearly recurrent with constant K if it is recurrent
and the greatest difference between successive occurrences of u is bounded by
K|u|.
Most of this terminology extends naturally to a two-sided infinite sequence.
In particular, x ∈ AZ is periodic if x = v∞ for some v ∈ A+. In this case, x+
is periodic. Similarly, x ∈ AZ is recurrent (resp. uniformly recurrent) if L(x)
is recurrent (resp. uniformly recurrent). The same extension holds for linearly
recurrent sequences.
Proposition 2.2.7 Let x be a two-sided sequence which is linearly recurrent
with constant K. Then
1. Every word of Ln(x) appears in every word of L(K+1)n−1(x).
2. The factor complexity of x is at most Kn.
Moreover, if x is not periodic, it is (K+1)-power free, that is for every nonempty
word u ∈ L(x), un ∈ L(x) implies n ≤ K.
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Proof. 1. Let u ∈ Ln(x). Since two successive occurrences of u differ by at most
Kn, every word of L(K+1)n−1 contains u as a factor.
2. Set pn(x) = Card(Ln(x)). A word of length (K + 1)n − 1 has at most
Kn factors of length n. Thus, by Assertion 1, pn(x) ≤ Kn.
Assume now that uK+1 ∈ L(x). Set n = |u|. The word uK+1 has length
(K + 1)n and at most n factors of length n. By Assertion 1, this implies
pn(x) ≤ n. By Theorem 2.2.2, this implies that x is periodic.
Clearly, a linearly recurrent sequence is uniformly recurrent but the converse is
not true (see Exercise 2.38).
Example 2.2.8 The Fibonacci word is linearly recurrent (Exercise 2.13).
2.2.2 The language of a shift space
Let X be a shift space. The language of X is the set L(X) of subwords of
elements belonging to X . The set L(X) is of course that union of the languages
L(x) for x ∈ X . We also denote by Ln(X) the set of words of length n in L(X)
and by L≤n(X) the set of those of length at most n.
The same notation can be used for the language of a one-sided shift space.
The languages of a two-sided shift space and of its associated one-sided shift
space are actually the same.
A set L of words on the alphabet A is factorial if it contains the factors of its
elements. It is said to be extendable if for every u ∈ L, there are letters a, b ∈ A
such that aub ∈ L. The language of a shift space is factorial and extendable
and, conversely, for every factorial extendable set L, there is a unique shift space
X such that L(X) = L (Exercise 2.12).
For two words u, v such that uv ∈ L(X), the set
[u · v]X = {x ∈ X | x[−|u|,|v|−1] = uv}
is nonempty. It is called the cylinder with basis (u, v). If u is the empty word
we set [v]X = [u · v]X or equivalently [v]X = {x ∈ X | x[0,|v|−1] = v}. Any
cylinder is open and every open set in a shift space is a union of cylinders. The
clopen sets in X are the finite unions of cylinders.
For any sequence x ∈ AZ there is a smallest shift space containing x called
the subshift generated by x and denoted Ω(x). It is the closure of the orbit of
x.
The following property is sometimes taken for definition of shift spaces.
Proposition 2.2.9 A set X ⊂ AZ is a shift space if and only if there is a set
F ⊂ A∗ of finite words such that X is the set XF of infinite words without factor
in F .
Proof. Indeed, such a set is clearly closed and invariant by the shift. Conversely,
let X be a shift space. Since X is closed, its complement Y = AZ \X is open.
Thus for every y ∈ Y , there is a cylinder [uy · vy ]AZ containing y and contained
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in Y . Set F = {uyvy | y ∈ Y }. Then XF ⊂ X since XF ∩ Y = ∅. Conversely,
if x ∈ X has a factor uyvy in F , then T nx is in [uy · vy]AZ for some n ∈ Z and
this is a contradiction since X is shift invariant. Thus X = XF .
Let X and Y be shift spaces on alphabets A,B respectively. Given integersm,n
such that −m ≤ n, let f : Lm+n+1(X) → B be a map called a block map. We
call m the memory and n the anticipation of the block map f .
The sliding block code induced by f is the map ϕ : X → BZ defined by
y = ϕ(x) if (see Figure 2.2.1)
yi = f(xi−m · · ·xi+n) (i ∈ Z).
When ϕ(X) ⊂ Y , we write ϕ : X → Y .
xi−m · · · xi+n
yi
f
Figure 2.2.1: The sliding block code.
Theorem 2.2.10 (Curtis, Hedlund, Lyndon) Let X and Y be shift spaces.
A map ϕ : X → Y is a morphism if and only if it is a sliding block code.
Proof. A sliding block code is clearly continuous and commutes with the shifts,
that is ϕ ◦ T = S ◦ϕ. Thus it is a morphism of dynamical systems. Conversely,
let ϕ : X → Y be a morphism. Since the alphabet B of the shift Y is finite,
the set ϕ−1[b] is, for every b ∈ B, a clopen set. Thus there is an integer n such
that ϕ(x)0 depends only on x[−n,n]. Set f(x−n · · ·xn) = ϕ(x)0. Then ϕ is the
sliding block code associated to f .
The factor complexity (or word complexity or simply the complexity) of the
shift space (X,S) is the sequence
pn(X) = Card(Ln(X)).
Observe that p0(X) = 1 and that pn(X) ≤ pn+1(X). Indeed, for every w ∈
Ln(X), there is a letter a ∈ A such that wa ∈ L(X).
Example 2.2.11 Let X be the golden mean shift (Example 2.1.7). The factor
complexity of X is pn(X) = Fn+1 where Fn is the Fibonacci sequence defined
by F0 = 0, F1 = 1 and Fn+1 = Fn + Fn−1 for n ≥ 1. Indeed, the number of
words in Ln+1(X) ending with a is equal to pn(X) and the number of those
ending with b is pn−1(X) since the b has to be preceded by a. Thus pn+1(X) =
pn(X) + pn−1(X).
The following result is the counterpart for shift spaces of Theorem 2.2.2.
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Theorem 2.2.12 (Morse, Hedlund) Let X be a shift space. The following
conditions are equivalent.
(i) For some n ≥ 1, one has pn(X) ≤ n.
(ii) For some n ≥ 1, one has pn(X) = pn+1(X).
(iii) X is finite.
Proof. (i) ⇒ (ii). Since pn(X) ≤ pn+1(X) for all n ≥ 0, the hypothesis implies
that pn(X) = pn+1(X) for some n ≥ 0.
(ii) ⇒ (iii). By Proposition 2.2.2, every x ∈ X is periodic and its period is
bounded by max pn(X).
(iii) ⇒ (i) is obvious.
Thus, by Proposition 2.2.12, either pn(X) ≥ n + 1 for all n ≥ 1 or pn(X) is
eventually constant. The case pn(X) = n + 1 for all n ≥ 1 corresponds to the
Sturmian shifts (see below).
A shift space X is irreducible if the language L(X) is irreducible, that is, if
for every u, v ∈ L(X) there is a w such that uwv ∈ L(X).
Proposition 2.2.13 A shift space is recurrent if and only if it is irreducible.
Proof. Assume first that X is recurrent and consider u, v ∈ L(X). Let n > |u|
be such that S−n([v]X) ∩ [u]X 6= ∅. Then every x ∈ S−n([v]X) ∩ [u]X is in
[uwv]X for some w. Thus uwv ∈ L(X), showing that X is irreducible.
Conversely, assume that X is irreducible. Let U, V be open sets in X . We
can find cylinder sets [u]X ⊂ U and [v]X ⊂ V . Since X irreducible there is some
word w such that uwv ∈ L(X). Then [uwv]X is nonempty and in S−nV ∩ U
for n = |uw|. Thus X is recurrent.
A shift space is of course irreducible if and only if it is recurrent as a topological
dynamical system. Thus we could also have used Proposition 2.1.3 to prove
Proposition 2.2.13.
Thus, for a shift space, the property of being recurrent can be expressed by
a property of its language L(X). Likewise, we can translate the property of
being minimal. A shift space X is uniformly recurrent if the language L(X) is
uniformly recurrent, that is, if for every u ∈ L(X) there is an n ≥ 1 such that
u is a factor of every word in Ln(X).
Proposition 2.2.14 The following conditions are equivalent for a shift space
(X,S).
(i) The shift space X is minimal.
(ii) Every x ∈ X is uniformly recurrent and L(x) = L(X).
(iii) The shift space X is uniformly recurrent.
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Proof. (i) ⇒ (ii). Let u ∈ L(X). Since [u]X is clopen and X is minimal, for
every x ∈ X , the entrance time
n(x) = min{n > 0 | T nx ∈ [u]X}
exists and is bounded. This shows that every x ∈ X is uniformly recurrent and
that L(x) = L(X).
(ii) ⇒ (iii) Let n be the maximum of the integers n(x) defined previously.
Then u is a factor of every word of L(X) of length n+ |u|.
(iii) ⇒ (i) is clear since the orbit of every x ∈ X is dense.
Again, we could have used Proposition 2.1.4 to prove Proposition 2.2.14.
2.2.3 Special words
For w ∈ L(X), there is at least one letter a ∈ A such that wa ∈ L(X) and
symmetrically, at least one letter a ∈ A such that aw ∈ L(X). The word w is
called right-special if there is at least two letters a ∈ A such that wa ∈ L(X).
Symmetrically, w is left-special if there is at least two letters a ∈ A such that
aw ∈ L(X). It is bispecial if it is both left and right-special.
Special words are closely linked with the factor complexity of a shift space.
Let indeed pn(X) = Card(Ln(X)) be the factor complexity of the shift (X,S)
on the alphabet A. Set for n ≥ 0
sn(X) = pn+1(X)− pn(X),
bn(X) = sn+1(X)− sn(X).
For a word w ∈ L(X), let
ℓX(w) = Card{a ∈ A | aw ∈ L(X)}
rX(w) = Card{b ∈ A | wb ∈ L(X)}
eX(w) = Card{(a, b) ∈ A×A | awb ∈ L(X)}
Thus ℓX(w) > 1 (resp. rX(w) > 1) if and only if w is left-special (resp. right-
special). Define also the multiplicity of w ∈ L(X) as
mX(w) = eX(w) − ℓX(w) − rX(w) + 1.
The word w is called neutral if mX(w) = 0.
Proposition 2.2.15 We have for all n ≥ 0,
sn(X) =
∑
w∈Ln(X)
(ℓX(w) − 1) =
∑
w∈Ln(X)
(rX(w) − 1) (2.2.1)
and
bn(X) =
∑
w∈Ln(X)
mX(w). (2.2.2)
In particular, the number of left-special (resp. right-special) words of length n
is bounded by sn(X).
2.2. MORE ON SHIFT SPACES 27
Proof. We have∑
w∈Ln(X)
(ℓX(w) − 1) =
∑
w∈Ln(X)
ℓX(w) − Card(Ln(X))
= Card(Ln+1(X))− Card(Ln(X)) = pn+1(X)− pn(X)
= sn(X)
with the same result for
∑
w∈Ln(X)(rX(w)− 1). Next,
∑
w∈Ln(X)
mX(w) =
∑
w∈Ln(X)
(eX(w) − ℓX(w)− rX(w) + 1)
= pn+2(X)− 2pn+1(X) + pn(X) = sn+1(X)− sn(X) = bn(X).
2.2.4 Return words
Let X be a shift space. For w ∈ L(X) a right return word to w is a word u
such that wu is in L(X), has w as a proper suffix and has no factor w which is
not a prefix or a suffix. Thus a right return word is a word u such that, reading
from left to right and have already seen w, reading u, one sees again the word
w for the first time.
w u
w
Figure 2.2.2: A right return word
For example, in the golden mean shift, the word u = aab is a right return
word to w = b.
Symmetrically, a left return word to w is a word u such that uw is in L(X),
has w as a proper prefix and has no other factor w.
We denote by RX(w) (resp. R′X(w)) the set of right (resp. left) return
words to w. The set RX(w) is a prefix code, that is, no word in RX(w) is a
prefix of another one. The following property of return words is easy to verify.
Proposition 2.2.16 Every word w ∈ L(X) which begins and ends with u has
a unique factorisation w = uw1w2 · · ·wn with wi ∈ RX(u) and n ≥ 0.
For example, if X is the golden mean shift, we have
RX(b) = {ab, aab, aaab, . . .} and R′X(b) = {ba, baa, . . .}.
Clearly a recurrent shift space (X,S) is minimal if and only if RX(w) is
finite for every w ∈ L(X).
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2.2.5 Rauzy graphs
Let (X,S) be a shift space on the alphabet A. The Rauzy graph of X of order
n, denoted Γn(X), is the following labeled graph. The set of vertices of Γn(X)
is the set Ln−1(X) and the set of edges is Ln(X). The origin and end of the
edge w are the words u, v such that w = ua = bv with a, b ∈ A. The label of
the edge w is a.
Example 2.2.17 Let X be the Fibonacci shift. The Rauzy graphs of order
n = 1, 2, 3 are represented in Figure 5.5.3 (with the edge from w = ua labeled
a).
εa b a ba
b
a
aa
ab
ba
b
a
a
b
Figure 2.2.3: The Rauzy graphs of order n = 1, 2, 3 of the Fibonacci shift.
Every infinite path · · · ai−1→ pi ai→ pi+1 ai+1→ · · · in Γn(X) has a label, which is the
sequence (ai)i∈Z. The set of these labels is a shift space Xn. We have
X1 ⊃ X2 ⊃ · · · ⊃ Xn ⊃ · · · ⊃ X
and X = ∩n≥0Xn. Thus the sequence Xn approximatesX from above. A graph
is strongly connected if for every pair of vertices v, w there is a path from v to
w.
Proposition 2.2.18 A shift space X is recurrent if and only if all graphs Γn(X)
are strongly connected.
Proof. Assume that X is recurrent (or, equivalently, irreducible). If u, v ∈
Ln−1(X), there is some w ∈ L(X) such that uwv ∈ L(X). But then there is a
path labeled wv from u to v in Γn(X). Thus Γn(X) is strongly connected.
Conversely, assume that all Γn(X) are strongly connected. Consider u, v ∈
L(X). Let p, s be such that pu, vs have the same length n. Since Γn+1(X)
is strongly connected, there is a path from pu to vs in Γn+1(X), which can
be chosen of length at least n. Let w = rvs be the label of this path. Then
puw = purvs is in L(X), which implies that urv ∈ L(X). Thus X is irreducible.
2.2.6 Higher block shifts
Let X be a shift space on the alphabet A and let k ≥ 1 be an integer. Let
f : Lk(X) → Ak be a bijection from the set Lk(X) of blocks of length k of X
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onto an alphabet Ak. The map γk : X → AZk defined for x ∈ X by y = γk(x) if
for every n ∈ Z
yn = f(xn · · ·xn+k−1)
is the k-th higher block code onX . The shift space (X(k), S) whereX(k) = γk(X)
is called the k-th higher block presentation of X . The higher block code is an
isomorphism of dynamical systems and the inverse of γk is the map y 7→ x such
that xn is the first letter of f
−1(yn) for all n.
xn xn+1 · · · xn+k−1
yn
f
Figure 2.2.4: The k-th higher block code.
We sometimes, when no confusion arises, identify Ak and Lk(X) and write
simply y0y1 · · · = (x0x1 · · ·xk−1)(x1x2 · · ·xk) · · · .
Example 2.2.19 Consider again the golden mean shift (X,S) (Example 2.1.7).
We have L3(X) = {aaa, aab, aba, baa, bab}. Set f : aaa → x, aab → y, aba →
z, baa → t, bab → u. The third higher block shift X(3) of X is the set of two-
sided infinite paths in the graph of Figure 2.2.5 on the left (this graph is, up to
the labeling, the Rauzy graph Γ3(X), see below).
1
2
3
y
zu
t
x aa
ab
ba
b
ab
a
a
Figure 2.2.5: The third higher block coding of the golden mean shift X and the
graph Γ3(X)
Note that for n ≥ k, the Rauzy graph Γn(X(k)) is the same, up to the labels,
as the graph Γn+k−1(X). As an example, the graph of Figure 2.2.5 on the left
can be identified either with Γ2(X
(2)) or with Γ3(X) (see Figure 2.2.5 on the
right).
2.3 Shifts of finite type
A shift space X is of finite type if L(X) = A∗ \ A∗IA∗ where I ⊂ A∗ is finite
set. In other words, a two-sided infinite words x is in X if and only if it has no
factor in the finite set I. The elements of I are called the forbidden blocks of X .
The class of shifts of finite type is closed under conjugacy (Exercise 2.15).
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A well-know example is the golden mean shift (X,S) where X is the set
of two-sided sequences on A = {a, b} with no consecutive b. Thus the set of
forbidden blocks is I = {bb} and X is the set of labels of two-sided infinite paths
in the graph of Figure 2.1.1.
As a more generic example, for every shift space X and n ≥ 1, the set Xn
of labels of infinite paths in the Rauzy graph Γn(X) is a shift of finite type.
Indeed, it is defined by the finite set of forbidden blocks which is the set of
words of length n which are not in Ln(X).
Given a finite graph G = (V,E), the edge shift on G is the shift space (X,S)
where X ⊂ EZ is the set of biinfinite paths in G and S is the shift on EZ.
An edge shift is a shift of finite type, since it is defined by forbidden blocks of
length 2. Moreover, if the graph G is strongly connected, the edge shift on G is
irreducible (and thus recurrent).
Proposition 2.3.1 Any shift of finite type is conjugate to an edge shift on some
graph. The shift is recurrent if and only if the graph can be chosen strongly
connected.
The proof is left as an exercise (Exercise 2.16).
Example 2.3.2 The edge shift on the graph G represented in Figure 2.3.1 is
conjugate to the golden mean shift by the 1-block map e 7→ a, f 7→ b, g 7→ a.
1 2
f
g
e
Figure 2.3.1: An edge shift
2.4 Substitution shifts
Let A and B be finite alphabets. By a morphism from A∗ to B∗ we mean a
morphism of free monoids, that is a map σ : A∗ → B∗ such that σ(ε) = ε and
σ(uv) = σ(u)σ(v) for all u, v ∈ A∗. When σ(A) = B, we say σ is a letter-to-letter
morphism. Thus, letter-to-letter morphisms are onto.
We set |σ| = maxa∈A |σ(a)| and 〈σ〉 = mina∈A |σ(a)|. The morphism σ
is of constant length if 〈σ〉 = |σ|. It is is growing if limn→∞〈σn〉 = +∞ or,
equivalently, if |σn(a)| → ∞ for every a ∈ A.
We say that a morphism σ is erasing if there exists b ∈ A such that σ(b) is
the empty word and non-erasing otherwise. A growing morphism is non-erasing.
If σ is non-erasing, it induces, by infinite concatenation, a map from AN to BN
defined for x ∈ AN by
σ(x) = σ(x0)σ(x1) · · ·
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and a map from AZ to BZ defined for x ∈ AZ by
σ(x) = · · ·σ(x−1) · σ(x0)σ(x1) · · ·
These maps are also denoted by σ.
The language of the morphism σ : A∗ → A∗ is the set L(σ) of words occurring
in some σn(a), a ∈ A, n ∈ N and X(σ) will denote the set of sequences y ∈ AZ
whose subwords belong to L(σ). The set X(σ) is clearly a shift space since it is
closed and invariant. It is called the shift generated by σ.
By definition L(σ) ⊂ L(σn) and X(σ) ⊂ X(σn) for all n ≥ 1 (the equality
does not always hold, see Exercise 2.20). Observe that L(σ) is finite if and only
if X(σ) is empty. Observe also that L(X(σ)) ⊂ L(σ) but that the equality
might not hold in general. For example, if σ : a → a, b → ba, then X(σ) is
reduced to aZ and thus b is not a factor of X(σ). We will soon reduce to a
class of morphisms (the substitutions) where this kind of phenomenon cannot
happen.
Example 2.4.1 The Fibonacci morphism (Example 2.1.8) is defined by ϕ :
a 7→ ab, b 7→ a. The shift space associated to ϕ is called the Fibonacci shift.
An example of a two-sided infinite sequence in X(ϕ) is z = x˜ · x where x is the
Fibonacci word. Indeed, ϕ2(a) = aba ends with a and thus there is a unique
left-infinite word y having all ϕ2n(a) as suffixes. Since ϕ2(a) is a palindrome,
we have y = x˜. Then all factors of z are factors of some ϕ2n(aa) and thus
z ∈ X(ϕ).
Example 2.4.2 The Thue-Morse morphism is the morphism defined by τ :
a 7→ ab, b 7→ ba. The associated shift space is the Thue-Morse shift .
A morphism σ : A∗ → A∗ is called periodic if its associated shift space is periodic
and aperiodic otherwise. When σ is periodic, its period can be bounded a priori
and thus this property is decidable for a morphism (Exercise 2.27).
Example 2.4.3 The shift space associated to the morphism ϕ : a 7→ aba, b 7→ b
is periodic. Indeed, ϕ(ab) = (ab)2 and thus the set X(ϕ) is formed of two points.
2.4.1 Fixed points
Let σ : A∗ → A∗ be a morphism. If there exist a letter a ∈ A such that σ(a)
begins with a and if, moreover, limn→+∞ |σn(a)| = +∞, then σ is said to be
right-prolongable on a.
Suppose that σ is right-prolongable on a ∈ A. Since for all n ∈ N, σn(a) is a
prefix of σn+1(a) and because |σn(a)| tends to infinity with n, there is a unique
right infinite word denoted σω(a) which has all σn(a) as prefixes. Indeed, for
every i ≥ 0, the i-th letter of x is the common i-th letter of all words σn(a)
longer than i. Then x = σω(a) is a fixed point of σ since σ(x) = x.
By an admissible one-sided fixed point of σ, we mean a one-sided infinite
sequence x = σω(a) where σ is right-prolongable on a.
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Observe that a morphism can have other fixed points, either finite or infinite.
In fact, if σ is the morphism a → a, b → ba, then a is a finite fixed point since
σ(a) = a and aω is also a fixed point since σ(aω) = aω.
Proposition 2.4.4 Every growing morphism has a power which has an admis-
sible one-sided fixed point.
Proof. Let σ : A∗ → A∗ be a growing morphism. Let a ∈ A. Since σ is growing,
it is non-erasing and thus all σn(a) are nonempty. Since A is finite, there are
n, p ≥ 1 such that σn(a) and σn+p(a) begin with the same letter, say b. Since
σ is growing, limk→∞ σkp(b) = ∞. Thus σp is right-prolongable on b and has
an admissible one-sided fixed point.
We will use term substitution for a morphism σ : A∗ → A∗ which is right-
prolongable on some a ∈ A and moreover such that every letter of A appears
in x = σω(a). The second condition is harmless, since it can always be satisfied
by removing the useless letters.
A sequence x which is an admissible one-sided fixed point of a substitution
σ is said to be purely substitutive (with respect to σ). The subshift generated
by x is then called a substitution shift.
In this way, the substitution shift generated by x coincides with X(σ). More-
over we will always have L(X(σ)) = L(σ). Thus the shift genrerated by σ and
the subshift generated by x are fortunately the same thing.
Example 2.4.5 The Thue-Morse substitution τ : a→ ab, b→ ba is prolongable
on a and b. The fixed point x = lim τn(a) is called the Thue-Morse sequence.
One has
x = abbabaab · · ·
One may show that xn = a if and only if the number of 1 in the binary expansion
of n is even (Exercise 2.21).
If x ∈ AN is purely substitutive (with respect to σ) and φ : A∗ → B∗
is a letter-to-letter morphism, then y = φ(x) is said to be substitutive (with
respect to (σ, φ)) and the shift space it generates, denoted X(σ, φ), is called a
substitutive shift.
Two-sided fixed points of σ can be similarly defined. Assume that σ is right-
prolongable on a ∈ A and left-prolongable on b ∈ A, that is, σ(b) ends with b and
limn→+∞ |σn(b)| = +∞. Let x = σω(a) and let y be the left infinite sequence
having all σn(b) as suffixes. Let z ∈ AZ be the two-sided sequence such that
x = z+ and y = z−. Then z is a fixed point of σ denoted σω(b · a). It can
happen that σω(b · a) does not belong to X(σ). In fact, σω(b · a) belongs to
X(σ) if and only if ba belongs to L(σ). In this case, we say that σω(b · a) is an
admissible fixed point of σ. Equivalently, z ∈ AZ is an admissible fixed point of
σ if, and only if z+, z− are admissible one-sided fixed points and z belongs to
X(σ).
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When z ∈ AZ is a two-sided admissible fixed-point of σ, we say, as in the one-
sided case, that z is a pure substitutive two-sided sequence and if φ is a letter-
to-letter morphism, we say that x = φ(z) is a substitutive two-sided sequence.
Likewise, the shift generated by x, denoted X(σ, φ) is called a substitutive shift.
Proposition 2.4.6 Every growing substitution has a power with an admissible
two-sided fixed point.
Proof. Let σ : A∗ → A∗ be a growing substitution. Let a, b ∈ A be such that
ab ∈ L(σ). There are integers n, p such that simultaneously σn(a), σn+p(a) end
with the same letter c and σn(b), σn+p(b) begin with the same letter d. This will
be also true, with the same p but possibly different letters c, d, for n+1, n+2, . . .
and thus we may also assume that p divides n. Thus τω(c.d) is a two-sided fixed
point of τ = σp. But cd is a factor of σn+p(ab) and thus cd ∈ L(τ), showing
that τω(c.d) is an admissible two-sided fixed point of τ .
Example 2.4.7 Let ϕ : a 7→ ab, b 7→ a be the Fibonacci substitution. Then
ϕ2 : a 7→ aba, b 7→ ab is right prolongable on a and left prolongable on a and b.
Since moreover ba ∈ L(ϕ), the two sided infinite sequences ϕω(a ·a) and ϕω(b ·a)
are admissible fixed points of ϕ2.
Observe that a morphism σ could have non admissible fixed points.
Example 2.4.8 Let σ : A∗ → A∗, with A = {a, b, c} be a substitution defined
by a 7→ ab, b 7→ ac, c 7→ aa. It can be checked that σ has a unique fixed point in
AN but no admissible fixed point in AZ whereas σ3 has three admissible fixed
points : σω(a.a), σω(b.a) and σω(c.a).
2.4.2 Primitive morphisms
A morphism ϕ : A∗ → A∗ is said to be primitive if there is an n ≥ 1 such that
for every a, b ∈ A, the letter b appears in the word ϕn(a).
Proposition 2.4.9 If σ : A∗ → A∗ is a primitive morphism and A has at least
two letters, then σ is growing.
Proof. Let n ≥ 1 be such that every letter b ∈ A occurs in σ(a) for every a ∈ A.
Then |σn(a)| ≥ Card(A) and thus |σn+m(a)| ≥ Card(A)m for all m ≥ 1.
In particular, every primitive morphism on at least two letters has a power which
is a substitution. The converse is not true since, for example, a → aba, b → bb
is a growing substitution which is not primitive.
The shift X(σ) generated by a primitive morphism σ is a substitution shift.
Indeed, if σ is primitive, some σn is a substitution and X(σ) = X(σn).
The following result is well known.
Proposition 2.4.10 A primitive substitution shift is minimal.
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Proof. Let σ : A∗ → A∗ be a primitive morphism. Let n ≥ 1 be such that every
b ∈ A occurs in every σn(a) for a ∈ A. By Proposition 2.2.14, it is enough to
prove that L(σ) is uniformly recurrent. Let u ∈ L(σ). Let a ∈ A and m ≥ 1 be
such that u is a factor of σm(a). Then u is a factor of every σn+m(b) and thus
a factor of every word of L(σ) of length 2|σ|n+m. Therefore L(σ) is uniformly
recurrent.
The converse of Proposition 2.4.10 is not true. A well-known example is the
binary Chacon substitution σ : 0 → 0010, 1 → 1. The substitution is not
primitive but the corresponding shift space is minimal (see Exercise 2.23). The
converse is true however for a substitution which is growing (Exercise 2.24).
When σ is primitive, we easily check that, for all k ≥ 1, L(σ) = L(σk) and
that L(σ) = L(σω(a)) for any letter a ∈ A on which σ is right-prolongable. In
particular, we also have that for all x ∈ X(σ), Ω(x) = X(σ) = X(σk), for all
k ≥ 1. We say that (X(σ), S) is a primitive substitution shift. A sequence x is
primitive substitutive if it is substitutive with respect to a primitive substitution.
The subshift (Ω(x), S) that it generates is then primitive substitutive. Since a
letter-to-letter morphism is a morphism of dynamical systems, we have the
following corollary of Proposition 2.4.10.
Corollary 2.4.11 A primitive substitutive shift is minimal.
The composition matrix of a morphism σ : A∗ → B∗ is the B × A-matrix
M(σ) defined for every a ∈ A and b ∈ B by
M(σ)b,a = |σ(a)|b
where |σ(a)|b denotes the number of occurrences of the letter b in the word σ(a).
The transposed matrix of M(σ) is called the incidence matrix of σ. Thus, on
the composition matrix, the columns correspond to the words σ(a) (in the sense
that the column of index a is the vector (|σ(a)|b)b∈B) while, in the incidence
matrix, this role is played by the rows.
Such a matrix gives, as we shall see, important information on a morphism.
(although distinct morphisms may well have the same composition matrix). An
important property is that is σ : A∗ → B∗ and τ : B∗ → C∗ are morphisms,
then
M(τ ◦ σ) =M(τ)M(σ). (2.4.1)
Note that, with incidence matrices, the relative order of σ, τ is reversed since
M(τ ◦ σ)t =M(σ)tM(τ)t.
When A = B, the composition matrix is a square A × A-matrix. It follows
for (2.4.1) that for every k ≥ 0, one has
M(σk) =M(σ)k (2.4.2)
For example, the composition matrix of the substitution σ : 0→ 01, 1→ 00
is
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M(σ) =
[
1 2
1 0
]
.
A nonnegative square matrixM is primitive, if there is some n ≥ 1 such that all
entries ofMn are positive. We easily derive from (2.4.2) the following statement.
Proposition 2.4.12 The morphism σ is primitive if and only if the matrix
M(σ) is primitive.
Example 2.4.13 The Fibonacci substitution is primitive. Indeed, ϕ2(a) = aba
and ϕ2(b) = ab both contain a and b. Accordingly
M(ϕ) =
[
1 1
1 0
]
, M(ϕ)2 =
[
2 1
1 1
]
.
Thus the Fibonacci shift is minimal.
Let ϕ : A∗ → A∗ be a primitive substitution. Then, the matrix M is a
primitive non-negative matrix. The following result is well-known.
Theorem 2.4.14 (Perron, Frobenius) LetM be a nonnegative primitive real
square matrix. Then
(i) M has a positive simple eigenvalue λM such that |µ| < λM for every other
eigenvalue µ of M .
(ii) There corresponds to λ a positive eigenvector v. Every nonnegative eigen-
vector of M is colinear to v.
(iii) The sequence (1/λnMM
n) converges at geometric rate to the matrix wv
where v, w are positive left and right eigenvectors such that Mw = λMw,
vM = λMv and vw = 1.
The theorem expresses in particular that if a matrix M is primitive, its
spectral radius ρ(M) = max{|λ| | λ ∈ Spec(M)} is an eigenvalue of M which is
algebraically simple. Furthermore, any eigenvalue ofM different from ρ(M) has
modulus less than ρ(M). We call ρ(M) the dominant eigenvalue ofM . By abuse
of language, when M is the composition matrix of a primitive endomorphism
σ, we call ρ(M) the dominant eigenvalue of σ.
The term geometric rate of convergence used in assertion (iii) means that
there is constant c > 0 and a real number r < 1 such that for all n ≥ 0
|| 1
λnM
Mn − wv|| ≤ crn. (2.4.3)
We can choose for r the quotient r = µ/ρ(M) where µ is the maximum of the
|λ| for λ an eigenvalue of M other than ρ(M).
We illustrate this theorem with the following example.
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Example 2.4.15 Let M =
[
1 1
1 0
]
. The eigenvalues of M are λ = (1 +
√
5)/2
and λˆ = (1 − √5)/2. Since λˆ < λ, we have λM = λ. Since λ2 = λ + 1, a left
eigenvector corresponding to λ is
[
λ 1
]
. The sequence (1/λnMM
n) tends to the
matrix
1
1 + λ2
[
λ2 λ
λ 1
]
=
1
1 + λ2
[
λ
1
] [
λ 1
]
.
Example 2.4.16 Let ϕ be the Morse substitution. Then
M =
[
1 1
1 1
]
.
The dominant eigenvalue is equal to 2 and the corresponding row eigenvector is
v =
[
1/2, 1/2
]
.
Thus, if M is the incidence matrix of a primitive morphism, we have for any
a ∈ A,
lim
n→∞
|ϕn+1(a)|/|ϕn(a)| = λM . (2.4.4)
since 1/λnM |ϕn(a)| is the sum of coefficients of the row of index a of 1/λnMMn.
We now prove the following important property of primitive morphisms. For
a morphism ϕ, we denote 〈ϕ〉 = mina∈A |ϕ(a)| and |ϕ| = maxa∈A |ϕ(a)|.
Proposition 2.4.17 For every primitive morphism, the quotient |ϕn|/〈ϕn〉 is
bounded.
For theis we need the following lemma (which will also be used again later).
Lemma 2.4.18 Let M be a primitive matrix with dominant eigenvalue λM and
positive left and right eigenvectors x = (xa), y = (yb) such that
∑
a∈A xa = 1
and
∑
a∈A xaya = 1. There are c > 0 and τ < λM such that for every a, b ∈ A
and n ≥ 1, we have∣∣|ϕn(a)|b − λnMyaxb∣∣ ≤ cτn (2.4.5)∣∣|ϕn(a)| − λnMya∣∣ ≤ cCard(A)τn (2.4.6)∣∣|ϕn(a)|b − |ϕn(a)|xb∣∣ ≤ c(1 + Card(A))τn. (2.4.7)
Proof. The first equation results directly from (2.4.3). For the second one, we
write, using the triangular inequality and (2.4.5)∣∣|ϕn(a)| − λnMya∣∣ = |∑
b∈A
|ϕn(a)|b − λnM
∑
b∈A
yaxb|
≤
∑
b∈A
||ϕn(a)|b − λnMyaxb|
≤ cCard(A)τn
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which is (2.4.6). Finally, using (2.4.5) and (2.4.6), we obtain, since xb ≤ 1,∣∣|ϕn(a)|b − |ϕn(a)|xb∣∣ = ∣∣|ϕn(a)|b − λnMyaxb + λnMyaxb − |ϕn(a)|xb∣∣
≤ ||ϕn(a)|b − λnMyaxb|+ xb||ϕn(a)| − λnMya|
≤ c(1 + Card(A))τn
which is (2.4.7).
Proof of Proposition 2.4.17. Let M be the incidence matrix of ϕ. Equation
(2.4.6) shows that for every a ∈ A, |ϕn(a)|/λnM converges to ya > 0. This
implies that for every a, b ∈ A, the quotient |ϕn(a)|/|ϕn(b)| converges to ya/yb
and thus proves the statement.
2.4.3 Circular codes
We say that a set U ⊂ A+ of nonempty words is a code if every word u ∈ A∗
admits at most one decomposition in a concatenation of elements of U . Thus
U is a code if the submonoid U∗ generated by U is isomorphic with the free
monoid on U . A prefix code is obviously a code.
A coding morphism for a code U ⊂ A+ is a morphism ϕ : B∗ → A∗ which is
one-to-one from B to U .
The set U ⊂ A+ is a circular code whenever it is a code and moreover if for
p, q ∈ A∗ one has
pq, qp ∈ U∗ ⇒ p, q ∈ U∗. (2.4.8)
One may visualize this definition as follows. Imagine the word pq written on
a circle (or infinitely repeated). Then (pq)(pq) and p(qp)q are two decomposition
in words of U . Thus the circular codes are such that the decomposition is unique
on a circle (or, equivalently, on the infinite repetition · · · pqpq · · · ).
Example 2.4.19 The set U = {0, 01} is a circular code but U ′ = {010, 101} is
a code which is not circular.
Proposition 2.4.20 Let (X,S) be a shift space. For every u ∈ L(X), the set
RX(u) is a circular code.
Proof. The set U = RX(u) is a prefix code and thus it is a code. Next, assume
that pq, qp ∈ U∗. Set p = u1u2 · · ·uns with ui ∈ U and s a proper prefix of U .
Let k ≥ 1 be such that (pq)k is longer than u. Since (pq)k is in U∗, the word
u(pq)k ends with u and thus (pq)k ends with u. Next, since (qp)k+1 = q(pq)kp
also ends with u for the same reason, we obtain that up ends with u. This forces
s = ε and thus p ∈ U∗, which implies that q is also in U∗ because U is a prefix
code.
Circular codes have a property of unique decomposition of sequences.
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Proposition 2.4.21 Let U ⊂ A+ be a finite circular code and let ϕ : B∗ → A∗
be a coding morphism for U . Then for every x ∈ AZ there is at most one pair
(k, y) such that x = Skϕ(y) with 0 ≤ k < |ϕ(y0)|. In particular, ϕ : BZ → AZ
is injective.
The proof is left as an exercise (Exercise 2.31). Note that in the case where
U = RX(u), the proof is immediate since the occurrences of u in a sequence
determine the factorisation in words of U .
2.4.4 Recognizable morphisms
Let ϕ : A∗ → B∗ be a nonerasing morphism. Let X be a shift space on the
alphabet A and let Y be the closure of ϕ(X) under the shift. Then Y is a shift
space and every y ∈ Y has a representation as y = Skϕ(x) with x ∈ X and
0 ≤ k < |ϕ(x0)|. We say that ϕ is recognizable on the shift X for the point y if
y has only one such representation. We say that ϕ is recognizable on X if it is
recognizable in X for every y ∈ Y .
As an equivalent definition, consider the tower over X associated to the
function x 7→ |ϕ(x0)|, already introduced in Section 2.1. It is the dynamical
system (Xϕ, T ) where
Xϕ = {(x, i) | 0 ≤ i < |ϕ(x0)|}
and
T (x, i) =
{
(x, i + 1) if i+ 1 < |ϕ(x0)|
(Sx, 0).
The map ϕˆ : (x, i)→ Siϕ(x) is a morphism of dynamical systems from (Xϕ, T )
onto (Y, S). The morphism ϕ is recognizable on the shift X for the point y if
ϕˆ−1(y) has only one element. Thus ϕ is recognizable on X if and only if ϕˆ is
injective. Since X is isomorphic to the system induced by Xϕ on X × {0}, we
have proved the following useful statement.
Proposition 2.4.22 If ϕ is recognizable on X, then X is isomorphic to the
shift induced by Y on ϕ(X).
The following is a reformulation of Proposition 2.4.21.
Proposition 2.4.23 A nonerasing morphism ϕ : B∗ → A∗ is recognizable on
the full shift BZ if and only if ϕ is injective on B and ϕ(B) is a circular code.
As a positive example of application of Proposition 2.4.23, we have the case of
the Fibonacci morphism.
Example 2.4.24 The Fibonacci morphism ϕ : a → ab, b → a is recognizable
on the full shift. Indeed, {a, ab} is a circular code.
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The negative example of the Thue-Morse morphism shows the necessity of the
hypothesis that ϕ(B) is circular in Proposition 2.4.21.
Example 2.4.25 Let τ : a → ab, b → ba be the Thue-Morse morphism. We
have (ab)∞ = τ(ab)∞ = Sτ(ba)∞. Thus τ is not recognizable on AZ.
The following important theorem will be used several times. It will be used in
particular in the representation of substitution shifts by sequences of partitions
in towers in Chapter 5.
Theorem 2.4.26 (Mosse´) Every primitive nonperiodic morphism σ is recog-
nizable on X(σ).
Example 2.4.27 The Thue-Morse morphism τ : a→ ab, b→ ba is recognizable
on the Thue-Morse shift X = X(τ). Indeed, let x = Skτ(y) with 0 ≤ k < 2.
Every word in L(τ) of length at least 5 contains aa or bb. Thus x has an
infinite number of occurrences of both aa and bb. Consider an i > 1 such that
xi = xi+1 = a. Then xk · · ·xi is in τ(A∗) and thus has even length. Thus i and
k have opposite parities. This shows that k is unique and thus also y since τ
has constant length.
The next example shows that the hypothesis that σ is nonperiodic is necessary.
Example 2.4.28 Let σ : a→ ab, b→ ca, c→ bc. We have σ(abc) = (abc)2 and
thus X(σ) is formed of the three shifts of (abc)ω. Therefore σ is primitive but
periodic. Since
(abc)∞ = ϕ(abc)∞ = S2(bca)∞
the morphism σ is not recognizable
2.4.5 Block presentations
We will need later to associate to a primitive substitution ϕ and an integer k ≥ 1
the k-block presentation of ϕ denoted ϕk.
g(b)
a
c1 cs cℓ
b1 bs
b
ϕ ϕ ϕ
ϕk ϕk
Figure 2.4.1: The morphism ϕk
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Let ϕ : A∗ → A∗ be a primitive substitution and let (X,S) be its associated
shift space. For k ≥ 1, consider an alphabet Ak in one-to-one correspondence
by f : Lk(X) → Ak with the set Lk(X) of factors (or blocks) of length k of
X . The map f extends naturally to a map, still denoted f , from Lk+n(X) to
Ln+1(X(k)) defined for n ≥ 0 by
f(a1a2 · · ·ak+n) = f(a1 · · ·ak)f(a2 · · · ak+1) · · · f(an+1 · · · ak+n). (2.4.9)
We define a morphism ϕk : A
∗
k → A∗k as follows. Let b ∈ Ak and let a be the
first letter of f−1(b) (see Figure 2.4.1). Set s = |ϕ(a)|. To compute ϕk(b), we
first compute the word ϕ(f−1(b)) = c1c2 · · · cℓ. Note that ℓ ≥ |ϕ(a)| + k − 1 =
s+ k − 1. We set
ϕk(b) = b1b2 · · · bs
where
b1 = f(c1c2 · · · ck), b2 = f(c2c3 · · · ck+1), . . . , bs = f(cs · · · cs+k−1).
In other terms, ϕk(b) is the prefix of length s = |ϕ(a)| of f ◦ ϕ ◦ f−1(b) where
f is the map defined by (2.4.9) (see Figure 2.4.1).
Example 2.4.29 Let ϕ : a → ab, b→ a be the Fibonacci morphism. We have
L2(X) = {aa, ab, ba}. Set A2 = {x, y, z} and let f : aa → x, ab → y, ba → z.
Since f ◦ ϕ ◦ f−1(x) = f(ϕ(aa)) = f(abab) = yzy, keeping the prefix of length
|ϕ(a)| = 2, we have ϕ2(x) = yz. Similarly, we have ϕ2(y) = yz and ϕ2(z) = x.
Let π : A∗k → A∗ be the morphism defined by π(b) = a where a is the first
letter of f−1(b).
Then we have for each n ≥ 1 the following commutative diagram which
expresses the fact that ϕnk is the counterpart of ϕ
n for k-blocks.
A+k
ϕnk−−−−→ A+kyπ yπ
A+
ϕn−−−−→ A+
(2.4.10)
Indeed, we have ϕπ(b) = πϕk(b) for every b ∈ Ak by definition of ϕk. Since
ϕπ and πϕk are morphisms, this implies ϕ◦π = π ◦ϕk and thus ϕn ◦π = π ◦ϕnk
for all n ≥ 1. This proves (2.4.10). In particular, since π is length preserving,
we have
|ϕnk (b)| = |ϕn(a)| (2.4.11)
for n ≥ 1 and a = π(b).
We denote u ≤ v to express that the word u is a prefix of v.
Proposition 2.4.30 We have for every u ∈ L(X) of length at least k.
ϕk(f(u)) ≤ f(ϕ(u)). (2.4.12)
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Proof. For a word w of length at least n, we denote by Prefn(w) its prefix
of length n and we set ρ(u) = Pref|u|−k+1(u) for u of length at least k. For
u ∈ L(X), set ℓ(u) = |ϕ(ρ(u))|. We prove the following result, showing that the
definition of ϕk extends to words in f(L≥k(X)).
ϕk(f(u)) = Prefℓ(u) f(ϕ(u)). (2.4.13)
The property is true for u ∈ Lk(X) since ϕk(f(u)) is the prefix of length |ϕ(a)|
of f(ϕ(u)) where a is the first letter of u.
Arguing by induction on the length of u, consider now a ∈ A and u ∈
L≥k(X). Set f(au) = bv with b ∈ Ak (see Figure 2.4.2). Then, since ρ(au) =
aρ(u), since f(ϕ(au)) = ϕ(a)f(ϕ(u)) and since f−1(b) = Prefk(au),
Prefℓ(au) f(ϕ(au)) = Pref|ϕ(a)|+ℓ(u)) f(ϕ(au))
= Pref|ϕ(a)| f(ϕ(au)) Prefℓ(u) f(ϕ(u))
= Pref|ϕ(a)| f(ϕ(f
(−1)(b)) Prefℓ(u) f(ϕ(u))
= ϕk(b)ϕk(v) = ϕk(bv)
proving (2.4.13) and thus (2.4.12).
a ρ(u)
ϕ(a)
b v
ϕ ϕ ϕ ϕ
ϕk ϕk ϕk
Figure 2.4.2: Comparing ϕk(f(au)) and ϕ(au).
Proposition 2.4.31 When ϕ is primitive, then for k ≥ 1,
1. the substitution ϕk is primitive,
2. for every b ∈ Ak, u = f (−1)(b) and n ≥ 1, ϕnk (b) ≤ f(ϕn(u)),
3. the shift associated to ϕk is the k-th higher block presentation of X.
Proof. 1. Since ϕ is primitive, there is an integer n such that for every a ∈ A, the
word ϕn(a) contains all the words of Lk(ϕ) as factors. Then for every b ∈ Ak,
the word ϕnk (b) contains all letters of Ak. Thus ϕk is primitive.
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2. Since ϕk(f(u)) ≤ f(ϕ(u)) for every u ∈ L≥k(X), we have also ϕnk (f(u)) ≤
f(ϕn(u)) for every n ≥ 1.
3. This shows that for every b ∈ Ak and n ≥ 1, the word ϕnk (b) is in L(X(k)),
which implies the conclusion since X(k) is minimal.
We denote by Mk the incidence matrix of the morphism ϕk. Thus, we have
Mk =M(ϕk)
t.
Proposition 2.4.32 All matrices Mk for k ≥ 1 have the same dominant eigen-
value.
Proof. Since |ϕnk (b)| = |ϕn(a)| for all n ≥ 1 and b ∈ Ak with a = π(b) by
(2.4.11), this follows from Equation (2.4.4).
Actually, one can prove that all matrices Mk for k ≥ 2 have the same nonzero
eigenvalues (Exercise 4.22).
Example 2.4.33 Let ϕ : a 7→ ab, b 7→ a be the Fibonacci substitution as in
Example 2.4.29. Set A2 = {x, y, z} and f : x 7→ aa, y 7→ ab, z 7→ ba. Then
ϕ2 : x 7→ yz, y 7→ yz, z 7→ x as we have already seen. Thus
M2 =
0 1 10 1 1
1 0 0

2.5 Sturmian shifts
A shift space (X,S) on a binary alphabet is called Sturmian if its word com-
plexity is n+1. Thus, by Proposition 2.2.12, Sturmian shifts have the minimal
nonconstant word complexity. Since these shifts are defined by a property of
their language, the definition applies to two-sided shifts as well as to one-sided
shifts. An element of a Sturmian shift is a Sturmian sequence.
We shall see shortly an example of a Sturmian shift (Example 2.5.1).
The definition implies that Sturmian shifts are such that for every n ≥ 1
there is exactly one right special word (and one left special word). Since a
prefix of a left special word is left special, this implies that the left special
words in a Sturmian shift are the prefixes of one right infinite word.
Example 2.5.1 The Fibonacci shift (see Example 2.4.1) is Sturmian (see Ex-
ercise 2.32).
As one might expect in view of its minimal word complexity, any Sturmian shift
is minimal, moreover it is uniquely ergodic.
As well known, Sturmian shifts correspond to the coding of rotations on
the circle. Actually, for every irrational real number α with 0 ≤ α ≤ 1, let
s = (sn)n∈Z be the biinfinite word defined by
sn = ⌊(n+ 1)α⌋ − ⌊nα⌋ (2.5.1)
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It can be shown that the closure of the orbit of s is a Sturmian shift and that
every Sturmian shift is of this form (we actually prove this statement below in
Proposition 2.5.5).
For example, if α = (3 −√5)/2, then s0s1 · · · = 001001 · · · . The closure of
the orbit of s is the Fibonacci shift.
2.5.1 Episturmian shifts
Sturmian shifts can be generalized to arbitrary alphabets as follows. A shift
space X on an alphabet A is called episturmian if L(X) is closed under reversal
and for every n ≥ 1, there is at most one right-special word of length n. It
is called strict episturmian (or also Arnoux-Rauzy) if for each n ≥ 1, there
is a unique right-special word w of length n which is moreover is such that
wa ∈ L(X) for every a ∈ A. Again, the definition applies to two-sided or
one-sided shifts.
A Sturmian shift is strict episturmian. Indeed, if X is Sturmian, it can be
shown that L(X) is closed under reversal.
A one-sided infinite word x is called episturmian (resp. strict episturmian)
if the subshift generated by x is episturmian. It is called standard if its left
special factors are prefixes of x. For every strict episturmian one-sided shift X ,
there is a unique standard infinite word x in X . Accordingly, when X is a strict
episturmian two-sided shift, there is a unique standard infinite word y which
belongs to the one-sided shift associated to X , that is, such that y = x+ for
some x ∈ X .
Example 2.5.2 The morphism ϕ : a 7→ ab, b 7→ ac, c 7→ a is called the Tri-
bonacci morphism. The fixed point x = ϕω(a) is called the Tribonacci sequence.
It is a standard episturmian word (Exercise 2.33). There are three two sided
infinite words z such that z+ = x, namely ϕ3ω(a · a), ϕ3ω(b · a) and ϕ3ω(c · a).
For a ∈ A, denote by La the elementary automorphism defined for every
b ∈ A by
La(b) =
{
ab if b 6= a
a otherwise
We define Lu for u ∈ A∗ by extending the map a 7→ La to a morphism u 7→ Lu.
A palindrome is a word equal to its reversal. For a word w, the palindromic
closure of w, denoted w(+), is the shortest palindrome which has w as a prefix.
The iterated palindromic closure of a word w, denoted Pal(w), is defined by
Pal(ε) = ε and Pal(ua) = (Pal(u)a)(+) for u ∈ A∗ and a ∈ A.
Since Pal(u) is a prefix of Pal(uv), there is for every x ∈ AN, a unique right
infinite word y = Pal(x) such that Pal(u) is a prefix of y for every prefix u of x.
It can be shown that for every u, v ∈ A∗, one has by Justin Formula
Pal(uv) = Lu(Pal(v)) Pal(u) (2.5.2)
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As a consequence, for every u ∈ A∗ and v ∈ AN, one has
Pal(uv) = Lu(Pal(v)). (2.5.3)
Moreover, x 7→ Pal(x) is the unique function f : AN → AN such that f(uv) =
Lu(f(v)) for every u ∈ A∗ and v ∈ AN.
We will use the following result in Chapter 5.
Theorem 2.5.3 An infinite word s is a standard episturmian word if and only
if there exists an infinite word x such that s = Pal(x). Moreover, s is epistur-
mian strict if and only if every letter of A occurs infinitely often in x.
The one-sided infinite word x is called the directive word of the standard word
s.
If x = x0x1 · · · , the words un = Pal(x0 · · ·xn−1) are the palindrome prefixes
of s. It can be shown (Exercise 2.34) that moreover the set of left return words
to un is
R′X(un) = {Lx0···xn−1(a) | a ∈ A} (2.5.4)
This formula shows the remarkable fact that in a strict episturmian shift X , the
set of return words to the words un (and, as a consequence to every word in
L(X)) has a constant cardinality. We shall have more to say about this later,
when we introduce dendric shifts (Chapter 8).
Example 2.5.4 The directive word of the Tribonacci word s (see Example 2.5.2)
is (abc)ω. Indeed, we have by Justin’s Formula Pal((abc)ω) = Labc(Pal(abc)
ω)
whence the result since Labc = ϕ
3. The palindrome prefixes of s are
a, aba, abacaba, . . . .
We have for example
R′X(abacaba) = {Labc(a), Labc(b), Labc(c)}
= {abacaba, abacab, abac}.
2.5.2 Sturmian words, rotations and continued fractions
Let us come back to binary Sturmian words. We will use the traditional alphabet
A = {0, 1}. To every standard Sturmian word s ∈ {0, 1}N, we associate a real
number α(s) called its slope and defined as follows.
Let
x = 0d11d20d3 · · ·
be the directive word of s. The slope of s is the real number
α(s) = [0, 1 + d1, d2, d3, . . .].
where [a0, a1, a2, . . .] denotes the continued fraction with coefficients a0, a1, . . .
(see Appendix ??).
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Recall that we denote T = R/Z the one-dimensional torus. For α > 0, let
Rα : T→ T be the transformation defined by Rα(z) = z + α. The pair (T, Rα)
is a topological dynamical system called the rotation of angle α.
Proposition 2.5.5 Let s be a Sturmian word and let α be the slope of s. The
map γα : T→ X defined for z ∈ T, by y = γα(z) if
yn =
{
0 if Rnαz ∈ [0, 1− α)
1 otherwise
is such that s = γα(α) and is an injective map from T into the subshift X
generated by s such that γα ◦Rα = S ◦ γα (see Figure 2.5.1).
T T
X X
Rα
γα γα
S
Figure 2.5.1: The map γα.
The map γα is called the natural coding of (T, Rα). Note that γα(0) is the
sequence defined by Equation 2.5.1.
Note also that γα is not a conjugacy since it is neither continuous nor sur-
jective.
Indeed, it is not continuous since γα(0)0 = 0 while γα(z)0 = 1 for all z ∈
(α, 1) and thus for values of z arbitrary close to 0.
Next, the sequence s = limz→1− γα(z) is not in γα(T). Indeed, let cα =
γα(α)
+. We have s+ = 1cα and thus s = γα(y) implies y = 0 although γα(0)0 =
0, a contradiction. Note that the left-special words in L(X) are the prefixes of
cα. Thus cα is a standard sequence.
We first prove the following lemma.
Lemma 2.5.6 For every irrational α with 0 < α < 1, the sequence cα = γα(α)
+
satisfies
cα =
{
L0(cα/(1−α)) if α < 1/2
L1(c(1−α)/α) otherwise
(2.5.5)
Proof. Assume that d1 > 0 (or equivalently α < 1/2) and set x = 0y. We have
to prove that
cα = L0(cα/(1−α)). (2.5.6)
We consider the transformation Rα as a map defined on [0, 1) translating the
semi intervals [0, 1 − α) and [1 − α, 1) as indicated in Figure 2.5.2 on the left.
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Consider the transformation R′ induced by R = Rα on the semi-interval [0, 1−
α). It is defined by
R′(z) =
{
R(z) if z ∈ [0, 1− 2α)
R2(z) otherwise
The transformation R′ is obtained by cutting the interval [0, 1) after the point
1−α and grouping the two translations first from [1−2α, 1−α) to [1−α, 1) and
then to [0, α) into a single translation. In this way, we obtain a new rotation
of angle α/(1 − α) and for every z ∈ [0, 1 − α), γα(z) = L0(R′(z)). Since
R′(z) = Rα/(1−α)(z/(1− α))), this proves Equation (2.5.6).
The sequence cα is called the characteristic sequence of slope α.
0 1− α 1
0 α 1
0 1− 2α 1− α
0 α 1− α
Figure 2.5.2: The action of Rα.
Proof of Proposition 2.5.5. For y ∈ {0, 1}∗, let us denote by π(y) the slope of
the standard sequence Pal(y). We have to prove that for all u ∈ {0, 1}∗ and
y ∈ {0, 1}N, we have
cπ(uy) = Lu(cπ(y)). (2.5.7)
Indeed, by Justin Formula (2.5.3), this implies that cπ(x) = Pal(x) and thus
that cα = s.
Equation (2.5.7) is true for u = ε. Note that if α = π(x) and x = 0x′,
then π(x′) = α/(α − 1). Arguing by induction on |u|, consider u = 0v. Then,
by (2.5.6) and using the induction hypothesis, we have
cπ(uy) = L0(cπ(vy)) = L0(Lv(cπ(y)))
= Lu(cπ(y)).
The case u = 1v is similar.
The transformation used in the proof is called a Rauzy induction (we shall
meet again this notion in Chapter 7 when we consider interval exchange trans-
formations).
Example 2.5.7 The slope of the Fibonacci word is α = 3−
√
5
2 . Indeed, its
directive word is 0101 . . . and thus α = [0, 2, 1, 1, . . .]. The Fibonacci word is
actually an approximation of the line of equation y = αx+α (see Figure 2.5.3).
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0 x
y
α 0
1
0 0
1
Figure 2.5.3: The Fibonacci word as an approximation of the line y = α(x+1).
2.6 Toeplitz shifts
A sequence x = (xn)n∈K, with K = Z or N, on the alphabet A satisfying
∀n ∈ K, ∃p ∈ N, ∀k ∈ N, xn = xn+kp
is called a Toeplitz sequence.
For such a sequence x and p ≥ 1, we let
Perp(x) = {n ∈ Z;xn = xn+kp for all k ∈ K}.
It is clear that x is a Toeplitz sequence if there exists a sequence (pn)n≥1 in
N\{0} such that Z = ⋃n≥1 Perpn(x). Equivalently, x is a Toeplitz sequence if all
finite blocks in x appear periodically. Hence, Toeplitz sequences are uniformly
recurrent. We say that pn is an essential period if for any 1 ≤ p < pn the
sets Perp(x) and Perpn(x) do not coincide. If the sequence (pn)n≥1 is formed by
essential periods and pn divides pn+1, we call it a periodic structure of x. Clearly,
if (pn)n≥1 is a periodic structure, then (pin)n≥1 is also a periodic structure for
any strictly increasing sequence of positive integers (in)n≥1.
A shift space (X,S) is a Toeplitz shift ifX is generated by a Toeplitz sequence
x ∈ X .
Example 2.6.1 Let σ be the substitution 0 → 01, 1 → 00. The substitution
shift X(σ) is a Toeplitz shift. Indeed, let us show that the admissible fixed point
x = σ2ω(1 · 0) is a Toeplitz sequence (sometimes known as the period-doubling
sequence). First all symbols x2n of even index are equal to 0. This implies
that for k ∈ Z the blocks x[2k2N ,2k2N+2N ) of length 2N are all equal. Thus, for
any n ≥ 1, let N be such that n < 2N . Then xn = xn+kp for all k ∈ Z with
p = 2N+1. The period structure is (2n)n≥1.
More generally, a substitution σ of constant length n is said to have a coin-
cidence at index k for 1 ≤ k ≤ n if the k-th letter of every σ(a) is the same.
Proposition 2.6.2 A fixed point of a constant length substitution having a co-
incidence is a Toeplitz sequence.
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The proof is similar to the one above.
There is a constructive way to obtain all Toeplitz sequences. Let A be a
finite alphabet and ? a letter not in A (usually the symbol ? is referred as a
“hole”). Let x ∈ (A ∪ {?})Z. Given x, y ∈ (A ∪ {?})Z, define Fx(y) as the
sequence obtained from x replacing consecutively all the ? by the symbols of y,
where y0 is placed in the first ? to the right of coordinate 0. In particular, if x
has no holes, Fx(y) = x for every y ∈ (A ∪ {?})Z. In addition, observe that:
if z = Fx(y) then Fz = Fx ◦ Fy. (2.6.1)
Now, consider a sequence of finite words (w(n))n∈N in A∪{?}. For each n, let
y(n) be the periodic sequence w(n)∞ = · · ·w(n)w(n)w(n).w(n)w(n)w(n) · · · ∈
(A∪{?})Z, where the central dot indicates the position to the left of coordinate
0.
We define the sequence (z(n))n≥1 by: z(1) = y(1) and, for every n ≥ 1,
z(n+ 1) = Fz(n)(y(n+ 1)). (2.6.2)
It is not complicated to see that z(n) = u∞n for some word un of length
|w(1)||w(2)| · · · |w(n)| and that the limit z = limn→∞ z(n) is well defined as a
sequence in (A ∪ {?})Z. Moreover, if the w(n) does not start or finish with a
hole for infinitely many n, then the limit sequence belongs to AZ, i.e., z has no
holes. It is clear that z is a Toeplitz sequence.
On the other way round, let (pn)n≥1 be a periodic structure of the Toeplitz
sequence x. Then for every n ≥ 1 we can define the skeleton of x at scale pn by
z(n)m equal to ym if m ∈ Perpn(y) and to ? otherwise. Since z(n) has period
pn and pn divides pn+1, there exists a periodic sequence y(n) such that (2.6.2)
holds.
2.7 Exercises
Section 2.1
2.1 Let φ : X → Y be a continuous map between compact metric spaces X,Y .
Show that if φ is bijective, its inverse is continuous.
2.2 Let (X,T ) be a topological dynamical system. Show that for two nonempty
sets U, V ⊂ X and n ≥ 0, one has U ∩ T−nV 6= ∅ if and only if T nU ∩ V 6= ∅.
2.3 Let (X,T ) be a topological dynamical system. A point x ∈ X is recurrent
if for every open set U containing x, there is an n > 0 such that T n(x) ∈ U .
Show that if x is recurrent, for every open set U containing x, there is an infinity
of n > 0 such that T nx ∈ U .
2.4 Prove Proposition 2.1.3
2.5 Show that a factor of a minimal system is minimal.
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2.6 Let Rα be the transformation x 7→ x+α on the torus T = R/Z. Show that
the system (X,T ) is minimal if and only if α > 0 is irrational .
2.7 Let (X,T ) be a topological dynamical system and let h : X → N be a
continuous function. The set
Xh = {(x, i) | 0 ≤ i < h(x)}
is a compact metric space as a closed subset of finite number of copies of X and
the map
T h(x) =
{
(x, i + 1) if i+ 1 < h(x)
(Tx, 0) otherwise
is continuous. Thus (Xh, T h) is a topological dynamical system called the tower
overX defined by h. Show that (Xh, T h) is invertible if (X,T ) is invertible, min-
imal if (X,T ) is minimal and that the system induced on X×{0} is isomorphic
with (X,T ).
2.8 Let φ : [0, 1]→ {0, 1}N be the map defined by y = φ(x) if yn = 2nx mod 1
or equivalently
x =
∑
n≥0
yn2
−n.
Show that φ is a morphism from the dynamical system (X,T ) with Tx =
2x mod 1 to the Cantor space {0, 1}N.
2.9 Show that a minimal infinite symbolic system is a Cantor system.
Section 2.2
2.10 Show that a primitive word of length n has n distinct conjugates.
2.11 A word w = a1a2 · · · an with ai ∈ A has period p if wi = wi+p for
1 ≤ i ≤ n − p. Prove the following property of periods of words, known as
Fine-Wilf Theorem. Let p, q ≥ 1 be integers and d = gcd(p, q). If a word w has
period p and q with |w| ≥ p+ q − d, it has period d.
2.12 Show that for every factorial extendable set L, there is a unique shift
space X such that L(X) = L.
2.13 Show that the Fibonacci word is linearly recurrent.
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Section 2.3
2.14 Show that a shift space X is of finite type if and only if there is an n ≥ 1
such that every v ∈ Ln(X) satisfies
uv, vw ∈ L(X)⇒ uvw ∈ L(X) (2.7.1)
for every u,w ∈ L(X).
2.15 Show that the class of shifts of finite type is closed under conjugacy.
2.16 Prove Proposition 2.3.1.
2.17 Given a finite graph G with edges labeled by letters of an alphabet A, we
denote by XG the set of labels of infinite paths in G. A shift space X on the
alphabet A is sofic if there is a finite labeled graph G, called a presentation of
X , such that X = XG. Show that sofic shifts are the factors of shifts of finite
type.
2.18 A labeled graph G is right-resolving if the edges going out of of the same
vertex have different labels. A right-resoving presentation of a sofic shift is a
right-resolving graph G such that X = XG. Show that
1. every sofic shift has a right-resolving presentation
2. every irreducible sofic shift has a unique minimal strongly connected right-
resolving presentation.
Hint: consider the follower sets F (u) = {v ∈ L(X) | uv ∈ L(X)} for u ∈ L(X).
If G = (Q,E) is a right-resolving presentation of X , denote I(u) = {q ∈ Q |
there is a path ending at q labeled u} for u ∈ L(X). Show that I(u) = I(v)
implies F (u) = F (v).
2.19 Two nonnegative integral square matricesM,N are elementary equivalent
if there are nonnegative integral matrices U, V such that
M = UV, N = V U
The matrices are strong shift equvalent if there is a sequence (M1,M2, . . . ,Mk)
of matrices such that M1 =M , Mk = N andMi elementary equivalent toMi+1
for 1 ≤ i ≤ k − 1.
Let M be a nonnegative n × n-matrix. Denote by XM the edge shift on a
graph with adjacency matrix M . Show that if M,N are strong shift equivalent,
then XM , XN are conjugate.
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Section 2.4
2.20 Let σ : A∗ → A∗ be a morphism. Show that if σ is primitive, then
L(σn) = L(σ) for every n ≥ 1. Give an example of a morphism such that L(σ2)
is strictly contained in L(σ).
2.21 Let x be the Thue-Morse sequence. Prove that xn = a if and only if the
number of 1 in the binary expansion of n is even.
2.22 Let εn ∈ {−1, 1} be the parity of the number of (possibly overlapping)
factors 11 in the binary reprentation of n. The sequence ε0ε1ε2 · · · is the Rudin-
Shapiro sequence. Show that it is the image under the morphism φ : a→ 1, b→
1, c → −1, d → −1 of the fixed point x beginning with a of the substitution
σ : a→ ab, b→ ac, c→ db, d→ dc.
2.23 Show that the Chacon binary shift generated by the Chacon binary sub-
stitution σ : 0→ 0010, 1→ 1 is minimal.
2.24 Let σ : A∗ → A∗ be a growing substitution. Show that if the shift
generated by σ is minimal, then σ is primitive.
2.25 A morphism ϕ : A∗ → A∗ is elementary (not to be confused with the
elementary automorphisms of Section 2.5) if it cannot be written ϕ = α◦β with
β : A∗ → B∗, α : B∗ → A∗ and Card(B) < Card(A). Prove that an elementary
nonerasing morphism defines an injective map from AN to AN.
2.26 Prove that if x is a periodic fixed point of a primitive elementary mor-
phism, then every letter a ∈ A can be followed by at most one letter in x and
thus that the period of x is at most Card(A).
2.27 Prove that if a fixed point x of a primitive morphism ϕ is periodic, then
the period of x is at most |ϕ|Card(A)−1 where |ϕ| = max{|ϕ(a)| | a ∈ A} (Hint:
Use Exercise 2.26 and the fact that if ϕ = α◦β and if x is a periodic fixed point
of ϕ, then y = β(x) is a periodic fixed point of ψ = β ◦α and that the period of
x is at most the period of y times |α| ≤ |ϕ|).
2.28 Prove that a submonoid M of A∗ is generated by a code if and only if it
satisfies
u, uv, vw,w ∈M ⇒ v ∈M. (2.7.2)
for all u, v, w ∈ A∗.
2.29 Let U ⊂ A+ be finite set of words. The flower automaton of U is the
following labeled graph A(U) = (Q,E). The set Q of vertices of A(U) is the set
of pairs (u, v) of nonempty words such that uv ∈ U plus the special vertex ω.
For every u, a, v with a ∈ A and u, v ∈ A∗ such that uav ∈ U there is an edge e
labeled a with
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(i) e : (u, av)→ (ua, v) if u, v 6= ε
(ii) e : (ω, av)→ (a, v) if u = ε, v 6= ε,
(iii) e : (u, a)→ (ua, ω) if u 6= ε, v = ε,
(iv) and finally e : ω → ω if u = v = ε.
Show that the number of paths labeled w from ω to ω is equal to the number
of factorizations of w in words of U . Show that U is
1. a code if and only if there is a unique path from p to q labeled w for every
p, q ∈ Q and w ∈ A∗,
2. a circular code if for every nonempty word w there is at most one p ∈ Q
such that there is a cycle labeled w from p to p.
2.30 Let U be a code. A pair (x, y) of words in U∗ is synchronizing if for every
u, v ∈ U∗, one has
uxyv ∈ U∗ ⇒ ux, yv ∈ U∗.
Note that this definition is coherent with the definition of synchronizing pair
given in Section 2.4. Consider the flower automaton A(U) = (Q,E). Let µ be
the morphism from A∗ into the monoid of Q×Q-matrices with integer elements
defined by
µ(w)p,q =
{
1 if p
w→ q
0 otherwise
Show that the following condtions are equivalent for x, y ∈ U∗
(i) (x, y) is synchronizing.
(ii) µ(xy)p,q = µ(x)p,ωµ(y)ω,q for all p, q ∈ Q. and thus µ(xy) has rank one.
Moreover, if µ(x), µ(y) have rank one, then (x, y) is synchronizing.
2.31 A code U ⊂ A+ is said to have finite synchronization delay n (or to be
uniformly synchronized) if there is an integer n such that every pair x, y of words
in U∗ of length at least n is synchronizing.
Show that the following conditions are equivalent for a finite code U on the
alphabet A.
(i) U is a circular code.
(ii) U has finite synchronization delay.
(iii) every sequence in AZ has at most one factorization in words of U , that
is for every x ∈ AZ there is at most one pair (k, y) with y ∈ BZ and
0 ≤ k < |ϕ(y0)| such that x = Skϕ(y).
Hint: for (i) ⇒ (ii), use Exercise 2.30.
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Section 2.5
2.32 Show that the Fibonacci shift is Sturmian. Hint; show that the left special
words are the prefixes of the ϕn(a).
2.33 Prove that the Tribonacci shift is standard episturmian.
2.34 Show that if s = Pal(x) is a standard strict episturmian one-sided se-
quence with directive word x = x0x1 · · · , one has
R′X(un) = {Lx0···xn−1(a) | a ∈ A} (2.7.3)
where un = Pal(x0x1 · · ·xn−1) are the palidrome prefixes of s.
2.35 Let (d1, d2, . . .) be a sequence of integers with d1 ≥ 0 and dn > 0 for n ≥ 2.
The standard sequence with directive sequence (d1, d2, . . .) is the sequence (sn)
of words defined by s0 = 0, s1 = 0
d11 and sn = s
dn
n−1sn−2 for n ≥ 2. Show
that each sn is a primitive word which is prefix of the characteristic sequence of
slope α = [0, 1 + d1, d2, . . .].
2.36 Let (sn) be the standard sequence with directive sequence (d1, d2, . . .) and
let α = [0, 1 + d1, d2, . . .]. Show that for n ≥ 3, the word s1+dn+1n is a prefix of
the characteristic word cα but not the word s
2+dn+1
n .
2.37 A sequence x is said to be d-power free if for every nonempty word w, wn ∈
L(x) implies n < d. Show that if a Sturmian word of slope α = [a0, a1, a2, . . .]
is d-power free for some d, the ai are bounded (note that the converse is also
true, see the Notes). Hint : use Exercise 2.36.
2.38 Show that if a Sturmian word of slope α = [a0, a1, . . .] is linearly recurrent,
the ai are bounded.
Section 2.6
2.39 Let x ∈ {0, 1}N be the period-doubling sequence, which is the fixed point
of the substitution σ : 0→ 01, 1→ 00. Show that
xn = ν2(n+ 1) mod 2
where ν2(m) is the number of 0 ending the binary representation of m.
2.8 Solutions
Section 2.1
2.1 Let yn be a sequence in Y converging to y. Set xn = φ
−1(yn). Since X is
compact, the sequence xn has accumulation points. Since f is continuous they
are equal to x = f−1(y) and thus xn converges to x.
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2.2 Assume that U∩T−nV 6= ∅. Let x ∈ U∩T−nV 6= ∅. Then T nx ∈ T nU∩V .
Conversely, if y ∈ T nU ∩ V , there is some x ∈ U such that T n(x) = y. Thus
x ∈ U ∩ T−nV .
2.3 If T nx ∈ U , then x ∈ U ∩T−nU . Since the latter is an open set, there is an
m > 0 such that Tmx ∈ U ∩ T−nU and thus T n+mx ∈ U . The same argument
can be repeated to obtain the conclusion.
2.4 (i)⇒(ii) Let (Un)n≥0 be a countable basis of open sets (this exists for any
compact metric space). Since (X,T ) is recurrent, the set
S = ∩n≥0 ∪m≥0 T−mUn.
is dense in X . Every x ∈ S is recurrent since for every open set U containing
x, there is an Un contained in V and not containing x. Then x ∈ T−mUn for
some m > 0, showing that x is recurrent. (ii)⇒ (iii) is obvious. (iii)⇒ (i) Let
x0 ∈ X be a recurrent point. For every pair U, V of nonempty open sets, there
are, by Exercise 2.3, arbitrary large integers n,m such that T nx ∈ U, Tmx ∈ V .
Choosing n < m, we obtain U ∩ Tm−nV 6= ∅.
2.5 Let φ : (X,T )→ (X ′, T ′) be a morphism from a minimal system (X,T ) to
(X ′, T ′). Let Y ′ be a closed stable nonempty subset of X ′. Then Y = f−1(Y ′)
is nonempty and closed. It is also stable because for y ∈ Y , we have φ(T (y)) =
T ′(φ(y)) ∈ T ′Y ′ ⊂ Y ′ and thus T (y) ∈ Y . Thus Y = X which implies Y ′ = X ′.
2.6 Assume that α is irrational. For every q ≥ 1, there is a p such that
α ∈ (p/q, (p+ 1)/q). Then every x ∈ [0, 1) is an interval [np/q, (n+ 1)p/q) and
thus |x− nα| ≤ 1/q.
2.7 If T is invertible, the inverse of T h is the map which sends (x, i) to
(x, i − 1) if i > 1 and to (T−1x, 1) otherwise. If (X,T ) is minimal, the orbit of
every (x, i) ∈ Xh is clearly dense in Xh. Thus (Xh, T h) is minimal. The last
assertion result of the fact that f(x) is the return time to U = X×{1} and thus
T hU (x, 1) = (T
h(x)x, 1) = T h(x, 1) = (Tx, 1).
2.8 The map φ is continuous and φ ◦ T = S ◦ φ.
2.9 Let (X,T ) be an infinite minimal symbolic system. Since X is a closed
subset of AZ, it is compact and totally disconnected. For every x ∈ X , the orbit
of x is dense in X since X is minimal. Since X is infinite, it contains points
arbitrary close to x but distinct of x. Thus x is not isolated.
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Section 2.2
2.10 Assume that w is a primitive word of length n and that w = uv = vu.
Then for every k ≥ 1 we have wk = ukv, as shown easily by induction on k.
This implies that wω = uω and thus w = u.
2.11 Assume p < q. We use induction on p+ q. The result is trivial if p = d.
Otherwise, let u be the prefix of length q − d of w. Then, for 1 ≤ i ≤ p− d, we
have ui = ui+p = ui+p−q. This shows that u has period q − p. By induction
hypothesis, u has period d. Since |u| ≥ p, the word w has also period d.
2.12 Let X be the set of x ∈ AZ with all its factors in L. Clearly X is
the largest shift space such that L(X) ⊂ L. For u ∈ L, there is a sequence
(an, bn) ∈ A × A such that an · · · a1ub1b2 · · · bn ∈ L for every n ≥ 0. Then
· · ·a2a1 · ub1b2 · · · is in X and thus u ∈ L(X).
2.13 Let ϕ : a → ab, b → a be the Fibonacci morphism and let x be the
Fibonacci word. Let Fn be the Fibonacci sequence defined by F0 = 0, F1 = 1
and Fn+1 = Fn + Fn−1 for n ≥ 1. Note that Fn ≤ Fn+1 implies Fn+1 ≤ 2Fn
and Fn+2 ≤ 3Fn for n ≥ 1.
For every n ≥ 1, we have ϕn+1(a) = ϕn(a)ϕn(b). Thus |ϕn(a)| = Fn+2 and
|ϕn(b)| = Fn+1.
Let w ∈ L(x) and let n be the least integer such that |w| < Fn+1. By the
choice of n, we have Fn ≤ |w|.
Since w has no factor in ϕn(A), it is a factor of ϕn(A2). But the largest
difference between the occurrences of a word of length 2 in the Fibonacci word
is 5 (this bound is reached by aa in aababaa). Thus two occurrences of w in x
are separated by at most 5Fn+2 ≤ 15Fn ≤ 15|w|. This shows that x is linearly
recurrent.
Section 2.3
2.14 Assume first that (X,S) is a shift of finite type defined by a finite set I
of forbidden blocks. Let n be the maximal length of the words of I. It is clear
that every v ∈ Ln(X) satisfies (2.7.1).
Conversely, consider the Rauzy graph G = Γn(X). By condition (2.7.1), the
label of every every infinite path in G is in X . Thus the edge shift on G can be
identified with (X,S).
2.15 Let ϕ : X → Y be a sliding block code from (X,S) to a shift of finite
type (Y, S) which is a conjugacy. We may suppose that ϕ, ϕ−1 are defined by
block maps f, g with memory and anticipation ℓ. Let k be the integer such that
every word in Lk(Y ) satisfies (2.7.1). Set m = k + 4ℓ. Then, one may verify
that every word in Lm(X) satisfies (2.7.1). Thus (X,S) is a shift of finite type.
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2.16 Let I ⊂ A∗ be a finite set of forbidden blocks and let (X,S) be the shift
of finite type corresponding to I. Let n be the maximal length of the words in
I and consider the Rauzy graph Γn(X). Then the edge shift on Γn(X) is the
n-th higher block presentation of (X,S). If (X,S) is recurrent, then Γn(X) is
strongly connected.
2.17 Suppose first that X is sofic and let G = (V,E) be a finite labeled graph
such that X = XG. The one-block map assigning to an edge its label is a factor
map from the edge shift on G onto X . Thus X is a factor of a shift of finite
type.
Conversely, let Y be a shift of finite type, which may be assumed to be an
edge shift. LetX be the image of Y by a sliding block code f : Lm+n−1(X)
with memory m and anticipation n. Consider the n + m − 1-th higher block
presentation Z of Y . Then Z is conjugate to Y and thus is a shift of finite
type by Exercise 2.15. Let G be the Rauzy graph Γm+n−1(Y ). Then Y can be
identified with the edge shift on G. Let H be the graph which the same as G
but with the labeling defined by the block map f . Clearly X = XH and thus
X is a sofic shift.
2.18 Let X = XG be a sofic shift where G = (V,E) is a finite graph with
labels in A. Let H = (W,F ) be the following graph. The set W is the set P(V )
of subsets of V . For P,Q ⊂ V , there is an edge from P to Q labeled a if
Q = {q ∈ V | there is an edge p a→ q with p ∈ P}.
Then H is right-resolving and it is easy to see that X = XH .
Assume now that X is an irreducible sofic shift. Any minimal right-resolving
presentation of X is clearly strongly connected.
Set L = L(X). Let M be the following labeled graph. Its vertices are the
follower sets
F (u) = {v ∈ L | uv ∈ L}
for u ∈ L. There is an edge from p to q labeled a if p = F (u) and q = F (ua).
Let us show that any strongly connected right-resolving minimal presentation
G = (Q,E) of X can be identified with M . For every p ∈ Q, let F (p) be the
set of all u ∈ L such that there is a path with label u starting at p. Define an
equivalence on Q by p ∼ q if F (p) = F (q). The quotient Q/ ∼ is clearly again a
right-resolving presentation of X . Since G is minimal, the equivalence ∼ is the
equality.
Consider, for u ∈ L, the set I(u) of all q ∈ Q such that there is a path in G
with label u ending at q. Clearly, if I(u) = I(v), then F (u) = F (v). Take u ∈ L
such that I(u) is of minimal cardinality. For every p, q ∈ I(u), we have p ∼ q.
Thus I(u) has only one element. Since G is strongly connected, every element
of Q appears in this way. This allows us to associate to every p ∈ Q the follower
set F (u) where u ∈ L is such that I(u) = {p}. This identifies G with M .
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2.19 It is enough to consider the case of two elementary equivalent matrices
M = UV and N = V U . Let GM = (VM , EM ) and GN = (VN , EN ) be graphs
with matrices M,N respectively. Let also GU be the graph on EM ∪EN having
Uxy edges from x ∈ EM to y ∈ EN and similarly for GV .
Since M = UV , there is a bijection e 7→ (u(e), v(e)) from EM onto the paths
of length 2 made of an edge of GU followed by an edge of GV . We denote e(u, v)
the inverse map. Similarly, we have a bijection f 7→ (v(f), u(f)) from EN onto
the paths formed of an edge of GV followed by an edge of GU with an inverse
map denoted f(v, u).
We define a 2-block map s (with memory 0) from XM to XN by s(e0e1) =
f(v(e0)u(e1)). Let σ : XM → XN be the sliding block code defined by s.
Similarly, let t be the 2 block map (with memory 0) from XN to XN defined by
t(f0f1) = e(u(f0)v(f1)). Let τ : XN → XN be the corresponding block map.
We have (see Figure 2.8.1)
τ ◦ σ = SM
where SM is the shift transformation on XM .
e0 e1 e2
u0 u1 u2v0 v1 v2
f0 f1
v0 v1u1 u2
e1
Figure 2.8.1: The conjugacies σ and τ .
Section 2.4
2.20 Let σ : a → b, b → aa. Then L(σ) = {a, b, aa, aaa, . . .} while L(σ2) =
{a, aa, aaa, . . .}. Assume that σ is primitive. Letm ≥ 1 be such that |σm(b)|a >
0 for every a, b ∈ A. Consider w ∈ L(σ). Let p ≥ 1 and a ∈ A be such that w
is a factor of σn(a). Let q ≥ m be such that p+ q is a multiple of n. Then w is
a factor of σp+q(a) and thus w is in L(σn).
2.21 Let a¯ = b and b¯ = a. With this notation, the Thue-Morse morphism
is defined by τ(x) = xx¯ for every x ∈ {a, b}. The property is true for n =
0, 1. Next, since τ(x) = x, and τ(x0 · · ·xn−1) = x0 · · ·x2n−1, we have τ(xn) =
x2nx2n+1. Thus x2n = xn and x2n+1 = x¯n. This proves the property by
induction on n.
2.22 Consider the labeled graph represented in Figure 2.8.2.
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a b c d0
1
0
1
1
0
1
0
Figure 2.8.2: The automaton of the Rudin-Shapiro sequence.
Let qn be the vertex reached from a following a path labeled by the binary
representation b(n) of n. It is easy to verify by induction on the length of b(n)
that
1. One has xn = qn.
2. One has
εn =
{
1 if qn ∈ {a, b}
−1 otherwise
Thus we conclude that εn = φ(xn).
2.23 Set vn = σ
n(0). Then vn+1 = vnvn1vn. Any u ∈ L(X(σ)) is a factor of
some vn. Thus for every n ≥ 1 there exists N such that every word of Ln(X)
is a factor of vN and thus an integer M such that every word in Ln(X(σ)) is a
factor of every word in LM (X(σ)).
2.24 Since σ is a substitution, it is prolongable on some a ∈ A and every
letter appears in x = σω(a). Thus every b ∈ A appears in x. Since X(σ) is
minimal, x is uniformly recurrent. Since σ is growing, for every b ∈ A there is
some n ≥ 1 such that a appears in σn(b). Since σ is prolongable on a, the letter
a also appears in all σm(b) for m ≥ n. Thus, there is an N such that a appears
in all σN (b) for b ∈ A. By minimality again, there is a k ≥ 1 such that every
c ∈ A appears in σk(a). Then every c appears in every σN+k(b).
2.25 Let ϕ : A∗ → A∗ be a morphism which is not injective as a map from
AN to itself. Set U = ϕ(A). Let Y be the basis of the intersection of all free
submonoids containing U∗ and let β : B → Y be a bijection from an alphabet
B with Y . Then there is a morphism α : A∗ → B∗ such that ϕ = α ◦ β. For
a word x ∈ U , let λ(x) ∈ Y be the first symbol in its decomposition in words
of Y , that is x ∈ λ(x)Y ∗. If some y ∈ Y does not appear as an initial symbol
in the words of U , set Z = (Y \ y)y∗. Then Z∗ is free and U∗ ⊂ Z∗ ⊂ Y ∗.
Thus Y = Z, a contradiction. Since ϕ is not injective on AN, the map λ is not
injective and thus Card(Y ) < Card(U), showing that ϕ is not elementary.
2.26 Let p(n) be the number of factors of length n of x. Let us show that if
p(n) < p(n + 1), then there is an m > n such that p(m) < p(m + 1). Indeed
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if p(n) < p(n + 1) there is a factor u of length n of x which is right-special,
that is, there are two distinct letters a, b such that ua, ub ∈ F (x). Since ϕ is
elementary, it is injective on AN (Exercise 2.25). Thus there are some v, w such
that ϕ(av) 6= ϕ(bw). If |ϕ(u)| > |u| or if ϕ(a), ϕ(b) begin by the same letter,
the longest common prefix of ϕ(uav), ϕ(ubw) is a right-special word of length
m > n. Otherwise we may replace u by ϕ(u). Since ϕ is primitive, the second
case can happen only a bounded number of times. If x is periodic, then p(n) is
bounded and by the preceding argument, no letter can be right-special, which
implies that the period of x is at most Card(A).
2.27 We use an induction on Card(A). If Card(A) = 1, the result is true
since the period is 1. Otherwise, either ϕ is elementary and thus injective by
Exercise 2.25. Then, by Exercise 2.26, the period of x is at most equal to
Card(A). Finally, assume that ϕ = α ◦ β with β : A∗ → B∗ and α : B∗ → A∗
and Card(B) < Card(A). Set y = β(x) and ψ = β◦α. Then ψ(y) = β◦α◦β(x) =
β(x) = y. Thus y is a fixed point of ψ. Since ψ is primitive, we may apply the
induction hypothesis. Since the period of y is at most |ψ|Card(B)−1, the period
of x is at most |α| |ψ|Card(B)−1 ≤ |ϕ|Card(A)−1.
2.28 Assume first that M = U∗ where U is a code. Then, the unique fac-
torisation of u(vw) = (uv)w forces v ∈ M . Conversely, let U be the the set of
nonempty words in M which cannot be written as a product of strictly shorter
words in M . Take x1x2 · · ·xn = y1y2 · · · ym with xi, yj ∈ U , and n,m ≥ 0
minimal. By definition of U , we have n,m ≥ 1. Assume |x1| ≤ |y1| and set
y1 = x1v. Then, x2 · · ·xn = vy1 · · · ym. By (2.7.2), we have v ∈M , which forces
v = ε and x1 = y1, a contradiction with the minimality of n,m.
2.29 The first assertion is clear since, by construction of A(U), the nonempty
simple paths from ω to ω are in bijection with U .
1. Suppose first that U is a code. By definition there can be at most one
path from ω to ω labeled w since otherwise w would have two factorisations in
words of U . Next, if there are two distinct paths labeled w from p to q, there
would be two distinct paths labeled uwv from ω to ω for words u, v labeling
paths from ω to p and q to ω respectively, a contradiction. The converse is
obvious.
2. The number of paths labeled w from (u, v) to itself is the number of
factorisations w = vxu with x ∈ U∗. Assume that U is circular. There cannot
be cycles labeled w from ω to ω and also from (u, v) to (u, v) by definition of a
circular code. Next, suppose that there are cycles labeled w around (u, v) and
around (u′, v′). Set w = vxu = v′x′u′. Assuming |v| < |v′|, set v′ = vz and
t = x′u′. Then xu = zt implies ztv = xuv, which shows that ztv ∈ U∗. But
vzt, ztv ∈ U∗ implies zt, v ∈ U∗ by (2.4.8). Thus w = vxu = vzt is in U∗, a
contradiction. The converse is obvious.
2.30 (i) ⇒ (ii) the first assertion results from the definition of a synchronizing
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pair. The second one is clear since µ(xy) is the product of the column of index
ω of µ(x) by the row of index ω of µ(y).
If µ(x), µ(y) have rank one, consider u, v ∈ A∗ such that uxyv ∈ U∗. Since
µ(x) has rank one, it follows from uxyv, x ∈ U∗ that ux, xyv ∈ U∗. Similarly,
uxy, yv ∈ U∗. This shows that (x, y) is synchronizing.
2.31 (i) ⇒ (ii). Let A(U) = (Q,E) be the flower automaton of U and let µ
be as in Exercise 2.30. Let S be the finite semigroup µ(A+). For m ∈ Se write
p
m→ q for mp,q = 1. Since S is finite, there is for every m ∈ S an integer k ≥ 1
such that mk is idempotent, that is m2k = mk. Let e be such an idempotent.
For every p, q ∈ Q there is, since e = e3 some r, s ∈ Q such that p e→ r e→ s e→ q.
By unambiguity, r = s, that is r is a fixed point of m. But an element of S
cannot have more than one fixed point by Exercise 2.29 and thus e has rank
one.
Let J be the set of elements of S of rank one. Since all idempotents of
S are in J , we have Sn ⊂ J for n = Card(S) + 1. Indeed, if m ∈ Sn with
n ≥ Card(S) + 1, there is a factorisation m = uvw with uv = u. Then uvk = u
for all k ≥ 1. When vk is idempotent, we have vk ∈ J and thus m ∈ J . This
shows that for every word x of length n, µ(x) has rank one. We conclude using
Exercise 2.30 that U has finite synchronization delay.
(ii) ⇒ (iii) is clear by definition of a synchronizing pair.
(iii) ⇒ (i). Suppose that p, q ∈ A∗ are such that pq, qp ∈ U∗. Then the
sequence · · · qp · pqpq · · · has two factorizations unless p, q ∈ U∗. Thus U is
circular.
Section 2.5
2.32 The words Fn = ϕ
n(a) are left-special. Indeed, this is true for n = 0
since aa, ba ∈ L(ϕ) and
aFn+1 = ϕ(bFn), abFn+1 = ϕ(aFn)
shows the claim by induction on n. It is easy to see (again by induction) that
conversely every left-special word is a prefix of some Fn. This implies that there
is exactly one left-special word of each length which is moreover extendable by
every letter and is additionally a prefix of x and thus the conclusion that x is
standard episturmian.
2.33 The words Tn = ϕ
n(a) are left-special with 3 extensions. Indeed, this is
true for n = 0 since aa, ba, ca ∈ L(X). Next the equalities
aTn+1 = ϕ(cTn), abTn+1 = ϕ(aTn), acTn+1 = ϕ(bTn)
prove the property by induction. Conversely, any left-special word is a prefix of
some Tn, whence the assertion.
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2.34 By Justin’s Formula (2.5.2), we have for every a ∈ A
Lx0x1···xn−1(a)un = Pal(x0x1 · · ·xn−1a).
Since Pal(x0x1 · · ·xn−1a) is the shortest palindrome with prefix x0x1 · · ·xn−1a,
it begins and ends with un with no other occurrence of un. Moreover, it is
a factor of s. Indeed, since every letter appears infinitely often in x, there is
an m ≥ 0 such that xn+m = a. Then un+m+1 = (un+ma)(+) has a factor
(una)
(+) = Pal(x0x1 · · ·xn−1a). This shows that Lx0x1···xn−1(a) is in R′X(un).
The converse is clear.
2.35 We first prove that the words sn are primitive. For two words x, y on
the alphabet {0, 1}, denote
M(x, y) =
[|x|0 |x|1
|y|0 |y|1
]
We prove by induction on n ≥ 1 that detM(sn, sn−1) = 1. This implies that
|sn|0, |sn|1 are relatively prime and thus every sn is primitive. The equality is
true for n = 1. Next, for i ≥ 1, we have
M(sn, sn−1) =
[
dn 1
1 0
]
M(sn−1, sn−2)
whence the conclusion.
Let us now show that that every sn is a prefix of cα. For this, let
hn =
{
L0d11d2 ···1dn0 if n is even
L0d11d2 ···0dn1 if n is odd.
One can easily verify by induction on n that {hn(0), hn(1)} = {sn, snsn−1}. By
Justin Formula, this implies that sn is a prefix of cα.
2.36 We show that for n ≥ 3, one has
sn−1sn = sntn−1 with tn = s
dn−1
n−1 sn−2sn−1.
Indeed,
sn−1sn = sn−1sdnn−1sn−2 = s
dn
n−1s
dn−1
n−2 sn−3sn−2
= sdnn−1sn−2s
dn−1−1
n−2 sn−3sn−2 = sntn−1.
Observe that tn−1 is not a prefix of sn since otherwise sn = tn−1u for some
word u and sn−1snu = s2n, a contradiction since sn is primitive by Exercise 2.35.
Clearly sn+1sn is a prefix of the characteristic word cα. Since
sn+1sn = s
dn+1
n sn−1sn = s
dn+1
n sntn−1 = s
dn+1+1
n tn−1
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the word s
dn+1+1
n is a prefix of cα and since tn−1 is not a prefix of sn, the word
s
dn+1+2
n is not a prefix of cα.
2.37 It suffices to consider the characteristic Sturmian word cα with α =
[0, 1 + d1, d2, . . .]. If the sequence of ai is unbounded, then s
dn+1
n is a prefix of
cα and consequently cα is not d-power free for any d.
2.38 Let x be a two-sided Surmian sequence of slope α = [a0, a1, . . .]. Assume
that x is linearly recurrent with constant K. Since x is Sturmian it is not
periodic. Thus, by Proposition 2.2.7, it is (K + 1)-power free. By Exercise ??,
the coefficients ai are bounded.
Section 2.6
2.39 The formula is true for n = 0. Next, ν2(2n+ 2) ≡ ν2(n + 1) + 1 mod 2
and ν2(2n+ 1) = 0 for all n ≥ 0.
2.9 Notes
Topological dynamical systems are usually presented together with measure-
theoretic ones (in which there is a measure on the space and the transformation
preserves the measure, see Chapter 4). For a more detailed introduction to
topological dynamical systems, see for example Brown (1976) or Petersen (1983).
2.9.1 Topological dynamical systems
Cantor spaces (Section 2.1.4) are a classical object in topology. See Willard
(2004) for more details and, in particular (Willard, 2004, Theorem 30.3) for a
proof that all Cantor spaces are homeomorphic.
The minimality of irrational rotations (Exercise 2.6) is known as the (one-
dimensional) Kronecker Theorem (see Hardy and Wright (2008)).
2.9.2 Shift spaces
Shift spaces are the basic object of symbolic dynamics. The classical reference
on symbolic dynamics is Lind and Marcus (1995). Many classes of shift spaces
(such as shifts of finite type) are described there in much more detail than we
do here.
The original reference to the Curtis-Hedlund-Lyndon Theorem is Hedlund
(1969).
The classical reference for the Morse Hedlund Theorem (Theorem 2.2.12)
is Morse and Hedlund (1938). The case of one-sided shifts is considered in
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(Coven and Hedlund, 1973). See also (Lothaire, 2002, Theorem 1.3.13) for ex-
ample. Proposition 2.2.15 is from Cassaigne (1997) (see also (Berthe´ and Rigo,
2010, Theorem 4.5.4)).
The Champernowne sequence (Example 2.2.4) is from Champernowne (1933).
It is usually referred to as the Champernowne constant, which is the real number
0.123456789101112 . . ..
The bound K ≤ 15 given in Exercise 2.13 for the linear recurrence of the
Fibonacci word is far from optimal. It is shown in Du et al. (2014), using the
software Walnut (Mousavi, 2016) based on decidable properties of substitutive
sequences, that K ≤ 3. Actually, one has more precisely K ≤ (3 +√5)/2, this
bound being the best possible (Shallit, 2020).
Linearly recurrent sequences form an important class of sequences intro-
duced in Durand et al. (1999). We shall study these sequences in more detail
in Chapter 7.
2.9.3 Shifts of finite type
Our brief introduction to shifts of finite type follows Lind and Marcus (1995).
Sofic shifts (Exercise 2.17) were originally introduced by Benjamin Weiss in
Weiss (1973).
The notion of right-resolving presentation (Exercise 2.18) is close to the no-
tion of deterministic automaton which is classical in automata theory (see Berstel et al.
(2009)). The unique right-resolving minimal presentation of a sofic shift (Exer-
cise 2.18) is due to Fischer (1975) and it is often called its Fischer cover. It is
closely related with the notion ofminimal automaton of a language (see Berstel et al.
(2009) for example).
The notion of strong shift equivalence (Exercise 2.19) was introduced by
Robert Williams in (Williams, 1973). The converse of the statement of Ex-
ercise 2.19 is also true, and the equivalence is Williams Classification Theo-
rem. see (Lind and Marcus, 1995, Theorem 7.2.7). The proof of the converse
uses the Decomposition Theorem which asserts that every conjugacy between
shifts of finite type can be decomposed in elementary conjugacies called in-
put splits and output splits and their inverses input merges and output merges
(Lind and Marcus, 1995, Theorem 7.1.2). We will define ouput splits in Chap-
ter 7. There is a close connection between strong shift equivalence and another
notion called shift equivalence that we will present in Chapter 3 (see Exer-
cise 3.12).
2.9.4 Substitution shifts
The substitution shifts of Section 2.4 form an important class of shifts and a
good part of this book is focused on this class. For a more detailed treatment,
see the classical reference (Queffe´lec, 2010) or (Berthe´ and Rigo, 2010), where,
in particular, Theorem 2.4.10 appears.
The terminology concerning substitution shifts admits some variations. What
we call purely substitutive sequence is also called a purely morphic sequence
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(see Allouche and Shallit (2003) for example) or a substitutive sequence (as
in Queffe´lec (2010)). Similarly, what we call a substitutive sequence is called a
morphic sequence in Queffe´lec (2010), Rigo (2014) and Fogg (2002).
We warn the reader that our definition of a substitution and of a substi-
tution shift is slightly more general than that used in Queffe´lec (2010), where
a substitution is always assumed to be growing and right-prolongable on some
letter.
The Perron-Frobenius Theorem is a classical and very useful result. A proof
can be found in Queffe´lec (2010) or in the classical Gantmacher (1959).
The property of the Thue-Morse sequence stated in Exercise 2.21 shows that
the Thue-Morse sequence is an automatic sequence . Automatic sequences form
a class of substitutive sequences intoduced by Cobham (1972) under the name
of uniform tag sequences. This theory is developped in Allouche and Shallit
(2003). Another example of automatic sequence is the period-doubling sequence
of Example 2.6.1 (Exercise 2.39). Still another example is the Rudin-Shapiro
sequence, also called the Golay-Rudin-Shapiro sequence (Exercise 2.22). It is
named after its independant invention by Golay, Rudin and Shapiro in connexion
with extremal problems in analysis and problems in physics.
The definition of an elementary morphism and the property stated in Exer-
cise 2.25 is due to Ehrenfeucht and Rozenberg (1978). The decidability of peri-
odicity of fixed points of morphisms (Exercises 2.26 and 2.27) is due to Pansiot
(1986) and Harju and Linna (1986) independently. (see also Kurka (2003)). It
was extended by Durand (2013) to the decidability of a more general ques-
tion, with periodicity replaced by eventual periodicity and purely substitutive
sequences replaced by substitutive sequences.
Codes and circular codes are described in detail in Berstel et al. (2009). A
submonoid satisfying condition (2.7.2) is called stable and a submonoid satis-
fying (2.4.8) is called very pure. These notions were originally introduced by
Schu¨tzenberger (Schu¨tzenberger, 1955). The flower automaton (Exercise 2.29)
is a particular case of finite automaton. The uniqueness of paths with given ori-
gin, end and label defines the so-called unambigous automata. The property of
uniform synchronization of finite circular codes (Exercise 2.31) is due to Restivo
(1975) (see also (Berstel et al., 2009, Theorem 10.2.7)).
The notion of recognizability for morphisms was introduced initially by
Martin (1973) and its status remained uncertain during many years. The def-
inition of recognizability given here is from Bezuglyi et al. (2009) who have
proved that any (primitive or not) substitution σ is recognizable on X(σ) for
aperiodic points. The basic result on the subject is Mosse´’s Theorem (Theo-
rem 2.4.26), which is from (Mosse´, 1992; Mosse´, 1996). . Our presentation
follows Kyriakoglou (2019) where Proposition ?? is from.
2.9.5 Sturmian shifts
The notion of Sturmian shifts (and many ideas of symbolic dynamics includ-
ing the term ‘symbolic dynamics’ itself) was introduced by Morse and Hedlund
(1938, 1940). An introduction can be found in Fogg (2002), Lothaire (2002)
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or Berthe´ and Rigo (2010). For a proof that Sturmian shifts are uniquely er-
godic, see Berthe´ and Rigo (2010) for example.
Arnoux-Rauzy words are named after the paper (Arnoux and Rauzy, 1991)
in which they are introduced as a generalization on more than two letters of Stur-
mian words. A reference for episturmian words is Droubay et al. (2001) where
Theorem 2.5.3 is proved. The function Pal has been introduced by de Luca
(1997) (see also Reutenauer (2019)). Justin Formula (Equation 2.5.3 is from
Justin and Vuillon (2000). The directive word of a standard episturmian word
is called in Fogg (2002) the additive coding sequence.
Standard sequences (Exercise 2.35) are defined in Lothaire (2002) p. 75.
The statement of 2.37 (with a converse) is (Lothaire, 2002, Theorem 2.2.31)
(see also Berstel (1999) where it is credited to Mignosi (1991). Powers in Stur-
mian sequences have been extensively studied (see Damanik and Lenz (2002,
2003)). We shall see in Chapter 8 a closely related statement concerning lin-
early recurrent sequences (Corollary 8.2.6).
2.9.6 Toeplitz shifts
We refer to Downarowicz (2005) for a survey on Toeplitz shifts (see also Williams
(1984); Jacobs and Keane (1969)). The coincidences in substitutions of con-
stant length have been introduced in Dekking (1977/78).
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Chapter 3
Ordered groups
We now introduce notions concerning abelian groups: ordered abelian groups
and direct limits of abelian groups. This will allow us to define edge dimension
groups which are our main object of interest in the book.
In Section 3.1, we define abelian ordered groups and the notions of positive
morphism or unit of an ordered group. In Section 3.3, we introduce direct limits
of ordered groups, an essential notion for the following chapters. We come in
Section 3.4 to the main focus of this book, that is, dimension groups, as direct
limits of groups Zd with the usual order. We prove the important theorem of
Effros, Handelman and Shen characterizing dimension groups among abelian
ordered groups (Theorem 3.4.3). The use of the term ‘dimension’ in the name
of dimension groups will be explained in the last chapter (Chapter 10) where
the dimensions groups are related to the dimensions of some algebras.
3.1 Ordered abelian groups
By an ordered group we mean an abelian group G with a partial order ≤ which
is compatible with the group operations, that is, such that for all g, h ∈ G with
g ≤ h, one has g + k ≤ h+ k for every k ∈ G.
In an ordered group G, the positive cone is the set G+ = {g ∈ G | g ≥ 0}.
It is a submonoid of G, that is, it contains 0 and satisfies G+ + G+ ⊂ G+.
Moreover G+ ∩ (−G+) = {0}. Indeed let g ∈ G+. If −g ∈ G+, then g ≥ 0 and
0 ≥ g which implies g = 0 since ≤ is an order relation.
The set G+ is not a subgroup but, since G is abelian, the set G+ −G+ is a
subgroup which is itself an ordered group with the same positive cone as G.
Proposition 3.1.1 For any pair (G,G+) formed of an abelian group G and
and a subset G+ of G such that
G+ +G+ ⊂ G+, G+ ∩ (−G+) = {0},
the relation g ≤ h if h − g ∈ G+ is a partial order compatible with the group
operation and such that G+ is the positive cone.
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Proof. The first condition on G+ implies that ≤ is transitive and the second
one that it is antisymmetric. For g, h ∈ G such that g ≤ h and k ∈ G, one has
(g + k)− (h+ k) = g − h and thus g + k ≤ h+ k.
We will often denote an ordered group as a pair (G,G+) whereG+ is the positive
cone of G.
Example 3.1.2 The sets Rd and Zd are, for d ≥ 1, abelian groups for the
componentwise addition
(x1, x2, . . . , xd) + (y1, y2, . . . , yd) = (x1 + y1, x2 + y2, . . . , xd + yd)
with 0 = (0, . . . , 0) as neutral element. The pairs (Rd,Rd+) and (Z
d,Zd+) with
R+ (resp. Z+) formed of the nonnegative reals (resp. integers), are ordered
groups. The corresponding partial order on Rd is called the natural order. It is
defined by
(x1, x2, . . . , xd) ≤ (y1, y2, . . . , yd)
if xi ≤ yi for 1 ≤ i ≤ d. This partial order is a lattice order, which means that
every pair x, y has a least upper bound, that is, an element z such that x, y ≤ z
and z ≤ z′ for any z′ such that x, y ≤ z′.
In the next example, the order is a total order.
Example 3.1.3 Let G = Zd ordered by the lexicographic order defined by
(x1, x2, . . . , xd) < (y1, y2, . . . , yd) if there is an index i with 1 ≤ i ≤ d such that
x1 = y1,. . . ,xi−1 = yi−1 and xi < yi. Then G+ is the set
{(x1, . . . , xd)) | x1 = . . . = xi−1 = 0 and xi > 0 for some i with 1 ≤ i ≤ d}∪{0}.
A subgroup of an ordered group (G,G+) is a pair (H,H+) whereH is a subgroup
of G and H+ = H ∩ G+. Such a subgroup is itself an ordered group. Indeed,
H+ is clearly a submonoid and H+ ∩ (−H+) ⊂ G+ ∩ (−G+)) = {0}. In this
way, the order on H is the restriction to H ×H of the order on G.
An ordered group G is directed if for every x, y ∈ G there is some z ∈ G
such that x, y ≤ z. In other terms, G is directed if every pair of elements has a
common upper bound.
Example 3.1.4 Let G = Z2 with the positive cone G+ = {(x1, x2) | x1 >
0} ∪ {(0, 0)}. It is a directed group.
In the next statement, we use the fact that if S is a submonoid of an abelian
group G, then the set S − S = {s− t | s, t ∈ S} is the subgroup generated by S
(Exercise 3.1).
Proposition 3.1.5 An ordered group G is directed if and only if it is generated
by the positive cone, that is, if G = G+ −G+.
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Proof. Assume first that G+ generates G. For x, y ∈ G, there exist z, t, u, v ∈
G+ such that x = z − t and y = u− v. Then w = z + u is such that x, y ≤ w.
Conversely, for any x ∈ G, considering the pair 0, x, there is some y ∈ G
such that 0, x ≤ y. Then x = y − (y − x) ∈ G+ −G+.
Note that a subgroup of a directed group need not be directed, as shown in the
next example.
Example 3.1.6 Let G = Z2 with the positive cone G+ = {(x1, x2) | x1 >
0}∪{(0, 0)} as in Example 3.1.4. Then H = {0}×Z is a subgroup of a directed
group. But is not directed since H+ = {0}.
Let (G,G+) and (H,H+) be ordered groups. A morphism ϕ : G → H is
positive if ϕ(G+) ⊂ H+. Note that a morphism is positive if and only if it
preserves the orders on G,H , that is g ≤ g′ implies ϕ(g) ≤ ϕ(g′).
3.1.1 Ideals and simple ordered groups
An order ideal J of an ordered group (G,G+) is a subgroup J of G such that
J = J+− J+ (with J+ = J ∩G+) and such that 0 ≤ a ≤ b with b ∈ J+ implies
a ∈ J .
A face in G is a subset F ofG+ which is a submonoid and such that 0 ≤ a ≤ b
with b ∈ F implies a ∈ F .
Proposition 3.1.7 Let G = (G,G+) be an ordered group.
1. For every g ∈ G+, the set
[g] = {h ∈ G | 0 ≤ h ≤ ng for some n ≥ 0}
is a face.
2. For every face F , the subgroup J = F −F satisfies J ∩G+ = F and is the
smallest order ideal of G containing F .
Proof. 1. If h, k ∈ [g] then h ≤ ng and k ≤ mg for some n,m ≥ 0. Thus
h+ k ≤ (n+m)g showing that h, k ∈ [g]. Thus [g] is a submonoid. If 0 ≤ h ≤ k
with n ≥ 0 such that k ≤ ng, then 0 ≤ h ≤ ng and thus h ∈ [g]. This shows
that [g] is a face.
2. The set J = F − F is clearly a subgroup. The set J+ = J ∩G+ is equal
to F . In fact F ⊂ J+ by definition. Conversely if h ∈ J+, set h = a − b with
a, b ∈ F . Then h ≤ a implies h ∈ F since F is a face. This shows that J
is an ideal. Finally, if K is an ideal containing F , then J ⊂ K since K is a
subgroup.
An ordered group is simple if it has no nonzero proper order ideals. Note that
a simple group is directed since G+ −G+ is an ideal of (G,G+).
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Proposition 3.1.8 A subgroup of a simple ordered group is simple.
Proof. Let (H,H+) be a subgroup of the simple group (G,G+). Let J be
a nonzero order ideal of H . Let k be a nonzero element of J+. Then F =
{h ∈ G | h ≤ nk for some n ≥ 0} is a face by Proposition 3.1.7. Thus, by
Proposition 3.1.7 again, K = F − F is an ideal and K ∩ G+ = F . Since G is
simple, we have K = G and also F = G+. Thus every h ∈ H+ is in F and
consequently in J , which shows that J = H . Therefore H is simple.
Example 3.1.9 The ordered groups Z,Q and R (with the natural order) are
simple. On the contrary, the ordered group (Zd,Zd+) for d ≥ 2 is not simple.
Indeed, for d = 2, the set Z× {0} is an order ideal of Z2.
In contrast, for every irrational α, the group Z+αZ, with the order induced
by R, is simple since it is a subgroup of R. We shall meet this simple ordered
group several times. It is contained in the additive subgroup Z[α] of R generated
by the powers of α. When α is an algebraic integer, that is, such that p(α) = 0
for some polynomial p(x) = xk+1+akx
k+ . . .+a1x+a0 with ai ∈ Z, the group
Z[α] is generated by 1, α, . . . , αk and is thus finitely generated. For k = 2, the
groups Z+ αZ and Z[α] coincide (see Appendix ??).
An order unit of the ordered group G is a positive element u such that for every
g ∈ G+ there is an integer n > 0 such that g < nu. Equivalently, u is an order
unit if the set [u] defined in Proposition 3.1.7 is equal to G+.
A unital ordered group is a triple (G,G+,1G) formed of an ordered group
(G,G+) and an order unit 1G.
Proposition 3.1.10 A directed ordered group (G,G+) is simple if and only if
every nonzero element of G+ is an order unit.
The proof is left as an exercise (Exercise 3.2).
Example 3.1.11 The triples (Rd,Rd+,1) and (Z
d,Zd+,1) are unital ordered
groups with order unit 1 = (1, 1, . . . , 1).
Amorphism of unital ordered groups from G = (G,G+,1G) toH = (H,H+,1H)
is a group morphism ϕ : G→ H which is positive and such that ϕ(1G) = 1H .
A subgroup of a unital ordered group G = (G,G+, u) is a unital ordered group
H = (H,H+, u) such that H is a subgroup of G containing u and H+ = H∩G+.
3.1.2 Unperforated ordered groups
An ordered group (G,G+) is unperforated if for every g ∈ G, and n > 0, if
ng ∈ G+ then g ∈ G+. Otherwise, the group is perforated.
For example, Zd with the natural order is unperforated.
Example 3.1.12 The group G = Z with positive cone the submonoid G+ of
Z generated by the set {2, 5} is perforated since 3+ 3 belongs to G+ whereas 3
does not.
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A group G is torsion-free if for every g ∈ G and n > 0, ng = 0 implies g = 0.
Proposition 3.1.13 An unperforated group is torsion-free.
Proof. Suppose that ng = 0 for g ∈ G and n > 0. Then g ∈ G+ since G is
unperforated. But −g = (n− 1)g implies −g ∈ G+ ∩ (−G+) and thus g = 0.
As an example, the group G = Z × Z/2Z with G+ = {(α, β) ∈ G | α >
0} ∪ {(0, 0)} is a perforated group. Indeed, 2(0, 1) = (0, 0) and thus G has
torsion.
3.2 States
Let G = (G,G+,1) be a unital ordered group. A state on G is a morphism of
unital ordered groups from G to the unital ordered group (R,R+, 1). Thus a
group morphism p : G→ R is a state if p(g) ≥ 0 for every g ∈ G+ and p(1) = 1.
Let S(G) denote the set of states of G. It is a convex set. Indeed, let
p, q ∈ S(G) and let t ∈ [0, 1]. Then r = tp + (1 − t)q is a morphism since
the set of morphisms from a group to R forms a vector space. It is positive
because for every g ∈ G+, we have r(g) ≥ min{p(g), q(g)} ≥ 0. Moreover
r(1) = tp(1) + (1 − t)q(1) = 1. Thus tp + (1 − t)q ∈ S(G) which shows that
S(G) is convex.
Example 3.2.1 Let G be the group Zd with the usual order and u = (1, . . . , 1).
The set S(G) is the d − 1 simplex formed of the maps (α1, . . . , αd) 7→ p1α1 +
. . .+ pdαd for p1, . . . , pd ≥ 0 of sum 1.
Example 3.2.2 Let λ be irrational. The unital ordered group G = Z + λZ
(with the order induced by the reals and order unit 1) is simple, as we have
already seen (Example 3.1.9). There is a unique state which is the identity.
Indeed, let p be a state on G and let µ = p(λ). For every x, y ∈ Z, if x+λy ≥ 0,
then x+ µy ≥ 0. This implies µ = λ since Q is dense in R.
Proposition 3.2.3 Let G be a directed unital ordered group. The set S(G) is
convex and compact for the product topology on RG.
Proof. For every g ∈ G, we have g = g′−g′′ with g′, g′′ ∈ G+ since G is directed.
Let n ≥ 1 be such that g′, g′′ ≤ n1. Then |p(g)| ≤ |p(g′)| + |p(g′′)| ≤ 2n1 for
every p ∈ S(G). This implies that p(g) ∈ [−n, n] for every p ∈ S(G) and thus
that S(G) is compact for the product topology.
We will now prove the following important result.
Theorem 3.2.4 For every directed unital ordered group G, the set of states on
G is nonempty.
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We first prove the following lemmas.
Lemma 3.2.5 Let G = (G,G+, u) be a unital ordered group and let H =
(H,H+, u) be a unital ordered subgroup of G. Let p be a state on H. For
g ∈ G+, let
α = sup{p(x)/m | x ∈ H,m > 0, x ≤ mg}, (3.2.1)
β = inf{p(y)/n | y ∈ H,n > 0, ng ≤ y}. (3.2.2)
Then
1. 0 ≤ α ≤ β <∞.
2. If q is a state on H + Zg which extends p, then α ≤ q(g) ≤ β.
3. If α ≤ γ ≤ β, there is a state q on (H +Zg,H ∩ (G++Z+g), u) such that
q extends p and q(g) = γ.
Proof. 1. Since 0 ≤ g, we have by (3.2.1) with x = 0 and m = 1, that
α ≥ p(0)/1 = 0. Next, since u is an order unit, we have g ≤ ku for some k > 0.
Thus, using (3.2.2) with y = ku and n = 1, we obtain β ≤ p(ku)/1 = k <∞.
Consider x, y ∈ H and m,n > 0 such that x ≤ mg and ng ≤ y. Then
nx ≤ mng ≤ my, and consequently p(x)/m ≤ p(y)/n. Therefore α ≤ β.
2. Let x ∈ H and m > 0 be such that x ≤ mg. Then p(x) = q(x) ≤ mq(g)
and thus α ≤ q(g). The proof that q(g) ≤ β is similar.
3. We first claim that if z + kg ≥ 0 for some z ∈ H and k ∈ Z, then
p(z) + kγ ≥ 0. Indeed, if k = 0, then z ≥ 0 and p(z) + kγ = p(z) ≥ 0. If k > 0,
then we have −z ≤ kg with −z ∈ H whence, by (3.2.1), p(−z)/k ≤ α ≤ γ and
so p(z) + kγ ≥ 0. Finally, if k < 0, we have −kg ≤ z with z ∈ H and −k > 0,
hence γ ≤ β ≤ p(z)/(−k) and so p(z) + kγ ≥ 0. This proves the claim.
As a consequence of the claim, we obtain that if z + kg = 0 for some z ∈ H
and k ∈ Z, then p(z) + kγ = 0. Indeed, we have both z + kg ≥ 0 which implies
z+kγ ≥ 0 and −z+(−k)g ≥ 0 which implies −z+(−k)γ ≥ 0. As a consequence,
the map z+kg 7→ p(z)+kγ induces a morphism q from H+Zg to R. Moreover,
the claim shows that q is positive. Since q(g) = γ and q(u) = p(u) = 1, the
proof is complete.
Lemma 3.2.6 Let G = (G,G+, u) be a directed unital ordered group and let
H = (H,H+, u) be a subgroup of G. Every state on H extends to a state on G.
Proof. Consider the family of pairs (K, q) of a unital ordered group K =
(K,K+, u) such thatK is a subgroup of G which containsH withK+ = K∩G+
and a state q on K which extends p. By Zorn’s Lemma, this family has a maxi-
mal element (K, q) ∈ K. Suppose thatK 6= G. Since G is directed, G+ generates
G, which implies that there is some g ∈ G+\K. By Lemma 3.2.5 there is a state
q on K + Zg which extends p. But then (K + Zg, q) is in K, a contradiction.
We conclude that K = G and that q is a state on G which extends p.
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We are now ready for the proof of Theorem 3.2.4.
Proof of Theorem 3.2.4. Set G = (G,G+, u). The map p : nu 7→ n is a state on
the unital ordered group H = (Zu,Z+u, u) which is a unital ordered subgroup
of G. By Lemma 3.2.6, p extends to a state of G.
Example 3.2.7 Let G = (G,G+, u) with G = Z2, G+ = {(x1, x2) ∈ G | x1 >
0} ∪ {(0, 0)} and u = (1, 0). There is a unique state which is the projection on
the first component.
The following result shows that, for an unperforated simple ordered group,
the order is determined by the set of states.
Proposition 3.2.8 If G = (G,G+, u) is an unperforated simple unital group,
then G+ = {g ∈ G | p(g) > 0 for every p ∈ S(G)} ∪ {0}
Proof. Since G is simple, every nonzero element of G+ is an order unit (Proposi-
tion 3.1.10). Thus if g ∈ G+\{0}, there is n ≥ 1 such that ng ≥ u. Then, for any
p ∈ S(G) (which is nonempty by Theorem 3.2.4), we have p(ng) ≥ p(u) = 1 and
thus p(g) > 0 since p(ng) = np(g). Conversely, if p(g) > 0 for every p ∈ S(G),
then since S(G) is closed, there is ε > 0 such that p(g) > ε for every p ∈ S(G).
Let α = r/s ∈ Q with 0 < α < ε. Then sg < ru implies p(g) < r/s < ε, a con-
tradiction. Thus sg ≥ ru, which implies g ∈ G+ since G is unperforated.
Example 3.2.9 Let G = Z2 with G+ = {(x1, x2) | x1 > 0} ∪ {(0, 0)} as in
Example 3.2.7. There is a unique state p : (x1, x2)→ x1. Thus Proposition 3.2.8
is satisfied. In contrast, let G = Z2 with the lexicographic order, that is with
G+ = {(x1, x2) | x1 > 0 or x1 = 0 and x2 ≥ 0}. There is only one state which
is the projection on the first component. Thus Proposition 3.2.8 does not hold.
There is no contradiction since G is not simple.
3.2.1 Infinitesimals
Let (G,G+, u) be a unital unperforated ordered group. We say that an element
g ∈ G is infinitesimal if ng ≤ u for every n ∈ Z. It is easy to see that the
definition does not depend on the choice of the order unit u (Exercise 3.4).
If G = Zd with the usual order and unit 1 = (1, 1, . . . , 1), there are no
nonzero infinitesimals. On the contrary the following example exhibits nonzero
infinitesimals.
Example 3.2.10 Let G = Z2 with G+ = {(α, β) ∈ G | α > 0} ∪ {(0, 0)} and
u = (1, 0) as in Example 3.2.7. Any element (0, β) with β ∈ Z is infinitesimal.
Let us introduce the following useful notation. For ε ∈ Q, the inequality g ≤ εu
means that qg ≤ pu for some integers p, q ≥ 1 such that ε = p/q.
Using this notation, one can give as an equivalent definition that g is in-
finitesimal if −εu ≤ g ≤ εu for all 0 < ε ∈ Q+ (Exercise 3.5).
Another equivalent definition is the following.
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Proposition 3.2.11 Let G = (G,G+, u) be an unperforated simple unital group.
An element g ∈ G is infinitesimal if and only if p(g) = 0 for all p ∈ S(G).
Proof. By Theorem 3.2.4, the set S(G) of states is nonempty. Assume first that
g is infinitesimal and let p ∈ S(G). Since −ε ≤ p(g) ≤ ε for every ε ∈ Q+, we
conclude that p(g) = 0.
Conversely, suppose that |p(g)| ≥ 1/n for some trace p. Then u − ng and
u + ng cannot be both in G+. Thus either ng ≤ u or −ng ≤ u is false, a
contradiction.
The collection of infinitesimal elements of G forms a subgroup, called the
infinitesimal subgroup of G, which we denote by Inf(G).
The quotient group G/ Inf(G) of a simple ordered group G is also a simple
ordered group for the induced order, and the infinitesimal subgroup of G/ Inf(G)
is trivial (see Exercise 3.6). Furthermore, an order unit for G maps to an
order unit for G/ Inf(G). Moreover the traces space of G and G/ Inf(G) are
isomorphic.
It may be interesting to summarize the properties of some of the various
orders on Z2 that we have considered in the examples. The first row concerns the
G+ directed total simple
Z+ × {0} no no no
natural yes no no
lexicographic yes yes no
Z+ × Z yes no yes
Figure 3.2.1: The properties of various orders on Z2.
group Z2 ordered by the first component. It is not directed since G+ generates
Z × {0}. The third row concerns the group of Example 3.1.3. The last one is
the group of Example 3.1.6.
3.2.2 Image subgroup
Let G = (G,G+, u) be a unital ordered group. The image subgroup associated
to G is the subgroup of (R,R+, 1) defined as
I(G) =
⋂
p∈S(G)
p(G) (3.2.3)
When S(G) consists of a unique trace, the group I(G) is isomorphic to G/ Inf(G).
Example 3.2.12 Let G = Z2 with G+ = {(α, β) ∈ G | α > 0} ∪ {(0, 0} as in
Example 3.2.10. Then the image subgroup is I(G) = (R,R+, 1).
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3.3 Direct limits
We now introduce the important notion of direct limit, which is central in this
book. We will first formulate it for ordinary abelian groups and next for ordered
ones.
3.3.1 Direct limits of abelian groups
Let Gn be for each n ≥ 0 an abelian group and let in+1,n : Gn → Gn+1 be for
every n ≥ 0 a morphism. The sets
∆ = {(gn)n≥0 | gn ∈ Gn, gn+1 = in+1,n(gn) for every n large enough}
and
∆0 = {(gn)n≥0 | gn ∈ Gn, gn = 0 for every n large enough}
are subgroups of the direct product Πn≥0Gn and ∆0 ⊂ ∆. Let G be the quotient
group G = ∆/∆0 and π : ∆ → G be the natural projection. The group G,
denoted G = lim
→
Gn, is called the direct limit (or inductive limit) of the sequence
(Gn)n≥0 with the maps in+1,n. The maps in+1,n and more generally the maps
im,n = im,m−1 ◦ · · · ◦ in+1,n for n < m are called the connecting morphisms .
See Exercise 3.8 for an alternative definition of the direct limit as a quotient
of the union of the Gn.
Given g ∈ Gn, all the sequences (gk)k≥0 ∈ Πk≥0Gk such that
gn = g and gm+1 = im+1,m(gm) for all m ≥ n
belong to ∆ and have the same projection, denoted in(g) in G. The morphism
in is called the natural morphism from Gn into G.
Note that in : Gn → G is such that in = in+1 ◦ in+1,n for every n ≥ 0.
The kernel of in is
ker(in) = ∪m≥n ker(im,m−1 ◦ · · · ◦ in+1,n).
The group G is the union of the ranges of the in. Thus, for every g ∈ G, there
exist an integer n ≥ 0 and an element gn ∈ Gn such that g = in(gn).
Example 3.3.1 Consider the case of the sequence Z
2→ Z 2→ Z . . . where each
map is the multiplication by 2. The direct limit G of this sequence can be iden-
tified with the group Z[1/2] of dyadic rationals, formed of all rational numbers
p/q with q a power of 2. Indeed, ∆ is formed of the sequences (gn)n≥0 such
that for some k ≥ 1, one has gn+1 = 2gn for every n ≥ k. Consider the map
π : ∆ → Z[1/2] sending such a sequence on 2−kgk. This map is a well defined
group morphism and its kernel is ∆0. Thus it induces an isomorphism from G
onto Z[1/2]. The natural morphism from Gn = Z to G is in(g) = 2
−ng.
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Gn Gn+1
H
in+1,n
αn αn+1
Gn G
H
in
αn ϕ
Figure 3.3.1: The universal property of the direct limit
Direct limits have the following property (called a universal property) ex-
pressing that the direct limit is, in some sense, the largest possible abelian group.
Let (Gn) be a sequence of abelian groups with connecting morphisms in+1,n :
Gn → Gn+1. For every abelian group H and every sequence (αn) of morphisms
from Gn to H such that αn = αn+1 ◦ in+1,n (see Figure 3.3.1 on the right),
there is a unique morphism ϕ from the direct limit G = lim
→
Gn to H such that
αn = ϕ ◦ in for all n ≥ 0 (see Figure 3.3.1 on the right). The verification is left
as Exercise 3.9.
3.3.2 Direct limits of ordered groups
Let now Gn = (Gn, G+n ,1n) be for each n ≥ 0 a directed unital ordered group
and let in+1,n : Gn → Gn+1 be for every n ≥ 0 a morphism of unital ordered
groups. Let G be the direct limit of the sequence (Gn)n≥0, let G+ be the
projection in G of the set
∆+ = {(gn)n≥0 | gn ∈ G+n for every large enough n}
and let 1 be the projection in G of the sequence (1n)n≥0 ∈ ∆.
Proposition 3.3.2 The triple G = (G,G+,1) is a directed unital ordered group
and every in : Gn → G is a morphism of unital ordered groups and G+ is the
union of the in(G
+).
Proof. We first verify that G+ satisfies the two conditions defining an ordered
group. First, if g, g′ belong to ∆+, then gn, g′n belong to G
+
n for every large
enough n and thus gn + g
′
n also belong to G
+
n for every large enough n. Thus
g + g′ belong to ∆+. This shows that ∆+ + ∆+ ⊂ ∆+ and it implies that
G++G+ ⊂ G+. Similarly, the facts that G = G+−G+ and G+∩ (−G+) = {0}
follow from ∆ = ∆+ −∆+ and ∆+ ∩ (−∆+) = ∆0. Thus G is directed.
Finally, let us show that 1 is an order unit. Let g = (gn)n≥0 ∈ ∆. If
gn+1 = in(gn) for some n ≥ 0, and if gn ≤ k1n for some k ≥ 1, then, since
in+1,n is a morphism of ordered groups with order unit, we have gn+1 ≤ k1n+1.
Thus, there is a k ≥ 1 such that gn ≤ k1n for every n large enough. This implies
that the projection of g in G is bounded by k1.
The triple G is called the direct limit (or inductive limit) of the sequence (Gn)n≥0
(see Exercise 3.10 for an alternative definition).
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Example 3.3.3 Consider again the case of the sequence Z −→×2 Z −→×2 · · · of
Example 3.3.1 with Z ordered as usual. The direct limit of the correspond-
ing sequence of ordered groups is the ordered group (Z[1/2],Z+[1/2], 1) where
Z+[1/2] is the set of non negative dyadic rationals.
3.3.3 Ordered group of a matrix
We can generalize Example 3.3.1 by considering Gn = Z
d for some integer
d ≥ 1, an integer d× d-matrix M and the sequence of morphisms in being the
multiplication by M on the elements of Zd considered as column vectors.
Thus we address the description of the direct limit of a sequence
Zd
M→ Zd M→ Zd . . .
of groups all equal to Zd with the same connecting morphisms.
Define the eventual range of M as
RM = ∩k≥1MkRd
and the eventual kernel of M as
KM = ∪k≥1 ker(Mk).
Note that
Rd = RM ⊕KM (3.3.1)
and that the multiplication by M defines an automorphism of RM . Indeed,
since
. . . ⊂M2Rd ⊂MRd ⊂ Rd and kerM ⊂ kerM2 ⊂ . . .
there is some h ≥ 0 such that RM =MhRd and KM = kerMh. Then MRM =
Mh+1Rd =MhRd = RM and thus the multiplication byM is an automorphism
of RM . If x ∈ RM ∩ KM , then Mx = 0 implies x = 0. Thus RM ∩ KM = {0}.
Next, for every x ∈ Rd there is since Mhx ∈ RM , some y ∈ RM such that
Mhx =Mhy. Then x = y+ (x− y) ∈ RM +KM . This proves Equation (3.3.1)
Let also
∆M = {v ∈ RM |Mkv ∈ Zd for some k ≥ 0} (3.3.2)
The following result describes direct limits with identical connecting morphisms
in,n+1 for all n ≥ 0.
Proposition 3.3.4 For every integer d × d-matrix, the direct limit G of the
sequence
Zd −→M Zd −→M Zd . . . ,
where each map is the multiplication by M , is isomorphic to ∆M . If moreover
the matrix M is nonnegative, the triple (∆M ,∆
+
M ,1M ), where
∆+M = {v ∈ RM |Mkv ∈ Zd+ for every large enough k ≥ 0}
and 1M is the projection on RM along KM of the vector [1 1 . . . 1]t, is a unital
ordered group. If M is primitive, the group (∆M ,∆
+
M ,1M ) is simple.
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Proof. Let
∆ = {(xn)n≥0 | xn+1 =Mxn for every n large enough}
and
∆0 = {(xn)n≥0 | xn = 0 for every n large enough}.
We have by definition G = ∆/∆0. Let x ∈ ∆. We may assume, by choosing
k large enough, that xk ∈ RM and xn+1 = Mxn for every n ≥ k. Since the
multiplication by M is an automorphism of RM there is a unique y ∈ RM
such that Mky = xk. The map π : x ∈ ∆ 7→ y ∈ ∆M is a well-defined group
morphism and its kernel is ∆0. Thus π induces an isomorphism from G onto
∆M . This proves the first statement.
Assume now that M is nonnegative. Let
∆+ = {(xn)n≥0 | xn ∈ Zd+ for every n large enough}.
Since (G,G+) is an ordered group by Proposition 3.3.2 and since π(∆+) = ∆+M ,
the group (∆M ,∆
+
M ) is an ordered group. Next, let u = [1 1 . . . 1]
t. For v ∈ ∆+M
let n ≥ 1 be such that nu− v ∈ Rd+. Then Mk(nu− v) ∈ Zd+ for large enough k
and thus nu− v ∈ ∆+M , showing that u is an order unit. This proves the second
statement.
Finally, if M is primitive, there is an integer k such that Mk is strictly
positive. Thus for any nonzero element u of ∆+M , there is an integer k such
that Mku is strictly positive. For every v ∈ ∆+M there is an integer n ≥ 1
such that nMku −Mkv ∈ Rd+. Then nu − v ∈ ∆+M and thus u is an order
unit. This shows that u is an order unit and thus proves the last statement by
Proposition 3.1.10.
The ordered group (∆M ,∆
+
M ,1M ) is called the ordered group of the matrix
M .
The following result is very useful.
Proposition 3.3.5 Let M is primitive matrix. Then
∆+M = {v ∈ ∆M | z · v > 0} ∪ {0} (3.3.3)
where z is a positive left eigenvector of M for the dominant eigenvalue.
Proof. Let λ be the dominant eigenvalue ofM . Assume first that v ∈ ∆+M \{0}.
Then Mkv ∈ Zd+ for some k ≥ 0. Since M is primitive, we may assume that
all entries of Mkv are positive. By assertion (iii) of Perron-Frobenius (Theorem
2.4.14), the vector limλ−kMkv = (tz) · v = t(z · v) where t is a positive right
eigenvector of M relative to λ such that z · t = 1. This implies that z · v > 0.
Conversely, if z · v > 0, the vector limλ−kMkv has all its components positive
and thus there exists k ≥ 0 such that Mkv ∈ Zd+. This shows that v ∈ ∆+M .
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Example 3.3.6 Consider the primitive matrixM =


1 1
1 0

. Since M is invert-
ible, we have RM = R2 and ∆M = Z2. Next, the dominant eigenvalue of M is
λ = (1 +
√
5)/2, and a corresponding row eigenvector is
z =
[
λ 1
]
.
Thus, one has ∆+M = {v ∈ Z2 | z · v ≥ 0}. The map (α, β) 7→ λα + β is
a positive isomorphism morphism from (∆M ,∆
+
M ) to the group of algebraic
integers Z[λ] = Z+ λZ. The order unit 1M = (1, 1) is mapped to λ+ 1.
This shows that the direct limit of the sequence Z
M→ Z M→ · · · is isomorphic
to the group of algebraic integers Z + λZ with the order induced by the reals
and 1 + λ as ordered unit. One can normalize the order unit to be 1 as follows.
Using the map x+λy → xλ−1+ y which amounts to dividing by λ, we send our
group to Z[λ−1] with unit 1. But since (1+λ)−1 = 2−λ, we have Z[λ−1] = Z[λ].
Thus we find that the group (∆M ,∆
+
M , 1M ) is isomorphic to Z[λ].
We next give an example with a non primitive matrix.
Example 3.3.7 Consider now M =


1 1
0 1

. We have again ∆M = Z2 but this
time ∆+M = {(x, y) | y > 0} ∪ {(x, 0) | x ≥ 0}. Thus we find that ordered group
of the matrix M is Z2 with the lexicographic order.
Note that there can be nonzero vectors v in ∆M such that z ·v = 0 and thus
that such a vector cannot be in ∆+M (see Example3.5.3).
Let (H,H+,1) be a unital ordered group and for every n ≥ 1, let
jn : (Gn, G
+
n ,1n)→ (H,H+,1)
be a morphism such that jn+1 ◦ in+1,n = jn for every n.
The following result will be used later (see Lemma 5.3.2).
Proposition 3.3.8 There exists a unique morphism of unital ordered groups
j : (G,G+,1G)→ (H,H+,1H) such that j ◦ in = jn for every n. It is surjective
if ∪njn(Gn) = H and it is injective if ker(jn) ⊂ ker(in) for every n.
Proof. Let g = in(gn) ∈ G. Set j(g) = jn(gn). Then j is a well-defined
morphism from G into H which is a morphism of unital ordered groups. Con-
versely, if j is such that j ◦ in = jn for every n and if g = in(gn), then
j(g) = j ◦ in(gn) = jn(gn). The last assertions follow easily.
3.4 Dimension groups
A dimension group is a direct limit
Zk1
M1→ Zk2 M2→ Zk3 · · ·
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of groups Zki with ki ≥ 1 ordered in the usual way and with order unit (1, . . . , 1),
with the morphisms defined by nonnegative matrices Mi. Thus a dimension
group is a unital ordered group.
The definition of dimension groups implies some properties of these groups,
which hold in any group Zd with the natural order.
First of all, a dimension group (G,G+) is unperforated. Let indeed g be a
nonzero element of G = lim
→
Zkn and assume that ng ∈ G+ for some n > 0. Let
m ≥ 1 be such that g = im(x) for x ∈ Zkm+ . Then nx > 0 implies x > 0 and
thus g ∈ G+. Next, Dimension groups satisfy the Riesz interpolation property
that we introduce now.
3.4.1 Riesz groups
An ordered groupG satisfy theRiesz interpolation property if for any x1, x2, y1, y2 ∈
G such that x1 ≤ y1, y2 and x2 ≤ y1, y2, there exists some z ∈ G such that
x1, x2 ≤ z ≤ y1, y2.
This property is equivalent to the Riesz decomposition property, requiring
that given x1, x2, y1, y2 ∈ G+ if x1 + x2 = y1 + y2, then there exists zij ∈ G+
with 1 ≤ i, j ≤ 2 such that xi =
∑
j zij and yj =
∑
i zij (Exercise 3.17).
As a variant of the interpolation property, we have that for every x, y1, . . . , yk
in G+ such that x ≤ y1 + . . . + yk, there are x1, . . . , xk in G+ such that x =
x1 + . . .+ xk and xi ≤ yi for 1 ≤ i ≤ k (see Exercise 3.18).
An ordered group G is said to be a Riesz group if it satisfies the Riesz
interpolation property.
The groups Z and R clearly have the Riesz interpolation property as any
totally ordered group. More generally, any group in which two elements have
a least upper bound is a Riesz group. Next, we have the following more subtle
example.
Example 3.4.1 Any dense subgroup of R2 is a Riesz group.
x1
x2
y1
y2
Figure 3.4.1: The Riesz interpolation property
Indeed, let x1, x2, y1, y2 ∈ R2 with x1 ≤ y1 and x2 ≤ y2 as in Figure 3.4.1.
The set of points z such that x1, x2 ≤ z ≤ y1, y2 is the central rectangle.
Example 3.4.2 Let G be the quotient of Z4 by the subgroup generated by
(1, 1,−1,−1) and the order induced by the natural order. Denote by [x] the
projection on G of x ∈ Z4. The group G is not a Riesz group. Indeed, one
has, with x = (1, 0, 0, 0), y = (0, 1, 0, 0), z = (0, 0, 1, 0) and t = (0, 0, 0, 1) the
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inequality [x] ≤ [z]+ [t] since [x]+ [y] = [z]+ [t]. However, [x] cannot be written
as a sum of two positive smaller elements and thus the decomposition property
fails to hold.
3.4.2 The Effros-Handelman-Shen Theorem
The following important theorem characterizes dimension groups among count-
able ordered groups.
Theorem 3.4.3 (Effros, Handelman, Shen) A countable ordered group is a
dimension group if and only if it is an unperforated directed Riesz group
Theorem 3.4.3 gives a much easier way to verify that an ordered group is a
dimension group than using the definition, since it does not require to find
an infinite sequence of morphisms. For example, it shows directly that any
countable dense subroup of R2 is a dimension group since it is an unperforated
Riesz group (see Example 3.4.1).
The essential step of the proof is the following lemma. In the proof, we will
find it convenient to identify the group Zn with the free abelian group on a set A
with n elements, denoted Z(A). The elements of Z(A) have the form
∑
a∈A xaa
with xa ∈ Z. This amounts to identify the set A with the canonical basis of Zn.
The ordered group (Zn,Zn+) is then identified with (Z(A),Z(A)
+) where
Z(A)+ is the set of sums
∑
a∈A xaa with xa ≥ 0.
Lemma 3.4.4 Let (G,G+) be an unperforated Riesz group and let n ≥ 1. Let
α : (Zn,Zn+) → (G,G+) be a morphism and let x ∈ Zn be such that α(x) = 0.
There is an integer m ≥ 1, a surjective morphism η : (Zn,Zn+)→ (Zm,Zm+ ) and
a morphism β : (Zm,Zm+ )→ (G,G+) such that η(x) = 0 and β ◦ η = α (see the
diagram below).
(Zn,Zn+) (Z
m,Zm+ )
(G,G+)
η
α β
Figure 3.4.2: The diagram of Lemma 3.4.4.
Proof. We first remark that if we can prove the statement with a morphism
η : (Zn,Zn+) → (Zm,Zm+ ) which is not surjective, we may replace (Zm,Zm+ ) by
the ordrered η(Zm,Zm+ ), which is isomorphic to (Z
m′ ,Zm
′
+ ) (by Exercise 3.3)
and thus η becomes surjective.
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Identify as above Zn and Z(A). For x =
∑
a∈A xaa ∈ Z(A), set ‖x‖ =
max{|xa| | a ∈ A} and m(x) = Card{a ∈ A | |xa| = ‖x‖}. Let
A+ = {a ∈ A | xa > 0} and A− = {a ∈ A | xa < 0}.
We will use an induction on the pairs (‖x‖,m(x)) ordered lexicographically.
Suppose first that ‖x‖ = 0. Then x = 0 and there is nothing to prove.
Assume next that ‖x‖ > 0. Since α(x) = 0, we may assume that A+ and
A− are both nonempty. Changing if necessary x into −x, we may assume that
‖x‖ = max{xa | a ∈ A+}. Choose a0 ∈ A+ such that xa0 = ‖x‖. Since
α(x) = 0, we have
xa0α(a0) ≤
∑
a∈A+
xaα(a) =
∑
a∈A−
(−xa)α(a) ≤ xa0
∑
a∈A−
α(a).
Since G is unperforated, we derive that α(a0) ≤
∑
a∈A− α(a). Since G is a Riesz
group, there are some ga ∈ G+, for each a ∈ A−, such that α(a0) =
∑
a∈A− ga
with ga ≤ α(a) for all a ∈ A−.
Consider the set B = (A \ {a0}) ∪ C where C = {a′ | a ∈ A−} is a copy of
A−. We define two positive morphisms η : Z(A)→ Z(B) and β : Z(B)→ G by
η(a) =

∑
a−∈A− a
′
− if a = a0
a if a ∈ A \ (A− ∪ {a0})
a+ a′ if a ∈ A−
and
β(b) =

α(b) if b ∈ A+ \ {a0}
α(b)− gb if b ∈ A−
ga if b = a
′ ∈ C.
It is easy to verify that α = β ◦ η. Next, we claim that y = η(x) is such that
(‖y‖,m(y)) < (‖x‖,m(x)).
Indeed, we have
y =
∑
a 6=a0
xaa+
∑
a∈A−
(xa + xa0)a
′. (3.4.1)
For every a ∈ A−, we have −xa0 ≤ xa < 0 and thus 0 ≤ xa + xa0 < xa0 . This
shows, by inspection of the right-hand side of Equation (3.4.1) that ‖η(x)‖ ≤
‖x‖. In the case of equality, we clearly have less terms with maximal absolute
value since there is no term a0. Thus m(y) < m(x).
This allows us to apply the induction hypothesis to the morphism β :
(Z(B),Z(B)+) → (G,G+) and y ∈ Z(B). The solution is a pair of morphisms
η′ : Z(B) → Z(B′) and β′ : Z(B′) → G such that η′(y) = 0 with the diagram
of Figure 3.4.3 being commutative. Since η′ ◦ η(x) = 0, the pair (η ◦ η′, β′) is a
solution.
We prove a second lemma using iteratively the first one.
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(Z(A),Z(A)+) (Z(B),Z(B)+) (Z(B′),Z(B′)+)
(G,G+)
η η′
α β β′
Figure 3.4.3: The induction step in Lemmas 3.4.4 and 3.4.5.
Lemma 3.4.5 Let (G,G+) be an unperforated Riesz group and let n ≥ 1. Let
α : (Zn,Zn+) → (G,G+) be a morphism. Then there is m ≥ 1 a surjective
morphism η : (Zn,Zn+) → (Zm,Zm+ ) and a morphism β : (Zm,Zm+ ) → (G,G+)
such that ker η = kerα and β ◦ η = α (see the diagram 3.4.2).
Proof. Since kerα is a subgroup of Zn, it is finitely generated (see Exercise 3.3).
Let x1, x2, . . . , xk be a set of generators of kerα. We use induction on k. If
k = 0, there is nothing to prove. Otherwise, by Lemma 3.4.4, we find an
integer m ≥ 1, a surjectve morphism η : (Zn,Zn+)→ (Zm,Zm+ ) and a morphism
β : (Zm,Zm+ ) → (G,G+) such that η(x1) = 0 and α = β ◦ η. Then kerβ
is generated by η(x2), . . . , η(xk). By induction hypothesis, there is an integer
m′, a surjective morphism η′ : (Zm,Zm+ ) → (Zm
′
,Zm
′
+ ) and a morphism β
′ :
(Zm
′
,Zm
′
+ ) → (G,G+) such that kerη′ = kerβ. Then α = β′ ◦ η ◦ η′ (see
Figure 3.4.3) and kerα = ker η ◦ η′, whence the conclusion.
We prove a third lemma. We will only need one direction of the equivalence but
we state the full result.
Lemma 3.4.6 (Shen) A directed ordered countable group (G,G+) is a dimen-
sion group if and only if for every morphism α : (Zn,Zn+)→ G there is an integer
m ≥ 1 and morphisms η : (Zn,Zn+) → (Zm,Zm+ ) and β : (Zm,Zm+ ) → (G,G+)
with η surjective such that α = β ◦ η with kerα = ker η.
Proof. Assume first that (G,G+) = lim
→
(Zkn ,Zkn+ ). Let α : (Z(A),Z+(A)) →
(G,G+) be a morphism. Choosing n large enough, we can find in Zkn+ elements
xa such that in(xa) = α(a). Set η(a) = xa. Let u1, . . . , uk be a set of generators
of kerα. Choosing n large enough, we will have η(u1) = . . . = η(uk) = 0 and
thus kerα = ker η. Thus the morphisms η and in are a solution.
Let us prove the converse. Since G is countable, G+ is also countable. Let
S = {g0, g1, . . .} with gn ∈ G+ be a set of generators of G+ and consider a set
A = {a0, a1, . . .} in bijection with S.
We are going to build a sequence (A0, B0, A1, B1, . . .) and morphisms αn, βn, θn, ηn
with kerαn = ker ηn and ηn surjective, as in Figure 3.4.4. Set A0 = B0 = {a0}
and define α0(a0) = β0(a0) = g0 while η0 is the identity.
Assume that An, Bn, βn, ηn are already defined. Set An+1 = Bn ∪ {an+1}
and let θn be the natural inclusion of Z(Bn) into Z(An+1). Define αn+1 :
84 CHAPTER 3. ORDERED GROUPS
Z(A0) Z(B0) Z(A1) Z(B1) . . .
G
η0 θ0
α0 β0
η1
α1 β1
Figure 3.4.4: The construction of (Ai, Bi).
Z(An+1)→ G by
αn+1(a) =
{
gn+1 if a = an+1
βn(a) otherwise
By the hypothesis applied to the morphism αn+1, we obtain Bn+1, ηn+1 and
βn+1. Thus the iteration can continue indefinitely (unless S is finite, in which
case we stop).
Consider the sequence
Z(B0)
γ0→ Z(B1) γ1→ Z(B2) · · ·
with γn = ηn+1◦θn, which is obtained by telescoping the top line of Figure 3.4.4.
Let (H,H+) = lim
→
Z(Bn) be its direct limit. In case S is finite, we take for H
the last Z(Bn) instead of the direct limit.
Let in : Z(Bn)→ H be the natural morphism. By the universal property of
direct limits, there is a morphism h : (H,H+)→ (G,G+) such that h ◦ in = βn.
The morphism h is injective. Indeed, since αn = ηn◦βn with kerαn = ker ηn,
βn is injective.
Finally, h is surjective. Indeed, let g ∈ S. Then g = gn for some n and thus
g = αn(an), which implies that g is in the image of h. Since G is directed, it is
generated by G+ and thus by S. Therefore the image of h is G.
The proof of Theorem 3.4.3 is now reduced to a concluding sentence.
Proof of Theorem 3.4.3. We have already seen that a dimension group is a
countable directed Riesz group. Conversely, let G be a countable unperfo-
rated directed Riesz group. By Lemma 3.4.5 the condition of Shen’s Lemma
(Lemma 3.4.6) is satisfied. Thus G is a dimension group.
Let us illustrate the proof on the example of the group G = Z[1/2] of dyadic
rationals. The submonoid G+ is generated by S = {1, 1/2, 1/4, . . .}. We start
with A0 = B0 = {a0} and α0(a0) = 1. Next, we find A1 = {a0, a1} with
α1(a1) = 1/2. Three iterations of the proof of Lemma 3.4.5 give B1 = {b0} with
η(a0) = 2b0 and η(a1) = b0. Continuing in this way (Exercise 3.19), we obtain
G as the direct limit of the sequence
Z
2→ Z 2→ Z 2→ . . .
which was expected (see Example 3.3.1).
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3.5 Stationary systems
Let us consider in more detail the dimension groups obtained as the direct limit
of a sequence
Zd
M→ Zd M→ Zd · · ·
where at each step the matrix M is a fixed nonnegative integer matrix. Such a
sequence is called a stationary system.
The direct limit GM = (∆M ,∆+M ,1M ) is a dimension group which has prop-
erties closely related to algebraic number theory. Indeed, the largest eigenvalue
λ of M is an algebraic integer since it is a root of the polynomial det(xI −M).
Consequently, all components of the correponding eigenvector are in the alge-
braic field Q[λ].
We begin with the following simple property.
Proposition 3.5.1 (Elliott) A dimension group G = (∆M ,∆+M ,1M ) with M
primitive is simple and has a unique state.
Proof. We have seen already that when M is primitive, we have ∆+M = {x ∈
∆M | v · x ≥ 0} where v is a row eigenvector of M relative to the maximal
eigenvalue. We may further assume that v·1M = 1. Since v has all its compoents
positive, the group is simple. This implies, by Proposition 3.2.8 that x→ x · v
is the unique state of G.
We will now suppose thatM is unimodular. This means thatM has determinant
±1 or, equivalently that M is an element of the group GL(n,Z) of integer
matrices with integer inverse. The dominating eigenvalue λ of M is then a unit
of the ring Z[λ]. Indeed, set det(xI−M) = xd+ad−1xd−1+ . . .+a1x+a0. Then
λ(λd−1 + ad−1λd−2 + · · · + a1) = −a0. Since a0 = det(M) = ±1, we conclude
that λ is invertible.
Proposition 3.5.2 Let M ∈ GL(n,Z) be a primitive unimodular matrix with
dominating eigenvalue λ. The group GM/ Inf(GM ) is isomorphic to Z[λ] with
order unit the projection of u =
[
1 1 . . . 1
]t
in the quotient.
Proof. Let p(x) be the minimal polynomial of λ. Set det(xI −M) = p(x)q(x)
and let E = ker p(M), F = ker q(M). The subgroups E and F are invariant by
M . Since p is irreducible and λ has multiplicity 1, p and q are relatively prime.
This implies that Zn = E ⊕ F . Indeed, let a(x), b(x) be such that a(x)p(x) +
b(x)q(x) = 1. For every w ∈ Zn, we have w = a(M)p(M)w + b(M)q(M)w.
Since p(M)q(M) = 0, the first term is in F and the second one in E. Let v be
a row eigenvector of M corresponding to λ. We have for every w ∈ F
v · w = v · a(M)p(M)w
= a(λ)p(λ)v · w
= 0
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On the other hand, for every nonzero vector w ∈ E, we have v · w 6= 0 since
otherwise E would contain an invariant subgroup, in contradition with the fact
that p is irreducible. Thus E is the infinitesimal subgroup and F is isomorphic
with Z[λ] via the map w 7→ v · w.
Example 3.5.3 Let
M =
1 1 02 1 1
0 1 0

The eigenvalues of M are λ = (3 +
√
5)/2, (3 −√5)/2 and −1. Thus, we have
p(x) = x2−3x+1 and q(x) = x+1. A left eigenvector ofM for λ is [2λ−2, λ, 1].
In the basis formed of the three vectors11
0
 ,
01
1
 ,
 1−2
2
 ,
the matrix M takes the form 2 1 01 1 0
0 0 −1

Since v · u = 3λ− 1 = λ2, the group is isomorphic to Z[λ]× Z with unit (1, 0).
It is a natural question to ask when the groups GM is isomorphic, as a unital
group, to Z[λ] × Zk with unit (1, 0). Actually, this happens if and only if v · u
is unit, as in the above example.
3.6 Exercises
Section 3.1
3.1 Let S be a submonoid of an abelian group G. Show that the subgroup
generated by S is the set S − S = {s− t | s, t ∈ S}.
3.2 Show that an ordered group (G,G+) is simple if and only if every nonzero
element of G+ is an order unit.
3.3 Show that a subgroup of Zn can be generated by at most n elements. Hint:
use induction on n.
Section 3.2
3.4 Show that the definition of an infinitesimal element in an unperforated
ordered group does not depend on the choice of the order unit.
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3.5 Let G = (G,G,u) be a unital unperforated ordered group. Show that g is
infinitesimal if and only if −εu ≤ g ≤ εu for every ε ∈ Q+.
3.6 Let G = (G,G+, u) be a simple unital group. Denote by g˙ the image of
g in G/ Inf(G). Show that G/ Inf(G) has a natural ordering defined by g˙ ≥ 0
if g + h ≥ 0 for some infinitesimal h, that G/ Inf(G) is simple and that the
infinitesimal subgroup of G/ Inf(G) is trivial.
3.7 Let G = (G,G+, u) be a unital ordered group. Show that for every g ∈ G+,
one has the following minimax principle.
inf{p(g) | p ∈ S(G)} = sup{ε ∈ Q+ | εu ≤ g}
(hint: set
f∗(g) = sup{ε ∈ Q+ | εu ≤ g},
f∗(g) = inf{ε ∈ Q+ | g ≤ εu}.
and show that α = f∗(g), β = f∗(g) where α, β are as in Lemma 3.2.5).
Section 3.3
3.8 Let (Gn)n≥0 be a sequence of abelian groups with connecting morphisms
in+1,n : Gn → Gn+1. Form ≤ n, set in,m = in,n−1◦· · ·◦im+1,m, with convention
that in,n is the identity. Let G be the quotient of the disjoint union of the Gn
by the equivalence generated by the pairs (g, in+1,n(g)) for all g ∈ Gn and all
n ≥ 0. Denote by [g] the class of g ∈ ∪Gn.
Show that G is a group for the operation
[g + h] = [g + in,m(h)]
where g ∈ Gn and h ∈ Gm with m < n.
Show that G is isomorphic with the direct limit of the sequence (Gn)n≥0.
3.9 Prove the universal property of direct limits.
3.10 Let (Gn)n≥0 be a sequence of unital ordered groups Gn = (Gn, G+n ,1n)
with connecting morphisms in+1,n. Let G be the quotient of the disjoint union
of the union of the Gn by the equivalence generated by the pairs (g, in+1,n(g))
for all g ∈ Gn and all n ≥ 0, as in Exercise 3.8. Let G+ be the set of classes
of the elements of ∪G+n and let 1 be the class of 10. Show that (G,G+,1) is
isomorphic to the direct limit of the sequence Gn.
3.11 Let
M =
[
1 1
1 1
]
Show that ∆M ∼ Z[1/2] and ∆+M ∼ Z+[1/2].
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3.12 Two integral square matrices M,N are shift equivalent over Z with lag ℓ,
written M ∼Z N , if there are rectangular integral matrices R,S such that
MR = RN, SM = NS, (3.6.1)
and
M ℓ = RS, N ℓ = SR. (3.6.2)
We denote this situation by (R,S) : M ∼Z N (lag ℓ). When M,N are nonneg-
ative, the matrices are shift equivalent, written M ∼ N ,if R,S can be chosen to
be nonnegative integral matrices. We then denote (R,S) :M ∼ N (lag ℓ). Show
that shift equivalence over Z (and shift equivalence) is an equivalence relation.
3.13 Show that two matrices which are shift equivalent over Z have the same
nonzero eigenvalues.
3.14 For a square integral matrix M , denote by δM the restriction of M to
∆M . Show that M ∼Z N if and only if (∆M , δM ) ≃ (∆N , δN) (the latter means
that there is a linear isomorphism θ : ∆M → ∆N such that δN ◦ θ = θ ◦ δM ).
3.15 Show that two nonnegative integral matrices are shift equivalent if and
only if (∆M ,∆
+
M , δM ) ≃ (∆N ,∆+N , δN) (in the sense that there is a linear iso-
morphism θ : ∆M → ∆N such that θ(∆+M ) = ∆+N and θ : ∆M → δN is such
that δN ◦ θ = θ ◦ δM ).
Section 3.4
3.16 A submonoid of an abelian group is simplicial if its positive cone is gen-
erated, as a monoid, by a finite independent set. Show that an ordered group
is isomorphic to Zn with the natural order if and only if its positive cone is
simplicial.
3.17 Show that an abelian group G satisfies the Riesz interpolation property
if an only if it satisfies the Riesz decomposition property.
3.18 Let (G,G+) be an ordered group which satisfies the Riesz interpolation
property. Show that for all x, y1, . . . , yk ∈ G+ such that x ≤ y1 + y2 + . . .+ yk,
there exist x1, x2, . . . , xk ∈ G+ such that x = x1 + x2 + . . .+ xk and xi ≤ yi for
1 ≤ i ≤ k.
3.19 Let G = Z[1/2] be the group of dyadic rationals. Show that the proof
of Theorem 3.4.3 gives successively the following values for An, Bn and the
morphisms αn, βn, ηn.
A0 = {a0}. Ai = {bi−1, ai} with i > 0, Bi = {bi}
αi(bi−1) =
1
2i−1
, αi(ai) =
1
2i
ηi(bi−1) = 2bi, ηi(ai) = bi, βi(bi) =
1
2i
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3.7 Solutions
Section 3.1
3.1 The set S − S contains 0 and is closed under addition because
(s− t) + (s′ − t′) = (s+ s′)− (t+ t′).
It is also closed by taking inverses because −(s−t) = t−s. Thus it is a subgroup
of G. Since any subgroup containing S contains S−S, the statement is proved.
3.2 If G is simple, consider u ∈ G+. By Proposition 3.1.7, the set J = [u]− [u]
is an ideal such that J ∩ G+ = [u] Thus J = G and [u] = G+, which implies
that u a an order unit. Conversely, if every nonzero element of G+ is an order
unit, consider an ideal J of G not reduced to 0. Let u ∈ J+ with u 6= 0. Since
u is an order unit, we have [u] = G+ and thus J = J+ − J+ = G+ −G+ = G.
3.3 We use an induction on n. For n = 1, the result is true since a subgroup
of Z is cyclic. Next, assume the result true for n − 1 and consider a subgroup
H of Zn. Let π : Zn → Zn−1 be the projection on the first n − 1 components.
Thus π(x1, x2, . . . , xn) = (x1, x2, . . . , xn−1). By induction hypothesis, the group
π(H) is generated by k elements π(h1), . . . , π(hk) with k ≤ n− 1. On the other
hand, ker(π) is isomorphic to Z and thus H ∩ ker(π) is cyclic. Let hk+1 be a
generator of ker(π). For every h ∈ H , we have π(h) = ∑ki=1 niπ(hi) for some
ni ∈ Z. Since π(h −
∑k
i=1 nihi) = 0, we have h −
∑k
i=1 nihi = nk+1hk+1 and
thus h =
∑k+1
i=1 nihi. This shows that H is generated by h1, h2, . . . , hk+1.
Section 3.2
3.4 Let g be an infinitesimal element. Let v ∈ G+ be another order unit. By
definition, there is an integer m such that u ≤ mv. Since g is infinitesimal, we
have mng ≤ u for any n ∈ Z and thus mng ≤ mv which implies ng ≤ v.
3.5 Assume first that g is infinitesimal and consider ε ∈ Q+. Set ε = p/q with
p, q ≥ 0. We have qg ≤ u ≤ pu and thus g ≤ εu. Similarly, qg ≤ u implies
−pu ≤ −u ≤ −qg and thus −εu ≤ g.
Conversely if n ≥ 0, g ≤ (1/n)u implies ng ≤ u and if n ≤ 0, −(1/n)u ≤ g
implies also ng ≤ u.
3.6 Set H = G/H and H+ = {g˙ | g + h ≥ 0 for some h ∈ Inf(G)}. If
g˙ ∈ H+ ∩ (−H+) we have g + h ≥ 0 and −g − h′ ≥ 0 for some h, h′ ∈ Inf(G).
Then h− h′ ≥ 0 implies h = h′ since G is simple. We conclude that g + h = 0
and thus that g˙ = 0.
If g+h > 0, there is since G is simple an integer n > 0 such that u ≤ n(g+h).
Then u˙ ≤ ng˙ since nh ∈ Inf(G). Thus (H,H+) is simple.
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Let g ∈ G be such that g˙ ∈ Inf(H). Then for every ε ∈ Q+, we have g˙ ≤ 2εu˙
and thus g+h ≤ 2εu for some h ∈ Inf(G). Since −εu ≤ h it follows that g ≤ εu.
A similar argument shows that −εu ≤ g. Thus g ∈ Inf(G) and finally g˙ = 0.
3.7 Set H = Zu with H+ = Z+u. There is a unique state q on (H,H
+, u)
given by q(nu) = n.
Note first that since 0u ≤ 1g, we have f∗(g) ≥ 0. Next, for every n ≥ 0
and m > 0 such that nu ≤ mg, we have n/m = p(nu)/m ≤ α showing that
f∗(g) ≤ α. Next, consider x ∈ H and m > 0 such that x ≤ mg. Set x = nu
with n ∈ Z. If n < 0, then p(x)/m = n/m < 0 ≤ f∗(g). Next if n ≥ 0, we have
p(x)/m = n/m ≤ f∗(g). Thus α ≤ f∗(g). We conclude that α = f∗(g). The
proof that f∗(g) = β is similar.
By Lemma 3.2.5, this shows that
0 ≤ f∗(g) ≤ f∗(g) <∞
and that for every trace p on H + Zt one has f∗(g) ≤ p(g) ≤ f∗(g).
We finally claim that if f∗(g) ≤ γ ≤ f∗(g) there is a state p ∈ S(G) such
that p(g) = γ. Indeed, by Lemma 3.2.5 (3), there is a state r on H + Zg such
that r(g) = γ. By Lemma 3.2.6, r extends to a state p on G. This proves the
claim.
This shows that inf{p(g) | p ∈ S(G)} = f∗(g).
Section 3.3
3.8 It is easy to verify that G is a group with neutral element [0] since the
operation is the unique operation on G which extends the operations of the
Gn. Consider the map π : ∪n≥0Gn → ∆ which sends g ∈ Gn to π(g) =
(g, in+1,n(g), . . .). Since π
−1(∆0) = [0], the map π it induces an isomorphism
from G onto lim→ Gn.
3.9 Let (Gn) be a sequence of abelian groups with connecting morphisms
in+1,n : Gn → Gn+1 and let αn : Gn → H be for each n ≥ 0 a morphism such
that αn = αn+1 ◦ in+1,n. Let (gn) ∈ ∆ be such that gm+1 = im+1,m(gm) for
every m ≥ n. Then αm+1(gm+1) = αm+1 ◦ im+1,m(gm) = αn(gm). Thus there
is a morphism h : ∆ → H such that h(g0, g1, . . .) = αm(gm) for all m ≥ n.
Since ∆0 ⊂ kerh, the morphism h induces a morphism ϕ : G → H such that
αn = ϕ ◦ in.
3.10 We have seen in Exercise 3.8 that the map π which sends g ∈ Gn to
(g, in+1,n(g), . . .) induces an isomorphism from G onto the direct limit of the
Gn. Since π(g) ∈ ∆+ if and only if g ∈ ∪G+n and since π(10) = (1n)n≥0, the
triple (G,G+,1) is a unital ordered group isomorphic to the direct limit of the
Gn.
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3.11 This follows from
RM = {
[
x
x
]
| x ∈ R}.
3.12 We have to prove the transitivity. Assume that (R,S) :M ∼Z N (lag ℓ)
and (T, U) : N ∼Z P (lag k). Then (RT,US) : M ∼Z P (lag k + ℓ). Indeed,
MRT = RNT = RTP , USM = UNS = PUS and
M ℓ+k = RSMk = RNkS = RTUS, P ℓ+k = P ℓUT = UN ℓT = USRT
3.13 Assume that (R,S) : M ∼Z N (lag ℓ). Let λ be a nonzero eigenvalue of
M and let v 6= 0 be a corresponding eigenvector. Set w = Sv. We have
Rw = RSv =M ℓv = λℓv
and thus w 6= 0. Next
Nw = NSv = SMv = λSv = λw.
Thus λ is an eigenvalue of N . The proof that every nonzero eigenvalue of N is
an eigenvalue of M is similar.
3.14 First suppose that (R,S) : M ∼Z N (lag ℓ). Denote by m,n the sizes
of M,N . Let R˜ and S˜ be the maps defined respectively on RN and RM by
R˜(v) = Rv and S˜(w) = Sw. It follows from (3.6.1) and (3.6.2) that R˜ and S˜
are mutually inverse linear isomorphisms between RM and RN . Suppose that
w ∈ ∆N and let k ≥ 1 be such that Nkw ∈ Zn. Then, since R is integral,
Mk(Rw) = RNkw ∈ Zm
showing that R˜(w) ∈ ∆M . Thus R˜(∆N ) ⊂ ∆M . Similarly S˜(∆M ) ⊂ ∆N .
By (3.6.2), we have the commutative diagrams below and this shows that
(∆M , δM ) ≃ (∆N , δN).
∆N
R˜−−−−→ ∆M S˜−−−−→ ∆NyδN yδM yδN
∆N
R˜−−−−→ ∆M S˜−−−−→ ∆N
(3.7.1)
Conversely, suppose that θ : ∆M → ∆N is a linear isomorphism such that
δN ◦ θ = θ ◦ δM . Since θ(∆M ) ⊂ ∆N , there is, for every v ∈ Zm, a k ≥ 1 such
that Nkθ(Mmv) ∈ Zm. Let S be the matrix of the linear map v 7→ Nkθ(Mmv)
from Rm to Rn. Then for every v ∈ Rm
SMv = Nkθ(Mm+1v) = Nk+1θ(Mmv) = NSv
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and thus SM = NS. Similarly, there is an ℓ such that M ℓθ−1(Nnw) ∈ Zn
for every w ∈ Zn. Let R be the matrix of the linear map w 7→ M ℓθ−1(Nnw).
Then we have as above MR = RN . Since finally RS = M ℓθ−1NnNkθMm =
Mk+ℓ+m+n we conclude that M and N and shift equivalent over Z.
3.15 Let (R,S) :M ∼ N (lag ℓ) with R,S nonnegative. Then the isomorphism
S˜ : ∆M → ∆N defined in the solution of Exercise 3.14 maps ∆+M into ∆+n . and
similarly R˜(∆+N ) ⊂ ∆+M . But R˜ ◦ S˜ = δℓM maps ∆+M onto itself, so that S˜ maps
∆+M onto ∆
+
N . Hence (∆M ,∆
+
M , δM ) ≃ (∆N ,∆+N , δN ).
Conversely, if (∆M ,∆
+
M , δM ) ≃ (∆N ,∆+N , δN ), it is easy to verify that the
matrices R,S defined in the solution of Exercise 3.14 are nonnegative.
Section 3.4
3.16 Assume first that (G,G+) is isomorphic to Zn with the usual order. Let
α : Zn → G be an isomorphism such that α(Zn+) = G+. Then G+ is generated
by the images of the elementary basis vectors, which form an independent set.
Conversely, assume that S ⊂ G+ is a finite independent set which generates
G+ as a semigroup. Set S = {s1, s2, . . . , sn} and let α : Zn → S be the linear
map sending the ith elementary basis vector to si. Since G = G
+ − G+, the
map α is surjective. It is injective since S is independent. Finally α(Zn+) = G
+
and thus (G,G+) is isomorphic to (Zn,Zn+).
3.17 Assume first that G satisfies the Riesz interpolation property and consider
x1, x2, y1, y2 ≥ 0 such that x1 + x2 = y1 + y2. Since 0 ≤ x1 ≤ y1 + y2, we have
0, x1−y2 ≤ x1, y1 and thus by the interpolation property, there is some z11 such
that 0, x1 − y2 ≤ z11 ≤ x1, y1. Set
z12 = x1 − z11, z21 = y1 − z11, z22 = y2 − z12.
These elements are all positive and x1 = z11+z12, y1 = z11+z21, y2 = z12+z22.
Finally z21 + z22 = y1 − z11 + y2 − z12 = y1 + y2 − x1 = x2.
Conversely, assume that G satisfies the decomposition property. By sub-
straction, it is enough to prove the interpolation property for 0, x ≤ y1, y2. We
then have 0 ≤ y1 ≤ y1 + (y2 − x) = y2 + (y1 − x). Let z ≥ 0 be such that
y1 + z = y2 + (y1 − x). By the decomposition property, there are zij ≥ 0 such
that y1 = z11 + z12, y2 = z11 + z21 and y1 − x = z12 + z22. Then x = z11 − z22
and thus 0, x ≤ z11 ≤ y1, y2.
3.18 We use an induction on k. The property holds trvially for k = 1.
Next, assume that x, y1, y2, . . . , yk+1 ∈ G+ satisfy the hypothesis. Since 0, x −
yk+1 ≤ x, y1 + . . . + yk there is by Riesz interpolation some z ∈ G such that
0, x− yk+1 ≤ z ≤ x, y1+ . . .+ yk. By induction hypothesis, there are x1, . . . , xk
such that z = x1+ . . .+xk with xi ≤ yi for 1 ≤ i ≤ k. But then x1, . . . , xk, xk+1
with xk+1 = x− z are a solution.
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3.19
Indeed, we have
βi(ηi(bi−1)) = αi(bi−1) =
1
2i−1
, βi(ηi(ai)) = αi(ai) =
1
2i
and
ker(ηi) = ker(αi) = Z(bi−1 − 2ai)
3.8 Notes
Ordered algebraic structures are a classical subject of which ordered groups (and
a fortiori ordered abelian groups) are a particular case. See Fuchs (1963) for a
general introduction to ordered groups. Many authors assume ordered groups to
be directed (see for example Putnam (2018)). This simplifies the presentation
but has the drawback of complicating the definition of subgroups of ordered
groups. We follow the choice of Goodearl and Handelman (1976). This does
not make any difference in the sequel since dimension groups are directed.
3.8.1 States
The notion of state is closely related with the notion of trace in an algebra
(see Davidson (1996)). Theorem 3.2.4 is a Hahn Banach type existence theorem
due to Goodearl and Handelman (1976).
Proposition 3.2.8 is (Effros, 1981, Corollary 4.2) (it is stated there for a
simple dimension group but actually holds in this slightly more general case).
The definition of the infinitesimal group is from Giordano et al. (1995).
3.8.2 Direct limits
The notion of direct limit is classical and can be formulated for other categories
than groups, in particular for algebras, as we shall see in Chapter 10.
The group ∆M defined by Equation (3.3.2) is called in Lind and Marcus
(1995) the dimension group of M . It is actually a dimension group, in the sense
of the definition given in Section 3.4. Proposition 3.3.4 is essentially Theorem
7.5.13 in (Lind and Marcus, 1995).
3.8.3 Dimension groups
The definition of dimension groups (Section 3.3) was introduced by G. Elliott
in (Elliott, 1976). Simplicial semigroups (Exercise 3.16) are taken from Elliott
(1979).
A group with the Riesz (interpolation or decomposition) property was called
a Riesz group in (Fuchs, 1965). Some authors add the requirement that the
group is unperforated (see Davidson (1996) for example).
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The Effros, Handelman and Shen Theorem (Theorem 3.4.3) is from (Effros et al.,
1980), (see also the expositions in (Effros, 1981, Theorem 3.1), (Davidson, 1996,
Section IV.7) or (Putnam, 2018, Chapter 8)). Part of the proof is already
in Shen (1979). In particular, Lemma 3.4.5 is (Shen, 1979, Theorem 3.1) and
the argument of Lemma 3.4.6 is already in Elliott (1979).
The unimodular conjecture proposed by Effros and Shen (Effros and Shen,
1979) asks whether any dimension group G can be obtained as a direct limit
Zk
M1→ Zk M2→ Zk . . .
where k ≥ 1 and all Mn are unimodular matrices. It was proved to hold when
G is simple and has one state Riedel (1981a) but disproved in the general case
Riedel (1981b).
3.8.4 Exercises
The minimax principle on ordered groups (Exercise 3.7) is due to Goodearl and Handelman
(1976).
Our treatment of shift equivalence (Exercises 3.12, 3.14 and 3.15) follows Lind and Marcus
(1995) where the pair (∆M , δM ) is called the dimension pair ofM and the triple
(∆M ,∆
+
M , δ) is called the dimension triple ofM . The statement of Exercise 3.15
can be expressed by the property that the dimension pair is a complete invariant
of shift equivalence over Z and the dimension triple a complete invariant of shift
equivalence, a result of Krieger (1980a).
Note that shift equivalence is decidable, that is, given two matrices M,N ,
one can effectively decide whether there are U, V and ℓ such that (U, V ) :M ≡ N
(lag ℓ) (Kim and Roush, 1988) (see also Kim and Roush (1979)). Strong shift
equivalence obviously implies shift equivalence. After remaining many years
as a conjecture, known as Williams Conjecture, the converse was disproved by
Kim and Roush (1992), even for irreducible matrices Kim and Roush (1997).
Chapter 4
Ordered cohomology
In this chapter, we define coboundaries and cohomologous functions in the space
of continuous integer valued functions on a topological dynamical system. These
terms are used in homological algebra and are the dual notion of boundaries and
homologous elements. We briefly explain these terms in the elementary setting
of graphs.
Assume that G = (V,E) is a graph on a set V of vertices with a set E
of edges. Each edge e has its origin α(e) and its end ω(e). One defines the
boundary operator ∂ : Z(E) → Z(V ) from the free abelian group on E to the
free abelian group on V by ∂(e) = ω(e) − α(e). The elements of Im(∂) are
called boundaries and the elements of ker(∂) are the cycles . Elements of Z(E)
equivalent modulo ker(∂) are said to be homologous .
Identifying ZV to Hom(Z(V ),Z), by duality, we have a coboundary operator
∂t : ZV → ZE
(note that it operates in the reverse way). It is such that for φ ∈ ZV
∂tφ(e) = φ(ω(e))− φ(α(e)).
Indeed, by definition of the dual operator, we have
∂tφ(e) = φ(∂(e)) = φ(ω(e)− α(e)) = φ(ω(e)) − φ(α(e)).
The elements of Im(∂t) are called coboundaries and the elements of ker(∂t)
cocycles . In what follows, we will choose for V a topological space X , use the
graph with edges (x, Tx) for a transformation T on X and use the topological
dual C(X,Z) instead of ZV .
The chapter is organized as follows. In Section 4.1, we define the coboundary
operator on continuous functions from a space X to R. We prove in the next
section an important result, due to Gottschalk and Hedlund, characterizing
coboundaries in a minimal system (Theorem 4.2.3). It is used in the next
section (section 4.3) to define the ordered cohomology group K0(X,T ) of a
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system (X,T ). In Sections 4.6 and 4.7 we relate the group K0(X,T ) to the
operations of conjugacy and induction.
In Section 4.8, we introduce invariant probability measures on topological
dynamical systems. We recall the basic notions of invariant measure and of
ergodic measure. We prove the unique ergodicity of primitive substitution shifts
(Theorem 4.8.9). We relate in Section ?? coboudaries with invariant probability
measures and the notion of state. We prove the important result stating that,
for a minimal Cantor system, the states of the dimension group are in one-to-
one correspondance with invariant probability measures (Theorem 4.9.3). We
finally use this result to give a description of the dimension groups of Sturmian
shifts (Theorem 4.9.4).
4.1 Coboundaries
Let (X,T ) be a topological dynamical system. We denote by C(X,R) the
group of real valued continuous functions on X and by C(X,Z) the group of
integer valued continuous functions. We denote by C(X,R+) and C(X,Z+) the
corresponding sets of non-negative functions.
As any function with values in a discrete space, an integer valued function f
on X is continuous if and only if it is locally constant, that is, for every x ∈ X ,
there is a neighborhood of x on which f is constant. When X is a Cantor set,
this neighborhood can be chosen clopen. When X is a space without non trivial
clopen sets, like the torus or any non trivial closed interval of R, then C(X,Z)
consists of constant functions.
Since X is compact, a function f ∈ C(X,Z) takes only a finite number of
values. Indeed, the family (f−1({n}))n∈Z is a covering of X by open sets, which
has a finite subcover.
For every f ∈ C(X,R), we define the coboundary of f as the function
∂T f = f ◦ T − f.
Clearly, the map f 7→ ∂T f is an endomorphism of the group of both C(X,Z) and
C(X,R). Note that the operator ∂T is the coboundary operator (as introduced
above) related to the graph with X as set of vertices and edges from each x ∈ X
to Tx.
A function f ∈ C(X,R) is a coboundary if there is a function g ∈ C(X,R)
such that f = ∂T g. Two functions f, f
′ are cohomologous if f−f ′ is a cobound-
ary.
Note that if f ∈ C(X,R) is a coboundary, then f ◦ T is also a coboundary.
Indeed, if f = g ◦ T − g, then f ◦ T = g ◦ T 2 − g ◦ T = ∂T (g ◦ T ).
Example 4.1.1 Let A = {a, b}, δ ∈ R and (AZ, S) be the full shift on A. The
continuous function f defined, for x ∈ AZ by
f(x) =

δ if x ∈ [ab],
−δ if x ∈ [ba],
0 otherwise,
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is a coboundary. Indeed, it is the coboundary of any function g defined for
x ∈ AZ by
g(x) =
{
α if x ∈ [a],
β if x ∈ [b],
for β − α = δ.
We now give a natural example of a real valued continuous function on a Cantor
set.
Example 4.1.2 Let X = {0, 1}N be the one sided full shift on 0, 1. To every
x ∈ X , we associate the real number
f(x) =
∑
n≥0
xn2
−n−1
which is the value of x considered as an expansion 0.x0x1 · · · in base 2. The
map f is continuous and we have
∂f(x) =
{
f(x) if x ≤ 1/2
f(x)− 1 otherwise.
Proposition 4.1.3 Let (X,T ) be a minimal dynamical system and f ∈ C(X,R).
Then
1. One has ∂T f = 0 if and only if f is constant.
2. If f ∈ C(X,Z) is a coboundary, it is the coboundary of some h ∈ C(X,Z).
Proof. 1. Suppose ∂T f = 0. For c ∈ R, the set Y = f−1({c}) is closed. Assume
that Y is nonempty. Since ∂T f = 0, the set Y is invariant by T . Hence, (X,T )
being minimal, this forces Y = X .
2. Assume that f = ∂T g with g ∈ C(X,R). Let τ : R→ R/Z be the natural
projection onto the torus T = R/Z. Since g ◦T − g belongs to C(X,Z), we have
τ ◦(g ◦T −g) = 0 and thus ∂T (τ ◦g) = τ ◦g ◦T −τ ◦g = 0. Since τ is continuous,
the same argument as above implies that τ ◦ g is constant. Thus there exists
c ∈ R such that h(x) = g(x) − c is an integer for all x ∈ X . Since ∂Th = ∂T g
we obtain the conclusion.
For n > 0, we set
f (n) = f + f ◦ T + · · ·+ f ◦ T n−1
with f (0) = 0. The family f (n) for n ≥ 0 is called the cocycle associated to f .
One has for all n,m ≥ 0, the relation
f (m+n) = f (m) + f (n) ◦ Tm (4.1.1)
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called the cocycle relation. Indeed, we have
f (m+n) = (f + f ◦ T + · · ·+ f ◦ Tm−1) + (f ◦ Tm + · · ·+ f ◦ Tm+n−1)
= f (m) + (f + f ◦ T + · · ·+ f ◦ T n−1) ◦ Tm
= f (m) + f (n) ◦ Tm.
The following formula will be used often.
Proposition 4.1.4 Let (X,T ) be a dynamical system and g ∈ C(X,R). If
f = ∂T g, then we have for all n ≥ 0,
f (n) = g ◦ T n − g. (4.1.2)
Proof. We have
f (n) = g ◦ T − g + g ◦ T 2 − g ◦ T + · · ·+ g ◦ T n − g ◦ T n−1
= g ◦ T n − g.
4.2 Gotschalk and Hedlund Theorem
We first prove the following simple property.
Proposition 4.2.1 Let (X,T ) be a topological dynamical system. If f ∈ C(X,R)
is a coboundary, then the sequence (f (n)) is bounded uniformly.
Proof. Let f = ∂T g for some g ∈ C(X,R), then, using Proposition 4.1.4,
f (n) = g ◦ T n − g and thus all |f (n)| are bounded by 2 sup |g|.
The following consequence will be used in the next section.
Corollary 4.2.2 Let (X,T ) be a recurrent topological dynamical system. If
f ∈ C(X,R) is a non-negative coboundary, it is identically zero.
Proof. Let x0 ∈ X be a recurrent point. By Proposition 4.2.1, the sequence
f (n)(x0) is bounded. Since x0 is recurrent, f(T
nx0) ≥ 1/2 supf for infinitely
many values of n. Thus f (n)(x0)→∞ as n→∞ unless sup f = 0.
In the minimal case there is a converse of Proposition 4.2.1 by the following
result. We will use it several times.
Theorem 4.2.3 (Gottschalk, Hedlund) Let (X,T ) be a minimal topological
dynamical system and f ∈ C(X,R). The following are equivalent.
1. f is a coboundary.
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2. The sequence (f (n)) is bounded uniformly.
3. There exists x0 ∈ X such that the sequence (f (n)(x0))n≥0 is bounded.
Proof. We have already seen that (1) implies (2). Assertion (2) clearly implies
(3).
The proof that (3) implies (1) is in three steps.
Step 1 For each clopen neighborhood U of x0, we set
Λ(U) = {f (n)(x0) | n ≥ 0, T nx0 ∈ U} and Λ =
⋂
U
Λ(U)
U running over all the clopen neighborhoods of x0. These sets are bounded and
contain 0. We claim that Λ = {0}. To prove it, we show that for any a ∈ Λ,
we have 2a ∈ Λ, which will imply a = 0 since Λ is bounded. Suppose indeed
that a belongs to Λ. Let U be a clopen neighborhood of x0 and ε > 0. Since
a ∈ Λ(U), there exists n ≥ 0 such that T nx0 ∈ U and |f (n)(x0)− a| < ε. Since
T n and f (n) are continuous, there is a clopen neighborhood V ⊂ U of x0 such
that T ny ∈ U and |f (n)(y) − a| < 2ε for all y ∈ V . Since a belongs to Λ(V ),
there exists m ≥ 0 with Tmx0 ∈ V and |f (m)(x0)− a| < ε. As Tmx0 belongs to
V , we have T n+mx0 ∈ U , f (n+m)(x0) ∈ Λ(U) and |f (n)Tm(x0) − a| < 2ε. By
the cocycle relation (4.1.1), we obtain
|f (n+m)(x0)− 2a| ≤ |f (n)(Tmx0)− a|+ |f (m)(x0)− a|
< 3ε.
Since ε is arbitrary, this implies that 2a belongs to Λ(U) and U being an arbi-
trary neighborhood of x0, it implies that 2a also belongs to Λ, which proves the
claim.
Step 2 Because each Λ(U) is compact and Λ(U ∩ U ′) ⊂ Λ(U) ∩ Λ(U ′), for
every ε > 0, there exists a neighborhood Uε of x0 such that Λ(Uε) ⊂ [−ε, ε].
We claim that there exists a function g ∈ C(X,R) such that g(T n(x0)) =
f (n)(x0) for all n ≥ 0. For this, it is enough to prove that for every x ∈ X and
every sequence ni →∞ of integers such that T nix0 → x, the sequence f (ni)(x0)
converges. We then define g(x) as this limit. Fix ε > 0. By minimality, there
exists n ≥ 0 such that T nx0 and T nx are in Uε.
LetW be a neighborhood of x such that T ny ∈ Uε and |f (n)(y)−f (n)(x)| < ε
for all y ∈ W . For i large enough, y = T nix0 is in W . Then T ny = T ni+nx0 ∈
Uε and consequently |f (ni+n)(x0)| ≤ ε. Moreover, we have |f (n)(y)− f (n)(x)| =
|f (n)(T nix0)− f (n)(x)| < ε. Thus
|f (ni)(x0) + f (n)(x)| ≤ ε+ |f (ni)(x0) + f (n)(T nix0)| = ε+ |f (ni+n)(x0)| ≤ 2ε.
For large enough ni, nj , we obtain
|f (ni)(x0)− f (nj)(x0)| ≤ |f (ni)(x0)− f (n)(x)| + |f (n)(x)− f (nj)(x0)| ≤ 4ε.
It follows that (f (ni)(x0)) is a Cauchy sequence and converges.
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Step 3 Since (X,T ) is minimal, the orbit of x0 is dense. For any x = T
nx0
in this set, we have by construction
∂T g(x) = g ◦ T n+1(x0)− g ◦ T n(x0) = f (n+1)(x0)− f (n)(x0)
= f ◦ T n(x0) = f(x)
By continuity, this extends to any x ∈ X and this proves that f is a coboundary.
It can be shown that the function g such that f = ∂g is determined uniquely
up to a constant (Exercise 4.8).
We prove the following additional result. The proof uses the Baire Category
Theorem (see Appendix ??).
Proposition 4.2.4 Let (X,T ) be a minimal topological dynamical system. The
following conditions are equivalent for f ∈ C(X,Z).
(i) There exists g ∈ C(X,Z) such that f + ∂T g ≥ 0.
(ii) There exists g ∈ C(X,R) such that f + ∂T g ≥ 0.
(iii) The family of functions (f (n))n≥0 is uniformly bounded from below.
(iv) For every x ∈ X, the family of numbers (f (n)(x))n≥0 is bounded from
below.
Proof. (i) ⇒ (ii) is obvious.
(ii) ⇒ (iii) If f + ∂T g ≥ 0, then (f + ∂T g)(n) = f (n) + (∂T g)(n) ≥ 0. Hence,
by Equation (4.1.2), f (n)+ g ◦T n− g ≥ 0 and thus f (n) ≥ g− g ◦T n is bounded
by below.
(iii) ⇒ (iv) is trivial.
(iv) ⇒ (i). For each n ≥ 0, let gn and g be defined by gn(x) = inf{f (k)(x) |
0 ≤ k ≤ n} and g(x) = inf{f (n)(x) | n ≥ 0} = inf{gn(x) | n ≥ 0}. For each
n ≥ 0 and k ≥ 1, we obtain gn+k(x) = inf{gk−1(x), f (k)(x) + gn ◦ T k(x)} and
g(x) = inf{gk−1(x), f (k)(x) + g ◦ T k(x)}. In particular, g(x) = inf{0, f(x) + g ◦
T (x)} ≤ f(x) + g ◦ T (x), which implies f + ∂T g ≥ 0. Because each gn belongs
to C(X,Z), it is sufficient to prove that g = gn for some n ≥ 0.
For each n ≥ 0, let Kn = {x ∈ X | g(x) = gn(x)}. For all x ∈ X , as each
gn takes only integer values, there exists an n ≥ 0 such that g(x) = gn(x) and
thus x ∈ Kn. Consequently, X = ∪n≥0Kn. Since each Kn is closed, by Baire
Category Theorem, there exists m ≥ 0 such that Km has a nonempty interior.
By minimality and compactness, there exists p ≥ 1 such that ∪1≤k≤pT−kKm =
X . Let x ∈ X and 1 ≤ k ≤ p be such that T kx ∈ Km. We obtain
g(x) = inf{gk−1(x), f (k)+g◦T k(x)} = inf{gk−1, f (k)(x)+gm◦T k(x)} = gk+m(x)
and thus x ∈ Kk+m ⊂ Kp+m. We conclude that Kp+m = X and g = gp+m.
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4.3 Ordered cohomology group of a dynamical
system
Let (X,T ) be a topological dynamical system. Since the coboundary operator
on C(X,Z) is a group morphism, its image ∂TC(X,Z) is a subgroup. We denote
by H(X,T,Z) the quotient group
H(X,T,Z) = C(X,Z)/∂TC(X,Z).
and by H+(X,T,Z) the image of C(X,Z+) in this quotient.
We denote by K0(X,T ) the triple
K0(X,T ) = (H(X,T,Z), H+(X,T,Z),1X).
where 1X is the image in H(X,T,Z) of the constant function with value 1 on
X .
The proof of the following result uses Gottschalk and Hedlund Theorem
(more precisely Corollary 4.2.2).
Proposition 4.3.1 For any recurrent topological dynamical system (X,T ), the
triple K0(X,T ) is a unital ordered group.
Proof. Clearly H+(X,T,Z) is a subsemigroup which generates H(X,T,Z) since
both properties hold for C(X,Z+). Finally assume that f, f
′ ∈ C(X,Z+) are
such that f is cohomologous to −f ′. Then f + f ′ is a nonnegative coboundary.
By Corollary 4.2.2, we have f+f ′ = 0 and thus f = f ′ = 0. Thus H+(X,T,Z)∩
−H+(X,T,Z) = {0}.
Following the term introduced by Boyle and Handelman, the group K0(X,T )
is called the ordered cohomology group of the topological dynamical system
(X,T ).
We give now a very simple example of computation of K0(X,T ).
Example 4.3.2 Let (X,S) be the shift space formed of the two infinite se-
quences x = (· · · abab.abab · · · ) and y = (· · · baba.baba · · · ). Obviously, Sx = y
and Sy = x. The characteristic functions of x and y are also exchanged by S.
Thus H(X,S,Z) = Z and K0(X,S) = (Z,Z+, 1).
We can generalize the last example by considering the case of a finite set X and
a permutation T on X . Then H(X,T,Z) = Zd where d is the number of orbits
of the permutation T .
Example 4.3.3 We now give an elementary argument to show that H(X,S,Z)
is isomorphic to Z2 when (X,S) is a Sturmian shift like the Fibonacci shift.
We will see later (using return words, in Section 5.4) how this can be done by
more general methods. We denote by χ[w] the characteristic function of the
cylinder set [w].
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Set A = {a, b}. We show by induction on |w| that χ[w] is cohomologous to
an element of the subgroup G generated by χ[a] and χ[b]. This is true if |w| = 1.
Assume that it holds for words of length n and consider a word w of length
n + 1. Then w = ux for some nonempty word u of length n and some letter
x ∈ {a, b}. If u is not right-special, we have uAN = uxAN and thus χ[ux] is
cohologous to an element of G by induction hypothesis. Otherwise, we have
χ[u] = χ[ua] + χ[ub]. (4.3.1)
As w is either ua or ub, it suffices to show that χ[ua] and χ[ub] are cohomologuous
to some elements in G. Set u = yv with y a letter and v a word. Then va
and vb cannot be both left-special. Assume that va is not left-special. Then
χ[ua] = χ[yva] = χ[va] ◦T . By the induction hypothesis, χ[va] is cohomologous to
an element of G and thus also the map χ[ua]. By Equation (4.3.1), this implies
that χ[ub] is also cohomologous to an element of G.
Since C(X,Z) is generated by the functions χ[w] (see Proposition 4.4.1 be-
low), this shows that H(X,S,Z) is generated by the projections of χ[a] and χ[b].
Thus the morphism sending (α, β) to the class of αχ[a]+βχ[b] is surjective from
Z2 to H(X,S,Z). It is injective because if f = αχ[a]+βχ[b] with α or β nonzero,
then f (n) is not bounded and thus f is not a coboundary by Theorem 4.2.3.
We may also consider the group H(X,T,R) = C(X,R)/∂TC(X,R) and define
H+(X,T,R) as the image of C(X,R) in H(X,T,R). By Corollary 4.2.2, the pair
(H,X, T,R), H+(X,T,R)) is an ordered group. We note the following relation
between H+(X,T,Z) and H+(X,T,R).
Corollary 4.3.4 H(X,T,Z) is a subgroup of H(X,T,R) and
H+(X,T,Z) = H(X,T,Z) ∩H+(X,T,R). (4.3.2)
Proof. The group C(X,Z) is included in C(X,R) and if f ∈ C(X,Z) is in
∂TC(X,R), then by Proposition 4.1.3, it is in ∂TC(X,Z). Thus the inclusion of
C(X,Z) in C(X,R) defines an injection of H(X,T,Z) in H(X,T,R).
Next the left side of (4.3.2) is clearly included in the right side. Suppose
conversely that f = ∂T g+h with f ∈ C(X,Z), g ∈ C(X,R) and h ∈ C(X,R+).
For every n ≥ 0, we have by Equation (4.1.2)
f (n)(x) = g(T nx)− g(x) + h(n)(x)
and the family (f (n))n≥0 is uniformly bounded by below. By Proposition 4.2.4,
f is cohomologous in C(X,Z) to some f ′ ∈ C(X,Z+), which proves (4.3.2).
The next proposition characterizes functions which are cohomologous to integer
valued functions. Before we need a classical lemma. We provide a proof for
sake of completeness. Let τ : R→ R/Z be the projection from R onto the torus
T = R/Z.
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Lemma 4.3.5 Let X be a Cantor space and f : X → T be a continuous map.
For every ǫ > 0, there exists a continuous function hǫ : X → [−ǫ, 1] such that
f = τ ◦ hǫ.
Proof. Let ǫ > 0. For each x ∈ X , there exist a neighbourhood Ux and
a continuous map Ex : Ux → R such that Ex(Ux) is included in [Ex(x) −
ǫ, Ex(x) + ǫ] and f(y) = τ ◦ Ex(y), for all y ∈ Ux. Since X is a Cantor space,
we can suppose Ux is a clopen set. Compactness of X yields points x1, . . . , xn
such that Ux1 , . . . , Uxn is a finite clopen covering of X . Then, for each i ∈
[1, n] there exists a (possibly empty) clopen set Vi included in Uxi such that
V1, . . . , Vn is a partition of X . Let I = {i | Exi(xi) + ǫ > 1}. Then the map
Fǫ =
∑
i6∈I 1ViEx(i) +
∑
i∈I 1Vi(Ex(i) − 1) fulfills the requirement.
Proposition 4.3.6 Let U be a non empty clopen set in X, and f ∈ C(X,R).
1. If f (n)(x) ∈ Z for every x ∈ U such that T nx ∈ U , then f is cohomologous
to some g ∈ C(X,Z).
2. If f (n)(x) ∈ Z+ for every x ∈ U such that T nx ∈ U , then f is cohomolo-
gous to some g ∈ C(X,Z+).
Proof. 1. Using the same method as the step 2 in the proof of Theorem 4.2.3,
we get that the sequence (τ(f (ni)(x0)) converges in T whenever ni → ∞ and
T nix0 converges. Thus there exists a continuous function u : X → T such that
u(T nx0) = τ(f
(n)(x0)) for every n ≥ 0. If x = T nx0 for some n ≥ 0, then
u(Tx)− u(x) = u(T n+1x0)− u(T nx0)
= τ(f (n+1)(x0)− f (n)(x0)) = τ(fT nx0)) = τ(f(x)).
By density, the same is true for every x ∈ X . By Lemma 4.3.5 there exists
h ∈ C(X,R) such that τ ◦ h = u. The function g = f − ∂Th belongs to C(X,Z)
and is a coboundary of f .
2. The family (f (n)) is uniformly bounded by below and the result follows
from Proposition 4.2.4.
4.4 Cylinder functions
We consider in this section the case of shift spaces, in which the cylinder func-
tions play an important role.
Let (X,S) ⊂ AZ be a shift space. Recall that we denote by Ln(X) the
set words of length n in L(X). We denote by Rn(X) the group of maps from
Ln(X) into R, by Zn(X) the group of maps from Ln(X) into Z and by Z+n (X)
the corresponding subset of non negative maps.
For φ ∈ Rn(X), the function φ : X → R given by
φ(x) = φ(x[0,n−1])
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is called the cylinder function associated to φ. It belongs to C(X,Z) when φ
belongs to Zn(X), and, to C(X,Z+) when φ belongs to Z
+
n (X).
A function f ∈ C(X,Z) is a cylinder function if and only if there exists n ≥ 1
such that f(x) depends only on x[0,n−1].
Proposition 4.4.1 Let (X,S) be a subshift. Every function in C(X,Z) (resp.
C(X,Z+)) is cohomologous to some cylinder function (resp. non-negative cylin-
der function).
Proof. Let f ∈ C(X,Z). Since f is locally constant, there exists n such that
f(x) depends only on x[−n,n]. Then f(T nx) depends only on x[0,2n] and f ◦ T n
is a cylinder function. Since f ◦ T n − f = (∂T f)(n) by Equation (4.1.2), f is
cohomologous to f ◦ T n and the conclusion follows. Finally, if f ∈ C(X,Z+),
then f ◦ T n is non-negative.
Proposition 4.4.2 Let (X,S) be a subshift. If a cylinder function with integer
values is a coboundary, it is the coboundary of some cylinder function.
Proof. Let g ∈ C(X,Z) and suppose that f = ∂T g is a cylinder function.
We may choose n large enough so that simultaneously g(x) depends only on
x[−n,n] and f(x) depends only on x[0,n]. Assume that y[0,2n] = z[0,2n]. Since
f(x) depends only on x[0,n], the value f
(n)(x) depends only on x[0,2n] and thus
f (n)(y) = f (n)(z). Similarly, since (T ny)[−n,n] = (T nz)[−n,n], we have g(T ny) =
g(T nz). Thus, by Equation (4.1.2), we have
g(y) = g(T ny)− f (n)(y)
= g(T nz)− f (n)(z) = g(z)
and thus g is a cylinder function.
4.5 Ordered group of a recurrent shift space
In this section, we show how to compute the ordered cohomology group of
a recurrent shift space using the cylinder functions introduced in Section 4.4.
This description will be used in the next chapters. We will first define an
ordered group Gn(X) associated with cylinder functions corresponding to words
of length n (Proposition 4.5.1). In a second part we show that the direct limit
of these groups is the cohomology group K0(X,S) of the shift space (X,S)
(Proposition 4.5.3).
4.5.1 Groups associated with cylinder functions
For a word w = a1a2 · · ·an of length n ≥ 1 with ai ∈ A, we set pn(w) =
a1 · · · an−1 and sn(w) = a2 · · · an. Next, given a shift space (X,S), recall that
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Rn(X) denotes the group of maps from the set Ln(X) of words of length n in
L(X) into R. We define, for n ≥ 1, three group morphisms
p∗n−1, s
∗
n−1, ∂n−1 : Rn−1(X)→ Rn(X)
by
p∗n−1(φ) = φ ◦ pn, s∗n−1(φ) = φ ◦ sn,
and
∂n−1(φ) = s∗n−1(φ)− p∗n−1(φ) = φ ◦ sn − φ ◦ pn
for every φ ∈ Rn−1(X). These morphisms map Zn−1(X) into Zn(X) (recall
that Zn(X) denotes the group of functions from Ln(X) into Z). Moreover,
p∗n−1 and s
∗
n−1 are injective and positive.
Note that for every φ ∈ Rn−1(X), the cylinder functions associated to
p∗n−1(φ) and to φ are the same, that is
p∗n−1(φ) = φ. (4.5.1)
Note also that for φ ∈ Rn−1(X) and ψ ∈ Rn(X) one has
ψ = ∂n−1(φ)⇔ ψ = ∂Tφ (4.5.2)
and thus the cylinder function ψ associated to ψ ∈ ∂n−1Rn−1(X) is a cobound-
ary. We denote
Gn(X) = Zn(X)/∂n−1Zn−1(X) (4.5.3)
the quotient of the group Zn(X) by its subgroup ∂n−1Zn−1(X), we denote by
G+n (X) the image in Gn(X) of Z
+
n (X) and by 1n(X) the image in Gn(X) of
the constant function 1 ∈ Zn(X).
Proposition 4.5.1 For every recurrent shift space (X,S), the triple
Gn(X) = (Gn(X), G+n (X),1n(X))
is a unital ordered group.
Proof. The set G+n (X) is a submonoid of Gn(X) because Z
+
n (X) is a submonoid
of Zn(X) and it generates Gn(X) because Z
+
n (X) generates Zn(X). To prove
that G+n (X) ∩ (−G+n (X)) = {0}, we have to prove that if φ ∈ Zn−1(X) is such
that ∂n−1φ ∈ Z+n (X), then ∂n−1φ = 0. Let u, v ∈ Ln−1(X). Since (X,S) is
recurrent, there exists m ≥ n and w ∈ Lm(X) such that u is a prefix of w and v
is a suffix of w. Then, since u = w[1,n−1] and v = w[m−n+2,m], we have, because
the first sum is telescopic,
φ(v) − φ(u) =
m−n+1∑
i=1
(φ(w[i+1,i+n−1])− φ(w[i,i+n−2]))
=
m−n+1∑
i=1
(∂n−1φ)(w[i,i+n−1]) ≥ 0.
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Since this is true for every u, v, it implies that φ is constant and thus that
∂n−1φ = 0.
Moreover, since ∂n ◦ p∗n−1 = p∗n ◦ ∂n−1, the morphism p∗n induces a morphism of
the quotient groups
in+1,n : Gn(X)→ Gn+1(X)
which is morphism of unital ordered groups.
Example 4.5.2 Let (X,S) be the Fibonacci shift. We have L1(X) = {a, b}
and L2(X) = {aa, ab, ba}. Since ∂1(χ[a]) = χ[ba] − χ[ab], the projections of χ[ba]
and χ[ab] in G2(X) are equal and G2(X) ≃ Z2. The matrix of the projection of
Z2(X) on G2(X) is
P =
[
1 0 0
0 1 1
]
The matrix of the morphism i2,1 is [
1 0
1 1
]
since for example
i2,1
[
1
0
]
= P (p∗1χ[a]) = P
11
0
 = [1
1
]
.
4.5.2 Ordered cohomology group
We now prove the following result which describes the ordered cohomology group
K0(X,S) of a recurrent shift space (X,S).
Proposition 4.5.3 For every recurrent shift space (X,S), the unital ordered
group K0(X,S) is the inductive limit of the family Gn(X) with the morphisms
in+1,n.
Proof. To every φ ∈ Zn(X) we can associate the corresponding cylinder function
φ and its projection π(φ) in H(X,S,Z). When φ is in ∂n−1(Zn−1(X)), the
cylinder function φ is a coboundary and π(φ) = 0. If φ belongs to Z+n (X), then
φ is in C(X,Z+) and the cylinder function associated with the constant function
equal to 1 on Ln(X) is the constant function equal to 1 on X .
Thus we have defined a morphism of unital ordered groups
jn : Gn → K0(X,S)
and clearly jn+1 ◦ in+1,n = jn. Therefore the sequence (jn)n≥1 induces a mor-
phism j from the inductive limit of the Gn to the group K0(X,S). Let us show
that j is an isomorphism.
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Let φ ∈ Zn(X), let α be its projection in Gn(X) and suppose that jnα = 0.
Then φ is a coboundary and, by Proposition 4.4.1, it is the coboundary of some
cylinder function ψ. Let m ≥ n be such that ψ ∈ Zm(X). Since p∗m ◦ · · · ◦ p∗nφ
belongs to Zm+1(X), we have by Equation (4.5.1)
φ = p∗m ◦ · · · ◦ p∗nφ.
Now, since φ = ∂Tψ, we have by (4.5.2)
p∗m ◦ · · · ◦ p∗nφ = ∂Tψ ⇒ p∗m ◦ · · · ◦ p∗nφ = ∂mψ
which implies p∗m ◦ · · · ◦ p∗nφ ∈ ∂m(Zm(X)) and im,m−1 ◦ · · · ◦ in+1,nα = 0. Thus
the image of α in the inductive limit is 0. This shows that j is injective.
Moreover, every f ∈ C(X,Z) (resp. C(X,Z+)) is cohomologous to a cylinder
function (resp. to a nonnegative cylinder function). It follows that j is onto and
maps the positive cone of the inductive limit onto H+(X,S,Z).
We now present an example which shows that the ordered cohomology group of
a shift of finite type may fail to be a dimension group.
Example 4.5.4 Let (X,T ) be the set of two-sided infinite paths in the graph
represented in Figure 4.5.1.
1 2a
d, e
b, c
f
Figure 4.5.1: A shift of finite type
Since a can be preceded by a, d or e, we have
χ[a] ◦ T = χ[aa] + χ[da] + χ[ea].
Similarly, since a can be followed by a, b or c, we have
χ[a] = χ[aa) + χ[ab] + χ[ac].
Thus ∂χ[a] = χ[da] + χ[ea] − χ[ab] − χ[ac]. We have then in H(X,S,Z) the
equality
χ[d] + χ[e] = χ[da] + χ[ea] +
∑
x∈{d,e},y∈{b,c}
χ[xy]
≃ χ[ab] + χ[ac] +
∑
x∈{e,d},y∈{b,c}
χ[xy]
≃ χ[b] + χ[c].
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But χ[b] + χ[c] ≃ χ[d] + χ[e] implies
0 ≤ χ[b] ≤ χ[d] + χ[e].
Let us show that there is no decomposition χ[b] ≃ χ[b1] + χ[b2] such that χ[b1] ≤
χ[d] and χ[b2] ≤ χ[e]. This will show that H(X,S,Z) is not a Riesz group and
thus not a dimension group. Assume the contrary. Then there is an n ≥ 1 and
such that χ[b1], χ[b2] can be defined in Zn(X). Since χ[an−1b] ≤ χ[b], we must
have χ[an−1b] ≤ χ[d] or χ[an−1b] ≤ χ[e]. It is easy to see that this is not possible by
assigning real values to a, b, c, d, e, f defining an invariant probability measure on
X . For example, using c, d 7→ 0 and a, b, e, f 7→ 1/2, and initial probabilities 1/2
on the two vertices of te graph of Figure 4.5.1, we obtain a stationary Markov
chain defining an invariant probability measure µ on X . By Proposition 4.9.3,
we have for every cylinders [u], [v] ∈ X
χ[u] ≤ χ[v] ⇒ µ([u]) ≤ µ([v]).
This shows that χ[an−1b] ≤ χ[d] is impossible since the measure of the cylinder
[an−1b] is 1/2n+1 while the second one has measure 0. A similar argument shows
that χ[an−1b] ≤ χ[e] is also impossible and we therefore obtain a contradiction.
4.6 Factor maps and conjugacy
Let (X,T ) and (X ′, T ′) be two topological dynamical systems and let φ be a
factor map from (X,T ) to (X ′, T ′). If f ∈ C(X ′,Z) is the coboundary of g, then
f ◦φ is the coboundary of g ◦φ. Therefore, the group homomorphism f 7→ f ◦φ
from C(X ′,Z) to C(X,Z) induces a group homomorphism
φ∗ : H(X ′, T ′,Z)→ H(X,T,Z).
Clearly, φ∗ is a morphism of ordered groups with order units since φ∗(H+(X ′, T ′,Z))
is a subset of H+(X,T,Z) and φ∗(1X′) = 1X .
Proposition 4.6.1 If (X,T ) is minimal, the morphism φ∗ is injective and
φ∗(H+(X ′, T ′,Z)) = φ∗(H(X ′, T ′,Z)) ∩H+(X,T,Z).
Proof. If f ∈ C(X ′,Z) is such that f ◦φ is a coboundary, then by Theorem 4.2.3
the sequence of functions ((f◦φ)(n))n≥0 is uniformly bounded. But, for all n ≥ 0,
(f ◦ φ)(n) = f (n) ◦ φ and since φ is onto, ||f (n) ◦ φ||∞ = ||f (n)||∞. Thus the
sequence (f (n))n≥0 is uniformly bounded and, by Theorem 4.2.3 again, f is a
coboundary in C(X ′,Z). This shows that φ∗ is injective.
To prove the second assertion, we first note that the inclusion from left
to right is clear since φ∗(H+(X ′, T ′,Z) ⊂ H+(X,T,Z). Conversely, consider
f ∈ C(X ′,Z) and g ∈ C(X,Z) such that f ◦φ+ ∂T g ≥ 0. By Proposition 4.2.4,
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the sequence of functions ((f ◦ φ)(n))n≥0 is bounded by below. By the same
argument as in the proof of the first assertion, the sequence (f (n))n≥0 is bounded
by below. Thus, by Proposition 4.2.4 again, there is a function g′ ∈ C(X ′,Z)
such that f + δ′T g
′ ≥ 0. Thus the class of f is in H+(X ′, T ′,Z) and its image
by φ∗ is in φ∗(H+(X ′, T ′,Z).
We deduce from Proposition 4.6.1 that the ordered cohomology group is invari-
ant under conjugacy.
Corollary 4.6.2 If φ is a conjugacy from (X,T ) onto (X ′, T ′), then the map
φ∗ from H(X ′, T ′,Z) to H(X,T,Z) is an isomorphism.
Note that Proposition 4.4.2 can be deduced from Proposition 4.6.1. Indeed,
let (Y, S) be the one-sided shift space associated with (X,S) and θ : (X,S) →
(Y, S) be the natural morphism. Assume that f ∈ C(X,Z) is a cylinder function
with integer values. Then f = k ◦ θ for some k ∈ C(Y,Z). If f is a coboundary,
by Proposition 4.6.1, k is a coboundary. Thus k = ∂Sh for some h ∈ C(Y, S).
Then f = ∂Sh◦ θ = h◦S ◦ θ−h◦ θ = h◦ θ ◦T −h◦ θ. Thus f is the coboundary
of h ◦ θ which is a cylinder function.
Note also that this argument shows that
θ∗ : (H(Y, S,Z), H+(Y, S,Z),1Y )→ (H(X,T,Z), H+(X,T,Z),1X)
is an isomorphism of unital ordered groups.
4.7 Groups of induced systems
Let (X,T ) be a minimal topological dynamical system and let U be a nonempty
clopen subset of X . We have already seen the notion of induced system (U, TU).
Recall that TU (x) = T
n(x)(x) where n(x) = inf{n > 0 | T nx ∈ U}. The system
(U, TU) is again minimal.
As an example, which will be considered often in the next chapters, let us
consider a minimal shift space (X,S), a word u ∈ L(X) and the clopen set
U = [u]. Let R′X(u) be the set of left return words to u and let ϕ : B →R′X(u)
be a bijection extended to a morphism from B∗ to R′X(u)∗. Every x ∈ U can
be written in a unique way as x = ϕ(y) for some y ∈ BZ (see Proposition 2.4.21
if you are not entirely convinced). Then Y = ϕ−1(U) is a shift space on B and
(U, SU ) is isomorphic to (Y, T ) where T is the shift of B
Z. Indeed, by definition
of return words, for every x ∈ [u], the integer n(x) is the length of the unique
prefix of x+ in RX(u). Thus
SU ◦ ϕ(y) = Sn(x)(ϕ(y)) = ϕ ◦ T (y)
showing that ϕ is a conjugacy from (Y, T ) onto (U, SU ). The shift (Y, T ) is
called the derivative shift of X with respect to [u].
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Example 4.7.1 Let X be the Fibonacci shift, which is the substitution shift
generated by ϕ : a → ab, b → a. The system induced on U = [a] is isomorphic
to X . Indeed, the set of left return words to a is R′(a) = {ab, a} and thus ϕ is
an isomorphism from X onto (U, TU ).
Let IU : C(X,Z)→ C(U,Z) and RU : C(U,Z)→ C(X,Z) be the morphisms
of ordered groups defined by
(IUf)(x) = f
(n(x))(x) for all x ∈ U,
and let RUf be the map equal to f on U and equal to 0 elsewhere.
Proposition 4.7.2 The maps IU , RU induce reciprocal isomorphisms of or-
dered groups from K0(X,T ) onto K0(U, TU ).
Proof. Let f ∈ C(X,Z) be the coboundary of g ∈ C(X,Z). Then for every
x ∈ U , by Equation (4.1.2), we have f (n(x)) = g ◦ T n(x)− g and thus IUf is the
coboundary of the restriction of g to U . This shows that IU induces a morphism
iU : H(X,T,Z)→ H(U, TU ,Z).
Since IU maps C(X,Z+) to C(U,Z+), it is a morphism of ordered groups from
K0(X,T ) to K0(U, TU).
Let us now show that RU induces a map of ordered groups from K
0(U, TU )
to K0(X,T ). For every x ∈ X , let m(x) = inf{m ≥ 0 | Tmx ∈ U}. Then the
function x 7→ m(x) is continuous, coincides with n(x) outside U and is zero on
U . Suppose that f ∈ C(U,Z) is the coboundary in (U, TU ) of some g ∈ C(U,Z).
Let h(x) = g(Tm(x)x). We have
h(Tx)− h(x) =
{
f(x) if x ∈ U
0 if x /∈ U.
Indeed, if x ∈ U , then m(x) = 0, m(Tx) = n(x)− 1 and
h(Tx)− h(x) = g(T n(x))− g(x) = g(TUx)− g(x) = f(x)
and if x /∈ U , then m(Tx) = m(x) − 1 and h(Tx) = h(x). This shows that
∂Th = RUf and thus that RU maps coboundaries of (U, TU ) to coboundaries of
(X,T ) and thus induces a map
rU : H(U, TU ,Z)→ H(X,T,Z).
Finally, for any f ∈ C(U,Z) and x ∈ U , we have
IU ◦RUf(x) = (RUf)(n(x))(x) = f(x) +RUf(Tx) . . .+RUf(T n(x)−1x) = f(x).
Thus IU ◦RUf = f and IU ◦RU is the identity. Next for every f ∈ C(X,Z), we
have
RU ◦ IUf − f = ∂T k (4.7.1)
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where k(x) = f (m(x))(x). Indeed, for every x ∈ X , the above equation can be
rewritten
(RUf)
(n(x))(x) − f(x) = f (m(Tx))(Tx)− f (m(x))(x).
If x ∈ U , the value of the right-hand side is f (m(Tx))(Tx) − f (m(x))(x) =
f (n(x)−1)(Tx) − f (0)(x) = f (n(x)−1)(Tx) = f (n(x))(x) − f(x). Next, if x /∈ U ,
the value of the left-hand side is −f(x) and the value of the right-hand side is
f (n(x)−1)(Tx)−f (n(x))(x) = −f(x). Equation (4.7.1) shows that RU ◦IUf−f is
the coboundary of k and thus that RU ◦ IU is the identity on H(X,T,Z).
Note that the isomorphism from K0(X,T ) onto K0(U, TU ) is not an isomor-
phism of unital ordered groups because the units are not the same. Indeed,
the image by RU of χU is the characteristic function of U and not the constant
function χX .
4.8 Invariant probability measures
Let (X,T ) be a topological dynamical system. There is an important connexion
between the ordered cohomology group H(X,T,Z) of (X,T ) and the invariant
probability measures on (X,T ).
4.8.1 Invariant measures
Recall (see Appendix ??) that a Borel probability measure on a topological space
X is a Borel measure µ such that µ(X) = 1.
Consider a shift space (X,S) on the alphabet A. A Borel probability measure
µ on X determines a map π : L(X)→ [0, 1] by
π(u) = µ([u]X) (4.8.1)
where [u]X = {x ∈ X | x[0,|u|−1] = u} is the cylinder defined by u. This map
satisfies the compatibility conditions π(ε) = 1 and∑
a∈A
π(ua) = π(u) (4.8.2)
for every u ∈ (¸X). Conversely for any map satisfying these conditions defines a
unique Borel probability measure satisfying (4.8.1) by the Caratheodory exten-
sion theorem (see Appendix ??).
Let now (X,T ) be a topological dynamical system. A probability measure µ
on X is said to be invariant if one has µ(T−1U) = µ(U) for every Borel subset
U of X . The set of invariant probability measures is convex and closed for the
weak-star topology.
Theorem 4.8.1 (Krylov, Bogolyubov) Any topological dynamical system has
at least one invariant probability measure.
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Proof. Let (X,T ) be a topological dynamical system and let x ∈ X . For every
n ≥ 0, µn = δTnx, where δy denotes the Dirac measure at the point y, is a
probaility measure on X and so is
µN =
1
N
∑
n<N
δTnx,
By Theorem ??, the sequence (µN ) has a cluster point µ for the weak-star
topology. Let (µNi) be a the subsequence converging to µ. For every Borel
subset U of X ,
µ(U) = lim
1
Ni
Card{n < Ni | T nx ∈ U}
= = lim
1
Ni
Card{n < Ni | T n+1x ∈ U} = µ(T−1U).
Thus µ is an invariant probability measure.
A different proof uses the Markov-Kakutani fixed point Theorem (see Exer-
cise 4.12).
A measure-theoretic dynamical system is a system (X,T, µ) where X is a
compact metric space, µ is a Borel probability measure on X and T : X → X
is a measurable map that preserves the measure µ, that is, such that T−1(U) is
a Borel set with measure µ(T−1(U)) = µ(U) for every Borel set U ⊂ X .
Thus, Theorem 4.8.1 shows that every topological dynamical system may
be considered as a measure-theoretic one. Although this book is devoted to
topological dynamical systems, we will have occasions to meet measure-theoretic
ones.
A basic result concerning mesure-theoretic dynamical systems is Poincare´
Recurrence Theorem, which we will use in Chapter 7.
Theorem 4.8.2 (Poincare´) Let (X,T, µ) be a measure-theoretic dynamical
system with µ a finite measure. For every Borel set U ⊂ X such that µ(U) > 0,
the set of points x ∈ U such that T nx /∈ U for all n ≥ 1 has measure 0.
Proof. Let N be the set of x ∈ U such that T nx /∈ U for all n ≥ 1. It is a Borel
set because
N = U ∩ (∩n≥1T−n(X \ U))
Then T−nN ∩N = ∅ for all n ≥ 1, which implies that the sets N, T−1N, . . . are
disjoint. Therefore
µ(X) ≥ µ(
⋃
n≥0
T−nN) =
∑
n≥0
µ(T−nN) =
∑
n≥0
µ(N).
Since µ(X) is finite, this implies that µ(N) = 0.
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Let µ be an invariant Borel probability measure on (X,T ). The associated
map π : L(X) → [0, 1] such that π(u) = µ([u]X) satisfies in addition to the
compatibility conditions (4.8.2), the symmetric conditions
π(u) =
∑
a∈A
π(au). (4.8.3)
Indeed,
∑
a∈A π(au) =
∑
a∈A µ([au]X) = µ(T
−1[u]X) = µ([u]X) = π(u). Con-
versely, for every map π : L(X)→ [0, 1] satisfying the compatibility conditions
(4.8.2) and (4.8.3), there is by Carathe´odory Theorem (see Appendix ??) a
unique invariant Borel probability measure µ such that µ([u]X) = π(u).
4.8.2 Ergodic measures
Recall that, for a topological dynamical system (X,T ), a subset U of X is said
to be invariant if T−1U = U .
An invariant probability measure on (X,T ) is ergodic whenever µ(U) equals
0 or 1 for every invariant Borel subset U of X . One also says that the trans-
formation T is ergodic with respect to µ or that the triple (X,T, µ) is ergodic.
A real valued measurable function f on X is invariant if f = f ◦ T . Thus a
set U is invariant if and only if its characteristic function is invariant.
For two sets U, V we write U = V mod µ if U, V differ by sets of measure
0. The following statement gives a useful variant of the definition of an ergodic
measure.
Proposition 4.8.3 The following conditions are equivalent for an invariant
Borel probability measure µ on (X,T ).
(i) µ is ergodic.
(ii) Every Borel set U such that T−1U = U mod µ is such that µ(U) = 0 or
µ(U) = 1.
The proof is left as Exercise 4.13.
Ergodicity is, as we shall see, closely related with minimality. We first note
the following relation between ergodicity and recurrence.
Proposition 4.8.4 Let (X,T ) be a topological dynamical system and let µ be
an invariant Borel probability on (X,T ). Assume that µ(U) > 0 for every
nonempty open set U . If µ is ergodic, then (X,T ) is recurrent.
The proof is left as an exercise (Exercise 4.14).
Recall from Appendix ?? that a Borel probability measure ν is absolutely
continuous with respect to µ, denoted ν ≪ µ, if for every Borel set U ⊂ X such
that µ(U) = 0 one has ν(U) = 0.
The following result shows that the ergodic measures are the minimal in-
variant measures with respect to the preorder ≪.
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Proposition 4.8.5 Let µ, ν be invariant Borel probability measures on (X,T ).
If µ is ergodic and ν ≪ µ, then µ = ν.
Proof. Since ν ≪ µ, by the Radon-Nikodym Theorem (see Appendix ??), there
is a nonnegative µ-integrable function f such that ν(U) =
∫
U fdµ for every
Borel set U ⊂ X .
Consider the Borel set B = {x ∈ X | f(x) > 1}. We will prove that
B is invariant modulo a set of µ-measure zero. Note first that µ(T−1B \ B) =
µ(B \T−1B) and ν(T−1B \B) = ν(B \T−1B) since µ, ν are invariant measures.
Assume that µ(T−1B \B) = µ(B \ T−1B) > 0. Then we have
µ(B \ T−1B) <
∫
B\T−1B
fdµ = ν(B \ T−1B) = ν(T−1B \B)
=
∫
T−1B\B
fdµ ≤ µ(T−1B \B) = µ(T−1B \B)
which is absurd and thus µ(T−1B \B) = µ(B \T−1B) = 0. This in turn implies
that B = T−1B modulo a set of µ-measure zero. By Proposition 4.8.3, since µ
is ergodic, this implies that µ(B) = 0 or 1. If µ(B) = 1, then ν(X) > 1 which
is absurd. Thus µ(B) = 0. Since ν(X) =
∫
X
fdµ = 1, this implies that f = 1
almost everywhere or equivalently µ = ν.
An extreme point of a convex set K is a point which does not belong to any
open line segment in K. By the Krein-Millman Theorem (see Appendix ??),
the set M(X,T ) of invariant probability measures on (X,T ) is the convex hull
of its extreme points.
Proposition 4.8.6 The ergodic measures are the extreme points of the set of
invariant probability measures.
Proof. Let µ be an extreme point of M(X,T ). If µ is not ergodic, there is an
invariant Borel set U such that 0 < µ(U) < 1. The complement V of U is also
invariant and
µ1(W ) =
1
µ(U)
µ(W ∩ U), µ2(W ) = 1
µ(U)
µ(W ∩ V )
are both invariant probability measures. But then
µ = µ(U)µ1 + (1 − µ(U))µ2
shows that µ is not an extreme point.
Let now µ be ergodic. Then µ = αµ1 + (1 − α)µ2 for 0 ≤ α ≤ 1 and some
extreme points µ1, µ2 ∈ M(X,T ). Assume α > 0. For any Borel set U ⊂ X ,
one has that µ(U) = 0 implies µ1(U) = 0, that is µ1 is absolutely continuous
with respect to µ. By Proposition 4.8.5, this implies that µ = µ1. Thus µ is an
extreme point.
In particular, we have the following important case.
Corollary 4.8.7 If there is a unique invariant probability measure, it is ergodic.
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4.8.3 Unique ergodicity
In view of Corollary 4.8.7, a system with a unique invariant probability measure
is called uniquely ergodic. It is easy to give examples of a system which is not
uniquely ergodic when it is not minimal. For example, {0∞}∪{1∞} has clearly
two ergodic measures. An example of a minimal system which is not uniquely
ergodic is given in Exercise 4.16.
Theorem 4.8.8 (Oxtoby) Let (X,T ) be a topological dynamical system and
µ be an invariant probability measure on (X,T ). The following conditions are
equivalent.
(i) (X,T ) is uniquely ergodic.
(ii) fn(x) =
1
nf
(n)(x) converges uniformly on X to
∫
fdµ for every f ∈
C(X,R).
(iii) fn(x) =
1
nf
(n)(x) converges pointwise to
∫
fdµ for every f ∈ C(X,R).
Proof. (i)⇒(ii). Suppose that (ii) does not hold. We can find ε > 0, a map
g ∈ C(X,R) and a sequence (xn) of points of X such that
|gn(xn)−
∫
gdµ| > ε.
For every n ≥ 0, the sum δx,n = 1nδ(n)x , where δx is the Dirac function, is a Borel
probability measure and such that∫
fdδx,n = fn(x)
for every f ∈ C(X,R) and x ∈ X . Let ν be a cluster point of the sequence δx,n
for the weak-star topology. Refining (xn) if necessary, we have
lim fn(xn) =
∫
fdν
for every f ∈ C(X,R). Hence
|
∫
gdµ−
∫
gdν| > ε
showing that µ, ν are distinct invariant measures. Thus (i) does not hold.
(ii)⇒ (iii). We have∫
fndµ =
1
n
∑
k<n
∫
f(T kx)dµ =
1
n
∑
k<n
∫
fdµ =
∫
fdµ.
Thus lim fn(x) =
∫
fdµ.
116 CHAPTER 4. ORDERED COHOMOLOGY
(iii)⇒ (i). For any invariant probability measure ν, we have∫
fndν =
1
n
∑
i<n
∫
f ◦ T idν =
∫
fdν. (4.8.4)
On the other hand, by the Dominated Convergence Theorem, we have
lim
∫
fndν =
∫
fdµ (4.8.5)
Thus, by Equations (4.8.4) and (4.8.5), we conlude that µ = ν.
Theorem 4.8.8 is a refinement for uniquely ergodic probability measures of
Birkhoff’s ergodic Theorem. This theorem asserts that, given an ergodic mea-
sure µ, for every integrable function f on X , the sequence fn converges almost
everywhere to
∫
fdµ. Thus, in the uniquely ergodic case and for a continuous
function f , the convergence is everywhere. The functions fn are sometimes
called the Birkhoff averages .
4.8.4 Unique ergodicity of primitive substitution shifts
In the case of substitution shifts, we have the following important result.
Theorem 4.8.9 Primitive substitution shifts are uniquely ergodic.
For two word u, v, we denote |u|v the number of factors of u equal to v. By
convention, |u|ε = |u|. We say that an infinite word x ∈ AZ has uniform
frequencies if for every factor v of x, all sequences
(fk,v(x))n =
|xk · · ·xk+n−1|v
n
tend to the same limit fv(x) when n→∞, uniformly in k.
Note that x has uniform frequencies if and only if for every v ∈ L(x) there
is an fv such that for every ε there is an N ≥ 1 such that for every u ∈ L(x)
of length at least N we have ||u|v/|u| − fv| ≤ ε. We express this property by
saying that the frequency of v in u tends to fv when |u| → ∞ uniformly in u.
Proposition 4.8.10 The following conditions are equivalent for a minimal shift
space (X,S).
(i) Every x ∈ X has uniform frequencies.
(ii) Some x ∈ X has uniform frequencies.
(iii) (X,S) is uniquely ergodic.
Moreover, in this case the unique invariant measure is given by µ([v]) = fv(x)
for every x ∈ X.
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Proof. (i) implies (ii) is clear. Assume (ii). For v ∈ L(X), set π(v) = fv(x). This
map satisfies clearly the compatibility conditions (4.8.2) and (4.8.3). Thus there
is a unique invariant Borel probability measure µ such that µ([v]) = π(v). Set
gk,v = χ[v] ◦ Sk. Since |xk . . . xk+n|v =
∑
j<n−|v| χ[v](S
j+kx) = (gk,v)
(n−|v|)(x),
we have
(gk,v)
(n) → µ([v]) =
∫
χ[v]dµ
uniformly in k. But the family of linear combinations all gk,v is dense in C(X,R).
Hence
1
n
g(n) →
∫
gdµ
for every continuous function g. By Oxtoby Theorem 4.8.8, this implies that
(X,S) is uniquely ergodic.
Finally, by Oxtoby Theorem again, (iii) implies (i).
Let ϕ : A→ A∗ be a primitive substitution. LetM be the incidence matrix of ϕ.
SinceM is a primitive matrix, by Perron-Frobenius Theorem (Theorem 2.4.14),
the matrix M has a dominant eigenvalue λM and positive left and right eigen-
vectors x = (xa), y = (yb) relative to λM . We may assume that
∑
a∈A xa = 1
and that xy =
∑
a∈A xaya = 1. With this notation, we prove two lemmas.
Lemma 4.8.11 For every a, b ∈ A, the sequence
|ϕn(a)|b
|ϕn(a)|
converges at geometric rate to xb.
Proof. We have
|ϕn(a)|b
|ϕn(a)| =
Mna,b∑
b∈AM
n
a,b
→ yaxb∑
b∈A yaxb
= xb
and the result is proved since the convergence is at geometric rate by Theo-
rem 2.4.14 (iii).
We will now extend Lemma 4.8.11 to arbitary words u, v ∈ L(X). For this, set
ℓ = |v|. We consider the alphabet Aℓ in one-to-one correspondance with Lℓ(X)
via f : Lℓ(X) → Aℓ and the ℓ-block presentation ϕℓ of ϕ (see Section 2.4).
Recall that, by Proposition 2.4.31, ϕℓ is primitive.
Let Mℓ be the incidence matrix of ϕℓ. Recall that Mℓ has dominant eigen-
value λM (Proposition 2.4.32). Let x
(ℓ) be the left eigenvector of Mℓ relative to
λM with coefficients of sum 1.
Lemma 4.8.12 For every u, v ∈ L(X), the sequence
|ϕn(u)|v
|ϕn(u)|
converges at geometric rate to π(v) = x
(ℓ)
b where b = f(v).
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Proof. Suppose first that u = a ∈ A. Let c ∈ Aℓ be such that w = f−1(c)
begins with a. We have by (2.4.11) |ϕn(a) = |ϕnℓ (c)| for all n ≥ 1. We extend
f naturally to a map from L≥ℓ(X) to L(X(ℓ)). By Proposition 2.4.31, ϕnℓ (c)
is the prefix of length |ϕn(a)| of f(ϕn(w)). Thus there is a word r of length
ℓ− 1 such that ϕnℓ (c) = f(ϕn(a)r). This shows that |ϕn(a)|v and |ϕnℓ (c)|b with
b = f(v) differ by a constant. Thus
|ϕn(a)|v
|ϕn(a)| ∼
|ϕnℓ (c)|b
|ϕnℓ (c)|
.
By Lemma 4.8.11, the right hand side tends at geometric rate to x
(ℓ)
b , whence
the conclusion in this case.
Consider finally arbitrary u, v ∈ L(X). We use induction on |u|. The result is
true for |u| = 1 by the previous case. Consider now u = u′a with u′ ∈ L(X) and
a ∈ A. By induction hypothesis, we have ∣∣|ϕn(u′)|v−π(v)|ϕn(u′)|∣∣ ≤ crn|ϕn(u′)|
and
∣∣ϕn(a)|v − π(v)|ϕn(a)|∣∣ ≤ crn|ϕn(a)| for some c > 0 and r < 1.
Every occurrence of v in ϕn(u) is either an occurrence in ϕn(u′) or in ϕn(a)
except θ ≤ |v| occurrences which begin in ϕn(a) and end in ϕn(a). Thus
|ϕn(u)|v = |ϕn(u′)|v + θ + |ϕn(a)|v
with θ ≤ |v|. This implies∣∣|ϕn(u)|v − π(v)|ϕn(u)|∣∣ ≤ ∣∣|ϕn(u′)|v − π(v)|ϕn(u′)|∣∣+ θ +∣∣|ϕn(a)|v − π(v)|ϕn(a)|∣∣
≤ crn|ϕn(u′)|+ crn|ϕn(a)|+ |v|
≤ crn|ϕn(u)|+ |v|
and thus the conclusion since |v|/|ϕn(u)| tends to 0 at geometric rate.
Recall from Chapter 2 that, for a morphism ϕ : A → A∗, we denote |ϕ| =
maxa∈A |ϕ(a)|. The following lemma is interesting in itself.
Lemma 4.8.13 For every nonempty word u ∈ L(X), there is some m ≥ 0 and
words vi, wi ∈ L(X) for 0 ≤ i ≤ m, with vm nonempty such that
u = v0ϕ(v1) · · ·ϕm−1(vm−1)ϕm(vm)ϕm−1(wm−1) · · ·ϕ(w1)w0, (4.8.6)
with |vi|, |wi| ≤ |ϕ|.
Proof. We use induction on |u|. The result is true if |u| < |ϕ| choosing m = 0
and v0 = u. Otherwise, by definition of L(X), there exists a nonempty word
u′ ∈ L(X) such that u = v0ϕ(u′)w0. Choosing u′ of maximal length, we have
moreover |v0|, |w0| ≤ |ϕ|. By induction hypothesis, we have a decomposition
(4.8.6) for u′, that is
u′ = v′0ϕ(v
′
1) · · ·ϕm−1(v′m−1)ϕm(v′m)ϕm−1(w′m−1) · · ·ϕ(w′1)w′0.
4.8. INVARIANT PROBABILITY MEASURES 119
In this way, we obtain
u = v0ϕ(u
′)w0 = v0ϕ(v′0) · · ·ϕm(v′m−1)ϕm+1(v′m)ϕm(w′m−1) · · ·ϕ(w′0)w0.
which is of the form (4.8.6).
Proof of Theorem 4.8.9. Let x ∈ X . By Proposition 4.8.10 it is enough to prove
that x has uniform frequencies. We will prove that |xk · · ·xk+n−1|v/n converges
to π(v) uniformly in k, where π(v) is as in Lemma 4.8.12. Set u = xk · · ·xk+n−1.
By Lemma 4.8.13, we have
|u|v =
∑
i≤m
|ϕi(vi)|v +
∑
i<m
|ϕi(wi)|v + θ
where θ is the number of occurrences of v which overlap more than one vi, wi.
Thus θ ≤ 2m|v|. By Lemma 4.8.12 there are c > 0 and r < 1 such that
||ϕi(vi)|v − π(v)|ϕn(vi)|| ≤ cri (4.8.7)
for 0 ≤ i ≤ m (and the analogue inequality for the wi). Since
n =
∑
i≤m
|ϕi(vi)|+
∑
i<m
|ϕi(wi)|
we obtain
||u|v − π(v)n| = ||u|v − π(v)(
∑
i≤m
|ϕi(vi)|+
∑
i<m
|ϕi(wi))|)
≤
∑
i≤m
||ϕi(vi)|v − π(v)|ϕi(vi)||
+
∑
i<m
||ϕi(wi)|v − π(v)|ϕi(wi)||+ 2m|v|
≤ 2c
∑
i≤m
ri + 2m|v|
≤ drm + 2m|v|.
But m/n tends to 0 when n tends to infinity. Indeed, by (2.4.6), there is a
constant e > 0 such that |ϕn(u)| ≥ e|u|λnM for n large enough. This implies
that n ≥ |ϕm(vm)| ≥ e|vm|λmM . Hence m/n ≤ m/eλmM |vm| which tends to 0.
This shows that |u|v/n converges to π(v) when n tends to infinity indepen-
dently of u, which concludes the proof.
4.8.5 Computation of the unique invariant probability mea-
sure
The computation of the unique invariant probability measure can be done using
the matrices Mℓ of ℓ-block presentations of the substitution, as we shall see
below.
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Let ϕ : A→ A∗ be a primitive substitution and let (X,S) be the associated
shift space. Let µ be the unique invariant probability measure on (X,S). For
ℓ ≥ 1, let Aℓ be an alphabet in bijection with Lℓ(X) via f : Lℓ(X) → Aℓ and
let x(ℓ) be the unique positive row eigenvector of the matrix Mℓ corresponding
to the maximal eigenvalue λ and such that the sum of its components is 1.
Proposition 4.8.14 For every v ∈ Lℓ(X),
µ([v]) = x(ℓ)c (4.8.8)
with c = f(v).
Proof. By Theorem 4.8.10, µ([v]) is equal to the frequency fv(x) of the word v
in any x ∈ X . By Lemma 4.8.12, the frequency of v in ϕn(a) tends to x(ℓ)c when
n→∞ and thus we have fv(x) = x(ℓ)c .
We develop below the cases of the Fibonacci and of the Morse substitutions.
For the Fibonacci shift, we already now that it is uniquely ergodic since this is
true of every Sturmian shift (Exercise 4.15).
Example 4.8.15 Let (X,S) be the Fibonacci shift. Since the Fibonacci sub-
stitution is primitive, there is a unique invariant probability measure on (X,S).
Its values on the cylinder [w] defined by words w of length at most 4 are shown
on Figure 4.8.1 with ρ = (
√
5− 1)/2.
This is consistent with the value of the eigenvector of M2
v(2) =
[
2ρ− 1 1− ρ 1− ρ]
Note that the Fibonacci shift is Sturmian of slope α = (3−√5)/2. The unique
invariant probability measure µ on the Fibonacci shift can also be computed
using the natural representation γα (Exercise 4.15) giving µ([a]) = 1− α. Con-
sistently with the above, ρ = 1− α.
Example 4.8.16 Consider the Morse substitution. The matrix M2 is
M2 =

0 1 1 0
0 1 0 1
1 0 1 0
0 1 1 0

The unique invariant probability measure on the Morse shift is shown in Fig-
ure 4.8.2. The values on the words of length 2 is consistent with the value of
the eigenvector of M2 which is
v(2) =
[
1/6 1/3 1/3 1/6
]
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1
ρ
1− ρ
2ρ− 1
1− ρ
1− ρ
2ρ− 1
1− ρ
2ρ− 1
2− 3ρ
2ρ− 1
2ρ− 1
2− 3ρ
2ρ− 1
2− 3ρ
a
b
a
b
a
b
a
a
b
a
a
b
b
a
Figure 4.8.1: The invariant probability measure on the Fibonacci set.
4.9 Invariant measures and states
We now come to an essential point and relate invariant measures and cobound-
aries.
Proposition 4.9.1 Let µ be an invariant measure on the dynamical system
(X,T ). For every coboundary f ∈ ∂TC(X,R), one has
∫
fdµ = 0.
Proof. When µ is a T -invariant probability measure we have µ◦T−1 = µ. Thus,
for f = ∂T g, by the change of variable formula (see Appendix ??),
∫
∂T gdµ =∫
g ◦ Tdµ− ∫ gdµ = 0.
Proposition 4.9.1 implies that for all T -invariant probability measures µ on
(X,T ) the map f 7→ ∫ fdµ defines a group homomorphism
αµ : H(X,T,Z)→ R
Proposition 4.9.2 The map αµ is a morphism of unital ordered groups from
K0(X,T ) to (R,R+, 1).
Proof. By definition of
∫
fdµ, we have αµ(H(X,T,Z+) ⊂ R+. Moreover,
αµ(1X) = µ(X) = 1 since µ is a probability measure.
The proof of the following statement uses the Carathe´odory extension Theorem
(see Appendix ??).
Theorem 4.9.3 Let (X,T ) be a minimal Cantor system. The map µ 7→ αµ is
a bijection from the space of T -invariant probability measures on (X,T ) to the
set of states of K0(X,T ).
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1/1
1/2
1/2
1/6
1/3
1/3
1/6
1/6
1/6
1/6
1/6
1/6
1/3
1/12
1/12
1/12
1/12
1/12
1/12
1/12
1/12
1/12
1/12
a
b
a
b
a
b
b
a
b
a
b
a
a
b
a
b
a
b
a
b
a
b
Figure 4.8.2: The invariant probability measure on the Thue–Morse set.
Proof. Let α be a state on K0(X,T ). For a clopen set U ⊂ X , we set φ(U) =
α(χU ) where χU is the image in H(X,T,Z) of the characteristic function of U .
Thus φ(U) ≥ 0 for every clopen set U , and φ(U ∪ V ) = φ(U) + φ(V ) if U, V
are disjoint clopen sets. Since X is a Cantor space, its topology is generated
by the clopen sets. Thus, there is, by the Carathe´odory Theorem, a unique
probability measure µ on X such that µ(U) = φ(U) for every clopen set U . This
already shows that µ 7→ αµ is one-to-one. For every clopen set U , the difference
between the characteristic functions of U and T−1U is a coboundary. Thus
these functions have the same image in H(X,T,Z) and φ(U) = φ(T−1U). It
follows that µ is T -invariant. Moreover, by construction α = αµ since αµ(χU ) =∫
χUdµ = µ(U) = α(χU ) for every clopen set U . This shows that the map
µ 7→ αµ is onto.
Observe that Theorem 4.9.3 allows us to give a very simple proof of Theo-
rem 4.8.9. Indeed, if (X,S) is a primitive substitution shift, then K0(X,S) is
the limit of a stationary system defined by a primitive matrix and thus has a
unique state by Proposition 3.5.1. We conclude by Theorem 4.9.3 that (X,S)
is uniquely ergodic.
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4.9.1 Dimension groups of Sturmian shifts
As an illustration of Theorem 4.9.3, let us prove the following statement, which
gives the form of the cohomology group of Sturmian shifts. In the next statement
the group Z + αZ of real numbers of the form x + αy is considered as a unital
ordered group for the order induced by R and the order unit 1.
Theorem 4.9.4 Let (X,S) be a Sturmian shift of slope α. Then K0(X,T ) =
Z+ αZ.
Proof. We have already seen (Example 4.3.3) that H(X,S,Z) = Z2 for every
Sturmian shift. Let {0, 1} be the alphabet of X . We can identify the group
H(X,S,Z) with the pairs (x, y) ∈ Z2 via the map (x, y) 7→ x[0] + y[1]. We have
seen (Exercise 4.15) that (X,S) is uniquely ergodic and that the unique invari-
ant probability measure µ is such that µ([0]) = 1 − α. By Proposition 4.9.3,
the ordered group K0(X,S) has a unique state which is αµ. Thus, by Propo-
sition 3.2.8, H+(X,S,Z) = {(x, y) ∈ Z2 | (1 − α)x + αy > 0} ∪ {0}, the order
unit being (1, 1). Thus, the map (x, y) → (x, y − x) identifies K0(X,T ) and
Z+ αZ.
Example 4.9.5 Let (X,S) be the Fibonacci shift. It is a Sturmian shift of
slope α = (3−√5)/2 (Example 2.5.7). Thus K0(X,T ) = Z[α].
As an application of Theorem 4.9.4, we prove the following result.
Theorem 4.9.6 Two Sturmian shifts are never conjugate unless they differ by
a permutation of the two letters.
Proof. Let (X,S) and (Y, S) be Sturmian shifts of slopes α, β respectively.
If they are conjugate, their cohomology groups are isomorphic and thus, by
Theorem 4.9.4, the groups Z+ αZ and Z + βZ are isomorphic. Thus there are
a, b, c, d ∈ Z such that β = a + bα and α = c + dβ. Then α = c + ad + bdα
implies bd = 1. Thus either α = β or α = 1− β.
This statement is a striking illustration of the power of the cohomology group.
It would probably be very difficult to prove directly the above statement by a
direct argument.
We can also use Proposition 4.9.3 to give the form of the image subgroup
and the infinitesimal subgroup for a minimal Cantor system (X,T ).
The image subgroup of K0(X,T ), denoted I(X,T ), is given by
I(X,T ) = ∩µ∈M(X,T )
{∫
fdµ | f ∈ C(X,Z)
}
. (4.9.1)
where M(X,T ) denotes the set of invariant probability measures on (X,T ).
This follows directly from the definition of the image subgroup given in Equa-
tion (3.2.3) by Proposition 4.9.3.
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The infinitesimal subgroup of K0(X,T ), denoted Inf(X,T ) is given by
Inf(X,T ) = {[f ] ∈ H(X,T,Z) |
∫
fdµ = 0 for all µ ∈M(X,T )}. (4.9.2)
If (X,T ) is uniquely ergodic, we have K0(X,T )/ Inf(K0(X,T )) = I(X,T ).
Example 4.9.7 Let X be the Fibonacci shift as in the previous example. Then
Inf(X,T ) = {0} and I(X,T ) = Z+ αZ.
4.10 Exercises
Section 4.1
4.1 Let (X,T ) be a topological dynamical system. For f ∈ C(X,R) extend
the definition of f (n)(x) to negative indexes by defining for n ≥ 1 and x ∈ X
f (−n)(x) = −f (n)(T−nx). (4.10.1)
Show that, with this definition, the cohomological equation
f (n+m)(x) = f (n)(x) + f (m)(T nx) (4.10.2)
holds for every n ∈ Z and x ∈ X .
4.2 A homotopy between topological spaces X,Y is a family ft : X → Y
(t ∈ [0, 1]) of maps such that the associated map F : X×[0, 1] given by F (x, t) =
ft(x) is continuous. One says that f0, f1 : X → Y are homotopic if there is a
homotopy ft connecting them. Show that homotopy is an equivalence relation
compatible with composition.
4.3 A continous function is nullhomotopic if it is homotopy equivalent to a
constant function. Show that any function f : X → [a, b] from X to a closed
interval [a, b] of R is nullhomotopic.
4.4 A continuous flow is a pair (X, (Tt)t∈R) of a compact metric space X and
a family (Tt)t∈T of homeomorphisms Tt : X → X such that
(i) the map (x, t) 7→ Tt(x) is continuous from X × R to X .
(ii) Tt+s = Tt ◦ Ts for all s, t ∈ R.
For every topological dynamical system (X,T ), one can build a continuous flow
called the suspension flow over (X,T ) as follows. Consider the quotient X˜ of
X × R by the equivalence relation which identifies (x, s+ 1) and (Tx, s) for all
x ∈ X and s ∈ R. Denote by [(x, s)] the equivalence class of (x, s). Then define
Tt on the quotient by
Tt([(x, s)]) = [(x, s+ t)].
Show that we obtain in this way a continuous flow.
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4.5 Show that the suspension flow of any periodic system can be identified with
the torus T = R/Z.
4.6 An equivalence between two continuous flows (X, (Tt)t∈R) and (X ′, (T ′t)t∈R)
is a homeomorphism π : X → X ′ which maps orbits of Tt to orbits of T ′t in an
orientation preserving way, that is, for all x ∈ X , π(Tt(x)) = T ′fx(t)(π(x)) for
some monotonically increasing fx : R→ R. Two flows are equivalent if there is
an equivalence from one to the other.
Two (ordinary) topological dynamical systems are flow equivalent if their
suspension flows are flow equivalent. Show that two equivalent dynamical sys-
tems are flow equivalent but that the converse is false.
4.7 Let (X,T ) be a topological dynamical system and let (X˜, (Tt)t∈R) be its
suspension flow (as defined in Exercise 4.4). The first Cˇech cohomology group
of X˜ , denoted H1(X˜,Z), is the group of continuous maps from X˜ to the torus
T = R/Z modulo the group of nullhomotopic maps.
Show that H1(X˜,Z) is isomorphic to H(X,T,Z) (hint: Consider the map π :
C(X,Z) → C(X˜,T) which associates to f ∈ C(X,Z) the map π(f) ∈ C(X˜,T)
defined by π(f)(x, s)) = τ(f(x)s). Show that π induces an isomorphism from
H(X,T,Z) onto H1(X˜,Z)).
Section 4.2
4.8 Show that if (X,T ) is a transitive system, then for any f ∈ C(X,R) two
solutions of the equation ∂g = f differ by a constant.
4.9 Let (X,T ) be a topological dynamical system. For f ∈ C(X,R), assume
that the sequence (f (n)(x))n≥0 is uniformly bounded. Set
g(x) = sup
n∈Z
f (n)(x)
where f (n) is defined for all n ∈ Z as in Exercise 4.1. Show that ∂g = f .
4.10 Let (X,T ) be a minimal system. Let f ∈ C(X,R) and x0 ∈ X be such
that (f (n)(x0))n≥0 is bounded. Show that f (n)(x) is bounded for all x ∈ X and
that g(x) = supn∈Z f
(n)(x) is a continuous function such that ∂g = f (hint: use
Exercise 4.9).
4.11 Let (X,T ) be a minimal dynamical system and f ∈ C(X,R) be such that
(f (n)(x0))n≥0 is bounded for some x0 ∈ X .
Let (Y, S) be the dynamical system formed of Y = X × R with S(x, t) =
(Tx, t+ f(x)). In this way, Sn(x, t) = (T nx, t+ f (n)(x)) for all n ≥ 0.
1. Show that the closure E of the set {Sn(x0, 0) | n ≥ 0} is compact and
S-invariant.
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2. Let K be a minimal closed S-invariant nonempty subset of E. Show that
K = {(x, g(x)) | x ∈ X} for some g ∈ C(X,R).
3. Show that ∂g = f .
Section 4.8
4.12 The Markov-Kakutani fixed point theorem states that if V is a topological
vector space and K is a convex and compact subset of V , then every continuous
linear map T mapping K into itself has a fixed point in K.
Use this theorem to give a proof of Theorem 4.8.1. Hint: Consider the map
T ∗ :MX →MX defined by T ∗µ = µ ◦ T−1.
4.13 Prove Proposition 4.8.3.
4.14 Prove Proposition 4.8.4 (hint: prove that the set of recurrent points has
measure 1).
4.15 Use Oxtoby’s Theorem (Theorem 4.8.8) to prove that irrational rotations
are uniquely ergodic. Conclude that Sturmian shifts are uniquely ergodic and
that the unique invariant probability measure µ on a Sturmian shift of slope α
satisfies µ([0]) = 1− α . Hint: use the fact that trigonometric polynomials are
dense in the space C(S1,C).
4.16 Let (ki)i≥0 be a sequence of positive integers such that ki divides ki+1.
Let x ∈ {0, 1}Z be the Toeplitz sequence with periodic structure (ki)i≥0 defined
as follows. For i ≥ 1, let
Ei = ∪m∈Z{n ∈ Z | |n−mki| ≤ ki−1}
For n ∈ Z, let p(n) be the least integer p such that n ∈ Ep. Set xn ≡ p(n) mod 2.
Show that if ∑
i≥1
ki−1
ki
≤ 1
12
(4.10.3)
then x is not uniquely ergodic.
4.17 Show that if (X,T ) is a topological dynamical system and µ is an invari-
ant Borel probability measure, then (X,T, µ) is a measure-theoretic dynamical
system.
4.18 Let (X,T, µ) be a measure-theoretic dynamical system with T invertible.
Let H = L2(X) be the Hilbert space of real valued square integrable functions
on X (modulo a.e. vanishing functions).
Show that the operator U defined by Uf = f ◦ T is a unitary operator from
H to itself.
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4.19 Let (X,T, µ) be a measure-theoretic dynamical system. Show that an
element f of the Hilbert space H = L2(X) is a coboundary of the form f =
Ug − g for some g ∈ H , with U as in Exercise 4.18, if and only if ||f (n)||
is bounded (hint: Assume ||f (n)|| ≤ k and consider the closure of the set of
convex linear combinations of the Unf . Apply the Schauder-Tychonov fixed
point theorem to the map h 7→ f + Uh).
4.20 Let ϕ : A∗ → A∗ be a primitive morphism and let (X,S) be the associated
shift space. We indicate here a method to compute the frequency of the factors
of length k in L(X) by a faster method than by using Formula (4.8.8).
LetMk be the incidence matrix of ϕk. Let p be an integer such that |ϕp(a)| >
k − 2 for all a ∈ A. Let U be the L2(X) × Lk(X)–matrix defined as follows.
For a, b ∈ A such that ab ∈ L2(X) and y ∈ Lk(X), Uab,y is the number of
occurrences of y in ϕp(ab) that begin inside the prefix ϕp(a). Show that
UMk =M2U,
and that if v2 is a row eigenvector ofM2 corresponding to the common dominant
eigenvalue ρ ofM2 andMk, then vk = v2U is an eigenvector ofMk corresponding
to ρ.
4.21 Let µ : a → ab, b → ba be the morphism with fixpoint the Thue-Morse
word. Show that for k = 5, p = 3, the matrix U of the previous problem (with
the 12 factors of length 5 of the Thue-Morse word listed in alphabetic order) is
U =

1 0 1 1 0 1 1 0 1 1 0 1
0 1 1 0 1 1 1 1 0 1 1 0
1 1 0 1 1 0 0 1 1 0 1 1
1 0 1 1 0 1 1 0 1 1 0 1

and that the vector v2U with v2 =
[
1 2 2 1
]
is the vector with all com-
ponents equal to 4. Deduce that the 12 factors of length 5 of the Thue-Morse
word have the same frequency (see Example 4.8.16).
4.22 Let k, p be as in the previous exercise. Let V be the matrix of the map
π : Lk(X) → L2(X) which sends a0a1 · · · ak−1 to a0a1. Show that M2 is shift
equivalent over Z to Mk (see Exercise 3.12) and more precisely that (U, V ) :
M2 ∼Mk (lag k). Conclude thatM2 andMk have the same nonzero eigenvalues.
Hint: use Exercise 3.13.
4.11 Solutions
Section 4.1
4.1 We have, extending the composition with T to rational fractions in T ,
f (n) = f ◦ 1− T
n
1− T .
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This holds also for n < 0 since
f ◦ 1− T
−n
1− T = −f ◦ T
−n ◦ 1− T
n
1− T = −f
(n)(T−n).
The cohomlogical equation is then easy to verify since
f (n) + f (m) ◦ T n = f ◦ 1− T
n
1− T + f ◦
1− Tm
1− T ◦ T
n
= f ◦ 1− T
n + T n − T n+m
1− T = f ◦
1− T n+m
1− T
= f (n+m).
4.2 We have to verify the transitivity. Assume that f0, f1 are connected by ft
and that g0 = f1, g1 are connected by gt. Then f0, g1 are connected by ht where
ht(x) =
{
f2t(x) if 0 ≤ t < 1/2
g2t−1(x) if 1/2 < t ≤ 1
Let f0, f1 : X → Y be connected by a homotopy ft. For g : Y → Z, the
maps h0 = g ◦ f0 and h1 = g ◦ f1 are connected by ht = g ◦ ft. Similarly, if
g0, g1 : X → Z are connected by gt, then for f : X → Y , the maps g0 ◦ f and
g1 ◦ f are connected by gt ◦ f . This proves the compatibility with composition.
4.3 Set ft(x) = ta+ (1− t)f(x).
4.4 First X˜ is compact because it can be identified with the quotient of
X × [0, 1] by the equivalence which identifies (x, 1) and (Tx, 0) for all x ∈ X .
As a continuous image of a compact metric space, it is metrizable (see Willard
(2004)). The map (y, t) 7→ Tt(y) is well defined and continuous since (y, s) 7→
(y, s+ t) is continuous from X × R to itself.
4.5 Set X = {0, 1, . . . , n − 1} with T (i) = i + 1 mod n. Then X˜ can be
identified with the torus T by the map (i, t) ∈ X × [0, 1[ 7→ (i+ t)/n.
4.6 Assume that ϕ : (X,S) → (Y, T ) is an equivalence. Then the map
(x, t) → (ϕ(x), t) induces an equivalence from the suspension flow over (X,S)
onto the suspension flow over (Y, T ). All periodic systems are flow equivalent
by Exercise 4.5. Thus flow equivalence is weaker than equivalence.
4.7 Consider the map π : C(X,Z)→ C(X˜,T) which associates to f ∈ C(X,Z)
the map π(f) ∈ C(X˜,T) defined by π(f)(x, s)) = τ(f(x)s).
We first show that π induces a surjective map from C(X,Z) to H1(X˜,Z).
Let f˜ : X˜ → T be continuous. By Lemma 4.3.5 there is a continuous function
f : X → R such that f˜(x, 0) = τ(f(x)). Set for 0 ≤ s < 1,
h(x, s) = τ(f(x)(1 − s) + f(Tx)s).
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Then h is nullhomotopic (by Exercise 4.3 because f(x)(1− s)+ f(Tx)s extends
to a continuous map from X × [0, 1] to R) and h(x, 0) = f˜(x, 0). Therefore the
map g1(x, s) = f˜(x, s)/h(x, s) is homotopic to f˜ and g1(x, 0) = g1(Tx, 1) = 0
for all x ∈ X . For x ∈ X , let r(x) be the number of times the loop g1(x, s) wraps
around T as s increases from 0 to 1. Then r is continuous and, for each x ∈ X ,
g(x, s) = τ(r(x)s) wraps around T the the same number of times as g1(x, s).
Hence g1 and g are holomorphic. This shows that π induces a surjective map.
Next, let f, g ∈ C(X,Z) be such that π(f) and π(g) are in the same homotopy
class. We may write for 0 ≤ s < 1, τ((f(x) − g(x))s) = τ(r(x, s)) for some
continuous function r from X˜ to R (because τ(r(x, s)) is nullhomotopic). Then
(f(x) − g(x))s = r(x, s) + P (x, s) where P (x, s) ∈ Z. But since P (x, s) is
continuous in s, this forces P (x, s) = P (x, 0) for all s. Set p(x) = P (x, 0). Then
p(Tx) = −r(Tx, 0) = −r(x, 1) = p(x)− (f(x)− g(x))
which shows that f(x)− g(x) is a coboundary. Thus π induces an injective map
from H(X,T,Z) to H1(X˜,Z).
Section 4.2
4.8 Let g, g′ be two solutions. Let x be a recurrent point in X . Then for any
y = T nx, we have by (4.1.2)
g(y) = f (n)(x) − f(x) + g(x)
and thus
g(y)− g′(y) = g(x)− g′(x).
Since the positive orbit of x is dense, this shows that g− g′ differ by a constant.
4.9 Since f (n+1)(x) = f(x) + f (n)(Tx) for all n ∈ Z, by Exercise 4.1, we have
g(x) = sup
n∈Z
f (n)(x) = sup
n∈Z
f ((n+1)(x) = sup
n∈Z
(f(x) + f (n)(Tx))
= f(x) + g(Tx)
whence the result.
4.10 We first note that |f (n)(x)| is bounded for all x ∈ X . Indeed, set
M = supn≥0 |f (n)(x0)|. If |f (n)(y)| > 2M , the same inequality holds for any z
sufficiently close to y, in particular for some iterate Tm(x0). But then 2M <
|f (n)(Tmx0)| ≤ |f (n+m)(x0)|+ |f (m)(x0)| contrary to the definition of M .
Thus f (n)(x) is bounded for all n ∈ Z and, by Exercise 4.9, the map g(x) =
supn∈Z f
(n)(x) is such that ∂g = f .
Define the oscillation of a real valued function h : X → R defined on a
metric space X at a point x as
Osch(x) = lim
δ→0
(sup{h(y) | d(x, y) < δ} − inf{h(y) | d(x, y) < δ})
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Note that the oscillation of a function h at x vanishes if and only if h is con-
tinuous at x. Since f is continuous, we have Osch(x) = 0 for h = ∂g. This
implies Oscg◦T (x) = Oscg(x) or Oscg ◦T = Oscg and thus that the function
x 7→ Oscg(x) is invariant. For ε > 0, let Oε,n be the set of x ∈ X such that
f(x)− f (n)(x) ≤ ε/2. Since Oε,n is closed, the set
{x ∈ Oε,n | Oscg(x) ≤ ε}
is closed invariant and nonempty it is equal to X . Thus g is continuous.
4.11
1. follows from the hypothesis that the sequence f (n)(x0) is bounded.
2. Assume that (x, u), (x, v) ∈ K for some x ∈ X and u 6= v. The map S
commutes with the vertical translations Tu : (x, t) 7→ (x, t + u). Thus
Tu−vK = {(x, t+ u − v) | (x, t) ∈ K} is also an S-invariant and minimal
compact set. It intersects K since Tu−v(x, v) = (x, u). By minimality of
K, this implies Tu−vK = K which contradicts the fact that K is bounded.
This shows that K is the graph of a function g. Its domain is X since it is
closed and T -invariant. The function g is continuous since K is compact.
3. Since K is S-invariant, we have S(x, g(x)) = (Tx, g(x) + f(x)) ∈ K for
every x ∈ X . Thus g(Tx) = g(x) + f(x).
Section 4.8
4.12 Let (X,T ) be a topological dynamical system. The setMX is convex and
compact by Theorem ??. The map T ∗ :MX →MX defined by T ∗µ = µ ◦T−1
is a continuous linear map. Thus, by the Markov-Kakutani Theorem, it has a
fixed point µ, which is obviously an invariant measure.
4.13
Assume that µ is ergodic. Let U be a Borel set such that T−1U = U mod µ.
Set
V = ∩n≥0 ∪i≥n T−iU.
By construction, we have T−1V = V . Next, since µ(∩i≥nT−iU) = µ(U) for all
n ≥ 0, we have µ(V ) = µ(U). Thus µ(V ) = 0 or 1. This shows that (i) implies
(ii). The converse is obvious.
4.14 Let R be the set of recurrent points in (X,T ) (see Exercise 2.3). We
show that µ(R) = 1. This proves that (X,T ) is recurrent by Exercise 2.4.
Let (Un)n≥1 be a countable basis of open sets of X (this exists because X
is a metric space). Set
Vn = ∩k≥0T−k(X \ Un).
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We have X \R = ∪n≥1Vn. Since T−1Vn ⊂ Vn and µ(T−1Vn) = µ(Vn), it follows
that T−1Vn = Vn mod µ and thus µ(Vn) = 0 or 1 by Proposition 4.8.3 since µ
is ergodic. But Un ⊂ X \ Vn implies µ(Un) ≤ µ(X \ Vn). By our hypothesis,
this implies µ(X \ Vn) > 0 and thus µ(Vn) = 0. This gives finally µ(R) = 1.
4.15 ByWeierstrass Theorem, the linear combinations of the functions χm(z) =
zm are dense in C(S1,C). Thus, by Theorem 4.8.8, it is enough to prove that
for every m ≥ 0, the averages χ(n)m converge uniformly to a constant.This is
trivially true if m = 0. Otherwise, the rotation Rα(z) = λz with λ = e
2iπα
satisfies ∣∣∣∣∣ 1n
n−1∑
k=0
χm(R
k
α(z))
∣∣∣∣∣ =
∣∣∣∣∣ 1n
n−1∑
k=0
e2iπkmα
∣∣∣∣∣
=
|1− e2iπmnα|
n|1− e2iπmα| ≤
2
n|1− e2iπmα| → 0.
Every Sturmian shift (X,S) of slope α is, by Proposition 2.5.5, the image by
the natural coding γα of the rotation T, Rα) of angle α. Since γα is one-to-one
except on a denumerable set (the orbit of 0 under Rα), the invariant probability
measures on (T, Rα) and on (X,S) are exchanged by γα. Thus (X,S) is uniquely
ergodic and its unique invariant measure µ is such that µ([0]) = 1−α, µ((1]) = α.
4.16 It follows from the definition that for 1 ≤ j ≤ i, the number of elements
of Ej in the interval 0 < n ≤ ki is exactly (ki/kj)(2kj−1 + 1). Hence an upper
bound to the number of elements of E1∪E2 ∪· · ·∪Ei in the interval 0 < n ≤ ki
is
i∑
j=1
3kikj−1
kj
≤ 3ki
∑
j≥1
kj−1
kj
<
1
4
ki.
It follows that p(n) = i + 1 for at least 3/4 of the numbers n in the interval
0 < n ≤ ki. This implies that∣∣∣∣∣∣ 1ki
ki∑
n=1
x(n)− 1
ki+1
ki+1∑
n=1
x(n)
∣∣∣∣∣∣ ≥ 12 .
and thus the frequency of 1 is not defined.
4.17 Since T is continuous, it is measurable and since µ is invariant, we have
µ(T−1V ) = µ(V ) for every borel subset V of X . Thus T preserves µ.
4.18 Set 〈f, g〉 = ∫ fgdµ. We have, by change of variable (Equation (??)), for
every f, g ∈ L2(X)
〈U∗Uf, g〉 = 〈Uf, Ug〉 =
∫
(Uf)(Ug)dµ =
∫
U(fg)dµ =
∫
fgdµ = 〈f, g〉.
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Thus U∗U = I. Since T is invertible, U is surjective. Let V be its right inverse,
that is, such that UV = I. Then V = U∗UV = U∗. Thus UU∗ = I. This shows
that U is unitary.
4.19 If f = Ug − g with g ∈ H , then ||f (n)|| = ||Ung − g|| ≤ 2||g|| and thus
the sequence is bounded.
Conversely, assume that ||f (n)|| ≤ k for n ≥ 1. Let S be the set of all
convex linear combinations of Unf and let S¯ be its closure in the weak topology
of H . Then S¯ is convex and as it is contained in the weakly compact set
{h ∈ H | ||h|| ≤ k} it is weakly compact. Moreover S¯ is invariant under the
continuous affine map h 7→ f + Uh. By the Schauder-Tychonoff Theorem this
map has fixed point in S¯, that is there is g ∈ S¯ such that g = x+ Ug and thus
x = Ug − g is the coboundary of g ∈ H .
4.20 By the choice of p, the value of ϕpk is determined by the two first letters
a0a1 of x = a0a1 · · ·ak−1. Let α : L2(X)∗ → Lk(X)∗ be the morphism defined
by α(a0a1) = ϕ
p
k(x). Then U is the incidence matrix of α. Since obviously
ϕk ◦ α = α ◦ ϕ2, we obtain UMk =M2U . Since
vkMk = v2UMk = v2M2U = ρv2U = ρvk
the last assertion follows.
4.21 We have µ3(aa) = abbabaab · abbabaab and thus
µ35(aa) = (abbab)(bbaba)(babaa)(abaab) · · ·
whence the value of the first row of U and similarly for the others.
4.22 The equalities
M2U = UMk, V M2 =MkV,
and
Mp2 = UV, M
p
k = V U
result of the commutative diagram of Figure 4.11. The diagram on the left gives
the equality VM2 =MkV (see the diagram (2.4.10)). The other three equalities
result from the diagram on the right.
4.12 Notes
For a general introduction to cohomology, see for example (Hatcher, 2001).
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Lk(X)∗ Lk(X)∗
L2(X)∗ L2(X)∗
ϕk
ϕ2
π π
Lk(X)∗ Lk(X)∗ Lk(X)∗
L2(X)∗ L2(X)∗ L2(X)∗
ϕpk ϕk
π π
ϕ2 ϕp2
α α
Figure 4.11.1: A commutative diagram
4.12.1 Gottschalk and Hedlund Theorem
Gottschalk and Hedlund’s Theorem (Theorem 4.2.3) is from (Gottschalk and Hedlund,
1955). A somewhat simpler, although incorrect, proof appears in (Katok and Hasselblatt,
1995, Theorem 2.9.4). It is reproduced as Exercise 4.10 using a corrected ver-
sion due to Petite (2019). Yet another proof (perhaps the most elegant one)
is given in Exercise 4.11. According to Petite (2019)) it should be credited to
Michael Herman (through Sylvain Crovisier). Given f ∈ C(X,T ), one may
consider ∂g = f as a functional equation with g as unknown. More generally,
an equation of the form
f(x) = λg(Tx)− g(x) (4.12.1)
where T : X → X is a given map, f is a given scalar function on X , λ is a given
constant and g is an unknown scalar function is called in Katok and Hasselblatt
(1995) a cohomological equation. In this context, given a dynamical system
(X,T ), a map α : Z×X → R is called a one-cocycle if it satisfies the identity
α(n+m,x) = α(n, Tmx) + α(m,x).
Thus, for every map f ∈ C(X,R), the map (n, x) 7→ f (n)(x) is a one-cocycle
(see Exercise 4.1).
The Baire Category Theorem, used in the proof of Proposition 4.2.4, can be
found for example in (Willard, 2004, Theorem 25.3).
4.12.2 Ordered cohomology group
Boyle and Handelman (1976) have introduced the term ordered cohomology group
of a topological dynamical system (X,T ) for the group K0(X,T ), which had
before been only defined for minimal systems. They showed that this group is
a complete invariant for flow equivalence of irreducible shifts of finite type.
The proof of Lemma 4.3.5 follows the lines of the proof given in Giordano et al.
(2018).
4.12.3 Ordered group of a recurrent shift space
Example 4.5.4 showing that the ordered cohomology group of a shift of finite
type may fail to be a dimension group is from (Kim et al., 2001, Example 3.3).
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4.12.4 Invariant measures and states
For an introduction to probability measures on topological dynamical systems,
see Katok and Hasselblatt (1995); Berthe´ and Rigo (2010)).
For an introduction to the notion of integral of a measurable function (Sec-
tion 4.8), see Halmos (1974). The original reference for the Krylov-Bogolyubov
Theoreom (Theorem 4.8.1) is (Krylov and Bogolioubov, 1937). The notion of
measure-theoretic dynamical systems is the central object of ergodic theory. See
Katok and Hasselblatt (1995) for a systematic exposition. The original refer-
ence for Poincare´ Recurrence Theorem is Poincare´ (1890).
The original reference for Oxtoby’s Theorem (Theorem 4.8.8) is (Oxtoby,
1952). The example of a minimal non uniquely ergodic shift (Exercise 4.16) is
from Oxtoby (1952). It is the first ever constructed sequence with this property.
The ergodic theorem, due to Birkhoff, is also called the pointwise ergodic
theorem or strong ergodic theorem, in contrast with the mean ergodic theorem,
due to von Neumann which states the weaker convergence in mean in an L2-
space. The pointwise ergodic theorem is sometimes also called the Birkhoff-
Khinchin Theorem.
The fact that the shift associated with a primitive substitution is uniquely
ergodic (Theorem 4.8.9) is due to Michel (1974). The computation of the invari-
ant measure on the shift associated with a primitive substitution is developped
in Queffe´lec (2010). Formula (4.8.8) is from (Queffe´lec, 2010, Corollary 5.14),
Proposition 4.9.3 is Theorem 5.5 in (Herman et al., 1992), where it is cred-
ited to Kerov. The computation of the cohomology group of Sturmian shifts is
classical. It appears in particular in Dartnell et al. (2000).
4.12.5 Exercises
The equivalent definition of H(X,T,Z) in terms of Cˇech cohomology (Exer-
cise 4.7) is taken from Parry and Tuncel (1982). The definition of the Cˇech coho-
mology is not the classical one but is equivalent. According to Parry and Tuncel
(1982), it defines the Brushlinski group.
The variant of Gottschalk Hedlund Theorem for L2 presented in Exercise
4.19 is from (Parry and Tuncel, 1982, Proposition II.2.11). The Schauder-
Tychonoff fixed-point Theorem can be found as (Dunford and Schwartz, 1988,
Theorem V.10.5). while the Markov-Kakutani fixed point theorem appears as
Theorem V.10.6 in (Dunford and Schwartz, 1988). The unique ergodicity of
irrational rotations (Exercise 4.15) is known as the Kronecker-Weyl Theorem.
Chapter 5
Partitions in towers
In this chapter, we first present the important notion of partition in towers. It
is the basis of many of the constructions that will follow. We prove the Theorem
of Herman, Putnam and Skau asserting that every minimal Cantor system can
be represented by a sequence of partitions in towers (Theorem 5.1.7).
We next show how partitions in towers allow to compute the ordered co-
homology group of minimal Cantor systems. We first define in Section 5.2 the
ordered group associated to a partition. The definition uses the notions on
induction introduced in Section 4.7. In Section 5.3, we prove that the ordered
cohomology groupK0(X,T ) is the direct limit of the sequence of ordered groups
associated with a sequence of partitions in towers. This allows us to prove, as a
main result of this chapter, the theorem of Herman, Putnam and Skau asserting
that the ordered cohomology group of a minimal invertible Cantor system is a
simple dimension group (Theorem 5.3.4).
We will use these results to determine the dimension groups of some minimal
shift spaces and relate them to several notions such as return words or Rauzy
graphs. We will in particular consider epsiturmian shifts (Proposition 5.4.3),
which will illustrate the use of return words. Next, we will use Rauzy graphs to
give a description of dimension groups of substitution shifts (Proposition 5.6.6).
These methods will appear again in a new light in the next chapter when we
consider Bratteli diagrams.
In this chapter all the dynamical systems (X,T ) we consider are invertible,
that is, such that T is a homeomorphism.
5.1 Partitions in towers
Let (X,T ) be an invertible Cantor system. Let B1, . . . , Bm be a family of
disjoint nonempty open sets and h1, . . . , hm be positive integers. Assume that
the family
P = {T jBi | 1 ≤ i ≤ m, 0 ≤ j < hi}.
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is a partition of X . It implies that each element of P is a clopen set. We
say that it is the clopen partition in towers (or Kakutani-Rohlin partition or
KR-partition) of (X,T ) built on B1, . . . , Bm with heights h1, . . . , hm.
Observe that each atom of the partition is a clopen set. The number of
towers is m, {T jBi | 0 ≤ j < hi} is the i-th tower , hi is its height and Bi its
basis . The union B(P) = ∪iBi is the basis of the partition P.
Since T is bijective, the shift sends the elements at the top of the towers
back to the bottom, that is T hiBi ⊂ B(P) for 1 ≤ i ≤ m. As a consequence,
when such a partition exists, the integers hi are unique.
Thus, informally speaking, a partition in towers gives an approximate de-
scription of the action of T on X . Each tower can be seen as a stack of clopen
sets. The transformation consists in climbing one step up the stack except at
the top level where it goes back to the basis in some tower (see Figure 5.1.1).
B1 B2 . . . Bm
Figure 5.1.1: A partition in towers.
5.1.1 Partitions and return words
We give two examples of partitions in towers of a shift space. The first example
is related to return words. The partition relies on the location of two (possibly
overlapping) occurrences of a word w, with the second one occurring at a strictly
positive index.
Proposition 5.1.1 Let (X,S) be a minimal subshift and let w ∈ L(X). For
every w ∈ L(X), the family
P = {Sj[vw] | v ∈ R′X(w), 0 ≤ j < |v|}
is a partition in towers with basis the cylinder [w].
Proof. Let x ∈ X . Since (X,S) is minimal, there is a smallest integer i > 0
such that x[i,i+|w|−1] = w. By definition of a left return word, there is a unique
integer j ≥ 0 such that x[−j,i−1] belongs to R′X(w) (see Figure 5.1.2).
x . . .
−j 0 i
. . .w w
Figure 5.1.2: Two occurrences of w in x
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We set v = x[−j,i−1] ∈ R′X(w) and observe that we have 0 ≤ j < |v|. Thus
x belongs to Sj [vw]. Since v and j are unique, this shows that P is a partition.
Example 5.1.2 Let (X,S) be the two-sided Fibonacci shift on the alphabet
A = {a, b}. We have ab ∈ L(X) and R′X(ab) = {ab, aba}. The corresponding
partition in towers is represented in Figure 5.1.3 with u · v representing the set
Sj[uv] for j = |u|.
·abab
a · bab
·abaab
a · baab
ab · aab
Figure 5.1.3: A partition in towers of the Fibonacci shift
5.1.2 Partitions of substitution shifts
The second example is a partition of a substitution shift.
Proposition 5.1.3 Let ϕ : A∗ → A∗ be a primitive substitution and let X be
the associated shift space. If X is infinite, the family
P(n) = {Sjϕn([a]) | a ∈ A, 0 ≤ j < |ϕn(a)|}
is, for every n ≥ 1, a partition in towers with basis ϕn(X).
Proof. Set ψ = ϕn. Since ϕ is primitive and X is infinite, ϕ is recognizable
on X and thus ψ is recognizable on X . This implies clearly that P(n) is a
partition.
The partition P(n) is called the partition associated to the substitution ϕn. We
illustrate Proposition 5.1.3 with the following example.
Example 5.1.4 Let ϕ be the Fibonacci substitution and let (X,S) be the
Fibonacci shift. The partition P(n) corresponding to Proposition 5.1.3 has
two towers with basis ϕn([a]) and ϕn([b]) respectively. One has ϕn([a]) = [un]
with u0 = a and where un is, for n ≥ 1, the shortest right-special factor which
has ϕ(un−1) as a prefix. A similar rule holds for ϕn([b]). The partition in towers
for n = 2 is identical with the partition represented in Figure 5.1.3.
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Proposition 5.1.5 Let (X,T ) be a minimal Cantor system. Let Q be a clopen
partition of X and C be a clopen set. Then there exists a clopen partition
C1, . . . , Ct of C and integers (hi)1≤i≤t such that
P = {T jCi | 0 ≤ j < hi, 1 ≤ i ≤ t}
is finer than Q.
Proof. Let rC : X → Z be the first return map to C defined by rC(x) = inf{n >
0 | T nx ∈ C}. Since (X,T ) is minimal, rC is well-defined and continuous. Let
r1, r2, . . . , rt′ be the set of values taken by rC . For every i with 1 ≤ i ≤ t′, we
define C′i = {x ∈ C | rC(x) = ri}. Then
P′ = {T jC′i | 0 ≤ j < ri, 1 ≤ i ≤ t′}
is a clopen partition of X . Indeed, since (C′i)1≤i≤t′ is a partition of C, the
family P′ is formed of disjoint sets. Their union is a nonempty closed invariant
subset of X and since (X,T ) is minimal, it is equal to X . It is however not
necessarily finer than Q. Let Q′ = {P ′∩Q | P ′ ∈ P′, Q ∈ Q}. It suffices to find
P finer than Q′. Let Q′ be an atom of Q′. There exists a unique pair (i0, j0)
with 1 ≤ i0 ≤ t′ and 0 ≤ j0 < ri0 such that Q′ ⊂ T j0C′i0 . Set Q′′ = T j0C′i0 \Q′.
We divide the tower i0 into two new towers and obtain a new KR-partition P
′′
with t′ + 1 towers
P′′ = {T jC′i | 0 ≤ j < ri, 1 ≤ i ≤ t′, i 6= i0}
∪{T jQ′ | −j0 ≤ j < ri0 − j0}
∪{T jQ′′ | −j0 ≤ j < ri0 − j0}.
with a split of the i0-tower propagating up and down the split of T
j0C′i0 in two
parts, namely Q′ and Q′′. We repeat this procedure for every atom of Q′. The
result is the desired KR-partition.
5.1.3 Sequences of partitions
A partition α is a refinement of a partition ρ if every element of α is a subset
of an element of ρ or, equivalently, if every element of ρ is a union of elements
of α. We also say that ρ is coarser than α. We denote α ≥ ρ.
Let A and B be two families of subsets of some set X . We set
A ∨ B = {A ∩B | A ∈ A, B ∈ B}.
For finitely many families A1,A2, . . . ,An of subsets of X we set
n∨
i=1
Ai = A1 ∨ A2 ∨ · · · ∨ An
while A∪ B is the union of the families of A ∈ A and B ∈ B.
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We also say that a partition in towers P with basis B is nested in a partition
in towers P′ with basis B′ if B ⊂ B′ and P is a refinement, as a partition, of
P′.
A sequence (P(n)) of partitions in towers is nested if P(n + 1) is nested in
P(n) for all n ≥ 1.
The following statement shows that the sequence of partitions of a primitive
substitution shift defined in Proposition 5.1.3 is nested.
Proposition 5.1.6 Let ϕ : A∗ → A∗ be a primitive substitution and let X be
the associated shift space. If X is infinite, the sequence of partitions
P(n) = {Sjϕn([a]) | a ∈ A, 0 ≤ j < |ϕn(a)|}
is nested.
Proof. If ϕ(a) begins with b, we have ϕn+1([a]) ⊂ ϕn([b]). Thus, the base of
P(n + 1) is contained in the base of P(n). Next, if 0 ≤ j < |ϕ(n+1)(a)|, there
is a factorization ϕ(a) = xcy with c ∈ A such that |ϕn(x)| ≤ j < |ϕn(xc)|. Set
k = j − |ϕn(x)|. Then
Sjϕn+1([a]) ⊂ Skϕn([c])
with 0 ≤ k < |ϕn(c)|. This shows that P(n+ 1) refines P(n).
We say that a sequence (P(n)) of KR-partitions of X with bases B(n) is a
refining sequence if it satisfies the three following conditions.
(KR1) ∩nB(n) = {x} for some x ∈ X , that is, the intersection of the bases
consists in one point x ∈ X ,
(KR2) the sequence (P(n)) is nested,
(KR3) ∪n≥1P(n) generates the topology of X (that is every open set is a union
of elements of the partitions P(n)).
Condition (KR3) can be expressed equivalently by the condition that the
sequence of partitions (P(n)) tends to the point partition (that is, for every
ε > 0, there is an n such that all elements of P(n) are contained in a ball of
radius ε).
None of the conditions (KR1) or (KR3) implies the other one (see Exercises
5.2, 5.3).
We deduce from Proposition 5.1.5 the following statement.
Theorem 5.1.7 Let (X,T ) be a minimal Cantor system. There exists a refin-
ing sequence of KR-partitions of X.
Proof. Let x ∈ X . We start choosing a decreasing sequence of clopen sets
(Cn)n≥1 whose intersection is {x} and an increasing sequence of partitions
(P′(n))n generating the topology. We apply Proposition 5.1.5 to Q = P′(1)
and C = C1 to obtain P(1).
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Applying Proposition 5.1.5 iteratively for n ≥ 2 to C = Cn and by setting
now
Q = P′(n) ∨P(n− 1),
we obtain a partition P(n) with basis Cn which is finer than P
′(n) and P(n−1).
Condition (KR1) holds because for each n, the basis of P(n) is Cn and
∩nCn = {x} by hypothesis.
Condition (KR2) holds because, by construction, P(n) is nested in Q, which
is nested in P(n− 1).
Finally, condition (KR3) holds because ∪n≥1P(n) is finer than ∪n≥1P′(n),
which generates the topology.
Note that, by definition, in a nested sequence (P(n)) of partitions in towers,
the sequence B(P(n)) is decreasing.
We give two simple examples illustrating Theorem 5.1.7. The first one is the
ring of p-adic integers (see Section 2.1.4).
Example 5.1.8 We show that the odometer on the ring of p-adic integers can
be represented by a sequence of partitions in towers with one tower. For n ≥ 1,
let B(n) = pnZp, that is the ball of Zp centered in 0 of radius p
n. Then the
family P(n) = {T jB(n) | 0 ≤ j < pn} is, for each n, a partition formed of one
tower. It is easy to verify that the sequence (P(n)) satisfies the conditions of
Theorem 5.1.7.
In the second example, we show how a nested sequence of partitions can modified
to become a refining sequence.
Example 5.1.9 Let X be the two-sided Fibonacci shift. For n ≥ 1, let P(n)
be the partition P(n) = {Sjϕn([a] | a ∈ A, 0 ≤ j < |ϕn(a)|} (see Propo-
sition 5.1.3). Properties (KR1) and (KR3) do not hold for this sequence of
partitions. Indeed, ϕ2 : a 7→ aba, b 7→ ab has one right infinite fixed point x (the
Fibonacci word) and two left infinite fixed points y, z. The two points (actually
fixed points) y · x and z · x belong to all ϕn[a].
Using instead the substitution ψ : a 7→ baa, b 7→ ba (related to ϕ2 by
aψ(u) = ϕ2(u)a for every word u), the shift defined remains the same. In-
deed, set un = ϕ
2n(a) and vn = ψ
n(b). Then un+1a = aψ(un) and vn+1 =
bunwn with wn = aψ(wn−1) (because vn+1 = ψ(vn) = ψ(bun−1wn−1) =
baψ(un−1)ψ(wn−1) = bunaψ(wn−1) = bunwn). Thus ψω(b) = bϕω(a). The
sequence of partitions (P(n)) associated to the substitutions ψn satisfies the
three conditions because there is a unique fixed point (we shall see in Chapter 7
that this example describes a general situation).
5.2 Ordered group associated with a partition
Let (X,T ) be a minimal Cantor system. Let
P = {T jBi | 1 ≤ i ≤ m, 0 ≤ j < hi}
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be a KR-partition of (X,T ) built on B1, . . . , Bm and with heights h1, . . . , hm.
Denote C(P) the subgroup of C(X,Z) formed of the functions which are con-
stant on every element of the partition P and C+(P) = C(P)∩C(X,Z+). The
triple (C(P), C+(P), χX) is a unital ordered group.
Next, denote G(P) the subgroup of C(B(P),Z) formed of the functions
constant on the basis Bi of each tower, denote G
+(P) = G(P) ∩ C(B(P),Z+)
and 1P the function with value hi on Bi. We define the unital ordered group
associated to P as the triple (G(P), G+(P),1P).
Let I(P) : C(P)→ G(P) be the group morphism defined by
(I(P)f)(x) = f (hi)(x)
for every f ∈ C(P) and x ∈ Bi. It is the restriction to C(P) of the morphism
IB(P) introduced in Section 4.7.
By Proposition 4.7.2, the kernel of I(P) consists in coboundaries and there
exists a morphism π(P) : G(P) → H(X,T,Z) which makes the diagram of
Figure 5.2.1 commutative (we denote by π the canonical morphism from C(X,Z)
onto H(X,T,Z) = C(X,Z)/∂TC(X,Z)).
C(P)
G(P) H(X,T,Z)
I(P) π
π(P)
Figure 5.2.1: The morphism π(P).
Proposition 5.2.1 The morphism π(P) defines a morphism of unital ordered
groups from (G(P), G+(P),1P) to K
0(X,T ).
Proof. It is clear that π(P)(G+(P)) is included in H+(X,T,Z). Next, for any
x ∈ Bi
(I(P)χX)(x) = hi.
Thus π(P)(1P) = π(χX) = 1X .
Assume now that
P′ = {T ℓB′k | 1 ≤ k ≤ m′, 0 ≤ ℓ < h′k}
is an other KR-partition in tower (with basisB′1, . . . , B
′
m′ and heights h
′
1, . . . , h
′
m′)
which is nested in P. The homomorphism RB(P) : C(B(P),Z) → C(X,Z) de-
fined in Section 4.7 mapsG(P) to C(P), and thus in C(P′). The homomorphism
I(P′,P) = I(P′) ◦RB(P)
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maps G(P) to G(P′) (see the commutative diagram in Figure 5.2.2). It is clearly
a morphism of ordered groups and
I(P′,P) ◦ I(P) = I(P′) and π(P′) ◦ I(P′,P) = π(P).
Note that in the first equality, the right-hand side is actually the restriction of
I(P′) to C(P).
C(P) C(P′)
G(P) G(P′)
H(X,T,Z)
⊂
I(P)RB(P) I(P′)
I(P′,P)
π(P) π(P′)
Figure 5.2.2: The morphism I(P′,P)
It can be useful to write the morphism I(P′,P) in matrix form. We can
make the following identification
G(P) = Zm, G+(P) = Zm+ , G(P
′) = Zm
′
, G+(P′) = Zm
′
+ .
The units 1P and 1P′ are identified with the vectors of heights. The m
′ ×m-
matrix M(P′,P) of the morphism I(P′,P) is given by
M(P′,P)k,i = Card{ℓ | 0 ≤ ℓ < h′k, T ℓB′k ⊂ Bi} (5.2.1)
for 1 ≤ k ≤ m′ and 1 ≤ i ≤ m. Indeed, let f ∈ G(P) be the function with value
αi on Bi for 1 ≤ i ≤ m. Then, for x ∈ B′k, we have
I(P′,P)f(x) = f (h
′
k)(x) =
m∑
i=1
M(P′,P)k,iαi.
Example 5.2.2 Let (X,S) be the two-sided Fibonacci shift. Let P be the
partition corresponding to the return words on a. We haveR′X(a) = {a, ab}, and
the partition P is represented in Figure 5.2.3 on the left. Let P′ be the partition
corresponding to the return words on ab (see Example 5.1.2) represented in
Figure 5.2.3 on the right.
Since a is a prefix of ab, the partition P′ is nested in P.
The matrix M(P′,P) is
M(P′,P) =
[
0 1
1 1
]
For example, the second row is [1 1] because, in the second tower of P′, the
lower element is contained in the basis of the second tower of P and the upper
element in the basis of the first one.
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·aa ·aba
a · ba
·abab
a · bab
·abaab
a · baab
ab · aab
Figure 5.2.3: The partitions P and P′.
5.3 Ordered groups of sequences of partitions
We now give a description of the ordered group of the minimal Cantor system
(X,T ) in terms of a refining sequence of KR-partitions. Denote for simplicity
B(n) the base of the partition P(n) and
G(n) = G(P(n)), G+(n) = G+(P(n)), 1n = 1P(n).
Proposition 5.3.1 Let (X,T ) be an invertible minimal Cantor system Let
(P(n)) be a refining sequence of KR-partitions. The ordered group K0(X,T ) is
the inductive limit of the unital ordered groups (G(n), G+(n),1n).
The proof is given below. Before we need some lemmas.
Let (G,G+,1) be the inductive limit of the sequence of ordered groups
(G(n), G+(n)),1n) with the morphisms I(n + 1, n) = I(P(n + 1),P(n)). Let
i(n) : G(n) → G be the natural morphism. Note that for m > n, we have
i(n) = i(m) ◦ I(m,n).
Lemma 5.3.2 Let (X,T ) be a minimal Cantor system with T a homeomor-
phism. Let (P(n)) be a nested sequence of KR-partitions. There is a unique
morphism σ : (G,G+,1)→ K0(X,T ) such that σ ◦ i(n) = π(n) for every n ≥ 0.
Proof. By Proposition 5.2.1, the morphism π(n) : G(n) → H(X,T,Z) is for
every n ≥ 0 a morphism of unital ordered groups. By Proposition 3.3.8 there is
a unique morphism σ : (G,G+,1)→ K0(X,T ) such that σ ◦ I(n) = π(n).
We illustrate the proof in Figure 5.3.1, where the upper part reproduces Fig-
ure 5.2.1 for P = P(n) with C(n) = C(P(n)), I(n) = I(P(n)) and π(n) =
π(P(n))).
The proof uses the following second lemma (in which we do not yet assume
that Y is reduced to one point, as in Proposition 5.3.1). A sequence
G0
ϕ1→ G1 ϕ2→ G2 → · · · ϕn→ Gn
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C(n)
G(n) H(X,T,Z)
G
I(n) π
π(n)
i(n) σ
Figure 5.3.1: The morphism σ
of group morphisms is exact if the image of each morphism is the kernel of the
next one.
Lemma 5.3.3 Let (X,T ) be a minimal Cantor system with T a homeomor-
phism. Let (P(n)) be a nested sequence of partitions such that P(n) con-
verges to the point partition. Let Y = ∩n≥0B(n). There is a group morphism
r : C(Y,Z)→ ker(σ) such that the sequence of group morphisms
0→ Z→ C(Y,Z) r→ G σ→ H(X,T,Z)→ 0 (5.3.1)
is exact, with Z identified with the group of constant functions on Y where G is
the inductive limit of the groups G(n) and σ is defined in Lemma 5.3.2.
Proof. Recall that C(n) is the set of functions in C(X,Z) which are constant on
every element of P(n). Since the sequence (P(n)) tends to a partition in points,
and since a continuous function is locally constant, we have C(X,Z) = ∪nC(n).
This implies, as a first step, that σ is surjective by Proposition 3.3.8.
As a second step, let us define the morphism r. For this, let u ∈ C(Y,Z),
let h ∈ C(X,Z) having u as restriction to Y and let g = ∂Th. For n large
enough, since C(X,Z) = ∪nC(n), we have g ∈ C(n). Let f = I(n)(g) and let
α = i(n)(f).
Since α is the image in G of a coboundary, it belongs to the kernel of σ.
Indeed, we have (see Figure 5.3.1)
σ(α) = σ(i(n)f) = π(n)(f)
= π(n) ◦ I(n)(g) = π(g) = 0.
Thus the map r : u 7→ α is a group morphism from C(Y,Z) onto ker(σ).
Let us finally prove that α = 0 if and only if u is constant.
If u is constant, h is constant on Y and thus on some neighborhood of Y .
For m ≥ n large enough, since the sequence B(n) is decreasing, h is constant on
B(m). We may assume that m is large enough to have also g = ∂Th ∈ C(m).
Then, by Equation (4.1.2), for any x ∈ Bi(m), since T hi(m)x belongs to B(m),
we have
I(m)g(x) = g(hi(m))(x) = h(T hi(m)x)− h(x) = 0. (5.3.2)
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Since I(m)g = I(m,n) ◦ I(n)g = I(m,n)f , we have also I(m,n)f = 0 and thus
α = i(n)f = i(m) ◦ I(m,n)f = 0.
Conversely, if α = 0, there exists m ≥ n such that 0 = I(m,n)f = I(m)g.
Thus, by Equation 5.3.2, h is constant on a set which is dense in B(m), which
implies that it is constant on B(m) and therefore that u is constant.
It follows that the kernel of r is the group of constant functions on Y .
This completes the proof that the sequence of Equation (5.3.1) is an exact
sequence.
Proof of Proposition 5.3.1. Since the intersection of the bases B(n) consists in
one point, we have ker(r) = C(Y,Z) and Im(r) = 0. Thus σ is an isomorphism
and the exact sequence displayed in (5.3.1) reduces to the isomorphism of G
with H(X,T,Z).
We deduce from Proposition 5.3.1 the following important result.
Theorem 5.3.4 (Herman, Putnam, Skau) For any minimal Cantor system
(X,T ), with T a homeomorphism, the ordered group K0(X,T ) is a simple di-
mension group.
Proof. By Theorem 5.1.7, there exists a sequence (P(n)) of partitions in towers
satisfying the hypotheses of Proposition 5.3.1. Thus K0(X,T ) is the direct limit
G of the ordered groups (G(n)). Since each G(n) is isomorphic to some Zm with
the natural order, it follows that K0(X,T ) is a dimension group.
For n ≥ 1, let [i, n] be the class of the characteristic function χBi(n) of an
element Bi(n) of the basis of P(n), let I(i, n) be the ideal of G formed of the
classes of the functions f ∈ G such that −k[i, n] ≤ f ≤ k[i, n] for some positive
integer k. It is easy to see that I(i, n) is an order ideal. Next, suppose that I is
any nonzero order ideal in G. Let x be a nonzero positive element of I. It must
be represented by some strictly positive element in some G(n) and, if Bi(n) is
an element of B(n) on which x is positive, we have 0 ≤ [i, n] ≤ x and hence
[i, n] is also in I. It follows that I(i, n) ⊂ I.
We have shown that if G contains a nonzero order ideal, then it contains
one of the form I(i, n). On the other hand, since (X,T ) is minimal, one has
I(i, n) = G for every element Bi(n) of B(n). Indeed, denote by M(n,m) the
matrix M(P(m),P(n)) defined by Equation 5.2.1. T Since (X,T ) is minimal,
there is an m > n such that the matrix M(n,m) has all its elements positive.
Thus k[i, n] can exceeed any positive element x of G(m), which implies x ∈
I(i, n). Thus we conclude that G is simple.
In agreement with Theorem 5.3.4, the group K0(X,T ) for a minimal Cantor
system (X,T ), with T a homeomorphism, is called the dimension group of
(X,T ).
We give two examples illustrating Theorem 5.3.4. Many more examples will
appear later.
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Example 5.3.5 The dimension group of the odometer on the ring of 2-adic
integers is the group of dyadic rationals. Indeed, we have seen in Example 5.1.8
that it can be represented by a sequence (P(n)) of partitions with one tower and
the map in+1,n is easily seen to be the multiplication by 2. Thus the dimension
group K0(X,T ) is the group Z[1/2] (see Example 3.3.1).
Example 5.3.6 We have seen before (Proposition 4.9.4) that the dimension
group of a Sturmian shift of slope α is Z + Zα, which is a simple dimension
group.
5.4 Dimension groups and return words
In this section, we show how to use return words to compute the dimension
group of a minimal shift space. This method has the advantage of using in
general abelian groups of smaller dimension than with the cylinder functions
(as seen in Section 4.5.1). For example, in a Sturmian shift space, the number
of return words is constant while the word complexity is linear.
In the first part, we show that the groupK0(X,T ) is, for every minimal shift
space, the direct limit of a sequence of groups associated with return words. In
the second part we illustrate the use return words to compute the dimension
groups of episturmian shifts.
5.4.1 Sequences of return words
Let X be a minimal shift space. We have already introduced in Section 5.4.1,
the sets RX(w) and R′X(w) of right and left return words to w ∈ L(X).
We fix a point x ∈ X and we denote Wn(x) = R′X(x[0,n−1]). Let Gn(x) be
the group of maps from Wn(x) to Z, G
+
n (x) the subset of nonnegative ones and
1n(x) the map which associates to v ∈ Wn(x) its length.
Since x[0,n−1] is a prefix of x[0,n], the set Wn+1(x) is contained in the sub-
monoid generated by the set Wn(x) This means that for every v ∈ Wn+1(x)
there is a decomposition v = w1(v)w2(v) · · ·wk(v)(v) as a concatenation of ele-
ments of Wn(x). The decomposition is moreover easily seen to be unique. For
every φ ∈ Gn(x), let in+1,nφ ∈ Gn+1(x) be defined by
(in+1,nφ)(v) =
k(v)∑
i=1
φ(wi(v)).
It is clear that in+1,n : (Gn(x), G
+
n (x),1n(x)) → (Gn+1(x), G+n+1(x),1n+1(x))
is a morphism of unital ordered groups. Indeed, in particular, for v ∈Wn+1(x),
in+1,n(1n(x))(v) =
k(v)∑
i=1
1n(x))(wi(v)) =
k(v)∑
i=1
|wi(v)| = |v| = 1n+1(x)(v).
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We will prove the following result using the partition in towers associated with
return words (see Proposition 5.1.1). However, we will not be able to use Propo-
sition 5.3.1 because the sequence of partitions in towers associated with the sets
Wn(x) do not satisfy the hypotheses of Proposition 5.3.1 (the intersection of the
bases does not consist in one point).
Proposition 5.4.1 Let (X,S) be a minimal shift space. The group K0(X,S)
is the inductive limit of the family (Gn(x), G
+
n (x),1n(x)) with the morphisms
in+1,n.
Proof. By Proposition 5.1.1, for every n > 0, the family Pn = {Sj[vx[0,n−1]] |
v ∈ Wn(x), 0 ≤ j < |v|} is a partition in towers with basis [x[0,n−1]]. We can
identify G(n) = G(Pn) with Gn(x) so that
(Gn(x), G
+
n (x),1n(x)) = (G(n), G
+(n),1n)
The morphisms in+1,n are then identified to the morphisms I(n + 1, n). Let
(G,G+,1) be the direct limit of the sequence of ordered groups (G(n), G+(n),1n)
with the morphisms I(n+ 1, n). By Lemma 5.3.2, there is a unique morphism
σ : G→ H(X,T,Z) such that σ ◦ I(n) = π(n) for every n ≥ 1. We show that σ
is an isomorphism.
Let y, z ∈ Sj [vx[0,n−1]] for some n ≥ 1, some v ∈ Wn(x) and some j with
0 ≤ j < |v|. Then y, z have the same prefix of length |v| − j + n and thus the
same prefix of length n. Thus y[0,n−1] = z[0,n−1]. It follows that the partition
Pn is finer than the partition in n-cylinders, and that C(Pn) contains every
cylinder function corresponding to some φ ∈ Zn(X). Consequently ∪n≥1C(Pn)
contains every cylinder function. Since every f ∈ C(X,Z) is cohomologous to
some cylinder function, the morphism σ is onto and maps G+ ontoH+(X,S,Z).
Assume now that α ∈ G is in the kernel of σ. For some n, α is the image in
G of some f ∈ C(Pn) and f is a coboundary. The function g = RB(Pn) ◦ I(n)f
is, by Proposition 4.7.2, cohomologous to f and thus is also a coboundary. It
is a cylinder function because it is constant on [vx[0,n−1]] for each v ∈ Wn(x)
and null outside [x[0,n−1]]. Thus, by Lemma 4.4.2, it is the coboundary of some
cylinder function h. For m large enough, h is constant on the basis x[0,m−1] of
Pm. This implies that I(m)f = I(m)g = 0 and the image α of f in G is 0.
Example 5.4.2 Let X be the two-sided Fibonacci shift. Let x ∈ X be such
that x0x1 · · · is the Fibonacci word. We have
W1(x) = {a, ab}
W2(x) = {ab, aba}
W3(x) = {ab, aba}
W4(x) = {aba, abaab}
In general, one has Wn+1(x) = Wn(x) if x[0,n−1] is not right special and oth-
erwise Wn+1(x) = {v, vu} if Wn(x) = {u, v} with |u| < |v|. Indeed, the right-
special prefixes of x are its palindrome prefixes un andR′X(un) = {ϕn(a), ϕn(b)}
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(this results from Equation 2.7.3). The set Wn(x) has two elements for every
n ≥ 1 and thus Gn(x) = Z2 for every n ≥ 1.
The fact that Wn(x) has always two elements is true for every Sturmian
shift, and thus also that Gn(x) = Z
2 for all n ≥ 1, as we have already seen in
Example 4.3.3.
5.4.2 Dimension groups of episturmian shifts
We now use return words to describe the dimension group of an arbitrary strict
episturmian shift. Recall from Section 2.5 that if s is a standard episturmian
shift there is a word x = a0a1 · · · called its directive word such that s = Pal(x).
Moreover, the words un = Pal(a0 · · · an−1) are the palindrome prefixes of s and
the set of left return words to un is, by Equation (2.7.3),
R′X(un) = {La0···an−1(a) | a ∈ A}
Denote by Ma the incidence matrix of the morphism La. Thus, if A = {a, b},
we have
Ma =
[
1 0
1 1
]
, Mb =
[
1 1
0 1
]
.
The following result allows us to compute the dimension group of a strict epis-
turmian shift (also called Arnoux-Rauzy shift).
Proposition 5.4.3 Let s be a strict standard episturmian word on the alphabet
A, let x = a0a1 · · · be its directive sequence and let X be the shift generated by
s. The dimension group of X is the direct limit of the sequence
Zk
Ma0−→ Zk Ma1−→ Zk Ma2−→ . . .
with k = Card(A).
Proof. Set un = Pal(a0 · · · an−1) and αn = |un|. We set Wn(s) = R′X(s[0,n−1])
and we use the notation of the previous section with s in place of x. We identify
Gn(s) with Z
k via the bijection a 7→ La0···an−1(a) from A onto Wn(s). It is
enough to prove that the matrix of the map iαn+1,αn is the matrix Man . Note
that for every a ∈ A, since La0···an(a) = La0···an−1(Lan(a)), we have
La0···an(a) =
{
La0···an−1(an)La0···an−1(a) if a 6= an
La0···an−1(a) otherwise.
(5.4.1)
This gives the decomposition of an element ofWαn+1(s) as a product of elements
of Wαn(s). Consider now φ ∈ Gαn(s). We consider φ as a column vector with
components φa for a ∈ A (via the identification above). Then, by (5.4.1), we
have
(iαn+1,αnφ)(b) =
{
φan + φb if b 6= an
φb otherwise.
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This shows that iαn+1,αnφ =Manφ and completes the proof.
We give two examples with the Fibonacci shift (which is Sturmian and thus we
already know its dimension group by Theorem 4.9.4) and the Tribonacci shift.
Example 5.4.4 Let s be the Fibonacci word, which generates the Fibonacci
shift X (see Example 2.4.1). The directive word of s is x = (ab)ω. Indeed, one
has by Justin’s Formula x = Lab(x) whence the result since Lab = ϕ
2 where ϕ is
the Fibonacci morphism. It follows from Proposition 5.4.3 that the dimension
group of X is the ordered group ∆M of the matrix M = MbMa = M(ϕ)
2
where ϕ is the Fibonacci morphism. Thus we prove again that the dimention
group of X is the group of algebraic integers Z + 1+
√
5
2 Z, in agreement with
Theorem 4.9.4.
Example 5.4.5 Let now s be the Tribonacci word which is the fixed point of
the morphism ϕ : a 7→ ab, b 7→ ac, c 7→ a (see Example 2.5.4). Its directive word
is, as we have seen, x = (abc)ω. Thus the dimension group of the Tribonacci shift
X generated by s is the group ∆M of the incidence matrix M of the morphism
ϕ. We have
M =
1 1 01 0 1
1 0 0

The dominant eigenvalue is the positive real number λ such that λ3 = λ2+λ+1.
A corresponding row eigenvector is [λ2, λ, 1]. Thus K0(X,S) is isomorphic to
Z[λ].
5.5 Dimension groups and Rauzy graphs
We now show how to use Rauzy graphs to compute the dimension group of
a minimal shift space. We begin with considerations valid for all graphs. We
use the fundamental group G(Γ) of a connected graph Γ to define the ordered
cohomology group of a connected graph. We then define the notion of Rauzy
graphs associated to a recurrent shift space (X,S). We show that the direct
limit sequence of ordered cohomology groups of the Rauzy graphs is the group
K0(X,S) (Proposition 5.5.6).
5.5.1 Group of a graph
Let Γ = (V,E) be a finite oriented graph with V as set of vertices and E as set
of edges. We have already met basic notions concerning graphs such as paths
or cycles, but we recall them now for convenience (see also Appendix ?? where
more details are given). For an edge e ∈ E, we denote by s(e) its source (also
called its origin) and by r(e) its range (also called its end). There may be
several edges with the same source and range (thus, G is actually a multigraph).
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Two edges e, f are consecutive if the range of e is the source of f . A path
in Γ is a sequence of consecutive edges. A cycle is a path (e1, . . . , en) such that
the source of e1 is the range of en. To every path p = (e1, . . . , en) in Γ, we
associate its composition κ(p) = e1 + . . . + en, which is an element of the free
abelian group Z(E) on the set E. The group of cycles of Γ, denoted Σ(Γ), is
the subgroup of Z(E) spanned by the compositions of the cycles of Γ.
The elements of Z(E) can be represented by row vectors indexed by E. Thus,
the elements of Σ(Γ) are also represented by row vectors indexed by E.
We consider, for v ∈ V , the fundamental group G(Γ, v) of Γ (see Ap-
pendix ??). When Γ is strongly connected, the group Σ(Γ) is the abelian-
ization of any of the groups G(Γ, v). Indeed, any cycle p = ps(e)ep
−1
r(e) can be
written (ps(e)eq)(pr(e)q)
−1 where q is a path from r(e) to v and then κ(p) =
κ(ps(e)eq)− κ(pr(e)q). Moreover, if p is a cycle around v′, let q be a path from
v to v′. Then r = qpq−1 is a cycle around v and κ(r) = κ(p).
Let C(Γ) = Hom(Σ(Γ),Z) and let C+(Γ) be the submonoid of C(Γ) formed
by the morphisms giving a nonnegative value to every cycle of Γ.
It will be convenient, given a basis B of Σ(Γ), to represent an element of
C(Γ) as a column vector index by B.
The coboundary homomorphism ∂ : ZV → ZE is defined by
(∂φ)(e) = φ(r(e)) − φ(s(e))
for every φ ∈ ZV and e ∈ E. We denote H(Γ) = ZE/∂ZV and H+(Γ) =
ZE+/∂Z
V .
We identify ZE with Hom(Z(E),Z) by duality. Thus, it will be convenient
to consider the elements of ZE as column vectors indexed by E.
Example 5.5.1 Consider the graph Γ of Figure 5.5.1.
1 2e
f
g
h
Figure 5.5.1: A connected graph.
We use the basis {e, fg, fhf−1} of G(Γ, 1) and the corresponding basis B =
{e, f + g, h} of Σ(Γ). Thus Σ(Γ) is formed of integer row vectors of size 3 and
is isomorphic to Z3, while C(Γ) is formed of integer column vectors of the same
size. The matrix of the coboundary map is the incidence matrix of the graph
Γ, which is the E × V matrix defined by
De,v =

1 if v = r(e) and v 6= s(e)
−1 if v = s(e) and v 6= r(e)
0 otherwise.
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In our example, we find
D =
[ e f g h
1 0 −1 1 0
2 0 1 −1 0
]
The group ∂ZV is the group generated by the rows of the matrix D and thus it
is, in this example, isomorphic to Z. Accordingly, the group H(Γ) is isomorphic
to Z3.
Let Γ = (V,E) be a strongly connected graph and let ρ : ZE → C(Γ) be
the morphism assigning to an element of Hom(Z(E),Z) its restriction to Σ(Γ).
Then ρ is a positive morphism such that ρ(ZE+) = C+(Γ). Given a basis B of
Σ(Γ), the matrix of the morphism ρ is the matrix having as rows the elements
of B (considered as row vectors indexed by E).
The following statement is just the dual of the classical statement that the
sequence 0 → Z(Γ) κ→ Z(E) β→ Z(V ) γ→ Z → 0, where κ is the composition
map, β(e) = r(e) − s(e) and γ(v) = 1 identically, is exact (Exercise 5.4). We
give, however, a direct proof for the sake of clarity.
Proposition 5.5.2 For every strongly connected graph Γ, the sequence
0→ Z γ→ ZV ∂→ ZE ρ→ C(Γ)→ 0
where γ(i) is the constant map equal to i, is exact and there is an isomorphism
from C(Γ) onto H(Γ) sending C+(Γ) onto H+(Γ).
Proof. The equality Im(γ) = ker(∂) results from the hypothesis that Γ is
strongly connected.
Let us now show that Im(∂) = ker(ρ). If θ belongs to ZV and ψ = ∂θ,
then ψ(κ(p)) = θ(v′) − θ(v) for every path p from v to v′ and thus ρ(ψ) = 0.
Conversely, suppose that ρ(ψ) = 0. Let T be a spanning tree of Γ rooted at
v and let pw be the path in T from v to w, for every w ∈ V . Let θ ∈ ZV be
defined by θ(w) = ψ(κ(pw)). Then it is easy to verify that ψ = ∂θ and thus
that ψ belongs to Im(∂).
We now verify that ρ is surjective. Let T be a spanning tree of Γ rooted at
v ∈ V and let B′ be the corresponding basis of G(Γ, v) given by (??). Then the
set B = {κ(p)|p ∈ B′} is a basis of C(Γ). It is enough to show that for each
π = κ(p) ∈ B there is some ψ ∈ ZE such that ρ(ψ) is the unit vector uπ (recall
that the elements of C(Γ) are column vectors indexed by B). Let e ∈ E \ T
be the unique edge such that p = ps(e)ep
−1
r(e). Let ψ ∈ ZE be the characteristic
function of e. Then clearly ρ(ψ) = uπ. Since ψ ∈ ZE+, this shows also that
ρ(ZE+) = C+(Γ).
Let 1Γ be the function which associates to each cycle its length. The triple
(C(Γ), C+(Γ),1Γ) is an ordered group called the ordered cohomology group as-
sociated to the graph Γ = (V,E).
152 CHAPTER 5. PARTITIONS IN TOWERS
Example 5.5.3 Consider again the graph Γ of Figure 5.5.1. As in Exam-
ple 5.5.1, we use the basis {e, fg, fhf−1} of G(Γ, 1) and the corresponding basis
B = {e, f + g, h} of Σ(Γ). Thus Σ(Γ) is isomorphic to Z3. The corresponding
matrix of the morphism ρ is
P =
1 0 0 00 1 1 0
0 0 0 1

The rows of P are the coefficients of the elements of B in Z(E). The group
H(Γ) is the group of linear maps from Σ(Γ) to Z and thus it is isomorphic to Z3.
The submonoid H+(Γ) is formed by the non-negative linear maps on the space
generated by B. Thus it is isomorphic to N3 and the ordered cohomology group
of Γ is Z3 with the natural ordering. The order unit is the vector
[
1 2 1
]t
.
We give below an example of a graph with an ordered cohomology group which
is not isomorphic to Zn with the natural ordering.
Example 5.5.4 Let Γ be the graph represented in Figure 5.5.2.
1 2
e
f
g
h
Figure 5.5.2: The graph Γ.
We take this time {e+ g, f + g, f + h} as basis of Σ(Γ). Thus the matrix P
is
P =
1 0 1 00 1 1 0
0 1 0 1

The ordered cohomology group is again Z3 but this time H+(Γ) = {(α, β, γ) ∈
Z3+ | α+ γ ≥ β}. Indeed, let θ =
αβ
γ
 be an element of H(Γ). Then θ ∈ H+(Γ)
if and only if its value on any cycle of Γ is nonnegative, that is, if and only if
α, β, γ ≥ 0 and
θ(e + h) = θ(e + g)− θ(f + g) + θ(f + h) = α− β + γ
is non-negative, that is, if α+γ ≥ β. The order unit is [2 2 2]t. The ordered
group is not a Riesz group because, in H(Γ), the sum of the first two colums of
P is equal to the sum of the two last ones, although none of these vectors can
be written as a sum of positive vectors.
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5.5.2 Rauzy graphs
Let X be a shift space on the alphabet A. Recall from Section 2.2.5 that the
Rauzy graph of X of order n is the graph Γn(X) with Ln−1(X) as set of vertices
and Ln(X) as set of edges. The edge w goes from u to v if w = ua = bv with
a, b ∈ A.
Example 5.5.5 Let X be the Fibonacci shift. The Rauzy graphs of order
n = 1, 2, 3 are represented in Figure 5.5.3 (with the edge from w = ua labeled
a).
εa b a ba
b
a
aa
ab
ba
b
a
a
b
Figure 5.5.3: The Rauzy graphs of order n = 1, 2, 3 of the Fibonacci shift.
There is a positive morphism from the group C(Γn(X)) to the groupC(Γn+1(X)).
Indeed, the prefix map defines a projection from the graph Γn+1(X) onto the
graph Γn(X). The set of edges of the first one is mapped onto the set of edges
of the second one and the set of cycles onto the set of cycles. It follows that this
projection defines a positive morphism from Σ(Γn+1(X)) to Σ(Γn(X)) and by
duality from C(Γn(X)) to C(Γn+1(X)).
Proposition 5.5.6 For any recurrent shift space X, the unital ordered group
K0(X,S) is the direct limit of the ordered groups associated with its Rauzy
graphs.
Proof. Since the set of vertices of Γn(X) is Ln−1(X) and its set of edges is
Ln(X), we can identifyH(Γn(X)) toGn(X) (defined by (4.5.3)) andH+(Γn(X))
to G+n (X).
The unital ordered group (C(Γn(X)), C+(Γn(X)),1Γn(X)) can be identified,
by Proposition 5.5.2, with (Gn(X), G
+
n (X),1n(X)). Since the morphism from
C(Γn(X)) to C(Γn+1(X)) induced by taking the prefixes is the same as the mor-
phism in+1,n from Gn(X) to Gn+1(X), the result follows from Proposition 5.4.1.
Example 5.5.7 We consider again the Fibonacci shift X . We already know
that its dimension group is Z[α] with α = (1 +
√
5)/2 (see Examples 5.4.2)
and 5.4.4). We will not prove it again but our point is to put in evidence the
isomorphisms used in the proof of Proposition 5.5.6.
The prefix pn of length n of the Fibonacci word x is the vertex labeled 1 in
Γn+1(X) in Figures 5.5.3 and 5.5.4. Thus, the elementary cycles around 1 in
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1
23
4
a
b
a
ba
1 2 3
45
b a
a
b
a
a
1 2
3
4
5
6
a
b
a
a
b
ab
Figure 5.5.4: The Rauzy graphs of order 4, 5, 6 of the Fibonacci shift.
Γn+1(X) are labeled by the right return words to pn (conjugate to the left return
words forming the set denotedWn(x) in Example 5.4.2). For example, the vertex
1 of Γ5(X) is the word p4 = abaa. The elmentary cycles around 1 are labeled
by baa and babaa, which are conjugate to the elements of W4(x) = {aba, abaab}
by the conjugacy u→ (abaa)u(abaa)−1.
The prefix map from Γ4(X) to Γ3(X) sends the vertices 2 and 4 to the vertex
ba. Since W2(x) = W3(x), the morphism from Σ(Γ3(X)) to Σ(Γ4(X)) induced
by the prefix map is the identity. In contrast, the morphism from Σ(Γ4(X)) to
σ(Γ5(X)) is given by the matrix
[ ab aba
aba 0 1
abaab 1 1
]
where the rows are indexed by the words of W4(X), in bijection with the (com-
position of the) cycles around 1 in Γ5(X). The columns are indexed by the words
of W3(X). Finally, the morphism from C(Γ4(X)) to C(Γ5(X)) is obtained by
transposition of this matrix.
5.6 Dimension groups of substitution shifts
We show in this section how to compute the dimension group of a substitutive
shift.
We begin by establishing a connection between the two block presentation
of the shift space and its Rauzy graph of order two.
5.6.1 Two-block presentation and Rauzy graph
Let ϕ : A→ A∗ be a substitution and let X be the shift space associated to ϕ.
We have seen that there is a matrixM associated to ϕ, called its composition
matrix. Unfortunately, the composition (or incidence) matrix of the substitution
does not determine the ordered group of the substitution shift associated to ϕ, as
shown by the following example. We show below that it is however determined
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by the incidence matrix M2 of the 2-block presentation ϕ2 of ϕ (see Section 2.4
for the definition of the matrix M2).
Example 5.6.1 Let (X,S) be the Morse shift. The matrix M associated to
the Morse substitution is
M =
[
1 1
1 1
]
and it is the same as for the substitution a 7→ ab, b 7→ ab. The shift space
corresponding to the second substitution has two elements and its dimension
group is Z. The dimension group of the Morse shift is not isomorphic to Z.
Indeed (see Example 4.8.16), one has µ([aa]) 6= µ([ab]) for the unique invariant
measure on (X,S) and thus, by Proposition 4.9.1, the difference χ[aa] −χ[ab] of
the characteristic functions of the cylinders [ab] and [ba] is not a coboundary (we
will see shortly that actually the group H(X,S,Z) is isomorphic to Z[1/2]×Z).
Thus the dimension groups are not the same for the two shift spaces.
We prove a statement connecting the endomorphism of R2(X) defined by the
matrix M2 with the fundamental group Σ(Γ2(X)) of the Rauzy graph Γ2(X).
Recall that Rn(X) denotes the group of maps from Ln(X) to R) and thatM2(X)
operates on the left on the elements of R2(X) considered as column vectors.
Recall from Section 4.5 that the map ∂1 : Z1(X)→ Z2(X) is the morphism
defined by ∂1φ(ab) = φ(b) − φ(a). Since L1(X) (resp. L2(X)) is the set of
vertices (resp. of edges) of the graph Γ2(X), it coincides with the map ∂ of
Section 5.5.1 and we shall denote it simply ∂.
Let τ : A → A be the map which sends each letter a ∈ A to the first letter
of ϕ(a). We define an endomorphism I of R1(X) by
(Iφ)(a) = φ(τ(a))
for every φ ∈ R1(X) and a ∈ A.
Let P be a matrix whose rows form a basis of the group Σ(Γ2(X)). The
matrix P is the matrix of the morphism ρ in Proposition 5.5.2.
We may choose P as a nonnegative matrix by selecting a set of cycles whose
composition form the rows of P .
Moreover these cycles may be chosen to correspond to return words to a
vertex a ∈ A, where a is such that ϕ(a) begins with a (we may always find such
a, up to replacing ϕ by some power). Indeed, by Proposition 8.1.21 applied
with u = a, there is an integer n such that the set labels of paths in Γn+1(X)
to a word x ∈ Ln(X) ending with a is generated by RX(a). This implies, by
projection from Γn+1(X) to Γ2(X), that every cycle from a to a in Γ2(X), is
a product of return words to a. Thus the compositions of return words to a
generate the group Σ(Γ2(X)).
We illustrate this on an example.
Example 5.6.2 Let A = {a, b, c, d} and let ϕ : a → ab, b → cda, c → cd, d →
abc (we shall consider again this substitution below and later in Example 8.1.4).
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a
b
c
d
b
c
c
a
d
a
Figure 5.6.1: The graph Γ2(X).
We have L2(X) = {ab, ac, bc, ca, cd, da} and the graph Γ2(X) is represented in
Figure 5.6.1.
We have RX(a) = {cda, bcda, bca}. The choice for the matrix P is then
P =
1 0 1 1 0 01 0 1 0 1 1
0 1 0 0 1 1

For example, the first row corresponds to the return word bca since it gives the
sequence (ab)(bc)(ca) of 2-blocks.
Proposition 5.6.3 We have M2 ◦ ∂ = ∂ ◦ I, so that ∂(R1(X)) and ∂(Z1(X))
are invariant by M2. Moreover, assuming that the rows of P correspond to
return words to a letter a ∈ A such that ϕ(a) begins with a, there is a unique
nonnegative matrix N2 such that
PM2 = N2P.
Proof. We first prove that M2 ◦ ∂ = ∂ ◦ I. Let φ ∈ R1(X). Then
(∂ ◦ I ◦ φ)(ab) = (∂ ◦ φ ◦ τ)(ab)
= φ ◦ τ(b) − φ ◦ τ(a) = φ(τ(b)) − φ(τ(a)).
To evaluate (M2 ◦ ∂φ)(ab), set ϕ(a) = a1a2 · · ·ak and ϕ(b) = b1b2 · · · bℓ. Then,
identifying A2 and L2(X), we have
ϕ2(ab) = (a1a2)(a2a3) · · · (akb1). (5.6.1)
Next, considering accordingly M2 as an endomorphism of R2(X), we have for
any ψ ∈ R2(X), using Equation (5.6.1),
(M2ψ)(ab) = ψ(a1a2) + ψ(a2a3) + . . .+ ψ(akb1).
We obtain
(M2∂φ)(ab) = φ(a2)− φ(a1) + φ(a3)− φ(a2) + . . .+ φ(b1)− φ(ak)
= φ(b1)− φ(a1) = φ(τ(b)) − φ(τ(a))
and thus the conclusion.
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Since M2 ◦ ∂ = ∂ ◦ I, the subgroups ∂(R1(X) and ∂(Z1(X)) are invariant by
M2.
Let p = (a1a2)(a2a3) · · · (an−1an)(ana1) be a cycle in Γ2(X) which is a row
of P and thus with a1 = a. We can consider p as a word on the alphabet L2(X)
and compute its image by the morphism ϕ2. Since the rows of P correspond
to return words to a, the first letter of ϕ(a1) is a. Then the first element of
ϕ2(a1a2) is equal to ab for some b ∈ A, and the last element of ϕ2(ana1) is equal
to ca for some c ∈ A (as we have seen above computing ϕ2(ab)). It follows that
ϕ2(p) is a cycle around a in Γ2(X) and thus a composition of return words to
a. By the choice of P , it is a nonnegative combination of rows of P .
This implies that PM2 = N2P where N2 is the matrix of the map sending
the composition of a cycle p on the composition of ϕ2(p).
Note that the two assertions of Proposition 5.6.3 are related. Indeed, the matrix
of the map ∂ is the transpose of the incidence matrix D of the graph Γ2(X).
The rows of D generate the orthogonal of the space generated by the rows of P .
It is thus equivalent to say the space generated by the rows of P is invariant by
M2 and that the space ∂(R1(X)) is invariant by M2. This duality is described
in more detail in the following example.
Example 5.6.4 Consider again the substitution shift of Example 5.6.2. Using
the bijection {ab, ac, bc, ca, cd, da} → {x, y, z, t, u, v}, we find ϕ2 : x → xz, y →
xz, z → uvy, t→ uv, u→ uvx, v → xzt. The matrices M,M2 are
M =

1 1 0 0
1 0 1 1
0 0 1 1
1 1 1 0
 , M2 =

1 0 1 0 0 0
1 0 1 0 0 0
0 1 0 0 1 1
0 0 0 0 1 1
0 0 0 0 1 1
1 0 1 1 0 0

The matrices P and N2 are then
P =
1 0 1 1 0 01 0 1 0 1 1
0 1 0 0 1 1
 , N2 =
0 1 11 1 1
1 1 0

so that N2 has dimension less than M . The matrix D is
D =

ab ac bc ca cd da
a −1 −1 0 1 0 1
b 1 0 −1 0 0 0
c 0 1 1 −1 −1 0
d 0 0 0 0 1 1
.
One may easily verify that the rows of D generate a vector space of dimension
3 orthogonal to the space generated by the rows of P .
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Example 5.6.5 Let ϕ : a 7→ ab, b 7→ a be the Fibonacci substitution and let
X be the Fibonacci shift. Let f : x 7→ aa, y 7→ ab, z 7→ ba be a bijection from
A2 = {x, y, z} onto L2(X) = {aa, ab, ba}. The morphism ϕ2 is x 7→ yz, y 7→
yz, z 7→ x. The associated matrices M and M2 and the vector v spanning the
group ∂1(R1(X)) are (see Example 5.4.4)
M =
[
1 1
1 0
]
, M2 =
0 1 10 1 1
1 0 0
 , v =
 01
−1
 .
The Rauzy graph Γ2(X) is represented in Figure 5.6.2 with the edges labeled
by the corresponding element of A2.
a bx
y
z
Figure 5.6.2: The Rauzy graph Γ2(X).
The matrices P corresponding to the basis {x, yz} and the matrix N2 asso-
ciated with the action of ϕ2 on the rows of P are
P =
[
0 1 1
1 0 0
]
, N2 =
[
1 1
1 0
]
Thus we conclude that N2 =M in this case.
5.6.2 Dimension group of a substitution shift
Recall first from Section 3.3 that, for a d×dmatrixM , RM denotes the eventual
range of M and KM its eventual kernel.
For M nonnegative, we have defined a unital ordered group (∆M ,∆
+
M ,1M ).
By Equation (3.3.2), the group ∆M is given by
∆M = {v ∈ RM | for some k ≥ 1,Mkv ∈ Zd},
with positive cone
∆+M = {v ∈ RM | for some k ≥ 1,Mkv ∈ Zd+}
and order unit 1M equal to the projection on RM along KM of the vector with
all its components equal to 1.
The following statement gives a suprisingly simple way to compute the di-
mension group of a substitution shift. Indeed, it shows that the dimension group
of a primitive substitution shift is defined by the matrix N2 of Proposition 5.6.3
and the nonnegative matrix P such that PM2 = N2P .
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Proposition 5.6.6 Assume that ϕ is a primitive substitution and that the shift
X associated to ϕ is infinite. The dimension group K0(X,S) is isomorphic to
(∆N2 ,∆
+
N2
, P1M2).
Note that the order unit is not the vector 1N2 but the projection on G2(X) of
the vector 1M2 (see Example 5.6.11). The proof relies on several lemmas.
We first introduce a sequence of partitions in towers associated with the
primitive morphism ϕ.
Lemma 5.6.7 The sequence (P(n))n≥0 with
P(n) = {Sjϕn([ab]) | ab ∈ L2(X), 0 ≤ j < |ϕn(a)|}. (5.6.2)
is a nested sequence of partition in towers of X.
Proof. Let f : L2(X) → A2 be a bijection and let X(2) be the second higher
block presentation ofX . We consider the sequence (Q(n)) of partitions in towers
of the second higher block presentation X(2) of X associated with the 2-block
presentation ϕn2 of ϕ
n as in Proposition ??. Thus
Q(n) = {Sjϕn2 ([u]) | u ∈ A2, 0 ≤ j < |ϕn2 (u)|}.
Let π : A2 → A be the morphism assigning to u ∈ A2 the first letter of f(u).
The extension of π to AZ2 defines an isomorphism from X
(2) onto X . Let (P(n))
be the image of the sequence (Q(n)) by the isomorphism π. Since π([u]) =
[ab] when f(u) = ab, the partition P(n) is given by Equation (5.6.2). By
Proposition 5.1.6, the sequence P(n) is nested.
Denote G(n) = G(P(n)), G+(n) = G+(P(n)) and 1n = 1P(n). Let (G,G
+, 1)
be the inductive limit of the sequence (G(n), G+(n), 1n)) with the morphisms
I(n+ 1, n) = I(P(n+ 1),P(n)).
Lemma 5.6.8 The map from Z2(X) to C(X,Z) sending φ ∈ Z2(X) to the
map equal to φ(ab) on the cylinder [ab] defines an isomorphism of unital ordered
groups from (∆M2 ,∆
+
M2
, 1M2) onto (G,G
+, 1).
Proof. By associating to each φ ∈ Z2(X) the function equal to φ(ab) on ϕn([ab]),
we can identify G(n) to Z2(X), G
+(n) to Z+2 (X) and 1n to the map ab 7→
|ϕn(a)|. Given k with 0 ≤ k < |ϕn(a)|, we have (see Figure 5.6.3)
Sk(ϕn+1([ab]) ⊂ ϕn([cd])⇔
{
there exists ℓ with 0 ≤ ℓ < |ϕ(a)| such that
Sℓ([ab]) ⊂ [cd] and k = |ϕn(ϕ([ab])[0,ℓ−1])|.
Therefore, for every u, v ∈ A2 with f(u) = ab and f(v) = cd, the number
Card{k | 0 ≤ k < |ϕn(a)|, Skϕn+1([ab]) ⊂ ϕn([cd])}
is the number of occurrences of v in ϕ2(u) = (M2)uv. Consequently, we may
identify the morphism I(n+ 1, n)) to the morphism M2 : Z2(X)→ Z2(X).
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ab
cd
ℓ
ϕ
ϕn
k
Figure 5.6.3: Representing Sk(ϕn+1([ab]) ⊂ ϕn([cd])
Thus, the inductive limit (G,G+, 1) associated to the sequence (P(n)) of
partitions in towers can be identified to (∆M2 ,∆
+
M2
, 1M2).
Recall from Proposition 5.2.1 that there is a morphism π(n) : G(n)→ H(X,S,Z)
making the diagram of Figure 5.6.4 commutative and from Lemma 5.3.2 that
there is a unique morphism σ : (G,G+, 1)→ K0(X,S) such that σ◦I(n) = π(n)
for every n ≥ 0.
Recall also from Section 4.5.1 that ∂1 : R1(X) → R2(X) is the morphism
defined by (∂1φ)(ab) = φ(b)− φ(a).
Lemma 5.6.9 The morphism σ : G → H(X,S,Z) is onto and its kernel is
∆M2 ∩ ∂1(R1(X)).
Proof. We first show that the morphism σ is surjective. Since every function
in C(X,Z) is cohomologous to a cylinder function by Proposition 4.4.1, it is
enough to consider a cylinder function φ associated to φ ∈ Zk(X). Choose n so
large that |ϕn(a)| > k for every letter a ∈ A. Since all elements of the atoms
of the partition Pn have the same prefix of length k, the cylinder function φ is
constant on every element of the partition Pn and thus belongs to C(n). Its
image by I(n) is sent by π(n) to the class of φ modulo the coboundaries (see
Figure 5.6.4).
C(n)
G(n) H(X,S,Z)
I(n)) π
π(n)
Figure 5.6.4: The morphism π(n).
We now prove that the kernel of σ is ∆M2 ∩ ∂1(Z1(X)). Let φ be in G, or
equivalently in ∆M2 . In particular, φ belongs to R2(X) and there exists k ≥ 0
such that Mk2 φ ∈ Z2(X). Assume that σ(φ) = 0. By definition this means
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that π(φ˜) = 0 where π : C(n) → H(X,S,Z) is the natural projection and φ˜ is
defined by
φ˜(x) =
{
(Mk2 φ)(ab) if x ∈ ϕk([ab]) for some ab ∈ L2(X)
0 otherwise.
Note that, as in the proof of Proposition 5.6.3, we identify A2 with L2(X) and
consequently consider M2 as an endomorphism of R2(X).
Let g ∈ C(X,Z) be such that φ˜ = g ◦ S − g. We claim that there exists
n ≥ 0 such that g is constant on the set ϕn([ab]) for every ab ∈ L2(X). Since
g is continuous, it is locally constant and there is an m ≥ 1 be such that g(x)
depends only on x[−m,m]. Choose n > k so large that |ϕn(a)| > m for every
letter a. Let ab ∈ L2(X) and y, z ∈ ϕn([ab]). Since g depends only on x[−m,m],
g(Smx) depends only on x[0,2m]. Since y, z ∈ ϕn([ab]) and |ϕn(a)|, |ϕn(b)| > m,
y and z share the same 2m first coordinates and therefore g(Smx) = g(Smy).
On the other hand, for all 0 ≤ j < |ϕn(a)|, Sjy and Sjz are in the same atom
of the partition P(n). Since m < |ϕn(a)| and since φ˜ is constant on the atoms
of P(n), we obtain φ˜(m)(y) = φ˜(m)(z). Since finally g = g ◦ Sm − φ˜(m) by
Equation (4.1.2), we conclude that g(y) = g(z).
Let ψ ∈ Z2(X) be such that ψ(ab) = g(x) for x ∈ ϕn([ab]). Then if x ∈
ϕn([ab]) and S|ϕ
n(a)|x ∈ ϕn([bc]), we have with ℓ = |ϕn(a)|,
ψ(bc)− ψ(ab) = g(Sℓx)− g(x)
= φ˜(ℓ)(x).
Recall that
φ˜(ℓ)(x) = φ˜(x) + φ˜ ◦ S(x) + . . . φ˜(Sℓ−1(x))
and note that the term φ˜ ◦ Sj(x) of this sum is equal to (Mkφ)(cd) if there is
cd ∈ L2(X) such that Sjϕn([ab]) ⊂ ϕk(|cd]) and equal to 0 otherwise. Thus
φ˜(ℓ)(x) =
∑
cd∈L2(X)
Card{0 ≤ j < ℓ | Sjϕn([ab]) ⊂ ϕk([cd])}(Mk2 φ)(cd)
=
∑
cd∈L2(X)
Mn−k2 (ab, cd)(M
k
2 φ)(cd) = (M
n
2 φ)(ab).
Consequently, we have for every abc ∈ L3(X),
ψ(bc)− ψ(ab) = (Mn2 φ)(ab).
Choose m so large that |ϕm(a)| ≥ 2 for every a ∈ A and define θ ∈ Z1(X) by
θ(a) = ψ(a1a2)
for a ∈ A if ϕm(a) = a1 · · ·aℓ.
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If ab belongs to L2(X) with ϕm(a) = a1 · · ·ar and ϕm(b) = b1 · · · bs, we
obtain
(Mn+m2 φ)(ab) = (M
n
2 φ)(a1a2) + . . .+ (M
n
2 φ)(arb1)
= ψ(b1b2)− ψ(a1a2) = θ(b)− θ(a)
= (∂1θ)(ab).
If follows that Mn+m2 φ belongs to ∂1(Z1(X)). Choosing m large enough, we
may assume that Mn+m2 φ is in RM2 . Since M2 defines an automorphism of
RM2 , and since, by Proposition 5.6.3, the subspace ∂1(R1(X)) is invariant by
M2, we conclude that φ is an element of ∆M2 ∩ ∂1(R1(X)). Thus the kernel of
σ is included in ∆M2 ∩ ∂1(R1(X)). Since the converse inclusion is obvious, the
conclusion follows.
Proof of Proposition 5.6.6. By Lemma 5.6.8, the ordered groups (∆M2 ,∆
+
M2
, 1M2)
and (G,G+, 1) can be identified. By Lemma 5.6.9 the morphism σ defines
an isomorphism from ∆M2/(∆M2 ∩ ∂1(R1(X)) onto H(X,S,Z). But since
PM2 = N2P , we have also PM
k
2 = N
k
2 P for every k ≥ 1. Thus the projection
v 7→ Pv maps ∆M2 onto ∆N2 and we obtain
H(X,S,Z) ≃ ∆M2
∆M2 ∩ ∂1(R1(X))
≃ ∆N2 .
Similarly, we have H+(X,S,Z) ≃ ∆+N2 . Finally, the map σ sends 1 to 1X and
we conclude that K0(X,S) is isomorphic to (∆N2 ,∆
+
N2
, P1M2).
We give two examples of computation of the dimension group of a substitu-
tion shift. Other examples are treated in the exercises.
Example 5.6.10 Let ϕ : a 7→ ab, b 7→ a be the Fibonacci substitution and let
(X,S) be the Fibonacci shift. As seen in Example 5.6.5, we have N2 =M and
M =
[
1 1
1 0
]
, P =
[
0 1 1
1 0 0
]
.
The maximal eigenvalue of M is λ = (1 +
√
5)/2 and the vector [λ 1] is a left
eigenvector of M . Thus H(X,T,Z) = Z2 and H+(X,T,Z) = {(α, β) | αλ+β ≥
0}. The order unit is
P
11
1
 = [2
1
]
.
Thus, using the map (α, β) 7→ αλ+β, we see that the dimension group of (X,S)
is isomorphic the group of algebraic integers Z+ Zλ with the order induced by
the reals and the order unit 2λ+ 1. (see Example 3.3.6 and Example 5.4.2).
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To obtain a normalized subgroup with 1 as unit, we consider the automor-
phism of Z2 such that (α, β) 7→ (α − β, 2β − α). This is actually the automor-
phism defined by the matrix M−2 since
M−2
[
α
β
]
=
[
1 −1
−1 2
] [
α
β
]
=
[
α− β
2β − α
]
.
Then (2, 1) maps to (1, 0). Since
αλ+ β = λ2(λ(α − β) + (2β − α)),
we do not change the order. Thus we conclude that the dimension group of
(X,S) is isomorphic with Z+ λZ with the order induced by the reals and 1 as
order unit.
Example 5.6.11 Let ϕ : a 7→ ab, b 7→ ba be the Morse substitution on the
alphabet A = {a, b} and let (X,S) be the Morse shift. We have L2(X) = A2.
Set A2 = {x, y, z, t} and let f : A2 → A2 be the bijection x 7→ aa, y 7→ ab, z 7→
ba, t 7→ bb. Then ϕ2 is the substitution x 7→ yz, y 7→ yt, z 7→ zx, t 7→ zy. The
Rauzy graph Γ2(X) is represented in Figure 5.6.5.
a bx z
y
t
Figure 5.6.5: The Rauzy graph Γ2(X).
The matrices M , M2, P and N2 are
M =
[
1 1
1 1
]
, M2 =

0 1 1 0
0 1 0 1
1 0 1 0
0 1 1 0
 , P =
1 0 0 00 1 1 0
0 0 0 1
 , N2 =
0 1 01 1 1
0 1 0

The eventual range RN2 of N2 is generated by the vectors
v =
12
1
 , w =
 1−1
1
 ,
the first one being an eigenvector for the maximal eigenvalue 2 and the second
one for the eigenvalue −1. Now, for αv + βw ∈ RN2 , since
Nk2 (αv + βw) = 2
kαv + (−1)kβw =
 2kα+ (−1)kβ2k+1α+ (−1)k+1β
2kα+ (−1)kβ
 ,
164 CHAPTER 5. PARTITIONS IN TOWERS
we have Nk2 (αv + βw) ∈ Z3 if and only if α = m3·2k and β = n3 with m,n ∈ Z
and m+ n ≡ 0 mod 3. The order unit is
P

1
1
1
1
 =
12
1
 = v
Thus,
∆N2 ≃ {(α, β) | 3α ∈ Z[1/2], 3β ∈ Z, 3α+ 3β ≡ 0 mod 3},
with
∆+N2 ≃ {(α, β) ∈ ∆N2 | α > 0} ∪ {(0, 0)}.
with order unit (1, 0).
The group ∆N2 is actually isomorphic to Z[1/2]×Z, using the map (α, β)→
(α+ β, 3β).
To close the loop, let us express the unique trace on K0(X,S) which, by
Proposition 4.9.3 has the form αµ where µ is the unique invariant probability
measure on (X,S) (see Example 4.8.16). We have
αµ(αv + βw) = α
since this map is a positive unital morphism from K0(X,S) to (R,R+, 1). We
find for example (in agreement with the value given in Example 4.8.16) µ([aa]) =
1/6 since the characteristic function of the cylinder [aa] can be identified with
the vector
P

1
0
0
0
 =
10
0
 =
1/20
1/2
+
 1/20
−1/2
 = 1/6(v + 2w) +
 1/20
−1/2

were the last expression is the decomposition in RN2 ⊕KN2
5.7 Exercises
Section 5.1
5.1 Let P = {T jBi | 1 ≤ i ≤ m, 0 ≤ j < hi} be a partition in towers nested in
a partition P′ = {T hB′k | 1 ≤ k ≤ m′, 0 ≤ h ≤ h′k}. Show that if
T jBi ⊂ T hB′k
then
0 ≤ j − h ≤ hi − h′k.
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5.2 Let σ be the substitution σ : a 7→ abb, b 7→ aab. Let P(n) be the partition
with basis σn(X) associated with σn. Let P′(n) be the partition obtained by
merging the two towers of P(n), that is
P′(n) = {T jσn(X) | 0 ≤ j < 3n}
Show that the sequence (P′(n)) satisfies (KR1), (KR2) but not (KR3).
5.3 Let σ be the substitution a → acb, b → bcb, c → abb. Let P(n) be the
partition associated with σn. Show that the sequence (P(n)) satisfies (KR2)
and (KR3) but not (KR1).
Section 5.5
5.4 Let G be a strongly connected graph. Show that the sequence
0→ Z(Γ) κ→ Z(E) β→ Z(V ) γ→ Z→ 0,
where κ is the composition map, β(e) = r(e) − s(e) and γ(v) = 1 identically, is
exact.
Section 5.6
5.5 Consider the Chacon ternary substitution τ : a 7→ aabc, b 7→ bc, c 7→ abc.
Show that the dimension group of the associated shift space (X,S) is isomorphic
to Z[1/3]× Z with positive cone Z+[1/3]× Z and unit (3,−1).
5.6 Let ϕ : a 7→ ab, b 7→ ac, c 7→ a be the Tribonacci morphism and let (X,S)
be the corresponding substitution shift. Show that the dimension group of X,S)
is the group Z[λ] where λ is the positive real solution of λ3 = λ2 + λ + 1 (see
also Example 5.4.5 where we found the same result using return words).
5.8 Solutions
Section 5.1
5.1 Let B,B′ be the bases of P,P′. Since P is nested in P′, we have B ⊂ B′.
If h > j, then T h−jB′k contains an element of B ⊂ B′, a contradition. Thus
0 ≤ j − h. Next, set ℓ = hi − j. Then T h+ℓB′k ⊂ B′ implies h + ℓ ≥ h′k. Thus
j − h ≤ j − (h′k − ℓ) = hi − h′k.
5.2 Since σ is primitive and proper and X(σ) is not periodic, the sequence
(P(n)) is a refining sequence of partitions in towers by Lemma 7.2.4 (to be
proved in Chapter 7). The sequence P′(n) satisfies (KR1) (since B′(n) = B(n))
and (KR2) but it cannot satisfy (KR3). Indeed, otherwise, X(σ) would have a
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BV-representation with one vertex at each level and would be an odometer (by
Theorem 7.1.1).
5.3 Each P(n) is a partition in towers since σ is primitive and X(σ) is infinite.
The sequence satisfies (KR2) as any sequence of partitions built in this way. It
satisfies (KR3) because σn[a] and σn[c] tend both to σω(b · a) while σn[b] tends
to σω(b · b). But condition (KR1) is not satisfied since there are two admissible
fixed points.
Section 5.5
5.4 Set Card(V ) = n and Card(E) = m. Clearly, κ is injective and Z(Γ) =
Im(κ) ⊂ ker(β). Next Im(β) = ker(γ) and dim(ker(γ) = n− 1. Thus
m = dim(Z(E) = dim(ker(β)) + dim(Im(β)) = dim(ker(β) + n− 1.
This implies that the dimension of ker(β) is m−n+1. On the other hand, since
G is strongly connected, any covering tree T of G has n− 1 elements. Since Γ
has a basis of Card(E)−Card(T ) = m−n+1 elements (see Appendix ??), this
implies that the dimension of Z(Γ) ism−n+1. We conclude that Z(Γ) = ker(β).
Section 5.6
5.5 We have L2(X) = {aa, ab, bc, ca, cb}. Set A2 = {x, y, z, t, u} with the bi-
jection taken in alphabetic order. The morphism τ2 is x 7→ xyzt, y 7→ xyzu, z 7→
zt, t 7→ yzt, u 7→ yzy. The Rauzy graph Γ2(X) is represented in Figure 5.8.1.
t
x
z
y
u
a
b
b
a
c
b
c
Figure 5.8.1: The Rauzy graph Γ2(X).
The matrices M,M2, P and N2 are
M =
2 1 10 1 1
1 1 1
 , M2 =

1 1 1 1 0
0 0 1 1 0
0 0 1 1 0
0 1 1 1 0
0 1 1 0 1
 ,
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P =
1 1 1 1 00 1 1 1 0
0 0 1 0 1
 , N2 =
2 1 11 1 1
0 1 1

The eigenvalues of N2 are 3, 1, 0 and eigenvectors for 3, 1 are
v =
32
1
 , w =
 10
−1

One has Nn2 (αv + βw) ∈ Z3 if and only if 23nα ∈ Z and 2β ∈ Z. Thus
∆N2 = {(α, β) | 2α ∈ Z[1/3], 2β ∈ Z},∆+N2 = {(α, β) ∈ ∆N2 | α > 0} ∪ {(0, 0)}.
The unit is P [1 1 1 1 1]t = [4 3 1]t = 3/2v − 1/2w. Using the isomorphism
(α, β) 7→ (2α, 2β), we obtain the desired result.
5.6 Let A2 = {x, y, z, t, u} be an alphabet in order preserving bijection with
L2(X) = {aa, ab, ac, ba, ca}. The morphism ϕ2 : A∗2 → A∗2 is x 7→ yt, y 7→
yt, z 7→ yt, t→ zu, u 7→ x. The matrices M and M2 are
M =
1 1 01 0 1
1 0 0
 , M2 =

0 1 0 1 0
0 1 0 1 0
0 1 0 1 0
0 0 1 0 1
1 0 0 0 0
 .
The Rauzy graph Γ2(X) is represented in Figure 5.8.2.
a
b
c
y
t
z
u
x
Figure 5.8.2: The Rauzy graph Γ2(X).
Thus the matrix P is
P =
0 1 0 1 00 0 1 0 1
1 0 0 0 0
 ,
andN2 =M . The matrixM is invertible and its dominant eigenvalue is the pos-
itive real number λ such that λ3 = λ2+λ+1. A corresponding row eigenvector
is [λ2, λ, 1]. Thus the dimension group is Z[λ].
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5.9 Notes
Kakutani-Rokhlin partitions owe their name to a result in ergodic theory called
Roklin’s Lemma or Kakutani-Rokhlin Lemma which states that every aperiodic
measure-theoretic dynamical system can be represented by an arbitrary high
tower of measurable sets (Rohlin, 1948; Kakutani, 1943).
5.9.1 Partitions in towers
Proposition 5.1.5 is (Putnam, 1989, Lemma 3.1), where the credit of the con-
struction is given to Vershik. We follow the presentation of (Durand, 2010,
Proposition 6.4.2). Theorem 5.1.7 is due to Herman et al. (1992). Theorem 5.3.4
is also from Herman et al. (1992). The proof of the fact that the dimension
group is simple is from (Putnam, 2010, Theorem 2.14).
5.9.2 Dimension groups and Rauzy graphs
The notion of fundamental group of a graph used in Section 5.5 is classical in
algebraic topology (see Lyndon and Schupp (2001) for a more detailed introduc-
tion to its direct definition on a graph and its connection with spanning trees
of the graph).
5.9.3 Dimension group of a substitution shift
The results of this section, in particular Proposition 5.6.6, are from Host (1995)
(see also Host (2000)).
Chapter 6
Bratteli diagrams
We now introduce Bratteli diagrams. We will see that, adding an order on the
diagram and provided this order is what we will call proper, an ordered Bratteli
diagram defines in a natural way a topological dynamical system. We prove the
Bratteli-Vershik representation theorem: any minimal topological dynamical
system defined on a Cantor set can be obtained in this way (Theorem 6.3.3).
Thus every minimal Cantor system (X,T ) can be represented by an ordered
Bratteli diagram, called a BV-representation of (X,T ).
We will next introduce an equivalence on dynamical systems called Kakutani
equivalence and prove that it can be characterized by a transformation on BV-
representations.
We then prove one of the major results presented in this book, namely
the Strong Orbit Equivalence Theorem (Theorem 6.5.1). This result shows
that the dimension group is a complete invariant for the so-called strong orbit
equivalence. As a complement, the Orbit Equivalence Theorem (Theorem 6.5.3)
shows that the quotient of the dimension group by the infinitesimal subgroup is
a complete invariant for orbit equivalence.
In Section 6.6, we develop a systematic study of equivalences on Cantor
spaces. We introduce the notion of e´tale equivalence relation and prove that
both the relations of orbit equivalence and of cofinality in Bratteli diagrams are
e´tale equivalences.
In the last section (Section 6.7), we discuss the link with the notion of entropy
(which had not been considered before in this book).
6.1 Bratteli diagrams
A Bratteli diagram is an infinite directed graph (V,E) where the vertex set V
and the edge set E can be partitioned into nonempty finite sets
V = V (0) ∪ V (1) ∪ V (2) ∪ · · · and E = E(1) ∪ E(2) ∪ · · ·
with the following properties:
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1. V (0) = {v(0)} is a one-point set,
2. r(E(n)) ⊆ V (n), s(E(n)) ⊆ V (n− 1), n = 1, 2, . . .,
where r : E → V is called the range map and s : E → V the source map. They
satisfy s−1(v) 6= ∅ for all v ∈ V and r−1(v) 6= ∅ for all v ∈ V \ V (0).
We use the terminology of graphs to handle Bratteli diagrams. In particular,
the vertex v(0) is called the root. A successor of a vertex v ∈ V is a vertex w
such that v = s(e) and w = r(e) for some e ∈ E. Two edges e, f ∈ E are
consecutive if r(e) = s(f). A path is a sequence (e1, e2, . . . , en) of consecutive
edges. The source of the path is s(e1) and its range is r(en). A descendant of
a vertex v is a vertex w such that there is a path from v to w, that is a path
with source v and range w.
It is convenient to represent the Bratteli diagram by a picture with V (n)
the vertices at (horizontal) level n, and E(n) the edges (downward directed)
connecting the vertices at level n− 1 with those at level n. Also, if Card(V (n−
1)) = t(n− 1) and Card(V (n)) = t(n), then E(n) determines a t(n) × t(n − 1)
adjacency matrix M(n) defined by
M(n)s,r = Card{e ∈ E(n) | s(e) = s, r(e) = r} (6.1.1)
(see Figure 6.1.1).
adjacency matrices
M(n) =

2 0
0 1
1 1
1 0
0 1

V (n− 1)
E(n)
V (n)
M(n+ 1) =
[
1 1 0 0 0
0 0 1 1 1
]
E(n+ 1)
V (n+ 1)
Figure 6.1.1: Representation of a diagram between the levels n− 1 and n+ 1.
We say that two Bratteli diagrams (V,E) and (V ′, E′) are isomorphic when-
ever there exists a pair of bijections f : V → V ′, preserving the degrees, and
g : E → E′, intertwining the respective source and range maps:
s′ ◦ g = f ◦ s and r′ ◦ g = f ◦ r .
Let k, l ∈ N with 1 ≤ k < l and let Ek,l denote the set of paths from V (k)
to V (l). Specifically,
Ek,l = {(ek, . . . , el) | ei ∈ E(i), k ≤ i ≤ l, r(ei) = s(ei+1), k ≤ i ≤ l − 1} .
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[
2 1
2 2
]
V (n− 1)
V (n+ 1)
En,n+1
Figure 6.1.2: Telescoping between the levels n− 1 and n+ 1 in the diagram of
Figure 6.1.1
Remark that the adjacency matrix of Ek,l is M(l) · · ·M(k). We define
r(ek, . . . , el) := r(el) and s(ek, . . . , el) := s(ek).
6.1.1 Telescoping and simple diagrams
Given a Bratteli diagram (V,E) and a sequence
m0 = 0 < m1 < m2 < . . .
in N, we define the telescoping of (V,E) with respect to {mn | n ∈ N} as the
new Bratteli diagram (V ′, E′), where V ′(n) = V (mn) and E′(n) = Emn−1+1,mn
and the range and source maps are as above (see Figure 6.1.2).
We say that (V,E) is a simple Bratteli diagram if there exists a telescoping
(V ′, E′) of (V,E) such that the adjacency matrices of (V ′, E′) have only non-zero
entries at each level.
We will use the following characterisation of simple diagrams. Let (V,E) be
a Bratteli diagram. A set W ⊂ V is directed if every edge having its source in
W has also its range in W . In symbols, for every e ∈ E
s(e) ∈W ⇒ r(e) ∈ W.
It is hereditary if it satisfies for every v ∈ V the following condition. If every
edge with source v has its range in W , then v itself is in W . In symbols, for
every v ∈ V
r(e) ∈W for every edge e such that v = s(e)⇒ v ∈ W.
Proposition 6.1.1 A Bratteli diagram is simple if and only if there is no
nonempty set both directed and hereditary other than V .
Proof. Assume first that (V,E) is simple. Let W ⊂ V be a nonempty directed
and hereditary set. SinceW is nonempty, there is at least one w inW . Let n be
such that w ∈ V (n). Since (V,E) is simple, there is an m > n such that there
is a path from w to every vertex in V (m). Since W is directed, this implies
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V (m) ⊂ W . Since W is hereditary, this implies that all vertices of V (n) for
n ≤ m are in W . Thus v(0) ∈W , which imples V =W .
Conversely, assume that (V,E) is not simple. Let v ∈ V (n) be such that for
everym > n there is some w ∈ V (m) which cannot be reached from v. Consider
the set W of vertices w ∈ V (m) for some m ≥ n for which there is an integer
p = p(w) > n such that all descendants of w in V (p) are descendants of v. It
is a directed set by definition. Suppose that some vertex w ∈ V is such that
all its successors belong to W . Let p be the supremum of the integers p(u) for
u successor of w. Then all descendants of w in V (p + 1) are descendants of v
and thus w is in W . This shows that W is hereditary. Finally there is at least
one vertex in V (n) which is not in W since otherwise taking the supremum of
the integers p(u) for u ∈ V (n), we find that all vertices in V (p) are descendants
of v. Thus W is a nonempty directed and hereditary set strictly contained in
V .
Example 6.1.2 Consider the Bratteli diagram represented in Figure 6.1.3.
· · ·
· · ·
Figure 6.1.3: A non simple Bratteli diagram
This diagram is not simple because the vertices of the lower level can never
reach the top level. Accordingly, the vertices at lower level (excluding the root)
form a directed and hereditary set.
We denote by ∼ the telescoping equivalence on Bratteli diagrams as the
equivalence relation generated by isomorphism and telescoping. It is not hard
to show that (V 1, E1) ∼ (V 2, E2) if and only if there exists a Bratteli diagram
(V,E) such that telescoping (V,E) to odd levels 0 < 1 < 3 < . . . yields a
telescoping of either (V 1, E1) or (V 2, E2), and telescoping (V,E) to even levels
0 < 2 < 4 < . . . yields a telescoping of the other (Exercise 6.2).
Example 6.1.3 Consider the Bratteli diagram of Figure 6.1.4 in the middle.
Telescoping at even levels gives the diagram on the left and telescoping at odd
levels gives the diagram on the right. Thus the left and right diagrams are
equivalent.
6.1.2 Dimension group of a Bratteli diagram
Let (V,E) be a Bratteli diagram. Let V (n) = {v1, . . . , vt(n)} and G(n) = Zt(n).
Let also nj be the number of paths from v(0) to vj ∈ V (n). We consider G(n) as
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...
...
...
...
Figure 6.1.4: Three equivalent Bratteli diagrams.
a unital ordered group with the usual order and the unit u(n) =
[
n1 . . . ntn
]t
.
The dimension group of (V,E), denoted D(V,E) is the direct limit of the se-
quence
G(0)
M(1)→ G(1) M(2)→ G(2) . . .
defined by the adjacency matrices M(n).
Example 6.1.4 The dimension group of the diagram represented in Figure 6.1.4
on the left is the group Z[1/2] (see Example 3.3.1).
The following result shows that the group D(V,E) is a complete invariant for
the telescoping equivalence.
Theorem 6.1.5 Two Bratteli diagrams (V,E) and (V ′, E′) are telescoping equiv-
alent if and only if the unital ordered groups D(V,E) and D(V ′, E′) are isomor-
phic.
Proof. Taking a subsequence (starting at 0) does not change the direct limit
and thus telescoping does not change the dimension group.
Conversely, Let (V,E) and (V ′, E′) be two Bratteli diagrams. Set V (n) =
{v1, . . . , vt(n)} and V ′(n) = {v′1, . . . , v′t′(n)}. SetG = D(V,E) andG′ = D(V ′, E′).
We shall construct a Bratteli diagram (W,F ) that contracts to a contraction
of (V,E) on odd levels and to a contraction of (V ′, E′) on even levels. It suf-
fices to give the sets of vertices W (n) and the incidence matrices N(n) between
consecutive levels.
We setW (1) = V (1) and N(1) =M(1). Looking at the canonical generators
of Zt(1) as elements of G′, we can consider that they are elements of some Zt
′(n2).
We set W (2) = V ′(n2), and denote N(2) the matrix of the map it defines from
Zt(1) to Zt
′(n2). Again, the elements of Zt
′
n2 can be considered as elements of
G, and thus belong to some Zt(n3). We set W (3) = V (n3) and we call N(3) the
174 CHAPTER 6. BRATTELI DIAGRAMS
map that it defines from Zt
′(n2) to Zt(n3). Proceeding like this, we obtain the
sequence
Z
N(1)−→ Zt(1) N(2)−→ Zt′(n2) N(3)−→ Zt(n3) · · ·
that is sufficient to define the Bratteli diagram we are looking for.
We illustrate this result with the following example.
Example 6.1.6 Consider the two diagrams of Figure 6.1.4 on the left and on
the right. We have already seen in Example 6.1.4 that the dimension group of
the first one is Z[1/2] obtained as the direct limit of the sequence Z
2→ Z 2→ · · · .
The dimension group of the second one is the direct limit of the sequence Z2
M→
Z2
M→ · · · where M is the matrix
M =
[
1 1
1 1
]
Since RM = {
[
x x
]t | x ∈ R}, the isomorphism of the dimension groups is
consequence of the commutative diagram below.
x −−−−→ [x x]ty2 yM
2x −−−−→ [2x 2x]t
Theorem 6.1.5 means that the properties of a Bratteli diagram, or at least of
its equivalence class for telescoping should be read on its dimension group. A
first step in the direction is the following statement.
Proposition 6.1.7 A Bratteli diagram is simple if and only if its dimension
group is simple.
Proof. Let (V,E) be a Bratteli diagram and G = D(V,E). Let us first suppose
that (V,E) is simple. We have to show that every nonzero element g ∈ G+ is
an order unit. Let indeed g ∈ G+ be nonzero and let h ∈ G+. We can choose
n ≥ 1 such that g = in(x) and h = in(y) with x, y ∈ G(n)+. Let v ∈ V (n) be
such that xv > 0. Since (V,E) is simple, we have M(m) · · ·M(n + 1)x > 0 for
all m large enough. Then M(m) · · ·M(n+ 1)y ≤ NM(m) · · ·M(n+ 1)x for N
large enough. This implies that h < Ng. Thus G is simple.
Conversely, assume that (V,E) is not simple. LetW be a nonempty directed
and hereditary set strictly contained in V . Let H be the set of h ∈ D(V,E)
which correspond to an x = (xn) with xn ∈ ZV (n) having the property that for
some n ≥ 1 we have xn,v = 0 for every v /∈ W and xm+1 = M(m+ 1)x(m) for
all m ≥ n.. Since W is directed, every matrix M(m) has the form
M(m) =
[ W
W
0
]
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Thus, if x satisfies this property for n, it holds for every m ≥ n. Thus H
is a subgroup of G which is clearly an ideal. Since W 6= ∅, we can choose
w ∈ W ∩ V (n) and x such that xn,w > 0. Then xm,v > 0 for every descendant
of w, which implies that the class of x is not 0. Therefore, we have H 6= {0}.
Since W is strictly contained in V and since it is hereditary, we have H 6= G.
Thus G is not simple.
Example 6.1.8 Consider again the nonsimple Bratteli diagram of Example 6.1.2.
All matrices M(n) for n ≥ 1 are equal to
M =
[
1 1
0 1
]
The dimension group G is Z2 with the lexicographic order, that is (Z2,Z+×Z∪
{0} × Z+, 0} (see Example 3.2.9). The set {0} × Z is an order ideal.
6.1.3 Ordered Bratteli diagrams
An ordered Bratteli diagram (V,E,≤) is a Bratteli diagram (V,E) together with
a partial order ≤ on E such that edges e, e′ in E are comparable if, and only if,
r(e) = r(e′), in other words, we have a linear order on each set r−1({v}), where
v belongs to V \ V (0) (see Figure 6.1.5).
V (n− 1)
E(n)
V (n)
E(n+ 1)
V (n+ 1)
1
2 2 1
1
2 3 1 2
Figure 6.1.5: Order on the diagram of Figure 6.1.1
Note that if (V,E,≤) is an ordered Bratteli diagram and k < l in Z+, then
the setEk+1,l of paths from V (k) to V (l) may be given an induced (lexicographic)
order as follows:
(ek+1, ek+2, . . . , el) > (fk+1, fk+2, . . . , fl)
if, and only if, for some i with k + 1 ≤ i ≤ l, ej = fj for i < j ≤ l and ei > fi.
It is a simple observation that if (V,E,≤) is an ordered Bratteli diagram and
(V ′, E′) is a telescoping of (V,E) as defined above, then with the induced order
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En,n+1 21
1
4
3
3 2
V (n− 1)
V (n+ 1)
Figure 6.1.6: Telescoping of the diagram of Figure 6.1.5.
≤′, (V ′, E′,≤′) is again an ordered Bratteli diagram. We say that (V ′, E′,≤′)
is a telescoping of (V,E,≤) (see Figure 6.1.6).
Again there is an obvious notion of isomorphism between ordered Bratteli
diagrams. Let ≈ denote the equivalence relation on ordered Bratteli diagrams
generated by isomorphism and by telescoping. One can show that G1 ≈ G2,
where G1 = (V 1, E1,≤1), G2 = (V 2, E2,≤2), if, and only if, there exists an
ordered Bratteli diagram G = (V,E,≤) such that telescoping G to odd levels
0 < 1 < 3 < . . . yields a telescoping of either G1 or G2, and telescoping G to
even levels 0 < 2 < 4 < . . . yields a telescoping of the other (Exercise 6.2). This
is analogous to the situation for the equivalence relation ∼ on Bratteli diagrams
as we discussed above.
Example 6.1.9 The two first ordered diagrams of Figure 6.1.7 are equivalent.
The third one is not (although all three are equivalent as unordered Bratteli
diagrams).
...
0 1
0 1
0 1
...
...
0 01 1
0 01 1
...
...
0 11 0
0 11 0
Figure 6.1.7: Two properly ordered Bratteli diagrams and a non properly or-
dered one.
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The following notion will be important when we will deal with Bratteli di-
agrams and subshifts. Fix n ≥ 1 and let us consider V (n − 1) and V (n) as
alphabets. For every letter a ∈ V (n), consider the ordered list (e1, . . . , ek) of
edges of E(n) which range at a, and let (a1, . . . , ak) be the ordered list of the
labels of the sources of these edges. This defines a morphism τ(n) : a 7→ a1 · · · ak
from V (n)∗ to V (n − 1)∗ we call the morphism read on E(n). For example in
Figure 6.1.5 the morphism we read on:
• E(n) is τ(n) : 0 7→ AA, 1 7→ B, 2 7→ BA, 3 7→ A, 4 7→ B,
• E(n+ 1) is τ(n+ 1) : a 7→ 01, b 7→ 312,
and on Figure 6.1.6 the morphism we read on En,n+1 is σ : a 7→ AAB, b 7→
ABBA. We can check of course that we have σ = τn ◦ τn+1. Note that the
matrix M(n) is the composition matrix of the morphism τ(n).
6.2 Dynamics for ordered Bratteli diagrams
We shall see now how one can define a dynamics on the set of paths in a Bratteli
diagram.
6.2.1 The Bratteli compactum
Let (V,E,≤) be an ordered Bratteli diagram. Let XE denote the associated
infinite path space,, that is,
XE = {(e1, e2, . . .) | ei ∈ E(i), r(ei) = s(ei+1), i = 1, 2, . . .} .
We exclude trivial cases and assume henceforth that XE is an infinite set.
Two paths in XE are said to be cofinal if they have the same tails, i.e., the
edges agree from a certain level on. We denote by RE this equivalence, called
the equivalence of cofinality on the set XE .
The set XE is a closed subset of
∏
i≥1 E(i). Since every E(i) is finite, the
product is compact and thus XE is compact. A basis for the topology is the
family of cylinder sets
[e1, e2, . . . , ek]E = {(f1, f2, . . .) ∈ XE | fi = ei, 1 ≤ i ≤ k} .
Each [e1, . . . , ek]E is also closed, as is easily seen. When it will be clear from
the context we will write [e1, . . . , ek] instead of [e1, . . . , ek]E . Endowed with this
topology, we call XE the Bratteli compactum associated with (V,E,≤). Let dE
be the distance on XE defined by dE((en)n, (fn)n) =
1
2k where k = inf{i | ei 6=
fi}. It clearly defines the topology of the cylinder sets.
If (V,E) is a simple Bratteli diagram, then XE has no isolated points, and
so is a Cantor space (recall that we assume XE to be infinite, see Exercise 6.4).
Moreover, each class of the equivalence RE (corresponding to cofinality) is dense
in XE (Exercise 6.5).
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Let x = (e1, e2, . . .) be an element of XE . We will call en the nth label of x
and denote it by x(n). We let XmaxE denote those elements x of XE such that
x(n) is a maximal edge for all n and XminE the analogous set for the minimal
edges.
It is not difficult to show that XmaxE and X
min
E are non-empty (see Exer-
cise 6.6). Moreover, for every v ∈ V , the set of minimal edges forms a spanning
tree of the graph (V,E). This means that for every v ∈ V , there is a unique
path formed of minimal edges from v to v(0) (Exercise 6.6). The same holds for
maximal edges.
The ordered Bratteli diagram (V,E,≤) is properly ordered if it is simple and
if XmaxE and X
min
E both are a one point set: X
max
E = {xmax} andXminE = {xmin}.
Example 6.2.1 The Bratteli diagrams of Figure 6.1.7 on the left and center
are properly ordered while the diagram on the right is not. Indeed, there are
two paths labeled with 0, 0, 0, . . . and two paths labeled 1, 1, 1, . . ..
Note that every simple Bratteli diagram can be properly ordered (Exercise 6.7).
6.2.2 The Vershik map
We can now define, for a properly ordered Bratteli diagram (V,E,≤), a map
TE : XE → XE , called the Vershik map (or the lexicographic map), associated
with (V,E,≤).
We let TE(xmax) = xmin. If x = (e1, e2, . . .) 6= xmax, let k be the least integer
such that ek is not a maximal edge. Let fk be the successor of ek (relative to the
order≤ so that r(ek) = r(fk)). Define TE(x) = y = (f1, . . . , fk−1, fk, ek+1, ek+2, . . .),
where (f1, . . . , fk−1) is the minimal edge in E1,k−1 with range equal to s(fk).
Thus, the image by TE of a point x 6= xmax is its successor in the lexicograpic
order.
The map TE is clealy continuous. It is moreover one-to-one (Exercise 6.8).
We call the resulting pair (XE , TE) a Bratteli-Vershik dynamical system. Since
XE is a Cantor space, it is a Cantor dynamical system.
Proposition 6.2.2 Let (V,E,≤) be a properly ordered Bratteli diagram. The
system (XE , VE) is a minimal Cantor dynamical system.
The proof is left as an exercise (Exercise 6.9).
In the sequel BV will refer to Bratteli-Vershik.
Example 6.2.3 Consider the Bratteli diagram (V,E) of Figure 6.1.7 on the left.
The system (XE , TE) is isomorphic to the odometer (Z2, T ) where T (x) = x+1.
Indeed, as well-known, the addition of 1 in base 2 consists, on the representation
in base 2 of numbers with a fixed number of digits, in taking the next sequence
in the lexicographic order. Since the representation in base 2 of 2-adic numbers
is written with the least significant digit on the left, addition of 1 corresponds to
the next element in the reverse lexicographic order for right infinite sequences
(see Figure 6.2.1 below).
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0 0 0 0 0 · · ·
1 0 0 0 0 · · ·
0 1 0 0 0 · · ·
1 1 0 0 0 · · ·
0 0 1 0 0 · · ·
1 0 1 0 0 · · ·
0 1 1 0 0 · · ·
1 1 1 0 0 · · ·
Figure 6.2.1: The addition of 1 in base 2.
6.3 The Bratteli-Vershik model theorem
Let (X,T ) be a minimal Cantor dynamical system. The properly ordered Brat-
teli diagram (V,E,≤) is a BV-representation of (X,T ) if (XE , TE) is isomorphic
to (X,T ). We will show, as a main result of this chapter, that every Cantor
minimal system has a BV-representation.
6.3.1 From partitions in towers to Bratteli diagrams
We will first show how to associate to any nested sequence of partitions of a
system (X,T ) an ordered Bratteli diagram.
Let
P(n) = {T jBi(n) | 0 ≤ j < hi(n), 1 ≤ i ≤ t(n)}
be a nested sequence of KR-partitions of (X,T ). We may suppose that P(0) =
{X}. Hence t(0) = 1, h1(0) = 1 and B1(0) = X .
Let V (n) = {(n, 1), . . . , (n, t(n))}, for n ≥ 0. Thus the set of vertices is, at
each level n, the set of towers of the partition P(n).
The set of edges records the inclusions of the elements ofP(n) in the elements
of P(n− 1). Specifically, let E(n) be the set of quadruples (n, t′, t, j) satisfying
T jBt(n) ⊆ Bt′(n− 1) (6.3.1)
for 1 ≤ t′ ≤ t(n− 1), 1 ≤ t ≤ t(n), 0 ≤ j ≤ ht(n) − 1 and n ≥ 1. Note that, in
particular,
1. the index j is such that T jBt(n) is contained in the basis B(n − 1) of
P(n− 1),
2. the index j is the return time of every element of Bt(n) to B(n− 1).
3. not all indices j with 0 ≤ j ≤ ht(n)− 1 appear in these quadruples.
The range and source maps are given by
s(n, t′, t, j) = (n− 1, t′) and r(n, t′, t, j) = (n, t) . (6.3.2)
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Two edges e1 = (n1, t
′
1, t1, j1) and e2 = (n2, t
′
2, t2, j2) are comparable when-
ever n1 = n2 and t1 = t2. In this case we define e1 ≥ e2 if j1 ≥ j2. It is
straightforward to verify that (V,E,≤) is an ordered Bratteli diagram.
It is useful to remark, from (6.3.2), that ((n, t′n, tn, jn))n is an infinite path
of (V,E,≤) if, and only if, tn−1 = t′n for all n ≥ 1. Hence the paths of the
Bratteli diagram have the form ((n, tn−1, tn, jn))n with 1 ≤ tn−1 ≤ t(n − 1),
1 ≤ tn ≤ t(n), 0 ≤ jn ≤ htn(n) and
T jnBtn(n) ⊂ Btn−1(n− 1) (6.3.3)
Note that (6.3.3) implies (by Exercise 5.1) that
0 ≤ jn ≤ htn(n)− htn−1(n− 1).
Note also that (n, tn−1, tn, jn) is a minimal edge if and only if jn = 0 and is
maximal if and only if
jn = htn(n)− htn−1(n− 1). (6.3.4)
Additionnally, if (n, tn−1, tn, jn) is not a maximal edge, its successor is an edge
(n, t′n−1, tn, j
′
n) with
j′n = jn + htn−1(n− 1) (6.3.5)
since j′n is the least integer such that T
j′n−jnBtn(n) ⊂ B(n− 1).
A B
A
A
B
A
A
A
B
A
A
Figure 6.3.1: The partition P(1) consists of two towers called A and B. The
dynamics T acts vertically except for the last levels where it goes back to the
base. The elements of the partition P(2) can be seen as the piling up of vertical
pieces of the towers A and B.
For example suppose that P(n) is a refining sequence of KR-partitions such
that (see Figure 6.3.1)
1. P(1) = {B1(1), TB1(1), B2(1), TB2(1), T 2B2(1)} and
2. P(2) =
{
T jBi(2) | 0 ≤ j < hi(2), 1 ≤ i ≤ t(2)
}
with
(a) t(2) = 3, h1(2) = 9, h2(2) = 4, h3(2) = 7,
(b) B1(2) ⊆ B1(1), T 2B1(2) ⊆ B1(1), T 4B1(2) ⊆ B2(1), T 7B1(2) ⊆
B1(1),
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(c) B2(2) ⊆ B1(1), T 2B2(2) ⊆ B1(1),
(d) B3(2) ⊆ B2(1), T 3B3(2) ⊆ B1(1), T 5B3(2) ⊆ B1(1).
The corresponding Bratteli diagram is represented in Figure 6.3.2 (with the
value of j indicated on the edge).
V (0)
E(1)
V (1)
E(2)
V (2)
0
1 1 20
0 2
7
3
5
4 0
Figure 6.3.2: Diagrammatic representation of P(0), P(1) and P(2).
The next two lemmas describe properties of the Bratteli diagram associated
with the nested sequence of partitions P(n).
Lemma 6.3.1 For every infinite path (en) with en = (n, tn−1, tn, jn) in (V,E,≤
), the following assertions hold.
(i) We have 0 ≤∑ni=1 ji ≤ htn(n)− 1 for every n ≥ 1.
(ii) For 1 ≤ m ≤ n, the waiting time for an element of Btn(n) to access
Btm(m) is
∑n
i=m ji.
(iii) The sequence
Cn = T
∑
n
i=1 jiBtn(n) (6.3.6)
is decreasing, that is
C1 ⊃ C2 ⊃ . . . ⊃ Cn ⊃ . . .
and the map φ : (en)→ ∩n≥1Cn sends distinct paths to disjoint sets.
(iv) If the sequence P(n) generates the topology of X, then Card(∩n≥1Cn) = 1.
Proof. (i) Let us prove the first assertion by induction on n. It is true for n = 1
since j1 ≤ ht1(1)− 1. Next, for n ≥ 2, since T jnBtn(n) ⊂ Btn−1(n− 1), we have
jn ≤ htn(n) − htn−1(n − 1) (see Exercise 5.1). Since, by induction hypothesis,
we have jn−1 + . . .+ j1 ≤ htn−1(n− 1) we conclude that jn + · · ·+ j1 ≤ htn(n).
(ii) The statement is true for n = m. Next, we argue by induction on n−m.
Since jn+1 is the return time from Btn+1(n+1) to Btn(n) and since, by induction
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hypothesis
∑n
i=m ji is the return time fromBtn(n) to Btm(m), the conclusion
follows.
(iii) By (6.3.3), we have for every n ≥ 1
Cn+1 = T
∑n+1
i=1 jiBtn+1(n+ 1) = T
∑
n
i=1 jiT jn+1Btn+1(n+ 1)
⊂ T
∑
n
i=1 jiBtn(n) = Cn.
Since (Cn)n≥1 is a decreasing sequence of closed sets and since X is compact,
its intersection is nonempty. Since 0 ≤ ∑ni=1 ji ≤ htn(n) − 1 for every n ≥ 1,
Cn is an element of the partition P(n). Let (en) and (e
′
n) be distinct paths and
let Cn, C
′
n be the associated sequences. We have ek 6= e′k for some k ≥ 1. Since
Cm and C
′
m are distinct elements of the partition P(m), they are disjoint. Thus
φ(en) ∩ φ(e′n) = ∅.
(iv) If the sequence of partitions generates the topology, the intersection of
all Cn is reduced to one point.
Lemma 6.3.2 If the intersection of the bases of the partitions P(n) has only
one element, the Bratteli diagram (V,E,≤) is properly ordered.
Proof. First, the diagram (V,E) is simple. Indeed, it is enough to prove that
there is an n ≥ 1 such that there is a path from every vertex at level n to every
vertex at level 1. For this, it enough to take n such that all the ht(n) are larger
than the maximum of the waiting times to access an element of the partition
B(1).
Let us show now that XminE consists of a single path. Let (en) with en =
(n, tn−1, tn, jn) be an infinite path of XminE . The edges comparable to en are
the edges of the form (n, t, tn, j) for some t and exactly one of them is of the
form (n, t, tn, 0). It is clearly a minimal edge. Hence jn = 0 for all n. But, by
Lemma 6.3.1
φ(en) = ∩nT 0Btn(n) ⊆ ∩nB(n)
which consists of a single point by hypothesis. Since φ sends distinct paths to
disjoint sets, the path (en) is the unique path of X
min
E .
Similarly, if (en) ∈ XmaxE , then jn = htn(n)− htn−1(n−1) by (6.3.4). Then
φ(en) = ∩nT htn(n)Btn(n) ⊂ ∩nB(n− 1)
which is reduced to one point, whence the conclusion again.
6.3.2 The BV-representation theorem
We can now state and prove the BV-representation theorem.
Theorem 6.3.3 (Herman, Putnam, Skau) For every minimal Cantor sys-
tem (X,T ), there exists a properly ordered Bratteli diagram (V,E,≤) such that
(X,T ) is isomorphic to (XE , TE).
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More precisely, for every refining sequence (P(n)) of KR-partitions of (X,T ),
the Bratteli diagram (V,E,≤) associated with P(n) is such that (X,T ) is iso-
morphic to (XE , TE).
Proof. By Theorem 5.1.7, there exists a be refining sequence of partitions (P(n))
of (X,T ). By Lemma 6.3.2, the ordered Bratteli diagram (V,E,≤) associated to
(P(n)) is properly ordered. This allows to consider the Cantor system (XE , TE).
It is minimal by Proposition 6.2.2.
Consider the map φ : XE → X defined by
φ((n, tn−1, tn, jn)n) = x where {x} = ∩n≥1Cn (6.3.7)
with Cn = T
∑
n
i=1 jiBtn(n). It is well defined (Lemma 6.3.1) and is a homeo-
morphism (see Exercise 6.11). Note that (P(n))n being a decreasing sequence
of partitions, we also have {x} = ∩n≥NCn for all N .
There remains to show that it commutes with the dynamics. Let e =
(en)n be an infinite path of XE with en = (n, tn−1, tn, jn). Suppose first
that e is not the maximal path. Then there exists n0 such that TE(e) =
e′1 · · · e′n0−1e′n0en0+1en0+2 · · · where e′n = (n, t′n−1, t′n, j′n), with j′n = 0, 1 ≤
n ≤ n0 − 1 and e′n0 = (n0, t′n0−1, tn0 , j′n0) is the successor of en0 . Note that, for
1 ≤ n ≤ n0−1, the edges en being maximal we have jn = htn(n)−htn−1(n−1).
Since (e′n0) is the successor of en0 , we have by (6.3.5), j
′
n0 = jn0+htn0−1(n0−
1). Hence∑
1≤n≤n0
jn = jn0 +
∑
1≤n≤n0
htn(n)− htn−1(n− 1) = jn0 + htn0−1(n0 − 1)− 1 .
while ∑
1≤n≤n0
j′n = jn0 + htn0−1(n0 − 1)
=
∑
1≤n≤n0
jn + 1.
Set C′n = ∩nT
∑n
i=1 j
′
iBt′n(n). Then φ ◦ TE(e) = φ(e′) = ∩nC′n. Since∑n0
i=1 j
′
i =
∑n0
i=1 ji + 1 and j
′
n = jn for n > n0, we have C
′
n = TCn for n ≥ n0.
This shows that φ ◦ TE(e) = Tφ(e) and thus the conclusion.
Suppose now that e is the maximal path. Let xmin be the minimal path of
(V,E,≤). Then we have to prove that φ(xmin) = T (φ(e)). But since P(0) =
{X}, we have ht0(0) = 1 and consequently
T (φ(e)) =T
⋂
n≥1
T
∑
n
i=1 hti (i)−hti−1 (i−1)Btn(n)

=
⋂
n≥1
T htn(n)Btn(n) ⊆
⋂
n≥1
⋃
1≤i≤t(n)
Bi(n) = {φ(xmin)} .
184 CHAPTER 6. BRATTELI DIAGRAMS
For every minimal invertible Cantor system (X,T ), the Bratteli diagram
G = (V,E) build from a refining sequence of KR-partitions is such that (XE , TE)
is, by Theorem 6.3.3, conjugate to (X,T ). Now the system (XE , TE) itself has a
natural sequence of KR-partitions (P(n)), namely the partitions [e1, . . . , en] for
(e1, . . . , en) ∈ E1,n. The basis of the partition P(n) is the union of the cylinders
corresponding to minimal paths and can be identified with V (n). The height of
the tower B(n,t) with 1 ≤ t ≤ t(n) is
ht(n) = (M(n) · · ·M(1))t.
This sequence of partitions is a refining sequence. It is easy to verify that
the Bratteli diagram associated to this sequence is the original diagram (V,E)
(Exercise 6.12).
6.3.3 Dimension groups and BV-representation
We have showed in Proposition 5.3.1 that for any minimal invertible Cantor
system (X,T ), the dimension group K0(X,T ) is a direct limit of groups G(n)
associated with a sequence (P(n)) of KR-partitions. We will now see how this
group is defined directly in terms of a BV representation of (X,T ).
Theorem 6.3.4 Let (V,E) be a properly ordered Bratteli diagram The group
K0(XE , TE) is the dimension group D(V,E) of the diagram (V,E).
Proof. Consider the partition P(n) = {[e1, . . . , en]} of XE in cylinder sets for
every path (e1, e2, . . . , en) of length n starting from V (0) in (V,E). The basis of
the partition P(n) is the union of the cylinders corresponding to minimal paths
and can identified with V (n). By Proposition 5.3.1, the group K0(XE , TE) is
the direct limit of the groups (G(n), G+(n),1n) where G(n) can be identified
with Zt(n) and with the morphisms I(n, n− 1) defined (by Equation (5.2.1)) by
the matrices
M(n, n− 1)tn,tn−1 = Card{j | 0 ≤ j ≤ htn(n), T jEBtn(n) ⊂ Btn−1(n− 1)}.
Thus, by (6.3.3), we have also
M(n, n− 1)tn,tn−1 = Card{e ∈ E(n) | r(e) = tn, s(e) = tn−1}
= M(n)tn,tn−1 .
Thus the matrix of the maps I(n, n+1) is precisely the adjacency matrix M(n)
of (V,E). This completes the proof.
Example 6.3.5 Let (V,E) be the properly ordered Bratteli diagram repre-
sented in Figure 6.3.3. The adjacency matrix at each level is
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0 1 02 1
0 1 02 1
0 1 02 1
Figure 6.3.3: A properly ordered Bratteli diagram.
M =
[
2 1
1 1
]
=
[
1 1
1 0
]2
.
Thus the dimension group K0(XE , TE) is Z + λZ with λ = (1 +
√
5)/2 (see
Example 3.3.6).
6.4 Kakutani equivalence
The minimal Cantor dynamical systems (X,T ) and (Y, S) are Kakutani equiva-
lent if they have (up to isomorphism) a common induced system, that is, there
exist nonempty clopen sets U ⊆ X and V ⊆ Y such that the induced systems
(XU , TU ) and (YV , SV ) are isomorphic (see Exercise 6.14 for a proof that it is
really an equivalence relation).
Two systems which are conjugate are Kakutani equivalent but the converse
is false. For example, The system with two points is Kakutani equivalent with
the system with one point but they are not conjugate.
Let us relate Kakutani equivalence to Bratteli diagrams. If (V,E,≤) is
a properly ordered Bratteli diagram we may change it into a new properly
ordered Bratteli diagram (V ′, E′,≤′) by making a finite change, that is, by
adding and/or removing any finite number of edges (vertices), and then making
arbitrary choices of linear orderings of the edges meeting at the same vertex (for
a finite number of vertices). So (V,E,≤) and (V ′, E′,≤′) are cofinally identical,
that is, they only differ on finite initial portions. (Observe that this defines an
equivalence relation on the family of properly ordered Bratteli diagrams.) We
have the following nice characterisation of the Kakutani equivalence.
Theorem 6.4.1 (Giordano, Putnam, Skau) Let (XE , TE) be the dynamical
system associated with the properly ordered Bratteli diagram (V,E,≤). Then the
minimal Cantor dynamical system (X,T ) is Kakutani equivalent to (XE , TE) if
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and only if (X,T ) is isomorphic to (XE′ , TE′), where (V
′, E′,≤′) is obtained
from (V,E,≤) by a finite change as described above.
An interesting particular case of this result is the following. Let U be a
clopen set of (XE , TE). It is a finite union of cylinder sets. We can suppose that
they all have the same length, that is, for some n, U = ∪p∈P [p] where P is a set
of paths from level n to level 0. To obtain a BV-representation of the induced
system on U it suffices to take the properly ordered Bratteli diagram (V ′, E′,≤′)
which consists of all the paths starting with an element of P endowed with the
induced ordering. It is not to much work to prove that the induced system on
U is isomorphic to (XE′ , TE′).
Conversely, we will have several occasions to use the following statement
which describes the construction of a BV-representation for a system from one
of an induced system.
Proposition 6.4.2 Let (X,T ) be a minimal Cantor system and let (U, TU ) be
the induced system on a clopen set U ⊂ X. Let (XE , TE) be a BV-representation
of (U, TU ) corresponding to a Bratteli diagram (V,E) such that for every vertex
v ∈ V (1) the return time to U is constant and equal to f(v) for every element
of [v]. Then X has a BV-representation (XE′ , TE′) obtained from (XE , TE) by
replacing each edge from 0 to v ∈ V (1) by f(v) edges.
Proof. The system (XE′ , TE′) is isomorphic to the primitive of (XE , TE) rela-
tive to the function x 7→ f(v) when x ∈ [v]. Thus (X,T ) and (XE′ , TE′) are
isomorphic.
We illustrate Proposition 6.4.2 with the following simple example.
Example 6.4.3 Let X be the set of integers of the form x+3y where x = 0, 1, 2
and y ∈ Z2 and U be the set of those for which x = 0. The systems (X,T )
with T being the addition of 1 and the system induced on U have the BV-
representations shown in Figure 6.4.1. The diagram on the right is (up to the
first level) the usual BV-representation of Z2. The diagram on the left is the
same except for the first level made of 3 edges in agreement with Proposi-
tion 6.4.2.
6.5 The Strong Orbit Equivalence Theorem
We say that two dynamical systems (X,T ) and (Y, S) are orbit equivalent when-
ever there exists a homeomorphism φ : X → Y sending orbits to orbits
φ ({T nx | n ∈ Z}) = {Snφ(x) | n ∈ Z} ,
for all x ∈ X . This induces the existence of maps α : X → Z and β : X → Z
satisfying for all x ∈ X
φ ◦ T (x) = Sα(x) ◦ φ(x) and φ ◦ T β(x)(x) = S ◦ φ(x) .
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...
...
Figure 6.4.1: The BV-representation of a system and of its derivative.
These maps are called the orbit cocycles associated to φ.
When α and β have at most one point of discontinuity, we say that (X,T )
and (Y, S) are strongly orbit equivalent (SOE). It is natural to consider such a
definition because one can show that if α is continuous then (X,T ) is conjugate
to (Y, S) or to (Y, S−1) (Exercise 6.16).
The following result characterises strong orbit equivalence by means of Brat-
teli diagrams and dimension groups.
Recall from Chapter 5 that two Bratteli diagams (V,E) and (V ′, E′) are
equivalent if they have a common intertwinning that is, a Bratteli diagram
(W,F ) such that telescoping to odd levels gives a telescoping of (V,E) and
telescoping to even levels gives a telescoping of (V ′, E′).
Theorem 6.5.1 (Giordano,Putnam,Skau) Let (X,T ) and (X ′, T ′) be two
minimal Cantor dynamical systems. The following are equivalent:
1. There exist two BV-representations, (V,E,≤) of (X,T ) and (V ′, E′,≤′)
of (X ′, T ′), which have a common intertwinning.
2. There exist two BV-representations, (V,E,≤) of (X,T ) and (V ′, E′,≤′) of
(X ′, T ′), and a homeomorphism ψ : XE → XE′ such that ψ(x)(n) depends
only on x(1) . . . x(n) and ψ (xu) = x
′
u, u ∈ {min,max}, and having the
property that if x and y are cofinal from level n, then ψ(x) and ψ(y) are
cofinal from level n+ 1.
3. (X,T ) and (X ′, T ′) are strong orbit equivalent.
4. The dimension groups K0(X,T ) and K0(X ′, T ′) are isomorphic as unital
ordered groups.
Proof. Let us show that 1 implies 2. Let (W,F ) be a common intertwinning of
(V,E) and V ′, E′). Moreover, from Theorem 6.3.3, we can also suppose that all
incidence matrices have entries greater than two. This means that every pair of
vertices in consecutive levels has at least two connecting edges.
Let xmin and xmax be the minimal and maximal paths of (V,E,≤), and let
x′min and x
′
max be those for (V
′, E′,≤′). There are unique paths x˜min and x˜′min
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in (W,F ) that contract respectively to xmin and x
′
min. Choose a path zmin in
(W,F ) passing through the same vertices as x˜min does at odd levels and through
the same vertices as x˜′min at even levels. We similarly construct a path zmax by
taking care that it does not share any common edge with zmin. This is possible
because the incidence matrices have entries larger than two.
Let us define two homeomorphisms φ : XF → XE and φ′ : XF → XE′ . In
constructing zmin, for each even n, we matched a pair of edges in Fn ◦Fn+1 with
an edge in En/2, namely
(zmin(n), zmin(n+ 1))→ xmin(n/2) ,
and we match a pair in Fn+1 ◦ Fn+2 with an edge in E′(n+2)/2, namely
(zmin(n+ 1), zmin(n+ 2))→ x′min((n+ 2)/2) .
In the same way (zmax(n), zmax(n + 1)) is matched with xmax(n/2) and
(zmax(n + 1), zmax(n + 2)) with x
′
max((n + 2)/2). Now, for all even n, we ex-
tend these matchings in an arbitrary way to bijections respecting the range and
source maps from F (n) ◦ F (n+ 1) to E(n/2) and from F (n+ 1) ◦ F (n+ 2) to
E′((n+ 2)/2). This defines two homeomorphisms
φ : XF → XE and φ′ : XF → XE′ .
The homeomorphism ψ = φ′ ◦ φ−1 has the desired properties.
Let us show that 2 implies 3. We will show that (XE , TE) and (XE′ , TE′)
are SOE. In a minimal BV-representation, two points belong to the same orbit
if and only if they are cofinal, except when it is the orbit of the minimal path.
This implies that ψ maps orbits to orbits with the possible exception of the orbit
of the minimal paths. But since ψ (xu) = x
′
u, u ∈ {min,max}, this is also true
for the orbit of the minimal paths. Consequently, there are maps α : XE → Z
and β : XE → Z uniquely defined by the relations
ψ ◦ TE(x) = Tα(x)E′ ◦ ψ(x) and ψ ◦ T β(x)E (x) = TE′ ◦ ψ(x)
for all x ∈ XE . It remains to prove that α and β are continuous with the
possible exception of xmax and x
′
max. We do it for α. It is similar for β.
Let x = (xn)n ∈ XE\{xmax} and k = α(x). Let n0 be such that (x1, . . . , xn0)
has a non-maximal edge and the minimum number of paths from any vertex in
Vn0−1 to V0 is greater than k.
Let y belonging to the cylinder [x1, . . . , xn0+1]. It suffices to show that
α(y) = k. The paths TE(x) and TE(y) start with the same n0 + 1 first edges.
Thus, from the property of ψ, ψ ◦ TE(x) and ψ ◦ TE(y) start with the same
n0 + 1 first edges f1, f2, . . ., fn0+1:
ψ ◦ TE(x) = (f1, f2, . . . , fn0+1, x′n0+2, . . .) and
ψ ◦ TE(y) = (f1, f2, . . . , fn0+1, y′n0+2, . . .) .
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For the same reason, and because x and TE(x), and, y and TE(y) are cofinal
from n0 + 1, ψ(x) and ψ(y) start with the same edges g1, g2, . . ., gn0+1 and
ψ(x) = (g1, g2, . . . , gn0+1, x
′
n0+2, . . .) and
ψ(y) = (g1, g2, . . . , gn0+1, y
′
n0+2, . . .) .
But since there are at least k paths from any vertex in Vn0−1 to V0, we deduce
that T kE([g1, g2, . . . , gn0+1]) = [f1, f2, . . . , fn0+1] because ψ ◦TE(x) = T kE′ ◦ψ(x).
Therefore ψ ◦ TE(y) = T kE′ ◦ ψ(y) and α(y) = k.
Let us show that 3 implies 4. Let ψ : (X,T ) → (X ′, T ′) be a SOE map.
Remark that (X ′, T ′) is isomorphic to (X,ψ−1 ◦ T ′ ◦ψ). Hence we can suppose
X ′ = X and set S = ψ ◦ T ′ ◦ ψ Then we have
T (x) = Sα(x)(x) and S(x) = T β(x)(x)
where α and β are continuous everywhere with y as a possible exception.
Let A be a clopen set not containing y. Since α is continuous on A, the
set α(A) is compact and consequently finite: there exist n1, . . ., nk such that
A = ∪1≤i≤kA∩α−1({ni}). Recall that the indicator function (or characteristic
function) of the set A is denoted by χA. Hence
TA =
⋃
1≤i≤k
Sni(A ∩ α−1({ni}))
and thus, taking the characteristic function of each side,
χA ◦ T−1 =
∑
1≤i≤k
χA∩α−1({ni}) ◦ S−ni .
But since f − f ◦ S−n = (∑1≤i≤n f ◦ S−i) ◦ S − (∑1≤i≤n f ◦ S−i), we deduce
that χA ◦ T−1 − χA belongs to ∂S(C(X,Z)).
Now suppose that A contains y. Remark that χA ◦ T−1 − χA = χX\A −
χX\A ◦T−1. But since y is not contained in X \A we deduce from the previous
case that χA ◦ T−1 − χA belongs to ∂S(C(X,Z)). Since T is invertible we
proved that for all clopen set E, χE ◦ T − χE belongs to ∂S(C(X,Z)) and
consequently that ∂T (C(X,Z)) ⊆ ∂S(C(X,Z)). Proceeding similarly with the
equality S(x) = T β(x)(x) we obtain ∂T (C(X,Z)) = ∂S(C(X,Z)).
This shows that H(X,T,Z) = H(X,S,Z) and thus K0(X,T ) = K0(X,S).
Finally the implication 4 implies 1 results of Theorem 6.1.5.
We give below an example of strongly orbit equivalent minimal Cantor sys-
tems which are not conjugate.
Example 6.5.2 Consider the primitive substitution σ : a 7→ ab, b 7→ a2b2. As
we shall see in Chapter 7, the shift X(σ) is conjugate to (XE , TE) where (V,E)
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1 1
22 3 4
Figure 6.5.1: Three Bratteli diagrams.
is the Bratteli diagram represented in Figure 6.5.1 on the right (the morphism
σ is read on (V,E)). The incidence matrix of the diagram is
M =
[
1 1
2 2
]
which has eigenvalues 0, 3. We claim that the dimension group is isomorphic to
Z[1/3] with the usual ordering but with order unit 2, that is, the group 12Z[1/3].
Indeed, in the basis
u =
[
1
2
]
, v =
[
1
−1
]
we have [
1
1
]
=
2
3
u+
1
3
v
Since multplication by 3 is an automorphism, this proves the claim. Thus X(σ)
has the same dimension group as the odometer in base pn = 2.3
n−1. Indeed,
the dimension group of this odometer is, by Proposition 7.1.2 the subgroup of
Q formed of the p/q with q dividing some 2.3n, which is 12Z[1/3].
The shift X(σ) and the odometer in base 2.3n−1 are thus strong orbit equiv-
alent by Theorem 6.5.1. The BV-representation of this odometer is represented
in Figure 6.5.1 on the left. An intertwinning of the Bratteli diagrams is repre-
sented in the middle.
Concerning orbit equivalence, we have the following additional result that
we quote without proof. Recall from Chapter 3 that we denote by Inf(G) the
infinitesimal subgroup of a unital ordered group G.
Theorem 6.5.3 Let (X,T ) and (X ′, T ′) be two Cantor minimal systems and
let G = K0(X,T ), G′ = K0(X ′, T ′) be their dimension groups. The following
condions are equivalent.
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(i) The systems (X,T ) and (X ′, T ′) are orbit equivalent.
(ii) The groups G/ Inf(G) and G′/ Inf(G′) are isomorphic.
We give below an example of orbit equivalent shifts which are not strongly orbit
equivalent.
Example 6.5.4 Let σ be the primitive and proper substitution a → aab, b →
abb. The corresponding substitution shift is a Toeplitz shift (in the same way
as in Example 2.6.1]. A BV-representation of X(σ) is given in Figure 6.5.2 on
the right. The incidence matrix of this Bratteli diagram is
Figure 6.5.2: Bratteli diagrams of orbit equivalent systems.
M =
[
2 1
1 2
]
It has eigenvalues −1, 3. The dimension group is G = Z[1/3] × Z with G+ =
Z+[1/3]×Z and 1G = (1, 1). Thus (see Example 3.2.10), the quotient G/ Inf(G)
is isomorphic to Z[1/3]. By Theorem 6.5.3 the shift X(σ) is orbit equivalent to
the odometer Z3 whose BV-representation is shown on the left.
6.6 Equivalences on Cantor spaces
We sytematically consider in this section pairs (X,R) of a topological space X
and a relation R on X . After all, the orbit equivalence suggests the idea of
studying this notion for its own sake. We will show that this can be successfully
realized.
We have in mind two basic examples.
The first one is is the cofinality equivalence RE on the space XE of paths in
Bratteli diagram (V,E). Recall that
RE = {(x, y) ∈ XE ×XE | for some N ≥ 1, xn = yn for all n ≥ N}.
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Note that XE is actually a one-sided shift space and that RE is contained in
the orbit equivalence on this shift.
The second one is the orbit equivalence
RT = {(x, y) ∈ X ×X | T nx = y for some n ∈ Z}
when (X,T ) is a topological dynamical system.
Let us give a first example of how one may study pairs (X,R) of an equiva-
lence R on a space X on their own.
A relation R on a space X is minimal if for every x ∈ X , the equivalence
class of x is dense in X .
A set Y ⊂ X is invariant, or R-invariant if it is saturated by R, that is, Y
is a union of classes of R.
We have then the following statement.
Proposition 6.6.1 If R is minimal, the only closed R-invariant sets in X are
X and ∅.
Proof. Assume that Y is a closed nonempty R-invariant subset of X . Then Y
is dense in X and thus Y = X .
We will see below that the converse is also true under an additional condition.
The orbit equivalence RT of a dynamical system (X,T ) is obviously minimal
if and only if the system is minimal.
More, interestingly, the cofinality equivalence RE on a Bratteli diagram is
minimal if and only if the diagram is simple.
Indeed, let (V,E) be a simple Bratteli diagram and let x, y ∈ XE . For every
n ≥ 1 there is anm ≥ n such that there is a path (zn+1, . . . , zm−1) from r(yn) to
s(xm). Let z
(n) = (y0, . . . , yn, zn+1 . . . , zm−1, xm, xm+1, . . .). Then x and z(n)
are cofinal and lim z(n) = y. This shows that the class of x is dense in XE .
Conversely, assume that (V,E) is not simple. Then we can find a proper
subset W of V which contains all its sucessors and such that if a vertex has all
its successors in W , then it is in W (such sets will appear again in Chapter 10
under the name of directed and hereditary sets). Let Y be the set of infinite
paths y in XE which pass by a vertex w in W . By definition, the set Y contains
all paths which coincide with y until w. Thus Y is open. Its complement is a
closed set Z. The set Z is also invariant because if z ∈ Z is cofinal to t, then
t cannot pass by a vertex in W and thus t is in Z. Finally, the definition of
W implies that the set Z is nonempty and strictly included in XE . This shows
that RE is not minimal.
6.6.1 Local actions and e´tale equivalences
Let X,Y be topological spaces. If U ⊂ X and V ⊂ Y are clopen sets, a
homeomorphism γ : U → V is called a partial homeomorphism.
We denote s(γ) = U the source of γ and by r(γ) = V the range of γ.
6.6. EQUIVALENCES ON CANTOR SPACES 193
If γ1 : U1 → V1 and γ2 : U2 → V2 are such partial homeomorphisms, we
denote γ1 ∩ γ2 the map equal to γ1 on the set where the two functions agree.
Thus for the intersection to be a partial homeomorphism, we require this set to
be open.
A function f : X → Y is a local homeomorphism if for every x ∈ X , there is
an clopen set U ⊂ X containing x such that f(U) ⊂ Y is open and that f |U is
a partial homeomorphism.
For a relation ρ on X , we may consider its inverse which is the set of pairs
(y, x) for (x, y) ∈ ρ. The composition σ ◦ ρ of two relations σ, ρ on X is defined
as usual by
σ ◦ ρ = {(x, y) ∈ X ×X | (x, z) ∈ σ and (z, y) ∈ ρ for some z ∈ X}.
Finally the intersection is well defined since a relation on X is just a subset of
X ×X .
We will find convenient to consider a map γ : X → X as a relation on X ,
via the identification of γ and its graph {(x, γ(x)) | x ∈ X}. When γ : U → V is
a partial homeomorphism, its inverse (considered as a function or as a relation)
γ−1 : V → U is again a partial homeomorphism. When γ′ : U ′ → V ′ is another
partial homeomorphism, the composition γ ◦ γ′ always exists, even without
the requirement that U ′ = V as usual for maps (note that the notation of
composition for relations reverses the order of the factors). If U ′ ∩ V is empty,
then γ ◦ γ′ is empty.
We denote by s, r the two canonical projections from X×X onto X defined
by s(x, y) = x and r(x, y) = y. This is consistent with the notation s(γ) = U
and r(γ) = V for a partial homeomorphism γ : U → V . For an open set U , we
denote idU the identity map on U , that is, idU = {(x, x) | x ∈ U}.
A collection Γ of partial homeomorphisms of X is a local action if
(i) The collection of sets U ⊂ X such that idU ∈ Γ forms a base of the
topology.
(ii) The family Γ is closed under taking inverses, composition and intersection.
Note that for γ1, γ2 ∈ Γ the intersection γ1 ∩ γ2 is the map which is equal to
γ1 (and γ2) on the set of points x where γ1(x) = γ2(x). Thus the condition
γ1 ∩ γ2 ∈ Γ implies that if γ1 and γ2 agree on some point x, they agree on a
neighborhood of x.
Regarding a local action Γ as a set of binary relations on X , we can consider
the union ∪Γ of all its elements. Thus (x, y) ∈ ∪Γ if and only if y = γ(x) for
some γ ∈ Γ.
Proposition 6.6.2 If Γ is a local action, then
1. ∪Γ is an equivalence relation.
2. Γ is a basis for a topology on ∪Γ.
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3. With this topology, the source and range maps s, r : ∪Γ → X are local
homeomorphisms.
Proof. 1. For every x ∈ X , there is by condition (i) a set U ⊂ X containing
x such that idU ∈ Γ. Thus ∪Γ is reflexive. Since Γ is closed by inverse, ∪Γ is
symmetric. Finally, since Γ is closed by composition, the relation ∪Γ is transitive
(note that we did not use the closure by intersection).
2. This results from the fact that the elements of Γ cover ∪Γ and that Γ is
closed under intersection.
3. For γ ∈ Γ, denote sγ = s|γ . Then sγ : (x, γ(x)) 7→ x is a bijection from γ
to s(γ). We claim that sγ is a homeomorphism from γ (as a subset of R with
the topology from Γ) to s(γ) (as a subset of X with usual topology).
To show that sγ is continuous, consider a clopen set U ⊂ X such that
id |U ∈ Γ. The set
s−1γ (U ∩ s(γ)) = idU ◦γ
is in Γ since Γ is closed by composition. Thus it is an open set for the topology
of ∪Γ. Since such sets U generate the topology of X by definition of a local
action, we conclude that sγ is continuous.
To show that s−1γ is continuous, consider γ
′ ∈ Γ. We have sγ(γ ∩ γ′) =
s(γ ∩ γ′). Since γ ∩ γ′ ∈ Γ, the set s(γ ∩ γ′) is clopen. Thus, s−1γ is also
continuous. This proves the claim.
The proof concerning r is symmetric.
Let X be a topological space. An equivalence relation R on X with its
topology is e´tale if its topology arises from a local action Γ on X as in Propo-
sition 6.6.2.
Note that the topology on R defined by a local action will in general not be
the topology induced by X on the product X ×X .
The following result shows that the new notion can be used to obtain a result
which is more precise than Proposition 6.6.1.
Proposition 6.6.3 An e´tale equivalence relation R on a Cantor set X is min-
imal if and only if the only closed R-invariant subsets of X are X and ∅.
Proof. We have aready seen that the condition is necessary. To prove the
converse, consider x ∈ X . To show that its class [x]R is dense, consider its
closure [x]R. We will show that it is R-invariant. For this, let (y, z) ∈ R with
y ∈ [x]R. Choose a sequence (yn) in [x]R with limit y. Since R is e´tale, there
is a partial homeomorphism γ ∈ R such that (y, z) ∈ γ. By definition of the
topology on R, all (yn) are in s(γ) for n large enough. For such n, we set
zn = γ(yn). Since γ is continuous, the sequence (zn) converges to z. But each
yn is in [x]R and (yn, zn) is also in R, so that zk is in [x]R. Ths shows that z is
in [x]R and thus that [x]R is R-invariant. By hypothesis, this forces [x]R = X
and thus the class of x is dense, whence the conclusion that R is minimal.
We are now going to show that each of the two examples of relations on a Cantor
space given above are e´tale relations.
6.6. EQUIVALENCES ON CANTOR SPACES 195
6.6.2 The e´tale relation RE
We first consider the cofinality relation RE on Bratteli diagram (V,E). We first
prove the following statement which associates to it a local action. Let (V,E)
be a Bratteli diagram. For n ≥ 1 and p, q ∈ E0,n with r(p) = r(q), let
γ(p, q) = {(x, y) ∈ XE ×XE | x ∈ [p], y ∈ [q], xk = yk(k > n)}.
Then each γ(p, q) is a partial homeomorphism from [p] to [q].
Proposition 6.6.4 The set ΓE of all partial homeomorphisms γ(p, q) is a local
action.
Proof. Since γ(p, p) = id(p], the family ΓE contains all id[p] and thus the family
of U ⊂ XE such that idU is in ΓE is a basis of the topology of X . We have
γ(p, q)−1 = γ(q, p) and thus ΓE is closed under taking inverses. Next γ(p, q) ◦
γ(q, r) = γ(p, r) and thus ΓE is closed under composition. Finally, γ(p, q) ∩
γ(p′, q′) is empty or equal to γ(p, q) if p = p′ and q = q′. Thus ΓE is closed
under intersection.
Theorem 6.6.5 Let (V,E) be a Bratteli diagram. The cofinality equivalence
RE is an e´tale equivalence relation with respect to the topology defined by ΓE.
Proof. Let us show that RE = ∪ΓE . If x, y are cofinal, there is an N ≥ 1 such
that xn = yn for all n ≥ N . Set p = x0x1 · · ·xn−1 and q = y0y1 · · · yn−1. Then
(x, y)inγ(p, q) and thus (x, y) ∈ ΓE . The converse is obvious.
6.6.3 The e´tale relation RT
We will prove that the orbit equivalence RT on a minimal Cantor system is
e´tale. We first prove that one may associate to RT a local action.
Proposition 6.6.6 Let (X,T ) be a minimal Cantor system. Let ΓT be the set
of all partial homeomorphisms of the form T n|U for n ∈ Z and U ⊂ X clopen.
Then ΓT is a local action.
Proof. Since X is a Cantor space, the clopen sets form a basis of the topology.
And for every clopen set U , we have idU = T
0|U and thus idU is in ΓT . Next,
if γ = T n|U , then γ−1 is the restriction of T−n to T nU . Thus ΓT is closed
by taking inverses. It is also closed under composition since for γ = T n|U and
γ′ = T n
′ |U ′ with U ′ = T nU , we have γ′ ◦ γ = T n+n′|U . Finally, since (X,T ) is
minimal T nx = T n
′
x implies n = n′. Thus γ ∩ γ′ is either empty or equal to
γ.
Theorem 6.6.7 Let (X,T ) be a minimal Cantor dynamical system. The equiv-
alence RT on (X,T ) defined by
RT = {(x, T nx) | x ∈ X,n ∈ Z}
is e´tale with respect to the topology defined by the local action ΓT .
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Proof. This follows from the fact that RT = ∪ΓT .
6.7 Entropy and Bratteli diagrams
The topological entropy of a shift space (X,S), denoted by h(X,S), or simply
h(S), is the growth rate of the number pn(X) of finite words of length n occurring
in elements of X , that is
h(X,S) = lim sup
n
log pn(X)
n
.
Thus 0 ≤ h(X,S) ≤ logCard(A) for a shift on the alphabet A. One can show
that the lim sup is actually a limit (see Exercise 6.17).
Entropy is invariant under conjugacy (Exercise 6.18). It is a measure of the
‘size’ of a shift space. For example, an edge shift on a graph with adjacency
matrix M has entropy logλ where λ is the dominant eigenvalue of M (Exer-
cise 6.19). One could expect that minimal shifts have entropy zero. However,
one can show that there are minimal shifts of arbitrary entropy.
We will show that, far from being invariant by strong orbit equivalence,
every minimal Cantor dynamical system is SOE to a minimal Cantor dynamical
system of entropy zero.
To give a convenient way to compute the entropy h(TE) of (XE , TE) we need
some notation.
For n ≥ 1, let P (n) (paths in Bratteli diagrams) be the set of paths from
V (0) to V (n). We define πn on XB by πn((ek)k≥1) = (e1, . . . , en). We will
consider the set An = πn(XB) as an alphabet. We call Sn the shift on A
Z
n. The
set
Xn =
{(
πn
(
V kB (x)
))
k∈Z | x ∈ XB
}
is included in AZn, Sn-invariant and compact. Hence (Xn, Sn) is a subshift.
Lemma 6.7.1 One has
h(XE , TE) = lim
n→+∞
h(Sn) .
Proof.
Hence, we need first to compute h(Sn). To this end we will need the following
subshifts. When W is a set of finite words, we denote by Ω(W ) the subset of all
bi-infinite words formed by concatenation of finite words belonging to W . Let
SW denote the shift map on Ω(W ). It is clear (Ω(W ), SW ) is a subshift.
Lemma 6.7.2 Let W be a set of m finite words of length at least l. Then
h(SW ) ≤ logm
l
.
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Proof. Let k be the greatest length of the finite words in W . Let w be a finite
word of length n occurring in some word of Ω(W ). Then there exist r finite
words m1, . . ., mr of W , a prefix s and suffix p of some finite words in W such
that w = sm1 · · ·mrp. Since r ≤ nl , we deduce that there are at most k2m2+
n
l
finite words of length n in Ln(Ω(W )), which ends the proof.
An ordering on a Bratteli diagram is a consecutive ordering if whenever edges
e, f and g have the same range, e and g have the same source and e ≤ f ≤ g,
then e and f have the same source (see Figure 6.7.1).
v
0
1 4 2
3
Figure 6.7.1: An example of a consecutive ordering viewed from a vertex v ∈
V (n+ 1) to V (n).
Proposition 6.7.3 Let (V,E,≤) be a properly ordered Bratteli diagram where
≤ is a consecutive ordering. Suppose that
lim
n→+∞
log(η(n+ 1)Card(V (n)))
η(n+ 1)
= 0 ,
where η(n), n ≥ 1, is the minimum number of edges from a vertex at level n− 1
to a vertex at level n. Then, h(TE) = 0.
Proof. Let An and Xn be defined as above when we described h(VB). Let u
be a vertex at level n, and let p1, . . . , ps be the paths from level 0 to u, listed
in increasing order. We set W (u) = p1 · · · ps. We can consider that it belongs
to Asn. Now, assume that v is a vertex at level n + 1, that a1, . . . , at are the
edges from u to v, listed in increasing order, and that y is an infinite path in
the Bratteli diagram such that y1 · · · yn+1 = p1a1. Then,(
πn
(
V kB (y)
))
0≤k≤st−1 =W (u)
t .
Note that t is greater than η(n + 1). Therefore, Xn is included in Ω(W)
where
W = {W (u)t | u ∈ V (n), η(n+ 1) ≤ t < 2η(n+ 1)} ,
and consequently, h(Sn) ≤ h(SW). AsW consists of at most Card(V (n))η(n+1)
finite words of length at least η(n+ 1), from Lemma 6.7.2 we obtain
h(SW) ≤ log (η(n+ 1)Card(V (n)))
η(n+ 1)
.
This completes the proof.
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Theorem 6.7.4 Any minimal Cantor dynamical system is strongly orbit equiv-
alent to a minimal Cantor dynamical system of entropy zero.
Proof. From Theorem 6.3.3, it suffices to consider a minimal Bratteli-Vershik
dynamical system (XE , TE). Let η(n), n ≥ 1, be the minimum number of edges
from a vertex at level n− 1 to a vertex at level n.
From Theorem 6.3.3, we know, by contracting if needed, that we can assume
the incidence matrices of B = (V,E,≤) to have strictly positive entries. Hence,
contracting again if needed, we can suppose that
lim
n→+∞
log(η(n+ 1)Card(V (n)))
η(n+ 1)
= 0 .
Consider (V ′, E′,≤′) where V ′ = V , E′ = E and ≤′ is a consecutive or-
dering. Then, from Proposition 6.7.3, (XE′ , TE′) has zero entropy and, from
Theorem 6.5.1, is strongly orbit equivalent to (XE , TE).
In this proof, we find all the arguments to prove that all minimal BV-
dynamical systems with a consecutive ordering have entropy zero.
Theorem 6.7.5 Let α ∈ [1,+∞[ and (X,T ) a minimal Cantor dynamical sys-
tem. There exists a minimal shift space of entropy logα which is strongly orbit
equivalent to (X,T ).
6.8 Exercises
Section 6.1
6.1 Show that the following conditions are equivalent for a Bratteli diagram
(V,E).
(i) For each m ≥ 0 and every vertex v in V (m), there exists n > m such that,
for every w ∈ V (n), there is a path from v to w.
(ii) For each m ≥ 0, there exists n > m such that, and every vertex v in V (m)
and for every w ∈ V (n), there is a path from v to w.
(iii) The Bratteli diagram (V,E) is simple.
6.2 Show that the equivalence on Bratteli diagrams (ordered or not) generated
by telescoping is given by (V,E) ≡ (V ′, E′) if there exists a Bratteli diagram
(W,F ) such that telescoping to odd levels gives a telescoping of (V,E) and
telescoping to even levels gives a telescoping of (V ′, E′).
6.3 Two nonnegative integer square matricesM,N are said to be C∗-equivalent
if there are sequences Rn, Sn of nonnegative matrices and kn, ℓn of integers such
that
Mkn = RnSn, N
ℓn = SnRn+1. (6.8.1)
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for all n ≥ 1. Show that C∗-equivalence is an equivalence relation containing
shift equivalence. Hint: show that M,N are C∗-equivalent if and only if the
stationary Bratteli diagrams with matrices M and N are equivalent modulo
intertwinning.
Let M,N be the matrices
M =

1 1 0 0 0
0 1 1 0 0
0 0 1 1 0
0 0 0 1 1
1 0 0 0 1
 = I + P, N =

0 1 1 0 0
0 0 1 1 0
1 0 0 0 1
1 1 0 0 0
0 0 0 1 1
 = QM (6.8.2)
where P and Q denote the matrices of the permutations (12345) and (123541)
respectively. Show that M,N are C∗-equivalent (it can be shown that they are
not shift equivalent, see the notes for a reference).
Section 6.2
6.4 Show that the Bratteli compactumXE of a simple Bratteli diagram (V,E,≤
) is a Cantor space.
6.5 Show that a Bratteli diagram (V,E) is simple if and only if each class of
the equivalence RE of cofinality is dense in RE .
6.6 Show that XmaxE and X
min
E are non-empty sets for every ordered Bratteli
diagram (V,E,≤) and more precisely that the set of maximal (resp. minimal)
edges forms a spanning tree of (V,E).
6.7 Show that every simple Bratteli diagram can be properly ordered.
6.8 Let (V,E,≤) be properly ordered Bratteli diagram. Show that the Vershik
map TE : XE → XE is one-to-one.
6.9 Show that for every properly ordered Bratteli diagram (V,E,≤), the system
(XE , TE) is minimal.
6.10 Show that a telescoping of Bratteli diagrams from (V,E,≤) to (V ′, E′,≤′)
induces a conjugacy from (XE , TE) to (XE′ , TE′).
Section 6.3
6.11 Prove that the map φ in the proof of Theorem 6.3.3 is a homeomorphism.
6.12 Let (X,T ) be a minimal invertible Cantor system. Let P(n) be a refining
sequence of partitions in towers with basesB(n) = ∪1≤t≤t(n)Bt(n) and let (V,E)
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be the corresponding Bratteli diagram. Let φ : XE → X be the conjugacy from
(XE , TE) onto (X,T ) defined by (6.3.7). Show that
Btn(n) = φ([e1, . . . , en]) (6.8.3)
where (e1, . . . , en) is the minimal path from V (0) to (n, tn) ∈ V (v). Conclude
that φ sends the partition [e1, . . . , en] for (e1, . . . , en) ∈ E1,n to the partition
P(n).
Section 6.4
6.13 Let (X1, T1) and (X2, T2) be minimal topological dynamical systems. Say
that (X1, T1) is a derivative of (X2, T2) if (X1, T1) is isomorphic to an induced
transformation of (X2, T2). We also say in this case that (X2, T2) is a primi-
tive of (X1, T1). Show that two minimal transformations S, T have a common
derivative if and only if they have a common primitive.
6.14 Show that Kakutani equivalence is an equivalence relation.
6.15 A Bratteli diagram is stationary if all its adjacency matrices are equal.
Prove that the family of systems isomorphic to a stationary BV-dynamical sys-
tem is stable under Kakutani equivalence.
Section 6.5
6.16 Let (X,T ) and (Y, S) be two Cantor minimal systems such that if there
is homeomorphism φ : X → Y which sends orbits to to orbits, that is such that
there are two maps α, β such that φ ◦ T (x) = Sα(x) ◦ φ(x) and φ ◦ T β(x)(x) =
S ◦ φ(x). Our aim is to show that if α is continuous, then (X,T ) is conjugate
to (Y, S) or to (Y, S−1).
1. Show that, replacing S by φ−1 ◦ S ◦ φ, we may assume that X = Y . Set
T k(x) = Sfk(x)(x). Show that k 7→ ff(x) is a bijection from Z to Z which
satisfies the cohomological equation
fk(T
jx)) = fk+j(x) − fj(x). (6.8.4)
2. Show that for every integer M > 0 there is an integer M¯ such that
[−M,M ] ⊂ {fk(x) | M¯ ≤ k ≤ M¯} for all x ∈ X .
3. For m > 0, set
Am = {x | ∀n ≥ m, fn(x) > 0 and f−n(x) < 0},
Bm = {x | ∀n ≥ m, fn(x) < 0 and f−n(x) > 0}.
Show that there is K > 0 such that X = AK or X = BK . Assume that
X = AK (the other case is symmetric).
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4. Set
Pm(x) = Card{fi(x) | fi(x) > 0, |i| ≤ m},
Nm(x) = Card{fi(x) | fi(x) < 0, |i| ≤ m},
and a(x) = (NM (x)− PM (x))/2 (which is independent of M for M ≥ K.
Show that a(Sx) = a(x) − j + 1 where j is such that fj(x) = 1.
5. Show that g(x) = T a(x)x is a conjugacy from (X,T ) to (X,S).
Conclude that (X,T ) is conjugate to (Y, S) or to (Y, S−1).
Section 6.7
6.17 Let (un) be a sequence of real numbers such that un+m ≤ un+um for all
n,m ≥ 0 (such a sequence is called subadditive). Show that the limit limun/n
exists and is equal to inf un/n (Fekete’s Lemma). Conclude that the lim sup in
the definition of topological entropy can be replaced by a limit.
6.18 Show that entropy is invariant under conjugacy.
6.19 Let (X,S) be the edge shift on a graph G. LetM be the adjacency matrix
of G and let λ be its dominant eigenvalue. Show that h(X,S) = logλ.
6.9 Solutions
Section 6.1
6.1 (i)⇒(ii) is clear since every V (m) is finite. (ii)⇒(iii) Denote f : N→ N the
function defined by fm) = n if n > m is the least integer such that (ii) holds.
Then the telescoping of (V,E) with respect to this sequence has the desired
property. (iii)⇒(i) is clear.
6.2 We have to show that the relation is transitive. For this, consider Bratteli
diagrams B1, B2, B3 such that T1 is an intertwinning of B1, B2 and T2 is an
intertwinning of B2, B3. We will build an intertwinning T3 of B1, B3. This will
prove that the relation is transitive.
Denote by B1(n,m) the matrix of B1 between levels n and m and similarly
for B2, B3, T1, T2. For every n ≥ 1, there is an integer ℓ1(n) such that
T1(n, 0) =
{
B1(ℓ1(n), 0) if n is odd
B2(ℓ1(n), 0) if n is even.
and there is a similar integer ℓ2(n) for T2 related to B2 and B3. We start with
T3(1, 0) = T1(1, 0). Next, by telescoping T2, we can obtain ℓ2(1) ≥ ℓ1(2). We
define
T3(2, 1) = T2(2, 1)B2(ℓ2(1), ℓ1(2))T1(2, 1).
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T1 T2 T3
0 0 0
1 1
2
1
2 2
3
4
5 3
Figure 6.9.1: The construction of the intertwinning T3.
This corresponds to the path from level 2 in T2 to level 1 in T1 indicated in
Figure 6.9.1. We verify that, with this choice, T3(2, 0) = B3(ℓ2(2), 0). This
follows by inspection of Figure 6.9.1 or by a patient verification as below.
T3(2, 0) = T3(2, 1)T3(1, 0)
= (T2(2, 1)B2(ℓ2(1), ℓ1(2))T1(2, 1))T3(1, 0)
= (T2(2, 1)B2(ℓ2(1), ℓ1(2))T1(2, 1))T1(1, 0)
= T2(2, 1)B2(ℓ2(1), ℓ1(2))T1(2, 0)
= T2(2, 1)B2(ℓ2(1), 0)
= T2(2, 0) = B3(ℓ2(2), 0).
We perform one more step to convince everybody that the construction can
continue in the same way forever. We may assume, again by telescoping T2 if
necessary, that ℓ1(4) ≥ ℓ2(3). Then we define
T3(3, 2) = T1(5, 4)B2(ℓ1(4), ℓ2(3))T2(3, 2)
and the reader may verify as above that T3(3, 1) = B1(ℓ1(5), ℓ1(1)).
6.3 The fact that C∗-equivalence is the same as the existence of an intertwin-
ning of the stationary Bratteli diagrams with matrices M,N appears clearly
on the diagram of Figure 6.9.2. As a consequence, the C∗-equivalence is an
equivalence relation since the existence of an intertwinning is an equivalence
(Exercise 6.2).
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Mk1
R1
S1
N ℓ1R2
Mk2 S2
N ℓ2R3
Figure 6.9.2: Intertwinning of stationary Bratteli digrams
The matricesM,N given by Equation (6.8.2) have the same maximal eignevalue
2 and the same left and right eigenvectors
[
1 1 1 1 1
]
. We may conjugate
to write
M =
[
2 0
0 M1
]
, N =
[
2 0
0 N1
]
Let λ be the maximal modulus of the eigenvalues of M1,M2 and let µ be the
maximal modulus of eigenvalues of their inverses. For every k ≥ 1, we have
N−kM ck =
[
2(c−1)k 0
0 0
]
+
[
0 0
0 N−k1 M
ck
1
]
After we conjugate back, the entries of the first term will be at least c12
(c−1)k
and those of the second term will be at most c2λ
ckµk. Thus, if we choose c such
that 2(c−1)k > λcµ, all entries of N−kM ck will be positive. This shows that for
all large enough k, the matrix N−kMn is positive for all n large enough. It is
also integral because M,N have both determinant equal to 2.
Consider now the construction of sequences (Rn, Sn) and (kn, ℓn) such that
Equation (6.8.1) holds for all n ≥ 1. Start with S1 = I. Equations (6.8.1) are
equivalent to the equations
R1 = M
k1
R2 = M
−k1N ℓ1
S2 = N
−ℓ1Mk1+k2
R3 = M
−k1−k2N ℓ1+ℓ2
and so on. By the preceding remark, we can successively choose k1, ℓ1, k2, ℓ2, . . .
in such a way that all Rn, Sn are nonnegative and integral. Thus M,N are
C∗-equivalent.
Section 6.2
6.4 The XE is compact. If (V
′, E′) is obtained by telescoping (V,E), the
induced map from XE to XE′ is a homeomorphism. Thus, to show that, if
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(V,E) is simple then XE has no isolated points, we can assume that there is an
edge between any vertices in V (n− 1) and V (n). Assume that x = (e1, e2, . . .)
is an isolated point. Then [e1, . . . , en] = {x} for some n ≥ 1. But then E(m)
has to be reduced to {em} for all m > n, a contradiction with our hypothesis
that XE is infinite.
6.5 Assume that (V,E) is simple. Let e = (en)n≥1 and f = (fn)n≥1 be
elements of XE . We show that f belongs to the closure of the class of e.
Since (V,E) is simple, for every n ≥ 1, there is by Exercise 6.1, an integer
m > n+1 such that there is a path (gn+1, . . . , gm−1) from r(fn) to s(em). Then
h(n) = (f1, . . . , fn, gn+1, . . . , gm−1, em, em+1, . . .) is a path in XE which is in the
cofinality class of e. Since the sequence h(n) tends to f when n→∞, the claim
is proved.
6.6 For each n ≥ 1, set
Fn = {[e1, . . . , en] ∈ E1,n | every ei is maximal}
An easy induction on n shows that for every vertex v ∈ V (n + 1) there is an
element [e1, . . . , en] in Fn such that r(en) = v. This proves that the set of
maximal edges forms a spanning tree. Next Fn is closed. Thus, the set X
max
E
is the intersection of the nonempty closed sets Fn. Since XE is compact, it is
nonempty. The argument for XminE is similar.
6.7 Let (V,E) be a simple Bratteli diagram. Fix an order on V (n) for each
n ≥ 1. We order the edges e ∈ E(n) in such a way that, for two edges e, f with
the same range, one has s(e) < s(f) ⇒ e < f . Then any long enough path
made of minimal edges leads to the minimal vertex.
6.8 The inverse of TE can be described as follows. First T
(−1)
E (xmin) = xmax.
Next, for e = (en)n≥1 distinct of xmin, let k ≥ 1 be the minimal index such
that ek is not a minimal edge. Then T
−1
E (e) = (f1, . . . , fk−1, fk, ek+1, ek+2, . . .)
where fk is the antecedent of ek and (f1, . . . , fk−1) is the maximal path from
v(0) to s(fk).
6.9 We claim that if em = fm for m > n, and if en < fn, then there is a k ≥ 0
such that T kE(e) = f . This proves that the classes of cofinality are contained
in the orbits of TE and thus implies the statement since the classes of RE are
dense by Exercise 6.5.
One proves the claim by induction on n ≥ 1. It is clearly true for n = 1.
Next, let (g1, . . . , gn−1) be a path of maximal edges from v(0) to s(en). Then
there is an integer k ≥ 1 and a path (h1, . . . , hn−1) of minimal edges such
that T kE(g1, . . . , gn−1, en, en+1, . . .) = (h1, . . . , hn−1, fn, fn+1, . . .). By induction
hypothesis, there is an ℓ ≥ 0 such that T ℓE(h1, . . . , hn−1, fn, fn+1, . . .) = f . This
proves the claim.
6.9. SOLUTIONS 205
6.10 Let m0 = 0 < m1 < m2 < . . . be the sequence defining the telescoping
from (V,E,≤) to (V ′, E′,≤′). Let ϕ : XE → XE′ be the map defined by
y = ϕ(x) if x = (e1, e2, . . .) and y = (f1, f2, . . .) with fn = (emn+1, . . . , emn+1).
The map ϕ is clearly a homeomorphism from XE onto XE′ . To show that it is
a conjugacy, we have to show that ϕ(TEx) = TE′ϕ(x). Consider first the case
of x = xmax. Then ϕ(TEx) = ϕ(xmin) = ymin while TE′ϕ(x) = TE′ymax = ymin.
Next, let x = (e1, e2, . . .) 6= xmax and y = (e′1, e′2, . . .) = ϕ(x). Let k be the least
index n such that en is not maximal and let fk be the successor of ek. Let n be
such that mn < k ≤ mn+1. Then
ϕ(TEx) = ϕ(e1, . . . , fk, . . .) = (e
′
1, . . . , f
′
k, . . .)
with f ′k = (emn+1, . . . , fk, . . . , emn+1) while
TE′ϕ(x) = TE′(e
′
1, e
′
2, . . .) = (e
′
1, . . . , f
′
k, . . .)
since f ′k is the successor of e
′
k in E
′
k. Thus ϕ is a conjugacy.
Section 6.3
6.11 Let ψ : X → XE be defined as follows. For every x ∈ X and n ≥ 1, since
P(n) is a partition of X , there is a unique pair (kn, tn) with 1 ≤ kn ≤ htn(n)−1
and 1 ≤ tn ≤ t(n) such that x ∈ T knBtn(n). We set k0 = 0 and t0 = 1. Then
kn ≥ kn−1 for all n ≥ 1. The map ψ(x) = (n, tn−1, tn, kn − kn−1)n≥1 is well
defined and continuous. Since ψ is obviously the inverse of ϕ, the result follows.
6.12 By definition of (V,E), we have ei = (i, ti−1, ti, ji) for 1 ≤ i ≤ n. Since
each ei is minimal, we have ji = 0. Thus, by definition of φ,
φ([e1, . . . , en]) = T
∑n
i=1 jiBtn(n)
= Btn(n).
Section 6.4
6.13 Let first (Z,U) be a common primitive of (X,S) and (Y, )T . Thus
there are nonempty clopen sets A,B ⊂ Z such that (X,S) ≃ (A,UA) and
(Y, T ) ≃ (B,UB). For every n ≥ 0, (A,UA) is isomorphic to (UnA,UUnA).
Since U is minimal, we may assume that C = UnA ∩B 6= ∅. Thus (C,UC) is a
common derivative of (X,S) and (Y, T ).
Conversely, let (Z,U) be a common derivative of (X,S) and (Y, T ). Then, us-
ing the tower notation of Exercise 2.7, we have S ≃ (Zg, Ug) and T ≃ (Zh, Uh).
Let (W,R) be the tower corresponding to g + h. Then (W,R) is isomorphic to
(X,S)k with k defined by
k(z, i) =
{
1 if i < g(z)
h(z) + 1 if i = g(z)
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through the map
ϕ(z, ℓ) =
{
(z, ℓ, 1) if ℓ < g(z)
(z, g(z), ℓ+ 1) otherwise
.
Thus (W,R) is a primitive of (X,S). In the same way, (W,R) is a primitive of
(Y, T ).
6.14 We have to show the transitivity of the relation (X,S) ∼ (Y, T ) if
(X,S) and (Y, T ) are Kakutani equivalent. Suppose that (X,S) ∼ (Y, T ) and
(Y, T ) ∼ (Z,U). Let (X1, S1) be a common derivative of (X,S) and (Y, T ) and
let (X2, S2) be a common derivative of (Y, T ) and (Z,U) (see Figure 6.9.3).
Since (X1, S1) and (Z1, U1) have a common primitive, namely (Y, T ) they have
(X,S) (Y, T ) (Z,U)
(X1, S1) (Z1, U1)
(X2, S2)
Figure 6.9.3: Transitivity of Kakutani equivalence
by Exercise 6.13 a common derivative (X2, S2). Thus (X,S) ∼ (Z,U).
6.15 Let (V,E) be a stationary Bratteli diagram. By Theorem 6.4.1, a system
(X,T ) Kakutani equivalent to (XE , TE) is isomorphic to a BV-system (XE′ , VE′)
where (V ′, E′) is obtained from (V,E) by a finite number of changes. Then a
telescoping of (V ′, E′) gives again a stationary Bratteli diagram. Thus (X,T )
is conjugate to a stationary BV-system.
Section 6.5
6.16
1. Set S˜ = φ−1 ◦ S ◦ φ. Then T (x) = S˜α(x)(x). Thus, replacing S by S˜,
we may assume X = Y . Since (X,T ) is a Cantor system, there are no
periodic points. Thus k 7→ fk(x) is a bijection. It satisfies (6.8.4) since
T k+jx = Sfk(T
jx)(T jx) = Sfk(T
jx)+fj(x)x.
2. Follows from compactness since the fk are continuous.
3. Set n0 = supx∈X |α(x)| and chooseK such that [−n0, n0] ⊂ {fi(x) | −K ≤
i ≤ K} for all x ∈ X . Then X = AK ∪BK . Since AK , BK are closed and
invariant, the conclusion follows.
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4. This follows by a counting argument since fj+k(x) = fk(Sx) + 1 for every
k by (6.8.4).
5. We have
g ◦ S(x) = T a(Sx)(Sx) = T a(x)−j+1(T j(x))
= T a(x)+1(x) = T (T a(x)(x)) = T ◦ g(x).
Section 6.7
6.17 Set α = inf un/n. We show that for every ε > 0, we have (un/n)−α ≤ ε
for all large enough n. Let k be such that uk/k < α+ ε/2. Then, for 0 ≤ j < k
and m ≥ 1, we have
umk+j
mk + j
≤ umk
mk + j
+
uj
mk + j
≤ umk
mk
+
uj
mk
≤ muk
mk
+
ju1
mk
≤ uk
k
+
u1
m
≤ α+ ε
2
+
u1
m
.
Hence, if nmk + j is large enough so that u1/m < ε/2, then un/n < α+ ε.
Set vn = pn(X). Then vn+m ≤ vnvm since a word of length n + m is
determined by its prefix of length n and its suffix of lengthm. Thus the sequence
un = log vn is subadditive.
6.18 Let us show that if ϕ : X → Y is a surjective morphism from (X,T )
onto (Y, S), then h(Y ) ≤ h(X). By Theorem 2.2.10, ϕ is the sliding block
code associated to some block map f : Ln+m+1 → B, extended to a map from
Ln+m+k to Lk(Y ) for every k ≥ 1. Since ϕ is surjective, f is surjective. Thus
pk(Y ) ≤ pn+m+k(X) for every k ≥ 1, which implies
pk(Y )
k
≤ pk(X)
k
+
pn(X) + pm(X)
k
.
The second term of the right hand side tends to 0 when k → ∞ and thus
h(Y ) ≤ h(X).
6.19 It is easy to show that
cλn ≤
∑
i,j
Mni,j ≤ dλn.
for some constants c, d. Since pn(X) =
∑
i,jM
n
i,j , the result follows.
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6.10 Notes
Let us begin by a historical overview of the contents of this chapter.
In 1972 Ola Bratteli (Bratteli, 1972) introduced special infinite graphs sub-
sequently called Bratteli diagrams which conveniently encoded the successive
embeddings of an ascending sequence (An)n≥0 of finite-dimensional semi-simple
algebras over C (“multi-matrix algebras”). The sequence (An)n≥0 determines
a so-called approximately finite-dimensional (AF) C∗-algebra (see Chapter 10).
Bratteli proved that the equivalence relation on Bratteli diagrams generated
by the operation of telescoping is a complete isomorphism invariant for AF-
algebras.
From a different direction came the extremely fruitful idea of A. M. Vershik
(Vershik, 1985) to associate dynamics (called adic transformations) with Bratteli
diagrams (Markov compacta) by introducing a lexicographic ordering on the
infinite paths of the diagram. By a careful refining of Vershik’s construction,
R. H. Herman, I. F. Putnam and C. F. Skau Herman et al. (1992) succeeded
in showing that every minimal Cantor dynamical system is isomorphic to a
Bratteli-Vershik dynamical system.
6.10.1 Bratteli diagrams
The BV representation theorem (Theorem 6.3.3) saying that (X,T ) can be topo-
logically realised as a BV-dynamical system is the main result of Herman et al.
(1992). We recall that A. M. Vershik obtained in Vershik (1985) such a result
in a measure-theoretic context.
Theorem 6.1.5 is due to Elliott (Elliott, 1976) (see also Krieger (1980b)).
6.10.2 Kakutani equivalence
Kakutani equivalence was introduced in the context of measure-theoretic sys-
tems (Kakutani, 1943). Theorem 6.4.1 is from Giordano et al. (1995). Exer-
cises 6.13 and 6.15 are from Ornstein et al. (1982) (the context is for measure-
theoretic systems but the arguments transpose easily).
6.10.3 Strong orbit equivalence
The Strong Orbit Equivalence theorem (Theorem 6.5.1) is due to Giordano et al.
(1995). We follow the proof proposed in Glasner and Weiss (1995), giving more
details.
Exercise 6.16 is due to Boyle (1983) (see (Giordano et al., 1995, Theorem
2.4)). See also Boyle and Tomiyama (1998). Two systems (X,T ) and (Y, S)
such that (X,T ) is conjugate to (Y, S) or to (Y, S−1) are called flip equivalent .
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6.10.4 Equivalences on Cantor spaces
The consideration of etale equivalence relations to formulate results on orbit
equivalence in topological dynamical systems is due to Putnam (2010). Etale
equivalence relations are a particular case of the notion of etale groupoid in-
troduced by Renault (2014). We follow here the beautiful book of Putnam
(2018).
6.10.5 Entropy
We suggest Walters (1982) or Lind and Marcus (1995) for an introduction to
topological entropy.
The fact that there exist minimal systems of arbitrary entropy is due to Grillenberger
(1972/73) who proved that for every alphabet A with d ≥ 2 letters and every
h ∈ [0, log d) there exists a uniformly recurrent word on A with entropy h. The
fact that every minimal Cantor dynamical system is SOE to a minimal Cantor
dynamical system of entropy zero (Theorem 6.7.4) is from Boyle and Handelman
(1994).
In Boyle and Handelman (1994) the authors use a different lemma instead
of Lemma 6.7.2. They show that h(SW ) =
logm
l , whenever W is a set of m
distinct finite words of length l.
The original reference to Fekete’s Lemma (Exercise 6.17) is (Fekete, 1923).
Theorem 6.7.4 shows that there can be dynamical systems with different
entropies in a strong orbit equivalence class. Hence it is natural to ask whether
all entropies can be realised inside a given class. M. Boyle and D. Handel-
man showed in (Boyle and Handelman, 1994) that it is true in the class of the
odometer (Z2, x 7→ x+ 1). Later, F. Sugisaki proved in (Sugisaki, 2003) that it
is true in any strong orbit equivalence class. Theorem 6.7.5, showing that the
realizations can be chosen to be subshifts, is from Sugisaki (2007).
6.10.6 Exercises
The solution of Exercise 6.2 has been kindly provided to us by Ian Putnam.
Exercise 6.3 is from Bratteli et al. (2000) where a proof that the matrices of
Equation (6.8.2) are not shift equivalent is given (we have not included it here as
it uses technical tools from algebraic number theory which are out of our scope).
The decidability of C∗-equivalence of matrices was proved in Bratteli et al.
(2001).
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Chapter 7
Substitution shifts
In this chapter, we give examples of BV-representations for some classical dy-
namical systems. We first treat the case of odometers and show that they can
be represented by Bratteli diagrams with one vertex at each level.
We describe next the construction of BV-representations for substitutive
shifts. The main result is Theorem 7.2.1 which states that the family of Bratteli-
Vershik systems associated with stationary, properly ordered Bratteli diagrams
is (up to isomorphism) the disjoint union of the family of infinite substitution
minimal systems and the family of stationary odometer systems.
In the next sections, we treat the cases of linearly recurrent shifts (Sec-
tion 7.3) and of S-adic shifts (Section 7.4). In Section 7.5, we give a description
of the dimension group of unimodular S-adic shifts (Theorem 7.5.4). This will
be used, in Chapter 8, to the case of dendric shifts. Finally, in Section 7.6, we
prove a result characterizing substitutive sequences by a finiteness property of
the set of their derivatives (Theorem 7.6.1).
7.1 Odometers
Let (pn)n≥1 be a strictly increasing sequence of natural integers such that pn
divides pn+1 for all n ≥ 1. We endow the setX =
∏
n≥1 Z/pnZ with the product
topology of the discrete topologies. The set
Z(pn) = {(xn)n≥1 ∈ X | xn ≡ xn+1 mod pn}
is a group for componentwise addition, called the group of (pn)-adic integers.
It is a compact topological group (see Exercise 7.1). A basis of the topology is
given by the sets
[a1, a2, . . . , am] := {(xn) ∈ Z(pn) | xi = ai, 1 ≤ i ≤ m} .
The neutral element is 0 = (0, 0, . . .).
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As a variant of the definition, one starts with an arbitrary sequence (qn)n≥1
of natural integers and considers the group
Y = {(yn)n≥0 | 0 ≤ yn ≤ qn+1 − 1}
of (qn)-adic expansions using for addition the sum with carry from left to right
as in an expansion of a real number with respect to an integer basis. This is
equivalent to the previous definition using q1 = p1 and qn+1 = pn+1/pn for
n ≥ 1 (Exercise 7.4).
When pn = p
n for all n ≥ 1, this defines the classical group of p-adic
integers Zp. The corresponding odometer has already been met several times
(see Example 5.1.8).
When pn = n! for all n ≥ 1, the group Z(n!) is called the group of profinite
integers. The corresponding expansion of integers denoted x = (· · · c3c2c1)! if
x = c1 + c22! + c33! + . . . with 0 ≤ ci < i is called the factorial number system.
Let T : Z(pn) → Z(pn) be the map x 7→ x + 1 where 1 = (1, 1, . . .). The pair
(Z(pn), T ) is called odometer in base (pn). It is a minimal dynamical system
(indeed, the orbit of 0 is dense and 0 is in the closure of the orbit of every
point).
The odometer in base n! is called the universal odometer.
Let us compute the BV-representation of an odometer. For all n, we set
B(n) = {[0n−1]}, t(n) = 1, h(n) = pn and
P(n) = {T jB(n) | 0 ≤ j ≤ h(n)− 1}. (7.1.1)
Then (P(n))n is a refining sequence of KR-partitions (see Exercise 7.8).
Remark that RjB(n) = [j0j1 · · · jn−1] where ji = j mod pi. The edges of the
BV-representation of (Z(pn), R) given in Section 6.3 are of the form (n, 1, 1, l),
with 0 ≤ l ≤ qn − 1 = pnpn−1 − 1.
Thus an odometer has a BV-representation with one vertex at each level.
The converse is also clearly true. We can thus state the following simple nice
result.
Theorem 7.1.1 A Cantor dynamical system is an odometer if and only if it
has a BV-representation with one vertex at each level.
For example if p1 = 2, p2 = 10 and p3 = 30, the first three levels are given
in Figure 7.1.1.
V (0) V (1) V (2) V (3)
E(1) E(2) E(3)
Figure 7.1.1: The three first levels of the BV representation of (Z(pn), R).
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Proposition 7.1.2 The dimension group of the odometer in base (pn) is the
subgroup of Q formed of the p/q with q dividing some pn.
Proof. The dimension group of (Z(pn), T ) is the direct limit of the sequence
Z
p1→ Z p2→ Z · · ·
whence the statement. Note that the order unit is 1.
For example, the dimension group of the odometer in base (2n) is the group of
dyadic rationals.
We will use in the next section the following statement, which identifies
systems equivalent to an odometer in a non obvious way.
Proposition 7.1.3 Let (V,E,≤) be an ordered Bratteli diagram such that
(i) The vertex set for n ≥ 1 is V (n) = {1, 2, . . . , n}.
(ii) The incidence matrices M(n) are all equal for n ≥ 2 to a square matrix
of rank 1.
(iii) The order is such that e ≤ e′ if r(e) = r(e′) and s(e) ≤ s(e′).
Then (XE , TE) is topologically conjugate to an odometer in base (qp
n)n.
Proof. Set M = M(n) for n ≥ 2. Since M has rank 1, we have M = xy with
x a nonnegative integer column vector and y a nonnegative integer row vec-
tor. Consider the ordered Bratteli diagram (V ′, E′,≤) with incidence matrices
M ′(1) = M(1) and M ′(2n) = x, M ′(2n+ 1) = y for n ≥ 1. By condition (iii),
we can choose the order on (V ′, E′,≤′) such that the telescoping with respect to
0, 1, 3, 5, . . . gives (V,E,≤). Now the telescoping of G′ with respect to 0, 2, 4, . . .
is the odometer in basis (pqn)n≥0 with p = yM(1) and q = yx.
For example, the odometer represented in Figure 7.1.2 has incidence matrices
M(1) =
[
1
1
]
, M(n) =
[
1 1
1 1
]
=
[
1
1
] [
1 1
]
for n ≥ 2.
Note finally the following simple but important observation.
Proposition 7.1.4 The family of odometers is disjoint from the family of min-
imal shift spaces.
Proof. Any odometer Z(pn) is infinite and has a partition in towers with a basis
formed of one element, namely Z(pn) = ∪h−1j=0T jB where h = p1 and B = [0].
This is not possible for a minimal shift space (X,S). Indeed, assume that
X = ∪h−1j=0T jB where B is a clopen set. Then there is an integer n and a
partition of Ln(X) in h sets W0, . . . ,Wh−1 such that T jB = [Wj ] for 0 ≤ j < h.
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0 01 1
1 10 0
1 10 0
Figure 7.1.2: The Bratteli diagram with matrix M .
Let w ∈ W0. Then the periodic point · · ·ww ·ww · · · belongs to X . Since (X,S)
is minimal, it must be periodic and thus finite, a contradiction.
A different proof uses the notion of expansive system. A dynamical system
(X,T ), endowed with the distance d, is expansive if there exists ǫ such that for
all pairs of points (x, y), x 6= y, there exists n with d(T nx, T ny) ≥ ǫ. We say
that ǫ is a constant of expansivity of (X,T ). Expansivity is a property invariant
by conjugacy (but the constant may not be the same).
A shift space is expansive while an odometer is not. Actually, a topological
dynamical system is a shift space if and only if it is expansive (Exercise 7.12).
A Bratteli diagram has the equal path number property if for all n ≥ 1 and
u, v ∈ V (n) we have Card(r−1(u)) = Card(r−1(v)). Note that this implies that
the number of paths from u, v to v(0) are the same.
Note that the representation of odometers given in Section 7.1 shares this
property.
Theorem 7.1.5 A minimal shift is Toeplitz if and only if it has a BV-representation
(XE , VE) where (V,E,≤) has the equal path number property. Moreover, there
exist BV-systems having the equal path number property that are neither expan-
sive nor equicontinuous.
One of the directions is easy. Indeed, let (XE , VE) be a BV-representation
of the minimal shift (X,T ) which has the equal path number property. Let
φ : XE → X be a conjugacy. We may assume that the initial partition P(0) is
such that B(0) separates the x ∈ X with different letter x0. Then is clear that
x = xmin is a Toeplitz sequence. For example, one has xpk = x0 for all p ∈ Z
with k = Card(r−1u) for all u ∈ V (1).
Example 7.1.6 Let σ : 0 → 01, 1 → 00 be the substitution (generating the
period-doubling sequence, see Example 2.6.1). A BV-representation of the cor-
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responding shift is shown in Figure 7.1.3. The orbit of xmin is shown in Fig-
0 1
0 1
Figure 7.1.3: The BV-representation of the period doubling shift.
ure 7.1.4.
0 1
0 1
0 1
0 1
0 1
0 1
Figure 7.1.4: The orbit of xmin.
7.2 Substitutions
We will now consider the BV-representation of substitutive shifts. Let us note
that we work in all this section with bi-infinite words and two-sided shifts. We
first need a new definition.
A Bratteli diagram (V,E) is stationary if there exists k such that k =
Card(V (n)) for all n, and if (by an appropriate labelling of the vertices) the
incidence matrices between level n and n + 1 are the same k × k matrix M
for all n = 1, 2, . . .. In other words, beyond level 1 the diagram repeats it-
self. Clearly we may label the vertices in V (n) as v(n, a1), · · · , v(n, ak), where
A = {a1, . . . , ak} is a set of k distinct symbols. The matix M is called the
matrix of the stationary diagram.
The ordered Bratteli diagram (V,E,≤) is stationary if (V,E) is stationary,
and the ordering on the edges with range v(n, ai) is the same as the ordering
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on the edges with range v(m, ai) for m,n = 2, 3, . . . and i = 1, . . . , k. In other
words, beyond level 1 the diagram with the ordering repeats itself.
An odometer is stationary if it has a stationary BV-representation. It is
easy to see that the odometer in base (pn) is stationary if and only if pn = pq
n
for some p, q ≥ 2.
Let (V,E,≤) be a stationary properly ordered Bratteli diagram. The mor-
phism read on E(n) is constant from n ≤ 2. We call it the substitution read on
(V,E,≤).
Given a substitution σ, it is not possible in general to use the stationary
Bratteli diagram (V,E,≤), with σ read on (V,E,≤), to represent the shift space
corresponding to σ. For example, in the case of the Thue-Morse substitution
a 7→ ab, b 7→ ba the Bratteli diagram is given in Figure 7.2.1.
0 11 0
1 00 1
1 00 1
Figure 7.2.1: The Thue–Morse substitution read on a Bratteli diagram.
It is clear that it has two maximal and two minimal paths. Hence this
representation does not give a properly ordered Bratteli diagram.
7.2.1 Main result
We will show that one has however the following result. It implies in particular
that every infinite minimal substitution has a BV-representation.
Theorem 7.2.1 The family B of Bratteli-Vershik systems associated with sta-
tionary, properly ordered Bratteli diagrams is (up to isomorphism) the disjoint
union of the family of infinite substitution minimal systems and the family of
stationary odometer systems.
Furthermore, we will see that the correspondence in question is given by an
explicit and algorithmically effective construction.
A substitution σ on the alphabet A is proper if there are two letters r, l ∈ A
such that, for every a ∈ A, r is the last letter of σ(a) and l is the first letter of
σ(a). It is called eventually proper if there is an integer p ≥ 1 such that σp is
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proper. An evntually proper substitution σ has exactly one fixed point which
is σω(ℓ · r).
Proposition 7.2.2 The substitution read on a stationary, properly ordered,
Bratteli diagram is primitive and eventually proper.
Proof. Let σ be the substitution read on (V,E,≤). Since (V,E,≤) is properly
ordered, it is simple. For every a, b ∈ A, since (V,E,≤) is simple, there is a path
from (1, b) to some (n, a). Then b occurs in σn(a) showing that σ is primitive.
Let i(a) be the first letter of σ(a). For every a ∈ A and n ≥ 1, the source
of the minimum edge with range (n, a) is (n − 1, i(a)). Thus, if the minimal
rank of the maps in : A → A were larger than 1, there would exist more than
one minimal infinite path, a contradition with the hypothesis that (V,E,≤) is
properly ordered. This shows that there exists n such that in(a) is the same for
all a ∈ A. A symmetric argument holds for the last letter. Thus σ is eventually
proper.
We recall that a shift space is said periodic if there exist x ∈ X and an integer
k such that X = {x, Sx, . . . , Sk−1x}. Otherwise it is said to be aperiodic. Thus
a periodic shift is the same as a minimal finite shift space. Observe that the
property of being periodic is decidable (see Exercise 2.27).
7.2.2 Diagrams with simple hat
We say that a Bratteli diagram (V,E) has a simple hat whenever it has only
simple edges between the top vertex and any vertex of the first level. Note
that the Bratteli diagram associated with a nested sequence of partitions as in
Section 6.3 has a simple hat.
The following result gives a proof of one direction of Theorem 7.2.1 in the
particular case of diagrams with a simple hat.
Proposition 7.2.3 Let (V,E,≤) be a stationary, properly ordered Bratteli di-
agram with a simple hat, let σ : A∗ → A∗ be the substitution read on (V,E,≤),
and let (X,S) be the substitution shift associated to σ.
1. If (X,S) is not periodic, then it is isomorphic to (XE , TE).
2. If (X,S) is periodic, then (XE , TE) is isomorphic to an odometer in base
(qpn)n, for some p, q ≥ 2.
We will use the following lemma.
Lemma 7.2.4 Let σ : A∗ → A∗ be a primitive and eventually proper substitu-
tion. If X(σ) is infinite, the family
P(n) = {T jσn([a]) | a ∈ A, 0 ≤ j < |σn(a)|}
is a refining sequence of partitions in towers.
218 CHAPTER 7. SUBSTITUTION SHIFTS
Proof. By Proposition ?? the partition P(n) is for every n ≥ 1 a KR-partition
of (X,S) with basis σn(X). The sequence P(n) is clearly nested. Since σ is
eventually proper, the intersection of the bases is reduced to one point, namely
the unique fixed point of σ. Finally, P(n) tends to the partition in points.
Indeed, let p ≥ 1 be such that all σp(a) begin with ℓ and end with r. Then (see
Figure 7.2.2)
σn([a]) = [σn−p(r) · σn(a)σn−p(ℓ)].
Thus all words in T jσn([a]) coincide on [−m,m] for m = minb∈B |σn−p(b)|.
This shows that P(n) is a refining sequence of KR-partitions.
a
r ℓ
σn−p(r) σn(a) σn−p(ℓ)
σp
σn−p
Figure 7.2.2: The sequence P(n) generates the topology.
Proof of Proposition 7.2.3. Assume first that (X,S) is aperiodic. By Proposi-
tion 7.2.2, the substitution σ is primitive and eventually proper. By Lemma 7.2.4,
the family P(n) is a refining sequence of partitions in towers.
Since (V,E,≤) has simple hat, the Bratteli diagram associated to the se-
quence of partitions P(n) is clearly equal to (V,E,≤). Thus, by Theorem 6.3.3,
(X,S) is isomorphic with (XE , TE).
Assume now that (X,S) is periodic. Replacing σ by some power does not
modify (X,S) (and replaces (V,E,≤) by a periodic telescoping) so that we may
assume that all words σ(a) for a ∈ A begin with ℓ and end with r. The unique
fixed point x = σω(r · ℓ) of σ is then periodic. Set x = · · ·ww ·www · · · with w
as short as possible. Then w is a primitive word, that is, it is not a power of
a shorter word. Let n be large enough so that |σn(a)| ≥ |w| for every a ∈ A.
Then each σ2n(a) is a word of period |w| which
• begins with w since it begins with σn(ℓ),
• ends with w since it ends with σn(r).
Since w is primitive, this forces each σ2n(a) to be a power of w. Thus, replacing
again σ be one of its powers, we may assume that every σ(a) = wka is a power
of w. In this case, the incidence matrix of the diagram (V,E,≤) is such that
for every a, b ∈ A
Ma,b = ka|w|b
Thus the hypotheses of Proposition 7.1.3 are satisfied and (XE , TE) is an odome-
ter in basis qpn with q = |w| and p =∑a,b∈A ka|w|b.
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We illustrate the periodic case in the following example.
Example 7.2.5 Let (V,E,≤) be the stationnary Bratteli diagram represented
in Figure 7.2.3 on the left. The substitution read on (V,E,≤) is σ : a→ ab, b→
a b c
a b c
a b c
...
1 12 2 3
1 12 2 3
...
Figure 7.2.3: The periodic case.
c, c→ abc. The substitution shift defined by σ is periodic since σ(abc) = (abc)2.
The corresponding odometer is represented in Figure 7.2.3 on the right.
A partition matrix is a t× ℓ-matrix P with coefficients 0, 1 such that every
column of P has exacly one coefficient equal to 1. Such a matrix defines a
partition θ of the set {1, 2, . . . , ℓ} of indices of the columns putting together x, y
if Pi,x = Pi,y = 1. It also defines a map π from {1, 2, . . . , ℓ} onto {1, 2, . . . , k}
by π(x) = i if i is the index such that Pi,x = 1.
Example 7.2.6 the matrix
P =
[
1 0 0
0 1 1
]
,
is a partition matrix. The corresponding partition θ is {1}, {2, 3} and the map
π is 1→ 1, 2→ 2, 3→ 2.
The following result will allow us to reduce to the case of a Bratteli diagram
with a simple hat.
Proposition 7.2.7 For every stationary and properly ordered Bratteli diagram
(V,E,≤), there is a stationary properly ordered Bratteli diagram (V ′, E′,≤′)
with a simple hat such that (XE , TE) and (XE′ , TE′) are isomorphic.
More precisely, for every ordered Bratteli diagram B, there is an ordered
Bratteli diagram B′ such that the following holds. There exist two nonegative
matrices P,Q, with P a partition matrix, such that the matrices M,M ′ of B
and B′ satisfy
M = PQ, M ′ = QP.
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and the vector v = M(1) is such that v = Pw where w has all its components
equal to 1. Moreover, if B is properly ordered, then B′ is properly ordered.
Proof. Let M be the t × t-matrix equal to the incidence matrices M(n) of the
diagram B, for all n ≥ 2 and let v =M(1). Set ℓ =∑ti=1 vi.
Let P be the t× ℓ partition matrix defined by
Pi,j =
{
1 if
∑
k<i vk < j ≤
∑
k≤i vk
0 otherwise.
Thus the rows of P are the characteristic vectors of elements of the partition
of {1, 2, . . . , ℓ} into the t sets V1 = {1, 2, . . . , v1}, ...,Vt = {ℓ − vt + 1, . . . , ℓ}.
We may assume, replacing if necessary M by some power, that, for every i,
the set of edges with range i has more than vi elements. We choose an ℓ × t
matrix Q such that M = PQ. This is equivalent to splitting the set of edges
entering the vertex i in vi nonempty subsets (the sum of the rows with index
in Vi is then the row of index i of M). The edges in each subset keep the order
induced by the order on B. Let B′ be the Bratteli diagram with incidence
matrices M ′(1) = w =
[
1 1 . . . 1
]t
and M ′(n) = QP for n ≥ 2. We order the
diagram B′ by the order induced by that of B. Since v = Pw, B and B′ can
both be obtained by telescoping from the Bratteli diagram C with incidence
matrices (w,P,Q, P,Q, . . .). If B is properly ordered, C is properly ordered and
consequently B′ also.
We illustrate the construction in the following example.
Example 7.2.8 Let (V,E,≤) be the Bratteli diagram represented in Figure 7.2.4
on the left. The matrices M,P,Q,M ′ are
...
Figure 7.2.4: The transformation of (V,E,≤) by splitting vertices.
M =
[
1 1
1 1
]
, P =
[
1 0 0
0 1 1
]
, Q =
1 11 0
0 1
 , M ′ =
1 1 11 0 0
0 1 1
 .
The diagram with matrices (w,P,Q, P, . . .) is represented in the middle of Fig-
ure 7.2.4 and the diagramwith simple hat (V ′, E′,≤′) with matricesw,M ′,M ′, . . .)
on the right.
7.2. SUBSTITUTIONS 221
7.2.3 A useful result
The following result will be the key to build a BV-representation of an aperiodic
minimal substitution shift. It allows one to replace a pair (τ, φ) of morphisms
with τ primitive by a pair (ζ, θ) with ζ primitive and θ letter-to-letter (see
Figure 7.2.5).
BZ CZ
AZ
τ ζ
φ θ
γ
Figure 7.2.5: The eventually proper substitution ζ
Proposition 7.2.9 Let y ∈ BZ be an admissible fixed point of a primitive sub-
stitution τ on the alphabet B and let φ : B∗ → A∗ be a non-erasing morphism.
Set x = φ(y) and let (X,S) be the subshift spanned by x.
There exist a primitive substitution ζ on an alphabet C, an admissible fixed
point z of ζ, a morphism γ : B∗ → C∗ and a map θ : C → A such that:
1. θ(z) = x and φ = θ ◦ γ.
2. If φ is injective and φ(B) is a circular code, then θ is a conjugacy from
(X(ζ), S) onto (X,S),
3. If τ is eventually proper, then ζ is eventually proper.
Proof. The proof below is very simple, but the notation is, in an unavoidable
way, a bit heavy. By substituting τ by a power of itself if needed, we can assume
that |τ(b)| ≥ |φ(b)| for all b ∈ B. We define:
• an alphabet C by C = {bp | b ∈ B, 1 ≤ p ≤ |φ(b)|},
• a map θ : C → A by θ(bp) = (φ(b))p ,
• a map γ : B → C+ by γ(b) = b1b2 · · · b|φ(b)|.
Clearly θ ◦ γ = φ. We define a substitution ζ on C as follows. For b in B and
1 ≤ p ≤ |φ(b)|, we set
ζ(bp) =
γ
(
(τ(b))p
)
if 1 ≤ p < |φ(b)|
γ
(
(τ(b))[φ(b),τ(b)]
)
if p = |φ(b)| .
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Hence, for every b ∈ B, ζ (γ(b)) = ζ(b1) · · · ζ(b|φ(b)|) = γ (τ(b)), i.e.,
ζ ◦ γ = γ ◦ τ (7.2.1)
and it follows that
ζn ◦ γ = γ ◦ τn for all n ≥ 0 .
We claim that ζ is primitive. Let n be an integer such that b occurs in τn(a)
for all a, b ∈ B. Let bp and cq belong to C. By construction, ζ(bp) contains
γ (τ(b)p) as a factor, thus ζ
n+1(bp) contains ζ
n (γ (τ(b)p)) = γ (τ
n (τ(b)p)) as
a factor. By the choice of n, c occurs in τn (τ(b)p), thus γ(c) is a factor of
γ (τn (τ(b)p)), and also of ζ
n+1(bp). Since (cq) is a letter of γ(c), cq occurs in
ζn+1(bp) and our claim is proved.
Let z = γ(y). By (7.2.1) we get ζ(z) = γ(τ(y)) = γ(y) = z, and z is a fixed
point of ζ. By construction, z is uniformly recurrent, thus it is an admissible
fixed point of ζ. Moreover, θ(z) = θ(γ(y)) = φ(y) = x, and 1 is proved.
Proof of 2. Since θ commutes with the shift and maps z to x, and by
minimality of the subshifts, it maps X(ζ) onto X . There remains to prove that
θ : X(ζ)→ X is one-to-one. Let α ∈ X . By definition of X , there exist t ∈ Xτ
and an integer p, with 0 ≤ p < |φ(t0)|, such that α = Spφ(t). Let β be an
element of X(ζ) with θ(β) = α. By definition of γ, there exist some δ ∈ X(τ)
and some integer q, with 0 ≤ q < |γ(δ0)|, such that β = Sqγ(δ). It follows that
Sqφ(δ) = θ(β) = α = Spφ(t). Since 0 ≤ q < |γ(δ0)| = |φ(δ0)| by construction of
γ, since φ(B) is a circular code and since φ is injective, it follows that δ = t and
q = p, thus β = Spγ(t): β is uniquely determined by α, and θ is one-to-one.
Proof of 3. Let l ∈ B be the first letter of τ(b) for every b ∈ R. Let bp ∈ C,
and c = τ(b)p. By definition of ζ, the first letter of ζ(bp) is c1, and the first
letter of ζ2(bp) is the first letter of ζ(c1), that is, l1. By the same method, if r
is the last letter of τ(b) for every b ∈ B, then the last letter of ζ2(bp) is r|φ(r)|
for every bp ∈ C.
Note that the proof of Proposition 7.2.9 is very close to that of Proposition
7.2.7 (see Exercise 7.16).
Consider a substitution σ : A → A∗ generating an aperiodic minimal shift
(X,S). Replacing σ by one of its powers, we can choose an admissible fixed
point x of σ. Set r = x−1 and l = x0. Note that since x is a fixed point of σ,
σ(r) ends with r and σ(l) begins with l.
Let RX(rl) be the set of right return words to rl. Every word in RX(rl)
ends with l. Set
RX(r · l) = lRX(rl)l−1
which is the set of words of the form lu for ul ∈ RX(rl). Thus w is in RX(r · l)
if and only if rwl is in L(X) and contains exactly two occurrences of rl, one as
a prefix and one as a suffix. In particular all words in RX(r · l) begin with l and
end with r. Moreover, the set RX(r · l) satisfies the following properties.
(i) any word in L(X) which begins with l and ends with r is a concatenation
of words of RX(r · l).
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(ii) The set RX(r · l) is a circular code and, more precisely, no word in rRX(r ·
l)l overlaps nontrivially a product of words of RX(r · l).
Since (X,S) is minimal, RX(r · l) is finite. Let φ : B → RX(r · l) be a coding
morphism for RX(r · l).
Since x is uniformly recurrent, it has an infinite number of occurrences of rl
at positive and at negative indices. By the above properties of RX(r · l), there
is a unique element y of BZ such that φ(y) = x.
We now define as follows a substitution τ on the alphabetB. For every b ∈ B,
σ ◦ φ(b) begins with l and ends with r. This implies that σ ◦ φ(b) ∈ RX(r · l)∗
and thus that σ ◦ φ(b) = φ(w) for some unique w ∈ B∗. We set τ(b) = w.
This defines a substitution τ on the alphabet B, characterised by
φ ◦ τ = σ ◦ φ . (7.2.2)
It follows that φ ◦ τn = σn ◦ φ for each n ≥ 0.
Example 7.2.10 Consider the Fibonacci substitution ϕ : a→ ab, b→ a gener-
ating the Fibonacci shift X(ϕ). The sequence x = σ2ω(a cot a) is an admissible
fixed point of σ2 : a→ aba, b→ ab. We have
R′X(a · a) = {aba, ababa}.
Set B = {a, b} with φ(a) = aba and φ(b) = ababa. Then
φ ◦ τ(a) = ϕ ◦ φ(a) = ϕ(aba) = abaababa = φ(ab)
so tha τ(a) = ab. Similarly, we find τ(b) = abb.
Proposition 7.2.11 The substitution τ defined by (7.2.2) is primitive, eventu-
ally proper and aperiodic.
Proof. Let us show that τ is eventually proper. For this, let n be such that
|σn(l)| > |φ(y0)|. Then for every b ∈ B, the first letter of τn(b) , is y0. Indeed,
φ ◦ τn(b) = σn ◦ φ(b) begins with σn(l) (see Figure 7.2.6). But σn(l) is a prefix
of x = σn(x) = σn ◦ φ(y). Thus, by the choice of n, σn ◦ φ(y0)l is a prefix of
σn(l). This implies that τn(b) begins with y0. A similar argument shows that
if n is such that |σn(r)| > |φ(y−1)|, then every τn(b) end with y−1. Thus τ is
eventually proper.
Let k > 0 be an occurrence of r.l large enough so that every return word
w ∈ R appears in the decomposition of x[0,k), that is, every b ∈ B occurs
in the finite word u ∈ B+ defined by φ(u) = x[0,k). Let n be so large that
|σn(l)| > k. Let b, c ∈ B. As above, x[0,k)l is a prefix of σn(l), which is a prefix
of σn(φ(b)) = φ(τn(b)). Thus u is a prefix of τn(b), and c occurs in τn(b), hence
τ is primitive.
Moreover,
φ(τ(y)) = σ(φ(y)) = σ(x) = x = φ(y) ,
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b
l
σn(l)
l
y0 y1
φ φ
σn σn σn
σn
φ
Figure 7.2.6: Proof that τ is eventually proper.
thus τ(y) = y since RX(r · l) is circular, and y is the unique fixed point of τ .
Since φ(y) = x is not periodic, y is not periodic. Thus τ is aperiodic.
We are now ready to prove Theorem 7.2.1.
Proof of Theorem 7.2.1. Let first (V,E,≤) be a stationary properly ordered
Bratteli diagram. By Proposition 7.2.7, we may assume that (V,E,≤) has a
simple hat. Then, using Proposition 7.2.3, we conclude that (XE , TE) is either
an aperiodic minimal substitution shift or an odometer. This proves the theorem
in one direction.
Let us now prove the converse implication. If (X,T ) is an odometer, we
have seen (Section 7.1) that (X,T ) has a BV-representation with a stationary,
properly ordered, Bratteli diagram. Moreover, (X,T ) cannot be at the same
time a minimal substitution shift by Proposition 7.1.4.
Let finally σ : A∗ → A∗ be a substitution generating a minimal shift space
(X,S). Let τ : B∗ → B∗ be the primitive, eventually proper and aperiodic
substitution defined by Proposition 7.2.11.
Let ζ : C → C∗ be the substitution given by Proposition 7.2.9 with an
adimmsible fixed point z ∈ CZ and a map θ : C → A. Since φ is injective and
RX(r · l) = φ(B) is a circular code, by assertion 2, θ is an isomorphism from
(Xζ , S) onto (X,S). Moreover, by assertion 3, since τ is eventually proper, ζ
is eventually proper. Let (V,E,≤) be the stationary properly ordered Bratteli
diagram such that ζ is the morphism read on (V,E,≤). By Proposition 7.2.3,
the systems (Xζ , S) and (XE , TE) are isomorphic. This concludes the proof.
Note that the preceding results imply the following property of substitution
shifts.
Corollary 7.2.12 Every infinite minimal substitution shift is isomorphic to a
primitive eventually proper substitution shift.
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Proof. Aminimal substitution shift is, by Theorem 7.2.1, isomorphic to (XE , TE)
with (V,E,≤) a stationary properly ordered Bratteli diagram. By Proposi-
tion 7.2.3, the system (XE , TE) is isomorphic to the substitution shift (Xσ, S)
where σ is the morphism read on (V,E,≤). But by Proposition 7.2.2, the mor-
phism σ is primitive and eventually proper, which proves the statement.
Let us illustrate this result on the case of the binary Chacon substitution σ :
0→ 0010, 1→ 1. The substitution is not primitive but the corresponding shift
space is minimal (see Exercise 2.23).
Let x = σω(0.0). This is the Chacon binary sequence. Using the return words
to 0.0 we see that x = ϕ(y) where φ : {a, b, c}∗ → {0, 1}∗ is defined by φ(a) = 0,
φ(b) = 010 and φ(c) = 01010, and y = τω(b.a) where τ is defined by τ(a) = ab,
τ(b) = acb and τ(c) = accb. According to the proof of Proposition 7.2.9 we need
to take τ2 instead of τ and we take
1. C = {a1, b1, b2, b3, c1, c2, c3, c4, c5},
2. θ : C → {0, 1} given by the following table
α a1 b1 b2 b3 c1 c2 c3 c4 c5
θ(α) 0 0 1 0 0 1 0 1 0
3. γ : {a, b, c} → C+ defined by
γ(a) = a1, γ(b) = b1b2b3, γ(c) = c1 · · · c5 ,
4. the substitution ζ : C∗ → C∗ defined by the following tables
α a1 b1 b2 b3
ζ(α) γ(abacb) γ(a) γ(b) γ(accbacb)
α c1 c2 c3 c4 c5
ζ(α) γ(a) γ(b) γ(a) γ(c) γ(cbaccbacb)
A BV-representation of the Chacon shift (that is, the subshift generated
by x) is isomorphic to (XE , TE) where (V,E,≤) a stationary properly ordered
Bratteli diagram with a simple hat such that ζ is the substitution read on it.
This diagram is obtained by telescoping at odd levels the diagram of Figure 7.2.7.
As already mentionned (and developped in Exercise 7.16), an alternative
route to obtain a Bratteli diagram with a simple hat is to use Proposition 7.2.7.
In the present example, we would obtain
M =
2 2 13 3 3
4 4 5
 , P =
1 0 0 0 0 0 0 0 00 1 1 1 0 0 0 0 0
0 0 0 0 1 1 1 1 1
 , Q =

2 2 1
1 0 0
0 1 0
2 2 3
1 0 0
0 1 0
1 0 0
0 0 1
2 3 4

,
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Figure 7.2.7: The BV-representation of the Chacon binary shift
and thus
M ′ =

2 2 2 2 1 1 1 1 1
1 0 0 0 0 0 0 0 0
0 1 1 1 0 0 0 0 0
2 2 2 2 3 3 3 3 3
1 0 0 0 0 0 0 0 0
0 1 1 1 0 0 0 0 0
1 0 0 0 0 0 0 0 0
0 0 0 0 1 1 1 1 1
2 3 3 3 4 4 4 4 4

7.2.4 Dimension groups and BV representation of substi-
tution shifts
We now derive from the previous results a decription of the dimension group of
substitution shifts.
Let σ : A∗ → A∗ be a substitution generating an aperiodic minimal shift
(X,S). As in the proof of Theorem 7.2.1, changing if necassary σ for some power
of σ, let x ∈ AZ be an admissible fixed point of σ and set r = x−1 and ℓ = x0.
Let RX(r · ℓ) = ℓRX(rℓ)ℓ−1 and let φ : B → RX(r · ℓ) be a coding morphism
for RX(r · ℓ). Let τ : B∗ → B∗ be the morphism such that φ ◦ τ = σ ◦ φ.
Theorem 7.2.13 Let σ be a substitution generating an aperiodic minimal shift
(X,S) and let τ : B∗ → B∗ be as above. Let M be the composition matrix of τ .
Then K0(X,S) = (∆M ,∆
+
M , v) where v is the image in ∆M of the vector with
components |φ(b)| for b ∈ B.
Proof. By Proposition 7.2.11, the substitution τ is primitive, eventually proper
and aperiodic. Thus, by Proposition 7.2.3, the system (Xτ , S) is isomorphic to
(XE , TE) whereB = (V,E,≤) is the Bratteli diagramwith τ read onB. By The-
orem 6.3.4, the diemnsion group of (Xτ , S) is isomorphic with (∆M ,∆
+
M , 1M ).
Since (Xτ , S) is the system induced by (X,S) on the clopen set [r · ℓ], the result
follows from Proposition 4.7.2.
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The result can of course also be deduced from Proposition 6.4.2.
We will use the following simple result (note that it is a particular case of
Theorem 6.4.1 on Kakutani equivalence).
Let τ : B∗ → B∗ be a primitive eventually proper nonperiodic substitution
and let X(τ) be the associated substitution shift. Let (V,E,≤) be a properly
ordered simple Bratteli diagram with simple hat such that τ is the substitution
read on (V,E,≤). By Proposition 7.2.3, the shift X(τ) is conjugate to (XE , TE).
We identify the set V \ {0} to B × N. Let φ : B∗ → A∗ be a morphism
recognizable on X(τ) and let Y = X(τ, φ) be the corresponding substitutive
shift.
Proposition 7.2.14 The shift Y is conjugate to (XE′ , TE′) where (V
′, E′) is
the Bratteli diagram obtained from (X,E) by replacing each edge from 0 to (b, 1)
by |φ(b)| edges (0, b, i) with 0 ≤ i < |φ(b)|.
Proof. Let U be the clopen subset of XE′ formed of the paths with a first edge
of the form (0, b, 0) for some b ∈ B. Ths system induced by (XE′ , TE′) on U is
clearly XE . Thus XE′ is the primitive of XE relative to the function f(x) =
|φ(x0)|. On the other hand, since φ is recognizable on X , by Proposition2.4.22,
Y is the primitive of X relative to the function f(x) = |φ(x)|. Thus XE′ and Y
are conjugate.
We will see several examples of application of this result below.
7.2.5 Some examples
We will illustrate the preceding results on some classical examples.
Example 7.2.15 Let X be the Fibonacci shift genrated by σ : a→ ab, b→ a.
Consider the fixed point σ2ω(a · a). Let φ : {u, v} → {a, b}∗ be a coding
morphism for RX(a · a) = {aba, ababa}. The morphism τ : B∗ → B∗ such that
φ◦τ = σ2◦φ is τ : u→ uv, v→ uvv (see Example 7.2.10). The Bratteli diagram
with simple hat corresponding to τ is shown in Figure 7.2.8 on the left. The
Bratteli diagram of X (according to Proposition 7.2.14) is shown on the right.
According to Theorem 6.3.4, the dimension group is the group (∆M ,∆
+
M , v)
with
M =
[
2 1
1 1
]
, v =
[
5
3
]
,
(exchanging the letters u, v to write M and v). This is consistent with the fact
that K0(X,S) = Z[λ] with λ = (1 +
√
5)/2 (see Examples 4.9.5 and 5.6.10)
because
M =
[
1 1
1 0
]2
and v =M2
[
1
0
]
.
Example 7.2.16 Let now (X,S) be the Thue-Morse shift generated byσ : 0→
01, 1→ 10. Let x = σ2ω(0 · 0). Set B = {1, 2, 3, 4} = and let φ : B∗ → {0, 1}∗
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...
...
1 12 32
1 12 32
...
...
1 12 32
1 12 32
Figure 7.2.8: The BV-representation of the Fibonacci shift
be the coding morphism for RX(0 · 0) = {01101, 0110, 01011010, 010110}. Let
τ : B∗ → B∗ be the substitution such that φ ◦ τ = σ2 ◦ φ. We have τ : 1 →
1234, 2→ 124, 3→ 13234, 4→ 1324. Using again Proposition 7.2.14, we obtain
the BV-representation of Figure 7.2.9.
...
...
...
...
1 2 3 4 1 2 3 1 3 2 4 5 1 3 2 4
1 2 3 4 1 2 3 1 3 2 4 5 1 3 2 4
Figure 7.2.9: The BV-representation of the Thue-Morse shift
The dimension group K0(X,S) is thus (∆M ,∆
+
M , v) with
M =

1 1 1 1
1 1 0 1
1 1 2 1
1 1 1 1
 , and v =

4
3
5
4

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This is consistent with the result found in Example 5.6.11 where we identified
K0(X,S) to Z[1/2] × Z with the natural order of R2 and unit (1, 0). Indeed,
the evntual range of M is generated by the vectors
x =

1
1
1
1
 , y =

1
0
2
1
 .
In this basis, the matrix M takes the form
N =
[
3 1
2 2
]
with eigenvectors z = x+y for the eigenvalue 4 and t = x−2y for the eigenvalue
1. This allows us to identify K0(X,S) via the map αx + βy 7→ (α, β) with the
pairs (α, β) such that 2nα, β ∈ Z for some n ≥ 1. The order unit is v = 3x+y 7→
(3, 1). Since v = Nx, we can normalize the unit to (1, 0).
In Example 5.6.11 we obtained the dimension group as the group of a matrix
of dimension 3 instead of 4 as here. Actually the method used in Example 5.6.11
can be used also to build a BV-representation of the Thue-Morse shift with 3
vertices at each level n ≥ 1 (Exercise 7.17).
7.3 Linearly recurrent shifts
In this section, we study the case of linearly recurrent shifts, already intro-
duced in Chapter 2. This family contains primitive substitution shifts (Propo-
sition 7.3.2). The main result is a characterisation of the BV-representation of
aperiodic linearly recurrent shifts (Theorem 7.3.8).
7.3.1 Properties of linearly recurrent shifts
We say that the shift space (X,S) is linearly recurrent (LR) (with constant
K ≥ 0) if it is minimal and if for all u in L(X) and for all right return words w
to u in X we have |w| ≤ K|u|.
In what follows we show that a subshift is linearly recurrent if and only if it
has a BV-representation where the incidence matrices have positive entries and
belong to a finite set.
The class of linearly recurrent shift spaces is clearly closed under conjugacy
(Exercise 7.18).
A simple example of a minimal shift which is not LR is given below.
Example 7.3.1 Let un be the sequence of words defined by u−1 = b, u0 = a
and un+1 = u
n
nun−1 for n ≥ 1. The subshift generated by the infinite word u
having all un as prefixes is not LR. This results from the property of LR shift
spaces with constant to be (K + 1)-th power free (Proposition 7.3.6 below).
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We begin with the following simple property.
Proposition 7.3.2 A primitive substitution shift is linearly recurrent
Proof. Let σ : A∗ → A∗ be a primitive substitution and let X = X(σ) be
the corresponding shift space. Set as usual |σ| = maxa∈A |σ(a)| and 〈σ〉 =
mina∈A |σ(a)|.
Since σ is primitive, it follows from Proposition 2.4.17 that there is a constant
k such that
|σn| ≤ k〈σn〉 (7.3.1)
for all n ≥ 1.
For every w ∈ L(X), there is an integer n such that |w| ≤ 〈σn〉. Then, since
w has no factor in σn(A), it is a factor of σn(ab) for some a, b ∈ A. If n is chosen
minimal, we have 〈σn−1〉 < |w|. Every return word to w is a factor of a return
word to some σn(ab). Let R be the maximal length of return words to words of
length 2. Then, for every return word u to w, we have
|u| ≤ R|σn| ≤ Rk〈σn〉
< Rk|σ||w|.
This shows that X is linearly recurrent with constant K = kR|σ|.
We have seen an illustration of this result for the Fibonacci shift (Exercise 2.13).
We add an illustratration on the Thue-Morse shift.
Example 7.3.3 Let σ : a 7→ ab, b 7→ ba be the Thue-Morse substitution. Ac-
cording to the above, since k = 1 for a constant length morphism, and since the
maximal length R of return words of length 2 is 6, the Thue-Morse shift is LR
with K = 12.
We will use Theorem 7.2.1 to prove the following result, which gives an
easily verifiable condition for a substitution shift to be LR (the condition is, for
example, visibly satisfied by the Chacon binary substitution). It proves that
the property of being LR is decidable for a substitution shift.
Theorem 7.3.4 (Damanik, Lenz) Let σ : A → A∗ be a substitution and let
(X,S) be the corresponding substitution subshift. Let e ∈ A be a letter such that
limn→∞ |σn(e)| =∞. Then the following are equivalent.
(i) The letter e occurs with bounded gaps in L(X) and for every a ∈ A, one
has |σn(e)|a ≥ 1.
(ii) (X,S) is minimal.
(iii) (X,S) is linearly recurrent.
7.3. LINEARLY RECURRENT SHIFTS 231
Proof. (i)⇒ (ii) We have to show that for every n ≥ 1, the word σn(e) occurs
in every long enough word of L(X). Since e occurs with bounded gaps, there
is k such that every word of Lk(X) contains e. Choose w of length |w| ≥
(3+k)maxa∈A |σn(a)|. Then w contains a factor σn(u) for some word u ∈ Lk(X)
and thus contains σn(e).
(i)⇒ (ii) By Corollary 7.2.12 (X,S) is isomorphic to a primitive substitutive
shift. Thus the assertion results from Proposition ??.
(iii)⇒ (i) is obvious.
A fourth equivalent statement could be added, namely that (X,S) is uniquely
ergodic (see the notes for a reference).
From Theorem 7.3.4, we know that all minimal substitution shifts are linearly
recurrent. We will prove now some important properties of LR shifts.
We prove before a lemma recording a property of return words which had
not been used before.
Lemma 7.3.5 Let X be a shift space and u ∈ L(X). Set U = RX(u). Let
x ∈ U∗ be such that ux ∈ L(X) and y ∈ U be such that x = puys for some
p, s ∈ L(X). Then pu, s are in U∗.
Proof. Since ux ∈ L(X), we have usu ∈ L(X) (see Figure 7.3.1 on the left).
This implies su ∈ U∗. Since U is a prefix code, puys, uys ∈ U∗ implies p ∈ U∗.
u p u y s
x
p y u s u
x
Figure 7.3.1: A property of return words.
A dual statement holds for left return words: let U = R′X(u). If x ∈ U∗ is such
that xu ∈ L(X) and y ∈ U is such that x = pyus for some p, s ∈ L(X) (see
Figure 7.3.1 on the right). Then p, us are in U∗.
Proposition 7.3.6 Let X be a non-periodic shift space and suppose that it is
linearly recurrent with constant K. Then:
1. Every word of Ln(X) appears in every word of L(K+1)n−1(X).
2. The number of distinct factors of length n of X is at most Kn.
3. L(X) is (K+1)-power free, that is, for every nonempty word u, un ∈ L(X)
implies n ≤ K.
4. For all u ∈ L(X) and for all w ∈ RX(u) we have 1K |u| < |w|.
5. If u ∈ L(X), then Card(RX(u)) ≤ K(K + 1)2
232 CHAPTER 7. SUBSTITUTION SHIFTS
Proof. The first three assertions are already in Proposition 2.2.7.
4. Suppose that for u ∈ L(X) and w ∈ RX(u), we have |u| ≥ K|w|. Since
u is a suffix of uw, the length of w is a period of u and thus wK+1 is a suffix of
u, a contradiction with assertion 3.
5. Let u, v ∈ L(X) with |v| = (K + 1)2|u|. By assertion 1, every element
of L(X) of length (K + 1)|u| appears in v and thus all words of uRX(u) are
factors of v. By assertion 4, we have
Card(RX(u))|u|/K ≤
∑
w∈RX(u)
|w| (7.3.2)
Now, since every word in uRX(u) occurs in v. Considering all successive oc-
currences of u in v, we have a factor of v of the form ux with x = x1x2 · · ·xk
where all xi are in RX(u) and every occurrence of u in v is either as a prefix of
ux and as a suffix of some xi. If uy is a factor of v with y ∈ RX(u), then it is
a factor of x and thus x = puys. By Lemma 7.3.5, since RX(u) is a code, y is
equal to some of the xi. Thus every word in RX(u) appears as some xi. This
implies that ∑
w∈RX(u)
|w| ≤ |v| = (K + 1)2|u| (7.3.3)
whence the conclusion Card(RX(u)) ≤ K(K + 1)2.
Note the following corollary of Proposition 7.3.6.
Corollary 7.3.7 The factor complexity of a minimal substitution shift is at
most linear.
Indeed, by Theorem 7.3.4, a minimal substitution shift is linearly recurrent.
This statement is not true for a substitution shift which is not primitive (Exer-
cise 7.19).
We now come back to return words. Let X be a minimal shift space. For
u, v such that uv ∈ L(X), we consider as in the proof of Theorem 7.2.1, the set
RX(uv) of right return words to uv and the set
RX(u · v) = vRX(uv)v−1
called the set of return words to u · v. As we will manipulate return words, it
is important to observe that a finite word w ∈ A+ is a return word to u.v in X
if, and only if,
1. uwv is in L(X), and
2. v is a prefix of wv and u is a suffix of uw, and
3. the finite word uwv contains exactly two occurrences of the finite word
uv.
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If v is the empty word, we have RX(u · v) = RX(u) and if u is the empty
word, then R(u · v) = R′X(v), the set of left return words to v. When it will be
clear from the context we will use to R(u · v) in place of RX(u · v).
Let Bu·v be a finite alphabet in bijection with R(u · v) by θu·v : Bu·v →
R(u · v). The map θu·v extends to a morphism from B∗u·v to A∗ and the set
θu·v(B∗u·v) consists of all concatenations of return words to u · v.
The set R(u · v) is a circular code and, more precisely, no word of R(u · v)
overlaps no trivially a product of words of R(u · v). In particular, the map
θu·v : B∗u·v → A∗ is one-to-one.
7.3.2 BV-representation of linearly recurrent shifts
The following result characterises linearly recurrent shift spaces in terms of
BV-representations. We first need to recall that a dynamical system (X,T ),
endowed with the distance d, is expansive if there exists ǫ such that for all pairs
of points (x, y), x 6= y, there exists n with d(T nx, T ny) ≥ ǫ. We say that ǫ is
a constant of expansivity of (X,T ). It is easy to see that the shift spaces are
expansive but that odometers are not.
Theorem 7.3.8 An aperiodic shift space is linearly recurrent if, and only if, it
has an expansive BV-representation satisfying:
1. its incidence matrices have positive entries and belong to a finite set of
matrices,
2. for all n ≥ 1 the substitution read on E(n) is eventually proper.
Proof. Let (X,S) be an aperiodic LR shift space. It suffices to construct a
sequence of KR-partitions having the desired properties.
From Proposition 7.3.6 there exists an integerK such that for all u occurring
in some x ∈ X and all w ∈ R(u), we have
|u|
K
≤ |w| ≤ K|u| .
We set α = (K + 1)2. Let x = (xn)n be an element of X . For each
non-negative integer n, we set un = x−αn · · ·x−2x−1, vn = x0x1 · · ·xαn−1,
Rn = R(un.vn), Bn = Bun·vn and θn = θun·vn .
By the choice of K, every word of RX(un ·vn) appears in un+1vn+1. Indeed,
α ≥ (K + 1)2 implies 2αn+1 ≥ (K + 1)22αn and thus |un+1vn+1| ≥ (K +
1)2|unvn|.
Now define for all n
P(n) = {Sj [un.wvn] | w ∈ Rn, 0 ≤ j < |w|} .
The verification that (P(n))n is a sequence of KR-partitions having the
desired properties is left to the reader. ?
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Let now (V,E,≤) be a properly ordered Bratteli diagram satisfying 1 and
2. Let ǫ be a constant of expansivity of XE . Let n0 be a level of (V,E,≤) such
that all cylinders [e1, . . . , en0−1] are included in a ball of radius ǫ/2. For any
vertex v ∈ V (n0 − 1) let hv denote the number of edges from v to V (0). Now
consider the alphabet
A = {(v, j) | v ∈ V (n0 − 1), 0 ≤ j < hv} ,
the map C : XE → A defined by
C(e(n))n = (r(en0−1), j) ,
if (e(n))1≤n≤n0−1 is the jth finite path of (V,E,≤) from r(en0−1) to V (0) with
respect to the order on (V,E,≤), and finally define ϕ : XB → AZ by
ϕ(x) = (C ◦ T nE(x))n∈Z .
We clearly have that (XE , TE) is isomorphic to (Ω, S) where Ω = ϕ(XE)
and S is the shift on A. There remains to show that (Ω, S) is LR.
Let K = supn≥n0 maxv∈V (n)
∑
v′∈V (n−1)M(n)v,v′ . Condition 1 implies that
K is finite. Let L = maxv,v′∈V (n0−1)(hv/hv′).
Let v ∈ V (n0−1) and let w be a return word to u = (v, 0)(v, 1) · · · , (v, hv−1).
Due to Condition 1 and Condition 2 we have
|w| ≤ 2K max
v′∈V (n0−1)
hv′ ≤ 2KL|u| . (7.3.4)
Now for all n ≥ n0, let τn : V (n) → V (n − 1)∗ be the substitution read on
E(n). We set W = {(v, 0)(v, 1) · · · , (v, hv − 1) | v ∈ V (n0 − 1)} and we define
the morphism σ : V (n0 − 1)→ A∗ by σ(v) = (v, 0)(v, 1) · · · , (v, hv − 1).
It is clear that all the elements of Ω are concatenations of finite words be-
longing to W . They are also concatenations of finite words belonging to σ ◦
τn0(V (n0)), and more generally, of finite words belonging to σ◦τn0◦· · ·◦τn(V (n))
for all n ≥ n0. As for (7.3.4), we can prove that all return words to some ele-
ments of σ ◦ τn0 ◦ · · · ◦ τn(V (n)) satisfy the same inequality.
Now let u be any non-empty finite word appearing in some word of Ω and
w be a return word to u. There exists n such that
max
v∈V (n)
|σ ◦ τn0 ◦ · · · ◦ τn(v)| ≤ |u| < max
v∈V (n+1)
|σ ◦ τn0 · · · ◦ τn+1(v)| .
Then u is a factor of some σ ◦ τn0 ◦ · · · ◦ τn+1(vv′), v and v′ belonging to
V (n+ 1). From Condition 1 and Condition 2, we deduce that vv′ is a factor of
some τn+2◦τn+3(v′′), v′′ ∈ V (n+3). Then, u is a factor of σ◦τn0 ◦· · ·◦τn+3(v′′).
Consequently
|w| ≤ 2KL|σ ◦ τn0 ◦ · · · ◦ τn+3(v′′)| ≤ 2KL4|u|
and (Ω, S) is LR.
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Let us call linearly recurrent any Cantor dynamical systems having a BV-
representation satisfying 1 and 2 in Theorem 7.3.8.
Actually, more can be said about these dynamical systems but we need the
following theorem which can be seen as an extension of Proposition 7.2.3.
We say that a minimal Cantor dynamical system (X,T ) has topological rank
k if k is the smallest integer such that (X,T ) has a BV-representation (XE , TE)
where the sequence of number of vertices (Card(V (n)))n bounded by k. When
such a k does not exist, we say that it has infinite topological rank. Of course,
linearly recurrent BV-dynamical systems have finite topological rank.
A topological dynamical system (X,T ), endowed with the distance d, is said
to be equicontinuous whenever
∀ǫ, ∃ δ > 0, sup
n∈Z
d(T nx, T ny) < ǫ if d(x, y) < δ .
Theorem 7.3.9 Let (X,T ) be a minimal Cantor dynamical system with topo-
logical rank k ∈ N. Then, (X,T ) is expansive if and only if k ≥ 2. Otherwise it
is equicontinuous.
Let us take the notation of the proof of Theorem 7.3.8. We call σn0 the
morphism σ and An0 the alphabet A. Let Xn0 be the subset of A
Z
n0 consisting of
all the words x such that for all i, j, xixi+1 · · ·xj is a factor of σn0 ◦τn0 · · ·◦τn(v)
for some n ∈ N and v ∈ V (n). It can be checked that (Xn0 , S) is a minimal
subshift.
Corollary 7.3.10 Let (XE , TE) be a BV-dynamical system with finite topolog-
ical rank. Then, (XE , TE) is expansive if and only if there exists n0 such that
(Xn0 , S) is not periodic.
Moreover, if the cylinders [e1, . . . , en0−1] of XE are all included in balls of
radius ǫ2 , ǫ being a constant of expansivity, then (XE , TE) is isomorphic to
(Xn0 , S).
Note that once some (Xn0 , S) is not periodic, then (Xn, S) is aperiodic for
all n ≥ n0.
7.4 S-adic representations
We introduce now the notion of an S-adic representation of a shift, which gen-
eralizes the representation of shifts as substitution shifts. We will replace the
iteration of a morphism by the application of an arbitrary sequence of mor-
phisms. The concept is of course close to that of a BV-representation but more
flexible. For example, every stationary Bratteli diagram defines a substitution
shift (with the substitution read on the diagram), but not conversely since, as
we have seen, one has to use a conjugacy to obtain a stationary Bratteli dia-
gram for a substitution shift (when the substitution is not proper). The same
situation occurs for S-adic representations.
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In this section, all morphisms are assumed to be non-erasing and alphabets
are always assumed to have cardinality at least 2.
7.4.1 Directive sequence of morphisms
For a morphism σ : A∗ → B∗, we denote as usual |σ| = maxa∈A |σ(a)| and
〈σ〉 = mina∈A |σ(a)|.
Let S be a family of morphisms. Let (An)n≥0 be a sequence of finite alpha-
bets and let τ = (τn)n≥0 be a sequence of morphisms with τn : A∗n+1 → A∗n
and τn ∈ S. For 0 ≤ n ≤ N , we define τ[n,N) = τn ◦ τn+1 ◦ · · · ◦ τN−1 and
τ[n,N ] = τn ◦ τn+1 ◦ · · · ◦ τN . For n ≥ 0, the language L(n)(τ) of level n associ-
ated with τ is defined by
L(n)(τ) = {w ∈ A∗n | w occurs in τ[n,N)(a) for some a ∈ AN and N > n}.
The language L(n)(τ) defines a shift space X(n)(τ) called the shift generated
by L(n)(τ). More precisely, X(n)(τ) is the set of points x ∈ AZn such that
L(x) ⊆ L(n)(τ).
Note that it may happen that L(X(n)(τ)) is strictly contained in L(n)(τ) (if,
for example, all τn are equal to a morphism which is not a substitution) or even
empty (if |τ[0,n)| is bounded). We say that τ is a directive sequence if for every
n, the language L(n)(τ) is extendable. This implies that |τ[0,n)| tends to infinity
with n and that L(X(n)(τ)) = L(n)(τ) for every n ≥ 0.
When τ is directive sequence, we set X(τ) = X(0)(τ) and = L(τ) = L(0)τ .
We call (X(τ), S) the S-adic shift with directive sequence τ . We also say that
τ is an S-adic representation of X = X(τ).
Example 7.4.1 Every substitutive shiftX = X(σ, φ) has an S-adic representa-
tion with S = {σ, φ}. Indeed, let Y = X(σ) and X = π(Y ) where σ : B∗ → B∗
is a substitution and φ : B∗ → A∗ is nonerasing. Then X is the S-adic shift
with directive sequence (φ, σ, σ, . . .).
As for BV-representations, we have the notion of telescoping of a directive
sequence. Given a sequence of morphisms τ = (τn) and a sequence (nm) of
integers with n0 = 0 < n1 < n2 < . . ., a telescoping of τ with respect to
(nm) is the sequence of morphisms τ
′ = (τ[nm,nm+1))m≥0. If τ is a directive
sequence, then τ ′ is a directive sequence. Moreover τ and τ ′ define the same
shift X(τ) = X(τ ′).
As for substitution shifts, in which fixed points play an important role, we
have for directive sequences, the notion of limit point . Let τ = (τn)n≥0 be an S-
adic system with τn : A
∗
n+1 → A∗n. A sequence x ∈ AN0 is called a limit point of τ
if there is a sequence (w(n)) of sequences w(n) ∈ ANn such that w(n) = τn(w(n+1))
with x = w(0).
Example 7.4.2 Let σ be a substitution with fixed point x = σω(a). Then x is
a limit point of the directive sequence (σ, σ, . . .). Indeed, the constant sequence
w(n) = σω(a) is such that w(n+1) = σ(w(n)) and x = w(0).
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Observe that, contrary to the case of substitutive sequences, every sequence has
an S-adic representation (Exercise 7.21).
7.4.2 Primitive directive sequences
We say that the sequence τ is primitive if, for any n ≥ 1, there exists N > n
such that for all a ∈ AN , τ[n,N)(a) contains occurrences of all letters of An.
Set Mτ[n,N) = MτnMτn+1 · · ·MτN−1 where Mτn is the composition matrix
of τn. Then τ is primitive if for any n ≥ 1, there exists N > n such that
Mτ[n,N) > 0,
Observe that if τ is primitive, then 〈τ[1,n)〉 goes to infinity when n increases.
When τ is primitive, we can use alternative definitions of limit points.
(i) There is a primitive directive τ and a sequence an ∈ An of letters such
that x is the limit of τ[0,n)(a
ω
n)
(ii) There is a primitive directive τ and a sequence an ∈ An of letters such
that {x} = ∩n≥0[τ[0,n)(an)] where [w] is the cylinder defined by w.
(Exercise 7.20).
The following result generalizes the fact that every growing morphism has a
power with a fixed point (Proposition 2.4.4).
Proposition 7.4.3 Every primitive S-adic system has a limit point.
Proof. Let τ = (τn) be a primitive directive sequence. For a ∈ An+1, denote
by fn(a) the first letter of τn(a). Since A0 is finite, there is a letter a in the
decreasing sequence of sets ∩nf[0,n)(An). By construction, there is a sequence
(an) such that a0 = a and an = fn(an+1). Set un = τ[0,n)(an). By construction,
every un is a prefix of un+1 and since τ is primitive, their lengths tend to infinity.
Let u(0) be the unique one sided sequence having all un as prefixes. By shifting
the sequences (τn) and (an), we define a sequence u
(n) of sequences such that
u(n) = τn(u
(n+1)). Thus u(0) is a limit point of τ .
The following proposition generalizes the fact that a primitive sustitution
shift is minimal (Proposition 2.4.10).
Proposition 7.4.4 If τ is primitive, it is a directive sequence and X(τ) is
minimal.
Proof. Since 〈τ[n,N)〉 → ∞ with N , the language L(n)(τ) is extendable and thus
τ is a directive sequence.
Let us show that X(τ) is uniformly recurrent. For this, let u ∈ L(τ). By
definition of L(τ), there is an n > 1 and a letter a ∈ An such that u appears in
τ[1,n)(a). Since τ is primitive, there is an N > n such that for all b ∈ AN , the
letter a appears in τ[n,N)(b). Let b, c ∈ AN be such that bc ∈ L(N)(τ). Then u
appears in τ[1,N)(b) and in τ[1,N)(c) at a distance at most equal to 2|τ[1,N)| (see
Figure 7.4.1). This shows that X(τ) is uniformly recurrent.
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b c
τ[n,N) τ[n,N)
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τ[1,n) τ[1,n)
u u
Figure 7.4.1: The shift X(τ) is minimal.
A morphism σ : A∗ → B∗ is said to be left proper (resp. right proper) when
there exist a letter b ∈ B such that for all a ∈ A, σ(a) starts with b (resp., ends
with b). Thus it is proper if it is both left and right proper.
We say that sequence τ = (τn) of morphisms is left proper (resp. right
proper, resp. proper) whenever each morphism τn is left proper (resp. right
proper, resp. proper). We also say that a shift is a left proper (resp. right
proper, resp. primitive) S-adic shift if there exists a left proper (resp. right
proper, resp. primitive) sequence of morphisms τ such that X = X(τ).
Let us give another way to define X(τ) when τ is primitive and proper. For
a non erasing morphism σ : A∗ → B∗, let Ω(σ) be the closure of ∪k∈ZSkσ(AZ).
Lemma 7.4.5 Let τ = (τn : A
∗
n+1 → A∗n)n≥1 be a primitive and proper se-
quence of morphisms. Then,
X(τ) = ∩n≥1Ω(τ[1,n]).
Proof. It is equivalent to prove that
L(τ) = ∩n≥2 Fac(τ[1,n)(A∗n)).
Consider first w ∈ L(τ). By definition of L(τ), there is an n ≥ 2 and a letter
a ∈ An such that w appears in τ[1,n)(a). Since τ is primitive, there is for each
N > n a letter b ∈ AN such that a is a factor of τ[n,N)(b). This proves that w ∈
Fac(τ[1,N)(AN ) for arbitrary large N and thus that w ∈ ∩n≥2 Fac(τ[1,n)(A∗n)).
Conversely, let ℓn ∈ An (resp. rn ∈ An) be the first letter (resp. last letter)
of all τn(a) for a ∈ An+1. Let w ∈ ∩n≥2 Fac(τ[1,n)(A∗n)). Since τ is primitive
we may assume, telescoping if necessary the sequence τn, that 〈τn〉 ≥ 2. For
each n ≥ 2, there is some wn ∈ A∗n such that w is a factor of τ[1,n)(wn) and we
can choose wn of minimal length. Then |w| ≥ 2n(|wn| − 2). Thus there is an
n ≥ 2 such that wn has length at most 2. If |wn| = 1 we obtain the conclusion
w ∈ L(τ). Assume that wn has length 2. If wn 6= rnℓn, then wn is a factor of
some τn+1(a) for a ∈ An+1 and we are done. Otherwise, consider any c ∈ An+2
and d, e two consecutive letters of τn+1(c). Then τnτn+1(c) has a factor rnℓn
and thus, we can choose wn+2 = c.
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Observe that the hypotheses that τ is both primitive and proper cannot
be dropped in the previous statement. Without these hypotheses, the inclu-
sion X(τ) ⊂ ∩n∈NΩ(τ[0,n]) still holds (under the mild assumption that An ⊂
Fac(τn(An+1)), but not the reverse inclusion, as shown by the following exam-
ples.
Example 7.4.6 Take for the directive sequence τ the constant sequence equal
to τ , defined by τ(0) = 0010 and τ(1) = 1 (this is the Chacon binary substi-
tution). The directive sequence τ is not primitive, and · · · 111 · · · belongs to
∩n∈NΩ(τ[0,n]) but not to X(τ).
Example 7.4.7 In the case of the non-proper constant sequence given by τ with
τ(0) = 0100 and τ(1) = 101, the fixed point τω(1 · 1) belongs to ∩n∈NΩ(τ[0,n]),
but not to X(τ), since 11 appears in no element of X(τ).
With a left proper morphism σ : A∗ → B∗ such that b ∈ B is the first letter
of all images σ(a), a ∈ A, we associate the right proper morphism σ : A∗ → B∗
defined by bσ(a) = σ(a)b for all a ∈ A.
Lemma 7.4.8 Let (X,S) be an S-adic shift generated by the primitive and
left proper directive sequence τ = (τn : A
∗
n+1 → A∗n)n≥1. Then (X,S) is also
generated by the primitive and proper directive sequence τ˜ = (τ˜n)n≥1, where for
all n, τ˜n = τ2n−1τ2n. In particular, if τ is unimodular, then so is τ˜ .
Proof. Each morphism τ˜n is trivially proper. It is also clear that the unimod-
ularity of τ is preserved in this process. Now, let σ : A∗ → B∗ be a proper
morphism such that b ∈ B is the first letter of all images σ(a), a ∈ A; for
all x ∈ AZ, one has σ(x) = Sσ(x). Together with Lemma 7.4.5 this ends the
proof.
7.4.3 Unimodular S-adic shifts.
We also say that sequence τ = (τn) of morphisms is unimodular whenever, for
all n ≥ 1, An+1 = An and the matrix Mτn has determinant of absolute value
1. We say that a shift is a unimodular (resp. proper, resp. primitive) S-adic
shift if there exists a unimodular (resp. proper, resp. primitive) sequence of
morphisms τ such that X = X(τ).
Lemma 7.4.9 All primitive unimodular proper S-adic shifts are aperiodic.
Proof. Let τ be a primitive unimodular proper directive sequence on the al-
phabet A of cardinality d ≥ 2. Suppose that the shift X(τ) is periodic, that is
X(τ) = {x, Tx, . . . , T p−1x}.
Since τ is primitive, there is some n ≥ 1 such that |τ[1,n](a)| ≥ p.
Let b ∈ A and set τn+1(b) = b0b1 · · · bk. Since the directive sequence τ is
proper, b0b1 · · · bkb0 is also a word in L(n+1)(τ). Then w = τ[1,n](b0b1 · · · bkb0)
is a word which has both period p (as a factor of x) and period |τ[1,n+1](b)|.
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By Fine-Wilf Theorem (Exercise 2.11), we have |τ [1, n+ 1](b)| ≡ 0 mod p. But
then every row of the matrix M(τ [1, n+ 1]) has a sum divisible by p and thus
its the determinant is a multiple of p, which contradicts the unimodularity of
τ .
7.4.4 Recognizability and unimodular S-adic shifts.
We have seen in Section 2.4 the definition of recognizability of morphisms. Let
us recall this definition here. Let ϕ : A∗ → B∗ is a nonerasing morphism. Let
(X,S) with X ⊂ AZ be a shift space and let Y be the closure of ϕ(X) under
the shift. Every y ∈ Y has a representation as y = Skϕ(x) with x ∈ X and
0 ≤ k < |ϕ(x)|. We say that ϕ is recognizable in the shift X for the point y if y
has only one such representation.
We say that ϕ is recognizable in X if it is recognizable in X for every point
y ∈ Y . We also say that ϕ is recognizable in X for aperiodic points if ϕ is
recognizable in X for every aperiodic point y ∈ Y . Finally, we say that ϕ is
recognizable for aperiodic points if it is recognizable in the full shift for aperiodic
points.
The notion of tower will be helpful in the proof of the following statement.
Proposition 7.4.10 Let σ : A∗ → B∗ and τ : B∗ → C∗ be morphisms. Let
X ⊂ AZ be a shift space and let Y be the subshift generated by σ(X). Then
1. τ ◦ σ is recognizable on X if and only if σ is recognizable on X and τ is
recognizable on Y .
2. If σ is recognizable in X for aperiodic points and τ is recognizable in Y
for aperiodic points, then τ ◦ σ is recognizable in X for aperiodic points.
3. If τ ◦ σ is recognizable in X for aperiodic points, then τ is recognizable in
Y for aperiodic points.
Proof. Let Z be the subshift of CZ generated by τ(Y ). Set ρ = τ ◦ σ. We have
ρˆ = τˆ ◦ α (see Figure 7.4.2) where α : Xρ → Y τ is the following map. For each
Xρ Z
Y τ
ρˆ
α τˆ
Figure 7.4.2: The map α.
(x, k) ∈ Xρ, there is a unique pair (i, j) such that k = |τ(b0 · · · bi−1)| + j with
j < |τ(bi)| with σ(x0) = b0 · · · b|σ(x0)|. Then
α(x, k) = (σˆ(x, i), j)
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1. It is clear that α is injective if and only if σˆ is injective. Since α is
surjective, it follows that ρˆ is injective if and only σˆ and τˆ are injective.
2 and 3 follow easily since τˆ sends periodic points to periodic points.
Recall (see Exercise 2.25) that a morphism ϕ : A∗ → B∗ is called elementary if
for every decomposition ϕ = β ◦α with α : A∗ → C∗ and β : C∗ → B∗, one has
Card(C) ≥ Card(A).
Proposition 7.4.11 Let ϕ : A∗ → B∗ be a nonerasing morphism. If ϕ is
elementary, the extension of ϕ to AN is injective.
Proof. We argue by induction on ‖ϕ‖ =∑a∈A |ϕ(a)|. The statement is true if
‖ϕ‖ = Card(A) since in this case an elementary morphism is a bijection from A
to B. Assume that the extension of ϕ to AN is not injective. Let x, x′ ∈ AN be
such that ϕ(x) = ϕ(x′). We may assume that x begins with a ∈ A and x′ with
a′ 6= a. If ϕ(a) = ϕ(a′), then ϕ is clearly not elementary. Otherwise, we may
assume that |ϕ(a′)| > |ϕ(a)|. Set ϕ(a′) = ϕ(a)u. Let C = (A ∪ a′′) \ a′ where
a′′ is a new letter. Let α : A∗ → C∗ be defined by α(a′) = aa′′ and α(b) = b for
b 6= a′. Then ϕ = β ◦ α with
β(c) =
{
u if c = a′′
ϕ(c) otherwise
Then ‖β‖ < ‖ϕ‖ and thus β is not elementary by induction hypothesis. There-
fore ϕ is not elementary.
We will now prove the following result. It holds in particular when M(σ) is
unimodular.
Theorem 7.4.12 Let σ : A∗ → B∗ be an elementary morphism Then σ is
recognizable for aperiodic points.
Proof. We procede by induction on ‖σ‖.
If |σ(a)| = 1 for all a ∈ A, then σ is a permutation of A, whence recognizable
in the full shift.
Assume now that σ is not recognizable on aperiodic points. Since M(σ) has
rank Card(A), the morphism σ is elementary. Thus, by Proposition 7.4.11, σ is
injective on AN. Thus there exist x, x′ ∈ AN and w with 0 < |w| < |σ(x0)| such
that σ(x) = wσ(x′) for some proper suffix w of σ(a′). Set σ(a′) = vw. We can
then write σ = σ1 ◦τ1 whith τ1 : A∗ → A∗1 and σ1 : A∗1 → B∗ and A1 = A∪{a′′}
where a′′ is a new letter. We have τ1(a′) = a′a′′ and τ(a) = a otherwise. Next
σ1(a
′) = v, σ1(a′′) = w and σ1(a) = a otherwise. Note that ‖σ1‖ = ‖σ‖. Since
τ1 is injective on A
N, σ1 is not injective on A
N
1 . By Proposition 7.4.11 again, σ1
is not elementary. Thus σ1 = σ2 ◦ τ2 whith τ2 : A∗1 → A∗2, σ2 : A∗2 → B∗ and
Card(A2) < Card(A1) = Card(A)+1. On the other hand, since σ = (τ1◦τ2)◦σ2
is elementary, we have Card(A) ≤ Card(A2). Thus
Card(A) ≤ Card(A2) ≤ Card(A)
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and consequently Card(A) = Card(A2). Since ‖σ2‖ < ‖σ1‖ = ‖σ‖, we may
apply the induction hypothesis to obtain that σ2 is recognizable for aperiodic
points. Since τ1 and τ2 are recognizable in the full shift, we obtain the conclusion
by Proposition 7.4.10.
We will use the following corollary.
Corollary 7.4.13 Let σ : A∗ → B∗ be a morphism such that M(σ) has rank
Card(A). Then σ is recognizable for aperiodic points.
This follows directly from Theorem 7.4.12. Indeed, an morphism σ : A∗ → B∗
such that M(σ) has rank Card(A) is elementary.
Example 7.4.14 The matrix of the morphism σ : a→ ab, b→ aa is
M(σ) =
[
1 1
2 0
]
which has rank 2. The morphism is not recognizable for a∞ but for every other
point y, the occurrence of a b is enough to determine the representation of y as
y = Skσ(x). For exmple, y0 = b forces k = 1 and x0 = a. All the other values
of xn are then determined.
We use Corollary 7.4.13 to prove the following.
Proposition 7.4.15 Let X be an S-adic shift with unimodular directive se-
quence τ . Then X is aperiodic and minimal if and only if τ is primitive.
Proof. Recall that any S-adic subshift with a primitive directive sequence is
minimal (Proposition 7.4.4) and that aperiodicity is proved in Lemma 7.4.9.
We only have to show that the condition is necessary. We assume that (X
is aperiodic and minimal. For all n ≥ 1, (X(n)(τ), S) is trivially aperiodic. Let
us show that it is minimal.
Assume by contradiction that for some n ≥ 1, (X(n)(τ), S) is minimal, but
not (X(τ)(n+1), S). There exist u ∈ L(X(τ)(n+1)) and x ∈ X(n+1)(τ) such that
u does not occur in x. By Corollary 7.4.13, {τn([v]) | v ∈ L(X(n+1)(τ)) ∩ A|u|}
is a finite clopen partition of τn(X
(n+1)(τ)). Thus, considering y = τn(x),
by minimality of (X(n)(τ), S), there exists k ≥ 0 such that Sky is in τn([u]).
Take z ∈ [u] such that Sky = τn(z). Since y is aperiodic and since we also
have Sky = Sk
′
τn(S
ℓx) for some ℓ ∈ N and 0 ≤ k′ < |τn(xℓ)|, we obtain
that τn(z) = S
k′τn(S
ℓx) with z ∈ [u], Sℓx /∈ [u] and 0 ≤ k′ < |τn(xℓ)|; this
contradicts Corllary 7.4.13.
We now show that limn→+∞〈τ[1,n)〉 = +∞. We again proceed by contra-
diction, assuming that (〈τ[1,n)〉)n≥1 is bounded. Then there exists N > 0 and
a sequence (an)n≥N of letters in A such that for all n ≥ N , τn(an+1) = an.
We claim that there are arbitrary long words of the form akN in L(X(N)(τ))
which contradicts the fact that (X(N)(τ), S) is minimal and aperiodic. Since τ
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is proper, for all n ≥ N and all b ∈ A, τn(b) starts and ends with an. Since
〈τ[1,n)〉 goes to infinity, there exists a sequence (bn)n≥N of letters in A such
that |τ[N,n)(bn)| goes to infinity and for all n ≥ N , bn occurs in τn(bn+1). This
implies that there exists M ≥ N such that for all n ≥ M , bn 6= an and, conse-
quently, that τn(bn+1) = anun for some word un containing bn. It is then easily
seen that, for all k ≥ 1, akM is a prefix of τ[M,M+k)(bM+k), which proves the
claim.
We finally show that τ is primitive. If not, there exist N ≥ 1 and a sequence
(an)n≥N of letters in A such that for all n > N , aN does not occur in τ[N,n)(an).
Since (|τ[N,n)(an)|)n goes to infinity, this shows that there are arbitrarily long
words in L(X(N)τ ) in which aN does not occur. Since τ is unimodular, there is
also a sequence (a′n)n≥N of letters in A such that aN = a
′
N and for all n ≥ N ,
a′n occurs in τn(a
′
n+1). Again using the fact that |τ[N,n)(a′n)| goes to infinity,
this shows that aN belongs to L(X(N)(τ)). We conclude that (X(N)(τ), S) is
not minimal, a contradiction.
7.5 Dimension groups of unimodular S-adic shifts.
In this section we first prove a key result of this chapter, namely Theorem 7.5.1,
which states that H(X,T ) = C(X,Z)/βC(X,Z) is generated, as an additive
group, by the classes of the characteristic functions of letter cylinders. We then
deduce a simple expression for the dimension group of primitive unimodular
proper S-adic subshifts.
7.5.1 From letters to factors
We recall that χU stands for the characteristic function of the set U .
Theorem 7.5.1 Let (X,S) be a primitive unimodular proper S-adic shift. Any
function f ∈ C(X,Z) is cohomologuous to some integer linear combination of
the form
∑
a∈A αaχ[a] ∈ C(X,Z). Moreover, the classes [χ[a]], a ∈ A, are
Q-independent.
Proof. Let τ = (τn : A∗ → A∗)n≥1 be a primitive unimodular proper directive
sequence of (X,S), hence X = Xτ . Using Proposition 7.4.15, all subshifts
(X
(n)
τ , S) are minimal and aperiodic and mina∈A |τ[1,n)(a)| goes to infinity when
n increases.
Let us show that the group H(X,S) = C(X,Z)/βC(X,Z) is spanned by the
set of classes of characteristic functions of letter cylinders {[χ[a]] | a ∈ A}. From
Corollary 7.4.13 and using the fact that (X,S) is minimal and aperiodic, one
has, for all positive integer n, that
Pn = {Skτ[1,n]([a]) | 0 ≤ k < |τ[1,n](a)|, a ∈ A}
is a finite partition of X into clopen sets. This provides a family of nested
Kakutani-Rohlin tower partitions.
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We first claim that H(X,S) is spanned by the set of classes ∪nΩn, where
Ωn = {[χτ[1,n]([a])] | a ∈ A} n ≥ 1.
In other words, H(X,S) is spanned by the set of classes of characteristic func-
tions of bases of the sequence of partitions (P)n. It suffices to check that, for
all u−u+ ∈ L(X), the class [χ[u−.u+]] is a linear integer combination of elements
belonging to some Ωn.
Let us check this assertion. Let u−u+ be in L(X). Since mina∈A |τ[1,n)(a)|
goes to infinity, there exists n such that |u−|, |u+| < mina∈A |τ[1,n)(a)|. The di-
rective sequence τ being proper, there exist words w,w′ with respective lengths
|w| = |u−| and |w′| = |u+| such that all images τ[1,n](a) start with w and end
with w′.
Let x ∈ [u−.u+]. Let a ∈ A and k ∈ N, 0 ≤ k < |τ[1,n](a)|, such that
x belongs to the atom Skτ[1,n]([a]). Observing that τ[1,n]([a]) is included in
[w′.τ[1,n](a)w], this implies that the full atom Skτ[1,n]([a]) is included in [u−.u+].
Consequently [u−.u+] is a finite union of atoms in Pn. But each characteristic
function of an atom of the form Skτ[1,n]([a]) is cohomologous to χτ[1,n]([a]). This
thus proves the claim.
Now we claim that each element of Ωn is a linear integer combination of
elements in {[χ[a]] | a ∈ A}. More precisely, let us show that χτ[1,n]([b]) is
cohomologous to ∑
a∈A
(M−1τ[1,n])b,aχ[a].
Let a ∈ A and n ≥ 1. One has [a] = ∪B∈Pn(B ∩ [a]) and thus χ[a] is
cohomologous to the map ∑
b∈A
(Mτ[1,n])a,bχτ[1,n]([b]),
by using the fact that the maps χSkτ[1,n]([a]) are cohomologous to χτ[1,n]([a]).
This means that for U = ([χ[a]])a∈A ∈ H(X,S)A and V = ([χτ[1,n]([a])])a∈A ∈
H(X,S)A, one has
U =Mτ[1,n]V
and as a consequence V =M−1τ[1,n]U . This proves the claim and the first part of
the theorem.
To show the independence, suppose that there exists some row vector α =
(αa)a∈A ∈ ZA such that
∑
a αa[χ[a]] = 0. Hence there is some f ∈ C(X,Z)
such that
∑
a αaχ[a] = f ◦ S − f . The morphisms of the directive sequence τ
being proper, for all n, there are letters an, bn such that all images τn(c), c ∈ A,
start with an and end with bn. From this, it is classical to check that (Pn)n
generates the topology of X (the proof is the same as in the proof of Lemma
7.2.4 that is concerned with the particular case τn+1 = τn for all n).
We now fix some n for which f is constant on each atom of Pn. Observe
that for all x ∈ X and all k ∈ N, one has f(Skx) − f(x) = ∑k−1j=0 αxj . Let
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c ∈ A and x ∈ τ[1,n+1]([c]). Then, x and S|τ[1,n+1](c)|(x) belong to τ[1,n]([an+1]).
Hence, f(S|τ[1,n+1](c)|x)− f(x) = 0, and thus
(αMτ[1,n])c =
|τ[1,n+1](c)|−1∑
j=0
αxj = 0.
This holds for all c, hence αMτ[1,n] = 0, which yields α = 0, by invertibility of
the matrix Mτ[1,n].
Observe that in the previous result, we can relax the assumption of min-
imality. Indeed, one checks that the same proof works if we assume that
(X,S) is aperiodic (recognizability then holds by Corollary 7.4.13) and that
mina∈A |τ[1,n)(a)| goes to infinity.
We now derive two corollaries from Theorem 7.5.1 dealing respectively with
invariant measures and with the image subgroup.
Corollary 7.5.2 Let (X,S) be a primitive unimodular proper S-adic shift over
the alphabet A and let µ, µ′ ∈M(X,S). If µ and µ′ coincide on the letters, then
they are equal, that is, if µ([a]) = µ′([a]) for all a in A, then µ(U) = µ′(U), for
any clopen subset U of X.
Corollary 7.5.3 Let (X,S) be a primitive unimodular proper S-adic shift over
the alphabet A. The image subgroup of (X,S) satisfies
I(X,S) =
⋂
µ∈M(X,S)
{∑
a∈A
Zµ([a])
}
.
7.5.2 An explicit description of the dimension group
Theorem 7.5.1 allows us to give a precise description of the dimension group of
primitive unimodular proper S-adic shifts.
Theorem 7.5.4 Let (X,S) be a primitive unimodular proper S-adic shift over
a d-letter alphabet. The linear map Φ : H(X,S)→ Zd defined by Φ([χ[a]]) = ea,
where {ea | a ∈ A} is the canonical base of Zd, defines an isomorphism of
dimension groups from K0(X,S) onto(
Zd, {x ∈ Zd | 〈x,µ〉 > 0 for all µ ∈ M(X,S)} ∪ {0}, 1) , (7.5.1)
where the entries of 1 are equal to 1.
Proof. From Theorem 7.5.1, Φ is well defined and is a group isomorphism from
H(X,S) onto Zd. We obviously have Φ([1]) = Φ(
∑
a∈A[χ[a]]) = 1 and it remains
to show that
Φ(H+(X,S)) = {x ∈ Zd | 〈x,µ〉 > 0 for all µ ∈ M(X,S)} ∪ {0}.
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Any element of H+(X,S) is of the form [f ] for some f ∈ C(X,N). From
Theorem 7.5.1, there exists a unique vector x = (xa)a∈A such that [f ] =∑
a∈A xa[χ[a]]. As f is non-negative, we have, for any µ ∈M(X,S),
〈Φ([f ]),µ〉 =
∑
a∈A
xaµ([a]) =
∫
fdµ ≥ 0,
with equality if and only if f = 0 (in which case x = 0).
For the other inclusion, assume that x = (xa)a∈A ∈ Zd satisfies 〈x,µ〉 >
0 for all µ ∈ M(X,S) (the case x = 0 is trivial). We consider the function
f =
∑
a∈A xaχ[a]. According to Proposition 4.3.6, the existence of f
′ ∈ [f ] such
that f ′ is non-negative is equivalent to the existence of a lower bound for ergodic
sums. Assume by contradiction that there exists a point x ∈ X such that the
sequence
(∑n
k=0 f ◦ Sk(x)
)
n≥0 is not bounded from below. Thus there is a an
increasing sequence of positive integers (ni)i≥0 such that
lim
i→+∞
ni−1∑
k=0
f ◦ Sk(x) = −∞.
Extracting a subsequence (mi)i≥0 of (ni)i≥0 if necessary, there exists µ ∈
M(X,S) satisfying
〈x,µ〉 =
∫
fdµ = lim
i→+∞
1
mi
mi−1∑
k=0
f ◦ Sk(x) ≤ 0,
which contradicts our hypothesis. The sequence
(∑n
k=0 f ◦ Sk(x)
)
n≥0 is thus
bounded from below and we conclude by using Lemma 4.3.6.
Remark 7.5.5 We cannot remove the hypothesis of being left or right proper
in Theorem 7.5.4. Consider indeed the subshift (X,S) defined by the primitive
unimodular non-proper substitution τ defined over {a, b}∗ as τ : a 7→ aab, b 7→
ba. The dimension group of (X,S) is isomorphic to(
Z3,
{
x ∈ Z3 : 〈x,v〉 > 0} , (1, 2, 1))
where v = [2λ, λ + 1, 1] with λ = (1 +
√
5)/2 (Exercise 7.22). Thus, although
the matrix of τ is unimodular, the dimension group is Z3 and not Z2.
7.6 Derivatives of substitutive sequences
In this section, we will prove a finiteness result characterizing substitutive shifts.
It can be viewed as a counterpart of Boschernitzan-Carrol Theorem concerning
interval exchange transformations (Theorem 9.3.1).A expliquer mieux
Let (X,S) be a minimal shift space and let u ∈ L(X). Let ϕu : B∗u → A∗ be
a coding morphism for the setR′X(u) of left return words to u. We normalize the
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alphabet Bu by setting Bu = {0, 1, . . . , n − 1} with n = Card(R′X(u)). Recall
from Section 4.7 that the derivative shift of X with respect to the cylinder [u]
is the shift Y = {y ∈ BZu | ϕu(y) ∈ X}. For x ∈ X and u ∈ L(x), the derivative
sequence of x with respect to u or u-derivative of x, denoted Du(x) is defined as
follows. Let i ≥ 0 be the least integer such that (T ix)+ begins with u, that is,
such that T ix ∈ [u]. Then Du(x) is the unique y ∈ Y such that T ix = ϕu(y).
In particular, when u is a prefix of x+, we have Du(x) = y where y is the unique
word of Y such that x = ϕu(y). Thus, by definition, we have in this case
x = ϕu(Du(x)). (7.6.1)
7.6.1 A finiteness condition
We will prove the following characterisation of primitive substitutive sequences
by a finiteness condition.
Theorem 7.6.1 Let x be a uniformly recurrent two-sided sequence. The fol-
lowing conditions are equivalent
(i) The sequence x is primitive substitutive.
(ii) The set of u-derivative sequences of x is finite, u being a word of L(x).
(iii) The set of its u-derivative sequences is finite, u being a prefix of x+.
Note that, as a corollary of Theorem 7.6.1, we obtain that every shift of a
substitutive sequence is substitutive. Indeed, if y = T nx is a shift of a substi-
tutive sequence x, we have L(x) = L(y) and the set of u-derivatives of x and y
are the same. Thus y is substitutive. A direct proof is given in Exercise 7.26.
Note also that a uniformly recurrent substitutive two-sided sequence is actu-
ally primitive substitutive (see Corollary 7.2.12). Thus we can replace condition
(i) by
(i’) The sequence x is substitutive.
Observe finally that in the definition of a substitutive sequence x, one may
relax all conditions on the pair (σ, φ) of morphisms defining x provided x is a
two-sided infinite sequence (see Exercise 7.27).
We begin by considering the easy case where x is periodic.
Proposition 7.6.2 Every periodic two-sided sequence is substitutive and has a
finite number of derivatives.
Proof. Let x = v∞ (recall that u∞ = · · · vv · vv · · · ) with v = a0a1 · · · an−1.
Let B = {b0, . . . , bn−1} and let σ : B∗ → B∗ be defined by σ(bi) = bjbj+1
with j = 2i mod n. Set w = b0b1 · · · bn−1. Then σ(w) = w2 and thus y = w∞
is an admissible fixed point of σ. We have x = φ(y) where φ : B∗ → A∗ is
the morphism defined by φ(bi) = ai for 0 ≤ i < n. We conclude that x is
substitutive.
Since X has only finitely many different cylinders [u], the number of its
derivatives is also finite.
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7.6.2 Sufficiency of the condition
The implication (iii)⇒ (i) will result of Proposition 7.6.3.
Proposition 7.6.3 Let x be an aperiodic uniformly recurrent two-sided se-
quence such that the set of derivatives Du(x), for u prefix of x+, is finite. Then
x is primitive substitutive.
Proof. There exists a sequence of prefixes (un)n≥1 of x+ such that |un| < |un+1|
and Dun(x) = Dun+1(x), for all n ≥ 1. Clearly this implies, for all n ≥ 0, that
un is a prefix of un+1. Take u = u1.
We denote by R′(u) the set R′X(u) where X is the shift generated by x.
The sequence x being uniformly recurrent we can choose N so large that every
factor of length N of x has an occurrence of each wu for w ∈ R′x(u). Since
x is not periodic, the minimal length of a word in R′(un) cannot be bounded
independently of n. Otherwise there exists a word v such that vun begins with
un for all n large enough. As a consequence, |v| is a period of all un and thus
of x+. Since x is uniformly recurrent, this forces the period of all words in L(x)
to be bounded and thus x is periodic, a contradiction. Thus there exists some
w = ul such that |rw| > N for all r ∈ R′(w).
Let ϕu : B
∗
u → A∗ denote a coding morphism for R′(u). Since R′(u) is a
suffix code, the map ϕu is one to one. Since Du(x) = Dw(x) we have Bu = Bw.
Set B = Bu = Bw. Since R′(w) ⊂ R′(u)∗, we can define a morphism τ : B∗ →
B∗ such that ϕu ◦ τ = ϕw. By the choice of u and w, for every i, j in B the
word ϕu(j)w appears in ϕw(i). By the dual of Lemma 7.3.5, this implies that j
appears in τ(i). This means that τ is a primitive substitution. We have
ϕu ◦ τ(Du(x)) = ϕw(Dw(x)) = x.
Since ϕu is injective by Proposition 2.4.21, we obtain τ(Du(x)) = Du(x). Hence
Du(x) is a fixed point of τ . Since x = ϕu(Du(x)), Proposition 7.2.9 implies
that there is a primitive substitution ζ on an alphabet C, an admissible fixed
point z of ζ and a map θ : C → A such that θ(z) = x. Thus x is primitive
substitutive.
7.6.3 Necessity of the condition
We first prove the following preliminary result.
Proposition 7.6.4 Let y be a two-sided fixed point of a primitive substitution
σ. Let u be a non-empty prefix of y+. The derived sequence Du(y) is the fixed
point of a primitive substitution σu : B
∗
u → B∗u which satisfies
ϕu ◦ σu = σ ◦ ϕu. (7.6.2)
7.6. DERIVATIVES OF SUBSTITUTIVE SEQUENCES 249
Proof. For every i ∈ Bu, the word u is a prefix of σ(u) and ϕu(i). Next
ϕu(i)u ∈ L(X)⇒ σ(ϕu(i))u ∈ L(X).
hence σ(ϕu(i)) belongs to R′X(u)+. We can therefore define a morphism σu :
Bu → B+u by
ϕu ◦ σu = σ ◦ ϕu.
For all n ≥ 1 we have ϕu◦σnu = σn◦ϕu. Let i, j ∈ Bu. For n large enough, since y
is uniformly recurrent, the word ϕu(j)u appears in σ
n(ϕu(i)). By Lemma 7.3.5,
this implies that j is a factor of σnu(i). Thus σu is primitive. Moreover
ϕu ◦ σu(Du(y)) = σ ◦ ϕu(Du(y)) = σ(y) = y = ϕu(Du(y)). (7.6.3)
Since ϕu is injective by Proposition 2.4.21, it follows that σu(Du(y)) = Du(y).
Thus Du(y) is a fixed point of σu.
The substitution σu : B
∗
u → B∗u will be called a return substitution.
Example 7.6.5 If σ : A → A∗ is the substitution defined by σ(a) = aba
and σ(b) = aa. Then R′(a) = {a, ab}. Set Ba = {1, 2} with ϕa(1) = a
and ϕa(2) = ab. Then the return substitution σa is given by σa(1) = 21 and
σa(2) = 2111.
Proposition 7.6.6 Let φ : A∗ → B∗ be a letter-to-letter morphism. Let y ∈
AZ, let x = φ(y), and let u be a prefix of x+. Then, there exists a prefix
v of y+ and a morphism λu : B
∗
v → B∗u such that ϕu ◦ λu = φ ◦ ϕv and
λu(Dv(y)) = Du(x).
Proof. Let v be the unique prefix of y+ such that φ(v) = u. If w is a return
word to v then φ(w) is a concatenation of return words to u. The morphism ϕu
being one to one, we can define a morphism λu : B
∗
v → B∗u by ϕu ◦ λu = φ ◦ϕv.
We have, as in Equation (7.6.3),
ϕu ◦ λu(Dv(y)) = φ ◦ ϕv(Dv(y)) = φ(y) = x = ϕu(Du(x)).
This implies that λu(Dv(y)) = Du(x).
Consequently to prove that (i) implies (iii) it suffices to prove that the sets
{σv | v prefix of y+} and {λu | u prefix of x+} are finite.
Proposition 7.6.7 Let y ∈ BZ be a fixed point of a primitive substitution σ,
let φ : B∗ → A∗ be a letter-to-letter substitution and let x = φ(y). The sets
{σv | v prefix of y+} and {λu | u prefix of x+} are finite.
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Proof. The periodic case is easy to check hence we suppose that y is non-periodic.
By Proposition ??, the sequence y is linearly recurrent, say with constant K.
We start by proving that the set
{σv : B∗v → B∗v | v prefix of y+}
is finite. For this, it suffices to prove that Card(Bv) and |σv(i)| are bounded
independently of v and i ∈ Bv. Set as usual |σ| = sup{|σ(a)| | a ∈ A} and
〈σ〉 = inf{|σ(a)| | a ∈ A}.
Let v be a non-empty prefix of y+, let i be an element of Bv and let w = ϕv(i)
be a left return word to v. Since y is not periodic, we have |w| ≤ K|v| and thus
|σ(w)| ≤ |σ|K|v|. The length of each element of R′(v) is larger than |v|/K by
assertion 4 of Proposition 7.3.6. Now, since wv ∈ L(y) and since wv begins with
v, we have that the word σ(w)v is in L(y) and begins with v. Thus we can write
σ(w) = x1x2 · · ·xk with k ≥ 1 and xi ∈ R′(v) for 1 ≤ i ≤ k. Since |xi| ≥ [v|/K,
we have
[v||σ|K ≥ |σ(w)| ≥ k|v|/K
and we conclude that k ≤ |σ|K2. Therefore σv(i) = i1i2 · · · ik with xj = ϕv(ij).
Thus we obtain finally that |σv(i)| ≤ |σ|K2. Moreover we know from assertion
5 of Proposition 7.3.6 that Card(Bv) ≤ K(K + 1)2. This ends the first part of
the proof.
Let now u be a factor of x and v be a factor of y such that φ(v) = u. The
length of a return word to u in x is bounded by the length of a return word to v
in y and thus x is linearly recurrent with constant K. Consequently, since x is
non periodic, 〈ϕu〉 ≥ |u|/K by Proposition 7.3.6 again. We have then for every
prefix u of x+,
|λu(i)|(1/K)|u| ≤ |λu(i)|〈ϕu〉 ≤ |ϕu(λu(i))|
= |φ(ϕv(i))| = |ϕv(i)| ≤ |ϕv| ≤ K|v| = K|u|.
Hence |λu(i)| ≤ K2. This completes the proof.
7.6.4 End of the proof
We now conclude the proof of the main result. Proof of Theorem7.6.1. We have
already proved that (iii) implies (i) (Proposition 7.6.3). We have also proved
that (i) implies (iii) (Proposition 7.6.7).
Since (ii) clearly implies (iii), there only remains to prove that (i) implies
(ii). We start with some notation. Let t be a word with prefix s. By s−1t we
mean the word r such that t = sr. In this way we have ss−1t = t.
Since the sequence x is primitive substitutive, there is a primitive substitu-
tion σ, an admissible fixed point y of σ and a letter-to-letter morphism φ such
that x = φ(y).
Since y is a fixed point of a primitive substitution, by Proposition ?? it is
linarly recurrent, say with constant K. It follows that x is linearly recurrent
with the same constant K.
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Let u be a word of L(x) and v be such that vu is a prefix of x and u has
exactly one occurrence in vu. Since v is a suffix of a word in R′X(u), we have
|v| ≤ K|u| and thus |vu| ≤ (K + 1)|u|.
If w is a left return word to vu then u is a prefix of v−1wvu and v−1wvu =
(v−1wv)u is a word of L(x). Hence v−1wv is a concatenation of return words
to u. Thus, we can define φv,u : B
∗
vu → B∗u by
ϕu ◦ φv,u(i) = v−1ϕvu(i)v, (7.6.4)
for all i ∈ Bvu. We have
φv,u(Dvu(x)) = Du(x). (7.6.5)
Indeed, by definition of v, the integer i = |v| is the least integer i ≥ 0 such that
T ix begins with u. Thus, by definition of Du(x), we have
v−1x = ϕu(Du(x)). (7.6.6)
Now, by definition of the morphism φu,v, if ϕvu(y) = x, we have using iteratively
(7.6.4) on the prefixes of y,
ϕu ◦ φv,u(y) = v−1ϕvu(y) = v−1x. (7.6.7)
We conclude using Equations (7.6.5) and (7.6.7) and the equality y = Dvu(x)
that
ϕu(φv,u(y) = ϕu(Du(x))
whence (7.6.5) since ϕu is injective.
The set {Du(x);u = x[0,n], n ≥ 0} being finite, it suffices to prove that the
set
H = {φv,u : Bvu → Bu; vu = x[0,n], |vu| ≤ (K + 1)|u|, n ≥ 0}
is finite to conclude. By Proposition 7.3.6 the length of every word in RX(u) is
at least |u|/K. Thus for every i ∈ Bvu, we have |ϕu(φv,u(i))| ≥ |φv,u(i)||u|/K.
Therefore, or all i ∈ Bvu we have, using (7.6.4),
|φv,u(i)| ≤ |ϕu(φv,u(i))||u|/K =
|ϕu(i)|
|u|/K ≤ K
2.
Moreover Card(Bs) ≤ K(K +1)2 for all words s ∈ L(x) hence H is finite.
Example 7.6.8 Let ϕ : a → ab, b → a be the Fibonacci substitution and let
x = ϕω(a) be the Fibonacci word. Let u1, u2, . . . be the palindrome prefixes of x.
Since the directive word of x is (ab)ω, we have by Equation (2.7.3) ϕu2n = (Lab)
n
and ϕu2n+1 = (Lab)
nLa. Let x be the result of exchanging a, b in x. We have
x = La(x) because x = Pal((ab)
ω) = La(Pal(ba)
ω)) = La(x). Next x = Lab(x)
by a similar computation (or also because Lab = ϕ
2). Thus Du2n(x) = x and
Du2n+1 = x.
If u is any factor of x, we have R′x(u) = v−1R′X(un)v where v is the shortest
word such that vu is a prefix of some palindrome prefix un. Consequently,
Du(x) = Dun(x). Thus the derivatives of x with respect to a factor of x are x
and x¯.
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7.6.5 A variant of the main result
We have considered in the first part of this section substitutive sequences. We
now consider substitutive shifts.
First of all, we have the following result which shows that the class of minimal
primitive substitutive shifts is closed under conjugacy.
Theorem 7.6.9 A minimal shift is primitive substitutive if and only if it is
conjugate to a primitive substitution shift.
Proof. Let first γ : X → Y be a conjugacy from a primitive substitution
shift X = X(σ) where σ is primitive to a shift space Y . Every conjugacy is a
composition of a k-block code γk : X → X(k) and a letter-to-letter morphism
φ : X(k) → Y . We have X(k) = X(σk) where σk is the k-block preentation of σ,
which is primitive by Proposition 2.4.31. Thus X(k) is a primitive substitution
shift and consequently, Y is primitive substitutive.
Conversely, if Y is primitive substitutive, by Proposition 7.2.9, it is conjugate
to a primitive substitution shift.
The following variant of Theorem 7.6.1 characterizes substitutive shifts. In
the following statement, we consider two shifts as different if they cannot be
identified by renaming the alphabet.
Theorem 7.6.10 A minimal shift space (X,S) is primitive substitutive if and
only if there is a finite number of different derived systems on clopen sets [u]
for u ∈ L(X).
Proof. Consider X = X(σ, φ) with σ : B∗ → B∗ primitive and φ : B∗ → A∗
letter-to-letter. Let y be an admissible fiwed point of σ and let x = φ(y). Let
uL(X), let U = [u] and let (XU , SU ) be the shift induced by X on U . Since
X is minimal, we have u ∈ L(x) and Du(x) ∈ XU . Since XU is also minimal,
it is generated by Du(x). By Theorem 7.6.1, since x is uniformly recurrent and
primitive substitutive, there is a finite number of derived sequences Du(x). Thus
there is only a finite number of derived shifts (XU , TU ).
Conversely, suppose that there are a finite number of systems induced by
X on clopen sets U = [u] for u ∈ L(X). If X is finite, then it is substitutive
by Proposition 7.6.2. Otherwise, fix some x ∈ X . Since X is minimal and
infinite, x is aperiodic and uniformly recurrent. We argue as in the proof of
Proposition 7.6.3. There exists an infinite sequence of prefixes un of x
+ with
[un| < |un+1| such that X[un] = X[un+1]. Set u = u1. Since X is minimal, there
is an N such that every word of R′X(u)u appears in every word of LN (X). Since
x is aperiodic, the words of R′X(un) cannot be of bounded length (the argument
is the same as in the proof of Proposition 7.6.3. Thus there is some w = ul such
that |rw| > N for all r ∈ R′X(w). By hypothesis, we can identify Bu and Bw
to an alphabet B and set Y = X[u] = X[w]. Since R′X(w) ⊂ R′X(u), we can
define a morphism τ : B∗ → B∗ such that ϕu ◦ τ = ϕw. By the choice of u and
w, the morphism τ is primitive. Then τ(Y ) = Y . Let y ∈ B∗ be an admissible
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fixed point of τ and let z = ϕu(y). By Proposition 7.2.9, there is a primitive
substitution ζ : C∗ → C∗, an admissible fixed point t of τ and a letter-to-letter
morphism phi : C∗ → A∗ such that z = φ(t). Thus X is primitive substitutive.
Example 7.6.11 Consider again the Fibonacci shift X = X(ϕ) as in Exam-
ple 7.6.8. There are only two different shifts induced by X on clopen sets [u]
for u ∈ L(X), namely X and its image X by exchange of a, b.
7.7 Exercises
Section 7.1
7.1 Prove that the set Z(pn) of (pn)-adic integers is a compact topological group
and actually a topological ring.
7.2 Show that the set of x ∈ Z(pn) such that xn is eventually constant is a
dense subgroup isomorphic to Z.
7.3 Show that two odometers (X,T ) and (X ′, T ′) are topologically conjugate
if and only if the groups X and X ′ are isomorphic.
7.4 Let (qn)n≥1 be an increasing sequence of natural integers and let Y =
{(yn)n≥0 | 0 ≤ yn < qn+1} be the group of (qn)-adic expansions. Set p1 = q1
and pn+1 = pnqn+1 for n ≥ 1. Show that the map ϕ : x 7→ y defined by y0 = x1
and yn = (xn+1 − xn)/pn for n ≥ 1 is homeomorphism from Z(pn) onto Y .
7.5 Show that every integer n has a unique factorial expansion
x = c1 + c22! + . . .
with 0 ≤ ci ≤ i.
7.6 Show that −1 = (· · · 321)!.
7.7 Let (Gn)n≥1 be a sequence of groups and let ϕn : Gn+1 → Gn be a sequence
of morphisms. Set X =
∏
n≥1Gn. The inverse limit of the sequence (Gn, ϕn)
is the set
X = {(xn)n≥1 ∈ X | ϕn(xn+1) = xn}
Show that the group Z(pn) is the inverse limit of the groups Z/pnZ with ϕn(xn+1) =
xn+1 mod pn.
7.8 Show that the sequence of partitions P(n) defined by Equation (7.1.1) is
a refining sequence.
254 CHAPTER 7. SUBSTITUTION SHIFTS
7.9 A supernatural number is a formal product
∏
p p
np where for each prime
number p we have np ∈ N∪∞. If (pn)n≥1 is a sequence of integers with pn|pn+1
for all n ≥ 1 and (X,T ) is the associated odometer, we associate to X the
supernatural integer σ(X) =
∏
p p
np where pnp is the maximal power of p which
divides some pn (and thus all pm for m ≥ n). Show that two odometers (X,T )
and (X ′, T ′) are topologically conjugate if and only if σ(X) = σ(X ′).
7.10 A profinite group is an inverse limit of finite groups. Show that for every
odometer (X,T ), the group X is profinite.
7.11 Let (X,T ) be a invertible topological dynamical system which is expan-
sive. Let ε be the expansivity constant. Let γ be a finite cover of X by sets
C1, C2, . . . , Cr of diameter at most ε (the diameter of a set C, denoted diam(C),
is the maximal distance of two points in the set).
Show that the diameter of the elements of the cover ∨nj=−nT−jγ converges
to 0 when j →∞ (if α, β are covers of X , then α∨ β is formed of the A∩B for
A ∈ α and B ∈ β and T−jα by the T−jA for A ∈ α).
7.12 Let (X,T ) be an invertible topological dynamical system which is ex-
pansive with constant ε. We aim to prove that (X,T ) is conjugate to a shift
space.
For this, let {B0, B1, . . . , Bk−1} be a cover by open balls with radius ε. Let
C0 = B0 and for n ≥ 1, let Cn = Bn \ (B0 ∪ · · · ∪Bn−1).
1. Show that γ = {C0, . . . , Ck−1} is a closed cover of X with diam(Ci) < ε
for each i, Ci ∩ Cj = ∂Ci ∩ ∂Cj if i 6= j and ∂Ci having no interior (we denote
∂C = C \ int(C) where int(C) is the interior of C).
2. Set D = ∪k−1i=0 ∂Ci and D∞ = ∪n∈ZT nD. For x ∈ X \D∞, let y = ψ(x)
be the sequence in AZ with A = {0, , . . . , k− 1} defined by yn = i if T n(x) ∈ Ci.
Show that ψ extends to a conjugacy from X to a subshift of AZ.
Section 7.2
7.13 Suppose that (X,S) is a minimal substitution shift on the alphabet A.
Let x ∈ X , ϕ : A∗ → B∗ be a non erasing morphism and y = ϕ(x). Consider
(Y, S) the subshift generated by y. Prove that it is isomorphic to a primitive
substitution shift.
7.14 The Chacon ternary substitution is the primitive substitution τ : 0 →
0012, 1 → 12, 2 → 012. Show that wn = τn(0) satisfies the recurrence relation
wn+1 = wnwn1w
′
n where w
′
n is obtained from wn by changing the initial letter
0 into a 2. Deduce from this that the 1-block map θ : 0, 2 → 0, 1 → 1 defines
a conjugacy from the substitution shift X(τ) defined by τ to the substitution
shift X(σ) defined by the Chacon binary substitution σ : 0→ 0010, 1→ 1.
7.15 Show that the factor complexity of the Chacon ternary shift is pn(X) =
2n+1 (hint: show that the bispecial words are 0 and the words αn(012), αn(120)
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for n ≥ 0 where α(w) = 012τ(w) and where τ is the ternary Chacon substitu-
tion).
7.16 Use Proposition 7.2.7 to prove Proposition 7.2.9. Develop the construc-
tion on the example of τ : 0→ 01, 1→ 10 being the Thue-Morse morphism and
φ : 0→ ab, b→ a.
7.17 Let X be the Thue-Morse shift generated by ϕ : a → ab, b→ ba. Let f :
{aa, ab, ba, bb} → A2 = {x, y, z, t} and let ϕ2 : x → yz, y → yt, z → zx, t → zy
be the 2-block presentation of ϕ. Let B = {u, v, w} and let φ : B∗ → A∗2 be a
coding morphism for f(aRX(a)) = f({aa, aba, abba}) = {x, yz, ytz}. Show that
there is a morphism τ such that ϕ2 ◦ φ = φ ◦ τ and derive a BV-representation
of X with 3 vertices at each level n ≥ 1.
Section 7.3
7.18 Show that if (X,S) is LR with constantK, then its k-th block presentation
(X(k), S) is LR with K ≤ K(k− 1) + 1. Conclude that the class of LR shifts is
closed under conjugacy.
7.19 Consider the morphism σ : a → abd, b → bb, c → c, d → dc. Show that
the factor complexity pn(X) of the shift X = X(σ) is not linear.
Section 7.4
7.20 Show that the following consitions are equivalent for a one-sided sequence
x.
(i) x is a limit point of a primitive S-adic system τ .
(ii) There is a primitive S-adic system τ and a sequence (an) of letters an ∈ An
such that x = lim τ[0,n)(a
ω
n).
(iii) There is a primitive S-adic system τ and a sequence (an) of letters an ∈ An
such that {x} = ∩n[τ[0,n)(an)] where [w] denotes the cylinder {y ∈ AN0 |
y[0,|w|) = w}.
7.21 Show that for every sequence x ∈ AN, there are morphisms (σa)a∈A :
(A ∪ #)∗ → (A ∪ #)∗ and φ : (A ∪ #)∗ → A∗ where # is a letter not in A
such that x = limφ ◦ σ0 ◦ σ1 · · ·σn(#) and thus that (ϕ, σ0, σ1, . . .) is an S-adic
representation of x.
7.22 Let (X,S) be the shift generated by the substitution τ : a→ aab, b→ ba.
Show that the dimension group of (X,S) is isomorphic to(
Z3,
{
x ∈ Z3 : 〈x,v〉 > 0} , (1, 2, 1))
where v = [2λ, λ+ 1, 1] with λ = (1 +
√
5)/2.
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7.23 Let ϕ : A∗ → B∗ be a nonerasing morphism. Set U = ϕ(A). For u ∈ B∗,
set
Mϕ(u) = {v ∈ U∗ | uv ∈ U∗u}
The set Mϕ(u) is for every u ∈ B∗ a submonoid of U∗.
Prove that a morphism ϕ : A∗ → B∗ is recognizable in a subshift X of AZ
for aperiodic points, then for every u ∈ L(X) which is not in U∗, the period of
words in Mϕ(u) ∩ L(X) is bounded.
Prove that the converse is true if ϕ(A) is a prefix code and ϕ is injective on
A.
7.24 A morphism ϕ : A∗ → B∗ is left permutative if every word ϕ(a) for a ∈ A
begins with a distinct letter. In particular, ϕ is injective on A and ϕ(A) is a
prefix code.
Prove that if ϕ : A∗ → B∗ is left permutative, then it is recognizable at
aperiodic points. Hint: use Exercise 7.23
Section 7.6
7.25 Show that the sequence 001ω is substitutive but not purely substitutive.
7.26 Show that every shift of a substitutive sequence is substitutive. Hint:
consider a k-th higher block presentation of the shift generated by the sequence.
7.27 Let τ : B∗ → B∗ be a morphism prolongable on a ∈ B and let y = τω(a).
Let φ : B∗ → A∗ be a morphism such that x = φ(y) is an infinite word. Show
that the sequence x is substitutive. Hint: adapt the proof of Proposition 7.2.9
to the case where τ is not primitive and φ is possibly erasing.
7.28 Let σ : {0, 1, 2}∗ → {0, 1, 2}∗ be the substitution 0→ 01222, 1→ 10222, 2→
ε and let x = σω(0). Show that x is not the fixed point of a non-erasing substi-
tution. Hint: show that erasing the letter 2 in x gives the Thue-Morse sequence.
7.8 Solutions
Section 7.1
7.1 Each Z/pnZ is a compact topological group for the discrete topology. The
direct product of compact topological groups is a compact topological group for
the product topology by Tychonov theorem. Since Z(pn) is a closed subgroup of
the direct product of the Z/pnZ, the result follows. Each Z/pnZ is also a finite
ring and Z(pn) is a subring of their direct product which is also a topological
ring.
7.2 Let G be the set of x = (xn) ∈ Z(pn) such that xn is eventually constant.
The map ϕ : G→ Z such that ϕ(x) is the value of all xn for n large enough is an
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injective morphism from G into Z. Since the sequence (pn) is strictly increasing,
it is onto. It is clear that G is dense in Z(pn).
7.3 Assume first that ϕ : X → X ′ is a toplogical conjugacy from (X,T ) onto
(X ′, T ′). Set α(x) = ϕ(x)−ϕ(0). Then α is another conjugacy from (X,T ) onto
(X ′, T ′). It satisfies α(0) = 0 and α(1) = α(T 0) = T ′α(0) = T ′0 = 1. Since Z is
dense in X and X ′, it is an isomorphism. Conversely, assume that ϕ : X → X ′
is a group isomorphism. Since ϕ(1) generates Z, we have ϕ(1) = 1 or −1. In
the first case, ϕ is a conjugacy. In the second case, the map ψ(x) = −ϕ(x) is a
conjugacy.
7.4 The inverse of ϕ is the map from X to Z(pn) defined by
xn = y0 + y1p1 + . . .+ yn−1pn−1.
7.5 Set xn = x mod (n+ 1)! with x0 = 0. Then
cn = (xn − xn−1)/n!
with n ≥ 1 gives the unique factorial expansion of x.
7.6 This holds because 1 + 2.2! + . . .+ n.n! = (n+ 1)!− 1, as one may verify
by induction on n.
7.7 The verification is easy.
7.8 Condition (KR1) is satisfied since ∩n≥1B(n) = {0}. Condition (KR2) is
also satisfied because B(n+ 1) ⊂ B(n) and for every j ≤ pn+1,
Bj(n+ 1) = ∪k≡j mod pnBkB(n).
Finally, since
∩n≥1T xnB(n) = {x}
condition (KR3) is also satisfied.
7.9 If (X,T ) and (X ′, T ′) are conjugate, then σ(X) = σ(X ′). Indeed, for
every prime p, pn divides some pn if and only if the group X has elements of
order pn.
Conversely, let σ =
∏
p p
np be a supernatural number. Consider the odome-
ter (Y, S) corresponding to the sequence (q1, q2, . . .) defined by
qn =
∏
np=∞,p≤n
pn ×
∏
np<∞,p≤n
pnp .
By construction, σ(Y ) = σ.
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Let now (X,T ) be an arbitrary odometer corresponding to (p1, p2, . . .) such
that σ(X) = σ. Note that for each x ∈ X and each integer q ≥ 1 the se-
quence (xn mod q)n≥1 is nondecreasing and eventually equal to an integer de-
noted max(x mod q).
Consider the continuous map y 7→ x from Y to X defined by
xn = max(y mod pn).
Its inverse is the map x 7→ y from X to Y where yn is the unique integer < qn
such that
yn ≡ max x mod pm
for all p < n with m = n if np = ∞ and m = np otherwise. The existence
and uniqueness of yn are guaranteed by the Chinese Remainder Theorem. This
shows that (X,T ) and (Y, S) are topologically conjugate. Thus all odometers
such that σ(X) = σ(Y ) are conjugate.
7.10 We have seen in Exercise 7.7 that the odometer (X,T ) associated with
the sequence (p1, p2, . . .) the inverse limit of the finite groups Z/pnZ.
7.11 Arguing by contradiction, assume that there is an ε0 > 0, a stricly
increasing sequence ni and a sequence xi, yi of points such that d(xi, yi) ≥ ε0
and xi, yi ∈ ∨j=nj=−niT−jCi,j where Ci,j ∈ γ. Choose a subsequence ik such that
xik → x and yik → y. Then d(x, y) ≥ ε0. For every j ∈ Z, there is an ℓj such
that xik , yik ∈ T−jCℓj for an infinity of k. Thus x, y ∈ T−jCℓj and therefore
d(x, y) ≤ ε. This implies x = y, a contradiction.
7.12 1. It is clear that γ is a closed cover of X by sets with radius at
most ε. Next, for i < j, we have Ci ∩ Cj = Ci ∩ ∂Cj because int(Cj) =
Bj \ (B0 ∪ . . . ∪Bj−1) and thus Ci ∩ Cj = Ci ∩ ∂Cj = ∂Ci ∩ ∂Cj because
∂Ci ∩ int(Cj) ⊂ Bi \ (B0 ∪ . . . ∪Bj−1) = ∅.
By Baire Category Theorem, the setX\D∞ is dense. The map ψ : X\D∞ is
injective. Indeed, suppose that ψ(x) = ψ(y). For every α > 0, by Exercise 7.11,
we can choose N such that diam(∨|n|≤NT nγ) < α. Then ψ(x)n = ψ(y)n implies
that x, y are in the same element of ∨|n|≤NT nγ and thus d(x, y) < α. This shows
that x = y. The extension of ψ to X is then a conjugacy from X to the closure
of ψ(X) which is a subshift of AZ.
Section 7.2
7.13 Let σ be a substitution such that X = X(σ). Replacing if necessary σ
by one of its powers, let x be an admissible fixed point of σ. Set r = x−1 and
ℓ = x0. Let ψ : B → RX(r · ℓ) be a coding morphism and let τ : B∗ → B∗ be
the substitution such that ψ ◦ τ = σ ◦ ψ. By Proposition 7.2.11, the morphism
τ is primitive. Thus by Proposition 7.2.9, applied to the substition τ and the
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X(σ) X(τ) X(ζ)
Y
ψ γ
ϕ φ θ
Figure 7.8.1: The conjugacy from X(ζ) onto Y .
morphism φ = ϕ ◦ ψ, the shift space Y is conjugate to a primitive substitution
shift X(ζ) (see Figure 7.8.1).
7.14 Set wn = 0tn and thus w
′
n = 2tn for n ≥ 0. We have then
wn+1 = τ(wn) = 0012τ(tn) = 0τ(2tn) = 0τ(w
′
n)
showing that tn+1 = τ(w
′
n) for n ≥ 0. Thus
wn+1 = τ(wn−1wn−11w′n−1) = wnwn12τ(w
′
n−1)
= wnwn12tn = wnwn1w
′
n.
The map θ sends the infinite word τω(0) to σω(0) and thus maps (X(τ), S) to
(X(σ), S). Its inverse is the map which replaces 0 by 2 when there is a 1 just
before. Thus θ is a conjugacy.
7.15 The bispecial words of length at most 3 are ε, 0, 012 and 120. Their
extension graphs are shown in Figure 7.8.2.
0 0
1 1
2 2
0 0
0 0
0
2
0
1
0
2
0
1
Figure 7.8.2: The extension graphs of ε, 0, 012 and 120.
Let now α be the map defined by α(x) = 012τ(x). A bispecial word y of
length at least 4 begins and ends with 012 (see the trees of left and right special
words in Figure 7.8.3).
Thus y = 012τ(x) = α(x) where x is a bispecial word.
Let us verify that if the extension graph of x is the graph E(012) (see Fig-
ure 7.8.2), the same holds for the extension graph of y = α(x). Indeed, since
0x0 ∈ L(X), the word τ(0x0) = 0012τ(x)0012 = 0y0012 is also in L(X) and
thus (0, 0) ∈ E(y). Since 2x0 ∈ L(X) and since a letter 2 is always preceded by
a letter 1, we have bcxa ∈ L(X). Thus τ(12x0) = 12y0012 ∈ L(X) and thus
(2, 0) ∈ E(y). The proof of the other cases is similar. The same property holds
for a word x with the extension graph on the right of Figure 7.8.2.
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0
1
1
2
2
0
0
1
0
2
0
2
2
1
1
0
0
2
2
1
Figure 7.8.3: The trees of left and right special words.
We conclude that bn(X) = 0 for every n ≥ 0. Indeed, this is true for n = 0, 1
sincem(ε) = m(0) = 0 and for n = 3 sincem(012) = 1, m(120) = −1. Let n ≥ 4
be such that there are bispecial words of length n. These bispecial words are
of the form αk(012), αk(120) (note that these two words have the same length)
and thus
bn = m(α
k(012)) +m(αk(120)) = m(012) +m(120) = 1− 1 = 0.
7.16 LetM be the composition matrix of τ and let v be the vector (|φ(b)|)b∈B .
Let B = (V,E,≤) be the stationary diagram with matrices (v,M,M, . . .). Let
P,Q be the nonnegative matrices, with P a partition matrix, such thatM = PQ
defined by Proposition 7.2.7. Set M ′ = QP and w =
[
1 1 . . . 1
]t
. Let
B′ = (V ′, E′,≤′) be the ordered Bratteli diagram with matrices (w,M ′,M ′, . . .)
with the order induced from (V,E,≤).
Let C be the index of the columns of P identified with {bp | 1 ≤ p ≤ |φ(b)|}.
Let ζ be the morphism read on B′. Let γ : B → C∗ be the morphism defined
by γ(b) = b1 · · · b|φ(b)|. Let finally θ : C → A be defined by θ(bp) = φ(b)p.
It is clear that ζ ◦ γ = γ ◦ τ since both are equal to the morphism read on
PQP (with the order induced by B). The equality φ = θ ◦ γ holds by definition
of γ and θ. This implies assertion 1.
Assertion 2 is clear since φ is injective from X(τ) to X .
Assume finally that τ is eventually proper. We can also assume that X(τ) is
aperiodic since otherwise the result is trivial. By Proposition 7.2.14 the system
(XE , TE) is isomorphic to (X(τ), S). Since B is properly ordered, B
′ is also
properly ordered and thus ζ is eventually proper by Proposition 7.2.2.
Consider τ : 0 → 01, 1 → 10 and φ : 0 → 01, 1 → 0. The matrices
M,P,Q,M ′ are
M =
[
1 1
1 1
]
, P =
[
1 1 0
0 0 1
]
, Q =
1 00 1
1 1
 , M ′ =
1 1 00 0 1
1 1 1
 .
The morphisms γ, ζ and θ are
γ : 0→ ab, 1→ c
ζ : a→ ab, b→ c, c→ cab
θ : a→ a, b→ b, c→ a
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...
2
1
1 22 1
1 22 1
1 2
2 1
1 2
2 1
1 2
1 22 3 1
1 22 3 1
Figure 7.8.4: The diagrams B and B′.
7.17
Set τ : u→ v, v → wu,w → wvu. Then it is easy to verify that ϕ2 ◦φ = φ◦τ
(note that the existence of such τ is guaranteed for every primitive morphism ϕ,
see the proof of Proposition 5.6.3). The substitution τ is eventually proper and
aperiodic and φ(B) is circular. Thus, by Proposition 7.2.14, a BV-representation
of X is shown in Figure 7.8.5.
2 3 21 1
2 3 21 1
Figure 7.8.5: A BV-representation of the Thue-Morse shift.
Section 7.3
7.18 Let f : Lk(X) → Ak be a bijection exended as usual to a map f :
Ln+k−1(X)→ Ln(X(k)). For every w ∈ Ln(X(k)), we have
RX(k)(w) = f(RX(u))
where w = f(u). Thus we have for every x ∈ RX(u)
|f(x)| = |x| − k + 1 ≤ K|u| − k + 1 ≤ K(n+ k − 1)− k + 1
≤ K(k − 1) + 1.
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7.19 Let x = σω(a). We have x = a
∏
i≥0 b
2idci as one may verify by com-
puting σ(x). For 0 ≤ i ≤ j ≤ (n − 2)/2, the word bidcjbw in in L(x) for some
w ∈ {b, c, d}n−i−j+2. This shows that pn(x) grows like n2.
Section 7.4
7.20 For a primitive S-adic system, we have 〈τ [0, n)〉 → ∞. Thus (ii) and (iii)
are equivalent with the same system τ .
(i) ⇒ (iii) Let an be the first letter of w(n). Since τ[0,n)(an) is a prefix of x
with length which tends to ∞, this proves (iii).
(iii) ⇒ (i) Set w(0) = x. Let yn be in τ[1,n)(an) for each n ≥ 1. Let yni be
a subsequence of the yi converging to y ∈ AN1 . We replace τ by its telescoping
with respect to the subsequence ni and the sequence (an) by the sequence (ani).
Set w(1) = y. Then x = τ0(w
(1)) and {w(1)} = ∩n≥1τ [1, n)(an). Continuing in
this way, we build a sequence w(n) with the required properties.
7.21 Define σa by
σa(b) =
{
a# if b = a
b otherwise
7.22 The set L2(X) is {aa, ab, ba, bb} put in bijection with {x, y, z, t}. The
morphism τ2 is x → xyz, y → xyt, z → zx, t → zy. The composition matrices
M and M2 are
M =
[
2 1
1 1
]
, M2 =

1 1 1 0
1 1 0 1
1 0 1 0
0 1 1 0

The graph Γ2(X) is the complete graph on two vertices and thus a choice for
the matrix P with rows a basis of its cycles is
P =
1 0 0 00 1 1 0
0 0 0 1
 , N =
1 1 02 1 1
0 1 0

The corresponding matrix N such that PM2 = NP is shown on the right. A left
eigenvector for the maximal eigenvalue λ2 = (3+
√
5)/2 is
[
2λ λ+ 1 1
]
. We
conclude by Proposition 5.6.6 that the dimension group has the form indicated
(note that N is the matrix of Example 3.5.3).
7.23 Assume that Mϕ(u) ∩ L(X) contains words with arbitrary large pe-
riod. Then there is an aperiodic point in X of the form · · · v−1v0v1 · · · =
· · ·w−1w0w1 · · · where uvi = wiu, vi ∈ Mϕ(u), wi ∈ U∗ and u ∈ L(X) \ U∗.
Thus ϕ is not recognizable in X for aperiodic points.
7.8. SOLUTIONS 263
Assume now that ϕ(B) is a prefix code and that ϕ is injective on B. This
implies that if ϕ(x) = ϕ(x′), then x+ = x′+.
Suppose that ϕ is not recognizable in X at an aperiodic point y = ϕ(x) and
let (x′, k) 6= (x, 0) be such that y = Skϕ(x′) with 0 ≤ k < |ϕ(x0)|. We cannot
have x = x′ since y is aperiodic. Thus k 6= 0. For an infinity of n < 0 there is
an m < 0 and kn with 0 ≤ kn < |ϕ(xn)| such that ϕ(Snx) = Sknϕ(Smx′). By
the preceding remark, we have kn 6= 0. Let un be the word of length kn such
that ϕ(Snx) = unϕ(S
mx′). By shifting y is necessary, we can assume that all
un are equal to u (see Figure 7.8.6).
Then all words vm = ϕ(x
′
m · · ·x′−1) are inMϕ(u), which thus contains words
of arbitrary large period (see Figure 7.8.6.
u
ϕ(xn)
ϕ(x′m)
u
ϕ(x0)
ϕ(x′0)
ϕ(x′m+1 · · ·x′−1)
ϕ(xn+1 · · ·x−1)
Figure 7.8.6: The factors of y in Mϕ(u).
7.24 Let P be the set of prefixes of the words of U = ϕ(A). Since ϕ is left
permutative, there is for every p ∈ P exactly one a ∈ A such that pa ∈ P ∪ U .
Assume thatMϕ(u) contains words abritrary large period. Let v, w ∈Mϕ(u)
be two words with distinct periods. Replacing if necessary v, w by some power,
we may assume that none is a prefix of the other. Let r be the longest common
prefix of v, w and let p ∈ P be such that r = xp with x ∈ U∗. Then p has two
right extensions by distinct letters, a contradiction. Thus ϕ is recognizable at
aperiodic points by Exercise 7.23.
Section 7.6
7.25 Set x = 001ω. Let ϕ : 0 → 01, 1 → 1 and φ : 0 → 00, 1 → 1. Then
ϕω(0) = 01ω and φ ◦ ϕω(0) = x. Thus 001ω is substitutive. It cannot be purely
substitutive because if ψ(x) = x, we have ψ(0) = 001n with n ≥ 0 and thus
ψ(x) begins with 001n001n.
7.26 Let ϕ : A∗ → A∗ be a substitution and let y be a fixed point of ϕ. Let
φ : A∗ → B∗ be a letter-to-letter morphism and let x = φ(y). Let X = X(ϕ)
be the shift generated by y. For k ≥ 1, let f : Lk(X)→ Ak be a bijection from
Lk(X) onto an alphabet Ak and let γk : X → AZk be the corresponding higher
block code. The shift X(k) is the substitution shift generated by the k-th block
presentation ϕk of ϕ and z = γk(y) is a fixed point of ϕk. Define θ : Ak → B
by
θ ◦ f(yn · · · yn+k−1) = φ(yn+k−1).
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Then θ(z) = φ(T k−1x) which shows that the sequence T k−1x is substitutive.
7.27 We first prove that we can modify the pair (τ, φ) in such a way that
|φ ◦ τ(b)| ≥ φ(b) (7.8.1)
for every b ∈ B and with strict inequality when b = a..
Since lim |τn(a)| =∞, there are 1 ≤ j < k such that
|φ ◦ τ j(b)| ≤ |φ ◦ τk(b)|
for every b ∈ B with strict inequality if b = a. Set τ ′ = τk−j , φ′ = φ ◦ τ j . Then
|φ′ ◦ τ ′(b)| = |φ ◦ τ j ◦ τk − j(b)| = |φ ◦ τk(b)|
≥ |φ ◦ τ j(b)| = |φ′(b)|
for every b ∈ B with strict inequality when b = a.
We now assume that (τ, φ) satisfies Equation (7.8.1). Proceeding as in the
proof of Proposition 7.2.9, we define an alphabet C = {bb | b ∈ B, 1 ≤ p ≤
φ(b)}, a map θ : C → A by θ(bp) = (φ(b))p and a map γ : B → C+ by
γ(b) = b1b2 · · · b|φ(b)|. In this way, we have θ ◦ γ = φ.
Finally, we define the substitution ζ essentially as in the proof of Proposi-
tion 7.2.9 (with the difference that this time the inequality |τ(b)| ≥ |φ(b)| is
replaced by the weaker inequality (7.8.1)). For every b ∈ B, we have
|γ ◦ τ(b)| = |φ ◦ τ(b)| ≥ |φ(b)|
by (7.8.1). Thus, we can define words w1, w2, . . . , w|φ(b)| ∈ C∗ such that
γ ◦ τ(b) = w1w2 . . . w|φ(b)|
with |w1| > 1 when b = a. Then we define the morphism ζ : C∗ → C∗ by
ζ(bp) = wp
We then have by construction ζ ◦ γ = γ ◦ τ and thus x = θ ◦ ζω(a1).
7.28 Let χ : 0 → 0, 1 → 1, 2 → ε be the morphism erasing 0. Let µ : 0 →
01, 1→ 10 be the Thue-Morse morphism and let t = µω(0). Since µ ◦χ = χ ◦σ,
we have t = χ(x).
Let τ be a non-erasing substitution such that x = τω(0). Then χ(τ(2)3) =
χ(τ(2))3 is a factor of t which is a cube and thus χ(τ(2)) = ε. Since the factors
of x in 2∗ are ε, 2, 22, 222, this forces τ(2) = 2. Now τ(0) is a prefix of x and
thus τ(0) = 01u for some u ∈ {0, 1, 2}∗. Next, since τ(1222) = τ(1)222 cannot
end with 24, we have τ(1) = ya with y ∈ {0, 1, 2}∗ and a ∈ {0, 1}. Finally,
τ(10) = ya01u has a factor of length 3 in {0, 1}∗ while the factors of x in {0, 1}∗
are of length at most 2, a contradiction.
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7.9 Notes
Odometers, also called solenoids (Katok and Hasselblatt, 1995) or adding ma-
chines (Brown, 1976), are a classical object in dynamical systems theory.
The ring Zp of p-adic integers is contained in a field, called the field of
p-adic numbers. A classical reference to p-adic numbers and p-adic analysis
is Koblitz (1984). The factorial representation of integers (Exercise 7.5) is
described in Knuth (1998). Supernatural numbers (Exercise 7.9), also called
generalized natural numbers or Steinitz numbers are used to define orders of
profinite groups. The fact that they give a complete invariant for odometers
(Exercise 7.9) is a result proved by Glimm (1960) in the context of uniformly
hyperfinite algebras of UHF-algebras (see Chapter 10).
The notion of expansive system is classical in topological dynamics (see Katok and Hasselblatt
(1995) for example). Exercises 7.11 and 7.12 is from (Walters, 1982, Theorem
5.24) (see also Kurka (2003)).
The equal path number property and Theorem 7.1.5 are from Gjerde and Johansen
(2000).
7.9.1 Substitution shifts
In Vershik and Livshits (1992) the authors showed that when σ is a primitive
substitution then the subshift it generates can be represented (in a measure-
theoretic sense) by an ordered Bratteli diagram B where σ is the substitution
we read on B.
Theorem 7.2.1 was first proven in Forrest (1997). The proofs given in that
paper are mostly of existential nature and do not state a method to compute
effectively the BV-representation associated with substitution systems. An-
other proof was given in Durand et al. (1999) that provides such an algorithm.
Proposition 7.2.3 is from Durand et al. (1999).
Proposition 7.2.7 is (Forrest, 1997, lemma 15). As mentionned in this pa-
per, the proof uses an important technique called state-splitting or symbol split-
ting. We actually use in the proof of Proposition 7.2.7 an output split. See
Lind and Marcus (1995) for a systematic presentation of state splitting.
Proposition 7.2.9 is also from Durand et al. (1999). It is a modification of
an unpublished result of Rauzy.
For more details about the Chacon substitution, see Ferenczi (1995) or Fogg
(2002).
7.9.2 Linearly recurrent shifts
Linearly recurrent shifts, also called linearly repetitive shifts were introduced in
Durand et al. (1999).
The constantK = 12 for the linear recurrrence of the Thue-Morse shift given
in Example 7.3.3 is not optimal. It is shown in Schaeffer and Shallit (2012) that
the optimal bound is a computable rational number for every constant length
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substitution. Actually, the optimal bound for the Thue-Morse shift, computed
using the sotware Walnut (Mousavi, 2016) is K = 10 (Shallit, 2020).
Theorem 7.3.4 is from Damanik and Lenz (2006). The fact that the equiva-
lent conditions of Theorem 7.3.4 are also equivalent to unique ergodicity is from
Durand (2000a).
Proposition 7.3.6 is proved in Durand et al. (1999). The corollary asserting
that the factor complexity of a primitive substitution shift is at most linear
can be found in Michel (1976) (see also Pansiot (1984)). Exercise 7.19 is from
(Allouche and Shallit, 2003, Example 10.4.1). The factor complexity of sub-
stitutive shifts has been extensively studied. By a result of Ehrenfeucht et al.
(1975), one has always pn(X) = O(n
2). See Allouche and Shallit (2003) for a
survey of this question.
Theorem 7.3.8 is from Durand (2003). Theorem 7.3.9 is from Downarowicz and Maass
(2008) .
The notion of equicontinuity is classical in analysis. The condition defin-
ing an equicontinuous dynamical system is equivalent to the uniform continu-
ity of the family T n of maps from X to itself. Theorem 7.3.9 is proved in
Downarowicz and Maass (2008).
7.9.3 S-adic shifts
The notion of S-adic shift was introduced in Ferenczi (1996), using a terminology
initiated by Vershik and coined out by Bernard Host. For more information, see
Fogg (2002) or Berthe´ et al. (2019b) or Berthe´ and Delecroix (2014). See also
Thuswaldner (2020) for a recent survey on S-adic systems.
Proposition 7.4.4 is from (Durand, 2000b, Lemma 7)).
Lemma 7.4.8 is a weaker version of (Durand and Leroy, 2012, Corollary 2.3).
Theorem 7.4.12 is (Berthe´ et al., 2019b, Theorem 3.1). Proposition 7.4.3 is
from Arnoux et al. (2014).
The original reference for the Theorem of Fine-Wilf (Exercise 2.11) is (Fine and Wilf,
1965).
Proposition 7.4.11 is (Berstel et al., 2009, Exercise 5.1.5) where it is proved
as a variant of a result called the Defect Theorem (see Lothaire (1997)).
Theorem 7.4.12 is from (Berthe´ et al., 2019b, Theorem 5.1). Exercise 7.24
is from (Berthe´ et al., 2019b, Lemma 3.3).
Theorem 7.5.1 is from Berthe´ et al. (2020).
Corollary 7.5.2 extends a statement initially proved for interval exchanges
by Ferenczi and Zamboni (2008). In Corollaries 7.5.2 and 7.5.3, the assumption
of being proper can be dropped. The proof then uses the measure-theoretical
Bratteli-Vershik representation of primitive unimodular S-adic subshift given in
(Berthe´ et al., 2019b, Theorem 6.5).
Note that one recovers, with the description of dimension groups of prim-
itive unimodular proper S-adic shifts of Theorem 7.5.4, the results obtained
in the case of interval exchanges,in Putnam (1989). See also Putnam (1992);
Gjerde and Johansen (2000).
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7.9.4 Derivatives of substitutive sequences
Substitutive sequences have been considered early by Cobham (1968) who has
proved the statement that every infinite sequence x = φ(τω(a)) is substitu-
tive, whatever be the morphisms φ : B∗ → A∗ and τ : B∗ → B∗ (Exer-
cise 7.27). This result was proved independently by Pansiot (1983) (see the
presentation in Allouche and Shallit (2003)). We follow the proof given in
Cassaigne and Nicolas (2003) The effective computability of the representation
as a substitutive sequence was proved by Honkala (2009) and Durand (2013).
Theorem 7.6.1 is from Durand (1998). It is closely related with the results
of Holton and Zamboni (1999) who proved independently that conditions (i)
and (ii) are equivalent. Theorem 7.6.10 is from (Holton and Zamboni, 1999,
Theorem 1.3)
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Chapter 8
Dendric shifts
In this chapter, we define the important class of dendric shifts, which are de-
fined by a condition on the possible extensions of a word in their language.
We prove a striking property of the sets of return words, namely that for ev-
ery minimal dendric shift, the set of return words forms a basis of the free
group (Theorem 8.1.14). We show that they have a finite S-adic representation
(Theorem 8.1.40). We illustrate these results on the class of Sturmian shifts
(Section 8.2) which are a particular case of interval exchange shifts considered
in the next chapter. We next present the class of specular shifts (Section 8.3)
which is build to generalize the class of linear involutions, itself a natural gen-
eralization of interval exchanges, and also presented in the next chapter.
8.1 Dendric shifts
Let X be a shift space on the alphabet A. We will assume in this chapter that
A ⊂ L(X). For w ∈ L(X) and n ≥ 1, we denote
LX(w) = {a ∈ A | aw ∈ L(X)}
RX(w) = {b ∈ A | wb ∈ L(X)}
EX(w) = {(a, b) ∈ LX(w)×RX(w) | awb ∈ L(X)}
The extension graph of w, denoted EX(w), is the undirected bipartite graph
whose set of vertices is the disjoint union of LX(w) and RX(w) and whose
edges are the elements of EX(w).
When the context is clear, we denote L(w), R(w), E(w) and E(w) instead of
LX(w), RX(w), EX (w) and EX(w).
When in need to distinguish the disjoint copies of L(w) and R(w) forming the
vertices of the extension graph E(w), we denote them by 1⊗L(w) and R(w)⊗1.
A path in an undirected graph is reduced if it does not contain successive equal
edges. For any w ∈ L(X), since any vertex of LX(w) is connected to at least
one vertex of RX(w), the bipartite graph EX(w) is a tree if and only if there is
a unique reduced path between every pair of vertices of LX(w) (resp. RX(w)).
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The shift X is said to be eventually dendric with threshold m ≥ 0 if EX(w)
is a tree for every word w ∈ L≥m(X). It is said to be dendric if we can choose
m = 0. Thus, a shift X is dendric if and only if EX(w) is a tree for every word
w ∈ L(X).
When X is a dendric shift (resp. eventually dendric shift), we also say that
L(X) is a dendric set (resp. eventually dendric set).
An important observation is that, in any shift space, for a word w ∈ L(X)
which is not bispecial, the graph E(w) is always a tree. Indeed, if w is not
left-special, all vertices of R(w) are connected to the unique vertex of L(w) and
thus E(w) is a tree. Also, if w is bispecial and such that E(w) is a tree, then w
is neutral. Indeed, in a tree m(w) = e(w)− ℓ(w)− r(w)+1 = 0 by a well known
property of trees. We begin with an example of a non minimal dendric shift.
Example 8.1.1 Let X be the shift space such that L(X) = a∗ba∗ (we denote
a∗ = {an | n ≥ 0}). The bispecial words are the words in a∗. Their extension
graph is the tree represented in Figure 8.1.1. Thus X is a dendric shift.
a
b
a
b
Figure 8.1.1: The graph E(a).
An important example of minimal dendric shifts is formed by strict episturmian
shifts (also called Arnoux-Rauzy shifts).
Proposition 8.1.2 Every Arnoux-Rauzy shift is dendric. In particular, every
Sturmian shift is dendric.
Proof. Let X be an Arnoux-Rauzy shift. For every bispecial word w ∈ L(X),
there is exactly one letter ℓ such that ℓw is right-special and one letter r such
that wr is left-special. Thus the extension graph E(w) has exactly two vertices
ℓ, r which have degree more than one, with ℓ ∈ L(w) and r ∈ R(w). Any vertex
distinct of ℓ, r is connected to either ℓ or r by an edge but not to both and ℓ, r
are connected by an edge. Thus E(w) is a tree.
Example 8.1.3 Let X be the Fibonacci shift, which is generated by the mor-
phism a 7→ ab, b 7→ a. It is a Sturmian shift (Example 2.5.1). The graph E(a) is
shown in Figure 8.1.2.
a
b
a
b
Figure 8.1.2: The graph E(a).
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A shift space X is said to be a eventually dendric of characteristic c if
1. for any w ∈ L≥1(X), the extension graph E(w) is a tree and
2. the graph E(ε) is a disjoint union of c trees.
Eventually dendric shifts of characteristic c ≥ 1 are eventually dendric. Indeed,
since the extension graphs of all nonempty words are trees, the shift space is
eventually dendric with threshold 1. It is a dendric shift if c = 1.
Example 8.1.4 Let X be the shift generated by the morphism a 7→ ab, b 7→
cda, c 7→ cd, d 7→ abc. It is dendric of characteristic 2 (Exercise 8.1). The
extension graph E(ε) is shown in Figure 8.1.3.
a
b
b
c
c
d
d
a
Figure 8.1.3: The extension graph E(ε).
Example 8.1.5 Let X be the Tribonacci shift, which is the substitution shift
generated by the Tribonacci substitution σ : a 7→ ab, b 7→ ac, c 7→ a. It is an
Arnoux-Rauzy shift (see Example 2.5.2) and thus a dendric shift.
The following statement shows that eventually dendric shifts have at most
linear complexity. Recall from Chapter 2 that we denote pn(X) = Card(Ln(X))
and that sn(X) = pn+1(X)− pn(X).
Proposition 8.1.6 Let X be an eventually dendric shift on the alphabet A.
Then X has at most linear complexity, that is, pn(X) ≤ Kn for some constant
K. If X is dendric, then
pn(X) = (Card(A)− 1)n+ 1 (8.1.1)
Proof. Let bn(X) = sn+1(X) − sn(X). Since X is eventually dendric, there
is n ≥ 1 such that the extension graph of every word in L≥n(X) is a tree.
Then bp(X) = 0 for every p ≥ n. Indeed, by Proposition 2.2.15, we have
bp(X) =
∑
w∈Lp(X)m(w). Since all words of length p in L(X) are neutral,
the conclusion follows. Thus sp(X) = sp+1(X) for every p ≥ n, whence our
conclusion.
If X is dendric, then bn(X) = 0 for all n ≥ 1 and thus sn(X) is constant.
Since s1(X) = Card(A)− 1 by the assumption A ⊂ L(X), this implies pn(X) =
(Card(A)− 1)n+ 1.
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Corollary 8.1.7 The dendric shifts on two letters are the Sturmian shifts.
Proof. We have already seen that a Sturmian shift is dendric (Proposition 8.1.2).
Conversely, ifX is a dendric shift on two letters, its factor complexity is pn(X) =
n+ 1 by Proposition 8.1.6 and thus X is Sturmian.
On more than two letters, the class of dendric shifts is larger than the class of
Arnoux-Rauzy shifts since it contains, as we shall see in Chapter 9, the class of
interval exchange shifts.
The converse of Proposition 8.1.6 is not true, as shown by the following
example.
Example 8.1.8 The Chacon ternary shift is the substitution shift X on the
alphabet A = {0, 1, 2} generated by the Chacon ternary substitution τ : 0 →
0012, 1→ 12, 2→ 012. Its complexity is pn(X) = 2n+ 1 (see Exercise 7.15). It
is not eventually dendric (Exercise 8.2).
8.1.1 Generalized extension graphs
We will need to consider extension graphs which correspond to extensions by
words instead of letters. Let X be a shift space. For w ∈ L(X), and U, V ⊂
L(X), let LU (w) = {ℓ ∈ U | ℓw ∈ L(X)}, let RV (w) = {r ∈ V | wr ∈ L(X)}
and let EU,V (w) = {(ℓ, r) ∈ U × V | ℓwr ∈ L(X)}. The generalized extension
graph of w relative to U, V is the following undirected graph EU,V (w). The set of
vertices is made of two disjoint copies of LU (w) and RV (w). The edges are the
elements of EU,V (w). The extension graph E(w) defined previously corresponds
to the case where U, V = A.
Example 8.1.9 Let X be the Fibonacci shift. Let w = a, U = {aa, ba, b} and
let V = {aa, ab, b}. The graph EU,V (w) is represented in Figure 8.1.4.
b
ba
ab
b
Figure 8.1.4: The graph EU,V (w).
The following property shows that in a dendric shift, not only the extension
graphs but, under appropriate hypotheses, all generalized extension graphs are
acyclic.
Proposition 8.1.10 Let X be a shift space and n ≥ 1 be such that for every
w ∈ L≥n(X), the graph E(w) is acyclic. Then, for any w ∈ L≥n(X), any
finite suffix code U and any finite prefix code V , the generalized extension graph
EU,V (w) is acyclic.
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The proof uses the following lemma.
Lemma 8.1.11 Let X be a shift space. Let w ∈ L(X) and let U, V, T ⊂ L(X).
Let ℓ ∈ L(X) \ U be such that ℓw ∈ L(X). Set U ′ = (U \ T ℓ) ∪ ℓ. If the graphs
EU ′,V (w) and ET,V (ℓw) are acyclic then EU,V (w) is acyclic.
Proof. Assume that EU,V (w) contains a cycle C. If the cycle does not use
any of the vertices in U ′, it defines a cycle in the graph ET,V (ℓw) obtained by
replacing each vertex tℓ for t ∈ T by a vertex t. Since ET,V (ℓw) is acyclic, this
is impossible. If it uses a vertex of U ′ it defines a cycle of the graph EU ′,V (w)
obtained by replacing each possible vertex tℓ by ℓ (and suppressing the possible
identical successive edges created by the identification). This is impossible since
EU ′,V (w) is acyclic. Thus EU,V (w) is acyclic.
Proof of Proposition 8.1.10. We show by induction on the sum of the lengths
of the words in U, V that for any w ∈ L≥n(X), the graph EU,V (w) is acyclic.
Let w ∈ L≥n(X). We may assume that U = LU (w) and V = RV (w) and
also that U, V 6= ∅. If U, V ⊂ A, the property is true.
Otherwise, assume for example that U contains words of length at least 2.
Let u ∈ U be of maximal length. Set u = aℓ with a ∈ A. Let T = {b ∈ A | bℓ ∈
U}. Then U ′ = (U \ T ℓ) ∪ ℓ is a suffix code and ℓw ∈ L(X) since U = U(w).
By induction hypothesis, the graphs EU ′,V (w) and ET,V (ℓw) are acyclic. By
lemma 8.1.11, the graph EU,V (w) is acyclic.
We prove now a similar statement concerning connexity. For w ∈ L(X), we
say that a suffix code U ⊂ L(X) is (X,w)-maximal if every word v such that
vw ∈ L(X) is comparable with a word in U for the suffix order. For w = ε, we
say X-maximal instead of (X, ε)-maximal. Thus a suffix code is X-maximal if it
is not stricly contained in any suffix code U ′ ⊂ L(X) The same definitions hold
symmetrically for prefix codes. Thus a prefix code V ⊂ L(X) is (X,w)-maximal
if every word v such that wv ∈ L(X) is comparable for the prefix order with a
word of V .
For example, when X is recurrent, the set RX(w) is an (X,w)-maximal
prefix code and R′X(w) is an (X,w)-maximal suffix code.
Proposition 8.1.12 Let X be an eventually dendric shift with threshold n.
For any w ∈ L≥n(X), any finite (X,w)-maximal suffix code U ⊂ L(X) and any
finite (X,w)-maximal prefix code V ⊂ L(X), the generalized extension graph
EU,V (w) is a tree.
For a shift space X , two finite sets U, V ⊂ L(X) and w ∈ L(X), denote
ℓU (w) = Card(LU (w)), rV (w) = Card(RV (w)) and eU,V (w) = Card(EU,V (w)).
Next, we define
mU,V (w) = eU,V (w) − ℓU,V (w) − rU,V (w) + 1.
Thus, for U = V = A, the integer mU,V (w) is the multiplicity m(w) of w.
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Lemma 8.1.13 Let X be a shift space and n ≥ 0 be such that m(w) = 0
for every w ∈ L≥n+1(X). Then for every w ∈ L≥n(X), every finite (X,w)-
maximal suffix code U and every finite (X,w)-maximal prefix code V , we have
mU,V (w) = m(w).
Proof. We use an induction on the sum of the lengths of the words in U and in
V . We may assume that Uw,wV ⊂ L(X).
If U, V contain only words of length 1, since U (resp. V ) is an (X,w)-maximal
suffix (resp. prefix) code, we have U = L(w) and V = R(w) and there is nothing
to prove. Assume next that one of them, say V , contains words of length at
least 2. Let p be a nonempty proper prefix of V . Set V ′ = (V \ pA) ∪ {p}. If
wp /∈ L(X), then mU,V (w) = mU,V ′(w) and the conclusion follows by induction
hypothesis. Thus we may assume that wp ∈ L(X). Then
mU,V ′(w) −mU,V (w) = eU,A(wp) − ℓU (wp)− rA(wp) + 1 = mU,A(wp).
By induction hypothesis, we have mU,V (w) = m(w). But mU,A(wp) = 0 since
|wp| ≥ n+ 1, whence the conclusion.
Proof of Proposition 8.1.12. Let w ∈ L≥n(X). By Proposition 8.1.10, the graph
EU,V (w) is acyclic. Since, by Lemma 8.1.13, we have mU,V (w) = 0, it follows
that EU,V (w) is a tree.
8.1.2 Return Theorem
We will now prove the following result (called the Return Theorem). Recall that
we assume in this chapter that A ⊂ L(X) for a shift space X on the alphabet
A.
Theorem 8.1.14 Let X be a minimal dendric shift on the alphabet A. For
every u ∈ L(X), the set RX(u) is a basis of the free group on A.
Note that that, in the particular case of an episturmian shift X , the property
results directly from Equation (2.7.3). Indeed, the set of return words R′X(u)
is for every u ∈ L(X) conjugate to a set of the form α(A) where α is an
automorphism of the free group on A.
A shift space X is neutral if every word u in L(X) is neutral. A dendric
shift is of course neutral but the converse is false (see Exercise 8.3). The first
step of the proof is the following statement. It shows in particular that, un-
der the hypotheses below, the cardinality of sets of return words in constant.
We had already met this property in the case of strict episturmian shifts (see
Equation 2.7.3)
Theorem 8.1.15 If X is a recurrent neutral shift such that A ⊂ L(X), then
for every u ∈ L(X), one has Card(RX(u)) = Card(A).
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Note the surprising consequence that every recurrent neutral shift is min-
imal. Indeed, if X is recurrent, all sets of return words are finite by Theo-
rem 8.1.15. Thus the shift is minimal. Thus, we could weaken the hypothesis
in Theorem 8.1.14 to require X to be only recurrent.
The proof of Theorem 8.1.15 uses the following lemma.
Lemma 8.1.16 Let X be a neutral shift. For every v ∈ L(X), set ρ(v) =
rX(v)− 1. Then one has ∑
a∈L(v)
ρ(av) = ρ(v). (8.1.2)
Proof. Since v neutral, we have eX(v) − ℓX(v) − rX(v) + 1 = 0. Thus∑
a∈L(v)
ρ(av) =
∑
a∈L(v)
(rX(av)− 1) = eX(v) − ℓX(v)
= rX(v) − 1 = ρ(v)
.
Proof of Theorem 8.1.15. Let U be the set of proper prefixes of uRX(u) which
are not proper prefixes of u. We claim that U is an X-maximal suffix code.
Indeed, assume first that v, v′ ∈ U with v is a proper suffix of v′. Then u is a
proper prefix of v and thus u appears as a factor of v′ otherwise than a suffix
(see Figure 8.1.5), a contradiction.
v′
v
u
Figure 8.1.5: The set U is a suffix code.
Now, since X is recurrent, every long enough word in L(X) has a factor
equal to u. Thus it has a suffix which begins with u and has no other factor
equal to u. This suffix is in U . This proves the claim concerning U .
Set, as in Lemma 8.1.16, ρ(v) = rX(v)− 1 for every v ∈ L(X).
Consider first the tree formed by the set P of prefixes of uRX(u). The
children of p ∈ P are the pa ∈ P for a ∈ A. Since uRX(u) is a prefix code,
the leaves are the elements of uRX(u). The internal nodes are the elements of
Q = P \ uRX(u) As in any finite tree, the number of leaves minus 1 is equal
to the sum over the internal nodes v of the integers d(v) − 1, where d(v) is the
number of children of v. For v ∈ Q, since RX(u) is an (X,u)-maximal prefix
code, we have
d(v) =
{
rX(v) if v ∈ U
1 otherwise.
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Thus
Card(uRX(u))− 1 =
∑
v∈Q
(d(v)− 1) =
∑
v∈U
ρ(v). (8.1.3)
Consider now the tree formed by the set S of suffixes of U . The root is ε
and the children of a word v ∈ S are the words av ∈ S with a ∈ A. Since U is
an X-maximal suffix code, the leaves of the tree S are the elements of U and
the children of v ∈ S \ U are all the av for a ∈ LX(v). Since for every internal
node of S, the sum of the ρ(av) taken over the children of v is equal to ρ(v) (by
Lemma 8.1.16), we have∑
v∈U
ρ(v) = ρ(ε) = Card(A)− 1 (8.1.4)
with the last equality resulting from the hypothesis A ⊂ L(X). Comparing
(8.1.3) and (8.1.4), we obtain the desired equality.
We illustrate the proof with the following example.
Example 8.1.17 Let X be the Fibonacci shift and let u = aa. We have
RX(u) = {baa, babaa} and thus U = {aa, aab, aaba, aabab, aababa}. The tree P
is represented in Figure 8.1.6 on the left. The tree S is represented on the right
with the value of ρ indicated on the leaves. The unique leaf of S with a nonzero
b a
a
b
a a
0
0
1
0
0
a a
a
a
b
a
a
a
b
a
b
a
a
b
Figure 8.1.6: The trees P and S.
value of ρ is the unique right-special word which belongs to U , namely aaba.
We now come to the second part of the proof of Theorem 8.1.14.
In a graph G = (V,E) labeled by an alphabet A, we consider for every edge
e from v to w with label a, an inverse edge e−1 which goes from w to v and is
labeled a−1. A generalized path in G is a sequence formed of consecutive edges
or their inverses. The label of a generalized path is the reduced word which is
the reduction of the label of the path. Thus it is an element of the free group
on A.
Lemma 8.1.18 Let X be a dendric shift such that A ⊂ L(X). For every n ≥ 1,
the group defined by the Rauzy graph Γn(X) with respect to one of its vertices
is the free group on A.
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Proof. We will show that a sequence of Stallings foldings reduces any Rauzy
graph Γn+1(X) to Γn(X).
Consider two vertices ax, bx of Γn+1(X) differing only by the first letter.
Since the extension graph of x is a tree, there is a path a0, b1, . . . , ak−1, bk, ak
in E(x) such that a = a0 and b = ak. The successive Stallings foldings at
xb1, . . . , xbk identify the vertices a0x, . . . , akx. In this way, Γn+1(X) is mapped
onto Γn(X).
Thus the groups defined by the Rauzy graphs Γn(X),Γn−1(X), . . . ,Γ1(X)
are all identical. Since A ⊂ L(X), the graph Γ1(X) defines the free group on
A, and thus the same is true for Γn(X).
We illustrate the proof of Lemma 8.1.18 with the following example.
Example 8.1.19 Consider the Fibonacci shift and the Rauzy graphs Γn(X)
for n = 1, 2, 3 represented in Figure 8.1.7. Since there are edges labeled b in
εa b a ba
b
a
aa
ab
ba
b
a
a
b
Figure 8.1.7: The Rauzy graphs of order n = 1, 2, 3 of the Fibonacci shift.
Γ3(X) from aa and ba to ab, a Stallings folding merges aa and ba. The result
is Γ2(X). Similarly, since there are edges labeled a from the vertices a and b to
vertex a in Γ2(X), we merge the vertices a and b. The result is Γ1(X).
Lemma 8.1.20 Let G be a labeled strongly connected graph and x be a vertex.
The group defined by G with respect to x is generated by the set S of labels of
paths from x to x in G.
Proof. Consider a generalized path π from x to x labeled y. We have to prove
that y belongs to the subgroup 〈S〉 generated by S. We use an induction on
the number r of inverse edges used in the path π. If r = 0, then y is in S.
Otherwise, we can write y = ua−1v where x u→ p a−1→ q v→ x is a factorization
of the path π. Since G is strongly connected, there are (ordinary) paths p
t→ x
and x
w→ q. Then
y = utt−1a−1w−1wv = (ut)(wat)−1wv.
By definition we have wat ∈ S (see Figure 8.1.8) and by induction hypothesis,
we have ut, wv ∈ 〈S〉. This shows that y ∈ 〈S〉 and concludes the proof.
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x
p
q
u
t
aw
v
Figure 8.1.8: The decomposition of the path π.
Proposition 8.1.21 Let X be a minimal shift space and let u ∈ L(X). There
exists an n ≥ 1 with the following property. Let x ∈ Ln(X) be a word ending
with u and let S be the set of labels of paths from x to itself in Γn+1(X). Then
S is contained in RX(u)∗.
Proof. Let n be the maximal length of the words in uRX(u). Consider y ∈ S.
Since y is the label of a path from x to x in Γn+1(X), the word xy ends with x.
Thus there is a unique factorisation y = y1y2 · · · yk in nonempty words yi where
for each i with 1 ≤ i ≤ k, the word uyi ends with u and has no other occurence
of u except as a prefix or as a suffix. But, by the choice of n, the prefix of length
n of uyi has a factor u other than as a prefix and thus |uyi| ≤ n. Now since uyi
is the label of a path of length at most n in Γn(X), it is in L(X). This implies
that yi is in RX(u) and proves the claim.
We are now ready for the proof of Theorem 8.1.14.
Proof of Theorem 8.1.14. Let n ≥ 1 be such that the property of Proposition
8.1.21 holds for x ∈ Ln(X).
The inclusion S ⊂ RX(u)∗ implies the inclusion 〈S〉 ⊂ 〈RX(u)〉. But, by
Lemma 8.1.20, S generates the group defined by Γn+1(X). By Lemma 8.1.18,
this group is the whole free group on A. Thus RX(u) generates the free group
on A. Since any generating set of F (A) having Card(A) elements is a basis,
and since RX(u) has Card(A) elements by Theorem 8.1.15, this implies our
conclusion.
Example 8.1.22 Let A = {u, v, w}, and let X = X(σ) be the shift genererated
by the substitution σ : u → vuwwv, v → vuww,w → vuwv. The shift X is
minimal since σ is primitive. It is also dendric. Consider indeed the morphism
φ : u → aa, v → ab, w → ba. Then we have φ ◦ σ = ϕ3 ◦ φ where ϕ is the
Fibonacci morphism. Indeed, we have
φ ◦ σ(u) = φ(vuwwv) = abaababaab = ϕ3(aa)
and similarly for v, w. This shows that X is obtained by reading the Fibonacci
shift with nonoverlapping blocks of length 2 and thus that X is dendric (this is
actually a particular case of Theorem 8.1.25). We have
RX(u) = {wwvu,wwvvu,wvvu}
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which is a basis of the free group on {u, v, w}. Note that φ(RX(u)) is a basis
of a subgroup of index 2 of the free group on {a, b}.
8.1.3 Derivatives of minimal dendric shifts
Let X be a minimal shift space and let u ∈ L(X). Let ϕ be a bijection from an
alphabet B onto the set RX(u) extended as usual to a morphism from B∗ into
A∗. The shift space Y = ϕ−1(X) is called the derivative of X with respect to u.
Actually, Y is the derivative system of X on the clopen set [u] (see Section 4.7).
We will use (in the proof of Theorem 8.1.40) the following closure property of
the family of minimal dendric shifts.
Theorem 8.1.23 Any derivative of a minimal dendric shift is a minimal den-
dric shift on the same number of letters.
Proof. Let X be a minimal dendric shift on the alphabet A containing A, let
u ∈ L(X) and let ϕ be a bijection from an alphabet B onto U = RX(u). By
Theorem 8.1.15, the set RX(u) has Card(A) elements. Thus we may choose
B = A.
Set Y = ϕ−1(X). Since Y is an induced system, it is minimal.
Consider y ∈ L(Y ) and set x = ϕ(y). Let ϕ′ be the bijection from A onto
U ′ = R′X(u) such that uϕ(b) = ϕ′(b)u for every b ∈ B. For a, b ∈ B, we have
(a, b) ∈ E(y)⇔ (ϕ′(a), ϕ(b)) ∈ EU ′,U (ux),
where EU ′,U (ux) denotes the generalized extension graph of ux relative to U ′, U .
Indeed,
ayb ∈ L(Y )⇔ uϕ(a)xϕ(b) ∈ L(X)⇔ ϕ′(a)uxϕ(b) ∈ L(X).
The set U ′ is a (X,u)-maximal suffix code and the set U is a (X,u)-maximal
prefix code. By Proposition 8.1.12 the generalized extension graph EU ′,U (ux) is
a tree. Thus the graph E(y) is a tree. This shows that Y is a dendric shift.
Example 8.1.24 Let X be the Tribonacci shift (see Example 8.1.5). It is the
shift generated by the substitution σ defined by σ(a) = ab, σ(b) = ac, σ(c) = a.
We have RX(a) = {a, ba, ca}. Let ϕ : A → RX(a) be the morphism defined
by ϕ(a) = a, ϕ(b) = ba, ϕ(c) = ca and let ϕ′ : A → R′X(a) be such that
aϕ(x) = ϕ′(x)a for all x ∈ A. We have σ = ϕ′ ◦ π where π is the circular
permutation π = (abc). Let x = ϕω(a). Set z = ϕ′−1(x). Since ϕ′π(x) = x, we
have z = π(x). Thus the derivative of X with respect to a is the shift π(X).
8.1.4 Bifix codes in dendric shifts
A bifix code on the alphabet A is a set U of words on A which is both a prefix
code and a suffix code. For example, for every n ≥ 1, a set of words of length n
is a bifix code.
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Let X be a shift space and let U ⊂ L(X) be a finite bifix code which is an
X-maximal prefix and suffix code. Let f be a coding morphism for U . Then
f−1(L(X)) is factorial and extendable. The shift space Y such that L(Y ) =
f−1(L(X)) is called a decoding of X by U . We denote Y = f−1(X).
The following result expresses a closure property of the family of dendric
shifts.
Theorem 8.1.25 The decoding of a dendric shift by a finite bifix code which is
an X-maximal prefix and suffix code is a dendric shift.
Proof. Let U ⊂ L(X) be a finite bifix code which is an X-maximal prefix and
suffix code. Let f : B∗ → A∗ be a coding morphism for U and let Y = f−1(X).
For w ∈ L(Y ) and a, b ∈ B, we have
(a, b) ∈ EY (w)⇔ (f(a), f(b)) ∈ EU,U (f(w))
and thus EY (w) is a tree by Proposition 8.1.12. This shows that Y is dendric.
Example 8.1.26 Let X be the Fibonacci shift on {a, b} and consider the bi-
fix code U = {aa, ab, ba}. The corresponding decoding of X is the shift of
Example 8.1.22.
We will prove the following result.
Theorem 8.1.27 Let X be a dendric shift on the alphabet A. A finite bifix
code U ⊂ L(X) which is a basis of the free group on A is equal to A.
The following example shows that the hypothesis that X is dendric is necessary
in Theorem 8.1.27.
Example 8.1.28 Let A = {a, b, c} and U = {ab, acb, acc}. The set U is
a bifix code. It is also a basis of the free group on A. Indeed, we have
accb = (acb)(ab)−1(acb) and b = (acc)−1(accb). Next, a = (ab)b−1 and c =
a−1(acb)b−1. Thus a, b, c belong to the group generated by U . Observe that
we can verify directly that no dendric shift X can be such that U ⊂ L(X).
Indeed, this would force ab, cb, cc, ac ∈ L(X) and thus the extension graph of ε
to contain a cycle (see Figure 8.1.11).
To prove Theorem 8.1.27, we introduce the following notion. Let U be a
bifix code and let P (resp. S) be the set of proper prefixes (resp. suffixes) of
the words of U . The incidence graph of U is the following undirected graph.
Its set of vertices is the disjoint union of P and S. The edges are (ε, ε) and the
pairs (p, s) ∈ P × S such that ps ∈ U .
Example 8.1.29 Let X be the Fibonacci shift and let U = L3(X). The inci-
dence graph of U is represented in Figure 8.1.9 (in each of the three parts, the
vertices on the left are in P and those on the right in S).
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Figure 8.1.9: The incidence graph of U = L3(X).
Proposition 8.1.30 Let X be an dendric shift and let U ⊂ L(X) be a bifix
code. Let P (resp. S) be the set of proper prefixes (resp. proper suffixes) of U
and let G be the incidence graph of U . Then the following assertions hold.
(i) The graph G is acyclic.
(ii) The intersection of P ′ = P \ {ε} (resp. S′ = S \ {ε}) with each connected
component of G is a suffix (resp. prefix) code.
(iii) For every reduced path (v1, u1, . . . , un, vn+1) in G with u1, . . . , un ∈ P ′
and v1, . . . , vn+1 in S
′, the longest common prefix of v1, vn+1 is a proper
prefix of all v1, . . . , vn, vn+1.
(iv) Symmetrically, for every reduced path (u1, v1, . . . , vn, un+1) in G with u1, . . . ,
un+1 ∈ P ′ and v1, . . . , vn ∈ S′, the longest common suffix of u1, un+1 is a
proper suffix of u1, u2, . . . , un+1.
Proof. Assertions (iii) and (iv) imply Assertions (i) and (ii). Indeed, assume that
(iii) holds. Consider a reduced path (v1, u1, . . . , un, vn+1) in G with u1, . . . , un ∈
P ′ and v1, . . . , vn+1 in S′. If v1 = vn+1, then v1 is a prefix of all vi and in
particular of v2, a contradiction since U is a bifix code. Thus G is acyclic and
(i) holds. Next, if v1, vn+1 are comparable for the prefix order, their longest
common prefix is one of them, a contradiction with (iii) again. The assertion
on P ′ is proved in an analogous way using assertion (iv).
We prove simultaneously (iii) and (iv) by induction on n ≥ 1.
The assertions holds for n = 1. Indeed, if u1v1, u1v2 ∈ U and if v1 ∈
L(X) is a prefix of v2 ∈ S′, then u1v1 is a prefix of u1v2, a contradiction
with the hypothesis that U is a prefix code. The same holds symmetrically for
u1v1, u2v1 ∈ U since U is a suffix code.
Let n ≥ 2 and assume that the assertions hold for any path of length at most
2n− 2. We treat the case of a path (v1, u1, . . . , un, vn+1) in G with u1, . . . , un ∈
P ′ and v1, . . . , vn+1 in S′. The other case is symmetric.
Let p be the longest common prefix of v1 and vn+1. We may assume that p
is nonempty since otherwise the statement is obviously true. Any two elements
of the set U = {u1, . . . , un} are connected by a path of length at most 2n − 2
(using elements of {v2, . . . vn}). Thus, by induction hypothesis, U is a suffix
code. Similarly, any two elements of the set V = {v1, . . . , vn} are connected by
a path of length at most 2n− 2 (using elements of {u1, . . . un−1}). Thus V is a
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prefix code. We cannot have v1 = p since otherwise, using the fact that unp is a
prefix of unvn+1 and thus in S
′, the generalized extension graph EU,V (ε) would
have the cycle (p, u1, v2, . . . , un, p), a contradiction since EU,V (ε) is acyclic by
Proposition 8.1.10. Similarly, we cannot have vn+1 = p.
SetW = p−1V and V ′ = (V \pW )∪p. Since V is a prefix code and since p is
a proper prefix of V , the set V ′ is a prefix code. Suppose that p is not a proper
prefix of all v2, . . . , vn. Then there exist i, j with 1 ≤ i < j ≤ n+1 such that p is
a proper prefix of vi, vj but not of any vi+1, . . . , vj−1. Then vi+1, . . . , vj−1 ∈ V ′
and there is the cycle (p, ui, vi+1, ui+1, . . . , vj−1, uj−1, p) in the graph EU,V ′(ε).
This is in contradiction with Proposition 8.1.10 because, V ′ being a prefix code,
EU,V ′(ε) is acyclic. Thus p is a proper prefix of all v2, . . . , vn.
Let X be a dendric shift and let U ⊂ L(X) be a bifix code. Let P be the set
of proper prefixes of the words of U . Let θU be the equivalence on P defined
by p ≡ q mod θU if p, q are in the same connected component of the incidence
graph of U . Note that, since U is bifix, the class of ε is reduced to ε. The coset
graph of U is the following labeled graph. The set vertices is the set R of classes
of θU . There is an edge labeled a from the class of p to the class of q in each of
the following cases
(i) q = pa,
(ii) q = ε and pa ∈ U .
Example 8.1.31 Let X be the Finonacci shift. The coset graph of {a, bab} is
shown in Figure 8.1.10 on the left and the coset graph of {a, bab, baab} on the
right.
ε
b
ba
a
b
a
b
ε ba
b
b
a
Figure 8.1.10: The coset graphs of {a, bab} and of {a, bab, baab}.
A simple path from a vertex v to itself in a graph is a path which is not a
concatenation of two nonempty paths from v to itself.
Proposition 8.1.32 Let X be a dendric shift and let U ⊂ L(X) be a finite bifix
code. Let P be the set of proper prefixes of U and let H = 〈U〉 be the subgroup
generated by U . Let also C be the coset graph of U .
1. For every p, q ∈ P , p ≡ q mod θU implies Hp = Hq.
2. If p ≡ p′ mod θU and if p a→ q, p′ a→ q′ are edges in C, then q ≡ q′ mod θU .
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3. Every u ∈ U is the label of a simple path from ε to itself in C.
4. The graph C is the Stallings graph of the subgroup 〈U〉 generated by U .
Proof. Let C = (R,E) be the coset graph of U and let G be its incidence graph.
1. The first assertion is clear since θU is the equivalence on P generated by
the pairs p, q such that there is an s with ps, qs ∈ X and thus p, q ∈ Hs−1.
2. We assume that q = pa and q′ = p′a. The other cases are similar. Let
s, s′ be such that qs, q′s′ ∈ U . Let p = u0, v1, u1, . . . , vn, un = p′ be a path
from p to p′ in the incidence graph G. Set v0 = as and vn+1 = as′. Then
(v0, u0, . . . , un, vn+1) is a path in G. But since the letter a is a common prefix
of v0 and vn+1, by Proposition 8.1.30 it is also a common prefix of all ui, vi. Set
vi = av
′
i for 0 ≤ i ≤ n + 1. Then (u0a, v′1, u1a, . . . , v′n, una) is a path from q to
q′ in the coset graph C and thus q ≡ q′ mod θU .
3. This follows from the fact that C can be obtained by Stallings foldings
from the graph on P with edges p
a→ q if either pa = q or q = ε and pa ∈ U .
4. Let K be the group defined by the coset graph C. Let us show that K is
equal to H . By construction, we have X ⊂ K and thus H ⊂ K. The converse
follows easily from Assertion 1.
Let us finally show that C is Stallings reduced. Assume that p, q ∈ P are
such that there are edges with the same label a from the class p¯, q¯ of p, q to the
same vertex r¯. Let v be the label of a path from r¯ to ε which does not pass by
ε before. Then pav, qav ∈ X and thus p ≡ q mod θU , which implies that p¯ = q¯.
This shows that C is Stallings reduced.
We are now ready to prove Theorem 8.1.27.
Proof of Theorem 8.1.27. Let X be a dendric shift on the alphabet A. Let
U ⊂ L(X) be a bifix code which is a basis of the free group on A. By Proposi-
tion 8.1.32, the coset graph C of U has only one vertex ε and loops ε
a→ ε for
every a ∈ A. Since, by Proposition 8.1.32 again, every word of U is the label of
a simple path from ε to itself in the coset graph of U , we have U ⊂ A and thus
U = A.
8.1.5 Tame automorphisms
An automorphism α of the free group on A is positive if α(a) ∈ A+ for every
a ∈ A. We say that a positive automorphism of the free group on A is tame
if it belongs to the submonoid generated by the permutations of A and the
automorphisms αa,b, α˜a,b defined for a, b ∈ A with a 6= b by
αa,b(c) =
{
ab if c = a,
c otherwise
and α˜a,b(c) =
{
ba if c = a,
c otherwise.
Thus αa,b places a letter b after each a and α˜a,b places a letter b before each a.
The above automorphisms and the permutations of A are called the elementary
positive automorphisms on A. The monoid of positive automorphisms is not
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finitely generated as soon as the alphabet has at least three generators (see the
Notes Section).
A basis U of the free group is positive if U ⊂ A+. A positive basis U of the
free group is tame if there exists a tame automorphism α such that U = α(A).
Example 8.1.33 The set U = {ba, cba, cca} is a tame basis of the free group on
{a, b, c}. Indeed, one has the following sequence of elementary automorphisms.
(b, c, a)
αc,b→ (b, cb, a) α˜
2
a,c→ (b, cb, cca) αb,a→ (ba, cba, cca).
The fact that U is a basis can be checked directly since (cba)(ba)−1 = c,
c−2(cca) = a and finally (ba)a−1 = b.
The following result will play a key role in the proof of the main result of this
section (Theorem 8.1.37).
Proposition 8.1.34 A set U ⊂ A+ is a tame basis of the free group on A if
and only if U = A or there is a tame basis V of the free group on A and u, v ∈ V
such that U = (V \ v) ∪ uv or U = (V \ u) ∪ uv.
Proof. Assume first that U is a tame basis of the free group on A. Then
U = α(A) where α is a tame automorphism of 〈A〉. Then α = α1α2 · · ·αn
where the αi are elementary positive automorphisms. We use an induction on
n. If n = 0, then U = A. If αn is a permutation of A, then U = α1α2 · · ·αn−1(A)
and the result holds by induction hypothesis. Otherwise, set β = α1 · · ·αn−1
and V = β(A). By induction hypothesis, V is tame. If αn = αa,b, set u = β(a)
and v = β(b) = α(b). Then
U = α(A \ a) ∪ α(a) = β(A \ a) ∪ β(ab)
= (V \ u) ∪ uv
and thus the condition is satisfied. The case were αn = α˜a,b is symmetrical.
Conversely, assume that V is a tame basis and that u, v ∈ V are such that
U = (V \ u) ∪ uv. Then, there is a tame automorphism β of F (A) such that
V = β(A). Set a = β−1(u) and b = β−1(v). Then U = β ◦ αa,b(A) and thus U
is a tame basis.
We note the following corollary.
Corollary 8.1.35 A tame basis of the free group which is a bifix code is the
alphabet.
Proof. Assume that U is a tame basis which is not the alphabet. By Proposi-
tion 8.1.34 there is a tame basis V and u, v ∈ V such that U = (V \ v) ∪ uv or
U = (V \ u) ∪ uv. In the first case, U is not prefix. In the second one, it is not
suffix.
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Example 8.1.36 The set U = {ab, acb, acc} is a basis of the free group on
{a, b, c} (see Example 8.1.28). The set U is bifix and thus it is not a tame basis
by Corollary 8.1.35.
The following result is a remarkable consequence of Theorem 8.1.27.
Theorem 8.1.37 Any basis of the free group included in the language of a
minimal dendric shift is tame.
Proof. Let X be a minimal dendric shift. Let U ⊂ L(X) be a basis of the free
group on A. We use an induction on the sum λ(U) of the lengths of the words of
U . If U is bifix, by Theorem 8.1.27, we have U = A. Next assume, for example
that U is not prefix. Then there are nonempty words u, v such that u, uv ∈ U .
Let V = (U \ uv) ∪ v. Then V is a basis of the free group and λ(V ) < λ(U).
By induction hypothesis, V is tame. Since U = (V \ v) ∪ uv, U is tame by
Proposition 8.1.34.
Example 8.1.38 The set U = {ab, acb, acc} is a basis of the free group which
is not tame (see Example 8.1.36). Accordingly, the extension graph E(ε) relative
to the set of factors of U is not a tree (see Figure 8.1.11).
a
c
b
c
Figure 8.1.11: The graph E(ε).
8.1.6 S-adic representation of dendric shifts
We now study the S-adic representations of dendric shifts. We first recall a
general construction allowing to build S-adic representations of any minimal
aperiodic shift (Proposition 8.1.39) which is based on return words. Using The-
orem 8.1.37, we show that this construction actually provides Se-representations
of minimal dendric shifts (Theorem 8.1.40), where Se is the set of elementary
positive automorphisms of the free group on A.
Let S be a set of morphisms and τ = (τn)n≥1 be a directive sequence of
morphisms in S with τn : A∗n+1 → A∗n and A1 = A. When τ is primitive and
proper, we have by Lemma 7.4.5
L(τ) =
⋂
n≥1
Fac(τ[0,n](A
∗
n+1)) (8.1.5)
where Fac(L) denotes the set of factors of the words in L.
The next proposition provides a general construction to get a primitive
proper S-adic representation of any aperiodic minimal shift space X .
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Proposition 8.1.39 An aperiodic shift X is minimal if and only if it has a
primitive proper S-adic representation for some (possibly infinite) set S of mor-
phisms.
Proof. The direct implication follows from Proposition 7.4.15.
Let us prove the converse. SinceX is aperiodic, we have pn+1 > pn(X) for all
n ≥ 1 by Theorem 2.2.12. Thus there is for each n ≥ 1, a right-special word un of
length n in L(X) such that un is a suffix of un+1. By assumption, X is minimal
so that RX(un+1) is finite for all n. Since un+1 is right-special, RX(un+1) has
cardinality at least 2 for all n. For all n, let An = {0, . . . ,Card(RX(un))−1} and
let αn : A
∗
n → A∗ be a coding morphism for RX(un). The word un being suffix
of un+1, we have αn+1(An+1) ⊂ αn(A+n ). Since αn(An) = RX(un) is a prefix
code, there is a unique morphism τn : A
∗
n+1 → A∗n such that αn ◦ τn = αn+1.
For all n we getRX(un) = α0◦τ0◦τ1◦· · ·◦τn−1(An) and L(X) =
⋂
n∈N Fac(α0◦
τ0 ◦ · · · ◦ τn(A∗n+1)). Without loss of generality, we can suppose that u0 = ε and
A0 = A. In this case we get α0 = id and the shift space X thus has an S-adic
representation with S = {τn | n ∈ N}.
By construction, each morphism σn is right proper. By Lemma 7.4.8, we
can modify the morphisms σn to make them proper.
Finally, by Proposition 7.4.15 again, the S-adic representation is primitive.
Even for minimal shifts with linear factor complexity, the set of morphisms
S = {τn | n ≥ 0} considered in Proposition 8.1.39 is usually infinite as well as
the sequence of alphabets (An)n≥0 is usually unbounded. For dendric shifts,
the next theorem significantly improves the only if part of Proposition 8.1.39.
Indeed, for such sets, the set S can be replaced by the set Se of elementary
positive automorphisms. In particular, An is equal to A for all n.
Theorem 8.1.40 Every minimal dendric shift has
1. a primitive proper unimodular S-adic representation and also
2. a primitive Se-adic representation.
Proof. For any non-ultimately periodic sequence (un)n≥0 of words of L(X) such
that u0 = ε and un is suffix of un+1, the sequence of morphisms (τn)n≥0 built
in the proof of Proposition 8.1.39 is a primitive proper S-adic representation of
X with S = {τn | n ≥ 0}. By Theorem 8.1.14, the set RX(u1) is a basis of
the free group on A. This implies that the matrix M(τn) is unimodular. This
proves the first assertion.
To prove assertion 2, all we need to do is to consider such a sequence (un)n≥0
such that τn is tame for all n.
Let u1 = a
(0) be a letter in A. Since X is dendric, the set RX(u1) has
Card(A) elements by Theorem 8.1.15. Let τ0 : A→RX(u1) be a bijection. By
Theorem 8.1.14 again, since the set RX(u1) is a basis of the free group on A,
by Theorem 8.1.37, it is a tame basis. Thus the morphism τ0 : A
∗ → A∗ is
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a tame automorphism. Let a(1) ∈ A be a letter and set u2 = τ0(a(1)). Thus
u2 ∈ RX(u1) and u1 is a suffix of u2. By Theorem 8.1.23, the derived shift
X(1) = τ−10 (X) is a minimal dendric shift on the alphabet A. We thus reiterate
the process with a(1) and we conclude by induction with un = τ0 · · · τn−2(a(n−1))
for all n ≥ 2.
We illustrate Theorem 8.1.40 by the following example.
Example 8.1.41 Let A = {a, b, c}, let σ be the substitution defined by σ(a) =
ac, σ(b) = bac, σ(c) = cbac and let X be the substitution shift generated by σ.
It can be shown that X is dendric (Exercise 8.12). We have σ = αa,cαb,aαc,b.
Thus S has the Se-adic representation (σn)n≥0 given by the periodic sequence
σ3n = αa,c, σ3n+1 = αb,a, σ3n+2 = αc,b.
The converse of Theorem 8.1.40 is not true, as shown by Example 8.1.42 below
(see also Exercise 8.14).
Example 8.1.42 Let A = {a, b, c} and let σ : a 7→ ac, b 7→ bac, c 7→ cb. The
substitution shift generated by σ (it is generated by the fixed point σω(a)) is
not dendric since bb, bc, cb, cc ∈ L(X) and thus E(ε) has a cycle, although σ is a
tame automorphism since σ = αa,cαc,bαb,a.
8.1.7 Dimension groups of dendric shifts.
Recall that M(X,S) denotes the set of invariant measures on a shift space
(X,S).
Theorem 8.1.43 The dimension group of a minimal dendric shift (X,S) on
the alphabet A is (G,G+, 1G) with G = Z
A, G+ = {x ∈ Zd | 〈x, µ〉 > 0, µ ∈
M(X,S)}∪ 0 and 1G = 1 where 1 is the vector with all components equal to 1.
Proof. By Theorem 8.1.40, X has a primitive proper and unimodular S-adic
representation. Thus the form of the dimension group is given by Theorem 7.5.4.
Example 8.1.44 Consider again the dendric shift X generated by the unimod-
ular substitution σ : a → ac, b → bac, c → cbac of Example 8.1.41. Since every
word in the image of σ ends with ac, the morphism τ : x 7→ cσ(x)c−1 (where c−1
is the inverse of c in the free group) is proper and X = X(τ). Since τ is proper,
the shift X has a stationary BV-representation with matrix M(σ) = M(τ).
This implies by Theorem 6.3.4 that the dimension group of (X,S) is the group
of the matrix M(σ). The matrix M(σ) is
M(σ) =
1 0 11 1 1
1 1 2
 .
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The dominant eigenvalue is the largest root λ of λ3−4λ2+5λ−1 = 0. The vector
w =
[
λ λ− 1 (λ − 1)2] is a corresponding eigenvector. The map x 7→ 〈x,w〉
sends K0(X,S) onto Z[λ]. The image of the unit vector 1M is λ
2 which a unit
of Z[λ]. Thus the dimension group of X is isomorphic to Z[λ].
8.2 Sturmian shifts
We illustrate the preceding results on the family of Sturmian shifts. We have
seen that Sturmian shifts are dendric (Proposition 8.1.2). In the particular case
of dendric shifts, all the general results concerning dendric shifts can be formu-
lated more precisely. We have already seen that for the Return Theorem. We
give below the complete descripition of the S-adic representations of Sturmian
shifts.
8.2.1 BV-representation of Sturmian shifts
We define the morphisms ρn and γn, n ≥ 1 from {0, 1} to {0, 1}∗ by
ρn (0) = 01
n+1
ρn (1) = 01
n and
γn (0) = 10
n+1
γn (1) = 10
n .
The morphisms ρn, γn are related as follows to the elementary automor-
phisms L0, L1 introduced in Section 2.5. We have for every n ≥ 1 and every
u ∈ {0, 1}∗,
1nρn(u) = L1n0(u)1
n, 0nγn(u) = L0n1(u)0
n,
as one verifies easily for u = 0, 1, which implies the identities for all u.
The following result will be used to give a KR-representation of Sturmian
shifts.
Proposition 8.2.1 Let X be a Sturmian shift of slope α = [0, 1 + d1, d2, . . .].
There is a Sturmian shift space Y and an n ≥ 1 such that either X = ρn(Y ) or
X = γn(Y ). More precisely, if d1 > 0, then n = d1, X = γn(Y ) and Y is the
Sturmian shift of slope [0, d2, d3, . . .]. If d1 = 0, then n = d2, X = ρn(Y ) and
Y is the Sturmian shift of slope [0, d3, d4, . . .].
Proof. Let X+ be the one-sided shift space associated to X and let x be the
standard Stumian word which belongs to X+. By Theorem 2.5.3, we have
x = Pal(∆) where ∆ = 0d11d2 · · · is the directive word of x. Assume that d1 > 0
and set ∆ = 0n1∆′ with n = d1. Then, by Justin Formula (2.5.3), we have x =
L0n1(Pal(∆
′)). We have seen that L0n1(u)0n = 0nγn(u) for every u ∈ {0, 1}∗.
Thus x = 0nx′, where x′ is a concatenation of words in {10n+1, 10n}. The word
y = Pal(∆′) is Sturmian and x′ = γn(y). This shows that X+ = γn(Y +) where
Y + is the one-sided shift generated by y. Finally, we obtain X = γn(Y ) where
Y is the two-sided shift associated to Y +. The case where ∆ begins with 1 is
analogous.
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Example 8.2.2 Let X = X(σ) with σ : 0 → 01, 1 → 010. Actually, X is the
Sturmian shift of slope α =
√
2 − 1. Indeed, we have α = [0, 2, 2, . . .] and thus
the directive word of cα is 011001100 · · · = (0110)ω. The standard word with
slope α is thus the fixed point of the morphism L0110 : 0→ 01010, 1→ 0101001
which is σ2. We have σ(0)0 = 0γ1(1) and σ(1)0 = 0γ1(0). Thus X = γ1(Y )
where Y is obtained from X by exchanging 0 and 1.
Let (X,S) be a Sturmian shift. For a ∈ {0, 1}, recall that [a] = {(xi)i∈Z ∈
X | x0 = a}.
Theorem 8.2.3 Let X be a Sturmian shift on {0, 1}. There exists a sequence
(ζn)n∈N taking values in {ρ1, γ1, ρ2, γ2, . . .} such that (P(n))n is a refining se-
quence of KR-partitions with P(1) = {[0], [1]} and, for n ≥ 2,
P(n) = {Skζ1 · · · ζn ([a]) | 0 ≤ k < |ζ1 · · · ζn−1 (a)| , a ∈ {0, 1}} .
Proof. We apply iteratively Proposition 8.2.1 to obtain the sequence (ζn). To
see that condition (KR1) (the intersection of the bases is reduced to a point) is
satisfied, note that, if for example ζn = ρi, then
ζ1 · · · ζn ([a]) ⊆ [ζ1 · · · ζn−1(1).ζ1 · · · ζn (a) ζ1 · · · ζn−1(0)] .
Let (X,S) be a Sturmian shift and (P(n))n be the sequence of partitions given
by Corollary 8.2.3. With such a sequence is associated an ordered Bratteli-
Vershik diagram B = (V,E,≤) which can be described as follows. For all
n ≥ 1, Vn consists of two vertices, the substitution read on En+1 is ζn, with
E(1) consisting of a simple hat. We have thus proved the following statement.
Corollary 8.2.4 A shift space is Sturmian if and only if it has a BV-representation
with simple hat, with two vertices at every level and such that the substitution
read on En+1 is some ρi or γi.
Example 8.2.5 Let X = X(σ) with σ as in Example 8.2.2. The sequence (ζn)
can be chosen to be ζn = τ where τ : 0 → 10, 1 → 100 (the composition of
γ1 with the exchange of 0, 1). The corresponding Bratteli diagram is shown in
Figure 8.2.1.
8.2.2 Linearly recurrent Sturmian shifts
We obtain as a corollary of Theorem 8.2.3, the following result.
Corollary 8.2.6 A Sturmian shift X of slope α = [a0, a1, . . .] is linearly recur-
rent if and only if the coefficients ai are bounded.
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Figure 8.2.1: The BV-representation of the Sturmian shift X .
Proof. Assume first that the coefficients are not bounded. By Exercise 2.38, the
shift X is not linearly recurrent.
Conversely, if the coefficients ai are bounded, the sequence (ζn) has a finite
number of terms and X is linearly recurrent by Theorem 8.2.3
We can add one more equivalent condition in Corollary 8.2.6, namely: L(X)
is K-power free for some K ≥ 2 (Exercise 8.15).
We note the following additional result.
Theorem 8.2.7 Let X be a Sturmian shift with slope α. Then X is a substi-
tutive shift if and only if α is quadratic.
Proof. Assume first that X is Sturmian with a slope α which is quadratic.
By Lagrange Theorem (see Appendix ??), the continued fraction expansion of
α = [0, 1+d1, d2, . . .] is eventually periodic. The directive word x = 0
d11d−2 · · ·
of the standard word s = cα is eventually periodic. Set x = uy with y = v
ω.
Then s = Lu(y) and y is a fixed point of Lv. This shows that s is substitutive
and thus that X is substitutive.
Conversely,A completer
8.2.3 Derivatives of Sturmian shifts
We have seen that
8.3 Specular shifts
We end this chapter with the description of a family of shifts which generalizes
dendric shifts and is build as an abstract model for the transformations called
linear involutions described in the next chapter.
8.3.1 Specular groups
We begin with the definition of a class of groups which generalizes free groups.
We consider an alphabet A with an involution θ : A → A, possibly with some
fixed points. We also consider the group Gθ generated by A with the relations
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aθ(a) = 1 for every a ∈ A. Thus θ(a) = a−1 for a ∈ A. The set A is called a
natural set of generators of Gθ.
When θ has no fixed point, we can set A = B ∪ B−1 by choosing a set of
representatives of the orbits of θ for the set B. The group Gθ is then the free
group on B, denoted FB.
In general, the group Gθ is a free product of a free group and a finite number
of copies of Z/2Z, that is Gθ = Z
∗i ∗ (Z/2Z)∗j where i is the number of orbits
of θ with two elements and j the number of its fixed points. Such a group will
be called a specular group of type (i, j). These groups are very close to free
groups, as we will see. The integer Card(A) = 2i + j is called the symmetric
rank of the specular group Z∗i ∗ (Z/2Z)∗j . Two specular groups are isomorphic
if and only if they have the same type. Indeed, the commutative image of a
group of type (i, j) is Zi × (Z/2Z)j and the uniqueness of i, j follows from the
fundamental theorem of finitely generated Abelian groups (see Appendix ??).
Example 8.3.1 Let A = {a, b, c, d} and let θ be the involution which exchanges
b, d and fixes a, c. Then Gθ = Z∗ (Z/2Z)2 is a specular group of symmetric rank
4.
The Cayley graph of a specular group Gθ with respect to the set of natural
generators A is a regular tree where each vertex has degree Card(A). The
specular groups are actually characterized by this property.
By the Kurosh Subgroup Theorem, any subgroup of a free product G1 ∗
G2 ∗ · · · ∗Gn is itself a free product of a free group and of groups conjugate to
subgroups of the Gi (see Appendix ??). Thus, we have, replacing the Nielsen-
Schreier Theorem of free groups, the following result.
Theorem 8.3.2 Any subgroup of a specular group is specular.
It also follows from the Kurosh Theorem that the elements of order 2 in a
specular groupGθ are the conjugates of the j fixed points of θ and this number is
thus the number of conjugacy classes of elements of order 2. Indeed, an element
of order 2 generates a subgroup conjugate to one the subgroups generated by
the letters.
A word on the alphabet A is θ-reduced (or simply reduced) if it has no factor
of the form aθ(a) for a ∈ A. It is clear that any element of a specular group is
represented by a unique reduced word.
A subset of a group G is called symmetric if it is closed under taking inverses.
A set X in a specular group G is called a monoidal basis of G if it is symmetric,
if the monoid that it generates is G and if any product x1x2 · · ·xm of elements
of X such that xkxk+1 6= 1 for 1 ≤ k ≤ m − 1 is distinct of 1. The alphabet
A is a monoidal basis of Gθ and the symmetric rank of a specular group is the
cardinality of any monoidal basis (two monoidal bases have the same cardinality
since the type is invariant by isomorphism).
Let H be a subgroup of a specular group G. Let Q be a set of reduced words
on A which is a prefix-closed set of representatives of the right cosets Hg of H .
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Such a set is traditionally called a Schreier transversal for H (the proof of its
existence is classical in the free group and it is the same in any specular group).
Let
U = {paq−1 | a ∈ A, p, q ∈ Q, pa 6∈ Q, pa ∈ Hq}. (8.3.1)
Each word x of U has a unique factorization paq−1 with p, q ∈ Q and a ∈ A.
The letter a is called the central part of x. The set U is a monoidal basis of
H , called the Schreier basis relative to Q (the proof is the same as in the free
group, see Appendix ??).
One can deduce directly Theorem 8.3.2 from these properties of U . Indeed,
let ϕ : B → U be a bijection from a set B onto U which extends to a morphism
from B∗ onto H . Let σ : B → B be the involution sending each b to c where
ϕ(c) = ϕ(b)−1. Since the central parts never cancel, if a nonempty word w ∈ B∗
is σ-reduced then ϕ(w) 6= 1. This shows that H is isomorphic to the group Gσ.
Thus H is specular.
If H is a subgroup of index n of a specular group G of symmetric rank r,
the symmetric rank s of H is
s = n(r − 2) + 2. (8.3.2)
This formula replaces Schreier’s Formula (which corresponds to the case j = 0).
It can be proved as follows. Let Q be a Schreier transversal for H and let U be
the corresponding Schreier basis. The number of elements of U is nr− 2(n− 1).
Indeed, this is the number of pairs (p, a) ∈ Q×A minus the 2(n− 1) pairs (p, a)
such that pa ∈ Q with pa reduced or pa ∈ Q with pa not reduced. This gives
Formula (8.3.2).
Example 8.3.3 Let G be the specular group of Example 8.3.1. Let H be
the subgroup formed by the elements represented by a reduced word of even
length. The set Q = {1, a} is a prefix-closed set of representatives of the two
cosets of H . The representation of G by permutations on the cosets of H
is represented in Figure 8.3.1. The monoidal basis corresponding to Formula
1 a
a, b, c, d
a, b, c, d
Figure 8.3.1: The representation of G by permutations on the cosets of H .
(8.3.1) is U = {ab, ac, ad, ba, ca, da}. The symmetric rank ofH is 6, in agreement
with Formula (8.3.2) and H is a free group of rank 3.
Example 8.3.4 Let again G be the specular group of Example 8.3.1. Consider
now the subgroup K stabilizing 1 in the representation of G by permutations on
the set {1, 2} of Figure 8.3.2. We choose Q = {1, b}. The set U corresponding
to Formula (8.3.1) is U = {a, bad, bb, bcd, c, dd}. The group K is isomorphic to
Z ∗ (Z/2Z)∗4.
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1 2a, c
b, d
b, d
a, c
Figure 8.3.2: The representation of G by permutations on the cosets of K.
Any specular group G = Gθ has a free subgroup of index 2. Indeed, let H be
the subgroup formed of the reduced words of even length. It has clearly index
2. It is free because it does not contain any element of order 2 (such an element
is conjugate of a fixed point of θ and thus is of odd length).
We will need two more properties of specular groups. Both are well-known
to hold for free groups (see Appendix ??).
A group G is called residually finite if for every element g 6= 1 of G, there is
a morphism ϕ from G onto a finite group such that ϕ(g) 6= 1.
Proposition 8.3.5 Any specular group is residually finite.
Proof. Let K be a free subgroup of index 2 in the specular group G. Let g 6= 1
be in G. If g /∈ K, then the image of g in G/K is nontrivial. Assume g ∈ K.
SinceK is free, it is residually finite. Let N be a normal subgroup of finite index
of K such that g /∈ N . Consider the representation of G on the right cosets of
N . Since g /∈ N , the image of g in this finite group is nontrivial.
A group G is said to be Hopfian if every surjective morphism from G onto G
is also injective. By a result of Malcev, any finitely generated residually finite
group is Hopfian. We thus deduce from Proposition 8.3.5 that any specular
group is Hopfian. As a consequence, we have the following result, which will be
used later.
Proposition 8.3.6 Let G be a specular group of type (i, j) and let U ⊂ G be a
symmetric set with 2i+ j elements. If U generates G, it is a monoidal basis of
G.
Proof. Let A be a set of natural generators of G. Considering the commutative
image of G, we obtain that U contains j elements of order 2. Thus there is a
bijection ϕ from A onto X such that ϕ(a−1) = ϕ(a)−1 for every a ∈ A. The
map ϕ extends to a morphism from G to G which is surjective since U generates
G. Then ϕ being surjective, it also injective since G is Hopfian, and thus U is
a monoidal basis of G.
8.3.2 Specular shifts
We assume given an involution θ on the alphabet A generating the specular
group Gθ.
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A symmetric, factorial and extendable set S of reduced words on the al-
phabet A is called a laminary set on A relative to θ. Thus the elements of a
laminary set S are elements of the specular group Gθ and the set S is contained
in Gθ.
A specular shift is a shift space X such that L(X) is a laminary set on A
which is also dendric of characteristic 2. Thus, in a specular shift, the extension
graph of every nonempty word is a tree and the extension graph of the empty
word is a union of two disjoint trees. If X is a specular shift, we also say that
L(X) is a specular set.
The following is a very simple example of a specular shift.
Example 8.3.7 Let A = {a, b} and let θ be the identity on A. Then the
periodic shift formed of the infinite repetitions of ab is a specular shift.
As a second example, we find every dendric shift giving rise to a specular shift
(that we may consider as degenerate).
Example 8.3.8 Let A = B∪B−1 be a symmetric alphabet and let θ : b→ b−1.
For every dendric shift Y on the alphabet B, the set L = L(Y ) ∪ L(Y )(−1) is
a laminary set which is dendric of characteristic 2. Thus the shift X such that
L(X) = L is specular.
The next example is more interesting.
Example 8.3.9 Let A = {a, b, c, d} and let X = X(σ) where σ : A∗ → A∗ is
defined by
σ(a) = ab, σ(b) = cda, σ(c) = cd, σ(d) = abc.
We have already seen that X is eventually dendric of characteristic 2 (Exam-
ple 8.1.4). We will see later (Example 8.3.15) that X is specular relative to the
involution θ = (bd).
The following result shows in particular that in a specular shift the two trees
forming E(ε) are isomorphic since they are exchanged by the bijection (a, b)→
(b−1, a−1). To distinguish the disjoint copies if L(w) and R(w) forming the
vertices of the extension graph E(w), we denote them by 1⊗L(w) and R(w)⊗1.
Proposition 8.3.10 Let X be a specular shift. Let T0, T1 be the two trees such
that EX(ε) = T0 ∪ T1. For any a, b ∈ A and i = 0, 1, one has (1 ⊗ a, b⊗ 1) ∈ Ti
if and only if (1⊗ b−1, a−1 ⊗ 1) ∈ T1−i
Proof. Assume that (1 ⊗ a, b ⊗ 1) and (1 ⊗ b−1, a−1 ⊗ 1) are both in T0. Since
T0 is a tree, there is a path from 1 ⊗ a to a−1 ⊗ 1. We may assume that
this path is reduced, that is, does not use consecutively twice the same edge.
Since this path is of odd length, it has the form (u0, v1, u1, . . . , up, vp) with
u0 = 1 ⊗ a and vp = a−1 ⊗ 1. Since L(X) is symmetric, we also have a
reduced path (v−1p , u
−1
p , · · · , u−11 , u−10 ) which is in E(ε) (for ui = 1 ⊗ ai, we
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denote u−1i = a
−1
i ⊗ 1 and similarly for v−1i ) and thus in T0 since T0, T1 are
disjoint. Since v−1p = u0, these two paths have the same origin and end. But if
a path of odd length is its own inverse, its central edge has the form (x, y) with
x = y−1, as one verifies easily by induction on the length of the path. This is a
contradiction with the fact that the words of L(X) are reduced. Thus the two
paths are distinct. This implies that E(ε) has a cycle, a contradiction.
We say that a laminary set S is orientable if there exist two factorial sets
S+, S− such that S = S+ ∪ S− with S+ ∩ S− = {ε} and for any x ∈ S, one has
x ∈ S− if and only if x−1 ∈ S+ (where x−1 is the inverse of x in Gθ).
The following result shows in particular that for any dendric shift X on the
alphabet B, the set L(X) ∪ L(X)−1 is a specular set on the alphabet A =
B ∪B−1.
Theorem 8.3.11 Let X be a specular shift on the alphabet A. Then, L(X) is
orientable if and only if there is a partition A = A+ ∪A− of the alphabet A and
a dendric shift Y on the alphabet B = A+ such that L(X) = L(Y ) ∪ L(Y )−1.
Proof. Let X be a specular shift on the alphabet A which is orientable. Let
(S+, S−) be the corresponding pair of subsets of S = L(X). The sets S+, S−
are biextendable, since S is. Set A+ = A ∩ S+ and A− = A ∩ S−. Then
A = A+ ∪ A− is a partition of A and, since S−, S+ are factorial, we have
S+ ⊂ A∗+ and S− ⊂ A∗−. Let T0, T1 be the two trees such that E(ε) = T0 ∪ T1.
Assume that a vertex of T0 is in A+. Then all vertices of T0 are in A+ and
all vertices of T1 are in A−. Moreover, ES+(ε) = T0 and ES−(ε) = T1. Thus
S+ = L(Y ) with Y a dendric shift and S− = L(Y )−1.
The following result follows easily from Proposition 2.2.15.
Proposition 8.3.12 The factor complexity of a specular shift containing the
alphabet A is pn = n(k − 2) + 2 for n ≥ 1 with k = Card(A).
8.3.3 Doubling maps
We now introduce a construction which allows one to build specular shifts.
A transducer is a labeled graph with vertices in a set Q and edges labeled
in Σ × A. The set Q is called the set of states, the set Σ is called the input
alphabet and A is called the output alphabet. The graph obtained by erasing the
output letters is called the input automaton . Similarly, the output automaton
is obtained by erasing the input letters.
Let A be a transducer with set of states Q = {0, 1} on the input alphabet
Σ and the output alphabet A. We assume that
1. Every letter of Σ acts on Q as a permutation.
2. the output labels of the edges are all distinct.
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We define two maps δ0, δ1 : Σ
∗ → A∗ corresponding to the choice of 0 and 1
respectively as initial vertices. Thus δ0(u) = v (resp. δ1(u) = v) if the path
starting at state 0 (resp. 1) with input label u has output v. The pair δ = (δ0, δ1)
is called a doubling map and the transducer A a doubling transducer. The image
of a set T on the alphabet Σ by the doubling map δ is the set S = δ0(T )∪δ1(T ).
If A is a doubling transducer, we define an involution θA as follows. For any
a ∈ A, let (i, α, a, j) be the edge with input label α and output label a. We
define θA(a) as the output label of the edge starting at 1 − j with input label
α. Thus, θA(a) = δi(α) = a if i+ j = 1 and θA(a) = δ1−i(α) 6= a if i = j.
Recall that the reversal of a word w = a1a2 · · · an is the word w˜ = an · · · a2a1.
A set S of words is closed under reversal if w ∈ S implies w˜ ∈ S for every w ∈ S.
Theorem 8.3.13 For any dendric shift X on the alphabet Σ, such that L(X)
is closed under reversal and any doubling map δ, the image of L(X) by δ is a
specular set relative to the involution θA.
Proof. Set T = L(X) and S = δ0(T )∪ δ1(T ). The set S is clearly biextendable.
Assume that x = δi(y) for i ∈ {0, 1} and y ∈ T . Let j be the end of the path
starting at i and with input label y. Since each letter acts on the two elements
of Q as the identity or as a transposition, there is a path labeled y˜ from j to i
and also a path labeled y˜ from 1 − j to 1 − i. Thus x−1 = δ1−j(y˜). Since T is
closed under reversal, x−1 ∈ δ1−j(T ). This shows that S is symmetric and that
it is laminary.
Next, for any nonempty word x = δi(y), the graph ES(x) is isomorphic to
the graph ET (y). Indeed, let j be the end of the path with origin i and input
label y. For a, b ∈ A, one has axb ∈ S if and only if cyd ∈ T where c (resp. d) is
the input label of the edge with output label a (resp. b) ending in i (resp. with
origin j).
Finally, the graph ES(ε) is the union of two trees isomorphic to ET (ε). In-
deed, consider the map π from S ∩A2 onto {0, 1} which assigns to ab ∈ S ∩A2
the state i which is the end of the edge of A with output label a (and the
origin of the edge with output label b). Set Si = π
−1(i). We have a partition
S ∩A2 = S0∪S1 such that each Si is isomorphic to ET (ε) and moreover ab ∈ Si
if and only if (ab)−1 ∈ S1−i. Thus S is specular.
We now give several examples of specular shifts obtained by a doubling map.
The first one is obtained by doubling the Fibonacci shift.
Example 8.3.14 Let Σ = {α, β} and let X be the Fibonacci shift. Let δ be
the doubling map given by the transducer of Figure 8.3.3 on the left.
Then θA is the involution θ of Example 8.3.1 and the image of L(X) by δ is
a specular set S on the alphabet A = {a, b, c, d}. The graph ES(ε) is represented
in Figure 8.3.3 on the right.
Note that S is the set of factors of the fixed point gω(a) of the morphism
g : a 7→ abcab, b 7→ cda, c 7→ cdacd, d 7→ abc.
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0 1β | d
α | a
α | c
β | b
b
a
c
b
d
c
a
d
Figure 8.3.3: A doubling transducer and the extension graph ES(ε).
The morphism g is obtained by applying the doubling map to the cube f3 of
the Fibonacci morphism f in such a way that gω(a) = δ0(f
ω(α)).
In the next example (due to Julien Cassaigne), the specular set is obtained using
a morphism of smaller size.
Example 8.3.15 Let A = {a, b, c, d}. Let T be the set of factors of the fixed
point x = fω(α) of the morphism f : α 7→ αβ, β 7→ αβα. It is a Sturmian set.
Indeed, x is the characteristic sequence of slope −1+√2 (see Section 2.5). The
sequence sn = f
n(α) satisfies sn = s
2
n−1sn−2 for n ≥ 2. The image S of T by
the doubling automaton of Figure 8.3.3 is the set of factors of the fixed point
σω(a) of the morphism σ from A∗ into itself defined by
σ(a) = ab, σ(b) = cda, σ(c) = cd, σ(d) = abc.
Thus the set S is the same as that of Example 8.1.4.
8.3.4 Odd and even words
We introduce a notion which plays, as we shall see, an important role in the
study of specular shifts. Let X be a specular shift on the alphabet A with
A ⊂ L(X). Any letter a ∈ A occurs exactly twice as a vertex of E(ε), one as an
element of L(ε) and one as an element of R(ε). A letter a ∈ A is said to be even
if its two occurrences appear in the same tree. Otherwise, it is said to be odd.
Observe that if a specular shift X is recurrent, there is at least one odd letter.
Example 8.3.16 Let X be the shift of period ab as in Example 8.3.7. Then a
and b are odd.
A word w ∈ S is said to be even if it has an even number of odd letters.
Otherwise it is said to be odd. The set of even words has the form U∗∩S where
U ⊂ S is a bifix code, called the even code. The set U is the set of even words
without a nonempty even prefix (or suffix).
Proposition 8.3.17 Let X be a minimal specular shift. The even code is a
finite bifix code which is an X-maximal prefix and suffix code.
Proof. The even code U is bifix by definition. To prove that it is an X-maximal
prefix code, let us verify that any w ∈ S is comparable for the prefix order with
298 CHAPTER 8. DENDRIC SHIFTS
an element of the even code X . If w is even, it is in U∗. Otherwise, since S is
recurrent, there is a word u such that wuw ∈ S. If u is even, then wuw is even
and thus wuw ∈ U∗. Otherwise wu is even and thus wu ∈ U∗. This shows that
U is X-maximal. A word of the form awb with a, b odd and w even cannot be
an internal factor of U . Indeed, if pawbq is even, either p, q are even and then
p, awb, q are in U∗ or p, q are odd and pa, w, bq are in U∗. Since X is minimal,
this implies that U is finite.
Example 8.3.18 Let X be the specular shift of Example 8.1.4. The letters b, d
are even and the letters a, c are odd. The even code is
U = {abc, ac, b, ca, cda, d}.
Denote by T0, T1 the two trees such that E(ε) = T0 ∪ T1. We consider the
directed graph G with vertices 0, 1 and edges all the triples (i, a, j) for 0 ≤ i, j ≤ 1
and a ∈ A such that (1⊗ b, a⊗ 1) ∈ Ti and (1⊗ a, c⊗ 1) ∈ Tj for some b, c ∈ A.
The graph G is called the parity graph of S. Observe that for every letter a ∈ A
there is exactly one edge labeled a because a appears exactly once as a left (resp.
right) vertex in E(ε).
Note that, when X is a specular shift obtained by a doubling map using a
transducer A, the parity graph of X is the output automaton of A.
Example 8.3.19 Let X be the specular shift of Example 8.3.14. The parity
graph of X is represented in Figure 8.3.4. It is the output automaton of the
0 1d
a
c
b
Figure 8.3.4: The parity graph.
doubling transducer of Figure 8.3.3.
Proposition 8.3.20 Let X be a specular shift and let G be its parity graph. Let
Si,j be the set of words in S = L(X) which are the label of a path from i to j in
the graph G.
(1) The family (Si,j \ {ε})0≤i,j≤1 is a partition of S \ {ε}.
(2) For u ∈ Si,j \ {ε} and v ∈ Sk,ℓ \ {ε}, if uv ∈ S, then j = k.
(3) S0,0 ∪ S1,1 is the set of even words.
(4) S−1i,j = S1−j,1−i.
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Proof. We first note that for a, b ∈ A such that ab ∈ S, there is a path in G
labeled ab. Since (a, b) ∈ E(ε), there is a k such that (1 ⊗ a, b⊗ 1) ∈ Tk. Then
we have a ∈ Si,k and b ∈ Sk,j for some i, j ∈ {0, 1}. This shows that ab is the
label of a path from i to j in G.
Let us prove by induction on the length of a nonempty word w ∈ S that
there exists a unique pair i, j such that w ∈ Si,j . The property is true for a
letter, by definition of the extension graph E(ε) and for words of length 2 by
the above argument. Let next w = ax be in S with a ∈ A and x nonempty.
By induction hypothesis, there is a unique pair (k, j) such that x ∈ Sk,j . Let b
be the first letter of x. Then the edge of G with label b starts in k. Since ab is
the label of a path, we have a ∈ Si,k for some i and thus ax ∈ Si,j . The other
assertions follow easily (Assertion (4), follows from Proposition 8.3.10).
Note that Assertion (4) implies that no nonempty even word is its own inverse.
Indeed, S−10,0 = S1,1 and S
−1
1,1 = S0,0.
Proposition 8.3.21 Let X be a specular shift and let S = L(X). If x, y ∈ S
are nonempty words such that xyx−1 ∈ S, then y is odd.
Proof. Let i, j be such that x ∈ Si,j . Then x−1 ∈ S1−j,1−i by Assertion (4)
of Proposition 8.3.20 and thus y ∈ Sj,1−j by Assertion (2). Thus y is odd by
Assertion (3).
Recall that for a shift space X , a finite bifix code U ⊂ L(X) which is an
X-maximal prefix and suffix code and a coding morphism f for U , the shift
space Y such that L(Y ) = f−1(L(X)) is called a decoding of X by U . We
denote Y = f−1(X).
Theorem 8.3.22 The decoding of a minimal specular shift by the even code is a
union of two minimal dendric shifts. More precisely, let X be a minimal specular
shift and let f be a coding morphism for the even code. The shifts Y0, Y1 such
that L(Y0) = f−1(S0,0) and L(Y1) = f−1(S1,1) are isomorphic minimal dendric
shifts.
Proof. We show that the shift Y0 such that L(Y0) = f−1(S0,0) is a minimal
dendric shift. The proof for f−1(S1,1) is the same. Set T0 = L(Y0).
Set S = L(X). Since X is minimal, for every u ∈ S, there exists n ≥ 1 such
that u is a factor of any word w in S of length n. But if u,w ∈ S0,0 are such
that w = ℓur, then ℓ, r ∈ S0,0. Thus Y0 is minimal.
We now show that Y0 is dendric. Let U be the even code. Set U0 = U ∩S0,0,
U1 = U ∩ S1,1 and E0(w) = EU0,U0(w). It is enough to show that the graph
E0(w) is a tree for any w ∈ S0,0.
Assume first that w is nonempty. Note first that E0(w) = EU,U (w). Indeed,
if x, y ∈ U are such that xwy ∈ S, one has x, y ∈ U0 and xwy ∈ S0,0. But the
graph EU,U (w) is a tree by Proposition 8.1.12.
Suppose now that w = ε. First, since E(ε) is a union of two trees, it is
acyclic, and thus the graph E0(ε) is acyclic by Proposition 8.1.10. Next, since
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every nonempty word in S is neutral, by Lemma 8.1.13, we have mU,U (ε) =
m(ε) = −1. This implies that EU,U (ε) is a union of two trees. Since EU,U (ε) is
the disjoint union of E0(ε) and EU1,U1(ε), this implies that each one is a tree.
Clearly, Y0 and Y1 are isomorphic. Indeed, let f : B
∗ → A∗ be a coding
morphism for U . Set B0 = f
−1(U0) and B1 = f−1(U1). Then α : B0 → B1
defined by α(b) = f−1(b−1) defines an isomorphism from Y0 onto Y1.
Note that the decoding of a dendric shift X by an X-maximal prefix and suffix
code is again dendric (Exercise 8.17).
Example 8.3.23 Let X be the shift space of Example 8.1.4. We have seen
that it generated by the morphism
σ : a 7→ ab, b 7→ cda, c 7→ cd, d 7→ abc.
The even code U is given in Example 8.3.18. Let Σ = {a, b, c, d, e, f} and let g
be the coding morphism for X given by
a 7→ abc, b 7→ ac, c 7→ b, d 7→ ca, e 7→ cda, f 7→ d.
The decoding of X by U is a union of two dendric shifts which generated by the
two morphisms
a 7→ afbf, b 7→ af, f 7→ a
and
c 7→ e, d 7→ ec, e 7→ ecdc
These two morphisms are actually the restrictions to {a, b, f} and {c, d, e} of
the morphism g−1σg.
8.3.5 Complete return words
Let X be a shift space and let U ⊂ L(X) be a bifix code. An internal factor of a
word u is a word v such that u = pvs ∈ U for nonempty words p, s. A complete
return word to U is a word of L(X) with a proper prefix in U , a proper suffix
in U but no internal factor in U . We denote by CRX(U) the set of complete
return words to U .
The set CRX(U) is a bifix code. If X is minimal, CRX(U) is finite for any
finite set U . For x ∈ L(X), we denote CRX(x) instead of CRX({x}).
Example 8.3.24 Let X be the specular shift of Example 8.3.14. One has
CRX(a) = {abca, abcda, acda}
CRX(b) = {bcab, bcdacdab, bcdacdacdab}
CRX(c) = {cabc, cdabc, cdac}
CRX(d) = {dabcabcabcd, dabcabcd, dacd}.
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The kernel of a bifix code U is the set of words of U which are factor of another
word in U . The following result is a generalization of Theorem 8.1.15. The
proof is very similar (Exercise 8.18).
Theorem 8.3.25 Let X be a minimal specular shift containing the alphabet A.
For any finite nonempty bifix code U ⊂ S with empty kernel, we have
Card(CRX(U)) = Card(U) + Card(A) − 2. (8.3.3)
The following example illustrates Theorem 8.3.25.
Example 8.3.26 Let X be the specular shift on the alphabet A = {a, b, c, d}
of Example 8.1.4. We have
CRX({a, b}) = {ab, acda, bca, bcda}.
It has four elements in agreement with Theorem 8.3.25.
8.3.6 Right return words
We now come to right return words in specular shifts. Note that when S is a
laminary set RS(x)−1 = R′S(x−1).
Proposition 8.3.27 Let X be a specular shift and let u ∈ L(X) be a nonempty
word. All the words of RX(x) are even.
Proof. If w ∈ RX(u), we have uw = vu for some v ∈ L(X). If u is odd, assume
that u ∈ S0,1. Then w ∈ S1,1. Thus w is even. If u is even, assume that
u ∈ S0,0. Then w ∈ S0,0 and w is even again.
We now establish the following result, which replaces, for specular shifts, The-
orem 8.1.15 for dendric shifts.
Theorem 8.3.28 Let X be a minimal specular shift. For any u ∈ L(X), the
set RX(u) has Card(A)− 1 elements.
Proof. This follows directly from Theorem 8.3.25 with U = {u} since Card(RX(u)) =
Card(CRX(u)).
Example 8.3.29 Let X be the specular shift of Example 8.3.14. We have
RX(a) = {bca, bcda, cda},
RX(b) = {cab, cdacdab, cdacdacdab},
RX(c) = {abc, dabc, dac},
RX(d) = {abcabcd, abcabcabcd, acd}.
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8.3.7 Mixed return words
Let S be a laminary set. For w ∈ S such that w 6= w−1, we consider complete
return words to the set X = {w,w−1}.
Example 8.3.30 Let X be the substitution shift generated by the substitution
f : a → cb−1, b → c, c → ab−1. We shall verify later that X is specular
(Example 9.4.4). We have
CRS({a, a−1}) = {ab−1cba−1, ab−1cbc−1a, a−1cb−1c−1a,
ab−1c−1ba−1, a−1cbc−1a, a−1cb−1c−1ba−1}
CRS({b, b−1}) = {ba−1cb, ba−1cb−1, bc−1ab−1, b−1cb, b−1c−1ab−1, b−1c−1b},
CRS({c, c−1}) = {cba−1c, cbc−1, cb−1c−1, c−1ab−1c, c−1ab−1c−1, c−1ba−1c}.
The following result shows that, at the cost of taking return words to a set of
two words, we recover a situation similar to that of dendric shifts.
Theorem 8.3.31 Let X be a minimal specular shift on the alphabet A such
that A ⊂ L(X). For any w ∈ L(X) such that w 6= w−1, the set of complete
return words to {w,w−1} has Card(A) elements.
Proof. The statement results directly of Theorem 8.3.25.
Example 8.3.32 Let X be the specular shift of Example 8.3.14. In view of
the values of CRS(b) and CRS(d) given in Example 8.3.24, we have
CRS({b, d}) = {bcab, bcd, dab, dacd}.
Two words u, v are said to overlap if a nonempty suffix of one of them is a
prefix of the other. In particular a nonempty word overlaps with itself.
We now consider the return words to {w,w−1} with w such that w and
w−1 do not overlap. This is true for every w in a laminary set S where the
involution θ has no fixed point (in particular when X is the natural coding of a
linear involution, as we shall see). In this case, the group Gθ is free and for any
w ∈ S, the words w and w−1 do not overlap.
With a complete return word u to {w,w−1}, we associate a word N(u)
obtained as follows. If u has w as prefix, we erase it and if u has a suffix w−1,
we also erase it. Note that these two operations can be made in any order since
w and w−1 cannot overlap.
The mixed return words to w are the words N(u) associated with complete
return words u to {w,w−1}. We denote by MRX(w) the set of mixed return
words to w in X .
Note that MRX(w) is symmetric and that wMRX(w)w−1 = MRS(w−1).
Note also that if S is orientable, then
MRX(w) = RX(w) ∪RX(w)−1 = RX(w) ∪R′X(w−1).
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Example 8.3.33 Let X be the substitution shift generated by the morphism
f : a → cb−1, b → c, c → ab−1 extended to an automorphism of the free group
on {a, b, c}. We shall see later that X is actually specular (Example 9.4.4). We
have
MRS(a) = {b−1cb, b−1cbc−1a, a−1cb−1c−1a, b−1c−1b, a−1cbc−1a, a−1cb−1c−1b}
MRS(b) = {a−1cb, a−1c, c−1a, b−1cb, b−1c−1a, b−1c−1b},
MRS(c) = {ba−1c, b, b−1, c−1ab−1c, c−1ab−1, c−1ba−1c}.
Observe that any uniformly recurrent biinfinite word x such that F (x) = S
can be uniquely written as a concatenation of mixed return words (see Fig-
ure 8.3.5). Note that successive occurrences of w may overlap but that successive
occurrences of w and w−1 cannot.
w w
r
w−1
ts
w−1 w
u
Figure 8.3.5: A uniformly recurrent infinite word factorized as an infinite prod-
uct · · · rstu · · · of mixed return words to w.
We have the following cardinality result.
Theorem 8.3.34 Let X be a minimal specular shift on the alphabet A such that
A ⊂ L(X). For any w ∈ S such that w,w−1 do not overlap, the set MRX(w)
has Card(A) elements.
Proof. This is a direct consequence of Theorem 8.3.31 since Card(MRX(w)) =
Card(CRX({w,w−1}) when w and w−1 do not overlap.
Note that the bijection between CRX({w,w−1}) and MRX(w) is illustrated in
Figure 8.3.5.
Example 8.3.35 Let X be the specular shift of Example 8.3.14. The value of
CRX({b, d}) is given in Example 8.3.32. Since b, d do not overlap, the set
MRX(b) = {cab, c, dac, dab}
has four elements in agreement with Theorem 8.3.34.
8.3.8 The Return Theorem for specular shifts
By Theorem 8.1.14, the set of right return words to a given word in a mimimal
dendric shift on the alphabet A such that A ⊂ L(X) is a basis of the free group
on A. We will see a counterpart of this result for specular shifts.
Let S be a specular set. The even subgroup is the group formed by the even
words. It is a subgroup of index 2 of Gθ with symmetric rank 2(Card(A) − 1)
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by (8.3.2) generated by the even code. Since no even word is its own inverse
(by Proposition 8.3.20), it is a free group. Thus its rank is Card(A)− 1.
The following result replaces, for specular shifts, the Return Theorem of
dendric sifts (Theorem 8.1.14).
Theorem 8.3.36 Let X be a mimimal specular shift. For any w ∈ L(X), the
set of right return words to w is a basis of the even subgroup.
Proof. Set S = L(X). We first consider the case where w is even. Let f : B∗ →
A∗ be a coding morphism for the even code U ⊂ S. Consider the partition
(Si,j), as in Proposition 8.3.20, and set U0 = U ∩ S0,0, U1 = U ∩ S1,1. By
Theorem 8.3.22, the shift f−1(X) is the union of two minimal dendric shifts,
Y0 and Y1 on the alphabets B0 = f
−1(U0) and B1 = f−1(U1) respectively.
We may assume that w ∈ S0,0. Then RX(w) is the image by f of the set
R = RY0(f−1(w)). By Theorem 8.1.14, the set R is a basis of the free group
on B0. Thus RS(w) is a basis of the image of FB0 by f , which is the even
subgroup.
Suppose now that w is odd. Since the even code is an X-maximal bifix code,
there exists an odd word u such that uw ∈ S. Then RX(uw) ⊂ RX(w)∗. By
what precedes, the set RX(uw) generates the even subgroup and thus the group
generated by RX(w) contains the even subgroup. Since all words in RX(w) are
even, the group generated by RX(w) is contained in the even subgroup, whence
the equality. We conclude by Theorem 8.3.28.
Example 8.3.37 Let X be the specular shift of Example 8.3.14. The sets of
right return words to a, b, c, d are given in Example 8.3.29. Each one is a basis
of the even subgroup.
Concerning mixed return words, we have the following statement.
Theorem 8.3.38 Let X be a minimal specular shift. For any w ∈ L(X) such
that w,w−1 do not overlap, the set MRX(w) is a monoidal basis of the group
Gθ.
Proof. Since w and w−1 do not overlap, we have RX(w) ⊂ MRX(w)∗. Thus,
by Theorem 8.3.36, the group 〈MRX(w)〉 contains the even subgroup. But
MRX(w) always contains odd words. Indeed, assume that w ∈ Si,j . Then
w−1 ∈ S1−j,1−i and thus any u ∈ MRX(w) such that wuw−1 ∈ S is odd.
Since the even group is a maximal subgroup of Gθ, this implies that MRX(w)
generates the group Gθ. Finally since MRS(w) has Card(A) elements by The-
orem 8.3.34, we obtain the conclusion by Proposition 8.3.6.
Example 8.3.39 Let X be the specular shift of Example 8.3.14. We have seen
in Example 8.3.35 that
MRX(b) = {c, cab, dab, dac}.
This set is a monoidal basis of Gθ in agreement with Theorem 8.3.38.
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8.3.9 Dimension groups of specular shifts.
We have the following description of dimension groups of minimal specular
shifts. It shows that they are dimension groups of dendric shifts, except possibly
for the order unit.
Theorem 8.3.40 Let (X,S) be a minimal specular shift on a k letter alpha-
bet A. The dimension group of (X,S) is, as ordered group, isomorphic to the
dimension group of a minimal dendric shift on k − 1 letters.
Proof. Let w ∈ L(X). By Theorem 8.3.36, the set RX(w) is a basis of the even
group. Let Y be the shift space induced by (X,S) on [w]. Assume that w is
even and, for instance that w ∈ S0,0. Let f is a coding morphism for the even
code U with U0 = U ∩ S0,0. Let Y0 be the shift such that L(Y0) = f−1(S0,0)
Then RX(w) ⊂ U∗0 and thus Y ⊂ Y0. Since Y0 is a minimal dendric shift by
Proposition 8.3.22, we have Y = Y0 and we obtain the conclusion that Y is a
minimal dendric shift. Since Card(RX(w)) = k− 1, this completes the proof by
Proposition 6.4.2.
Example 8.3.41 Let X be the specular shift generated by the morphism ϕ :
a→ ab, b→ cda, c → cd, d→ abc (see Example 8.3.9). The set of return words
to a is RX(a) = {bca, bcda, cda}. It is a basis of the even group, itself generated
by the even code U = {abc, ac, b, ca, cda, d}. Let f : {ab, ac, bc, ca, cd, da} →
A2 = {u, v, w, x, y, z} and let ϕ2 : u → uw, v → uw,w → yzv, x → yz, y →
yz, z → uwx be the 2-block presentation of ϕ. Let B = {r, s, t} and let φ :
B∗ → A∗2 be a coding morphism for f(aRX(a)) = {uwx, uwyz, vyz}. The
morphism τ : r → st, s → str, t → sr is such that ϕ2 ◦ φ = φ ◦ τ . The matrix
M(τ) is
M(τ) =
0 1 11 1 1
1 1 0

The matrix M(τ) has eigenvalues −1, 1 − √2 and λ = 1 +√2 which is its
dominant eigenvalue. A row eigenvector corresponding to λ is w =
[
1
√
2 1
]
.
The dimension group is thus G = Z3 with G+ = {(ar, as, at) ∈ Z3 | ar+as
√
2+
at > 0} ∪ {0} and unit u =
[
3 4 3
]t
(the unit is given by the lengths of
the words of φ(B)). The infinitesimal group is generated by the eigenvector[
1 0 −1]t corresponding to the eigenvalue −1. The quotient is the image of
G by the map v → w · v. It is isomorphic to 12Z[
√
2] (the unit is sent by this
map to 6 + 4
√
2 = 2(1 +
√
2)2).
It is interesting to make the following observation. We have seen before
(Example 8.3.15) that the shift X is obtained by a doubling map from the
Sturmian shift Y generated by the morphism σ : a → ab, b → aba. Since the
map sending a, c to a and b, d to b is a morphism from X onto Y , we know from
Proposition 4.6.1 that there is a natural embedding of K0(Y, S) in K0(X,T ).
Let us look in more detail how this is related to the doubling map.
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The morphism σ is eventually proper and thus the dimension groupK0(Y, S)
is the group of the matrix
M(σ) =
[
1 1
2 1
]
.
The group is found to be Z[
√
2]. Thus, up to the unit, K0(Y, S) is the same
as the quotient of K0(X,T ) by the infinitesimal group. This can be verified
directly as follows. We have in X , first writing down all possible extensions of
c and next using the form of RX(a)
χ[c] = χ[ab·ca] + χ[a·cda] + χab·cda
∼ χ[abca] + χ[acda] + χ[abcda]
= χ[a]
where ∼ denotes the cohomology equivalence. Since
M(ϕ) =

1 1 0 0
1 0 1 1
0 0 1 1
1 1 1 0

the values of the invariant propabality measure µ of (X,S) on a, b, c, d are pro-
portional to the left eigenvector of M(ϕ) for λ = 1 +
√
2, which is[√
2 1
√
2 1
]
Thus, using the basis the characteristic functions of [a], [b], [d], we find the group
K0(X,S) as G = {(α, β, δ) ∈ Z3 | α√2 + β + δ > 0} ∪ {0}. The natural em-
bedding of H(Y, S,Z) in H(X,S,Z) is induced by the map (α, β) 7→ (2α, β, β).
The image is as expected embedded in 12Z[
√
2].
8.4 Exercises
Section 8.1
8.1 Let X be the substitution shift generated by the substitution a→ ab, b→
cda, c→ cd, d→ abc. Show that the graph of every nonempty word in L(X) is
a tree.
8.2 Show that the Chacon ternary shift is not eventually dendric.
8.3 Let B = {1, 2, 3} and A = {a, b, c, d}. Let τ : A∗ → B∗ be the morphism
a → 12, b → 2, c → 3 and d → 13. Let X be the shift on A generated by the
morphism a → ab, b → cda, c → cd, d → abc of Example 8.1.4. Show that the
shift Y = τ(X) is neutral.
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8.4 Let X be a shift space. A bifix code U ⊂ L(X) is X-maximal if it is not
stricly contained in another bifix code V ⊂ L(X). Show that, if X recurrent,
every finite X-maximal bifix code is also X-maximal as a prefix code (and,
symmetrically as a suffix code). Hint: show that if U is neither X-maximal as
a prefix code and as a suffix code, it is not X-maximal as a bifix code.
8.5 Let X be a minimal dendric shift on the alphabet A. Denote by F (A) the
free group on A. Let U ⊂ L(X) be a finite X-maximal bifix code. Let H be the
subgroup of F (A) generated by U . Show that H ∩ L(X) = U∗ ∩ L(X). Hint:
consider the coset graph of U and the set V of labels of simple paths from ε to
ε.
8.6 LetX be a recurrent shift space and let U ⊂ L(X) be a finite X-maximal
bifix code. A parse of a word w is a triple (s, x, p) such that w = sxp with s
a proper suffix of a word in U , x ∈ U∗ and p a proper prefix of a word of U .
Let dU (w) be the number of parses of w. Show that for every u ∈ L(X) and
a ∈ RX(u)
dU (ua) =
{
dU (u) if ua has a suffix in U
dU (u) + 1 otherwise
(8.4.1)
Show that one has for u, v, w ∈ L(X), the inequality
dU (v) ≤ dU (uvw) (8.4.2)
with equality if v is not a factor of a word in U .
8.7 Let X be a recurrent shift space and let U be a finite X-maximal bifix code.
The X-degree of U , denoted dU (X) is the maximum of the numbers dU (w) for
w ∈ L(X). Show that every word in L(X) which is not a factor of a word in U
has dU (X) parses.
8.8 Show that the X-degree of Ln(X) is equal to n.
8.9 Let X be a recurrent shift space. Let U ⊂ L(X) be a finite X-maximal
bifix code. Set d = dU (X). Show that the set S of nonempty proper suffixes
of U is a disjoint union of d − 1 X-maximal prefix codes. Hint: consider for
2 ≤ i ≤ d the set Si of proper suffixes s of U such that dU (s) = i.
8.10 Let X be a minimal dendric shift on the alphabet A such that A ⊂ L(X).
Show that for every finite X-maximal bifix code U , one has
Card(U) = (Card(A)− 1)dU (X) + 1. (8.4.3)
Hint: use Exercise 8.9.
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8.11 Let X be a minimal dendric shift on the alphabet A such that A ⊂ L(X).
Show that a finite bifix code U ⊂ L(X) is X-maximal with X-degree d if and
only if it is a basis of a subgroup of index d of the free group F (A). Hint: consider
a word w ∈ L(X) which is not a factor of U . Let Q be the set of suffixes of
w which are proper prefixes of U . Show that K = {v ∈ F (A) | Qv ⊂ HQ} is
equal to the free group F (A).
Hint: Consider the set Q of suffixes of a word w having dU (X) parses.
Show the the set V of words v such that Qv ⊂ 〈U〉Q is a subgroup of the free
group containing RX(w). This implies that U generates a subgroup of index
d = dU (X). Conclude using Exercise 8.10 and Schreier’s Formula asserting
that a basis U of a subgroup of index d of the free group on A has Card(U) =
d(Card(U)− 1) + 1 elements.
8.12 Show that the substitution shift generated by σ : a → ac, b → bac, c →
cbac of Example 8.1.41 is dendric.
8.13 Let X be a shift space. A bispecial word w ∈ L(X) is called regular if
there are unique a ∈ L(w) and b ∈ R(w) such that aw is right special and wb
is left special. In other words, the graph E(w) is a tree with paths of length at
most 3. The shift X is said to satisfy the regular bispecial condition if there is
an n ≥ 1 such that every bispecial word in Ln(X) is regular. Show that X is
eventually dendric if and only if satisfies the regular bispecial condition.
8.14 A primitive S-adic shift X is called a Brun shift if it generated by a
directive sequence τ = (τn) such that every τn is an elementary automorphism
βab = α˜ba (which places a before b) and for all n, we have that τn ◦τn+1 is either
equal to β2ab or to βabαca for some a, b, c ∈ A with a 6= b and a 6= c.
1. Prove that the morphism σ : a → cbccba, b → cbccb, c → cbccbacbc
generates a Brun shift which is not dendric.
2. Show that a Brun shift is a proper unimodular S-adic shift.
Section 8.2
8.15 Let X be a Sturmian shift of slope α = [a0, a1, . . .]. Show that the fol-
lowing conditions are equivalent.
(i) X is linearly recurrent.
(ii) The coefficients ai are bounded.
(iii) L(X) is K-power free for some K ≥ 1.
Section 8.3
8.16 Let X be a recurrent specular shift. Show that the even code is an X-
maximal bifix code of X-degree 2.
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8.17 Prove that the decoding of dendric shift X by an X-maximal prefix and
suffix code is dendric.
8.18 Prove Theorem 8.3.25. Hint: Proceed as for the proof of Theorem 8.1.15.
8.5 Solutions
Section 8.1
8.1 Let x be the fixed point σω(a). Let π be the morphism from A∗ onto
{a, b}∗ defined by π(a) = π(c) = a and π(b) = π(d) = b. The image of x by π is
the Sturmian word y which is the fixpoint of the morphism τ : a 7→ ab, b 7→ aba.
The word x can be obtained back from y by changing one every other letter a
into a c and any letter b after a c into a d (see Figure 8.5.1). Thus every word
in L(y) gives rise to 2 words in L(x). In this way every bispecial word w of
0 1b|d
a|a
a|c b|b
Figure 8.5.1: The inverse of the map π.
L(y) gives two bispecial words w′, w′′ of L(x) and their extension graphs are
isomorphic to E(w). This proves the claim.
8.2 This follows from the fact that, for every n, the word αn(012) is bispecial
not neutral by Exercise 7.15.
8.3 Let g : {a, c}A∗ ∩ A∗{a, c} → B∗ be the map defined by
g(w) =

3τ(w) if w begins and ends with a
3τ(w)1 if w begins with a and ends with c
2τ(w) if w begins with c and ends with a
2τ(w)1 if w begins with c and ends with c
It can be verified that the set of bispecial words of L(Y ) is the union of {ε, 2, 31}
and of the images by g of nonempty bispecial words of L(X) (described in the
solution of Exercise 8.1). One may verify that these words are neutral. Since
the words ε, 2, 31 are also neutral, the shift space X is neutral.
8.4 Consider a word u ∈ L(X) which is not a factor of a word in U . Since X
is recurrent, there is a word v such that uvu ∈ L(X). Define a relation ρ on the
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set P of proper prefixes of u by (p, q) ∈ ρ if one of the following conditions is
satisfied (see Figure 8.5.2).
(i) q ∈ pU .
(ii) u = ps = qt and svq = xyz with x, z ∈ U , y ∈ U∗, s a proper prefix of x,
q a proper suffix of z.
p s v q t
x y z
Figure 8.5.2: The relation ρ.
Since U is bifix, the relation ρ is a partial bijection from P to itself. Assume
first that U is X-maximal as a suffix code. Then the partial map ρ is onto. This
implies that it is a bijection and thus u has a prefix in U . Since this is true for
every long enough u ∈ L(X), it implies that U is X-maximal as a prefix code.
Assume now that U is neither X-maximal as a suffix code nor as a prefix
code. Let y, z ∈ L(X) be such that U ∪ y is a prefix code and U ∪ z is a suffix
code. Since X is recurrent, there is a v such that yvz ∈ L(X). Then U ∪ yvz is
a bifix code, a contradiction.
8.5 One has clearly U∗ ∩ L(X) ⊂ 〈U〉 ∩ L(X). Conversely, consider the coset
graph C of U and let V be the set of labels of simple paths from ε to itself in
C. By Proposition 8.1.32, we have U ⊂ V . Since C is Stallings reduced, V is a
bifix code and since U is X-maximal, this implies U = V ∩ L(X). Thus
〈U〉 ∩ L(X) ⊂ 〈V 〉 ∩ L(X) = V ∗ ∩ L(X) = U∗ ∩ L(X)
whence the conclusion.
8.6 If ua has a suffix in X , the number of parses of ua and u are the same.
Otherwise, since U is a maximal suffix code, ua is a suffix of a word in U and
thus ua has one more parse than u, namely (ua, ε, ε). This proves (8.4.1).
Next dU (v) ≤ dU (uvw) since U is X-maximal as a prefix code and as a suffix
code. Indeed, every parse of v extends to a parse of uvw . Next, if v is not a
factor of a word in U , let (s, x, p) be a parse of uvw. Since v is not a factor
of a word of U , it cannot be a factor of any of s, x or p. Thus there is a parse
(q, y, r) of v and a factorisation x = zyt with z, y, t ∈ U∗ such that sz = uq and
rw = zp. This shows that every parse of uvw is an extension of a parse of v
and thus that dU (uvw) = dU (v). This proves (8.4.2).
8.7 Let w ∈ L(X) be such that dU (w) = dU (X). Let u ∈ L(X) not a factor of a
word in U . Since X is recurrent, there is a v ∈ L(X) such that uvw ∈ L(X). By
Equation (8.4.2), we have dU (u) = dU (uvw) ≥ dU (w). Thus dU (u) = dU (X).
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8.8 Every word of length at least n has clearly n parses.
8.9 For each i with 2 ≤ i ≤ dU (X), let Si be the set of proper suffixes s of
U such that dU (s) = i. Then Si is a prefix code. Indeed, if s, t ∈ Si and if
s is a proper prefix of t, then dU (s) = dU (t) implies that t has a suffix in U
by Equation (8.4.1) of Exercise 8.6, a contradiction. Next, Si is an X-maximal
prefix code. Indeed, let w ∈ L(X) be long enough so that dU (w) = d. Then w
has nonempty prefixes s2, . . . , sd such that si ∈ Si for 2 ≤ i ≤ d. We conclude
that the set S of nonempty proper prefixes of U is a disjoint union of d − 1
X-maximal prefix codes.
8.10 Set d = dU (X). Let P be the set of proper prefixes of U . By the well-
known formula relating the number of leaves of a tree to the number of children
of its interior nodes, we have
Card(U)− 1 =
∑
p∈P
(rX(p)− 1). (8.5.1)
By (the dual of) Exercise 8.9, the set P \ {ε} is a disjoint union of d − 1 X-
maximal suffix codes V1, . . . , Vd−1. Set ρ(u) = rX(u) − 1 and, for V ⊂ L(X),
denote ρ(V ) =
∑
v∈V ρ(v). By Lemma 8.1.16, we have ρ(u) =
∑
a∈L(u) ρ(au).
This implies that for any X-maximal suffix code V , one has
ρ(V ) = ρ(ε) = Card(A)− 1
where the last equality results of the hypothesis A ⊂ L(X). Thus, we have
Card(U)− 1 = ρ(P ) = ρ(ε) +
d−1∑
i=1
ρ(Vi)
= (Card(A)− 1)d.
8.11 Suppose first that U is a finite X-maximal bifix code of X-degree d =
dU (X) and let H = 〈U〉 be the subgroup generated by U . Let w ∈ L(X) be
a word which not a factor of a word in U . Let Q be the set of suffixes of w
which are proper prefixes of U . Then, by Exercise 8.7, w has d parses and thus
Card(Q) = d.
Moreover, we claim that it follows from Exercise 8.5 that the cosets Hq for
q ∈ Q are distinct. Indeed, let p, q ∈ Q be such that Hp = Hq. Since p, q are
suffixes of w, one is a suffix of the other. Assume that q = tp. Then Hp = Htp
implies Ht = H and thus t ∈ H . By Exercise 8.5, this implies t ∈ U∗. Since t is
a proper prefix of U , we conclude that t = ε and thus p = q, which establishes
the claim.
Consider the set
K = {v ∈ F (A) | Qv ⊂ HQ}.
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It is a subgroup of F (A). Indeed, by what precedes, the map p 7→ q if pv ∈ Hq
is a permutation of Q for every v ∈ K.
Next, we have RX(w) ⊂ K. In fact, consider v ∈ RX(w). For every p ∈ Q,
since U is X-complete, there is some x ∈ U∗ and some proper prefix q of U such
that pv = xq. But since v is in RX(w), pv ends with w and thus q ∈ Q.
Now, by Theorem 8.1.14, RX(w) generates F (A) and thus K = F (A). We
conclude that F (A) ⊂ HQ and thus that Q is a set of representatives of the
cosets of H . Thus H has index d. Since U generates a subgroup of index d and
since Card(U)− 1 = d(Card(A)− 1), we conclude by Schreier’s Formula that U
is a basis of H .
Conversely, if the bifix code U ⊂ L(X) is a basis of a subgroup H of index d,
let C be the coset graph of U . By Proposition 8.1.32, C is the Stallings graph
of a subgroup of index d. Moreover U is contained in the set V of labels of
simple paths from ε to ε. Then W = V ∩ L(X) is an X-maximal bifix code of
X-degree at most d. By Exercise 8.10, we have
Card(W ) ≤ d(Card(A) − 1)
and thus, by Schreier’s Formula Card(W ) ≤ Card(U). This forces U = W and
concludes the proof.
8.12 The right-special words are the suffixes of the words σn(c) for n ≥ 1 and
the left-special words are the prefixes of the words σn(a) or σn(c) for n ≥ 1,
as one may verify. Let us show by induction on the length of w that for any
bispecial word w ∈ L(X), the graph E(w) is a tree. It is true for w = c and
w = ac. Assume that |w| ≥ 2. Either w begins with a or with c. Assume the
first case. Then w begins and ends with ac. We must have w = acσ(u) where u
is a bispecial word beginning and ending with c. In the second case, w begins
with cbac and ends with ac. We must have w = cbacσ(u) where u is a bispecial
word beginning with a. In both cases, by induction hypothesis, E(u) is a tree
and thus E(w) is a tree.
8.13 Denote by LS(X) (resp. LS≥n(X)) the set of left-special words in L(X)
(resp. L≥n(X)).
Assume first that X is eventually dendric with threshold m. Then any word
w in LS≥m(X) has at least one right extension in LS(X). Indeed, since R1(w)
has at least two elements and since the graph E1(w) is connected, there is at
least one element r of R1(w) which is connected by an edge to more than one
element of L1(w) and thus that rw ∈ LS(X).
Next, the symmetric of Equation (8.1.2) shows that for any w ∈ LS≥m(X)
which has more than one right extension in LS(X), one has ℓ(wb) < ℓ(w) for
each such extension. Thus the number of words in LS≥m(X) which are prefix
of one another, and which have more than one right extension, is bounded
by Card(A). This proves that there exists an n ≥ m such that for any w ∈
LS≥n(X) there is exactly one b ∈ A for which wb ∈ LS(X) is left-special.
Moreover, one has then ℓ(wb) = ℓ(w) by the symmetric of Equation (8.1.2).
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This proves the uniqueness of r. The proof for left extensions of right-special
words is symmetric.
Conversely, assume that the regular bispecial condition is satisfied for some
integer n. For any word w in L≥n(X), the graph E1(w) is acyclic since all
vertices in R1(w) except at most one have degree 1. Let w ∈ LS≥n(X). If w is
not bispecial, there is exactly one b such that w ∈ L(X) and then wb ∈ LS(X).
If it is bispecial, it is regular and there is exactly one b such that wb ∈ LS(X).
Thus, in both cases, there is exactly one b such that wb ∈ LS(X). One has then
L(wb) ⊂ L(w). Thus there exists an N ≥ n such that for every w ∈ LS≥N(X),
one has wb ∈ LS(X) and moreover L(wb) = L(w). But for such a w, the
extension graph E(w) is connected and thus it is a tree. This shows that X is
eventually dendric.
8.14 1. We have σ = βcb ◦ βbc ◦ βcb ◦ βba ◦ βac since for example
a
βac→ a βba→ ba βcb→ cba βbc→ bcba βcb→ cbccba.
The extension graph of the word w = cbccb is shown in Figure 8.5.3. Since this
a a
b
c c
Figure 8.5.3: The extension graph of w.
graph has a cycle, the shift X(σ) is not dendric.
2. Let α = (βanbn) be the directive sequence of morphisms defining the Brun
shift X . Since α is primitive, there exists an increasing sequence (nk) of integers
such that the set {ani | nk ≤ ni < nk+1} is equal to A. Then all morphisms
βnk ◦ · · · ◦ βnn+1−1 are left proper. Indeed, let σ = (βa1a2)i1 ◦ (βa2a3)i2 ◦ · · · ◦
(βanan+1)
in with ij = 1 or 2. Then all words σ(a1), . . . , σ(an+1) begin with a1.
Using finally Lemma 7.4.8, we obtain the conclusion.
Section 8.2
8.15 The equivalence of (i) and (ii) is Corollary 8.2.6. Next, the implication
(i) ⇒ (iii) results from Proposition 2.2.7. Finally we have seen in Exercise 2.37
that (iii) ⇒ (ii).
Section 8.3
8.16 This follows from the fact that any word of the even code U of length at
least 2 is not an internal factor of U and has two parses.
8.17 Let X be a dendric shift on the alphabet A. Let U ⊂ L(X) be a bifix
code which is both an X-maximal prefix and suffix code. Let f ;B∗ → A∗ be a
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coding morphism for U . Let Y be the shift space such that L(Y ) = f−1(L(X)).
For every w ∈ L(Y ), the generalized extension graph EU,U (f(w)) is a tree by
Proposition 8.1.12. Since this graph is isomorphic to EY (w), this proves that Y
is dendric.
8.18 Set S = L(X). Let P be the set of proper prefixes of CRX(U) . For
q ∈ P , we define α(q) = Card{a ∈ A | qa ∈ P ∪ CRX(U)} − 1. For P ′ ⊂ P , we
set α(P ′) =
∑
p∈P ′ α(p) . Since CRX(U) is a finite nonempty prefix code, we
have, by a well-known property of trees, Card(CRX(U)) = 1+α(P ). Let P
′ be
the set of words in P which are proper prefixes of U and let Y = P \P ′ . Since
P ′ is the set of proper prefixes of U , we have α(P ′) = Card(U)− 1.
For u ∈ L(X), set
ρ(u) =
{
rX(u)− 1 if u 6= ε
Card(A) − 2 otherwise.
In this way, we have ρ(u) =
∑
a∈L(u)(au) for every u ∈ L(X). Thus, if Y is an
X-maximal suffix code, we have
∑
y∈Y ρ(y) = ρ(ε) = Card(A)− 2 .
Since P ∪ CRX(U) ⊂ S, one has α(q) ≤ ρ(q) for any nonempty q ∈ P .
Moreover, since X is recurrent, and since U has empty kernel, any word of S
with a prefix in U is comparable for the prefix order with a word of CRX(U) .
This implies that for any q ∈ Y and any b ∈ R(q) , one has qb ∈ P ∪ CR(U).
Consequently, we have α(q) = ρ(q) for any q ∈ Y . Thus we have shown that
Card(CRX(U)) = 1 + α(P ′) + ρ(Y ) = Card(U) + ρ(Y ).
Let us show that Y is an X-maximal suffix code. This will imply our conclu-
sion. Suppose that q, uq ∈ Y with u nonempty. Since q is in Y , it has a proper
prefix in U . But this implies that uq has an internal factor in U , a contradic-
tion. Thus Y is a suffix code. Consider w ∈ S. Then, for any x ∈ U , there is
some u ∈ S such that xuw ∈ S. Let y be the shortest suffix of xuw which has
a proper prefix in U . Then y ∈ Y . This shows that Y is an X-maximal suffix
code.
8.6 Notes
8.6.1 Dendric shifts
The languages of dendric shifts were introduced in Berthe´ et al. (2015a) under
the name of tree sets. The language of the shift of Example 8.1.4 is a tree
set of characteristic 2 ((Berthe´ et al., 2017a, Example 4.2)) and it is actually a
specular set. Tree sets of characteristic c ≥ 1 were introduced in Berthe´ et al.
(2017a) (see also Dolce and Perrin (2017a)). The shift spaces of Example 8.1.4
and of Exercise 8.3 (a neutral shift which is not dendric) are due to Julien
Cassaigne (Cassaigne, 2015).
It can be proved that the class of eventually dendric shifts is closed under
conjugacy (see Dolce and Perrin (2019)).
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Theorem 8.1.14 is from Berthe´ et al. (2015a). Theorem 8.1.15 was proved
earlier in Balkova´ et al. (2008) and was proved even earlier for episturmian shifts
in Justin and Vuillon (2000).
Theorem 8.1.23 is from (Berthe´ et al., 2015b, Theorem 6.5.19). It generalizes
the fact that the derived word of a Sturmian word is Sturmian (see Justin and Vuillon
(2000)).
Theorem 8.1.27 is from Berthe´ et al. (2015b). It is obtained as a corollary of
a result (called the Finite Index Basis Theorem) proved in Berthe´ et al. (2015c)
(see Exercise 8.11).
The fact that the group of positive automorphisms of a free group on three
letters is not finitely generated is from Tan et al. (2004). The word ‘tame’ used
for tame automorphisms (as opposed to wild) is used here on analogy with its
use in ring theory (see Cohn (1985)). The tame automorphisms as introduced
here should, strictly speaking, be called positive tame automophisms since the
group of all automorphisms, positive or not, is tame in the sense that it is
generated by the elementary automorphisms.
Theorem 8.1.40 is from Berthe´ et al. (2015b).
In the case of a ternary alphabet, a characterization of tree sets by their S-
adic representation can be proved, showing that there exists a Bu¨chi automaton
on the alphabet Se recognizing the set of Se-adic representations of uniformly
recurrent tree sets (Leroy, 2014a,b).
The Brun shifts of Exercise 8.14 arise in the generalization of continued
fractions expansion to triples of integers instead of pairs (Brun, 1958). The study
of these algorithms as dynamical system was initiated in Berthe´ et al. (2019a).
The relation of these shifts with dendric shifts was studied in Labbe´ and Leroy
(2016).
The regular bispecial condition (Exercise 8.13) was introduced by Damron and Fickenscher
(2019). They proved that for an irreducible shift satisfying this condition, the
number of ergodic measures is at most (K +1)/2 where K is the limiting value
of pn+1(X)− pn(X). This generalizes a result proved independently by Katok
(1973) and Veech (1978) concerning interval exchange transformations.
8.6.2 Sturmian shifts
Theorem 8.2.1 is already in Morse and Hedlund (1940). Assertion 1 follows
from Theorem 7.1 in Morse and Hedlund (1940) and Assertion 2 is Theorem 8.1.
Corollary 8.2.6 is from Durand et al. (1999). It is of course related to the
fact that a Sturmian word of slope α is k-power free if and only if the coefficients
of the expansion of α as a continued fraction are bounded (Exercise 2.37).
Theorem 8.2.7 is from Dartnell et al. (2000). It is proved as a consequence of
the fact that a Sturmian shift is a substitution shift if and only if the sequence
(ζn)n is ultimately periodic (see also Kurka (2003) and Arau´jo and Bruye`re
(2005)). For similar theorems characterizing purely substitutive Sturmian words,
see the references in Lothaire (2002). In particular, it is proved in Allauzen
(1998) that, for 0 < α < 1 the caracteristic sequence cα of slope α is purely
substitutive if and only if α is quadratic and its conjugate is > 1.
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It is not surprising that the condition on α for cα to be purely substitutive
is more restrictive than for the shift of slope α to be substitutive. Indeed, if α is
quadratic, the Sturmian shift of slope α contains a purely substitutive sequence,
but it need not be the characterstic sequence cα.A revoir. Le shift de pente
alpha est-il purement substi-
tutif si et seulement si cα est
purement substitutif?
8.6.3 Specular shifts
The notion of specular shift was introduced in Berthe´ et al. (2017a). The idea of
considering laminary sets is from Coulbois et al. (2008) (see also Lopez and Narbel
(2013)).
For a proof of Kurosh subgroup Theorem, see Magnus et al. (2004). Specular
groups are characterized by the property of their Cayley graphs to be regular
(see de la Harpe (2000)). See also de la Harpe (2000) concerning the notion of
virtually free group. Actually, specular groups can be studied as groups acting
on trees as developed in the Bass-Serre theory (Serre, 2003).
A group having a free subgroup of finite index is called virtually free. On
the other hand, a finitely generated group is said to be context-free if, for some
presentation, the set of words equivalent to 1 is a context-free language. By
Muller and Schupp’s theorem (Muller and Schupp, 1983). , a finitely generated
group is virtually free if and only if it is context-free. Thus a specular group is
context-free. One may verify this directly as follows. A context-free grammar
generating the words equivalent to 1 for the natural presentation of a specular
group G = Gθ is the grammar with one nonterminal symbol σ and the rules
σ → aσa−1σ (a ∈ A), σ → 1. (8.6.1)
The proof that the grammar given by Equation (8.6.1) generates the set of
words equivalent to 1 is similar to that used in Berstel (1979) for the so-called
Dyck-like languages.
Theorem 8.3.22 is the counterpart for minimal specular shifts of the main re-
sult of (Berthe´ et al., 2015b, Theorem 6.1) asserting that the family of uniformly
recurrent tree sets of characteristic 1 is closed under maximal bifix decoding.
Theorem 8.3.25 is proved in (Dolce and Perrin, 2017a, Theorem 3).
The definition of mixed return words comes from the fact that, when S is
the natural coding of a linear involution, we are interested in the transformation
induced on Iw∪σ2(Iw) (see Berthe´ et al. (2017b)). The natural coding of a point
in Iw begins with w while the natural coding of a point z in σ2(Iw) ‘ends’ with
w−1 in the sense that the natural coding of T−|w|(z) begins with w−1.
A geometric proof and interpretation of Theorem 8.3.38 is given in Berthe´ et al.
(2017b). It is shown that the set of mixed return words are a symmetric ba-
sis of a fundamental group corresponding to a surface buid above the linear
involution.
Chapter 9
Interval exchange
transformations
In the chapter, we study a class of dynamical systems obtained by iterating
simple geometric transformations on an interval. These transformations, called
interval exchange form a classical family of dynamical systems. They can be seen
as a generalization of the rotations of the circle, already met several times. They
define by a natural coding shift spaces spaces which turn out to be dendric shifts.
Thus we obtain, after Arnoux-Rauzy shifts a large class of dendric shifts on
which we will describe more precisely return words and S-adic representations.
In the first part, we introduce interval exchange transformations. We de-
fine the natural representation of an interval exchange transformation, which is
shown to be dendric shifts (Proposition 9.1.9). We introduce the notion of reg-
ular interval exchange transformation and prove that it implies the minimality
of the transformation (Theorem 9.1.2). We develop the notion of Rauzy induc-
tion and characterize the subintervals reached by iterating the transformation
(Theorem 9.1.22). We generalize Rauzy induction to a two-sided version and
characterize the intervals reached by this more genreral transformation (Theo-
rem 9.2.3). We link these transformations with automorphisms of the free group
(Theorem 9.2.15). We also relate these results with the theorem of Boshernizan
and Carrol giving a finiteness condition on the systems induced by an interval
exchange when the lengths of the intervals belong to a quadratic field (Theorem
9.3.2).
In a second part, we present linear involutions, which form a larger family by
adding the possibility of symmetries in addition to translations. We introduce
the notion of connexion and relate it to the minimality of the transformation
(Proposition 9.4.6). We show that the natural coding of a linear involution
without connexion is specular (Theorem 9.4.9).
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9.1 Interval exchange transformations
A semi-interval is a nonempty subset of the real line of the form [ℓ, r) = {z ∈
R | ℓ ≤ z < r}. Thus it a left-closed and right-open interval. For two semi-
intervals ∆,Γ, we denote ∆ < Γ if x < y for every x ∈ ∆ and y ∈ Γ. A
partition {I1, . . . , Ik} of the semi-interval I indexed by 1, . . . , k is ordered if
∆1 < . . . < ∆k.
Let {∆1, . . . ,∆k} be an ordered partition of the semi-interval I = [ℓ, r) into
k ≥ 2 disjoint semi-intervals. A k-interval exchange transformation on I is an
onto map T : [ℓ, r)→ [ℓ, r) where T : ∆i → [ℓ, r) is a translation.
For every i with 1 ≤ i ≤ k, there is a real number αi such that
Tx = x+ αi
for every x ∈ ∆i. The numbers αi are called the translation values of T .
We denote by π the permutation of {1, . . . , k} such that T∆π(1), . . . , T∆π(k)
is an ordered partition (see Figure 9.1.1).
If λi denotes the length of the interval ∆i and λ = (λ1, . . . , λk), the trans-
formation is defined by λ and the permutation π. We denote T = Tλ,π.
One may imagine an interval exchange transformation as the following ‘phys-
ical’ operation. Break the semi-interval I into k pieces and rearrange them in a
different order.
d1 = ℓ d2 dπ(1) dk r
...
...
∆1 ∆2 ∆π(1) ∆k
T∆π(1) T∆π(2) T∆π(k)
Figure 9.1.1: A k-interval exchange transformation.
Such a transformation is not continuous and thus does not fit well in the
framework of topological dynamical systems. It is actually a measure preserv-
ing transformation and thus an interval exchange transformation is a measure
theoretic dynamical system.
We shall see below how the interval can be modified to obtain a topological
dynamical system.
For k = 2, an interval exchange transformation on I = [0, 1) is a rotation.
We will often consider the semi-interval interval [0, 1) to simplify the notation.
Indeed, for 0 < α < 1, set ∆1 = [0, 1−α) and ∆2 = [1−α, 1). The corresponding
interval exchange transformation T is T (x) = x + α mod 1. In this particular
case, the transformation is continuous provided one identifies the two endpoints
of the interval (see Example 2.1.5).
An interval exchange transformation is invertible since a translation is one-
to-one. Its inverse is again an interval exchange transformation, on the intervals
∆′i = T∆i.
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A power T n of an interval exchange transformation is again an interval ex-
change transformation. Since we have seen that T−1 is also an interval exchange
transformation, we may assume n > 0. Consider the nonempty sets of the form
∆
(n)
i0,...,in−1
= ∆i0 ∩ T−1∆i1 ∩ . . . ∩ T−n+1∆in−1 .
These sets are semi-intervals because for every i, j, the set
∆i ∩ T−1∆j = T−1(∆j ∩ T∆i) = T−1(∆j ∩∆′i)
is a semi-interval or empty and next
∆i0 ∩ T−1∆i1 ∩ . . . ∩ T−n+1∆in =
∆i0 ∩ T−1(∆i1 ∩ T−1(∆i2∩ · · · ∩T−1(∆in−2 ∩ T−1∆in−1) · · · ).
Thus T n is an exchange of the nonempty intervals ∆
(n)
i0,...,in−1
.
Example 9.1.1 A 3-interval exchange transformation is represented in Fig-
ure 9.1.2. The associated permutation is the cycle π = (123).
Figure 9.1.2: A 3-interval exchange transformation.
9.1.1 Minimal interval exchange transformations
The separation points of an interval exchange are the left end points d1 =
0, d2, . . . , dk of the semi-intervals ∆i for 1 ≤ i ≤ k. We denote by Sep(T ) the
set of separation points of T .
An interval exchange transformation T on I = [0, 1) is called regular if the
orbits of the nonzero separation points are infinite and disjoint. Note that the
orbit of 0 cannot be disjoint of the others, since one has T (di) = 0 for some i
with 1 ≤ i ≤ k, but that the orbit of 0 is infinite when T is regular.
Equivalently, an interval exchange transformation is regular if there is no
triple (i, j, n) for 2 ≤ i, j ≤ k, and n > 0 such that T ndi = dj . Such a triple
is called a connexion. Indeed, a connexion (i, j, n) with i = j corresponds to a
finite orbit and with i 6= j to intersecting orbits.
As an example, a rotation of angle α is regular if and only if α is irrational.
Indeed, α is rational if and only if the orbit of α is finite (in which case all orbits
are finite).
We say that an interval exchange is minimal if the orbit of every point is
dense.
Theorem 9.1.2 (Keane) A regular interval exchange transformation is min-
imal.
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The converse is not true. Indeed, consider the the rotation of irrational angle α
on I = [0, 1) as a 3-interval exchange with the partition [0, 1− 2α), [1− 2α, 1−
α), [1−α, 0) (see Figure 9.1.3). The transformation is minimal, as any rotation
of irrational angle but T (1− 2α) = 1− α and thus there is a connexion.
We first prove the following result. Let T be an interval exchange on I =
[0, 1). We shall consider the transformation T1 induced by T on a semi-interval
X1 = [a, b) ⊂ [0, 1). It is defined by T1(x) = T n(x)(x) where n(x) is the least
integer n ≥ 1 such that T n(x) ∈ X1. The return time n(x) exists, even if
T is not minimal, by the Poincare´ Recurrence Theorem, because T preserves
the Lebesgue measure. Such an induction on a semi-interval is called a Rauzy
induction and we will have more to say on this later.
Theorem 9.1.3 (Rauzy) Let T be a k-interval exchange transformation on
I = [0, 1) and let X1 = [a, b) ⊂ [0, 1) be a semi-interval. The transformation T1
induced by T on X1 is a k1-interval exchange transformation with k1 ≤ k + 2.
Proof. Consider the set Y = {a, b, d2, . . . , dk} where d2, . . . , dk are the nonzero
separation points. For y ∈ Y , let s(y) be the least integer s ≥ 0 if it exists
such that T−s(y)(y) ∈ (a, b). The points T−s(y) divide the semi-interval [a, b) in
k1 ≤ k + 2 semi-intervals ∆′1, . . . ,∆′k1 . For each semi-interval ∆′i consider the
number ni which is the least n ≥ 1 such that T n∆′i ∩ [a, b) 6= ∅.
Then, for 1 ≤ p ≤ ni the transformations T p are continuous on ∆′i and we
have T ni∆′i ⊂ [a, b). Indeed, otherwise, for some p with 1 ≤ p ≤ ni − 1, the
semi-interval T p∆′i contains one of the points y ∈ Y and then s(y) = p so that
the point T−py would lie within ∆′i, a contradiction with the definition of the
semi-intervals ∆′i. This shows that ni is the return time of all x ∈ ∆′i and thus
that T1 is the interval exchange of [a, b) corresponding to the intervals ∆
′
i.
Proof of Theorem 9.1.2. Let us first show that T has no periodic point. Assume
that T n has a fixed point, that is a point x ∈ I such that T nx = x. Since T n
is an interval exchange transformation on the intervals ∆
(n)
i0,...,in−1
, one of this
intervals is formed of fixed points. But the left end of this interval is in the orbit
of some of the separation points di. This contradicts the hypothesis that the
orbit of all nonzero separation points is infinite unless i = 1 and n = 1. But in
this case, the interval ∆1 is fixed by T , which implies that Tdj = d2 for some
j ≥ 2, a contradiction again with the hypothesis.
Suppose now that the orbit O(x) of some x ∈ [0, 1) is not dense. We can
find a semi-interval [a, b) disjoint of O(x). Let T1 be the transformation induced
by T on [a, b). By Theorem 9.1.3, T1 is an interval exchange on semi-intervals
∆′j . Let nj denote the return time to ∆
′
j . Set
F =
⋃
j
nj−1⋃
n=0
T n∆′j .
The set F can be written as a union of a finite number of nonintersecting semi-
intervals. Hence its connected components are also semi-intervals, say Fs and
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their number is finite. Let G be the union of the left end points of all the semi-
intervals Fs. By definition, the set F is invariant by T and therefore, for every
x ∈ G, we have either Tx ∈ G or the point x is a point of discontinuity of T or
x = 0, that is x = di for some i with 1 ≤ i ≤ k. Since G is finite and since T
has no periodic points, there is for every g ∈ G some n ≥ 0 such that T nx = di
with 1 ≤ i ≤ k. Simlarly, there is for every x ∈ G an integer m > 0 such that
T−mx = dj with 2 ≤ i ≤ k. Then, we have
T nx = T n+mdj = di.
Since the orbits of d2, . . . , dk are disjoint, the only possibility is i = 1. Then
dj = T
−1d1 and thus m = 1, n = 0 and x = 0. Thus G = {0}, which implies
F = [0, 1), a contradiction with the fact that, by construction F ∩O(x) = ∅.
The following necessary condition for minimality of an interval exchange
transformation is useful. A permutation π of an ordered set A is called de-
composable if there exists an element b ∈ A such that the set B of elements
strictly less than b is nonempty and such that π(B) = B. Otherwise it is called
indecomposable. If an interval exchange transformation T = Tλ,π is minimal,
the permutation π is indecomposable. Indeed, if B is a set as above, the set of
orbits of the points in the set S = ∪a∈BIa is closed and strictly included in [ℓ, r[.
The following example shows that the indecomposablity of π is not sufficient for
T to be minimal.
Example 9.1.4 Let A = {a, b, c} and λ be such that λa = λc. Let π be the
transposition (ac). Then π is indecomposable but Tλ,π is not minimal since it
is the identity on Ib.
The iteration of a k-interval exchange transformation is, in general, an in-
terval exchange transformation operating on a larger number of semi-intervals.
Proposition 9.1.5 Let T be a regular k-interval exchange transformation. Then,
for any n ≥ 1, T n is a regular n(k − 1) + 1-interval exchange transformation.
Proof. Since T is regular, the set ∪n−1i=0 T−i(d) where d runs over the set of s− 1
nonzero separation points of T has n(k − 1) elements. These points partition
the interval [ℓ, r[ in n(k− 1)+1 semi-intervals on which T is a translation.
We close this subsection with a lemma that will be useful in Section ??.
Lemma 9.1.6 Let T be a minimal interval exchange transformation. For every
N > 0 there exists an ε > 0 such that for every z ∈ D(T ) and for every n > 0,
one has
|T n(z)− z| < ε =⇒ n ≥ N.
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Proof. Let α1, α2, . . . , αs be the translation values of T . For every N > 0 it is
sufficient to choose
ε = min
{∣∣∣∑Mij=1 αij ∣∣∣ | 1 ≤ ij ≤ s and M ≤ N} .
9.1.2 Natural coding
To every interval exchange transformation T on I = [ℓ, r), we may associate a
shift space called its natural representation defined as follows.
Let φ : {1, 2, . . . , k} → A be a bijection onto an alphabet A and let γ : I →
AZ be the map defined by y = γ(x) with y = (yn) and
yn = φ(i) if T
n(x) ∈ ∆i.
The two-sided sequence y = γ(x) is called the natural coding of x. The natural
representation of T , denoted X(T ), is the closure in AZ of γ([ℓ, r)).
An interval exchange shift is the natural representation X(T ) of an interval
exchange T . It is said to be regular if the interval exchange is regular. We
denote L(T ) = L(X(T )).
The map γ satisfies γ ◦ T = S ◦ γ where S denotes as usual the shift. Thus
the natural representation of a minimal interval exchange transformation is a
minimal shift space. Note that if T is minimal, the map γ is injective. Indeed,
if x 6= x′, there is for every i an n such that T nx ∈ ∆i but T nx′ /∈ ∆i.
Example 9.1.7 Consider the interval exchange transformation T represented
in Figure 9.1.3 with α = (3−√5)/2. It is the rotation x 7→ x+ 2α represented
0 1− 2α 1− α 1
a b c
0 α 2α 1
b c a
Figure 9.1.3: The rotation of angle 2α.
as a regular interval exchange on on three semi-intervals ∆a = [0, 1 − 2α),
∆b = [1− 2α, 1− α), and ∆c = [1− α, 1).
Since T is minimal, the set L(T ) is uniformly recurrent. The words of length
at most 6 of the set L(T ) are represented in Figure 9.1.4.
The shift X = X(T ) is actually a primitive substitution shift. Indeed, since
T is the rotation of angle 2α, the shift X(T ) is the coding by nonoverlapping
blocks of length 2 of the Fibonacci shift, which is the natural coding of the
rotation of angle α. But the Fibonacci morphism ϕ : a → ab, b → a is such
that ϕ3 : a → abaab, b → aba sends words of even length to words of even
length. Using the coding a→ aa, b→ ab, c→ ba, the action of ϕ3 on {a, b, c} is
ψ : a→ baccb, b→ bacc, c→ bacb. Thus X = X(ψ).
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a
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b
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c
a
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b
b
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a c
a
b
a
a
b
b
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c
c
c
c
c
c
a
a
a
b
b
b
b
b
c
c
c
Figure 9.1.4: The words of length ≤ 6 of the set L(T ).
9.1.3 Cantor version of interval exchange
The natural coding can be made continuous at the cost of modifying the space
I = [0, 1] as described below.
Suppose that T is minimal, that is, all its orbits are dense in [0, 1). Let
Sep(T ) = {d1, . . . , dk} be the set of separation points and set O(T ) = {T jd |
j ∈ Z, d ∈ Sep(T )}. We define
X = ([0, 1) \ O(T ))
⋃{
z−, z+ | z ∈ O(T )}
where 0− = 1. Defining x < z− < z+ < y for all z ∈ O(T ) and x, y ∈
[0, 1) \ O(T ) such that x < z < y (with the exception of 0− ≥ x for all x ∈ X),
this extends the natural order on [0, 1) to X . Endowed with the topology of
intervals, X is a Cantor space because O(T ) is dense in [0, 1).
Let F : X → X defined by F (x) = T (x) if x ∈ [0, 1) \ O(T ) and F (zǫ) =
T (z)ǫ if z ∈ O(T ) where ǫ ∈ {+,−}. The pair (X,F ) is a minimal Cantor
dynamical system, we will refer to as the Cantor version of the interval exchange
T .
Let φ : X → [0, 1) be defined by φ(z+) = φ(z−) = z and φ(x) = x when
x 6∈ O(T ). This is an onto continuous map. It is one-to-one everywhere except
on a countable set of points. Moreover, φ ◦ F = T ◦ φ.
Let T be a k-interval exchange transformation corresponding to semi-intervals
∆i. Let A = {1, 2, . . . , k} and let X be the natural representation of T . For
w ∈ A∗, denote by I(w) the set defined by I(ε) = I and by
I(au) = ∆a ∩ T−1(I(u)). (9.1.1)
It can be verified that every nonempty I(w) is a semi-interval (Exercise 9.2).
Note that I(ua) = I(u) ∩ T−|u|∆a. Note also that
b ∈ R(w) if and only if I(w) ∩ T−|w|I(b) 6= ∅ (9.1.2)
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and
a ∈ L(w) if and only if T∆a ∩ I(w) 6= ∅ (9.1.3)
where R(w) = {a ∈ A | wa ∈ L(T )} and L(w) = {a ∈ A | aw ∈ L(T )}.
Condition (9.1.2) holds because I(wb) = I(w)∩T−|w|I(b) and condition (9.1.3)
because I(aw) = I(a) ∩ T−1(I(w)), which implies T (I(aw)) = T∆a ∩ I(w).
Proposition 9.1.8 One has w ∈ L(X) if and only if I(w) 6= ∅.
Proof. The statement follows from the fact that w ∈ L(X) if and only if [w] 6= ∅
and that an easy induction shows that [w] 6= ∅ if and only if I(w) 6= ∅.
Besides the semi-intervals I(w), we will also need symmetrically the sets
J(w) defined, for w ∈ A∗, by J(ε) = I and by
J(ua) = TJ(u) ∩ T∆a (9.1.4)
for a ∈ A and u ∈ A∗. As for the I(w), the nonempty sets J(w) are semi-
intervals (Exericise 9.3).
9.1.4 Planar dendric shifts
A shift space is called planar dendric if it is dendric and if there are two orders
≤1 and ≤2 on the alphabet A such that for every w ∈ L(X), the tree E(w)
is compatible with these orders, that is, for every (a, b), (c, d) ∈ E(w), one has
a ≤1 c if and only if b ≤2 d.
Thus, placing the vertices of L(w) on a vertical line in the order given by
<1 and those of R(w) on a parallel line in the order given by <2, the tree E(w)
becomes planar. Note that the orders <1 and <2 do not depend on w.
Proposition 9.1.9 A regular interval exchange transformation shift is a min-
imal and planar dendric shift.
Proof. Assume that T is a regular interval exchange transformation relative
to (∆a)a∈A. Let X be the natural representation of T . We consider, on the
alphabet A, the two orders defined by
1. a <top b if ∆a is to the left of ∆b,
2. a <bottom b if T∆a is to the left of T∆b.
Note that, if wb,wc are in L(X) then b <top c if and only if I(wb) is to the left
of I(wc). Indeed, I(wb), I(wc) ⊂ I(w) and T |w| is a translation on I(w).
For a, a′ ∈ L(w) with a <bottom a′, there is a unique reduced path in E(w)
from a to a′ which is the sequence a1, b1, . . . an with a1 = a and an = a′ with
a1 <bottom a2 <bottom · · · <bottom an, b1 <top b2 <top · · · <top bn−1 and
T∆ai ∩ Iwbi 6= ∅, T∆ai+1 ∩ Iwbi 6= ∅ for 1 ≤ i ≤ n − 1 (see Figure 9.1.5).
Note that the hypothesis that T is regular is needed here since otherwise the
right boundary of T∆ai could be the left boundary of I(wbi). Thus E(w) is a
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tree. It is compatible with the orders <bottom, <top since the above shows that
a <bottom a
′ implies that the letters b1, bn−1 such that (a, b1), (a′, bn−1) ∈ E(w)
satisfy b1 ≤top bn−1.
I(wb1) I(wb2) I(wbn−1)
T∆a1 T∆a2 T∆an−1 T∆an
Figure 9.1.5: A path from a1 to an in E(w).
Example 9.1.10 The extension graph of ε is represented in Figure 9.1.6. The
2
3
1
1
2
3
Figure 9.1.6: The extension graph E(ε).
orders <top and <bottom are
1 <top 2 <top 3 and 2 <bottom< 3 <bottom 1
The following example shows that the Tribonacci shift is not a planar dendric
shift.
Example 9.1.11 LetX be the Tribonacci shift (see Example 2.5.2). The words
a, aba and abacaba are bispecial. Thus the words ba, caba are right-special and
the words ab, abac are left-special. The graphs E(ε), E(a) and E(aba) are shown
in Figure 9.1.7. One sees easily that it not possible to find two orders on A
a
b
c
c
b
a
b
c
a
a
c
b
c
a
b
a
b
c
Figure 9.1.7: The graphs E(ε), E(a) and E(aba) in the Tribonacci set.
making the represenation of the three graphs simultaneously planar.
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9.1.5 Rauzy induction
Since the natural representation of a minimal interval exchange T is dendric,
it has by Theorem 8.1.40 a primitive Se-adic representation with a directive
sequence τ = (τn) formed of elementary morphisms τn ∈ Se. We will now give
a method, called Rauzy induction which allows to build directly this represen-
tation from the interval exchange T .
Proposition 9.1.12 Let T be the k-interval exchange transformation on [0, 1)
on the intervals ∆i of lengths λi with the permutation π. Let r = min{λk, λπ(k)}.
If T is minimal, the transformation induced by T on the interval [0, r) is again
a minimal k-interval exchange transformation T ′.
Proof. Set ℓ = π(k). Assume first that λℓ < λk (see Figure 9.1.8). Let ∆
′′
k =
0 T∆k
r
1
0 ∆k 1
T∆′′kT∆
′
k
T∆ℓ
∆ℓ
∆′′k∆
′
k
Figure 9.1.8: The first case of Rauzy induction.
∆k ∩ T∆ℓ and let ∆k = ∆′k ∪∆′′k be a partition of ∆k. The transformation T ′
induced by T on [0, r) is such that for every x ∈ [0, r),
T ′x =
{
Tx if Tx /∈ ∆ℓ
T 2x otherwise.
Thus T ′ is an interval exchange on the k intervals
∆1, . . . ,∆k−1,∆′k.
In the case λk < λπ(k), we replace T by T
−1 and we find the first case again.
The case λπ(k) = λk cannot occur because T is minimal.
The natural representation of T ′ is the shift space X ′ = σ−1(X) where X is
the natural coding of X and σ is the elementary morphism
αℓ,k(i) =
{
ℓk if i = ℓ
i otherwise
which places a k after each ℓ.
In the case λk < λπ(k), we obtain the morphism α˜k,ℓ which places an ℓ before
each k.
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0 1− 2α 1− α 2αa b c
0 α 4α− 1 2α
b c a
Figure 9.1.9: The effect of Rauzy induction on the rotation of angle 2α.
Example 9.1.13 Consider the 3-interval exchange of Example 9.1.7 which is a
rotation of angle 2α. The effect of Rauzy induction is represented in Figure 9.1.9.
The corresponding morphism is αa,c : a→ ac, b→ b, c→ c.
Iterating Rauzy induction, one may obtain a transformation defined on ∆1∪
. . . ∪∆k−1. This allows to obtain a BV-repesentation described as follows.
Theorem 9.1.14 Let (X,S) be the natural representation of a minimal k-
interval exchange. Then, (X,S) has a BV-representation (XE , ϕE) where (V,E,≤
) is such that
1. Card(V (1)) = k and Card(V (i))− Card(V (i+ 1)) ∈ {0, 1} for all i ≥ 1,
2. for all i ≥ 1 when V (i− 1) = V (i) the incidence matrix M(i) of E(i) has
the following form
M(i) =

1 0 . . . 0 0 . . . 0 s1
0 1 . . . 0 0 . . . 0 s2
...
...
...
...
...
...
0 0 . . . 1 0 . . . 0 sl
0 0 . . . 1 0 . . . 0 sl+1
0 0 . . . 0 1 . . . 0 sl+2
...
...
...
...
...
...
0 0 . . . 0 0 . . . 1 sk

,
where si ∈ {0,m,m + 1}, sl = m and sl+1 = m + 1 for some m ≥ 0.
When Card(V (i))− Card(V (i+ 1)) = 1, the line l + 1 does not exist. All
the entries of M(1) are equal to 1.
Example 9.1.15 Let us consider again the interval exchange which is the ro-
tation of angle 2α of Example 9.1.7. A first step of Rauzy induction gives the
interval exchange of Example 9.1.13. A second step gives the interval exchange
represented in Figure 9.1.10. The combination of the two steps corresponds to
the morphism ϕ : a → ac, b → b, c → cac. The composition matrix of this
morphism is of the form given in Theorem 9.1.14 with the order b < a < c.
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0 2− 5α 1− 2α 1− αa c b
0 α 4α− 1
b c a
Figure 9.1.10: A second step of Rauzy induction on the rotation of angle 2α.
Indeed, with this order
M(ϕ) =
1 0 00 1 1
0 1 2

which is of form given in case 2 with s1 = 0, s2 = 1, s3 = 2 and ℓ = 1, m = 1.
9.1.6 Induced transformations and admissible semi-intervals
Let T be a minimal interval exchange transformation on I = [ℓ, r). Let J ⊂ [ℓ, r)
be a semi-interval. Since T is minimal, for each z ∈ [ℓ, r) there is an integer
n > 0 such that T n(z) ∈ J .
As seen before, the transformation induced by T on J is the transformation
S : J → J defined for z ∈ J by S(z) = T n(z) with n = min{n > 0 | T n(z) ∈ J}.
We also say that S is the first return map (of T ) on J . The semi-interval J is
called the domain of S, denoted D(S).
Example 9.1.16 Let T be the transformation of Example 9.1.7. Let J =
[0, 2α). The transformation induced by T on J is
S(z) =
{
T 2(z) if 0 ≤ z < 1− 2α
T (z) otherwise.
Let T be an interval exchange transformation relative to (∆a)a∈A. Denote
by da for a ∈ A the separation points. For ℓ < t < r, the semi-interval [ℓ, t) is
right admissible for T if there is a k ∈ Z such that t = T k(da) for some a ∈ A
and
(i) if k > 0, then t < T h(da) for all h such that 0 < h < k,
(ii) if k ≤ 0, then t < T h(da) for all h such that k < h ≤ 0.
We also say that t itself is right admissible. Note that all semi-intervals [ℓ, da)
with ℓ < da are right admissible. Similarly, all semi-intervals [ℓ, T da) with
ℓ < Tda are right admissible.
Example 9.1.17 Let T be the interval exchange transformation of Exam-
ple 9.1.7. The semi-interval [0, t) for t = 1− 2α or t = 1− α is right admissible
since 1− 2α = db and 1−α = dc. On the contrary, for t = 2− 3α, it is not right
admissible because t = T−1(dc) but dc < t contradicting (ii).
9.1. INTERVAL EXCHANGE TRANSFORMATIONS 329
The following result is the basis for the definition of Rauzy induction.
Theorem 9.1.18 (Rauzy) Let T be a regular k-interval exchange transforma-
tion and let J be a right admissible interval for T . The transformation induced
by T on J is a regular k-interval exchange transformation.
Note that a k-interval exchange transformation T on [ℓ, r), the transforma-
tion induced by T on any semi-interval included in [ℓ, r) is always an interval
exchange transformation on at most k + 2 intervals by Theorem 9.1.3.
Example 9.1.19 Consider again the transformation of Example 9.1.7. The
transformation induced by T on the semi-interval I = [0, 2α) is the 3-interval
exchange transformation represented in Figure 9.1.11.
0 1− 2α 1− α 2αa b c
0 α 4α− 1 2α
b c a
Figure 9.1.11: The transformation induced on I.
The notion of left admissible interval is symmetrical to that of right admis-
sible. For ℓ < t < r, the semi-interval [t, r) is left admissible for T if there is a
k ∈ Z such that t = T k(da) for some a ∈ A and
(i) if k > 0, then T h(da) < t for all h such that 0 < h < k,
(ii) if k ≤ 0, then T h(da) < t for all h such that k < h ≤ 0.
We also say that t itself is left admissible. Note that, as for right induction, the
semi-intervals [da, r) and [Tda, r) are left admissible. The symmetrical state-
ments of Theorem 9.1.18 also hold for left admissible intervals.
Let us now generalize the notion of admissibility to a two-sided version. For
a semi-interval J = [u, v) ⊂ [ℓ, r), we define the following functions on [ℓ, r):
ρ+J,T (z) = min{n > 0 | T n(z) ∈ (u, v)}, ρ−I,T (z) = min{n ≥ 0 | T−n(z) ∈ (u, v)}.
We then define for every z ∈ [ℓ, r) three sets. First, let EJ,T (z) be the
following set of indices.
EJ,T (z) = {k | −ρ−J,T (z) ≤ k < ρ+J,T (z)}.
Next, the set of neighbors of z with respect to J and T is
NJ,T (z) = {T k(z) | k ∈ EJ,T (z)}.
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Finally, the set of division points of I with respect to T is the finite set
Div(J, T ) =
s⋃
i=1
NJ,T (di).
We now formulate the following definition. For ℓ ≤ u < v ≤ r, we say that
the semi-interval J = [u, v) is admissible for T if u, v ∈ Div(J, T ) ∪ {r}.
Note that a semi-interval [ℓ, v) is right admissible if and only if it is admissible
and that a semi-interval [u, r) is left admissible if and only if it is admissible.
Note also that [ℓ, r) is admissible.
Note also that for a regular interval exchange transformation relative to a
partition (∆a)a∈A, each of the semi-intervals ∆a (or T∆a) is admissible al-
though only the first one is right admissible (and the last one is left admissible).
Actually, we will prove that for every word w, the semi-intervals I(w) and J(w)
are admissible. In order to do that, we need the following lemma.
Lemma 9.1.20 Let T be a k-interval exchange transformation on the semi-
interval [ℓ, r). For any n ≥ 1, the set Pn = {T h(di) | 1 ≤ i ≤ k, 1 ≤ h ≤ n} is
the set of (k − 1)n+ 1 left boundaries of the semi-intervals J(y) for all words y
with |y| = n.
Proof. Let Qn be the set of left boundaries of the intervals J(y) for |y| = n.
Since Card(L(T )∩An) = (k−1)n+1 by Proposition 9.1.5, we have Card(Qn) =
(k − 1)n+ 1. Since T is regular the set Rn = {T h(di) | 2 ≤ i ≤ k, 1 ≤ h ≤ n}
is made of (k − 1)n distinct points. Moreover, since
d1 = T (dπ(1)), T (d1) = T
2(dπ(1)), . . . , T
n−1(d1) = T n(dπ(1)),
we have Pn = Rn∪{T n(d1)}. This implies Card(Pn) ≤ (k−1)n+1. On the other
hand, if y = b0 · · · bn−1, then J(y) = ∩n−1i=0 T n−iI(bi). Thus the left boundary of
each J(y) is the left boundary of some T hI(a) for some h with 1 ≤ h ≤ n and
some a ∈ A. Consequently Qn ⊂ Pn. This proves that Card(Pn) = (k− 1)n+1
and that consequently Pn = Qn.
A dual statement holds for the semi-intervals I(y).
Proposition 9.1.21 Let T be a k-interval exchange transformation on the semi-
interval [ℓ, r). For any w ∈ F (T ), the semi-interval J(w) is admissible.
Proof. Set |w| = n and J(w) = [u, v). By Lemma 9.1.20, we have u = T g(di) for
1 ≤ i ≤ k and 1 ≤ g ≤ n. Similarly, we have v = r or v = T d(dj) for 1 ≤ j ≤ k
and 1 ≤ d ≤ n.
For 1 < h < g, the point T h(di) is the left boundary of some semi-interval
Jy with |y| = n and thus T h(di) /∈ J(w). This shows that g ∈ EJ(w),T (di) and
thus that u ∈ Div(J(w), T ).
If v = r, then v ∈ Div(J(w), T ). Otherwise, one shows in the same way as
above that v ∈ Div(J(w), T ). Thus J(w) is admissible.
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Note that the same statement holds for the semi-intervals I(w) instead of the
semi-intervals J(w) (using the dual statement of Lemma 9.1.20).
It can be useful to reformulate the definition of a division point and of an
admissible pair using the terminology of graphs. Consider the graph with vertex
set [ℓ, r) and edges the pairs (z, T (z)) for z ∈ [ℓ, r[. Then, if T is minimal and I
is a semi-interval, for any z ∈ [ℓ, r), there is a path PI,T (z) such that its origin
x and its end y are in I, z is on the path, z 6= y and no vertex of the path
except x, y are in I (actually x = T−n(z) with n = ρ−I,T (z) and y = T
m(z) with
m = ρ+I,T (z)). Then the division points of I are the vertices which are on a path
PI,T (di) but not at its end (see Figure 9.1.12).
u x v
z
u y v
T n
Tm
Figure 9.1.12: The neighbors of z with respect to I = [u, v[.
The following is a generalization of Theorem 9.1.18. Recall that Sep(T )
denotes the set of separation points of T , i.e. the points d1 = 0, d2, . . . , dk
(which are the left boundaries of the semi-intervals ∆1, . . . ,∆k).
Theorem 9.1.22 Let T be a regular k-interval exchange transformation on
[ℓ, r). For any admissible semi-interval I = [u, v), the transformation S in-
duced by T on I is a regular k-interval exchange transformation with separation
points Sep(S) = Div(I, T ) ∩ I.
Proof. Since T is regular, it is minimal. Thus for each i ∈ {2, . . . , k} there are
points xi, yi ∈ (u, v) such that there is a path from xi to yi passing by di but
not containing any point of I except at its origin and its end. Since T is regular,
the xi are all distinct and the yi are all distinct.
Since I is admissible, there exist λ, ρ ∈ {1, . . . , k} such that u ∈ NI,T (dλ)
and v ∈ NI,T (dρ). Moreover, since u is a neighbor of dλ with respect to I, u is
on the path from xλ to yλ (it can be either before or after dλ). Similarly, v is
on the path from xρ to yρ (see Figure 9.1.13 where u is before dλ and v is after
dρ).
Set x1 = y1 = u. Let (Ij)1≤j≤k be the partition of I in semi-intervals such
that xj is the left boundary of Ij for 1 ≤ j ≤ k. Let Jj be the partition of I
such that yj is the left boundary of Jj for 1 ≤ j ≤ k. We will prove that
S(Ij) =

Jj if j 6= 1, λ
J1 if j = λ
Jλ if j = 1
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u xλ xj xρ v
dλ dj dρ
u yλ yj yρ v
Figure 9.1.13: The transformation induced on [u, v).
and that the restriction of S to Ij is a translation.
Assume first that j 6= 1, λ. Then S(xj) = yj . Let n be such that yj = T n(xj)
and denote I ′j = Ij \xj . We will prove by induction on h that for 0 ≤ h ≤ k−1,
the set T h(I ′j) does not contain u, v or any xi. It is true for h = 0. Assume that
it holds up to h < n− 1.
For any h′ with 0 ≤ h′ ≤ h, the set T h′(I ′j) does not contain any γi. Indeed,
otherwise there would exist h′′ with 0 ≤ h′′ ≤ h′ such that xi ∈ T h′′(I ′j), a
contradiction. Thus T is a translation on T h
′
(Ij). This implies that T
h is
a translation on Ij . Note also that T
h(I ′j) ∩ I = ∅. Assume the contrary.
We first observe that we cannot have T h(xj) ∈ I. Indeed, h < n implies
that T h(xj) /∈ (u, v). And we cannot have T h(xj) = u since j 6= λ. Thus
T h(I ′j) ∩ I 6= ∅ implies that u ∈ T h(I ′j), a contradiction.
Suppose that u = T h+1(z) for some z ∈ I ′j . Since u is on the path from
xλ to yλ, it implies that for some h
′ with 0 ≤ h′ ≤ h we have xλ = T h′(z),
a contradiction with the induction hypothesis. A similar proof (using the fact
that v is on the path from xρ to yρ) shows that T
h+1(I ′j) does not contain v.
Finally suppose that some xi is in T
h+1(I ′j). Since the restriction of T
h to Ij is
a translation, T h(Ij) is a semi-interval. Since T
h+1(xj) is not in I the fact that
T h+1(Ij) ∩ I is not empty implies that u ∈ T h(Ij), a contradiction.
This shows that T n is continuous at each point of I ′j and that S = T
n(x) for
all x ∈ Ij . This implies that the restriction of S to Ij is a translation into Jj .
If j = 1, then S(x1) = S(u) = yλ. The same argument as above proves that
the restriction of S to I1 is a translation form I1 into Jλ. Finally if j = λ, then
S(xλ) = x1 = u and, similarly, we obtain that the restriction of S to Iλ is a
translation into I1.
Since S is the transformation induced by the transformation T which is one
to one, it is also one to one. This implies that the restriction of S to each of
the semi-intervals Ij is a bijection onto the corresponding interval Jj , J1 or Jλ
according to the value of j.
This shows that S is an s-interval exchange transformation. Since the orbits
of the points x2, · · · , xk relative to S are included in the orbits of d2, . . . , dk,
they are infinite and disjoint. Thus S is regular.
Let us finally show that Sep(S) = Div(I, T ) ∩ I. We have Sep(S) =
{x1, x2, . . . , xk} and xi ∈ NI,T (di). Thus Sep(S) ⊂ Div(I, T ) ∩ I. Conversely,
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let x ∈ Div(I, T )∩I. Then x ∈ NI,T (di)∩I for some 1 ≤ i ≤ k. If i 6= 1, λ, then
x = xi. If i = 1, then either x = u (if u = ℓ) or x = xπ(1) since d1 = T (dπ(1)).
Finally, if i = λ then x = u or x = xλ. Thus x ∈ Sep(S) in all cases.
9.1.7 A closure property
We will prove that the family of regular interval exchange shifts is closed un-
der derivation. The same property holds for minimal dendric shifts by Theo-
rem 8.1.23. Thus regular interval exchange shifts form a subfamily closed under
derivation of minimal dendric shifts.
Theorem 9.1.23 Any derived shift of a regular k-interval exchange shift X
with respect to some w ∈ L(X) is a regular k-interval exchange shift.
We first prove the following lemma.
Lemma 9.1.24 Let T be a regular interval exchange transformation and let
(X,S) be its natural representation. For w ∈ L(X), let T ′ be the transformation
induced by T on Jw. One has x ∈ RX(w) if and only if
ΣT (z) = xΣT (T
′(z))
for some z ∈ Jw.
Proof. Assume first that x ∈ RX(w). Then for any z ∈ Jw ∩ Ix, we have
T ′(z) = T |x|(z) and
ΣT (z) = xΣT (T
|x|(z)) = xΣT (T ′(z)).
Conversely, assume that ΣT (z) = xΣT (T
′(z)) for some z ∈ Jw. Then T |x|(z) ∈
Jw and thus wx ∈ A∗w which implies that x ∈ ΓX(w). Moreover x does not
have a proper prefix in ΓX(w) and thus x ∈ RX(w).
Since a regular interval echange shift is recurrent, the previous lemma says
that the natural coding of a point in Jw is a concatenation of first return words
to w. Moreover, note also that T n(z) ∈ Jw if and only if the prefix of length n
of ΣT (z) is a return word to w.
Proof of Theorem 9.1.23. Let T be a regular s-interval exchange transformation
and let X be its natural representation.
Let w ∈ L(X). Since the semi-interval Jw is admissible according to Propo-
sition 9.1.21, the transformation T ′ induced by T on Jw is, by Theorem 9.1.22,
a k-interval exchange transformation. The corresponding partition of Jw is the
family (Jwx)x∈RX(w).
Using Lemma 9.1.24 and the observation following it, it is clear that ΣT (z) =
ϕ(ΣS(z)), where z is a point of Jw and ϕ : A
∗ →RX(w)∗ is a coding morphism
for RX(w).
Set x = ΣT (T
−|w|(z)) and y = ΣT (z). Then x = wy and thus ΣS(z) =
Dw(x). This shows that the derived shift of X with respect to w is the natural
representation of T ′.
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Example 9.1.25 Consider the interval exchange of Example 9.1.7. The set
of return words to c is RX(c) = {bac, bbac, c}. The natural coding of trans-
formation induced on the interval ∆c is the interval exchange represented in
Figure 9.1.14. The intervals of the upper level are labeled by R′X(c) and those
of the lower level by RX(c) (we shall describe this transformation in more detail
in Examples 9.2.8 and 9.2.17).
1− α 3− 6α 2− 3α 1
1− α 2α 5α− 1 1
cba cbba c
c bbac bac
Figure 9.1.14: The transformation induced on ∆c
9.2 Branching Rauzy induction
In this section we introduce a branching version of Rauzy induction and gen-
eralize Rauzy’s results to the two-sided case (Theorems 9.1.22 and 9.2.3). In
particular we characterize in Theorem 9.2.3 the admissible semi-intervals for an
interval exchange transformation.
Let T = Tλ,π be a regular k-interval exchange transformation on [ℓ, r). Set
Z(T ) = [ℓ,max{dk, T dπ(k)}).
Note that Z(T ) is the largest semi-interval which is right-admissible for T .
We denote by ψ(T ) the transformation induced by T on Z(T ).
Theorem 9.2.1 (Rauzy) Let T be a regular interval exchange transformation.
A semi-interval I is right admissible for T if and only if there is an integer n ≥ 0
such that I = Z(ψn(T )). In this case, the transformation induced by T on I is
ψn+1(T ).
The map T 7→ ψ(T ) is called the right Rauzy induction. There are actually,
as we have seen, two cases according to dk < Tdπ(k) (Case 0) or dk > Tdπ(k)
(Case 1). We cannot have dk = Tdπ(k) since T is regular.
In Case 0, we have Z(T ) = [ℓ, T dπ(k)) and for any z ∈ Z(T ),
S(z) =
{
T 2(z) if z ∈ I(aπ(k))
T (z) otherwise.
The transformation S is the interval exchange transformation relative to (Ka)a∈A
with K(a) = I(a)∩Z(T ) for all a ∈ A. Note that K(a) = I(a) for a 6= ak. The
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translation values βa are defined as follows, denoting αi, βi instead of αai , βai ,
βi =
{
απ(k) + αk if i = π(k)
αi otherwise.
In summary, in Case 0, the semi-interval J(aπ(k)) is suppressed, the semi-
interval J(ak) is split into SK(ak) and SK(aπ(k)). The left boundaries of the
semi-intervals K(a) are the left boundaries of the semi-intervals I(a). The
transformation is represented in Figure 9.2.1, in which the left boundary of the
semi-interval S(K(aπ(k)) is Sdπ(k).
ℓ dπ(k) dk r
aπ(k) as
Tdk Tdπ(k)
ak aπ(k)
↓ ...
ℓ dπ(k) dk
aπ(k) ak
Sdk Sdπ(k)
ak aπ(k)
Figure 9.2.1: Case 0 in Rauzy induction.
In Case 1, we have Z(T ) = [ℓ, dk) and for any z ∈ Z(T ),
S(z) =
{
T 2(z) if z ∈ T−1(Iak)
T (z) otherwise.
The transformation S is the interval exchange transformation relative to (K(a))a∈A
with
K(a) =
{
T−1I(a) if a = ak
T−1(TI(a) ∩ Z(T )) otherwise.
Note thatK(a) = I(a) for a 6= ak and a 6= aπ(k). MoreoverK(a) = S−1(TI(a)∩
Z(T )) in all cases. The translation values βi are defined by
βi =
{
απ(k) + αk if i = k
αi otherwise.
In summary, in Case 1, the semi-interval I(as) is suppressed, the semi-interval
I(aπ(k)) is split into K(aπ(k)) and K(ak). The left boundaries of the semi-
intervals SK(a) are the left boundaries of the semi-intervals J(a). The trans-
formation is represented in Figure 9.2.2, where the left boundary of the semi-
interval K(ak) is d
′
k.
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ℓ dπ(k) dk r
aπ(k) ak
Tdk Tdπ(k)
ak aπ(k)
↓ ...
ℓ dπ(k) d′k
aπ(k) ak
Tdk Tdπ(k)
ak aπ(k)
Figure 9.2.2: Case 1 in Rauzy induction.
Example 9.2.2 Consider again the transformation T of Example 9.1.7. Since
Z(T ) = [0, 2α), the transformation ψ(T ) is represented in Figure 9.1.11. The
transformation ψ2(T ) is represented in Figure 9.2.3.
0 2− 5α 1− 2α 1− α
a c b
0 α 4α− 1
b c a
Figure 9.2.3: The transformation ψ2(T ).
The symmetrical notion of left Rauzy induction is defined similarly as follows.
Let T = Tλ,π be a regular s-interval exchange transformation on [ℓ, r). Set
Y (T ) = [min{d2, T dπ(2)}, r). We denote by ϕ(T ) the transformation induced
by T on Y (T ). The map T 7→ ϕ(T ) is called the left Rauzy induction.
The symmetrical assertions of Theorem 9.2.1 also hold for left admissible
intervals.
9.2.1 Branching induction
The following is an addition to Theorem 9.1.18.
Theorem 9.2.3 Let T be a regular k-interval exchange transformation on [ℓ, r).
A semi-interval I is admissible for T if and only if there is a sequence χ ∈
{ϕ, ψ}∗ such that I is the domain of χ(T ). In this case, the transformation
induced by T on I is χ(T ).
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We first prove the following lemmas, in which we assume that T is a regular
s-interval exchange transformation on [ℓ, r). Recall that Y (T ), Z(T ) are the
domains of ϕ(T ), ψ(T ) respectively.
Lemma 9.2.4 If a semi-interval I strictly included in [ℓ, r) is admissible for
T , then either I ⊂ Y (T ) or I ⊂ Z(T ).
Proof. Set I = [u, v). Since I is strictly included in [ℓ, r), we have either ℓ < u
or v < r. Set Y (T ) = [y, r) and Z(T ) = [ℓ, z).
Assume that v < r. If y ≤ u, then I ⊂ Y (T ). Otherwise, let us show
that v ≤ z. Assume the contrary. Since I is admissible, we have v = T j(di)
with j ∈ EI,T (di) for some i with 1 ≤ i ≤ k. But j > 0 is impossible since
u < T (di) < v implies T (di) ∈ (u, v), in contradiction with the fact that
j < ρ+I (di). Similarly, j ≤ 0 is impossible since u < di < v implies di ∈ ]u, v).
Thus I ⊂ Z(T ).
The proof in the case ℓ < u is symmetric.
Lemma 9.2.5 Let T be a regular k-interval exchange transformation on [ℓ, r).
Let J be an admissible semi-interval for T and let S be the transformation
induced by T on J . A semi-interval I ⊂ J is admissible for T if and only if it
is admissible for S. Moreover Div(J, T ) ⊂ Div(I, T ).
Proof. Set J = [t, w) and I = [u, v). Since J is admissible for T , the transfor-
mation S is a regular k-interval exchange transformation by Theorem 9.1.22.
Suppose first that I is admissible for T . Then u = T g(di) with g ∈ EI,T (di)
for some 1 ≤ i ≤ k, and v = T d(dj) with d ∈ EI,T (dj) for some 1 ≤ j ≤ k or
v = r.
Since S is the transformation induced by T on J , there is a separation point
x of S of the form x = Tm(di) with m = −ρ−J,T (di) and thus m ∈ EJ,T (di).
Thus u = T g−m(x).
Assume first that g − m > 0. Since u, x ∈ J , there is an integer n with
0 < n ≤ g −m such that u = Sn(x).
Let us show that n ∈ EI,S(x). Assume by contradiction that ρ+I,S(x) ≤ n.
Then there is some j with 0 < j ≤ n such that Sj(x) ∈ (u, v). But we cannot
have j = n since u /∈ (u, v). Thus j < n.
Next, there is h with 0 < h < g − m such that T h(x) = Sj(x). Indeed,
setting y = Sj(x), we have u = T g−m−h(y) = Sn−j(y) and thus h < g −m. If
0 < h ≤ −m, then T h(x) = Tm+h(di) ∈ I ⊂ J contradicting the hypothesis that
m ∈ EJ,T (di). If −m < h < g −m, then T h(x) = Tm+h(di) ∈ I, contradicting
the fact that g ∈ EI,T (di). This shows that n ∈ EI,S(x) and thus that u ∈
Div(I, S).
Assume next that g−m ≤ 0. There is an integer n with g−m ≤ n ≤ 0 such
that u = Sn(x). Let us show that n ∈ EI,S(x). Assume by contradiction that
n < −ρ−I,S(x). Then there is some j with n < j < 0 such that Sj(x) = T h(x).
Then T h(x) = T h+m(di) ∈ I with g < h +m < m, in contradiction with the
hypothesis that m ∈ EI,T (di).
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We have proved that u ∈ Div(I, S). If v = r, the proof that I is admissible
for S is complete. Otherwise, the proof that v ∈ Div(I, S) is similar to the proof
for u.
Conversely, if I is admissible for S, there is some x ∈ Sep(S) and g ∈ EI,S(x)
such that u = Sg(x). But x = Tm(di) and since u, x ∈ J there is some n such
that u = T n(di).
Assume for instance that n > 0 and suppose that there exists k with 0 <
k < n such that T k(di) ∈ (u, v). Then, since I ⊂ J , T k(di) is of the form Sh(x)
with 0 < h < g which contradicts the fact that g ∈ EI,S(x). Thus n ∈ EI,T (di)
and u ∈ Div(I, T ).
The proof is similar in the case n ≤ 0.
If v = r, we have proved that I is admissible for T . Otherwise, the proof
that v ∈ Div(I, T ) is similar.
Finally, assume that I is admissible for T (and thus for S). For any di ∈
Sep(T ), one has
ρ−I,T (di) ≥ ρ−J,T (di) and ρ+I,T (di) ≥ ρ+J,T (di)
showing that Div(J, T ) ⊂ Div(I, T ).
The last lemma is the key argument to prove Theorem 9.2.3.
Lemma 9.2.6 For any admissible interval I ⊂ [ℓ, r), the set F of sequences
χ ∈ {ϕ, ψ}∗ such that I ⊂ D(χ(T )) is finite.
Proof. The set F is suffix-closed. Indeed it contains the empty word because
[ℓ, r) is admissible. Moreover, for any ξ, χ ∈ {ϕ, ψ}∗, one has D(ξχ(T )) ⊂
D(χ(T )) and thus ξχ ∈ F implies χ ∈ F .
The set F is finite. Indeed, by Lemma 9.2.5, applied to J = D(χ(T )), for
any χ ∈ F , one has Div(D(χ(T )), T ) ⊂ Div(I, T ). In particular, the boundaries
of D(χ(T )) belong to Div(I, T ). Since Div(I, T ) is a finite set, this implies that
there is a finite number of possible semi-intervals D(χ(T )). Thus there is no
infinite word with all its suffixes in F . Since the sequences χ are binary, this
implies that F is finite.
Proof of Theorem 9.2.3. We consider χ as a word on the alphabet ϕ, ψ. We first
prove by induction on the length of χ that the domain I of χ(T ) is admissible and
that the transformation induced by T on I is χ(T ). It is true for |χ| = 0 since
[ℓ, r) is admissible and χ(T ) = T . Next, assume that J = D(χ(T )) is admissible
and that the transformation induced by T on J is χ(T ). Then D(ϕχ(T )) is
admissible for χ(T ) since D(ϕχ(T )) = Y (χ(T )). Thus I = D(ϕχ(T )) is admis-
sible for T by Lemma 9.2.5 and the transformation induced by T on I is ϕχ(T ).
The same proof holds for ψχ.
Conversely, assume that I is admissible. By Lemma 9.2.6, the set F of
sequences χ ∈ {ϕ, ψ}∗ such that I ⊂ D(χ(T )) is finite.
Thus there is some χ ∈ F such that ϕχ, ψχ /∈ F . If I is stricly included
in D(χ(T )), then by Lemma 9.2.4 applied to χ(T ), we have I ⊂ Y (χ(T )) =
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D(ϕχ(T )) or I ⊂ Z(χ(T )) = D(ψχ(T )), a contradiction. Thus I = D(χ(T )).
We close this subsection with a result concerning the dynamics of the branch-
ing induction.
Theorem 9.2.7 For any sequence (Tn)n≥0 of regular interval exchange trans-
formations such that Tn+1 = ϕ(Tn) or Tn+1 = ψ(Tn) for all n ≥ 0, the length
of the domain of Tn tends to 0 when n→∞.
Proof. Assume the contrary and let I be an open interval included in the domain
of Tn for all n ≥ 0. The set Div(I, T ) ∩ I is formed of s points. For any pair
u, v of consecutive elements of this set, the semi-interval [u, v) is admissible. By
Lemma 9.2.6, there is an integer n such that the domain of Tn does not contain
[u, v), a contradiction.
9.2.2 Equivalent transformations
Let [ℓ1, r1), [ℓ2, r2) be two semi-intervals of the real line. Let T1 = Tλ1,π1
be an s-interval exchange transformation relative to a partition of [ℓ1, r1) and
T2 = Tλ2,π2 another s-interval exchange transformations relative to [ℓ2, r2). We
say that T1 and T2 are equivalent if π1 = π2 and λ1 = cλ2 for some c > 0.
Thus, two interval exchange transformations are equivalent if we can obtain the
second from the first by a rescaling following by a translation. We denote by
)Tλ,π] the equivalence class of Tλ,π.
Example 9.2.8 Let S = Tµ,π be the 3-interval exchange transformation on
a partition of the semi-interval )2α, 1), with α = (3 − √5)/2, represented in
Figure 9.2.4. S is equivalent to the transformation T = Tλ,π of Example 9.1.7,
with length vector λ = (1− 2α, α, α) and permutation the cycle π = (132).
Indeed the length vector µ = (8α− 3, 2− 5α, 2− 5α) satisfies µ = 2−5αα λ.
2α 10α− 3 5α− 1 1
a b c
2− 3α 4− 8α
b c a
Figure 9.2.4: The transformation S.
Note that if T is a minimal (resp. regular) interval exchange transformation
and [S] = [T ], then S is also minimal (resp. regular).
For an interval exchange transformation T we consider the directed labelled
graph G(T ), called the induction graph of T , defined as follows. The vertices are
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the equivalence classes of transformations obtained starting from T and applying
all possible χ ∈ {ψ, ϕ}∗. There is an edge labelled ψ (resp. ϕ) from a vertex
[S] to a vertex [U ] if and only if U = ψ(S) (resp ϕ(S)) for two transformations
S ∈ [S] and U ∈ [U ].
Example 9.2.9 Let α = 3−
√
5
2 and R be a rotation of angle α. It is a 2-interval
exchange transformation on [0, 1) relative to the partition [0, 1− α), [1 − α, 1).
The induction graph G(R) of the transformation is represented in the left of
Figure 9.2.6.
Note that for a 2-interval exchange transformation T , one has [ψ(T )] =
[ϕ(T )], whereas in general the two transformations are not equivalent.
The induction graph of an interval exchange transformation can be infinite.
A sufficient condition for the induction graph to be finite is given in Section 9.3.
Let us now introduce a variant of this equivalence relation (and of the related
graph).
For a k-interval exchange transformation T = Tλ,π, with length vector λ =
(λ1, λ2, . . . , λk), we define the mirror transformation T˜ = Tλ˜,τ◦π of T , where
λ˜ = (λk, λk−1, . . . , λ1) and τ : i 7→ (k − i + 1) is the permutation that reverses
the names of the semi-intervals.
Given two interval exchange transformations T1 and T2 on the same alphabet
relative to two partitions of two semi-intervals [ℓ1, r1) and [ℓ2, r2) respectively,
we say that T1 and T2 are similar either if [T1] = [T2] or [T1] = [T˜2]. Clearly,
similarity is also an equivalent relation. We denote by 〈T 〉 the class of transfor-
mations similar to T .
Example 9.2.10 Let T be the interval exchange transformation of Exam-
ple 9.1.7. The transformation U = ϕ6(T ) is represented in Figure 9.2.5 (see
also Example 9.2.18). It is easy to verify that U is similar to the transformation
S of Example 9.2.8. Indeed, we can obtain the second transformation (up to
the separation points and the end points) by taking the mirror image of the
domain.
Note that the order of the labels, i.e. the order of the letters of the alphabet,
may be different from the order of the original transformation.
2α 2− 3α 4− 8α 1
b a c
10α− 3 5α− 1
c b a
Figure 9.2.5: The transformation U .
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As the equivalence relation, similarity also preserves minimality and regu-
larity.
Let T be an interval exchange transformation. We denote by
S(T ) =
⋃
n∈Z
T n
(
Sep(T )
)
the union of the orbits of the separation points. Let S be an interval exchange
transformation similar to T . Thus, there exists a bijection f : D(T ) \ S(T ) →
D(S) \ S(S). This bijection is given by an affine transformation, namely a
rescaling following by a translation if T and S are equivalent and a rescaling
following by a translation and a reflection otherwise. By the previous remark, if
T is a minimal exchange interval transformation and S is similar to T , then the
two interval exchange sets L(T ) and L(S) are equal up to permutation, that is
there exists a permutation π such that one for every w = a0a1 · · · an−1 ∈ L(T )
there exists a unique word v = b0b1 · · · bn−1 ∈ L(S) such that bi = π(ai) for all
i = 1, 2, . . . n− 1.
In a similar way as before, we can use the similarity in order to construct a
graph. For an interval exchange transformation T we define G˜(T ) the modified
induction graph of T as the directed (unlabelled) graph with vertices the similar
classes of transformations obtained starting from T and applying all possible
χ ∈ {ψ, ϕ}∗ and an edge from 〈S〉 to 〈U〉 if U = ψ(S) or U = ϕ(S) for two
transformations S ∈ 〈S〉 and U ∈ 〈U〉.
Note that this variant appears naturally when considering the Rauzy induc-
tion of a 2-interval exchange transformation as a continued fraction expansion.
There exists a natural bijection between the closed interval [0, 1] of the real line
and the set of 2-interval exchange transformation given by the map x 7→ Tλ,π
where π = (12) and λ = (λ1, λ2) is the length vector such that x =
λ1
λ2
.
In this view, the Rauzy induction corresponds to the Euclidean algorithm,
i.e. the map E : R2+ → R2+ given by
E(λ1, λ2) =
{
(λ1 − λ2, λ2) if λ1 ≥ λ2
(λ1, λ2 − λ2) otherwise.
Applying iteratively the Rauzy induction starting from T corresponds then
to the continued fraction expansion of x.
Example 9.2.11 Let α and R be as in Example 9.2.9. The modified induction
graph G˜(R) of the transformation is represented on the right of Figure 9.2.6.
Note that the ratio of the two lengths of the semi-intervals exchanged by T is
1− α
α
=
1 +
√
5
2
= φ = 1 +
1
1 + 11+···
.
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[R]
ψ, ϕ
ψ, ϕ
〈R〉
Figure 9.2.6: Induction graph and modified induction graph of the rotation R
of angle α= (3−√5)/2.
9.2.3 Induction and automorphisms
Let T = Tλ,π be a regular interval exchange on [ℓ, r) relative to (I(a))a∈A. Set
A = {a1, . . . , ak}. Recall now from Subsection 9.1.2 that for any z ∈ [ℓ, r), the
natural coding of T relative to z is the infinite word ΣT (z) = b0b1 · · · on the
alphabet A with bn ∈ A defined for n ≥ 0 by bn = a if T n(z) ∈ Ia.
Denote by θ1, θ2 the morphisms from A
∗ into itself defined by
θ1(a) =
{
aπ(k)ak if a = aπ(k)
a otherwise
, θ2(a) =
{
aπ(k)ak if a = ak
a otherwise
.
The morphisms θ1, θ2 extend to automorphisms of the free group on A.
Proposition 9.2.12 Let T be a regular interval exchange transformation on
the alphabet A and let S = ψ(T ), I = Z(T ). There exists an automorphism θ
of the free group on A such that ΣT (z) = θ(ΣS(z)) for any z ∈ I.
Proof. Assume first that γk < δπ(k) (Case 0). We have Z(T ) = [ℓ, δπ(k)) and for
any x ∈ Z(T ),
S(z) =
{
T 2(z) if z ∈ K(aπ(k)) = I(aπ(k))
T (z) otherwise.
We will prove by induction on the length of w that for any z ∈ I, ΣS(z) ∈ wA∗
if and only if ΣT (z) ∈ θ1(w)A∗. The property is true if w is the empty word.
Assume next that w = av with a ∈ A and thus that z ∈ I(a). If a 6= aπ(k), then
θ1(a) = a, S(z) = T (z) and
ΣS(z) ∈ avA∗ ⇔ ΣS(S(z)) ∈ vA∗ ⇔ ΣT (T (z)) ∈ θ1(v)A∗ ⇔ ΣT (z) ∈ θ1(w)A∗.
Otherwise, θ1(a) = aπ(k)ak, S(z) = T
2(z). Moreover, ΣT (z) = aπ(k)akΣT (T
2(z))
and thus
ΣS(z) ∈ avA∗ ⇔ ΣS(S(z)) ∈ vA∗ ⇔ ΣT (T 2(z)) ∈ θ1(v)A∗ ⇔ ΣT (z) ∈ θ1(w)A∗.
If Tdπ(k) < dk (Case 1), we have Z(T ) = [ℓ, dk) and for any z ∈ Z(T ),
S(z) =
{
T 2(z) if z ∈ K(ak) = T−1I(ak)
T (z) otherwise.
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As in Case 0, we will prove by induction on the length of w that for any z ∈ I,
ΣS(z) ∈ wA∗ if and only if ΣT (z) ∈ θ2(w)A∗.
The property is true if w is empty. Assume next that w = av with a ∈ A.
If a 6= ak, then θ2(a) = a, S(z) = T (z) and z ∈ K(a) ⊂ I(a). Thus
ΣS(z) ∈ avA∗ ⇔ ΣS(S(z)) ∈ vA∗ ⇔ ΣT (T (z)) ∈ θ2(v)A∗ ⇔ ΣT (z) ∈ θ2(w)A∗.
Next, if a = ak, then θ2(a) = aπ(k)ak, S(z) = T
2(z) and z ∈ Kak = T−1(Iak) ⊂
I(aπ(k)). Thus
ΣS(z) ∈ avA∗ ⇔ ΣS(S(z)) ∈ vA∗ ⇔ ΣT (T 2(z)) ∈ θ2(v)A∗ ⇔ ΣT (z) ∈ θ2(w)A∗.
where the last equivalence results from the fact that ΣT (z) ∈ aπ(k)akA∗. This
proves that ΣT (z) = θ2(ΣS(z)).
Example 9.2.13 Let T be the transformation of Example 9.1.7. The automor-
phism θ1 is defined by
θ1(a) = ac, θ1(b) = b, θ1(c) = c.
The right Rauzy induction gives the transformation S = ψ(T ) computed in Ex-
ample 9.1.19. One has ΣS(α) = bacba · · · and ΣT (α) = baccbac · · · = θ1(ΣS(α)).
We state the symmetrical version of Proposition 9.2.12 for left Rauzy induc-
tion. The proof is analogous.
Proposition 9.2.14 Let T be a regular interval exchange transformation on
the alphabet A and let S = ϕ(T ), I = Y (T ). There exists an automorphism θ
of the free group on A such that ΣT (z) = θ(ΣS(z)) for any z ∈ I.
Combining Propositions 9.2.12 and 9.2.14, we obtain the following state-
ment.
Theorem 9.2.15 Let T be a regular interval exchange transformation. For
χ ∈ {ϕ, ψ}∗, let S = χ(T ) and let I be the domain of S. There exists an
automorphism θ of the free group on A such that ΣT (z) = θ(ΣS(z)) for all
z ∈ I.
Proof. The proof follows easily by induction on the length of χ using Proposi-
tions 9.2.12 and 9.2.14.
Note that if the transformations T and S = χ(T ), with χ ∈ {ψ, ϕ}∗ , are
equivalent, then there exists a point z0 ∈ D(S) ⊆ D(T ) such that z0 is a
fixpoint of the isometry that transforms D(S) into D(T ) (if χ is different from
the identity map, this point is unique). In that case one has ΣS(z0) = ΣT (z0) =
θ (ΣS(z0)) for an appropriate automorphism θ, i.e. ΣT (z0) is a fixpoint of an
appropriate automorphism.
We now prove the following statement, which gives for regular interval ex-
changes, a direct proof of the Return Theorem (Theorem 8.1.14).
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Corollary 9.2.16 Let T be a regular interval exchange transformation and let
X = X(T ). For w ∈ L(T ), the set RX(w) is a basis of the free group on A.
Proof. By Proposition 9.1.21, the semi-interval J(w) is admissible. By Theo-
rem 9.2.3 there is a sequence χ ∈ {ϕ, ψ}∗ such that D(χ(T )) = J(w). Moreover,
the transformation S = χ(T ) is the transformation induced by T on J(w). By
Theorem 9.2.15 there is an automorphism θ of the free group on A such that
ΣT (z) = θ(ΣS(z)) for any z ∈ J(w).
By Lemma 9.1.24, we have x ∈ RX(w) if and only if ΣT (z) = xΣT (S(z)))
for some z ∈ J(w). This implies that RX(w) = θ(A). Indeed, for any z ∈ J(w),
let a is the first letter of ΣS(z). Then
ΣT (z) = θ(ΣS(z)) = θ(aΣS(S(z))) = θ(a)θ(ΣS(Sz)) = θ(a)ΣT (S(z)).
Thus x ∈ RX(w) if and only if there is a ∈ A such that x = θ(a). This proves
that the set RX(w) is a basis of the free group on A.
We illustrate this result with the following examples.
Example 9.2.17 We consider again the transformation T of Example 9.1.7 and
X = X(T ). We have RX(c) = {bac, bbac, c} (see Example 9.1.7). We represent
in Figure 9.2.7 the sequence χ of Rauzy inductions such that J(c) is the domain
of χ(T ).
a
b
c
b
c
a
a7→ac→
a
b
c
b
c
a a7→ba→
a
b
c
b
c
a b7→ba→
a
b
w
c
b
a
Figure 9.2.7: The sequence χ ∈ {ϕ, ψ}∗
The sequence is composed of a right induction followed by two left inductions.
We have indicated on each edge the associated automorphism (indicating only
the image of the letter which is modified). We have χ = ϕ2ψ and the resulting
composition θ of automorphisms gives
θ(a) = bac, θ(b) = bbac, θ(c) = c.
Thus RX(c) = θ(A).
Example 9.2.18 Let T and X be as in the preceding example. Let U be the
transformation induced by T on Ja. We have U = ϕ
6(T ) and a computation
shows that for any z ∈ Ja, ΣT (z) = θ(ΣU (z)) where θ is the automorphism of
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the free group on A = {a, b, c} which is the coding morphism for RX(a) defined
by:
θ(a) = ccba, θ(b) = cbba, θ(c) = ccbba.
One can verify that L(U) = L(S), where S is the transformation obtain from T
by permuting the labels of the intervals according to the permutation π = (acb).
Note that L(U) = L(S) although S and U are not identical, even up to
rescaling the intervals. Actually, the rescaling of U to a transformation on [0, 1)
corresponds to the mirror image of S, obtained by taking the image of the
intervals by a symmetry centered at 1/2.
Note that in the above examples, all lengths of the intervals belong to the
quadratic number field Q[
√
5].
In the next Section we will prove that if a regular interval exchange trans-
formation T is defined over a quadratic field, then the family of transformations
obtained from T by the Rauzy inductions contains finitely many distinct trans-
formations up to rescaling.
9.3 Interval exchange over a quadratic field
An interval exchange transformation is said to be defined over a number field
K ⊂ R if the lengths of all exchanged semi-intervals belong to K. Let T be
a minimal interval exchange transformation on semi-intervals defined over a
quadratic number field. Let (Tn)n≥0 be a sequence of interval exchange trans-
formation such that T0 = T and Tn +1 is the transformation induced by Tn on
one of its exchanged semi-intervals In .
Theorem 9.3.1 (Boshernitzan, Carrol) If T is defined over a quadratic num-
ber field, up to rescaling all semi-intervals In to the same length, the sequence
(Tn) contains finitely many distinct transformations.
It is possible to generalize this result and prove that, under the above hy-
pothesis on the lengths of the semi-intervals and up to rescaling and translation,
there are finitely many transformations obtained by the branching Rauzy induc-
tion defined in Section 9.2.
Theorem 9.3.2 Let T be a regular interval exchange transformation defined
over a quadratic field. The family of all induced transformation of T over an
admissible semi-interval contains finitely many distinct transformations up to
equivalence.
An immediate corollary of Theorem 9.3.2 is the following.
Corollary 9.3.3 Let T be a regular interval exchange transformation defined
over a quadratic field. Then the induction graph G(T ) and the modified induction
graph G˜(T ) are finite.
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Example 9.3.4 Let T be the regular interval exchange transformation of Ex-
ample 9.1.7. The modified induction graph G˜(T ) is represented in Figure 9.3.1.
The transformation T belongs to the similarity class 〈T1〉 as well as transforma-
tions S of Example 9.2.8 and U of Example 9.2.10. The transformations ψ(T )
and ψ2(T ) of Example 9.2.2 belongs respectively to classes 〈T2〉 and 〈T4〉, while
the two last transformations of Figure 9.2.7, namely ϕψ(T ) and ϕ2ψ(T ), be-
longs respectively to 〈T5〉 and 〈T7〉. Finally, the left Rauzy induction sequence
from T to U = ϕ6(T ) corresponds to the loop 〈T1〉 → 〈T3〉 → 〈T4〉 → 〈T6〉 →
〈T7〉 → 〈T8〉 → 〈T1〉 in G˜(T ) (indicated by thick edges in Figure 9.3.1).
〈T1〉
〈T3〉
〈T2〉
〈T4〉〈T5〉
〈T6〉
〈T7〉
〈T8〉
Figure 9.3.1: Modified induction graph of the transformation T .
9.3.1 Primitive substitution shifts
In this section we prove an important property of interval exchange transforma-
tions defined over a quadratic field, namely that the related interval exchange
shifts are primitive substitution shifts.
Theorem 9.3.5 Let T be a regular interval exchange transformation defined
over a quadratic field. The interval exchange shift X(T ) is a primitive substi-
tution shift.
Example 9.3.6 Let T = Tλ,π be the transformation of Example 9.1.7 (see
also 9.1.7). The shift X(T ) is a primitive substitution shift, as we have seen.
This can be obtained as a consequence of Theorem 9.3.5. Indeed the transfor-
mation T is regular and the length vector λ = (1−2α, α, α) belongs to Q [√5]3.
In order to prove Theorem 9.3.5 we need some preliminary results.
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Proposition 9.3.7 Let T, χ(T ) be two equivalent regular interval exchange trans-
formations with χ ∈ {ϕ, ψ}∗. There exists a primitive morphism θ and a point
z ∈ D(T ) such that the natural coding of T relative to z is a fixpoint of θ.
Proof. Since T is regular, it is minimal and thus the set L(T ) is uniformly
recurrent. Thus, there exists a positive integer N such that every letter of
the alphabet appears in every word of length N of L(T ). Moreover, by Theo-
rem 9.2.7, applying iteratively the Rauzy induction, the length of the domains
tends to zero.
Consider T ′ = χm(T ), for a positive integer m, such that D(T ′) < ε, where
ε is the positive real number for which, by Lemma 9.1.6, the first return map
for every point of the domain is “longer” than N , i.e. T ′(z) = T n(z)(z), with
n(z) ≥ N , for every z ∈ D(T ′).
By Theorem 9.2.15 and the remark following it, there exists an automor-
phism θ of the free group and a point z ∈ D(T ′) ⊆ D(T ) such that the natural
coding of T relative to z is a fixpoint of θ, that is ΣT (z) = θ (ΣT (z)).
By the previous argument, the image of every letter by θ is longer than N ,
hence it contains every letter of the alphabet as a factor. Therefore, θ is a
primitive morphism.
Using the previous results we can finally prove Theorem 9.3.5.
Proof of Theorem 9.3.5. By Theorem 9.3.2 there exists a regular interval
transformation S such that we can find in the induction graph G(T ) a path
from [T ] to [S] followed by a cycle on [S]. Thus, by Theorem 9.2.15 there
exist a point z ∈ D(S) and two automorphisms θ, η of the free group such that
ΣT (z) = θ (ΣS(z)), with ΣS(z) a fixpoint of η.
By Proposition 9.3.7 we can suppose, without loss of generality, that η is
primitive. Therefore, X(T ) is a primitive substitution shift.
9.4 Linear involutions
Let A be an alphabet of cardinality k with an involution θ and the corresponding
specular group Gθ. Note that we allow θ to have fixed points. Recall that, in the
group Gθ, we have θ(a) = a
−1. Thus, when θ has no fixed points, the alphabet
A can be identitified with B ∪B−1 in such a way that Gθ is the free group on
B.
We consider two copies I ×{0} and I ×{1} of an open interval I of the real
line and denote Iˆ = I × {0, 1}. We call the sets I × {0} and I × {1} the two
components of Iˆ. We consider each component as an open interval.
A generalized permutation on A of type (ℓ,m), with ℓ+m = k, is a bijection
π : {1, 2, . . . , k} → A. We represent it by a two line array
π =
(
π(1) π(2) . . . π(ℓ)
π(ℓ + 1) . . . π(ℓ+m)
)
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A length data associated with (ℓ,m, π) is a nonnegative vector λ ∈ RA+ = Rk+
such that
λπ(1) + . . .+ λπ(ℓ) = λπ(ℓ+1) + . . .+ λπ(k) and λa = λa−1 for all a ∈ A.
We consider a partition of I × {0} (minus ℓ − 1 points) in ℓ open intervals
Iπ(1), . . . , Iπ(ℓ) of lengths λπ(1), . . . , λπ(ℓ) and a partition of I×{1} (minus m−1
points) in m open intervals Iπ(ℓ+1), . . . , Iπ(ℓ+m) of lengths λπ(ℓ+1), . . . , λπ(ℓ+m).
Let Σ be the set of k − 2 division points separating the intervals Ia for a ∈ A.
The linear involution on I relative to these data is the map T = σ2 ◦ σ1
defined on the set Iˆ \Σ, formed of Iˆ minus the k− 2 division points, and which
is the composition of two involutions defined as follows.
(i) The first involution σ1 is defined on Iˆ \ Σ. It is such that for each a ∈ A,
its restriction to Ia is either a translation or a symmetry from Ia onto
Ia−1 .
(ii) The second involution σ2 exchanges the two components of Iˆ. It is defined,
for (x, δ) ∈ Iˆ, by σ2(x, δ) = (x, 1 − δ). The image of z by σ2 is called the
mirror image of z.
We also say that T is a linear involution on I and relative to the alphabet A
or that it is a k-linear involution to express the fact that the alphabet A has k
elements.
Example 9.4.1 Let A = {a, b, c, d, a−1, b−1, c−1, d−1} and
π =
(
a b a−1 c
c−1 d−1 b−1 d
)
Let T be the 8-linear involution corresponding to the length data represented
in Figure 9.4.1 (we represent I × {0} above I × {1}) with the assumption that
the restriction of σ1 to Ia and Id is a symmetry while its restriction to Ib, Ic is
a translation.
I × {0}
I × {1}
z
T zT 2z
a b a−1 c
c−1 d−1 b−1 d
Figure 9.4.1: A linear involution.
We indicate on the figure the effect of the transformation T on a point z
located in the left part of the interval Ia. The point σ1(z) is located in the
right part of Ia−1 and the point T (z) = σ2σ1(z) is just below on the left of Ib−1 .
Next, the point σ1T (z) is located on the left part of Ib and the point T
2(z) just
below.
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Thus the notion of linear involution is an extension of the notion of interval
exchange transformation in the following sense. Assume that
(i) ℓ = m,
(ii) for each letter a ∈ A, the interval Ia belongs to I ×{0} if and only if Ia−1
belongs to I × {1},
(iii) the restriction of σ1 to each subinterval is a translation.
Then, the restriction of T to I × {0} is an interval exchange (and so is its
restriction to I × {1} which is the inverse of the first one). Thus, in this case,
T is a pair of mutually inverse interval exchange transformations.
Note that we consider here interval exchange transformations defined by a
partition of an open interval minus ℓ − 1 points in ℓ open intervals. The usual
notion of interval exchange transformation uses a partition of a semi-interval
in a finite number of semi-intervals. One recovers the usual notion of interval
exchange transformation on a semi-interval by attaching to each open interval
its left endpoint.
A linear involution T is a bijection from Iˆ \ Σ onto Iˆ \ σ2(Σ). Since σ1, σ2
are involutions and T = σ2 ◦ σ1, the inverse of T is T−1 = σ1 ◦ σ2.
The set Σ of division points is also the set of singular points of T and their
mirror images are the singular points of T−1 (which are the points where T
(resp. T−1) is not defined). Note that these singular points z may be ‘false’
singularities, in the sense that T can have a continuous extension to an open
neighborhood of z.
Two particular cases of linear involutions deserve attention.
A linear involution T on the alphabet A relative to a generalized permutation
π of type (ℓ,m) is said to be nonorientable if there are indices i, j ≤ ℓ such that
π(i) = π(j)−1 (and thus indices i, j ≥ ℓ + 1 such that π(i) = π(j)−1). In other
words, there is some a ∈ A for which Ia and Ia−1 belong to the same component
of Iˆ. Otherwise T is said to be orientable.
A linear involution T = σ2 ◦ σ1 on I relative to the alphabet A is said to
be coherent if, for each a ∈ A, the restriction of σ1 to Ia is a translation if and
only if Ia and Ia−1 belong to distinct components of Iˆ.
Example 9.4.2 The linear involution of Example 9.4.1 is coherent.
Linear involutions which are orientable and coherent correspond to interval
exchange transformations, whereas orientable but noncoherent linear involutions
are called interval exchanges with flip.
A connexion of a linear involution T is a triple (x, y, n) where x is a singu-
larity of T−1, y is a singularity of T , n ≥ 0 and T nx = y.
Example 9.4.3 Let us consider the linear involution T which is the same as
in Example 9.4.1 but such that the restriction of σ1 to Ic is a symmetry. Thus
T is not coherent. We assume that I =]0, 1[, that λa = λd. Let x = (1 − λd, 0)
and y = (λa, 0).
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Then x is a singularity of T−1 (σ2(x) is the left endpoint of Id), y is a
singularity of T (it is the right endpoint of Ia) and T (x) = y. Thus (x, 1, y) is
a connexion.
Example 9.4.4 Let T be the linear involution on I =]0, 1[ represented in Fig-
ure 9.4.2. We assume that the restriction of σ1 to Ia is a translation whereas
the restriction to Ib and Ic is a symmetry. We choose (3−
√
5)/2 for the length
of the interval Ic (or Ib). With this choice, T has no connexions.
a b b−1
c c−1 a−1
Figure 9.4.2: A linear involution without connexions.
Let T be a linear involution without connexions. Let
O =
⋃
n≥0
T−n(Σ) and Oˆ = O ∪ σ2(O) (9.4.1)
be respectively the negative orbit of the singular points and its closure under
mirror image. Then T is a bijection from Iˆ \ Oˆ onto itself. Indeed, assume
that T (z) ∈ Oˆ. If T (z) ∈ O then z ∈ O. Next if T (z) ∈ σ2(O), then T (z) ∈
σ2(T
−n(Σ)) = T n(σ2(Σ)) for some n ≥ 0. We cannot have n = 0 since σ2(Σ)
is not in the image of T . Thus z ∈ T n−1(σ2(Σ)) = σ2(T−n+1(Σ)) ⊂ σ2(O).
Therefore in both cases z ∈ Oˆ. The converse implication is proved in the same
way.
9.4.1 Minimal linear involutions
A linear involution T on I without connexions is minimal if for any point z ∈
Iˆ \ Oˆ the nonnegative orbit of z is dense in Iˆ.
Note that when a linear involution is orientable, that is, when it is a pair of
interval exchange transformations (with or without flips), the interval exchange
transformations can be minimal although the linear involution is not since each
component of Iˆ is stable by the action of T .
Example 9.4.5 Let us consider the noncoherent linear involution T which is
the same as in Example 9.4.1 but such that the restriction of σ1 to Ic is a
symmetry, as in Example 9.4.3. We assume that I =]0, 1[, that λa = λd, that
1/4 < λc < 1/2 and that λa + λb < 1/2. Let z = 1/2 + λc (see Figure 9.4.3).
We have then T 3(z) = z, showing that T is not minimal. Indeed, since z ∈ Ic,
we have T (z) = 1 − z = 1/2 − λc. Since T (z) ∈ Ia we have T 2(z) = (λa +
λb) + (λa − 1 + z) = z − λc = 1/2. Finally, since T 2(z) ∈ Id−1 , we obtain
1− T 3(z) = T 2(z)− λc = 1− z and thus T 3(z) = z.
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I × {0}
I × {1}
z = T 3zT z
T 2z
a b a−1 c
c−1 d−1 b−1 d
Figure 9.4.3: A noncoherent linear involution.
We quote without proof the following result, analogous to Keane Theorem
(Theorem 9.1.2) for interval exchange transformations.
Proposition 9.4.6 Let T be a linear involution without connexions on I. If T
is nonorientable, it is minimal. Otherwise, its restriction to each component of
Iˆ is minimal.
9.4.2 Natural coding
Let T be a linear involution on I, let Iˆ = I ×{0, 1} and let Oˆ be the set defined
by Equation (9.4.1).
Given z ∈ Iˆ \ Oˆ, the infinite natural coding of T relative to z is the infinite
word ΣT (z) = (an)n∈Z on the alphabet A defined by
an = a if T
n(z) ∈ Ia.
We first observe that the factors of ΣT (z) are reduced. Indeed, assume that
an = a and an+1 = a
−1 with a ∈ A. Set x = T n(z) and y = T (x) = T n+1(z).
Then x ∈ Ia and y ∈ Ia−1 . But y = σ2(u) with u = σ1(x). Since x ∈ Ia, we have
u ∈ Ia−1 . This implies that y = σ2(u) and u belong to the same component of
Iˆ, a contradiction.
We denote by X(T ) the set of infinite natural codings of T . We say that
X(T ) is the natural coding of T . We also denote L(T ) = L(X(T )).
Example 9.4.7 Let T be the linear involution of Example 9.4.4. The words of
length at most 3 of S = L(T ) are represented in Figure 9.4.4.
The set S can actually be defined directly as the set of factors of the substi-
tution
f : a 7→ cb−1, b 7→ c, c 7→ ab−1.
which extends to an automorphism of the free group on {a, b, c}. Indeed, the
application twice of Rauzy induction on T gives a linear involution which is the
same as T (with the two copies of [0, 1] interchanged). This gives the explanation
of why the substitution shift of Example 8.3.30 is specular.
Define, as for an interval exchange transformation, for a word w = a0a1 · · · an
with ai ∈ A ∪ A−1,
Iw = Ia0 ∩ T−1(Ia1) ∩ . . . ∩ T−n(Ian).
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a
b
b−1
b−1
c−1
a−1
c
c−1
c
c−1
c
a
b
a
b
a−1
c
c−1
c
b
b−1
a
b
b
b−1
a−1
c−1
c−1
b−1
a−1
Figure 9.4.4: The words of length at most 3 of L(X).
It is clear that
w ∈ L(T )⇔ Iw 6= ∅. (9.4.2)
Proposition 9.4.8 Let T be a linear involution. The set L(T ) is a laminary
set.
Proof. Set T = σ2 ◦ σ1. We claim that for any nonempty word u ∈ L(T ), one
has Iu−1 = σ1T
|u|−1(Iu).
To prove the claim, we use an induction on the length of u. The property
holds for |u| = 1 by definition of σ1. Next, consider u ∈ L(T ) and a ∈ A ∪ A−1
such that ua ∈ L(T ).
Since T−1 = σ1 ◦ σ2, we have, using the induction hypothesis,
σ1T
|u|(Iua) = σ1T |u|(Iu ∩ T−|u|(Ia)) = σ1T |u|(Iu) ∩ σ1(Ia)
= σ1σ2σ1T
|u|−1(Iu) ∩ σ1(Ia) = σ1σ2(Iu−1) ∩ Ia−1 = Ia−1u−1
where the last equality results from Ia−1u−1 = T
−1Iu−1 ∩ Ia−1 .
We easily deduce from the claim that the set L(T ) is closed under taking
inverses. Furthermore it is a factorial subset of the group Gθ. It is thus a
laminary set.
We prove the following result.
Theorem 9.4.9 The natural coding of a linear involution without connexions
is a specular shift.
We first prove the following lemma, which replaces for linear involutions
Conditions (9.1.2) and (9.1.3).
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Lemma 9.4.10 Let T be a linear involution. For every nonempty word w and
letter a ∈ A, one has
(i) a ∈ L(w)⇔ σ2(Ia−1) ∩ Iw 6= ∅ ,
(ii) a ∈ R(w)⇔ σ2(Ia) ∩ Iw−1 6= ∅.
Proof. By (9.4.2), we have a ∈ L(w) if and only if Iaw 6= ∅, which is also
equivalent to T (Iaw) 6= ∅ . By definition of Iaw, we have T (Iaw) = T (Ia) ∩ Iw.
Since T = σ2 ◦ σ1 and since σ1(Ia) = Ia−1 , we have a ∈ L(w) if and only
if σ2(Ia−1) ∩ Iw 6= ∅ . Next, since L(T ) is closed under taking inverses by
Proposition 9.4.8, we have aw ∈ L(T ) if and only if w−1a−1 ∈ L(T ). Thus
a ∈ R(w) if and only if a−1 ∈ L(w−1) , whence the second equivalence
Given a linear involution T on I , we introduce two orders on L(T ) as follows.
For any u, v ∈ L(T ) , one has
(i) u <R v if and only if Iu < Iv ,
(ii) u <L v if and only if Iu−1 < Iv−1 .
Lemma 9.4.11 Let T be a linear involutions on I without connexion. Let
w ∈ L(T ) and a, a′ ∈ L(w) (resp. b, b′ ∈ R(w)). Then 1⊗ a, 1⊗ a′ (resp. b⊗ 1
, b′⊗ 1) are in the same connected component of E(w) if and only if Ia−1 , Ia′−1
(resp. Ib, Ib′ ) are in the same component of Iˆ .
Proof. If (1 ⊗ a, b ⊗ 1) ∈ E(w) , then σ2(Ia−1) ∩ Iwb 6= ∅ . Thus Ia−1 and
Iwb belong to distinct components of Iˆ . Consequently, if a, a
′ ∈ L(w) (resp.
R(w)) belong to the same connected component of E(w), then Ia−1 , Ia′−1 (resp.
Iwa , Iwa′ ) belong to the same component of Iˆ . Conversely, let a, a
′ ∈ L(w)
be such that a, a′ belong to the same component of Iˆ . We may assume that
a <L a
′. There is a reduced path (i.e., it does not use twice consecutively the
same edge) in E(w) from a to a′ which is the sequence a1, b1, ..., bn−1, an with
a1 = a and an = a
′ with a1 <L a2 <L <L an , wb1 <R wb2 <R <R wbn−1 and
σ2(Ia−1
i
) ∩ Iwbi 6= ∅ , σ2(Ia−1
i+1
) ∩ Iwbi 6= ∅ for 1 ≤ i ≤ n− 1 (see Figure 9.4.5 for
an illustration).
wb1 wb2 wbn−1
a−11 a
−1
2 a
−1
n−1 a
−1
n
Figure 9.4.5: A path from a1 to an in E(w).
Note that the hypothesis that T is without connexion is needed since other-
wise the right boundary of σ2(Ia−1) could be the left boundary of Iwbi . The as-
sertion concerning b, b′ ∈ R(w) is a consequence of the first one since b, b′ ∈ R(w)
if and only if b−1, b′−1 ∈ L(w−1).
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Proof of Theorem 9.4.9. Let T be a linear involution without connexions. By
Proposition 9.4.8, the set L(T ) is symmetric. Since it is by definition extendable
and formed of reduced words, it is a laminary set.
There remains to show that X(T ) is dendric of characteristic 2. Let us
first prove that for any w ∈ L(T ), the graph E(w) is acyclic. Assume that
(1⊗ a1, b1⊗ 1, . . . , 1⊗ an, bn⊗ 1) is a path in E(w) with (a1, ..., an) ∈ L(w) and
b1, ..., bn ∈ R(w). We may assume that the path is reduced, that n ≥ 2 and also
that a1 <L a2. It follows that a1 <L . . . <L an and wb1 <R . . . <R wbn (see
Figure 9.4.5). Thus it is not possible to have an edge (a1, bn), which shows that
E(w) is acyclic.
Let a, a′ ∈ A. If Ia−1 and Ia′−1 are in the same component of Iˆ, then 1 ⊗ a
and 1⊗ a′ are in the same connected component of E(ε). Thus E(ε) is a union
of two trees.
Next, if w ∈ L(T ) is nonempty and 1⊗ a, 1⊗ a′ ∈ L(w), then Ia−1 and Ia′−1
are in the same component of Iˆ (by Lemma9.4.10), and thus 1⊗ a, 1⊗ a′ are in
the same connected component of E(w). Thus E(w) is a tree.
We now present an example of a linear involution on an alphabet A where
the involution θ has fixed points.
Example 9.4.12 Let A = {a, b, c, d} be as in Example 8.3.1 (in particular, d =
b−1, a = a−1, c = c−1). Let T be the linear involution represented in Figure 9.4.6
a d
b c
Figure 9.4.6: A linear involution on A = {a, b, c, d}.
with σ1 being a translation on Ib and a symmetry on Ia, Ic. Choosing (3−
√
5)/2
for the length of Ib, the involution is without connexions. Thus L(T ) is a
specular set.
Note that the natural coding of the linear involution T is equal to the set
of factors of the shift of Example 8.3.14. Indeed, consider the interval exchange
V on the interval Y =]0, 1[ represented in Figure 9.4.7 on the right, which is
obtained by using two copies of the interval exchange U defining the Fibonacci
set (represented in Figure 9.4.7 on the left). Let X =]0, 1[×{0, 1} and let α :
Y → X be the map defined by
α(z) =
{
(z, 0) if z ∈]0, 1[
(2− z, 1) otherwise.
Then α ◦ V = T ◦ α and thus L(V ) = L(T ).
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0 1a b
b−1 a−1
0 1 2a b c d
d−1 c−1 b−1 a−1
Figure 9.4.7: Interval exchanges U and V for the Fibonacci set and its doubling.
9.5 Exercises
Section 9.1
9.1 Let T be the s-interval exchange transformation on the intervals ∆i defined
by a permutation π. Let λi be the length of ∆i. Let λ be the column vector with
coordinates λi. Set Tx = x+αi for x ∈ ∆i. Show that there is an antisymmetric
matrix M such that the column vector α with coordinates αi is defined by
α =Mλ. (9.5.1)
9.2 Set I(ε) = I for and I(au) = ∆a ∩ T−1(I(u)) for u ∈ A∗. Show that every
nonempty I(w) is a semi-interval.
9.3 Let J(w) be defined by J(ε) = I and by
J(ua) = TJ(u) ∩ T∆a (9.5.2)
for a ∈ A and u ∈ A∗. Show that the nonempty sets J(w) are semi-intervals.
9.6 Solutions
Section 9.1
9.1 We have
αi =
∑
k<π−1(i)
λπ(k) −
∑
k<i
λk. (9.6.1)
Indeed, the first term of the right hand side is the left boundary of T∆i and the
second one is the left boundary of ∆i. Setting
Mij =

1 if π−1(i) > π−1(j) and i < j
−1 if π−1(i) < π−1(j) and i > j
0 otherwise
we obtain the desired alternating matrix.
9.2 We use an induction on the length of w. The property is true if w is the
empty word. Next, assume that I(w) is a semi-interval and let a be a letter.
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Then T (I(aw)) = T (∆a)∩I(w) is a semi-interval since T (∆a) is a semi-interval
and also I(w) by induction hypothesis. Since I(aw) ⊂ ∆a, the set T (I(aw)) is
a translation of I(aw), which is therefore also a semi-interval.
9.3 The proof is symmetrical to the proof for I(w), using this time the fact that
T−1J(wa) = J(w)∩∆a is a semi-interval and thus that J(wa) is a semi-interval
since J(wa) ⊂ T∆(a).
9.7 Notes
9.7.1 Interval exchange transformations
Interval exchange transformations were introduced by Keane (1975) who proved
Theorem 9.1.2. The condition defining regular interval exchange transforma-
tions is also called the infinite disjoint orbit condition or idoc .
The idea of Rauzy induction and Theorem 9.1.3 are from Rauzy (1979). For
more details on interval exchange transformations we refer to Cornfeld et al.
(1982), that we follow closely for the proof of Theorems 9.1.3 and 9.1.2. The
Cantor version of interval exchange transformations was introduced by Keane
(1975).
The notion of planar dendric shifts and Proposition 9.1.9 are from Berthe´ et al.
(2015d). The converse of Proposition 9.1.9, characterizing the languages of
regular interval exchange transformations, is proved in Ferenczi and Zamboni
(2008).
Theorem 9.1.14 is due to Gjerde and Johansen (2002). They also showed
that there are BV-dynamical systems satisfying the hypothesis of the theorem
that are not isomorphic to a Cantor version of an interval exchange transforma-
tion.
The BV-representation of non-minimal Cantor systems can also be consid-
ered. In Medynets (2006) the author shows that for Cantor dynamical systems
without periodic points (but not necessarily minimal) a BV-representation can
also be given. It is applied in Bezuglyi et al. (2009) to subshifts generated
by non-primitive substitutions. The authors show that they have stationary
BV-representations as in the minimal case.
Theorem 9.1.18 is Theorem 14 in Rauzy (1979) while Theorem 9.2.3 is The-
orem 23. Lemma 9.2.5 is the two-sided version of Lemma 22 in Rauzy (1979).
We have noted that for any s-interval exchange transformation on [ℓ, r) and
any semi-interval I of [ℓ, r[, the transformation S induced by T on I is an interval
exchange transformation on at most s + 2-intervals (Lemma 9.1.3). Actually,
it follows from the proof of Lemma 2, page 128 in Cornfeld et al. (1982) that,
if T is regular and S is an s-interval exchange transformation with separation
points Sep(S) = Div(I, T ) ∩ I, then I is admissible. Thus the converse of
Theorem 9.1.22 is also true.
Branching Rauzy induction is introduced in Dolce and Perrin (2017b) where
Theorem 9.2.3 appears. Actually, left Rauzy induction is already considered in
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Veech (1990) and Theorem 9.2.3 appears independently in Fickenscher (2017).
Proposition 9.2.12 appears in Jullian (2013).
On the relation between Rauzy induction and continued fractions, see Miernowski and Nogueira
(2013) for more details.
Theorem 9.3.1 is from Boshernitzan and Carroll (1997). In the same paper,
an extension to right Rauzy induction is suggested (but not complety devel-
oped). Theorem 9.3.2 is from Dolce and Perrin (2017b).
9.7.2 Linear involutions
Linear involutions were introduced in Danthony and Nogueira (1990). It is
also an extension of the notion of interval exchange with flip Nogueira (1989);
Nogueira et al. (2013). Our definition is somewhat more general than the one
used in Danthony and Nogueira (1990) and also that of Berthe´ et al. (2017b).
Orientable linear involutions correspond to orientable laminations, whereas co-
herent linear involutions correspond to orientable surfaces. Thus coherent nonori-
entable involutions correspond to nonorientable laminations on orientable sur-
faces.
Contrary to what happens with interval exchanges, it is shown in Danthony and Nogueira
(1990) that noncoherent linear involutions are almost surely not minimal.
Proposition 9.4.6 (already proved in (Boissy and Lanneau, 2009, Proposition
4.2) for the class of coherent involutions) is (Berthe´ et al., 2017b, Proposition
3.7). The proof uses Keane’s theorem proving that an interval exchange trans-
formation without connexions is minimal (Keane, 1975).
The interval exchange U built in Example 9.4.12 is actually the orientation
covering of the linear involution T (see Berthe´ et al. (2017b)).
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Chapter 10
Bratteli diagrams and
C
∗-algebras
In this chapter, we give a short introduction to the connexion between Bratteli
diagrams and C∗-algebras. These notions are closely related to our subject.
Indeed, one may associate to every ordered Bratteli diagram both a C∗-algebra
and a Cantor system. Minimal Cantor systems correspond to the so-called
properly ordered Bratteli diagrams and the dimension groups of the Cantor
system and of the algebra are the same
We define approximately finite dimensional algebras (AF algebras) as fol-
lows. A C∗-algebra A is an AF algebra if it is the closure of an increasing
sequence of finite dimensional subalgebras (Ak)k≥0. Let tk be the dimension of
Ak. To such an algebra A we associate a dimension group as a direct limit of
abelian groups Ztk .
The main object of this chapter is to prove the theorem of Elliott (The-
orem 10.3.17). It asserts that two unital approximately finite algebras are ∗-
isomorphic if and only if their dimension groups are isomorphic. In this way the
difficult problem of isomorphism of C∗-algebras is, in the case of AF algebras,
reduced to the easier problem of isomorphism of dimension groups.
In the first section, we show how Bratteli diagrams can describe embeddings
of sequences of finite dimensional algebras. In the next section (Section 10.2,
we give a brief introduction to C∗-algebras. In Section 10.2.3 we introduce
envelopping C∗-algebras and use them to define direct limits of C∗-algebras.
Eliott’s Theorem (Theorem 10.3.17) is presented in Section 10.3
10.1 Bratteli diagrams
Let us first give a modified version of Bratteli diagrams adapted to the purpose
of this chapter and which essentially differs by the addition of integer labels to
the vertices. A Bratteli diagram, as defined in Chapter 6, is an infinite labeled
multigraph. Its set of nodes of level k consists of pairs (k, j) with p ≥ 0 and
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1 ≤ j ≤ tk with t0 = 1 (there is only one vertex at level 0). There are a(k)ij ≥ 0
arrows from (k, j) to (k + 1, i). We denote by Mk the tk+1 × tk-matrix with
coefficients a
(k)
ij . We label the vertex (k + 1, i) of the diagram by the integer
n(k + 1, i) =
tp∑
j=1
a
(k)
ij n(k, j) (10.1.1)
with n(0, 1) = 1. Conversely, any sequence (Mk)k≥1 of nonnegative integer
matrices defines a Bratteli diagram as above. By convention, we assume that
M0 =
[
1 1 . . . 1
]t
and that n(0, 1) = 1. Thus n(1, i) = 1 for 1 ≤ i ≤ t1.
Example 10.1.1 The graph represented in Figure 10.1.1 with all matrices Mk
for k ≥ 1 equal to the matrix
[
1 1
1 0
]
is a Bratteli diagram. The levels k =
0, 1, 2, . . . are growing horizontally from left to right and on each level the vertices
are numbered vertically from bottom to top. The integer labelling each node
(k, j) is n(k, j).
1
1
1
1
2
2
3
3
5
5
8 . . .
Figure 10.1.1: A Bratteli diagram.
Example 10.1.2 The graph represented in Figure 10.1.2 is a Bratteli diagram
which corresponds to all matrices Mn equal to
[
1 1
0 1
]
.
1
1
1
2
1
3
1
4
1
5
1
. . .
. . .
Figure 10.1.2: A second Bratteli diagram.
We will now explain how a Bratteli diagram describes a sequence
A1
π1→ A2 π2→ A3 π3→ · · ·
of algebras Ak and morphisms πk : Ak → Ak+1.
Let M be an ℓ × k-matrix with coefficients aij ≥ 0, let (m1, . . . ,mt) be
integers and let (n1, . . . , ns) be such that
ni =
t∑
i=1
aijmj (1 ≤ i ≤ ℓ).
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Let A1 =Mm1 ⊕ . . .⊕Mmt and A2 =Mn1 ⊕ . . .⊕Mns whereMn denotes
the algebra of n×n-matrices with complex coefficients. We associate to an s×t-
matrix M with integer nonnegative coefficients aij the morphism ϕ : A1 → A2
defined as ϕ = ϕ1 ⊕ . . .⊕ ϕt with
ϕi = id
(ai1)
m1 ⊕ . . .⊕ id(ait)mt (10.1.2)
where idn is the identity matrix of Mn and id(e)n : Mn → Men is the mor-
phism x 7→ (x, . . . , x) (e times). The matrix M is called the matrix of partial
multiplicities associated with ϕ and ϕ is the morphism determined by M .
We associate to a Bratteli diagram the sequence
A1
π1→ A2 π2→ A3 π3→ · · · (10.1.3)
of algebras Ak with algebra morphisms πk : Ak → Ak+1 where
Ak =Mn(k,1) ⊕ . . .⊕Mn(k,tk) (10.1.4)
and where πk : Ak → Ak+1 is associated with the matrix Mk as above.
Example 10.1.3 The sequence of algebras Ak associated to the Bratteli dia-
gram of Example 10.1.1 is Ak = Mnk ⊕Mnk−1 where (nk) is the Fibonacci
sequence defined by n1 = n2 = 1 and nk+1 = nk + nk−1 for k ≥ 2. The
morphism πk is defined by πk(x, y) = (x⊕ y, x).
Example 10.1.4 The sequence of algebras Ak associated to the Bratteli dia-
gram of Figure 10.1.2 is Ak =Mk⊕C. The corresponding morphism πk : Ak →
Ak+1 is defined by πk(x, λ) = (x⊕ λ, λ).
As a more general notion of Bratteli diagram, one may consider partial diagrams
in which the labels n(p, i) satisfy the inequalities
n(k + 1, j) ≥
tp∑
i=1
a
(k)
ji n(k, i). (10.1.5)
instead of an equality.
Example 10.1.5 The diagram represented in Figure 10.1.3 with all matrices
Mk equal to [1] is a partial Bratteli diagram.
1 2 3 4 . . .
Figure 10.1.3: A partial Bratteli diagram.
A partial Bratteli diagram represents as above a sequence of ∗-morphisms be-
tween finite dimensional algebras, but the morphisms are this time not unital.
Example 10.1.6 The Bratteli diagram of Figure 10.1.3 corresponds to the se-
quence of algebras (Mk)k≥1 with the morphisms πk :Mk →Mk+1 defined by
πk(x) = x⊕ 0.
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10.2 C∗-algebras
A ∗-algebra A is a complex algebra with an idempotent map (called the adjoint)
A 7→ A∗ related to the algebra structure by
(A+B)∗ = A∗ +B∗, (AB)∗ = B∗A∗, and (λA)∗ = λ¯A∗ (10.2.1)
for every A,B ∈ A and λ ∈ C. It is usual to denote with capitals the elements
of a C∗-algebra. The notation A should not lead the reader into a confusion
with an alphabet, nor the notation A∗ with the free monoid on A.
A C∗-algebra A is a Banach ∗-algebra such that for all A ∈ A,
‖A∗A‖ = ‖A‖2. (10.2.2)
A ∗-morphism from a C∗-algebra A to a C∗-algebra B is an algebra morphism
π such that π(A∗) = π(A)∗ for all A ∈ A. It can be shown that this implies
‖π(A)‖ ≤ ‖A‖ for every A ∈ A (Exercise 10.2).
A C∗-algebra is unital if it has an identity element I. It follows from (10.2.1)
that I∗ = I and from (10.2.2) that ‖I‖ = 1.
Each algebraMk is a C∗-algebra, using the usual conjugate transpose A∗ of
A as adjoint of A and using the matrix norm induced by the Hermitian norm.
Indeed, Equation (10.2.2) is a consequence of the Cauchy-Schwartz inequality
|〈x, y〉| ≤ ‖x‖‖y‖ which implies
‖A∗A‖ = sup
‖x‖=‖y‖=1
〈A∗Ax, y〉 = sup
‖x‖=‖y‖=1
〈Ax,Ay〉 = ‖A‖2.
More generally, the algebra B(H) of bounded linear operators on a Hilbert
space H is a C∗-algebra. The adjoint of A is defined by 〈A∗x, y〉 = 〈x,Ay〉 for
all x, y ∈ H.
As a second fundamental example, the space C(X,C) of continuous complex
valued functions on a compact spaceX is a C∗-algebra with complex conjugation
as adjoint operation. We have indeed
‖ff‖ = sup
x∈X
|f(x)f(x)| = sup
x∈X
|f(x)|2 = ‖f‖2
An element A of a C∗-algebra is normal if AA∗ = A∗A. Recall that spr(A)
denotes the spectral radius of A (see Appendix ??). The following property is
clear when A =Mk (as well as the necessity of the hypothesis that A is normal).
Proposition 10.2.1 In a C∗-algebra, one has ‖A‖ = spr(A) for every normal
element of A.
Proof. Let first A be self adjoint. Then by repeated use of Equation (10.2.2),
we have
spr(A) = lim ‖A2n‖2−n = ‖A‖ (10.2.3)
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When A is normal, using the preceding case, we have
spr(A)2 ≤ ‖A‖2 = ‖A∗A‖ = lim ‖(A∗A)n‖1/n
≤ lim(‖(A∗)n‖‖(An)‖)1/n = spr(A)2.
One can deduce from this property that the norm is unique in a C∗-algebra
(Exercise 10.1).
A subalgebra A′ of a C∗-algebra A is self-adjoint if A∗ is in A′ for every
A ∈ A′. It is easy to verify that a closed self-adjoint subalgebra of a C∗-algebra
is again a C∗-algebra.
The direct sum A⊕B of two C∗-algebras A,B is itself a C∗-algebra, using on
the set A×B the componentwise sum, product and ∗, and defining ‖(A,B)‖ =
max(‖A‖, ‖B‖).
10.2.1 Ideals in C∗-algebras
An ideal in a C∗-algebra A is a norm-closed two-sided ideal of the algebra A.
It can be shown that every ideal J is self-ajoint, that is, such that J∗ is in
J for every J ∈ J .
The quotient A/J of a C∗-algebra A by an ideal J is the set of cosets
A+ J = {A+ J | J ∈ J } with the adjoint defined by (A+ J )∗ = A∗ + J and
the norm defined by ‖A+ J ‖ = infJ∈J ‖A+ J‖.
Since J is self-adjoint, we have ‖(A + J )∗‖ = ‖A + J ‖. Actually, the C∗
norm condition is also satistied and thus one has the following statement.
Theorem 10.2.2 For every ideal J in a C∗-algebra A, the quotient algebra
A/J is a C∗-algebra.
The following now shows that the basic isomorphism theorem for algebras
still holds for C∗-algebras.
Theorem 10.2.3 If J is an ideal in C∗-algebra A and that B is a C∗-subalgebra
of A. Then B+ J is a C∗-algebra and
B/(B+ J ) ≃ (B + J )/J .
The following result is classical.
Theorem 10.2.4 Every C∗-algebra is semisimple.
We give the proof for a finite dimensional C∗-algebra. Consider a C∗-algebra
A of matrices contained in Mn. Suppose that I is a nilpotent ideal of A. Up
to a change of basis, all matrices in I are upper diagonal with zeroes on the
diagonal. But since I is self adjoint, this forces I = {0}.
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10.2.2 Finite dimensional C∗-algebras
As a direct sum of C∗-algebras, any algebra of the form (10.1.4) is itself a C∗-
algebra. Actually, any C∗-algebra which is finite dimensional (as a vector space)
is of this form.
Theorem 10.2.5 Every finite dimensional C∗-algebra is ∗-isomorphic to a di-
rect sum of full matrix algebras
A =Mn1 ⊕Mn2 ⊕ . . .⊕Mnk .
Proof. Since a C∗-algebra is semisimple by Theorem 10.2.4, the result follows
from Wedderburn Theorem (see Appendix ??).
An element U of a C∗-algebra is unitary if UU∗ = U∗U = I. Two elements
A,B are unitarily equivalent if A = UBU∗ where U is a unitary element. Two
morphisms ϕ, ψ : A → B are unitarily equivalent if there is a unitary element
U in B such that ϕ = Ad(U) ◦ ψ where Ad(U)(B) = UBU∗ for every B ∈ B.
The following result shows that the theory of finite dimensional C∗-algebras
is similar to that of ordinary semisimple algebras.
Proposition 10.2.6 Suppose that ϕ is a unital ∗-morphism of finite dimen-
sional C∗-algebras from A = Mm1 ⊕ . . . ⊕Mmt into B = Mn1 ⊕ . . . ⊕Mns .
Then ϕ is determined up to unitarily equivalence by its s × t-matrix of partial
multiplicities.
Proof. By the analysis made in Appendix ??, there is an invertible matrix U
such that Ad(U) ◦ϕ = ϕ1⊕ . . .⊕ϕt is of the form ϕi = id(ai1)m1 ⊕ . . .⊕ id(ait) for
1 ≤ i ≤ t.
There remains to show that if ϕ : M 7→ UMU−1 is a C∗-algebra morphism
from Mn onto itself, then U is unitary. Consider the elementary matrices
Eij ∈Mn having all entries equal to 0 except the entry i, j which is 1. We have
ϕ(Eij) = ℓirj (10.2.4)
where ℓi is the column of index i of U and rj is the row of index j of U
−1. Such
a decomposition with vectors ri, ℓi such that riℓi = 1 is unique. Since E
∗
ij = Eji
and since ϕ(Eij)
∗ = E∗ij , we have r
∗
j = ℓj and ℓ
∗
i = ri. Thus U
−1 = U∗ and U
is unitary.
Thus, any sequence A1
ϕ1→ A2 ϕ1→ A3 . . . of ∗-morphisms between finite di-
mensional C∗-algebras is determined by a Bratteli diagram. This fact plays a
fundamental role in the sequel.
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10.2.3 Direct limits of C∗-algebras
Let A be a ∗-algebra. A C∗-seminorm on A is a seminorm ρ on A such that for
all A,B ∈ A,
ρ(AB) ≤ ρ(A)ρ(B), ρ(A∗) = ρ(A), and ρ(A∗A) = ρ(A)2.
If additionnally, ρ is in fact a norm, it is called a C∗-norm.
If ϕ : A→ B is a ∗-morphism, the map from A into R+ defined by ρ(A) =
‖ϕ(A)‖ is a ∗-seminorm on A.
If ρ is a C∗-seminorm on a ∗-algebra A, the set N = ρ−1(0) is self adjoint
ideal of A and we get a C∗-norm on the quotient ∗-algebra A/N by setting
‖A+N‖ = ρ(A). If B denotes the Banach space completion of A/N with this
norm, it can be checked that the operations on A/N extend uniquely to B to
make a C∗-algebra, called the enveloping C∗-algebra of A with respect to ρ.
Let now (Ak) be a sequence of C
∗-algebras with morphisms ϕk,k+1 : Ak →
Ak+1. The set
B = {(Ak)k≥0 | Ak ∈ Ak, Ak+1 = ϕk,k+1(Ak) for every k large enough}
is a ∗-subalgebra of the direct product ∏k≥0 Ak. Since the ϕk,k+1 are C∗-
algebra morphisms, they are norm decreasing and we can define a semi-norm on
B by setting ρ(A) = lim‖An‖ for A = (An)n≥0. Note that ρ(A) = 0 for every
A = (An)n≥0 such that An = 0 for n large enough.
The enveloping C∗-algebra A of B with respect to ρ is called the direct limit
of the sequence (An), denoted lim→
Ak.
As in the case of a direct limit of groups, there is a natural morphism ϕk
from each Ak into A which sends A ∈ Ak to the class of any sequence (Aℓ)ℓ≥0
such that Ak = A and Aℓ+1 = ϕℓ,ℓ+1(Aℓ) for all ℓ ≥ k.
We will see examples of direct limits of C∗-algebras in the next section.
10.2.4 Positive elements
An element A of a C∗-algebra A is positive if A = A∗ (that is, A is self-adjoint)
and its spectrum σ(A) is contained in R+.
A useful property of positive elements is the existence, for every positive
element A ∈ A of a unique positive square root denoted A1/2.
It can be shown that if A,B ∈ A are positive, then A+ B is positive. As a
consequence, the positive elements determine an order on the set of self-adjoint
elements by A ≤ B if B − A is positive. Indeed, if A ≤ B and B ≤ C, then
C −A = (C −B) + (B −A) which is positive and thus A ≤ C.
Theorem 10.2.7 For every A ∈ A, the element A∗A is positive.
A positive linear functional on C∗-algebra is a linear functional f : A → C
such that f(A) ≥ 0 whenever A ≥ 0. A state is a positive linear functional of
norm 1.
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For example, let H be a Hilbert space and let π is a ∗-morphism from A into
B(H). Then
f(A) = 〈π(A)x, x〉
is a positive linear functional. Indeed, if A ≥ 0, using the square root A1/2 of
A, we have
f(A) = 〈π(A1/2)2x, x〉 = ‖π(A1/2)x‖2 ≥ 0.
It is a state if A is unital and ‖x‖ = 1.
10.3 Approximately finite algebras
A C∗-algebra is approximately finite dimensional (or an AF algebra) if it is
the closure of an increasing union of finite dimensional subalgebras (Ak)k≥0.
When A is unital, we further stipulate that A0 consists of scalar multiples of
the identity element 1.
As an equivalent definition, an AF algebra is a direct limit of finite di-
mensional C∗-algebras. Indeed, if ϕk,k+1 : Ak → Ak+1 are morphisms, then
A = lim
→
Ak is an AF algebra since it is the closure of the images ϕn(Ak) of the
finite dimensional C∗-algebras Ak by the natural morphisms ϕk.
Let A = ∪k≥1Ak be an AF algebra with embeddings αk from Ak into Ak+1
We associate to the sequence (Ak) the Bratteli diagram defined by the sequence
of matrices of partial multiplicities of the morphisms αk.
An AF algebra is separable . Indeed, every finite dimensional C∗-algebra is
separable. The following statement, which we will admit, gives an equivalent
definition of AF algebras which does not depend on a sequence of subalgebras.
Theorem 10.3.1 A C∗-algebra is AF if and only if it is separable and for every
n ≥ 1, every A1, . . . , An in A and every ε > 0 there is a finite dimensional C∗-
subalgebra B of A and B1, . . . , Bn such that ‖Ai, Bi‖ ≤ ε for 1 ≤ i ≤ n.
As a simple example of a C∗-algebra which is not an AF algebra, the algebra
C([0, 1]) is not an AF algebra (Exercise 10.5).
Example 10.3.2 Consider again the sequence of algebras Ak =Mnk ⊕Mnk−1
with the morphisms πk : Ak → Ak+1 where nk is the Fibonacci sequence (Exam-
ple 10.1.3). The direct limit of the sequence of C∗-algebras Ak is the Fibonacci
algebra.
Example 10.3.3 Consider the sequence Ak = Mk ⊕ C of algebras with the
embeddings πk(x, λ) = (x⊕ λ, λ), that is
πk(A, λ) = (
[
A 0
0 λ
]
, λ)
of Example 10.1.4. The corresponding AF algebra is the C∗-algebra K + CI
where K is the C∗-algebra of compact operators on the Hilbert space ℓ2(C) of
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sequences x = (xn) such that ‖x‖2 < ∞. The algebra K ⊕ CI is the direct
limit of the algebras ∪k≥1Ak. Thus K ⊕ CI is a unital AF algebra. The C∗-
algebra K itself (which is not unital) is obtained as the closure of the sequence
of subalgebras Mk as in Example 10.1.6.
Example 10.3.4 Consider Ak = M2k with the embedding of Ak into Ak+1
being
ϕk(A) =
[
A 0
0 A
]
The corresponding AF algebra is called the CAR algebra. The corresponding
Bratteli diagram is represented in Figure 10.3.1. We recognize of course the
1 2 4 8 · · ·
Figure 10.3.1: A Bratteli diagram for the CAR algebra.
BV-representation of the (2n) odometer. Let Bk =M2k ⊕M2k . Since
ϕk+1(
[
B1 0
0 B2
]
) =

B1 0 0 B2
0 B2 0 0
0 0 B1 0
0 0 0 B2

the morphism ϕk+1 embedsBk intoBk+1. This shows that A is also the algebra
defined by the diagram of Figure 10.3.1.
1
2
2
4
4
8
8
· · ·
· · ·
Figure 10.3.2: Another Bratteli diagram for the CAR algebra.
We now give two examples of AF-algebras with non stationary diagram.
Example 10.3.5 Let X = {0, 1}N be the one-sided full shift on {0, 1}. The
space A = C(X) of continuous complex valued functions on X is a commutative
C∗-algebra. Let Ak be the subalgebra of functions which are constant on each
cylinder [w] with w of length k. Then A = ∪Ak and thus A is an AF algebra.
A Bratteli diagram for A is represented in Figure 10.3.3.
Example 10.3.6 Consider the Bratteli diagram represented in Figure 10.3.4.
The corresponding AF algebra A is called the GICAR algebra. We have A =
lim
→
Ak where Ak is
Ak =M(k0) ⊕M(k1) ⊕ . . .⊕M(kk)
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1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
· · ·
· · ·
· · ·
· · ·
· · ·
· · ·
· · ·
· · ·
Figure 10.3.3: A diagram for the algebra C({0, 1}N).
1
1
1
1
2
1
1
3
3
1
1
4
6
4
1
· · ·
· · ·
· · ·
· · ·
· · ·
Figure 10.3.4: The Pascal triangle.
where (
k
p
)
=
k!
(k − p)!p!
is the binomial coefficient. The embedding of Ak into Ak+1 is
ϕk(A0, A1, . . . , Ak) = (A0, A0 +A1, . . . , Ak−1 +Ak, Ak).
The following result, which we will admit, is of fundamental importance.
Theorem 10.3.7 (Bratteli) Let A = ∪Am = ∪Bn be an AF algebra obtained
from two chains of finite dimensional C∗-algebras Am,Bn. There exists subse-
quences mk, nk and an automorphism α of A such that
Amk ⊂ α(Bnk ) ⊂ Amk+1
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for all k ≥ 1.
We deduce the following characterisation of Bratteli diagrams defining isomor-
phic AF algebras. It uses the notion of intertwinning of diagrams introduced
in Chapter 6 and playing an essential role in the Strong Orbit Equivalence
Theorem (Theorem 6.5.1).
Corollary 10.3.8 Two Bratteli diagrams define isomorphic AF algebras if and
only if they have a common intertwinning.
Proof. This is a direct consequence of Theorem 10.3.7. Indeed, The Bratteli
diagram corresponding to the sequence
Am1 ⊂ α(Bn1 ) ⊂ Am2 ⊂ . . .
is an intertwinning of the diagrams corresponding to the sequences (Am) and
(α(Bn)), the latter being the same as the diagram corresponding to the sequence
(Bn).
10.3.1 Simple AF algebras
As for ordinary algebras, a C∗-algebra is simple if it has no notrivial ideals. As
well known every full matrix algebra is simple. The following result explains
why the term of simple Bratteli diagram was chosen.
Theorem 10.3.9 The AF algebra defined by a Bratteli diagram is simple if and
only if the diagram is simple.
We first prove the following lemma. The first statement holds for general C∗-
algebras because the hypothesis that the algebras An are finite dimensional is
not used in the proof.
Lemma 10.3.10 If J is an ideal of an AF algebra A = ∪k≥1Ak, then
J = ∪k≥1(J ∩ Ak) = J ∩ ∪k≥1Ak.
In particular J is an AF algebra.
Proof. Consider the commutative diagram
J ∩ An −−−−→ An π−−−−→ An/(J ∩ An)y y yα
J −−−−→ An + J π−−−−→ (An + J )/J
where the unlabeled arrows are the canonical injections and π is the canonical
quotient map from A to A/J . The map α is an isomorphism by Theorem 10.2.3.
If J ∈ J , since A = ∪k≥1Ak, there is for every ε > 0 an element A of some
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Ak such that ‖J − A‖ < ε. Then, by definition of the norm in the quotient,
‖A + J ‖ < ε. Since α is an isomorphism, we have also ‖A + (J ∩ Ak)‖ < ε
and thus there is J ′ ∈ J ∩Ak such that ‖A− J ′‖ < ε. Since ‖J − J ′‖ < 2ε, we
conlude that J = ∩k≥1(J ∩ Ak).
We can now give the proof of Theorem 10.3.9.
Proof of Theorem 10.3.9. Let (V,E) be a Bratteli diagram and let A be the
corresponding AF algebra. We shall establish a one-to-one correspondance be-
tween the ideals of A and the sets W of vertices which are both directed and
hereditary
By Proposition 6.1.1, (V,E) is simple if and only if there is no nontrivial
directed and hereditary subset of V . Thus the above correspondance will prove
the theorem.
Let first J be an ideal of A. For each p ≥ 1, the set Jp = J ∩Ap is an ideal
of Ap =M(p,1)⊕ . . .⊕M(p,k). Since every summandM(p,i) is simple, the ideal
Jp corresponds to a set Wp of vertices (p, i). Let W = ∪p≥1Wp.
Suppose that v = (p, i) is in Wp and that there is an edge (p, i)→ (p+1, j).
Then, denoting αp the injection of Ap into Ap+1, we have
J ∩M(p+1,i) ⊃ αp(M(p,i)) ∩M(p+1,j) 6= ∅. (10.3.1)
Hence J contains M(p+1,j) and thus (p+ 1, j) is in Wp+1. This shows that W
is directed.
Next, let (p, i) be a vertex and let J = {j | (p, i)→ (p+1, j)}. Assume that
W contains all (p+ 1, j) such that ∈ J . Then
αp(M(p,i)) ⊂
∑
j∈J
M(p+1,j) ⊂ J (10.3.2)
which implies that (p, i) ∈ W . Thus W is also hereditary. This allows us to
associate to every ideal of J a directed and hereditary setW = α(J ) of vertices
of the diagram. By Lemma 10.3.10, the ideal J can be recovered from W and
thus the mapα is injective.
Conversely, let W be a directed and hereditary subset of W . Let Jp be the
ideal of Ap corresponding to the vertices of W at level p. Since W is directed,
the sequence Jp is increasing. The closure of the union is an ideal J of A. Since
W is hereditary, we have Jp = Ap ∩ J . Indeed, if M(p,i) is in J , there is a
q ≥ p such that M(p,i) ∈ Ap. All descendants of (p, i) at level q are then in
Wq and thus (p, i) is in W because W is hereditary. Thus W = α(J ) and this
completes the proof.
Example 10.3.11 The algebra CI + K of Example 10.3.3 is not simple since
Gk is a proper ideal. Accordingly, the Bratteli diagram of Figure 10.1.2 is not
simple. The vertices of the lower level form a directed hereditary set of vertices.
The restriction of the diagram to this set of vertices is the partial Bratteli
diagram of Figure 10.1.3, which represents the C∗-algebra K.
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10.3.2 Dimension groups of AF algebras
We define the dimension group of an AF algebra as follows. Let A = ∪n≥1An
be an AF algebra where the sequence (An)n≥1 is defined by the sequence of
kn+1 × kn-matrices An. The dimension group K0(A) of A is the direct limit of
the sequence
Zk1
A1→ Zk2 A2→ Zk3 A3→ · · ·
Thus, the dimension group of an AF algebra is the dimension group of its
Bratteli diagram (although the diagram is not unique, the group is well defined,
see below). Note that if A = Mn1 ⊕ . . . ⊕ Mnk is a finite dimensional AF
algebra, one obtains K0(A) = (Z
k,Zk+, (n1, . . . , nk)
t). Thus one can also write
K0(A) = lim→
K0(An)
with the connecting morphisms given by the matrices An.
It follows from Corollary 10.3.8 that the definition of the dimension group
is independent of the sequence An such that A = ∪An. Indeed, by Theorem
6.1.5, the dimension groups of Bratteli diagrams euivalent by intertwinning are
isomorphic.
Example 10.3.12 Consider the Fibonacci algebra A of Example 10.3.2. The
dimension group K0(A) is the group Z[α] where α = (1 +
√
5)/2. Indeed, it
is the direct limit Z2
A→ Z2 A→ Z2 · · · with A =
[
1 1
1 0
]
and thus the assertion
results from Example 3.3.6.
Example 10.3.13 The dimension group of the algebraCI⊕K (Example 10.3.3)
is the ordered group Z2 with positive cone {(x, y) | y > 0}∪{(x, 0) | x ≥ 0} (see
Example 3.3.7).
Example 10.3.14 The dimension group of the CAR algebra is Z[1/2] (see
Example 3.3.1).
The next example introduces an ordered group not seen before.
Example 10.3.15 Consider the GICAR algebra (Example 10.3.6). We have
K0(An) = Z
n+1 with morphisms
ϕn(a0, a1, . . . , an) = (a0, a0 + a1, . . . , an).
Let us represent the group K0(An) as the set of polynomials with integer coef-
ficients of degree at most n though the map
(a0, a1, . . . , an) 7→ a0 + a1x+ . . .+ anxn.
Since
(1+ x)(a0+ a1x+ . . .+ anx
n) = a0+(a0+ a1)x+ . . .+(an−1+ anxn+ anxn+1,
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the morphisms ϕn are now replaced by the multiplication by 1 + x. Thus, the
dimension group of the GICAR algebra is the group
G = {(1 + x)−np(x) | p ∈ Z[x] of degree at most n, n ≥ 0}.
The positive coneG+ corresponds to the plynomials p such that (1+x)
Np(x) > 0
for some N ≥ 1. One can show that a polynomial is of this form if and only if
p(x) > 0 for x ∈]0,∞[ (Exercise 10.6).
A trace in a C∗-algebra A is a state τ such that τ(AB) = τ(BA) for all
A,B ∈ A. When A =Mn, there is a unique trace on A which is
τ(A) =
1
n
Tr(A)
where Tr(A) is the usual trace of the matrix A. More generally, when A =
Mn1 ⊕ . . . ⊕Mnk is a finite dimensional C∗-algebra, the traces on A are the
maps τ such that
τ(A1 ⊕ . . .⊕Ak) = t1
n1
Tr(A1) + . . .+
tk
nk
Tr(Ak) (10.3.3)
where t1, . . . , tk ≥ 0 are such that
∑k
j=1 tk = 1.
Theorem 10.3.16 The traces on an AF algebra A are in one-to-one correspon-
dance with the states on K0(A).
Proof. Let first τ be a trace on the AF algebra A = ∪An where An = Mn1 ⊕
. . .⊕Mnkn . The restriction of τ to An is a trace on An and thus it is given by
Equation (10.3.3). Set tj = τ(Ij) where Ij is the identity of the Mnj . Let τn
be the map on K0(An) defined by
τn(x1, . . . , xkn) = t1x1 + . . .+ tknxkn
Then τn is a state on (Z
kn ,Zkn+ ,
 n1...
nkn
).
Conversely, for every state σ on K0(A), we define a state on An = Mn1 ⊕
. . .⊕Mnk by (10.3.3) with ki = σ(ei) and ei the i-th basis vector of Zkn .
10.3.3 Elliott Theorem
The following classification result is due to Elliott.
Theorem 10.3.17 (Elliott) Two unital AF algebras A andB are ∗-isomorphic
if and only if their dimension groups are isomorphic.
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We first prove two lemmas which treat particular cases.
Let ϕ be unital ∗-morphism from A =Mn1 ⊕ . . .⊕Mnk into B =Mm1 ⊕
. . . ⊕ Mmℓ as in Proposition 10.2.6. We denote by ϕ∗ the morphism from
K0(A) = (Z
k,Zk+, (n1, . . . , nk)
t) to K0(B) = (Z
ℓ,Zℓ+, (m1, . . . ,mℓ)
t) which cor-
responds to the multiplication by the matrix of partial multiplicities A of ϕ.
Since A has nonnegative coefficients the morphism ϕ∗ is positive and since A
satisfies (10.1.1), it is unital. Thus ϕ∗ is a unital morphism of ordered groups.
The next result shows how to recover morphisms of finite dimensional AF
algebras from morphisms of their dimension groups.
Lemma 10.3.18 Suppose that A,B are finite dimensional C∗-algebras and that
ψ is a unital morphism of ordered groups from K0(A) into K0(B). Then there
is a unital ∗-morphism ϕ : A → B such that ϕ∗ = ψ and ϕ is unique up to
unitary equivalence.
Proof. Set A = Mn1 ⊕ . . . ⊕ Mnk and B = Mm1 ⊕ . . . ⊕ Mmℓ . Then
K0(A) = (Z
k,Zk+, (n1, . . . , nk)
t) and K0(B) = (Z
ℓ,Zℓ+, (m1, . . . ,mℓ)
t). Let A
be the matrix of the morphism ψ, which is such that ψ(v) = Av for every v ∈ Zk.
Since ψ is positive, the coefficients of A are nonnegative. And since ψ is unital,
(10.1.1) is satisfied. Thus the result follows from Proposition 10.2.6.
We now improve the last result by replacing B by an AF algebra. For this,
we introduce a notation. Let B = ∪m≥1Bm be an AF algebra with embed-
dings βm : Bm → B. Then K0(B) = lim→ K0(Bm) with connecting morphisms
βm,n. We denote by βm∗ the natural morphism from K0(Bm) into K0(B)
which corresponds to the connecting morphisms βmn∗. Thus βm∗(x) is, for
x ∈ Bm, the class of sequences (xk) ∈
∏
k≥1K0(Bk) such that xn = x and
xm+1 = βm+1,m∗(xm) for all m ≥ n.
Lemma 10.3.19 Let A be a finite dimensional C∗-algebra. Let B = ∪m≥1Bm
be an AF algebra with the embeddings βm : Bm → B. Let ψ : K0(A)→ K0(B)
be a unital morphism of ordered groups. Then there is an integer m and a ∗-
morphism ϕ from A into Bm such that βm∗ϕ∗ = ψ. Moreover, ϕ is unique up
to unitary equivalence.
Proof. Set A =Mn1 ⊕ . . .⊕Mnk . Then, as we have seen, K0(A) is the unital
ordered group (Zk,Zk+, (n1, . . . , nk)
t). Let ej ∈ Zk be the j-th basis vector of
Zk. For each j = 1, . . . , k, since K0(B) is the direct limit of the ordered groups
K0(Bm) with natural morphisms βm∗, there is, by definition of the direct limit,
an integerm such that ψ(ej) is in βm∗(K+0 (Bm)). Taking the maximum of these
integers, we may assume that this holds with the same m for all j = 1, . . . , k.
Set ψ(ej) = βm∗(vj) for some vj ∈ K+0 (Bm).
We define a morphism ρ : Zk → K0(Bm) by ρ(ej) = vj for j = 1, . . . , k.
Then ψ = βm∗ρ and we have the commutative diagram below
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K0(A) K0(Bm)
K0(B)
ρ
ψ
βm∗
The morphism ρ is actually a morphism of unital ordered groups. Indeed, ρ
is positive since ρ(ej) belongs to K
+
0 (Bm), and ρ is unital since
ρ(n1, . . . , nk)
t =
k∑
j=1
njρ(ej) =
k∑
j=1
njψ(ej)
= ψ(n1, . . . , nk)
t = 1K0(B)
We now apply Lemma 10.3.18 to obtain a unital ∗-morphism ϕ : A→ Bm such
that ϕ∗ = ρ.
Assume that ϕ′ : A→ Bm′ is another map with the same properties. Taking
the maximum of m,m′, we may assume that m = m′. Again by definition of
the direct limit, there is an integer p ≥ m such that βp,m∗(ϕ∗) = βp,m∗(ϕ′∗).
We replace ϕ, ϕ′ by βp,m(ϕ) and βp,mϕ′. Since βp,m(ϕ∗) = βp,m∗(ϕ∗), applying
Lemma 10.3.18, we obtain that ϕ, ϕ′ are unitarily equivalent.
Proof of Theorem 10.3.17. We will prove that given a unital isomorphism ρ :
K0(A)→ K0(B), there is a ∗-isomorphism ϕ : A→ B such that ϕ∗ = ρ.
Let A = limAm and B = limBn with natural maps αm and βn respectively.
We will build a commutative diagram with increasing sequences m1 < m2 < . . .
and n1 < n2 < . . . as represented below so that ϕ∗ = ρ and ψ∗ = ρ−1.
Am1 Am2 Am3 · · · A
Bn1 Bn2 Bn3 · · · B
αm2,m1 αm3,m2 αm4,m3
ϕ1 ϕ2 ϕ3 ϕ
βn2,n1 βn3,n2 βn4,n3
ψ1 ψ2 ψ3
ψ
Figure 10.3.5: The sequences m1,m2 . . . and n1, n2, . . ..
We start with m1 = 1. Apply Lemma 10.3.19 to the map ρ ◦ αm1∗ :
K0(Am1) → K0(B) to obtain an integer n1 and a morphism ϕ1 : Am1 → Bn1
such that βn1∗ϕ1∗ = ραm1∗ (see Figure 10.3.6 on the left).
Now apply Lemma 10.3.19 to the map ρ−1 ◦ βn1∗ : K0(Bn1) → K0(A)
to obtain a positive integer m and a morphism ψ of Bn1 into Am such that
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K0(Am1) K0(A)
K0(Bn1) K0(B)
αm1∗
ϕ1∗ ρ
βn1∗
K0(Am1) K0(Am) K0(A)
K0(Bn1) K0(B)
αm,m1∗ αm∗
ϕ1∗ ψ∗
βm∗
ρ
Figure 10.3.6: The construction of ϕ1 and ψ1
βm∗ ◦ ψ∗ = ρ−1 ◦ βm1∗ (see Figure 10.3.6 on the right). Then, since
αm∗ ◦ ψ∗ ◦ ϕ1∗ = αm∗ ◦ αm1,m∗
there is an integer m2 ≥ m such that
αm2,m∗ ◦ ψ∗ ◦ ϕ1∗ = αm2,m∗ ◦ αm1m∗.
By Lemma 10.3.18, this implies that αm2mψϕ1 and αm2m are unitarily equiv-
alent and thus that there is a unitary element U ∈ Am2 such that αm2m =
Ad(U) ◦ αm2m ◦ ψ ◦ ϕ1. We set ψ1 = Ad(U) ◦ αm2m ◦ ψ. In this way, we have
completed the upper left triangle of Figure 10.3.5.
We proceed in the same way to obtain the sequence m1 < m2 < . . ., the
sequence n1 < n2 < . . . and the morphisms ϕk, ψk as in the diagram of Fig-
ure 10.3.5.
Since A is the closure of ∪m≥1Am and similarly for B, there is a unique
continuous map ϕ : A → B such that its restriction to Ak is equal to ϕk.
Moreover, ϕ is a unital ∗-morphism. Similarly, there is a unique continuous
map ψ : B→ A whose restriction to Bk is ψk. Since ψk ◦ ϕk is the embedding
αmk+1,mk of Ak into Ak+1, its restriction to Ak is the identity. This implies that
ψ ◦ ϕ = idA. Similarly ϕ ◦ ψ = idB.
Thus ϕ, ψ are mutually inverse isomorphisms from A to B. Finally, in view
of the diagram of Figure 10.3.6, we have the commutative diagrams below and
thus ϕ∗ = ρ as asserted.
K0(Amk)
αmk∗−−−−→ K0(A)yϕk∗ yϕ∗
K0(Bnk)
βnk∗−−−−→ K0(B)
and
K0(Amk)
αmk∗−−−−→ K0(A)yϕk∗ yρ
K0(Bnk)
βnk∗−−−−→ K0(B)
10.4 Exercises
Section 10.2
10.1 Show that the norm in a C∗-algebra is unique.
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10.2 Show that if π : A → B is a ∗-morphism, then ‖π(A)‖ ≤ ‖A‖ for all
A ∈ A.
Section 10.3
10.3 Show that if A = ∪n≥1An and B = ∪n≥1Bn have the same Bratteli
diagram, they are isomorphic.
10.4 A C∗-algebra is called uniformly hyperfinite of UHF if it is the increasing
union of full matrix algebras Mkn with k1|k2| . . .. The supernatural number
associated to such C∗-algebra A is δ(A) =
∏
p p
np where the product is over all
prime numbers p and np ∈ N ∪∞ is the supremum of the exponents of powers
of p which divide kn. Show that two UHF algebras are isomomorphic if and
only if δ(A) = δ(B).
10.5 Show that C([0, 1]) is not an AF algebra.
10.6 Show that for every (a, b) ∈ R2 with b 6= 0 there is an N ≥ 1 such that
(1+x)N(x2−2ax+a2+b2) has positive coefficients. Conclude that a polynomial
p is such that (1 + x)Np(x) has positive coefficients for some N ≥ 1 if and only
if p(x) > 0 for every x ∈]0,∞[.
10.5 Solutions
Section 10.2
10.1 If A is self-adjoint, then ‖A‖ = spr(A) by Proposition10.2.1. In the
general case, we have
‖A‖2 = ‖A∗A‖ = spr(A∗A)
since A∗A is self-adjoint.
10.2 The spectrum of π(A) is contained in the spectrum of A. Thus, if A is
self-adjoint, π(A) is also self-adjoint and we have by Proposition 10.2.1
‖π(A)‖ = spr(A) ≤ spr(A) = ‖A‖.
In the general case,
‖π(A)‖2 = ‖π(A)∗π(A)‖ = ‖π(A∗A)‖ ≤ ‖A∗A‖ = ‖A‖2.
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Section 10.3
10.3 Denote αn the empbedding of An into An+1 and by βn the embedding
of Bn into Bn+1. Each An is isomorphic to Bn, as one can prove easily by
induction on n. Let ϕn : An → Bn be such isomorphism. Then ϕn+1 ◦ αn and
βn ◦ ϕn are embeddings of An into Bn+1 with the same partial multiplicities.
By Proposition 10.2.6, there is a unitary element Un+1 of Bn+1 such that
βn ◦ ϕn = Ad(Un+1)(ϕn+1 ◦ αn).
Define recursively Vn ∈ Bn and ψn : An → Bn by ψ1 = ϕ1 and V1 = I and
Vn+1 = βn(Vn)Un+1 and ψn+1 = Ad(Vn+1)ϕn+1
for n ≥ 1. We then have
βn ◦ ψn = βn ◦Ad(Vn)ϕn = Ad(βn(Vn))βn ◦ ϕn
= Ad(βn(Vn))Ad(Un+1)(ϕn+1 ◦ αn)
= Ad(βn(Vn)Un+1)ϕn+1 ◦ αn = ψn+1 ◦ αn.
where in the first line, we have used the identity β◦Ad(V )ϕ = Ad(β(V ))β◦ϕ for
∗-morphisms ϕ : A → B and ϕ : B→ B′. We therefore have the commutative
diagram
A1
α1−−−−→ A2 α2−−−−→ A3 α3−−−−→ · · ·yψ1 yψ2 yψ3
B1
β1−−−−→ B2 β2−−−−→ B3 β3−−−−→ · · ·
showing that there is a map ψ : A → B which extends the maps ψn and is a
∗-isomorphism from ∪n≥1An to ∪ge1Bn. Since ψ is an isometry, it extends to
a ∗-isomorphism from A onto B.
10.4 This is a consequence of Elliott Theorem. In fact, two UHF algebras
A,B are such that δ(A) = δ(B) if and only if the odometers associated to the
Bratteli diagrams of A and B have the same supernatural number and thus
have isomorphic dimension groups (as seen in Exercise 7.9).
10.5 Assume that C([0, 1]) = ∪An with An finite dimensional. Let B be the
subalgebra of polynomials. Then B = ∪An ∩B) with An ∩ B being a finite
dimensional subalgebra of B. Bu the only finite dimensional subalgebra of B is
formed by the constant functions, a contradiction.
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10.6 Set α = 2a and β = a2 + b2. We may assume that α > 0. We have
(1 + x)N (x2 − αx + β) = (x2 − αx + β)
N∑
k=0
(
N
k
)
xk
=
N+2∑
k=0
(β
(
N
k
)
− α
(
N
k − 1
)
+
(
N
k − 2
)
)xk
=
N+2∑
k=0
N !
k!(N + 2− k)!aN,kx
k
where
aN,k = β(N + 2− k)(N + 1− k)− αk(N + 2− k) + k(k − 1)
= (1 + α+ β)k2 − (2β + α)Nk − (3β + 2α+ 1)k + β(N2 + 3N + 2)
= (1 + α+ β)(k − β + α/2
1 + α+ β
N)2 + β(3N − 3k + 2)− (2α+ 1)k
+(1 + α+ β)−1N2((1 + α+ β)β − (β + α/2)2).
Since 1 + α+ β > 0 and k ≤ N , we obtain
aN,k ≥ (1 + α+ β)−1N2(β − α
2
4
) + 2β − (2α+ 1)N
which is positive for N large enough, given that 4β > α2.
The condition is clearly necessary. Conversely, a polynomial satisfying the
condition has positive leading coefficient and no positive real root. Thus it
factors as
p(x) = c
∏
i
(x+ λi)
∏
j
(x2 − 2ajx+ a2j + b2j)
with λi ≥ 0 and bj > 0. By what we have seen previoulsy, there are integers
Nj such that (1 + x)
Nj (x2 − 2ajx + a2j + b2j) has positive coeffcients. Thus
N =
∑
j Nj is a solution.
10.6 Notes
The reader is referred for a more detailed presentation to the numerous mono-
graphies on the subject, including Davidson (1996) which we follow here and
also Pedersen (2018) which we occasionally follow.
For a proof of Proposition 10.2.6, see (Davidson, 1996, Corollary III.2.1).
The proof that for every ideal J in a C∗-algebra A, the quotient algebra
A/J is a C∗-algebra (Theorem 10.2.2) is in (Davidson, 1996, Theorem I.5.4).
The definition of the dimension group of an AF algebra given here is not the
usual one. The standard presentation involves a development of the K-theory of
AF algebras. Indeed, K0 is a functor which assigns an ordered abelian group to
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each ring based on the structure of idempotents in the matrix algebra over the
ring. It occurs that for AF algebras, this group coincides with the dimension
group of a Bratteli diagram defining the algebra, a result due to Elliott (1976).
The CAR algebra (Example 10.3.4) comes from quantum mechanics. It is
named for the Canonical Anticommutation Relations algebra. If V is a vector
space with a nonsingular symmetric bilinear form, the unital ∗-algebra generated
by the elements of V subject to the relations
fg + gf = 〈f, g〉
f∗ = f
for every f, g ∈ V is the CAR algebra on V . It can be shown that the CAR alge-
bra as defined in Example 10.3.4 is isomorphic the CAR algebra on a separable
Hilbert space (see Davidson (1996)).
The name of the GICAR algebra (Example10.3.6) stands for the Gauge
Invariant CAR and is also called the current algebra (see Davidson (1996)). On
positive polynomials (Exercise 10.6), see Handelman (1985).
Elliott’s theorem (Theorem 10.3.17) appeared in Elliott (1976). The proof
follows that of (Davidson, 1996, Theorem IV.5.3).
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