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SUMMARY
Various tightly integrated aircraft concepts have emerged as a result of aggressive
performance goals set forth by various organizations. One technology common in most
integrated aircraft systems is the concept of Boundary Layer Ingestion (BLI). BLI is
a concept in which a set of propulsors on a vehicle ingest a portion of that vehicle’s
viscous boundary layer. The result is typically that the propulsive efficiency of the
device is improved, thereby reducing fuel burn. However, a number of significant
challenges - both on the modeling and design fronts - appear as a result of BLI. This
dissertation deals with the impacts on the fan stage due to BLI induced circumferential
flow distortion.
In BLI propulsor modeling, many studies use representative fan maps and scale
them accordingly. This dissertation argues that instead of using the conventional
maps, we must first design fans for non-uniform flows and replace the maps by
a fan design/analysis method integrated with the thermodynamic cycle analysis
tools. Distortion introduces extra losses in both rotors and stators in addition to
increased unsteady rotor response. In presence of large incidence swings, conventional
conceptual design tools are inadequate to design optimal rotor blades and generate
non-axisymmetric stators, a concept that has shown promise in alleviating stage losses
due to distortion. Besides, concerns of structural integrity also arise for rotor blades
due to the unsteady loading they experience when rotating in a distorted flow field.
This dissertation aims to quantify the parametric effects of these phenomena on the
stage losses with varying levels of flow distortion and recover a significant portion of
these losses using the framework introduced and formulated here.
xxi
For the aerodynamic design of the fan stage, several elements are added as exten-
sions to the conventionally used meanline and multi-meanline methods. For modeling
asymmetry, the flow field is divided into various sectors based on the distortion profile
and each sector is treated with the assumption of axial symmetry. Parametric variation
of blade angles to control the incidence and deviation is used to minimize the losses in
the rotor and stator rows. An analytical formulation is employed to transform rotor’s
quasi-steady performance to unsteady performance using the behavior of the 2-D
airfoil in the blades. Similarly, a multi-point multi-meanline design approach is used
to design non-axisymmetric stators in terms of blade metal angles. An aerodynamic
design framework to encapsulate the aforementioned effects is also developed as a part
of this dissertation.
The aerodynamic framework is used in the analysis of Rotor 67 to verify the
results of the flow profile at the rotor exit under distorted inflow by comparing with
the CFD results. The aerodynamic design framework is then used to illustrate the
effects of parametric rotor blade angle optimization, unsteady rotor response, and
non-axisymmetric stator design on the stage performance. For various intensities and
types (total pressure, swirl, and mixed) of distortion, the stage losses are computed
with and without the application of these modeling effects and the contribution of
each modeling element on the overall recovery is quantified.
Variational Asymptotic Method (VAM) is proposed as a computationally efficient
method to perform transient structural analysis of rotor blades. The stresses and
natural frequencies of the blades are computed to extract the vibratory stresses and
resonance margins of the blades under the application of the loads computed using the
flow profile at the exit and inlet of the rotor. The validation of VAM as an efficient
technique for dynamic structural analysis of fan blades is performed by comparing the
results from VAM with that of 3-D FEM method on a variety of loading scenarios.
As a part of this thesis, a parametric environment is built that can take arbitrary
xxii
cross-section parameters and loads from the aerodynamic design framework, mesh the
cross-sections, and perform transient analysis. The structural analysis framework is
used to demonstrate the nature of vibratory stresses and the concerns of resonance on
a test case.
The design framework encapsulating both the aerodynamic design and structural
analysis is leveraged to explore the design space to minimize the vibratory stresses
present in the blades with a small trade off in the stage efficiency. The fan stage design
resulting from the framework introduced and developed in this dissertation aims to




In the past 50 years, advances in gas turbine engines have led to a 90% improvement
in flight safety, a 350% increase in thrust to weight ratio, a 45% decrease in fuel
consumption, and a 35 dB decrease in engine noise [35]. Continuous attempts to
reach newer aviation horizons are in progress with desires for cleaner, safer, and more
efficient designs.
1.1 Future Aviation Goals
Analyzing global trends, NASA’s ARMD (Aeronautics Research Mission Directorate)
has set forth goals for improved noise, emissions, field length, and energy efficiency
for future subsonic transport aircraft. Table 1 lists the improvement goals in the
system-level metrics of subsonic transport for noise, emissions, and energy consumption
for different time frames: near-term, mid-term, and far-term [140].
Table 1: NASA targets for subsonic transport system-level metrics.






(cum. below Stage 4) 22 - 32 dB 32 - 42 dB 42 - 52 dB
LTO NOx Emissions
(below CAEP 6) 70 - 75% 80% 80%
Cruise NOx Emissions
(relative to 2005 best in class) 65 - 70% 80% 80%
Aircraft Energy Consumption
(relative to 2005 best in class) 40 - 50% 50 - 60% 60 - 80%
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Advisory Council for Aviation Research and innovation in Europe (ACARE) has
set similarly aggressive goals for aircraft whose Entry into Service (EIS) is 2050. The
targets set in Flightpath 2050 are a 75% reduction in energy consumption and CO2
emissions, a 90% reduction in total mission and cruise NOX , and a 65% reduction in
perceived noise level compared to the technology level of EIS2000 [92].
1.2 Towards Novel Configurations
Tube-and-wing configurations with podded engines have been predominant in the
commercial aviation industry for decades. However, stringent aviation goals, such
as the N+3 targets put forth by NASA and other entities, necessitate configuration
changes for the current aircraft fleet [127]. As a consequence, newer concepts have
emerged as potential solutions to meet these targets. We provide a summary of a few
novel configurations here.
(a) D8 (credit: Aurora) (b) N3-X (credit: NASA)
(c) STARC-ABL (credit: NASA) (d) NOVA (credit: ONERA)
Figure 1: Advanced N+3 configurations.
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Aurora D8
Aurora D8 is a concept with capabilities similar to the Boeing 737 and Airbus A320.
The D8 was originally designed by Mark Drela [38]. Fig. 1a shows the Aurora Double
Bubble D8 concept whose EIS is the 2030 - 2035 time frame. The D8 is a modified tube
and wing configuration with an unconventional wide lifting fuselage formed by joining
two traditional fuselages. The concept also features smaller and lighter wings and a
pi-tail empennage. The most important feature of the D8 concept is the aft-mounted
Boundary Layer Ingesting (BLI) propulsion system. The D8 configuration can reduce
fuel consumption by 52% and significantly reduce the community noise impacts as
well [165].
NASA N3X
The NASA N3X is a Hybrid Wing Body (HWB) concept that employs a Turbo-
electric Distributed Propulsion (TeDP) system. Fig. 1b shows a concept sketch of
the N3X. N3X has a mission similar to the Boeing 777-200LR and cruises at 0.84
Mach with a 7500 nm range [4]. The distinguishing feature of N3X is its propulsion
system - it has two gas turbine engines at the wingtips that electrically drive the
distributed array of fans placed on the upper aft of the fuselage. This architecture
is possible due to the flexibility enabled by the electric power transmission. The 15
propulsors ingest the boundary layer generated through the fuselage surface to create
a substantial benefit for the aircraft system [45]. Based on the preliminary studies,
the N3X concept can lower the fuel burn by 72% [4].
NASA STARC-ABL
The Single-aisle Turboelectric Aircraft with an Aft Boundary Layer Propulsor (or
STARC-ABL) is another concept by NASA that could enter into service in 2035. Like
the Aurora D8, the STARC-ABL has a mission similar to Boeing 737 and Airbus
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A320. The concept is still a tube-and-wing configuration, as shown in Fig. 1c. How-
ever, it uses a turboelectric propulsion system architecture that flexibly enables the
distribution of power. The shaft power from the two underwing turbofans is converted
into electrical power by a generator. The generator then transmits the electrical power
through wires to the aft-mounted fan that ingests the boundary layer generated over
the fuselage [153]. The STARC-ABL concept can reduce the design mission block fuel
burn by 7% compared to an N+3 Conventional Configuration (N3CC) [153].
NextGen ONERA Versatile Aircraft (NOVA) Concept
NOVA is a concept of medium haul transport aircraft by ONERA, the French
Aerospace Lab. With an expected entry into service in 2030, NOVA has a mission
similar to the Boeing 737-900 designed to carry 180 passengers with a cruise Mach of
0.82 on a 3000 nm range [154]. NOVA is a BLI configuration that has two partially
embedded rear engines that ingest the side-wall boundary layer generated over the
fuselage (Fig. 1d). While the propulsive efficiency is likely higher for this concept, the
quantitative benefits of NOVA over the baseline configurations were not available to
the author in the open literature.
A commonality in the configurations presented here is the presence of tight in-
tegration of different systems involved. Besides, all these configurations utilize the
concept of Boundary Layer Ingestion (BLI) to attain fuel-burn benefits.
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1.3 Boundary Layer Ingestion
Originally proposed by Smith in the 1940s, the concept of BLI is not new [142]. It has
been the focus of research for maritime applications since the 1960s and only recently
has the research interest been focused on BLI for transport aircraft [52, 156].BLI
improves the propulsive efficiency by re-energizing the low momentum flow ingested
into the propulsor. Depending on the type of configuration studied, Liu reported
fuel burn savings of anywhere between 3 - 10% based on the system level benefit
established by several studies [102].
BLI Benefits
Figure 2: Schematic illustrating BLI benefit.
Simple equations involving propulsive power and thrust can demonstrate the benefit
provided by BLI. For an isolated engine ingesting freestream flow, Eq.1 represents the
net momentum flux (or net thrust). The difference in the kinetic energy rate of the
flow at the exit and the propulsor’s entrance is the power provided by the engine to
produce this thrust. This power is proportional to the net momentum flux, as shown
by Eq. 2. For the BLI case, Eqns. 3 and 4 represent the net momentum flux and
propulsive power requirements.
FN = ṁ(Vj − V∞) (1)
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2
j − V 2∞) =
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2 (Vj + V∞) (2)






− V 2BLI) =
FNBLI
2 (VjBLI + VBLI) (4)
In Fig. 2, the inlet velocity for the BLI case is lower than the freestream velocity
(VBLI < V∞). Let us assume that the BLI propulsor is sized to ingest the same mass
flow rate as the non-BLI engine (ṁBLI = ṁ). In that case, the jet velocity for the BLI
case must be lower than the jet velocity for the non-BLI case (VjBLI < Vj) to produce
the same net momentum flux across the propulsor (FNBLI = FN). Consequently, this
leads to a lower gross thrust requirement as the ram drag decreases. Thus, a BLI
configuration requires a lower propulsive power to produce the same net momentum
flux across the propulsor since VjBLI + VBLI < Vj + V∞. The result is ultimately a
reduction in the fuel burn.
In addition to increased propulsive efficiency due to reduced jet dissipation, BLI
configurations also decrease the mixing losses of wake due to the flow’s ingestion that
would otherwise dissipate in the wake. Many configurations that propose partially
embedded engines also benefit from the reduced area losses from nacelle and pylon.
BLI Modeling
The presence of propulsion-airframe interaction makes the modeling of BLI chal-
lenging. BLI leads to an inherently coupled aero-propulsive interaction. On the one
hand, the airframe flow affects how the propulsion system operates, and on the other,
the design and/or the engine’s operation affects the flow distribution upstream [59].
For conventional configurations, the airframe designs and the propulsion system are
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generally decoupled from each other. The companies that design the airframe are
usually not the companies that design the aircraft engines. So, from a practical view-
point, the successful design of a BLI configuration needs collaboration from several
entities. From a modeling viewpoint, there are no established guidelines or methods




































































Figure 3.1: Summary of literature review
Observation 1: 1D thermodynamic cycle analysis is typically used for propulsor
modeling.
Majority of BLI studies that consider the propulsor use a 1D thermodynamic
cycle model, with analysis conducted using industry standard tools such as NPSS,
GasTurb, or equivalent in-house codes. While using empirical regressions from pre-
viously published engine data, like in Ko’s MDO approach [38] for example, may be
easier and quicker to implement in cases where metrics like engine weight and TSFC
are needed for vehicle level mission analysis, such approaches are inadequate when
a new engine needs to be designed. In the case of BLI concepts where historical
data are sparse, a first-principles approach is needed for designing engines and ana-
lyzing performance. 1D cycle analysis is rather inexpensive, providing designers an
46
Figure 3: Summa y of BLI modeling appro ches, r produced from [1].
The inclusion of the BLI effect can either be modeled as a reduction in ram drag
component (computed from the aerodynamics module), ultimately lowering thrust
requirement for the thermodynamic cycle or as an increase in thrust production (in the
propulsion module) compared to a uniform inflow. As long as the bookkeeping is made
consistent, both approaches can model these effects satisfactorily. Fog. 3 shows a review
of several aerodynamic and propulsion modeling approaches used for BLI studies,
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provided by Ahuja [1]. While several modeling approaches are used for aerodynamic
modeling, the propulsion model is generally a 1-D cycle analysis [81]. The widespread
use of 1-D thermodynamic cycle analysis is due to the computational efficiency and
reasonable accuracy of these cycle models. Therefore, 1-D thermodynamic cycle
analysis can be considered the most appropriate method for analyzing the propulsion
system at the conceptual level.
Since 1-D cycle analysis methods are consistently used as the propulsion models in
the BLI domain, it begs the question as to how the treatment for BLI is made in such
models. Fig. 4 shows the schematic of a generic propulsion system architecture for a
1-D cycle analysis. This architecture is used for uniform flow because it represents
the flow as a point mass at any station. As mentioned previously, the BLI effect can
be modeled as a reduction in ram drag or a reduction in required thrust in these
models. Changes can be made in the inlet component to account for reduction in
ram drag from the analysis of the incoming boundary layer flow. Besides modeling
the BLI effect on thrust reduction, another concern brought forth by the ingestion of
the boundary layer is the fan stage’s impact due to flow non-uniformity. The fan is
the first component that the flow encounters as it enters the engine; therefore, the
harsh conditions of non-uniformity impact the fan stage, and care should be taken to
account for these effects.
A fan is simply a component for a 1-D cycle analysis. Each component in Fig. 4
can be represented via a set of thermodynamic equations, and the flow at the exit of
the component can be solved to result in a physically converged solution. Components,
such as fans, also use maps to represent the component’s performance under a set of
operating conditions. For uniform flow modeling, a fan map represented by pressure
ratio and efficiency in the corrected speed and mass flow space is used to predict the
component’s performance. Scaling laws are used to scale such maps within reason


















































Figure 4: Schematic of propulsion system modeling for uniform flow.
notional example of a fan map consisting of pressure ratio and efficiency values as
functions of corrected inlet flow. The ability to use such maps dramatically reduces
the computational expense and generally provides a reasonable estimate of the overall
engine performance.
The fan specific flow will be held constant for all designs at this value throughout the
thesis. With these parameters, the inputs to CMPGEN are specified and n unscaled
base map can be generated which represents the fan compression process and it’s
variation for di↵erent values of pressure ratio and flow. The base, un-scaled, fan
map is shown in Figure 44 including e ciency rings and constant speed lines ranging
from 30 to 115% of design speed. For each design, this map is scaled to meet the





















































Figure 44: Baseline propulsion system fan map generated by CMPGEN
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Figure 5: Map based fan representation (notional).
It can be argued that using conventional maps in the 1-D thermodynamic cycle
is not sufficient to model BLI induced distortion that negatively affects the fan’s
performance. While relatively more straightforward in terms of implementation, using
map based fan representation has several drawbacks for distortion analysis. First,
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it cannot correctly account for variations in swirl flow i.e., the effect of co-swirl or
counter-swirl distortion offsets the map to a certain degree. Second, it represents a
quasi-steady performance of the fan. Third, in the case of non-axisymmetric stators,
discussed in the next chapter, the representation of a stage map becomes non-trivial.
Finally, using fan maps implies a fixed design of a fan. If these maps come from the
design of uniform flow, then their effectiveness should be reevaluated. Also, in cases of
distorted inflow, the fan stage design relies heavily on the nature of distortion, which
is also affected by the propulsor.
The significant impacts of distortion are reducing efficiency and stall margin and
the fan’s structural integrity problems. In several BLI studies, the flow is averaged,
and a drop in fan efficiency is specified to model the losses due to BLI. Using this
approach does not consider the actual design of the fan being used. Another approach
is modifying the 1-D thermodynamic cycle and using a map-based approach to model
the losses due to BLI. For example, Fig. 6 shows splitting the flow at the inlet
into two fans and using the same map for performance prediction [56]. Using such
architecture in 1-D cycle analysis models is very useful in obtaining a reasonable
estimate in fan performance degradation without compromising the cycle analysis
solvers’ computational expense. However, these methods also suffer from the general
drawbacks of using map-based approaches. A review of the literature in chapter 2 will
show that in studies where map based approaches are not used, the computational
costs tend to pose hurdles to be used in the conceptual design phase. In addition,
they are incompatible with 1-D cycle analysis tools.
1.4 Need for a Fan Stage Conceptual Design Method for
Distorted Flows
A cursory review of the literature shows that several methods have been used to
analyze the fan stage’s performance in the presence of in-homogeneous inlet flow condi-
tions. Often, the sensitivities of various design parameters on fan performance are also
10
exactly constant or not, this should not significantly impact the trends of experiments
1 and 2. Furthermore, many authors have used the assumption for constant exit static
pressure when using the parallel compressor theory for fan analyses [69] [52] and the
model used here will do the same for lack of a competitive assumption.



















21 Same as baseline
schematic
Figure 65: Parallel compressor engine model schematic.
The basic parallel compressor model is described schematically in fig. 65. The
model architecture consists of a splitter dividing the flow between the high and low
sectors, one compressor for each sector, two ducts aft of the compressors which allow
for pressure balance, and a mixer which mixes out the pressure and temperature
between the sectors. The model aft of this station is precisely the same as the original
engine model. The following sections will describe the essential assumptions made in
dividing the flow and computing the operating lines of each compressor.
The first step in implementation is to split the flow and annulus area A2 between
the high and low sectors. The low sector angle is an input to the PC splitter and the
areas are split according to this input (eqs. 109 and 110). Setting the sector angle to








Figure 6: Fan modeling for inlet distortion, reproduced from [56].
explored. While som of the models used require relatively lower computational power,
they are still not suitable for exploring and optimizing thousands of design iterations
in the conceptual phase. Also, they are not compatible with 1-D thermodynamic
cycles. Using the maps generated for a specific inlet distortion in the thermodynamic
cycle analysis is not recommended since any change in the cycle design changes the
inlet flow due o aero-propulsive coupling. Once the flow ch nges, the map is not
suited for that application anymore. Strong reliance on higher fidelity tools motivates
the need to rethink the current design process. An environment for rapid fan design
and assessment that can interact with 1-D thermodynamic cycles will alleviate this
highly integrated problem’s computational burden and help bring knowledge forward
in the design process. From a practical viewpoint, engines, let alone fans, are generally
not designed for a specific aircraft. With that argument, it is natural to question
the need of a fan design framework. But, since distortion presents a unique set of
problems, engines should very likely be different for different configurations as they
lead to different flow profiles. If only a few number of aircraft are designed, then
designing a separate engine does not make practical and financial sense. However, if
hundreds of BLI aircraft are to be designed, then it is not unreasonable to demand
a new fan/engine combination for the fleet. In such cases, the need of a fan design
framework is warranted that can integrate with the propulsion and the aircraft design
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modules to enable conceptual/early sizing and optimization exercises, similar to ones
in [11,17,131]. We thus establish a high-level motivating question at this point.
Motivating Question
What is an appropriate fan stage design framework for distorted flow appli-
cations that is compatible with the conceptual level analysis/design of 1-D
thermodynamic cycles?
This dissertation tries to identify gaps in the current literature for the conceptual
design of fan for BLI applications. It proposes a framework for designing fans under
distortion that captures both aerodynamic and structural effects.
1.5 Document Outline
The structure of the thesis presented here is as follows:
• Chapter 2 provides a review of relevant literature regarding distortion. It sets up
the background by introducing distortion descriptors. Following this, the effects
of flow non-uniformity on the fan stage are discussed. Then, several methods
that have been used to model flow distortion on fan stages are presented. The
chapter also provides an idea of the current state of structural analysis methods
for BLI fans.
• Chapter 3 draws upon the observations from the literature review and identifies
observed gaps. Requirements for the conceptual design framework are established.
Then, a discussion of key research questions and corresponding hypotheses are
detailed.
• Chapter 4 formally introduces the proposed framework for aerodynamic design
and structural analysis of the fan stage. Detailed descriptions of all steps are
also provided here.
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• Chapter 5 presents a verification of the proposed aerodynamic model on a
practical distortion problem. It then details the experimental efforts conducted
to analyze the effectiveness of various modeling effects on recovering losses due
to circumferential flow distortion.
• Chapter 6 describes the validation efforts conducted to establish the relevance of
the Variational Asymptotic Method as a computationally efficient and accurate
method for structural analysis of rotor blades. Then, it also uses the method
to perform structural analysis of rotor blades generated from the aerodynamic
design framework proposed in this work.
• Chapter 7 provides a summary of the work presented in this thesis. Finally, the





The discussions in Chapter 1 established motivation for a fan stage design framework for
distorted flow applications that is compatible with the conceptual level analysis/design
of 1-D thermodynamic cycles. In this chapter, a review of some basic distortion
descriptors is provided first. Next, the flow physics of distortion and its impacts on
the fan stage are discussed. Following that, we present the hierarchy for fan design
and modeling approaches for distortion.
2.2 Distortion Descriptors
Flow distortion is defined as any non-uniformity in the thermodynamic properties of
the flow. Typically, distortions in total pressure, swirl, and temperature are essential
to the operation of a gas turbine engine and its turbomachinery components. In the
case of BLI, distortion is primarily produced by a large pre-entry surface producing
friction on the flow before entering the engine.
Based on the directional nature, distortion can be divided into two types: cir-
cumferential and radial. These two types can be easily understood by looking at
the compressor annulus in cylindrical coordinates. Circumferential distortion is the
variation along the tangential direction in axial velocity, pressure, or swirl, while radial
distortion is the variation relative to the radial direction (along the blade span).
There are several different methods by which the propulsor can ingest the boundary
layer of an air vehicle. However, the most typical one involves embedding the engine or
14
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Figure 7: One-per-rev circumferential dis-
tortion pattern.










Figure 8: Multi-per-rev circumferen-
tial distortion pattern.
the propulsor on the aerodynamic surface itself. This placement leads to a large build-
up of low momentum flow in one annulus sector and a high amount of circumferential
distortion. Since a boundary layer is present and is, by definition, accompanied by
a velocity gradient normal to the wall, radial distortion will typically be present in
these cases as well.
A commonly adopted guideline for describing distortion intensity is given in ARP
1420 [23]. These were produced by SAE in collaboration with many companies over
several decades of distortion research and were found to be the most robust procedures
for measuring and determining distortion. Typical circumferential distortions at the
fan face can be either one-per-rev (Fig. 7) or multi-per-rev (Fig. 8) depending on the
configuration. Ultimately, it is dependent on the curvature of the fuselage surface
and the inlet that defines how the flow reaches the fan face. By virtue of the velocity
gradient developed on the boundary layer, a typical radial distortion profile can be
seen in Fig. 9.
Descriptors have been defined for both circumferential distortion and radial distor-
tion. For example, the circumferential extent and intensity (also called DPCP) are
















Figure 9: A typical radial distortion pattern.
direction that contains the lower than average flow properties (total pressure in this
case). Radial distortion intensity (also called DPRP) is defined in Eq. 7.
Ring Extent = θ−i = θ2i − θ1i (5)
Ring Intensity = (∆PC
P
)i = (
PAV − PAV LOWi
PAV
)i (6)






2.3 Effects of Flow Non-uniformity
Based on several experimental inlet designs studied at the NASA Langley Research
Center Transonic Tunnel, a S-duct inlet (Inlet A) was defined as a baseline for BLI
inlets [13]. This study’s experimental results indicated that the inlet’s pressure recovery
generally decreased with the increase in the distortion at the inlet entrance. The inlet
distortion increased with the increase in Mach number. Ingesting a larger portion of
the boundary layer also showed a decrease in inlet recovery. Increasing the Reynolds
number showed a negligible effect on inlet distortion but increased the inlet recovery
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slightly. This work’s crucial contribution was a common baseline for future BLI inlet
flow studies that involve high Reynolds number cases with a large amount of boundary
layer ingestion. Besides, it still serves as a validation tool for many CFD studies.
Instrumentation data recorded in experiments conducted on Inlet A were reduced
to inlet pressure recovery, PT1/PT∞, and average circumferential distortion intensity,
DPCPavg as discussed in Section 2.2. The cases were run for several flight conditions
from Mach 0.25 to Mach 0.83. At high Mach numbers, the distortion intensity
was approximately 0.055. However, this study did not provide any information on
distortion extents and the intensity of swirl distortion [46].
In an experimental test, a Pratt & Whitney JT15D-1 fan was subjected to a
distortion profile similar to the pressure profile at NASA Inlet A from the study in [58].
Instead of an averaged circumferential distortion intensity, the intensity of each ring at
the AIP was provided. Besides, the magnitudes of radial distortion intensity and the
extents of circumferential distortion intensity were also provided. The circumferential
extents, described in Eq. 6, ranged from 138° to 162°. The radial distortion intensity
was an order of magnitude lower than the circumferential distortion intensity. The
intensities of distortion and circumferential extents were maximum at the tip, which
makes sense given the slowest part of the boundary layer being ingested at the tip.
The studies mentioned above did not consider the presence of swirl distortion,
which is inherently the secondary flow developed through the inlet. The fan’s physical
presence affects the fan face flow distortion. Numerical simulation by Giulaini et al. [54]
showed that the height of distortion and the intensity of total pressure distortion are
reduced in the fan’s presence compared to the inlet-only case. An understanding of
the distortion flow physics is necessary to develop a design framework. In this section,
several aspects of distortion impact are discussed, as listed below.
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1. Upstream flow redistribution
2. Stall margin loss
3. Rotor losses
4. Unsteady rotor response
5. Stator losses
6. Unsteady structural effects
2.3.1 Upstream Flow Redistribution
Pt








Figure 10: Explanation of circumferential redistribution, adapted from [114].
The thick boundary layer developed on the fuselage surface, in addition to the
complex inlet aerodynamics and the presence of the rotor itself, defines the distortion
at the fan face. As the flow moves from the inlet entrance to the fan, three-dimensional
flow distribution is observed, which leads to swirl distortion and attenuation of non-
uniformity in axial velocity at the fan face [48, 50, 65]. Longley et al. [103] used a
simple parallel compressor to investigate flow redistribution ahead of the rotor. In
Fig. 10, the circumferential distribution of total and static pressure, axial velocity,
and swirl are shown at the inlet entrance (far upstream) and rotor inlet. The inlet
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entrance flow is generally non-uniform in terms of total pressure only (a square wave
is shown here for clarity). The static pressure variation is non-existent; therefore,
the axial velocity non-uniformity follows the total pressure profile. Constant static
pressure also implies no movement of flow in the circumferential direction, therefore
no swirl. The lower velocity (consequently, lower mass flow) sector undergoes a larger
change in the pressure across the stage. Under the assumption of constant static
pressure exit at the fan exit, it becomes clear that the static pressure at the rotor
inlet should be non-uniform. Therefore, in Fig. 10, static pressure non-uniformity is
present in the rotor inlet. The axial velocity non-uniformity is attenuated since some
of the non-uniformity is present in the form of static pressure differences. Variation
in the static pressure causes the circumferential distribution of the flows around the
annulus, causing co-swirl on one side and counter-swirl. It is to be noted here that





























Figure 11: 3D flow redistribution from inlet entrance to rotor inlet, adapted from [65].
Fig. 11 shows a basic sketch of how mass flow redistribution occurs in a BLI fan as
the flow progresses from the inlet entrance to the fan face. Far upstream of the rotor,
the flow can be assumed to be uniform in static pressure with a smooth axial flow.
However, the rotor induces a static pressure non-uniformity as the flow nears the fan
because of the uneven work input in the rotor, as discussed above. The flow exits the
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fan at almost uniform static pressure, and the slower moving fluid experiences larger
work from the rotor. In these regions, low static pressure is induced. The consequent
pressure gradients cause a redistribution of mass from the upper side to the lower
side. This mass flow redistribution phenomenon reduces the non-uniformity in the
mass flow around the annulus at the fan face; however, it results in non-uniformity in
swirl angle and radial angle distribution [65]. The fan’s presence creates a 3-D flow
redistribution of the mass flow, which becomes more prominent for fans with lower
hub-to-tip ratios. The contributions of several flow features of BLI at the rotor inlet
is shown in Fig. 12. Three dominant features of BLI induced distortion at the rotor
inlet can be established:
• attenuation of axial velocity
• stream tube contraction




















Figure 12: Velocity triangles at the rotor inlet due to various distortion induced flow
phenomena, adapted from [115].
In the study by Gunn et al., the swirl angles around the circumference range
from −7° to +7°, with lower variations observed near the tip [65]. The higher swirl
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distortion near the hub can be attributed to the spinner’s presence that creates more
redistribution towards the hub region. Similarly, in an integrated inlet/rotor design
process conducted by UTRC under the BLI2DTF group [27], several iterations between
the inlet and rotor design were conducted. The inlet design started with Inlet A, and
it was observed that the distortion created by the inlet was not aero-mechanically
sustainable for the fan. The distortion pattern produced at the fan face by the
optimized Inlet A is a reasonable distortion pattern to be considered for the BLI fan
design. The optimized Inlet A resulted in a DPCPavg of 0.1 and DPRPavg of 0.04
with an average circumferential extent of 125°. The swirl angle distribution ranged
from +16° to −24°.
The distortion intensities observed in the studies above are similar to the ones
observed in Plas et al. [123], Yao et al. [160], Bakhle et al. [7, 8], Giulaini [55], and
Ferrar [47].
2.3.2 Stability of the Fan
The ranges of non-uniformity in the total pressure and swirl profiles in the flows
described in the preceding paragraphs have consequences on the fan’s operability.
These large variations in total pressure and swirl can lead to fan stall, and if severe,
to surge. A discussion on the initiation of a stall is presented here.
The stall of a compressor occurs during the initiation of an aerodynamic instability
that produces a loss in total and static pressure ratio across the compressor. On a
compressor map, the stall region of a compressor is typically denoted by a "stall line."
It is the stability boundary for that particular machine in corrected flow and pressure
ratio space. The "stall margin" is the metric by which a compressor performance
engineer can measure the operating point’s distance from the stall line. The stall
margin at constant flow is typically used and is defined in Eq. 8, where OL and
SLL denote operating line and stability limit line, respectively. The stall margin
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is generally defined as the percentage of the pressure ratio at the stall between the
current operating line of the compressor and the stall line.
SMW = PRSLL − PROL
PROL
× 100 (8)
A larger stall margin means more margin for things like thermal and other types of
transients, engine deterioration, and other features that affect compressor operability.
The required stall margin is typically determined through the means of a stall margin
"stack-up", whereby the performance engineer determines all of the sources of stall
margin reduction and estimates the required margin to prevent surge during the full
envelope of operations for the engine.
stagger angle, 𝛾











Figure 13: Dependence of incidence angle on axial velocity and swirl angle.
For fans not designed for BLI purposes, during the boundary layer’s ingestion, the
fan departs from its normal operating condition. Swirl and total pressure distortion lead
to incidence angle variations on the fan. In the hub region, due to more redistribution
of mass flow, the axial velocity distortion is attenuated compared to the inlet entrance;
however, the hub’s spinning creates more swirl distortion. So, swirl distortion is
mainly responsible for large incidence variations on the fan at the hub region. Near
the tips, the total pressure distortion is more dominant, creating a large axial velocity
non-uniformity, which is responsible for incidence swings. Either swirl or total pressure
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distortion translates into incidence variations for the fan. Swirl angle, axial velocity,
and blade metal leading edge angle combined determine the blade’s incidence angle.
Fig. 13 provides a schematic description of the incidence angle (ß1, blade leading edge
angle (κ1), stagger angle (γ), relevant relative and absolute flow velocities (C1, W1),
and blade speeds (U). Fig. 14 illustrates the isolated effects of swirl and total pressure
























Figure 14: Effect of pure swirl and total pressure distortion on velocity triangles.
In the presence of distortion, the fan imparts unequal work at various locations.
With high loading at some part in the annulus, the blades may operate at angles
beyond stall at those locations. The initiation of a stall may grow bigger and lead
to a catastrophic surge in the engine. When the inlet’s mass flow is reduced, and
the fan operates towards the stall point, the distortion intensity grows, leading to an
additional increase in the fan leading edge incidence angle [46]. Ferrar et al. provide a
simple explanation based on parallel compressors’ theory for unequal work input [46].
The magnitude of stability loss due to distortion is dependent on various factors: (i)
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total pressure distortion intensity (circumferential and radial), (ii) extent of distortion,
(iii) distorted sectors per-rev (one-per-rev or multi-per-rev), (iv) swirl distortion
intensity, and (v) the blade geometry itself.
A






Figure 15: Physical phenomena for stall initiation, adapted from [61]
While the exact computation of the loss in stability margin is a non-trivial task,
Fig. 15 attempts to explain the physical phenomenon for the initiation of stall [61]. In
a row of rotor blades, the presence of non-uniformity causes the local angle of attack
to be higher at some location (say, B) at a time t1. If the angle of attack at B is
sufficient enough to stall the blade, flow separation occurs at B, such that the flow
is pushed towards the neighboring blades (suction surface of A and pressure surface
of C, in this case). Consequently, the angle of attack reduces on A and increases on
C at time t1 + δt, causing blade C to operate near stall and A to recover from the
stall. A rotating stall is thus initiated because of this local instability. Often, this
local instability translates to system-level instability and can lead to surge, which
is considered to be a catastrophic failure for engine operation. For this thesis, stall
margins will be limited to discussing local instabilities or the initiation of a stall.
Perovic et al. calculated that the stability margin caused by BLI was only 1-2% of
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the flow coefficient [121]. Other studies, however, have shown that the loss in stability
pressure ratio can vary anywhere from 2% - 8% [79,104].
2.3.3 Loss in Efficiency and Pressure Rise Capacity
Besides concerns of stability, BLI also leads to fan efficiency loss and a reduction in
the pressure rise. Gunn [65] points out that pressure rise reduction is small compared
to fan efficiency reduction - the reason being that the non-uniform work distribution
tries to offset the reduction in pressure rise across the fan. The reason why fan imparts
unequal work can be understood simply by considering a fan map. If we assume that
a fan’s response is instantaneous, at regions of low momentum flow, the operating















oFigure 16: Parallel compressor analysis: unequal pressure rise, adapted from [111].
At the micro-level, fan efficiency reduction is related to one of the various loss
sources. Instead of breaking down the losses and tracking the streamlines, for a general
correlation, Lieblein’s Diffusion Factor (DF) (Eq. 9) can be used as a surrogate for fan
efficiency [101]. The second term in Eq. 9 accounts for bulk diffusion, and the third
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term accounts for the flow turning.




Various BLI studies, depending on the configuration studied and the inlet distortion
pattern, estimate an efficiency loss of 1% - 4%. A study on the vehicle-level system
impact of BLI for the ND8 concept used a 3.5% efficiency penalty based on their
interaction with the BLI2DTF group [21, 108]. Based on Gunn et al.’s study, an
optimistic drop of around 1% was found for the overall stage efficiency [65]. Another
study by Florea et al. report the fan efficiency loss due to BLI was 6%, but the
optimization of inlet led to a loss of only 0.5% - 1.5% [49]. However, this study did not
account for the aeromechanical constraints that might alter the optimal inlet shape
and the subsequent fan efficiency drop. These differences also depend on the fan under
consideration, its operating condition, and the distortion’s nature. Regardless, inlet
distortion creates additional losses in the fan, and any fan analysis/design method
needs to account for this loss.
2.3.4 Rotor Unsteady Response
The flow in a turbomachine is fundamentally unsteady. Dean [33] first showed that
for a turbine or a compressor to provide shaft work or absorb the work, there must
exist unsteady local changes in static pressure. The relation can be seen in Eq. 10 [31].
This relation means that the rate of change of stagnation enthalpy of a particle along
a pathline is proportional to the partial derivative of the static pressure to time at
that instantaneous location. So, without unsteadiness, stagnation enthalpy cannot








Although unsteadiness in inherent in a turbomachine, in conceptual designs, the
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unsteady flow has found very little consideration in terms of application. It is possible
to treat the flow as steady using the Euler turbomachinery equation in the relative
frame of reference [31]. If a turbomachine includes only one blade, the flow is uniform,
and we analyze it in a relative frame of reference. The problem can be treated as steady
by writing the governing equations accordingly [166]. In this thesis, unsteadiness
refers to the additional periodic unsteadiness due to distortion and not the inherent
unsteadiness that exists in all kinds of flows.
With the ingestion of BLI, the assumption that the flow is steady remains in
question even under the relative frame of reference. As the rotor blade rotates around
the distorted flow field, the blade’s leading edge is exposed to varying axial velocity
and swirl angle. Thus, the blade is subjected to varying incidence. Low axial velocity
and negative swirl angle (or counter-swirl) increase the incidence angle that the blade
sees. The question then becomes if the blade responds instantaneously to the changing
flow conditions at its given operating condition. Two types of unsteady effects are
relevant to discuss - inviscid and viscous unsteady effects.
A reason why the distorted response is different compared to a uniform flow is
because of the inviscid unsteady effects. It deals with the acceleration of the fluid
particles such that the difference in the static pressure at the trailing edge is different
from the one predicted by the quasi-steady pressure rise characteristic. [111]. On a
fan map, the steady pressure ratio characteristic thus changes into an orbit even for
a case with no swirl distortion, as shown in the notional representation in Fig. 17.
The existence of this unsteady orbit, instead of the steady characteristic, causes the
average operating point to be different from the one obtained from the quasi-steady
analysis and changes the flow field downstream.
Another effect is due to the unsteadiness of the viscous flows that cause hysteresis
in rotor loss coefficients near the stall point. Fig. 18 shows the variation of relative











Figure 17: Notional fan map under distortion (including unsteady orbit), adapted
from [114].
distortion. The presence of distortion introduces losses that clearly exhibit a hysteresis
loop and that the values between steady and unsteady losses depart significantly in
magnitude. In the non-uniform flow field, excursions to higher incidence angle than
steady stall can also be observed. Greitzer [61] notes that the rotor is operating
transiently at flow angles above uniform stall, which is in direct contrast to many
quasi-steady models used to treat the problem of inlet distortion.
The phenomenon of rotors transiently operating in some areas beyond stall is
what we refer to as "stall delay". The lift increase and the separation delay are the
critical features of this phenomenon due to the unsteadiness present in the flow. The
problem can be thought, in a similar way, like that of the extra lift produced by
insects when flying. When flapping their wings at a specific frequency, an intense
leading-edge vortex is generated, acting as a high lift generating mechanism [44]. The
same phenomenon is also responsible for generating extra lift on delta wings, where
the flow along the span-wise direction stabilizes the vortex.
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Figure 18: Total pressure loss coefficient for a rotor, digitized from [111].
Fig. 19 shows the unsteady loop in the pressure rise at different passage locations
with different corrected mass flow in those regions for three conditions: nominal,
closer to choke (1), and closer to stall (2) [50]. The three loops of pressure rise are
just the 3 flight conditions. As a result of the unsteadiness in the flow, issues of
representing fan maps for distorted flows also arise. In an attempt to understand the
dynamic behavior of compressor aerodynamic response, Cousins [24] identified that
rotor’s blading parameters determine the dynamic response of a compressor system.
Cousins [24] determined that the blade’s time constant is responsible for the response
of a compressor in a distorted flow field.
2.3.5 Stator Losses
The rotor interaction with the non-uniform flow field results in an unsteady rotor
response. Consequently, the flow exiting the rotor is also non-uniform in terms of swirl
and radial angle. Fig. 20 shows a typical stator exit profile for a propulsor operating
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Figure 14. Total pressure ratio excursions for 3 sets of 





Figure 15. Time-averaged Mach number contours for the flow 
through the EGV at several axial and radial locations. (22” fan, 
single inlet configuration). 
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Figure 19: Total pressure rise loop for a fan operating in a distorted flow field,
reproduced from [50].
It can be seen that the amplitude in swirl angle variation is dominant towards the
tip region. The amplitude of variation is as high as 15° in the tip region compared
to ≈5° in the hub. Conventional stator rows are not designed for circumferentially
varying flow in terms of swirl and mass flux.
A rotor’s presence attenuates the total pressure distortion to a certain extent;
however, the mass deficit transfers from the inlet of the rotor to its exit. Low axial
velocity regions at the rotor exit result in a shorter vector of the relative velocity.
When converted into the absolute frame, this vector is overturned. The result is a
positive incidence and, consequently, increases the turning requirement in the stator.
This phenomena is highlighted in Fig. 21. Flow turning has the largest effect on the
stator diffusion factor [77]. From previous discussions, it is known that reducing the
diffusion factor at the exit directly correlates to increasing the stage efficiency. These
variations at the stator inlet lead to increased losses in the axisymmetric stator.
Minimizing deviation from "design" incidence angles can mitigate some of the
efficiency losses. Various high-fidelity analyses by Hall et al. [77], Cousins et al. [27],
Gunn et al. [66] have suggested the need of a non-axisymmetric stator design. In a
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Figure 21: Stator incidence variation due to inlet distortion from BLI, adapted
from [65]
study by Gunn et al. [66], as much as 10% in stator losses were recovered by modifying
the stator metal angles, chord, and lean.
2.3.6 Mechanical Issues
One issue not discussed in detail so far is the blades’ mechanical integrity when
operating in a distorted flow field. While the aerodynamic performance of the fan is
the objective function, mechanical integrity is a constraint. Major mechanical concerns
associated with the fans ingesting the distorted flow are large resonant fan blade
response and vibratory stresses caused by high-frequency cyclic loading.
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The flow on the blade changes at each circumferential location when they rotate in
a distorted flow field. The unsteady pressure loading on each blade acts as an external
forcing on the blade [8]. This unsteady loading may result in blade vibration, which
further increases the unsteadiness of the flow. The periodic unsteadiness excites the
fan at a specific loading frequency. When the excitation frequencies come close to one
of the blade’s natural frequencies during rotation, resonance may occur. There are two
frequencies responsible for resonance to occur during forced oscillations - the blade’s
natural frequency and the excitation frequency caused by the unsteady loading acting
on the blade. The blade’s natural frequency is the frequency at which the blade would
vibrate" naturally" when subjected to some disturbance and let to vibrate freely. In
contrast, the excitation frequency can be determined from the frequency analysis of
the blade response when operating in the unsteady loading environment. There are
one or more natural frequencies of all mechanical structures, and resonance can be
reached when the excitation frequency reaches any of the natural frequencies [78].
While studying the problem of resonance in steam turbines, Campbell [19] in-
troduced, what is called the Campbell diagram, also called an interference diagram.
Campbell diagrams still serve as tools to portray potential solutions of blades vi-
brating with high amplitudes [30]. Fig. 22 shows a Campbell diagram that can be
used to explain its application. The horizontal axis is the speed of rotation, and the
vertical axis is the frequency. The lines passing through the origin are the excitation
frequency lines, and the curves (almost horizontal lines) are the natural frequencies
at different modes. At the speeds of operation, if these two curves cross each other
at any point, then resonance is likely to happen at that operating condition if that
frequency of excitation occurs. Typically, the blades should be designed so that the
natural frequency at the design speed should have a safe margin with the frequencies
at which the blades are excited.














Figure 22: Notional Campbell diagram.
found that there were crossings of concern (or narrow resonance margins) at speeds
near the design point. The most significant concerns were the excitation frequencies of
lower order. Cumpsty et al. [30] also notes that low-order excitation frequencies pose
more concerns than high-order excitation frequencies. To avoid natural frequency and
excitation frequency crossing, we can take measures to change these frequencies. The
excitation frequency is a function of the blade RPM and the distortion profile. Also,
the blade’s natural frequency can be increased by increasing its stiffness or reducing
its tip mass [30]. The tradeoff in aerodynamic performance and structural integrity
becomes very apparent here.
Another concern brought by the unsteady forces acting on the blade is that of
high cycle fatigue. The stresses on the blades will be oscillatory - with mean stress
and some alternating stress. It is necessary to analyze the pair and determine whether
it is in the material’s operating limit. The steady stress may be well below the tensile
stress of the material. However, the alternating stresses present may cause the fan to
operate outside the envelope allowed for safe operation for many cycles [113]. A simple
way of representing this envelope is with a Goodman diagram that draws the envelope
of when the material fails. Fig. 23 shows a conceptual sketch of a Goodman diagram,














Figure 23: Notional Goodman diagram.
vibratory stress. Loosely speaking, the line joining the endurance limit (vertical axis)
and ultimate tensile stress (horizontal axis) forms the Goodman line. Anywhere inside
the region bounded by the Goodman line, the abscissa, and the ordinate, the blade
can safely operate for a large number of cycles.
In the study done under the BLI2DTF group, it was found that the reference
fan (fan for under-wing engine applications) was not able to satisfy the Goodman
requirement. However, by modifying the inlet, the distortion extent was increased,
and the incidence variation was minimized, which resulted in the fan achieving better
results (still over the envelope though) [27]. Some structural changes were made that
finally made the blade satisfy the Goodman requirement.
2.4 Fan Modeling Approaches for Distorted Inflow
The preceding section discussed the impacts of distorted inflow. This section focuses
on various fan modeling efforts for distorted inflow and examines their computational
efficiency, ease of integration with cycle analysis tools, and the effects captured. We
discuss the following modeling approaches:
• Parallel compressor theory
• Parallel compressor theory - modifications
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• Linearized distortion transfer models
• Semi-empirical approaches
• Actuator disk modeling
• Body force approach
• CFD approach
2.4.1 Parallel Compressor Theory
One of the simplest ways to model the effects of inlet distortion is Parallel Compressor
(PC) theory, invented by Pearson, et al. in 1963 [120]. The parallel compressor model
treats the incoming flow as two parallel streams: one distorted and the other clean
with uniform properties at each stream. This model assumes constant static pressure
at the exit of both sectors and sets the compressor map’s operating points.
In Fig. 24, point 1 represents the low-pressure region, and point 3 represents the
high-pressure region. In the presence of distortion, these two points do not overlap.
Since the PC model assumes that both sectors will exit at the same static pressure,
they correspond to different points on the compressor map guided by required mass
flow and the static pressure convergence requirement. The mean operating point
(point 2) is a weighted average of the spoiled and clean sectors.
The classical parallel compressor theory is applicable for steady-state analysis of
circumferentially non-uniform but radially uniform flows. While relatively simpler,
this model can reflect several distortion features. Upstream flow redistribution in the
parallel compressor model can be achieved via constant exit static pressure boundary
condition and the satisfaction of mass continuity. A constant exit static pressure
implies non-uniform static pressure at the rotor inlet since the two parallel sectors
experience unequal pressure rise. Upstream at the inlet entrance, the static pressure
is uniform. The result is a mass flow redistribution as the flow propagates from the
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Figure 24: A sketch describing the Parallel Compressor model.
inlet to the fan face. Greitzer et al. [62], Longley et al. [103], and Greitzer [61] have
demonstrated this phenomenon using parallel compressor theory.
According to classical theory, the compressor’s stability boundary occurs when the
low-pressure region reaches a stall stability limit. The spoiled sector is taken to stall,
and its exit static pressure is computed. This static pressure requirement helps locate
the clean sector’s position on the map. The loss in stability pressure ratio (∆ PRS) is
computed at a constant flow. This relationship is shown in Eq. 11.
∆PRS = PR4 − PR2
PR4
(11)
Similarly, an average operating point can be computed in the presence of low and
high-pressure sectors. The loss in pressure ratio and the drop in stage efficiency are
computed based on the average operating point’s location compared to the clean
operating point using the performance maps. This modeling technique captures
no unsteady behavior since it uses a quasi-steady map and assumes that the rotor
response is instantaneous. The swirl distortion modeling is also not possible by using
one performance map as the stage performance characteristic varies with the swirl.
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PC theory (without critical angle)














Figure 25: Critical angle concept, digitized from [155].
The individual effect on the rotor and stator cannot be separately identified as it uses
a stage map and enforces a boundary condition at the stage exit.
2.4.2 Parallel Compressor Theory - Modifications
The results from basic parallel compressor theory are somewhat inconsistent with
experiments. It fails to predict the correct stall margin loss below a certain angle
of distortion [134]. Stall pressure ratio loss below this angle is reduced and can be
seen in Fig. 25. As the distorted sector’s extent goes below a certain angle, the loss
in stability pressure ratio goes towards zero, unlike the classical PC model, which
predicts a continuous increase.
Reid highlighted this behavior and used the concept of critical angle to mitigate
this deficiency [134]. This angle needs to be determined experimentally or with higher
fidelity codes for each design. The critical angle is compressor dependent, as different
compressors behave differently to different inlet flow conditions as a function of the
compressor blading [24].
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In an attempt to understand the fundamental physics behind why different com-
pressors respond differently, Cousins analyzed the dynamics of a complete surge cycle
for an axial-centrifugal compression system [25, 28]. Different time constants were
observed for different portions of the compressor, suggesting that the time constant of a
blade and the circumferential extent of the applied distortion are essential parameters
required to understand compressors operating in inlet distortion. These observations
suggest that Reid’s introduction of the critical angle concept is a way to incorporate
the unsteady effects in a quasi-steady analysis.
Cousins and Davis used the parallel compressor model and included several other
features such as circumferential mass redistribution, swirl effects, and dynamic re-
sponse [26, 32]. The dynamic response was modeled through the inclusion of time
constant. Circumferential mass flow redistribution between the rotor-stator gap was
approximated using an orifice analogy. Finally, swirl effects were included by supplying
multiple performance maps in the presence of swirl.
Another extension of the basic parallel compressor theory is the multiple parallel
compressor theory by Mazzawy [111]. Multiple segment parallel compressor model
splits the annulus into multiple segments of equal circumferential width. Similar to the
classical theory, the inlet condition of any segment defines the local exit parameters.
The extension by Mazzawy accounts for the circumferential crossflow of the fluid within
the segments, viscous and inviscid unsteady flow effects, and dynamic instability.
Refs. [?,95,124] are some studies that have integrated parallel compressor model for
distortion analysis. Some other examples of extending the use of a parallel compressor
and combining it with streamline curvature can be found in Refs. [37,119].
2.4.3 Linearized Distortion Transfer Models
The parallel compressor method has been used primarily to estimate the compressor
performance under distorted inflow. With the limitations of parallel compressor theory
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realized, several theoretical models were developed to replace or improve the classical
parallel compressor theory. However, they rely on a linearized approach where the
distortion’s amplitude is considered to be sufficiently small such that the non-linear
effects could be ignored [103].
A primary advantage of using such an approach is the ability to include several
effects such as unsteady losses, deviation, and mass redistribution within the rotor-
stator gaps. During the 1970s, major advances in the understanding of distortion
transfer were possible because of these linearized models with the assumption of
inviscid and incompressible flows [48]. Several studies [18,41,60,63,80,85,144] have
used the linearized models and explained the propagation of the non-uniform flow
through the blade rows. In addition to the limitation of not modeling 3-D effects,
these linearized models are applicable for incompressible flows, high hub/tip ratio
machines, and cannot predict the loss in stability margins.
Hall [76] provides a detailed description of the two-dimensional linearized model.
The basic idea is to write the equations of continuity and momentum for the mean
and perturbation components of the flow separately and neglect any second-order
terms. Boundary conditions are then applied to solve differential equations and obtain
solutions for the perturbation components at various locations.
2.4.4 Semi-Empirical Approaches
The methods discussed so far account for the fan performance using predefined
performance characteristics. Instead of using any performance characteristic, semi-
empirical approaches calculate the performance using the incoming flow and empirical
correlations developed for the cascade of airfoils used. For uniform flow modeling,
semi-empirical approaches are the first set of tools used when designing any component,
such as a fan. In uniform inflow modeling, two semi-empirical methods are used:
meanline/multi-meanline and throughflow methods. Variations of these methods have
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been used in the literature to simulate non-uniformity effects in the flow field. Below,
discussions on two such methods from the literature are provided.
2.4.4.1 Empirical Relations with Meanline Method
Valencia et al. [150] discretized the inlet region into radial and circumferential segments.
They used the empirical relation and the equations of the meanline to compute the exit
flow properties. When comparing to CFD solutions, it was observed that the overall
trends of the distortion transfer matched. Fig. 26 shows the authors’ algorithm to
compute the fan performance characteristics. It can be seen that the velocity triangles
obtained from the incoming flow are used to generate the blade geometry. Note that
the flow characteristic for the design point is a uniform inflow. The non-uniform flow
is passed in the off-design setting, where the off-design incidence and performance are
computed.
While this method is efficient computationally and can be easily integrated with
the cycle analysis tools, few limitations exist. First, it does not consider design
optimization under non-uniform flow. Second, meanline method does not account for
any radial equilibrium; therefore, no streamtube contraction can be modeled. A brief
description of the meanline is provided below.
Meanline method can be used for either analysis or design. In the analysis phase,
the main objective is to compute the change in flow properties across each blade row
for a given set of blade row properties. In the design phase, the objective is to develop
a set of blade design parameters for a set of desired flow properties. The change in
flow properties within the blade rows is not computed, so the detailed geometry is
neither required nor computed.
Convergence needs to be achieved in either design or analysis mode for the set
of equations being solved. Two sets of equations are considered in the mean line
method - one set germinates from fundamental physics while the other from empirical
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Figure 26: Discretized Miller approach for fan performance analysis, adapted from
[150]
relationships. Euler’s turbomachinery equation, coupled with the geometric constraints
and the conservation of mass, is the set of the physical equations to be solved. These
physical equations are solved for ideal flow, and no losses are accounted. Some sets of
empirical relations account for the losses. The loss models generally account for the
losses as functions of the blade characteristics and flow angles.
A set of seven attributes can completely describe the state of a fluid at any
point [89].
(i) the mass flow rate or flux through an area normal to the meridional velocity
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(ii) two thermodynamic state properties (pressure, temperature)
(iii) three velocity parameters - eg. swirl (tangential velocity), meridional angle, and
axial velocity



















Figure 27: Blade velocity triangles at the meanline: rotor and stator.
Seven equations are needed to evaluate these seven unknowns. These equations
are adapted from [89]. Refer to the velocity triangles in Fig. 27 for velocity directions.
ṁm1 = ṁm2 (12)
ht2 − ht1 = ω(r2Vθ2 − r1Vθ1) (13)
pt2 = pt2 ideal − floss(args) (14)
β2 = blade metal exit angle + δ (15)
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r2 = machine radius at station 2 (16)
Am2 = machine area at station 2 (17)
r2 = machine radius at station 2 (18)
Φ2 = machine annulus angle at station 2 (19)
Eq. 12 maintains continuity, Eq. 13 is the Euler turbomachinery equation for
enthalpy change, and Eq. 14 can include loss models that cause the actual ther-
modynamic state variables to differ from ideal calculations. These loss models are
empirically defined. Several loss models exist in the literature that can be used as
a starting point for many turbomachinery meanline studies. Eq. 15 is the assumed
condition that the flow will exit the blade in the direction of the blade metal exit
angle with a small adjustment of δ. Eq. 17 - Eq. 19 are the geometric constraints that
need to be maintained.
2.4.4.2 Empirical Relations with Throughflow Method
Another example of a semi-empirical approach being used to compute fan performance
for distorted inflows is the work by Pachidis et al. [119]. The authors used a multi-
fidelity technique to integrate a 1-D thermodynamic cycle model with a 2-D streamline
curvature model of the fan. The streamline curvature can handle the radial variation in
the incoming flow but assumes circumferential symmetry. The viscous losses are present
in the form of empirical correlations. While it can only model radial asymmetry, the
streamline curvature method has been combined with the parallel compressor method
to account for radial and circumferential distortion [37]. The streamline curvature
method is computationally expensive than meanline/multi-meanline methods but
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much faster than high fidelity CFD computations. A brief origin and working of the
streamline curvature model are presented below.
In 1952, Wu [157] proposed a general theory for the fluid flow through the turbo-
machine. In Wu’s theory, the flow’s complete three-dimensional equations are satisfied
by iterating between two intersecting stream surfaces. These surfaces are the S1 and
S2 surfaces. The sketch of the intersecting S1 and S2 surfaces from Wu’s work can be
seen in Fig. 28. Although this set of equations and the associated iterations result
in fully three-dimensional effects, it has not been a generally adopted method. A
more common method is to use a single S2 surface together with several S1 surfaces.
This technique of solving the flow using one S2 surface and multiple S1 surfaces is
generally known as the quasi-3D methods [88]. In the original theory, the stream
surfaces (Fig. 28) can warp and change shapes in each iteration. However, this results
in challenges in implementation and computational complexity. A more common
method is to make these two surfaces as the blade-to-blade surfaces (loosely, S1) and
the mid-pitch meridional plane (loosely, S2). A description is shown in Fig. 29.
Figure 28: Intersecting S1 and S2 surfaces [157].
Wu’s throughflow theory is based on the general theory, but the equations are
solved only for the mean S2 stream surface [109]. This S2 stream surface can be
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thought of in the pitch-wise averaged sense. The throughflow equations can be solved
in multiple ways. Two types of calculations are common - StreamLine Curvature
(SLC) and the matrix throughflow [36]. Both methods aim to solve the same set
of equations (six equations: 1 continuity, three motion, one energy, one state) to
obtain the solution to the equations of motion and the components of velocities in a
turbomachine. We will only focus on the streamline curvature method, since it is a
more popular approach for solving the throughflow equations in the meridional plane.
20 CUMPSTY AND GREITZER
Fig. 5 Measured inlet and exit stagnation pressures in turbine
cascade.36
(and not described) but the method substituted appropriate empirical
information to provide the design parameters that were needed.
For the turbine, a complementary result was that the strong pas-
sage vortices seen in experiments also could not be captured by
computational procedures until the late 1980s. Semi-empirical treat-
ments of turbine endwall loss, suitable for the design process, were,
thus, developed.38,39
The availability of three-dimensional computational flow proce-
dures makes it possible to attack endwall flow issues in a much
less empirical manner, and computations of tip clearance flows in
multirow turbomachines are now common. As stated in the initial
paragraph of the paper, however, long before these methods ap-
peared, high-performance turbomachinery was being successfully
developed.
V. Throughflow and Streamline Curvature
Simple radial equilibrium provides a good description when the
blade span is small compared to the tip radius, for example, less than
20%. However, for compressors or turbines for which the hub-to-tip
radius ratio is small, for example, the fan on the front of a jet engine
or the late stages of a low-pressure (LP) turbine, the assumptions
have less validity. More important, many of these machines have
annulus walls that slope in or out at angles that are sufficiently large
that radial accelerations other than centripetal cannot be neglected.
An approach to axisymmetric flow was therefore needed that could
account for streamline curvature in the meridional (radial r and axial
x) plane.
The initial approach to include this effect was the actuator disk
model, an idea for providing a representation of the effect of a
blade row, which is reported to go back to the momentum theory
of propellers of Rankine in 1865 (see Ref. 40). The actuator disk
can be taken to be normal to the axial direction, so that the r and θ
coordinates are in the plane of the disk.41,42 The model also includes
the assumptions that the radial velocity and the product of axial
velocity and density are continuous across the actuator disk (the
former because the disk exerts no radial force, the latter because
the mass flow in an axisymmetric stream tube must be continuous).
The tangential velocities, vθ1 and vθ2, are normally specified as the
design duty of the blade row, and these are different across the
disk.
The algebraic complexity associated with actuator disk analyses
is large, especially when the hub and casing are not cylindrical (that
is, the walls are not constant radius) and when the flow is compress-
ible (the Mach numbers are high enough for the density to vary).43
Although it absorbed a large amount of academic attention, the ap-
proach did not have a large impact on axisymmetric approaches to
turbomachinery design in industry because methods better suited to
numerical solution, described hereafter, became available. The over-
all concept, however, has been applied successfully in two other ar-
eas connected with turbomachinery aerodynamics. The first of these
is for descriptions of asymmetric and unsteady flows in turboma-
chines, such as inlet distortion, rotating stall and rotor whirl, where
the approximation has sufficient fidelity to show, in a relatively sim-
ple manner, important features of the flowfield. [For example, the
most recent American Society of Mechanical Engineers (ASME)
Melville Award paper44 and ASME International Gas Turbine Insti-
tute (IGTI) Turbomachinery Committee best paper,45 both of which
addressed problems associated with asymmetric flows in turboma-
chines, used actuator disk ideas as the framework for the analyti-
cal approach.] The second is in conjunction with three-dimensional
computations to provide good representations for boundary condi-
tions upstream and downstream of the region of investigation with
little computational effort.
Another approach beyond simple radial equilibrium was devel-
oped by Wu at NACA46 in the late 1940s and early 1950s. He con-
sidered the flow on two sets of orthogonal stream surfaces, the S1
and S2 surfaces. At inlet S1 is a constant radius surface that warps
as it passes through the blades, so that it is no longer purely constant
radius at the exit. Warping also occurs for the S2 surface, which
enters the machine as a meridional (x, r) surface. The equations
on the S1 and S2 are coupled, and could (in principle) be solved
together, and so the treatment is basically exact. At the time of this
work, computers were inadequate to perform calculations of this
type. When computers did become available it was decided that it
was more useful to work on the meridional surface and the blade-to-
blade surface, not allowing warp and twist to occur. Although this
was an approximation (because the coupling terms were omitted), it
was not the largest of the errors encountered. Later, when full three-
dimensional methods became available, it was no longer necessary
to adopt the stream surface approach. Although Wu’s method was
never applied as originally envisioned, its legacy remains in that
the meridional plane is often referred to as the S2 surface and the
blade-to-blade axisymmetric surface as S1.
The approach that had most impact is the throughflow method.47
In this axisymmetric procedure the flow is solved separately on the
meridional (x, r ) plane and on the blade-to-blade surface at a num-
ber of radii along the span. On the blade-to-blade surfaces the flow
is specified from correlations or obtained from two-dimensional
calculations. The equations used in both of these computations are
simplified; in the meridional plane it is assumed that the flow is ax-
isymmetric, whereas in the blade-to-blade surface the meridional
velocities are ignored, though th convergenc or divergence of
the meridional streamlines must be included.48 The two types of
surfaces used in desig procedures are given in Fig. 6. The equa-
tions on the meridional plane and on the blade-to-blade surface
a) b)
Fig. 6 Description of the turbomachinery flow in terms of two inter-
acting two-dimensional flows: a) blade-to-blade surfaces and b) axisym-






















































Figure 29: Two fixed surfaces representing approximate S1 and S2 surfaces [30].
The development of the streamline curvature method took place independently
by Smith [143], Novak [117], and Silvester [141]. The streamline curvature method’s
general process is based on the assumption of the axial symmetry of the radial
component of the momentum equation. It is referred to as the radial equilibrium
equation. The full equation can be reviewed in [87].
The terms that contribute to the radial pressure gradient fall into one of the
following categories: [87]
(i) Streamline curvature in the meridional plane
(ii) Centrifugal effect
(ii) Axial pressure gradient
(iv) Blade force effect
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(v) Perturbation terms
The most considerable contribution to the radial pressure gradient comes from
the fluid’s centrifuging, which is the only factor considered in the simple radial
equilibrium. So, the full radial equilibrium accounts for more factors to be considered
and thus enhances accuracy. However, it has a computational cost associated with
it. Streamline curvature computations for throughflow calculation is a widely used
tool in turbomachinery design or analysis. While many assumptions and empirical
relations of loss models and real gas effects are involved, it still plays a vital role in
the preliminary designs of turbomachines.
Computationally, the streamline curvature method is solving a linear differential
equation with constant coefficients. Fig. 30 shows a typical grid for solving throughflow
equations using the SLC method. The procedure involves starting with guessing a set
of meridional streamlines. Mass continuity is maintained at each axial plane, and radial
equilibrium is satisfied by varying the velocity and radial location of streamlines [99].
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Figure 30: A typical grid for streamline curvature computation [51].
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2.4.5 Actuator Disk Method
Instead of using blade rows for simulation, actuator disk theory provides a simpler
model by representing the blade row’s effects with a disk. The idea goes back to
the momentum theory for propeller blades [30]. The earliest work of replacing the
turbomachinery blade row by an actuator disk dates back to Dunham [39]. Earlier,
Enrich [42], Yeh [161], and Rannie and Marble [106] had provided the solutions for a
single two dimensional blade row [146]. Fig. 31 shows a sketch of the representation
of the rotor and stator by actuator disks.
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Equation for the Tangential Vorticity 
The equations of motion and the "thermodynamic equation" 
may be written: 
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The scalar product of equation (12) with n is now taken. Note 
that with equation (2) we have: 
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This is the equation obtained by Marble [1] in a quite different 
way. 
Equation (14) may be further simplified for our purposes by 
noting that F is zero outside the actuator disks, tha t the density 
is constant throughout (incompressible flow), and that the entropy 
is constant throughout, (perfect fluid) to give: 
Fig. 2 Location of actuator disks 
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Equation for the Radial Velocity 
Even in spite of the simplifications employed, the solution of 
equation (15) remains very difficult in the general case because 
of the nonlinearity introduced by the terms on the right side. 
Before proceeding to the special examples to be considered 
herein, however, the matching conditions across the actuator 
disk will be obtained. Continuity requires that the axial velocity 
not change across the infinitesimally thin disk. By integrating 
the radial component of the equation of motion from just before 
till just after the disk (from — e to + e), it then follows tha t the 
jump in radial velocity across the actuator disk may be written 
Mi = - j fA 
Wd J _ e 
(16) 
Clearly, the integral of the right side (when multiplied by p) just 
represents the total radial force of the blade row, per unit cross 
sectional area, at the given point of the actuator disk. In most 
applications the radial forces of the almost radial blades is very 
small, and for this reason equation (16) is usually approximated 
by 
[u]d = 0 (17) 
The condition tha t the axial velocity is preserved across the 
disk allows us to subtract equation (15) as found just before the 
disk from equation (15) as found just following the disk to give: 
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Differentiation of equation (15) with respect to z gives 
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Equations (17), (18), and (19), together with the boundary condi-
tions tha t the normal velocity be zero at the walls, constitute the 
mathematical statement of the problem. 
Specialization to Particular Blade Loading 
The particular problem to be investigated herein will be tha t 
of two actuator disks interacting in an annulus with constant 
hub and tip radii (Fig. 2). The flow is considered to approach 
from far upstream with zero swirl and uniform velocity, pass 
through a stator row at z = 0, and then pass through a rotor row 
at z = v. 
The scalar products of equation 10 with eg and of equation (12) 
with u indicate tha t the tangential angular momentum and stag-
nation enthalpy, respectively, are conserved along'" streamlines 
external to the blade rows. Further, the well-known Euler-
Turbine equation 
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Figure 31: Rotor and stator represented by actuator disks [118].
The actuator disk represents a discontinuity in the flow field. When this concept is
applied to an incompressible flow with asymmetry restricted to linearized levels, the
flow equations’ solution can be written as a series of Bessel functions [90]. If a fan is
to be modeled, at some axial location (typically at the trailing edge or the mid-chord
location), a plane actuator disk is placed, and the following conditions are applied: [90]
(i) mass continuity
(ii) radial momentum conservatio ,
(iii) rothalpy conservation,
(iv) specification of flow angle at the exit,
(v) specification of st gnatio p essure jump
These conditions are enforces at each location in the grid. Loss and deviation
models or the characteristics of the blades must be specified for the last two conditions.
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The specification of the second condition implies that the radial forces exerted by the
blades are neglected. The first and the third are mere consequences of the disk not
storing any mass or energy.
Many studies on inlet distortion employ actuator disk theory to predict fan
performance in the presence of inlet distortion, especially to model the propulsor’s
presence. An example is the use of actuator disk to model the BLI effect for D8
aircraft [75]. Other studies have also used the actuator disk to model fan performance
in distorted inflow conditions [76,97,112]. However, it is only an analysis tool but can
be used to understand the sensitivities of fan parameters on the propulsor performance.
2.4.6 Body Force Method
The concept of replacing the fan blades by a force field enables the lower computational
cost of CFD solutions because it eliminates the need to mesh the blade geometry.
This concept is the idea behind any body-force method. Fig. 32 shows body force
representation of the fan blades in the CFD simulation to generate the exact turning
and rise in entropy. The concept of replacing the fan blades by a force field was
introduced by Marble [107] in 1964. One way to include the body force is to use the
analytical model for the body force itself. The other way is to evaluate the forces
via a CFD simulation [149]. The body forces are accounted for by including the
source terms in the solver equations. If the analytical model is not used for the body
force field, then the force is evaluated from RANS calculation of a single passage of
the geometry. In the present day, this method has been extended from 2-D to 3-D
modeling.
Many modifications to the body force model have been proposed following Marble’s
work to assess distortion impacts on fan stage performance. Gong [57] proposed an
analytical body force model to assess the compressor stability problem and included
unsteady effects near the stall regime. Other modifications to this model include
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FIGURE 1. BODY FORCE MODELING CONCEPT : THE FAN BLADES ARE REPLACED BY A BODY FORCE FIELD.
or 1P forces) will be strongly impacted. To quantitatively pre-
dict these variations, numerical capabilities that allow to accu-
rately predict the coupling between the fan and the air intake
are therefore necessary. This is challenging as, in high angle
of attack configurations, the fan is usually operating at high rota-
tional speeds with strong transonic effects. Full annulus unsteady
computations of the fan–intake installation allow to capture in-
teractions between both components, but are too expensive for
daily design loops. In this context, the present study focuses on
a more affordable approach known as ”Body Force Modeling”,
in which engine components are taken into account by adding
source terms to the Navier–Stokes equations rather than explic-
itly meshing the blades.
While the Body Force approach has already been success-
fully applied to air–intake fan interaction test cases [2, 3] using
Gong’s body force model [4], some limitations were highlighted
in [5]. In particular, the model was found to underestimate the
mass flow for choked conditions, which can be a limitation to
simulate a max climb operating point, where the fan operates
close to a choke mode. In addition, the calibration process of the
model using RANS computations was not robust and sometimes
led to convergence issues, especially at high rotational speeds.
This paper presents and compares three new formulations for the
body force source terms, that resolve some of these limitations.
Furthermore, while the emphasis of previous contributions was
put on the prediction of the fan stage performance under distorted
inflow, the effect of a reduction of the inlet length on flow separa-
tion AOA and on in-plane forces has never been assessed with a
body force approach, to the authors’ knowledge. The objectives
of the present contribution are therefore to :
1. Assess each body force formulation on an isolated fan test
case to highlight their advantages and their drawbacks.
2. Evaluate the potential of these formulations for the predic-
tion of the flow separation AOA and 1P forces on different
inlet designs.
First the body force concept and its main applications in the
literature are discussed. Then, the new formulations for the body
forces are described and applied to an isolated fan configuration.
Finally, these formulations are applied to different air intake–
fan test cases, with an emphasis on flow separation AOA and 1P
forces prediction.
BODY FORCE MODELING CONCEPT
The main idea of the body force approach is to replace
turbomachinery blade rows by a body force field that gives
the same amount of flow turning and entropy elevation to the
flow (Fig. 1). To correctly simulate transonic configurations,
blockage effects must be included as well [5]. All these effects
are taken into account by adding source terms to the RANS
equations rather than meshing the blades, which allows reducing
the computational cost of the CFD simulations.
This concept was first introduced by Marble [6], who de-
rived the relationships between thermodynamic quantities and
the forces acting on the flow. Later, it was widely used in the
frame of 2D throughflow modeling for turbomachinery, first with
the Streamline Curvature approach, and then with axisymmetric
Euler or Navier–Stokes solvers. More recently, the body force
approach was used in 3D solvers, mainly for surge/stall incep-
tion [7–9], but also for intake–fan interaction prediction, both in
civil [2, 3, 10] and military [11, 12] applications.
Of noticeable importance is the work of Gong [4], who derived
an analytic body force model for stall inception in high-speed
compressors. Later, the model was applied to a powered nacelle
test case to predict distortion levels at the fan face [3]. Defoe et
al [10, 13] enhanced the model with a noise-generating rotating
force field to study the effect of inlet distortion on the propaga-
tion of MPT noise. Loiodice et al. [14] modified Gong’s model
to reproduce wakes behind open rotor blades and simulate their
impact on the engine intake. More recently, Peters et al. [2] suc-
cessfully applied a corrected version of the model that improved
off design losses generation to an intake–fan–exhaust interaction
test case. However, the main limitation in these contributions
was the omission of the metal blockage effect, which was found
2 Copyright © 2016 by ASME
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Figure 32: Body force modeling concept, reproduced from [148].
application t an air intake case by Hsiao [86], study of shock noise by Defoe [34],
fan/inle /exhaust interaction study by Peters [122], and the addition of blockage by
Thollet [148]. Hall [76] employed a similar concept of non-axisymmetric turbomachinery
throughflow analysis to asses the three-dimensional impacts of flow distortion on the
fan’s response.
2.4.7 3-D CFD Methods
While 3-D CFD methods are computationally costly, most studies focusing on per-
formance analysis of BLI fans rely on them for clos o an ccurate solution. CFD
methods help understand the 3-D flow phenomena that occur uri g distorted flow
ingestion. Som CFD studies [48,159] have shown th highly 3-D nature of the flow
field upstream of the rotor. Gunn et al. [65] performed full annulus unsteady CFD to
explain several fluid dynamics and sources of loss at the fan for non-uniform inflows.
In another full annulus unsteady CFD study, Gunn et al. [66] showed the benefit
of using non-axisymmetric stators. Cousins et al. [27] used URANS CFD solver to
model the dynamic response of the blade at each point during rotation and design a
distortion tolerant fan, that ultimately led to the design and experimental analysis of
a distortion tolerant fan. Advancement in parallel processing and processing speed
have led to the discovery of complex flow phenomena through CFD analysis of BLI
fans.
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2.5 Structural Analysis of BLI Fans
The fan design/analysis methods discussed in the preceding sections did not account
for the fans’ structural analysis when operating in non-uniform flows. It is evident
that the fans operating under non-uniform flows suffer from severe vibratory stresses
and may be prone to failure. Using low fidelity tools do not provide adequate results
of fan structural performance. A minimal number of studies have performed structural
analysis of BLI fans through finite element analysis software or actual experimentation.
Bakhle et al. [7] performed aeromechanics analysis of a BLI fan, where they used
3-D RANS CFD for aerodynamic computation. For the structural analysis, the loads
were obtained from the aerodynamic analysis, the root of the blade was completely
constrained, and the attachment was not included in modeling. 3-D finite element
analysis software was used to perform modal analysis and compute static displacement,
and the dynamic analysis was based on a normal mode representation. In another
study by Min et al. [116], the fan was analyzed using the cyclic symmetry finite element
modeling technique. The authors modeled only one bladed disk that reduced the
computational expense significantly. Fig. 33 shows the flowchart for the aeromechanics
analysis procedures used by the BLI2DTF. It can be seen than the structural analysis
is performed after the aerodynamic design is complete, and iterations between the
structural analysis and the aerodynamic modules become apparent. The 3-D unsteady
pressure forces obtained are used in the aerodamping analysis and forced response
analysis to determine whether the designed blade under said operating conditions
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Chapter 2 provided details on the distortion descriptors, observed effects of non-
uniform flows on the fan stage, and various modeling efforts to simulate the effects.
These discussions provide critical observations on the current practices and their
limitations. In this chapter, some important observations from the literature are
provided first. These observations lead to the gaps in the existing approaches and
set requirements for the approach introduced in this thesis. The research questions
and their corresponding hypotheses about the overarching research problem are also
provided in this chapter.
3.2 Observations from the Literature
Fig. 34 provides a summary of the literature reviewed in Chapter 2. The columns
in blue represent the various fan modeling methods. The rows in yellow represent
the effects on the fan stage. If a modeling method can capture one of the fan stage
(regardless of the fidelity), it is represented by a green dot in the corresponding box.
The rows in green represent the capability of the modeling methods. These include if
the methods have analysis/design capabilities and if they can be integrated with 1-D
thermodynamic cycle tools. A checkbox in the corresponding box indicates that the
modeling method is compatible. Compatibility refers not only to the modeling sense
but also in the computational sense. If a modeling method is an order of magnitude
more expensive than the 1-D thermodynamic cycle analysis in terms of computational
time, then it is considered incompatible. Observation 1 is regarding the distortion
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effects. Observation 2-5 are regarding aerodynamic modeling methods, and observation
6 is regarding the structural analysis method. Based on the analysis of fan stage
effects, the following observation can be made.
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Figure 34: Summary of modeling methods from literature review.
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Observation 1: Ingestion of non-uniform flow introduces several effects on the
fan stage that are not present during ingestion of uniform flows
Several studies have highlighted the effects of non-uniform flow on the fan stage.
Fans designed for under-wing engine applications do not suffer from the problems that
arise when ingesting the boundary layer flow. The non-uniformity at the inlet entrance
and the unequal work input by the fan creates a 3-D flow field upstream of the fan.
This redistribution from inlet to fan creates attenuation of axial velocity, contraction
of streamtube, and swirl distortion. The stability of the fan stage is also a concern for
fans operating in the non-homogeneous flow field. The reduction of axial velocity due
to the ingested boundary layer increases the blade incidence at some annulus regions
and initiates a stall. In the worse case, this stall initiation may lead to a catastrophic
failure. Distortion causes the stall to initiate at a larger averaged mass flow, thus
reducing the stability margin. It is not only the stability margin that is reduced. For
the distorted case, the aerodynamic losses become more pronounced, and the pressure
rise capacity is reduced compared to the uniform (averaged) case. This reduction in
pressure rise capacity is because of the negative slope of the compressor map.
Another effect of non-uniformity is the rotor unsteady response due to the inci-
dence swings at the rotor inlet. Inviscid unsteadiness causes a non-instantaneous
rotor response. Viscous unsteadiness is also responsible for stall delay and can be
attributed to the leading-edge vortex. The effect of non-uniformity is not only limited
to the rotors but also affects stator blade rows. While the rotor can attenuate some of
the swirl distortion present in the flow field, the mass flow deficit persists, requiring
higher turning in the stator blades creating increased losses in the stator. Apart from
the aerodynamic effects, structural concerns of resonance and vibratory stresses for
rotor blades are present when ingesting non-uniform flows. All these effects discussed
can be ignored for the conceptual design of a fan stage for clean flows, but cannot
be neglected in the design for non-uniform flows since they present as design point
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effects. Given that these effects are important to capture, an observation can be made
regarding the fan stage’s modeling methods for non-uniform flows.
Observation 2: Most conceptual tools for fan distortion modeling are limited
to the analysis of degradation in fan performance
Based on the fidelity level and amount of information required, parallel compressor,
linearized distortion models, semi-empirical methods, and actuator disk method can
be classified as conceptual modeling tools. Parallel compressor and actuator disk
methods are useful in conceptual modeling, but they need some fan stage definition.
Parallel compressor theory and its several modified approaches rely on a prescribed
stage map. While the actuator disk method does not require a map, it nevertheless
demands the specification of the stagnation pressure rise and the exit blade angle that
can only be available given the fan stage definition. Using these methods provide a
good understanding of how distortion affects the fan performance. These methods
are also suitable to understand the effects of changing specific fan parameters. For
example, the parallel compressor theory analysis suggests that a steeper map is better
suited for distortion applications. In the same way, actuator disk methods are helpful
to provide, for example, the sensitivities of span-wise variation in pressure rise on
fan performance. Nevertheless, these tools are unable to create designs for a given
distortion level. A consequent observation can be made regarding the conceptual
methods that can design fans for a given level of distortion.
Observation 3: Semi-empirical fan design methods have been demonstrated
to be integrated with cycle analysis tools, but do not capture important effects
of inlet distortion
Semi-empirical approaches use the combination of physical equations and empirical
relationships. The semi-empirical methods used in the literature appear in two forms
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- meanline and throughflow. In their conventional form, both methods are used to
handle variations in the span-wise direction and assume circumferential symmetry.
Valencia et al. [150] discretized the annular area into segments in the radial and
circumferential directions and applied the meanline method equations. Pachidis et
al. [119] used the throughflow method by integrating with the thermodynamic cycle
tool, PYTHIA, to account for radial distortion in the cycle modeling. Doulgeris et
al. [37] extended this method by combining with parallel compressor theory to also
account for circumferential variation.
In both modeling approaches, the fan is designed for uniform flow and does not
consider optimizing the blade angles of both rotor and stator row. Besides, they do
not account for rotor unsteady response. While the semi-empirical methods are the
most appropriate to be coupled with cycle analysis tools, the approaches currently
used do not consider optimizing the designs for distortion purposes.
Observation 4: Body force or CFD methods are mostly used to capture the
complex flow phenomena that drive design decisions
Due to the limitations of other modeling approaches, the physics of distorted flows
and fan performance can be best understood using high fidelity methods like body
force or CFD. While other methods provide a general understanding of the different
physical phenomena, high fidelity methods like body force and CFD give insights into
the whys and hows of these effects. Using the body force method, Hall [76] identified
the attributes of a distortion tolerant fan design by investigating the impacts of design
point, span-wise loading distribution, the spacing between rotor and stator, and exit
angle distribution of non-axisymmetric stators. Fidalgo et al. [48] and Yao et al. [160]
described the upstream flow redistribution using CFD. In another study, Gunn et
al. [66] showed the importance of non-axisymmetric stators to minimize losses. The
dynamic response of the blade was modeled using URANS CFD by Cousins et al. [27].
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Understanding the flow physics from these high fidelity methods helps identify the
important factors to be included in the conceptual level designs. Now that we have
understood the importance of these high fidelity methods, we can make an observation
regarding their computational expense.
Observation 5: Computational expense of body force and CFD methods limit
their integration with 1-D thermodynamic cycles and use in conceptual design
of fan stage
While advances in parallel processing and computer technology have led to in-
creased use of CFD for complex flow analysis, the computational time required by
these tools is still orders of magnitude higher than that of cycle analysis.
Observation 6: The computational complexity of current methods for fan struc-
tural analysis render fan aero-structural integration computationally intractable
in the conceptual design loop
Discussions from Chapter 2 suggest that most fan design methods do not account
for structural analysis of the rotor blades. The concluding passage of Hall [76] states
the following:
"The results in this thesis, both for the external configuration and the internal
flow performance, suggest that increased fan losses due to inlet distortion do not
represent a significant obstacle to the design of a BLI aircraft configuration. A more
important issue may be the aeromechanical behavior of a BLI fan rotor, because the
inlet distortion result in unsteady forces on the blades. Balancing requirements between
aerodynamic performance and structural integrity may be challenging because the
design that produces the most uniform flow may also have the largest variations in
blade force..."
The passage above highlights the need to include the fan rotor’s structural analysis
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during the design process. Studies by Bakhle et al. [7], Min et al. [116], and Cousins
et al. [27] included the dynamic analysis of the rotor blades through 3-D FEM tools
combined with CFD methods. CFD is used to extract the unsteady loads, 3-D FEM
is used to mesh the blades into finite elements, and modal analysis is used to perform
the dynamic analysis. Each step of this process takes time to set up and initialize,
making a parametric setup more difficult in the conceptual phase where thousands of
designs are explored and analyzed. The finite element equations that are solved at
each node for equilibrium, continuity, and energy conservation make the calculation
process extremely long and unsuitable for use at the conceptual level.
3.3 Towards a New Approach
Observation 1 indicated that the presence of distortion presents additional impacts
on the fan stage. Observation 2-6 led to the conclusion that capturing significant
distortion effects in the design phase using conceptual tools were not available in the
literature. Besides, high fidelity tools were incapable of performing design trade studies
and could not include all these effects during design optimization. Identifying the loss
sources in the fan stage and quantifying these impacts from the early design phase
will provide a reasonable estimate to evaluate the overall configuration’s effectiveness.
The absence of parametric studies in the literature accounting for these effects during
the fan’s design sets the stage for the overarching research question for this thesis.
Overarching Research Question
What are the impacts of ignoring incidence asymmetry, rotor unsteady response,
non-axisymmetric stators, and unsteady structural effects on a fan stage design
and how much of these losses can be recovered?
Fig. 35 shows a hypothetical scenario where a fan stage is first designed for an
averaged uniform flow with some predicted efficiency. Given that the designed fan did
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not include the characteristic effects present in a non-uniform flow, it is expected that
the fan will experience a drop in stage efficiency when operating in a non-uniform
flow. What is the loss in that efficiency? Does a linear increase in distortion intensity
translate to a linear drop in stage efficiency? How are the losses distributed between
rotors and stators? The first part of this research question asks these questions. When
these losses are taken into account, some of these losses are likely to be recovered.
However, how much of these losses can be recovered? Can the percent of the losses
recovered be higher for the case of higher intensity? Are structural constraints even
active? If so, can a structurally sound design be created for distortion applications?

















































Figure 35: Notional plot showing isentropic efficiency difference through various
design processes.
Based upon the discussions in Chapter 2 and the observations made in the preceding
section of this chapter, it is evident that a gap exists in the current modeling fidelity
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for fan design at the conceptual level. The answer to the overarching research question
can be explored with the help of a method that constitutes all modeling elements
discussed in the overarching research question, keeping in mind that the framework has
to be computationally efficient to enable conceptual design trade-offs. A framework for
fan stage conceptual design is needed that can satisfy all of the following requirements.
• Requirement 1: Impacts of changing the flow profile, with the same average
quantities, at the inlet should be captured in a parametric fashion by the fan
design framework.
−→ The distortion at the fan face is not only dependent on the flight condition
but also on the operating condition of the propulsor and the shape changes
in the airframe geometry. It is understood from the literature that different
distortion intensities, despite the averaged flow being the same, leads to different
fan degradation. Therefore, any framework created to design the fan stage should
propagate any variation in the circumferential flow field to the fan performance
quantification.
• Requirement 2: Effects of incidence swings, unsteady effects, and non-axisymmetric
stators must be included and quantified.
−→ Observation 1 highlighted the additional effects present during the ingestion
of non-uniform flows. Existing methods in the conceptual design do not account
for these effects. Therefore, a successful fan design framework should incorporate
all the above elements to capture such effects beginning in the early design
phase.
• Requirement 3: The framework must be compatible with the integration of a
1-D thermodynamic cycle and possess the ability to replace component maps
during propulsor modeling.
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−→ The ultimate goal is not only to design a fan stage at the conceptual level
but also to integrate this framework with cycle analysis tools. In distortion,
it is not convenient to represent the fan stage using conventional fan maps.
Therefore, this framework should integrate with existing cycle analysis tools and
used instead of the conventional component maps.
• Requirement 4: Dynamic structural analysis of rotor blades must be included
in the framework and performed in a computationally efficiency manner
−→ Although structural concerns are generally neglected even in higher fidelity
analysis, the discussions from the literature have highlighted the structural
problems that rotor blades face. The design framework should perform the
dynamic analysis of the rotor blades and do so in a computationally efficient
manner to allow for rapid evaluation and optimization at the early design phase.
The requirements defined above stem from the lack of a parametric modeling
method to design the fan stage at the conceptual level for distortion applications. Such
a method is important to enabling the integration of the thermodynamic cycle analysis
with fan stage design considering non-uniformity. To better understand the necessity,
consider a design process for inlet, fan, and overall thermodynamic cycle for a uniform
flow case. Fig. 36 shows the design process and the direction of data flow. For a given
uniform flow, an inlet with a maximum pressure recovery is designed for a given set of
inputs (x1). Using the output of the inlet design (y1), namely pressure recovery, and
the fan requirements such as pressure rise, RPM, and efficiency, a representative fan
map is scaled using map scaling techniques. The performance of the fan stage (y3)
allows the rest of the cycle analysis to be performed for a given set of design inputs,
x3.
The absence of feedback loops in the uniform flow design is because propulsors’
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Figure 36: Inlet/Fan/Cycle design process for uniform flow.
modeling. The presence of non-uniformity introduces feedback loops in the design
process. Fig. 37 shows the design process for the distorted flow conditions. Unlike the
clean flow process, the flow or the inlet distortion needs to converge for the distorted
case. Using an initial inlet distortion yt(0), say for the case without a propulsor, the
inlet is designed. The fan stage’s inclusion changes the flow redistribution as the
flow traverses from the inlet entrance to the rotor inlet. Depending on whether the
fan can sustain the incoming distortion level, the inlet may have to be redesigned.
The fan design framework (in blue) is the focus of the work in this dissertation.
When the fan design has converged, the cycle analysis can be performed. The overall
cycle performance is also responsible for changing the inlet distortion at the inlet
entrance. The process continues until the convergence in the target flow field (yt3) and
y3 can be achieved. The framework for fan design then has to be able to perform
off-design analysis when run at off-design conditions instead of using maps because of
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Figure 37: Inlet/Fan/Cycle design process for non-uniform flow.
The proposed framework on this thesis is an enabler for the kind of design process
shown in Fig. 37 using extensions on the semi-empirical approaches. Based on the
discussions above and the requirements set earlier, the research objective is stated as
follows.
Research Objective
To develop a parametric fan stage conceptual design framework for inlet distor-
tion that (i) captures the effect of flow asymmetry, incidence swings, unsteady
effects, and non-axisymmetric stators; (ii) can integrate with 1-D thermody-
namic cycle analysis as a replacement for component maps; and (iii) incorporates
dynamic structural analysis in a computationally efficient manner, thereby al-
lowing for rapid aero-structural trade-offs at the early analysis and design of
propulsors for distorted inflows.
Chapter 4 provides a complete description of the framework introduced in this
63
thesis. This framework will answer the overarching and its subsequent research
question and test their corresponding hypotheses. The next section segments the main
research question and dissects it further.
3.4 Research Questions and Hypotheses
The overarching research question poses the question in two fronts - aerodynamic
design and structural analysis. Therefore, it is natural to segment the framework into
these two divisions.
3.4.1 Aerodynamics Module
The overarching research question inquires about the level of losses that the aerody-
namic framework can recover. When the recovered losses are computed, the pressure
rise in the stage should be equal to the desired pressure rise. Ensuring a target pressure
rise is not trivial for a distorted flow field because of the flow experiencing unequal
pressure rise at various spatial locations around the annulus. Recovering the losses
in the flowfield also means minimizing losses in the non-uniform flow. Therefore,
the overarching research question leads to a natural question regarding the design
framework, which can be stated as follows.
Research Question 1
What is an appropriate design framework to maximize the stage efficiency of a
fan in presence of flow asymmetry?
Observations from the literature suggested some aerodynamic effects of non-uniform
flows that need to be captured. As the question suggests, the overall goal is to minimize
the losses occurring throughout the stage. It is convenient to follow the fan stage
in which the flow traverses through the stage. We will, therefore, first analyze how
losses in the rotor could be minimized. In doing so, we will explore the composition of
rotor losses and hypothesize based on the discussions on what factors could reduce
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losses. As the flow exits the rotor, the rotor exit flow will be analyzed, and qualitative
discussions on the need for unsteady response will be made. Finally, approaches to
reducing stator losses will also be discussed. Naturally, these three areas directly stem
from research question 1.
• Rotor losses
• Rotor unsteady response
• Stator losses
3.4.1.1 Rotor losses
As evident in the literature, the presence of distortion causes incidence swings for
the rotor blades. While the rotor cannot control the incidence variation, it can be
designed to minimize these losses. How can rotor losses be minimized in the presence
of incidence swings?
Let us begin the discussion by defining the composition of rotor losses. In conceptual
design, some empirical loss relations are added to describe and include the compressor’s
losses. The loss models used by turbomachinery companies are proprietary in nature,
and although no single loss model exists, there are several loss models available in
the literature [2, 5, 29, 40,91]. All these loss models typically constitute a loss in total






This loss term typically arises in rotors from several sources:
1. Profile loss (ω̄p)
2. Endwall or clearance loss (ω̄EW )
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3. Shock loss (ω̄SH)
The majority of the losses in subsonic cascades come from profile loss. Shock losses
and endwall losses are almost negligible compared to profile loss. Therefore, we will
limit the study of profile losses only when talking about rotor losses for our purposes.
In this work, rotor losses in the non-uniform flow field are analyzed in a mass-
averaged sense. Let us say a non-uniform flow field at the AIP is given. The goal is to
design a rotor blade that produces the least rotor loss coefficient when operating in
the distorted flow field. Intuitively, it can be argued that the design point should be
the averaged condition of the non-uniform flow field, where the rotor operates. This
argument’s rationale is that averaging the flow might minimize fluctuations in the
off-design flow that the blade sees. However, before establishing the validity of this
idea, let us dissect this further. For this dissertation, an empirical loss model based
on the book by Aungier [5] is used.
The design profile loss is an empirical correlation of loss with equivalent diffusion
factor as shown in Eq. 21. Further, the equivalent diffusion factor is a function of the
design incidence (i∗), design deviation (δ∗), inlet and exit blade metal angles (κ1, κ2),
solidity (σ), and axial velocity ratio (Cm1
Cm2

















Some corrections are also made for Mach number and off-design incidence. A plot
of the loss coefficient and incidence angle (in degrees) from [136] is shown in Fig. 38.
The loss is not a linear function of incidence (it even seems asymmetric about the
vertical axis at the minimum loss point).
Ideally, the preference would be for all off-design points to operate at the design
incidence to achieve minimum losses. Since the flow field is not uniform, all off-design
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Figure 38: Variation of rotor loss coefficient with incidence angle, reproduced from
Saravanamuttoo [136].
incidences cannot be equal to design incidences. An important insight can be gathered
from Fig. 38. Had the losses been a linear function and the same magnitude of
the slope in either direction of the minimum loss point, the losses in the off-design
conditions obtained from operating the blade designed for averaged flow would also be
minimal. This argument is true because all circumferential locations would contribute
equally to the overall loss per unit mass flow. Because of the loss models’ asymmetric
and non-linear function on either side of the minimum loss point, some circumferential
locations contribute more to the mass averaged rotor loss. These sectors contribute
more to the overall loss, and minimizing the losses in those sectors would lead to the
minimum overall loss.
From the discussions above, we understand that if designing the rotor for uniform
flow, then the design resulting from the averaging the flow field is likely not optimal
when operating in the distorted flow. Some other flow field defines the design flow
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for the averaged condition. Searching the optimal averaged flow can be challenging.
Instead, since the design point for the averaged flow is not the true operating point,
we can choose to create a non-optimal rotor at the design point (averaged flow) such
that the rotor has optimal performance in the non-uniform flow. This design can
be achieved by varying the camber and the blade angles at the design point. We
choose the design incidence as a lever that can be used to control the blade camber for
simplicity. At the design point, this design incidence is a parameter that can be varied
away from its optimal point, only at the design point, to create an optimal design
when operating in the non-uniform flow. We expect that if we use this parameter to
minimize the rotor losses, the design incidence defined in such fashion will be different
for the case of uniform and non-uniform flows. A hypothesis can therefore be stated
at this point regarding the minimization of rotor losses. The hypothesis is stated as
follows.
Hypothesis 1.1
If the fan is designed for an averaged flow, the minimum loss design incidence
for non-uniform flow departs from its optimal value for uniform flow
3.4.1.2 Rotor unsteady response
Next, we investigate the effect of unsteadiness in rotor response. As discussed in the
literature, two types of unsteadiness are present in distortion conditions - viscous
and inviscid. The viscous unsteadiness leads to the phenomenon of the dynamic
stall and stall delay. These are complex phenomena and are challenging to model
even with high fidelity tools. Therefore, for conceptual level design, the concept of
stall delay is not modeled in this work. By unsteadiness, we, therefore, refer only to
the inviscid unsteadiness. Inviscid unsteadiness leads to the difference in the actual
response from a quasi-steady response. Fig. 39 shows a hypothetical difference in
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steady and unsteady behavior. In the presence of distortion, the operating points may
demonstrate a loop even in the case of no swirl distortion, and the average operating
point may not lie on the steady map characteristic. Most studies in the literature
assume a quasi-steady response and do not consider the effect of this unsteadiness in
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Figure 39: Hypothetical difference in quasi-steady and unsteady behavior for a pure
total pressure distortion.
Most distortion type analyses assume the quasi-steady response of the rotor.
Parallel compressor theory is a classical example that assumes that the compressor can
be divided into two parallel compressors with the uniform incoming flow. Nevertheless,
how much of the performance prediction delta is attributed to the unsteady response
remains a question. Is it worth adding the complexity in the modeling process if the
difference is small? In turbomachinery, the concept of reduced frequency is used to
define the level of unsteadiness.
The disturbance is periodic along the circumference. This periodicity has unsteady
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effects on the turbomachinery blades. The level of unsteadiness depends on two time
scales. The first one is the time scale associated with the angular frequency of the
unsteady motion relative to that of the blade rotation (ω). The second time scale is
the one that is associated with the motion of the fluid particle to travel through the
blade row (c/V), where c denotes the chord length, and V denotes the axial velocity.
Instead, if we take it as a half chord, then we call this ratio as the reduced frequency
(β), as shown by Eq. 23.
β = ωc2V (23)
For a reduced frequency, much less than one (β << 1), the flow can be treated as
quasi-steady - i.e., the fan response instantaneously and the response is a function of
only instantaneous flow conditions. However, for higher reduced frequencies, the fan’s
response is also a function of the history of the flow [166].
An analogy can be made between an airfoil pitching up-down at some constant
frequency and the rotor blade rotating in a distorted flow field subjected to varying
incidence angles. A rotor blade at an elemental level is an airfoil, after all. Consider
an airfoil pitching at an angle α given by Eq. 24. A schematic diagram in shown in
Fig. 40.
α(t) = αm + αasin(ωt+ φ) (24)
Figure 40: A pitching airfoil.
Eq. 25 shows the relationship between the lift generated per unit span and this is
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a function of the circulation (Kutta-Joukowski theorem).
L′ = ρV Γ (25)
However, the circulation, Γ, is the bound circulation, and this relationship does
not consider the presence of wake in the domain. Of course, after a while, the wakes
will be far downstream that the effect of wakes will be negligible and the lift predicted
by Eq. 25 will be reached. When the airfoil pitches up (increases the angle of attack),
the lift force takes a specific time to develop as the circulation in the wake tries to
counteract the lift force generated by the bound circulation.
This sort of problem was what gave rise to the foundation of the classical theory of
unsteady aerodynamics. The solution to this problem was simplified by the foundations
of earlier aerodynamic theories and mostly by Prandtl’s earlier works. Wagner [151]
solved the problem of a step-change in the angle of attack in 1925. Similarly, in 1935,
Theoderson [147] solved the same problem in the frequency domain. Von Karman and
Sears [93] later, in 1938, provided a more general and elaborate way to solve the classical
unsteady aerodynamics problem. All formulations, irrespective of the approach, were
based on the concept of replacing airfoil and wake by vorticity distributions that
satisfy Laplace’s equation. The exception is the surface where singularities are placed.
Besides, three other conditions are needed for a closed-form solution: (i) no penetration
boundary condition, (ii) Kutta condition, and (iii) conservation of total circulation.
The analytical expressions using these theories can only be applied to the flat wake
assumption. However, today, many numerical techniques can be used to allow for
unconstrained motion of the wakes.
The departure of the unsteady lift from the steady lift can be seen in Fig. 41.
This is the same reason why blades do not respond instantaneously to changing flow
conditions. While the reduced frequency is highly dependent on the value of rotating
speed, when a fan is subjected to a varying level of distortion, the amplitude of the
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Figure 41: Amplitude ratio vs. reduced frequency for an airfoil, digitized from [10].
variation in the flow profile gets more pronounced at higher intensities. The effect is
similar to the increase in αm in Eq. 24. Li et al. point that increasing amplitude has a
monotonic effect on the airfoil force coefficients [100]. Fig. 42 shows that a change of
around 4° in the pitching amplitude can have a significant effect on the lift coefficient.
As the distortion intensity increases, the incidence variation that the rotor blade
experiences also increases at a constant rotational speed. It can be argued that
this is similar to the case of increasing amplitude for the pitching airfoil. In that
regard, it makes sense that the effect of the increased distortion will impact the rotor
unsteady response as the amplitude of variation changes. We expect that at a given
RPM, as the distortion intensity increases, the deviation of rotor quasi-steady and
unsteady response starts becoming significant. Not only will this deviation affect the
overall flow profile at the rotor exit, but it will also likely increase the fluctuations
on the blade forces acting on them. Since the forces take time to develop with in-
creasing unsteadiness, lower lows and higher highs are expected in the blade force
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higher amplitude had smaller force coefficients. They were very
sensitive to the amplitude, both qualitatively and quantitatively,
during pitch-down. The amplitude amplified the unsteady effects
and broadened the hysteresis curves because larger amplitude leads
to the increase of !max until a light stall happens.
For the drag and moment coefficients (Fig. 16), the hysteresis
curves for small amplitude were included in the loop for higher
amplitude, except for the hysteresis curves for !1 ! 5°, which in-
tersected with other curves during the downstroke. The drag coef-
ficient also increased linearly during the upstroke period. However,
it reached the maximum value earlier than the lift coefficient.
Before reaching !max, Cd started to decrease. With the increase
of amplitude, at the same angle of attack, Cd increased during the
upstroke and decreased during the downstroke; Cdmin was gener-
ated before ! reached the lowest value. The higher the amplitude,





































































Fig. 13. Moment coefficients versus time for different mean angles of
attack.


































































Fig. 16. Drag coefficients versus angle of attack for different
amplitudes.
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Figure 42: Lift coefficient vs. angle of attack for different amplitudes, reproduced
from [100].
differences between the quasi-steady and rotor unsteady response. This qualitative un-
derstanding leads to the formulation of a hypothesis regarding rotor unsteady response.
Hypothesis 1.2
The necessity of including rotor unsteady response will be dependent on the
intensity of distortion. At high distortion intensities, the effect of unsteady
response on pressure rise and the blade normal force will be non-negligible
3.4.1.3 Stator losses
Gunn et al. [66] demonstrated the importance of designing 2-D and 3-D non-axisymmetric
stators. While the effects of 3-D changes in lean are not in the current modeling
capability of conceptual designs, the 2-D chang s c rtainl are. Nevertheless, it is
essential to incorporate the non-axisymmetric design changes in the design framework.
Increasing the design degree of freedom provides more knowledge of the final design
from the conceptual phase. I th literature, s udies that analyz the required variation
in stator asymmetry with parametric changes in distortion intensity have not been
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conducted.
Non-axisymmetric design is a better design choice to minimize losses. However,
how should the degree of asymmetry be enforced in the design loop? The goal is
to minimize losses. As noted previously, the losses are strong functions of incidence
and deviation angles. The exit swirl angle is generally used to define the span-wise
input distribution. Eq. 26 shows the relationship between the flow angles, blade metal
angles, incidence, and deviation. Since the flow angles (βs) are non-uniform, the
blade metal angles (κs) have to be asymmetric for the incidences and deviations to be
around their design values.
i− δ = (β1 − β2)− (κ1 − κ2) (26)
This understanding provides us an idea worth exploring. If we use the flow infor-
mation at the rotor exit and design the stator blade angles while trying to minimize
their values from the design values at each sector, non-axisymmetric stators could
be achieved. It is argued that the rotor will attenuate the level of incoming swirl
distortion if any, but the deficit in mass flow propagates to the stator inlet as well.
Rotor blades turn the flow, and the flow exits the rotor in the neighborhood of the
blade exit angle. A pure swirl distortion will likely not require a higher level of
stator asymmetry, but the total pressure distortion will require stator asymmetry. A
hypothesis regarding this is formally stated as follows.
Hypothesis 1.3
If the distortion intensity is higher, a larger increase in the level of required
stator asymmetry will be observed. The stator asymmetry will also be observed
higher for total pressure distortion than swirl distortion
The three hypotheses 1.1 - 1.3 delve into the flow physics of distortion and seek
to understand each effect individually. If these hypotheses are correct, then it is
74
reasonable to expect that the design framework incorporating these effects will enable
a design that demonstrates higher efficiency in the distorted flow field. Hypothesis
1 corresponding to research question 1 can be established based on the validity of
hypotheses 1.1 - 1.3 and is stated as follows.
Hypothesis 1
If hypotheses 1.1 - 1.3 are true, then the fan stage design framework that
incorporates the parametric variation of rotor blade angles, rotor unsteady
response, and non-axisymmetric stators will be able to recover a significant
portion of the losses in distortion that a fan designed for uniform flow experiences
3.4.2 Structural Analysis
The overarching research question was posed in terms of aerodynamic and structural
effects. Now that we have looked at the aerodynamic effects, this section now examines
the effect of structural analysis on the aerodynamically optimized design. Although
some studies in the literature highlight structural concerns of rotor blades in a dis-
torted flow application, the quantitative effects on fan stage design and the consequent
trade-off on fan performance are lacking. Research question 2 is based on this gap
and is stated formally below.
Research Question 2
How will the inclusion of structural analysis affect the design of the fan stage?
Observation 6 highlighted that the computational complexity of current fan tran-
sient structural analysis methods makes the exploration of a large design space
infeasible. In order to answer research question 2, we will need to successfully analyze
a design that is aerodynamically optimal. In case the design does not meet one or more
criteria for structural safety, an optimization needs to be performed, and the structural
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effects on the aerodynamic designs need to be analyzed in a parametric fashion. A lack
of a computationally efficient yet accurate method for transient structural analysis of
rotor blades used in the literature establishes the research question 2.1. In order to
answer research question 2, a proper analysis method has to be modeled. Research
question 2.1 formally poses that question.
Research Question 2.1
How can transient analysis of rotor blades be performed in a computationally
efficient manner?
There are several ways to perform structural analysis. The following lists the
available methods in the increasing order of fidelity (and thus, the computational
cost).
• Strength of materials calculation [3, 105]
• Beam models [43,158]
• Plate and shell models [53,74]
• 3-D FEM [110]
Three-dimensional finite element models can provide good results; however, the
computational cost associated with these tools makes them infeasible in the conceptual
design phase. The nonlinearities associated with the transient analysis further exacer-
bate the issue of computational cost [?]. Plate methods can include detailed features
and model material complexities but come with a computational burden compared
with beam models. Beam models, however, cannot represent complex geometric
features without making assumptions and come with inherent losses in accuracy.
To decrease the computational cost, another way to analyze is to reduce the complex
structures to one-dimensional stick models. However, there are inherent trade-offs
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associated with simplifications, and the result is a less accurate understanding of the
developed stresses.
Hodges et al. [84] developed a set of non-linear equations for bending and twisting
non-uniform beams with a motivation to develop a fast and accurate modeling en-
vironment using Variational Asymptotic Method (VAM). VAM has been developed
and updated over decades and can be considered as a state of the art method for
modeling complex beam-like structures. Using VAM, we can solve beam-like structures
by formulating in a way that is free of assumptions. The process of VAM involves
deriving the 3-D equations in terms of cross-sectional 2-D constitutive relations and a
set of geometrically exact one dimensional beam equation [?]. The one dimensional
beam equations are solved and the 1-D stresses and strains are recovered into 3-D
fields using the recovery relations developed from 2-D analysis. A recent study by
Gupta [?] showed that the results of the analysis by tools based on VAM were very
close to FEM results and the computational cost associated was orders of magnitude
lower than FEM model. For detailed background, theory, and calculations associated
with VAM, Hodges [83] can be referred.
VAM has been successfully applied to helicopter rotor blades [164] as they are
applicable to beam-like structures, such that a << l and a << R, where a represents
the cross-sectional characteristic dimension, l represents the deformation’s wavelength,
and R represents the radius of curvature [?]. The discussion that follows is the
summary of VAM and have been compiled from Refs. [?, 71, 83,163].
Fig. 43 shows the overall flowchart describing the beam modeling process using
VAM. The process of VAM involves decoupling the three-dimensional problem. It
is done by splitting the problem into 2-D cross-sectional analysis (linear) and 1-D
beam analysis (non-linear). For the 2-D analysis, the cross-sectional geometry, elastic
constants, and density are required. The loads and boundary conditions are supplied
to the 1-D analysis. Initial twist and curvature must be supplied to both analyses.
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The result of the 2-D analysis is the cross-sectional elastic and inertia constants used
in the 1-D analysis. Besides, it also provides recovery relations on warping and strains
to be later used. The 1-D beam analysis results in 1-D displacements, strains, and
stresses. The recovery relations can then be used to recover the 3-D fields of interest.
Cross-sect ional 
geometry, 3-D elast ic 
constants, & density
Init ial twist  & curvature
Loads & boundary 
condit ions
2-D cross-sect ional 
elast ic & inert ia 
constants
1-D beam analysis 
(non-linear)
2-D cross-sect ional 
analysis (linear)




generalized st rains & 
st ress resultants
3-D recovery analysis
3-D st ress, st rain, & 
displacement  fields
Figure 43: Beam analysis procedure using VAM, adapted from [83].
Stiffness matrix is extracted from the strain energy and recovery relations for
stress-strain-displacement. The strain energy is asymptotically correct up to the
second order. So, the warping expression should capture up to second-order terms. For
dynamic analysis, the simulation time is divided into smaller time steps. The dynamic
analysis uses information from previous time steps to compute the 3-D variables of
interest at each time step. Fig. 44 shows a flowchart describing the steps used to
compute 3-D stresses, strains, and displacements for dynamic analysis. Note that only
the results of beam analysis at different time steps are used to recover stresses. This
presents an opportunity to exploit parallel processing techniques for cross-sectional
stress recovery.
Since a low hub-to-tip ratio fan can also be treated as a beam-like structure, we
expect VAM to be able to model fan rotor blades as well, although this effort has
not been pursued in the literature yet. Based on the discussion of different structural
modeling techniques and VAM’s general discussion, the following hypothesis is formed.
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Figure 44: Flowchart representing the modeling approach for complete 3-D stress-
strain-displacement history for dynamic analysis of beams.
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Hypothesis 2.1
Variable Asymptotic Method (VAM) will be able to correctly predict the stresses
and displacements acting on rotor blade like structures and can be used as a
computationally efficient model for transient structural analysis of rotor blades
If hypothesis 2.1 is correct, then the structural evaluation of fan designs generated
from the aerodynamic design framework will be computationally efficient. As evident
in the literature, the designed rotor blade may likely demonstrate excessive vibratory
stresses. It is also possible that the mode frequencies are in close contact with engine
order frequencies that might exacerbate the structural issues. The presence of this
computationally efficient method will enable rapid exploration and analysis of the
design space. This capability will help evaluate the effect of varying different design
parameters on the rotor blade. For each design, the effect on the structural integrity
could be measured by its distance from the limit line in the Goodman diagram and
the margins between the natural and engine order excitation frequencies. Thus, it is
hypothesized that using we will be able to capture these effects and perform rapid
analysis to identify a structurally sound design when operating in a distorted flow
field. The hypothesis is formally stated as follows:
Hypothesis 2
Using VAM in the design framework will allow for rapid exploration of design
space and generate a design that minimizes the amount of vibratory stresses
with safe margins for operation represented in the Goodman and Campbell
diagrams while also reducing the penalty in stage efficiency
Based on the understanding of research questions 1 and 2, qualitative knowledge
regarding the overall aero-structural framework can be established. Suppose the aero-
dynamic effects mentioned in the research question 1 are accounted for in the design
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process. In that case, it is expected that losses in the fan stage could be recovered to a
larger degree. Based on the discussions in research question 2, it is opined that a blade
with satisfactory aerodynamic and structural performance could be designed using
VAM as the structural analysis tool. These arguments formally establish the hypothe-
sis for the overarching research question formulated in this thesis. It is stated as follow:
Overarching Hypothesis
If the design framework ignores the impacts of the flow asymmetry, incidence
swings, unsteady effects, and non-axisymmetric stator design, then the designed
fan stage will demonstrate a reduction in isentropic efficiency. The impacts on
stage isentropic efficiency become more pronounced with increasing distortion
intensity. The framework that includes the aforementioned effects will help
recover a large portion of these losses. The inclusion of transient analysis
using VAM in the design framework will enable identification and mitigation of
structural integrity concerns of the rotor blades
3.5 Design Framework for Experimental Analyses
The overarching hypothesis states that the conceptual design framework for distortion
should include the effects of flow asymmetry, incidence swings, unsteady effects, and
design non-axisymmetric stators. Besides, it claims that the inclusion of structural
analysis in the design framework will constrain the design space. Validation of
the overarching hypothesis is established by validating hypotheses corresponding to
research questions 1 and 2 - hypotheses 1.1, 1.2, 1.3, 1, 2.1, and 2.
Hypothesis 1.1 claimed that a parametric variation of the rotor blade angles
would lead to finding an optimal set of blade metal angles by minimizing losses.
In order to test this hypothesis, an environment where a parametric variation of
rotor blade angles can be implemented is required. Hypothesis 1.2 stated that rotor
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unsteady response needs to be accounted for when measuring rotor pressures and
forces at higher intensities of distortion. A method is needed that can compare the
quasi-steady and unsteady flow behaviors. Similarly, hypothesis 1.3 asserted that a
larger circumferential variation in stator blade angles is required for higher distortion
intensities. As mentioned in the preceding sections, this asymmetry is generated
by ensuring that the stator blade incidence is brought closer to its design value by
changing the blade metal angles. Validating this hypothesis requires an environment
where non-axisymmetric stators are designed for non-uniform flow. Finally, hypothesis
1 claimed that if the above hypotheses are true, the framework that includes all these
effects will be able to design a more efficient fan stage. It was observed in Chapter 2
that currently, such methods do not exist in the literature. Naturally, before the
experiments are carried out, it is necessary to develop such a framework.
Hypothesis 2.1 stated that VAM, a method that is generally used in the modeling of
rotorcraft blades, can be used to perform structural analysis of fan blades. Establishing
the validity of this statement requires creating an analysis framework for fan rotor
blades using VAM. Finally, hypothesis 2 claimed that structural constraints would
become active for some distortion conditions, and therefore, designs from the early
stage should consider aero-structural optimization. This hypothesis can be validated if
the aerodynamic framework designs violate the structural constraints when analyzed
using VAM, assuming hypothesis 2.1 can be validated. Also, hypothesis 2 stated that
designs that satisfy structural constraints could be created. It implies that the fan
stage design framework needs to include optimization of some sort so that its validity
can be tested.
From the discussions in the last two paragraphs, it is clear that a modeling
environment is needed where aero-structural design and analysis of the fan stage can
be performed that includes the aforementioned effects. Only then can the experiments
relevant to each hypothesis can be conducted. In chapter 4, such a method is proposed
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and discussed in detail. The aerodynamic design framework is built on the platform
of Object-oriented Turbomachinery Analysis Code (OTAC) and is based on the NPSS
language. Vartiational Asymptotic Beam Sectional Analysis (VABS) and Geometrically
Exact Beam Theory (GEBT) are used as the structural analysis tools based on VAM.
Modifications are made for the parametric analysis of the rotor geometry using the
aerodynamic loads. The experiments related to each hypothesis are carried out in
Chapter 5 and Chapter 6.
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CHAPTER IV
A FRAMEWORK FOR FAN STAGE CONCEPTUAL
DESIGN UNDER DISTORTION
4.1 Chapter Overview
This chapter provides a formal description of the proposed framework to satisfy the
research objective and answer the research questions posed in chapter 3. Figure 45
presents the notional design structure matrix for the proposed framework. The design
RPM, required pressure ratio, and the distortion profile feeds into the aerodynamic
design block along with a set of fan stage design variables. The aerodynamic module
is based on a semi-empirical approach. Therefore the result of this module is the
generation of blade profiles at different radial segments. It also provides the unsteady
loads acting on the rotor blades that are passed on to the structural analysis module
consisting of VABS and GEBT - two tools based on the Variational Asymptotic

























































































































































































































































The design of a fan stage can be split into several modeling elements. It is convenient
to follow the flow through the fan stage to understand the modeling elements. The
process comprises the following elements:
1. Rotor design considering asymmetric flow
2. Unsteady rotor response from quasi-steady response
3. Non-axisymmetric stator design
4. Convergence on target pressure rise
Below, a brief description of each step is provided. The details of the method is
also presented in [125]. We assume that the flow profile information at the AIP is
known. The discussed methodology is implemented on the platform of NASA’s OTAC
(Object Oriented Turbomachinery Analysis Code) tool [89] leveraging its already
existing meanline modeling capabilities.
4.2.1 Rotor Design
The design phase starts with reading the AIP information. The description of flow
properties at various spatial locations is provided. The losses in the rotor become
more pronounced when operating in a distorted flow field. Therefore, it is important
to come up with a design that can minimize the losses in the rotor. Designing the
rotor for distortion purposes, therefore, means minimizing overall losses.
While the losses result from various 3-D effects of the flow, in conceptual design,
empirical loss relations are added to describe and include the losses occurring in the
compressor. Eq. 27 shows the form of loss coefficient, where 1 is the inlet, 2 is the
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Figure 46: Concept description of multi-design point method, adapted from [139].
The modeling technique gets some inspiration from the Multi-Design Point (MDP)
approach used in the engine modeling side. A concept description of the MDP approach
is shown in Fig. 46. Traditionally, an engine is designed at a design point (usually
cruise or sea level condition). When the engine has been optimized to work for cruise
conditions, some off-design constraints are checked (for example, climb condition and
sea-level thrust). When these constraints are met, the engine is considered optimal.
However, an ideal condition would be to design an engine that provides optimal
performance throughout the mission. Plus, it might be optimal to meet some equality
constraints on off-design. That means a single design point is not necessarily the
appropriate approach to design engines under these conditions. MDP method allows
varying engine parameters in the design point such that the off-design constraints
are automatically ensured. While not the same approach, the modeling technique
employed here for rotor design is similar.
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Figure 47: Representation of continuous flow profile via discrete uniform sectors.
Let us say, a non-uniform flow field at the AIP is given. A simplification is made
here: the smooth non-uniformity in the flow field is discretized into circumferential
sectors of uniform flow, as shown in Fig. 47. In the example shown, the smooth total
pressure profile is used to locate five sectors. The goal is to design a rotor blade with
an overall peak operating efficiency when operating in these discretized sectors.
First, a rotor modeling assembly (Fig. 48) is created that can operate in both
"design" and "off-design" conditions. When run in the design mode, the blade angles
are computed to ensure the enthalpy rise (or any other similar target parameter). The
incidence and deviation are equal to the design values supplied. When run in the
off-design mode, the saved geometry from the design mode will calculate the enthalpy
rise and the rotor losses. A conventional multi-meanline modeling technique that uses
some uniform flow condition is used to design the rotor. This designed rotor has to









Figure 48: Schematic representing rotor design/analysis assembly.
For this proposed framework, the rotor is designed for some uniform flow. That
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means the design point flow needs to account for the non-uniformities present in the
true operating condition (like the one shown in Fig. 47). Understanding that the
"design" point is not the true operating point allows us to produce a non-optimal rotor
in the design point intentionally, but the one with minimal losses when operating in
























Figure 49: Rotor design framework.
First, a design point assembly of the rotor is used to design the rotor for mass-
averaged flow. Each rotor design/off-design box includes a rotor assembly like the
one shown in Fig. 48. The rotor is designed for a prescribed enthalpy rise. The saved
geometry of that rotor is then used in off-design assemblies. Each off-design assembly
has the inflow as defined from the sector averaging results, as shown in Fig. 47. The
losses of these sectors are computed, and mass averaged to get the overall rotor loss.
It is argued here that the rotor designed in this fashion does not necessarily lead to
minimal losses, although it is intuitive to treat the design point as the average of the
non-uniform flow field where the rotor operates.
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Recalling that the design point is not a true operating point, two scalar parameters
(sci and scδ) are introduced that modify the design incidence and deviation only in
the design mode. Therefore, the loss it calculates in the design mode is not the correct
form of the loss because its design incidence and deviation are not the correct ones.
However, when operating in the off-design mode, sci and scδ will be set to unity, so
the losses computed in the off-design mode are correct. The idea is to create the
optimal blade angles when operating in off-design mode. These scalars, sci and scδ,
can be varied until the minimum loss is achieved when operating in the asymmetric
flow field.
4.2.2 Unsteady Rotor Response Model
The time-varying incidence angle on the fan blades as they rotate in the spatially non-
uniform flow results in unsteadiness. The departure of the aerodynamic performance
from quasi-steady performance depends on the per-rev distortion patterns, the extent
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Figure 50: Unsteady approximation from quasisteady rotor performance.
We assumed that the distortion is steady-state and that the losses are accounted
for by quasi-steady calculations. Herein, the work by Carta [20] is used. Although
Carta’s model was developed in the 1970s, the simple analytical equations used in
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the unsteady formulation makes the modeling computationally elegant. This model
also assumes that the quasi-steady response is already known. This assumption works
very well with our modeling framework since the rotor exit performance calculated is
a quasi-steady response. Using Carta’s model, it becomes convenient to convert this
quasi-steady response to the unsteady response. Fig. 50 summarizes the process. First,
the quasi-steady performance of the rotor is computed. The flow properties at the rotor
exit and inlet can be used to compute the axial and tangential forces. These forces
can then be normalized and written in terms of coefficients of axial and tangential
forces. The lift and drag coefficients can be obtained from force coefficients. The rotor
lift and drag coefficients are compared with that of the airfoil, and a relationship is
obtained. The airfoil unsteady lift and drag are computed, and the same relationship
is used to obtain unsteady rotor lift and drag coefficients. The reverse calculation is
performed to backtrack the unsteady force coefficients, forces, and finally, the unsteady
flow parameters. Below, the description of all these steps is outlined.
Step 1: Quasi-steady rotor performance
The flow at the exit of Fig. 49 is the quasi-steady response of the rotor.
Step 2: Quasi-steady axial and tangential rotor forces
Consider a rotor rotating at an angular velocity, ω. The rotor is shown in Fig. 51
and is represented as a disk for simplicity. A fluid particle enters the rotor at a radius
r1 with absolute velocity V1, and exits the rotor at radius r2 with absolute velocity V2.
Here station 1 is the rotor inlet, and station 2 is the rotor exit.
The rotor’s axial force is the sum of the force due to changes in axial momentum
and static pressure across the rotor. Subscript A refers to the axial property. Eq. 28











Figure 51: A rotor represented as a wheel.
and FAP refers to the axial force due to pressure change.
FA = FAH + FAP (28)
Eq. 29 gives the axial force due to momentum change through a blade passage
across a rotor, where ∆ṁ refers to the mass flow through the blade passage and
Apassage is the blade passage area.
FAH = ∆ṁ2VA1 −∆ṁ1VA2 = Apassage(ρ1V 2A2 − ρ2V 2A1) (29)
Eq. 30 gives the axial force due to pressure difference.
FAP = Apassage(p2 − p1) (30)
From Eqns. 29 and 30, Eq. 28 can be written as:
FA = Apassage(ρ1V 2A2 − ρ2V 2A1) + Apassage(p2 − p1) (31)
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Similarly, the tangential force is computed by the change in the flow’s tangential
momentum across the rotor, which is given by Eq. 32, where Vθ represents the swirl
velocity.
Fθ = ∆ṁVθ2 −∆ṁVθ1 = ApassageVA(ρ1Vθ1 − ρ2Vθ2) (32)
Step 3: Coefficients of axial and tangential forces
The axial and tangential forces computed in Step 2 can be written in terms of
coefficients (Eqns. 33 and 34) by normalizing by the dynamic pressure at the rotor
















Step 4: Conversion to lift and drag coefficients
The axial and tangential forces are represented in the vertical and horizontal axes










Figure 52: Relationship between axial-tangential forces and lift-drag forces.
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Geometric relationships can be used to convert the axial and tangential forces to
lift and drag forces in the forms shown in Eqns. 35 and 36.
L = FAcosβ1 + Fθsinβ1 (35)
D = −FAsinβ1 + Fθcosβ1 (36)
The same relationships can also be applied to the coefficients (shown in Eqns. 37
and 38)
CL = CFAcosβ1 + CFθsinβ1 (37)
CD = −CFAsinβ1 + CFθcosβ1 (38)
Step 5: Steady lift and drag of airfoil
Thin airfoil theory is utilized and is modified to account for camber and thickness
to compute the steady lift characteristics. According to the thin airfoil theory, the lift
slope is given by 2π. Experimentally, it has been observed that the lift curve slope is
a function of thickness-to-chord (t/c) and is given by Eq. 39 [128].
dcl
dα
= 2π [1 + (0.77t/c)][1 + (0.77t/c)2] (39)
According to the thin airfoil theory, zero-lift also occurs at zero degrees angle of
attack. The zero-lift angle of attack (αL=0) is a function of airfoil camber as shown in
Eq. 40.
αL=0 = −2θcam (40)
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A steady drag model can be assumed at this point since the purpose is to use
the departure of unsteady characteristics from steady characteristics. To obtain the
steady-state drag values, Carta [20] made some assumptions, and their model was in
good agreement with the experimental results for drag coefficients. Since this work’s
focus is on the attached flow region, a constant value of cd will be assumed.
Step 6: Scaling and relating rotor and airfoil lift and drag coefficients
From this point on, subscripts R and A will be used for rotor and airfoil, respectively.
Scaling laws are introduced so that the rotor and normalized airfoil coefficients overlap
in the lift curves’ linear region. For the rotor, the linear region starts from the
minimum loss point to the stall point. A normalized angle of attack scale for rotor can
be written in the form of Eq. 42, where αRO is the rotor minimum loss point, αRS is
the stall point, and αR is the rotor angle of attack. The rotor angles can be computed
by running the rotor in the off-design mode up to the stall point and computing these





Similarly, Eq. 43 shows the scaling formula for the airfoil, where αAO is the zero-lift
angle of attack, αRS is the stall point, and αa is the airfoil angle of attack. Since





Next, the lift coefficients for both rotor and airfoil follow the same scaling laws
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The scaling laws above guarantee that the normalized steady lift coefficients of
both rotor and airfoil coincide when plotted against the normalized angle of attack
(σ). At stall point, both coefficients equal unity. So, the lift coefficients will likely not
match after stall point (where σ > 1). Since we are only modeling the attached flow
region, for our purposes, σ < 1. Based on this, a relationship can be constructed, as
shown in Eq. 46.
C∗LR = C∗La (46)
Normalization is not performed for the drag coefficients, but a relationship between
rotor and airfoil drag coefficients is established. Nevertheless, these coefficients are
plotted against the stall parameter (σ), and the relation, shown in Eq. 47, is established.
CDR = CDa + δD (47)
Step 7: Unsteady airfoil lift and drag coefficients
Experimental data for unsteady characteristics of any arbitrarily shaped airfoil is
not readily available. So, to model the unsteady lift, the use of Theodorsen’s theory is
made to predict the unsteady behavior of the lift coefficient. At each circumferential
location, the rotor inflow is given. The rotor angle of attack can be calculated in the
off-design mode from the information of the blade geometry, the functional form of
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which is shown in Eq. 48.
αR = f(θ) (48)
The rotor angle of attack can then be converted to the corresponding airfoil angle
of attack using the relationship from Eqns. 42 and 43. The relationship is shown in
Eq. 49. All the parameters except the airfoil angle of attack are known.
αR − αRo
αRo − αRo
= αa − αao
αas − αao
(49)
With the information of RPM, the airfoil angle of attack can be written as a
function of time as follows:
αa = f(θ, RPM) = f(t) (50)
The formulation can be written in terms of a sinusoidal function of mean angle of
attack (αm), amplitude (αamp), frequency (ω), and phase (φ) as shown in Eq. 51.
αa(t) = αm + αamp.sin(ωt+ φ) (51)
It is now possible to compute the unsteady airfoil lift when pitching at some
frequency. Theodorsen’s theory can be used to compute the unsteady lift. This theory
solves the equations on a frequency domain. Reduced frequency is used to compute
the unsteady variation. The reduced frequency (k) is given by Eq. 52.
k = c/U2× π/ω (52)















This equation can be further written in terms of Hankel functions, as shown in










φ = |C(k)| (55)









2 − a)α̇(t)] (56)
Now that the unsteady hysteresis loop for the airfoil’s lift coefficient is available,
the unsteady drag is computed in a similar way the steady drag was calculated from
the steady lift. The deviation of the unsteady drag from a baseline point will be
assumed to be proportional to the lift deviation. When the unsteady lift is above the
steady lift, the unsteady drag will be assumed to be below the steady drag, and when
the unsteady lift is lower than the steady lift, the unsteady drag will be located above





Step 8: Normalized rotor coefficients from unsteady airfoil coefficients
The unsteady properties will also have a subscript u to differentiate it from its
steady counterpart. First, the unsteady airfoil coefficients are normalized using the





To convert the normalized unsteady airfoil coefficients into normalized rotor coeffi-
cients, an assumption here is that the relationship developed for a steady normalized
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lift coefficient (Eq. 46) also holds for the unsteady relationship. With that, the
normalized rotor lift coefficients can be extracted from Eq. 59.
C∗LRu = C∗Lau (59)
Step 9: Rotor lift and drag coefficients
Eqns. 60 and 47 can be used to obtain the rotor lift and drag coefficients.
CLRu = C∗LRu(CLRs − CLRo) + CLRo (60)
The rotor lift coefficient computed above is a function of time. Once the unsteady
coefficients are obtained as functions of time, they can be converted back to the
circumferential location (θ) given the rotational speed.
Step 10: Unsteady axial and tangential rotor forces
The coefficients of unsteady lift and drag can be transformed into axial and
tangential rotor force coefficients. These relationships can be obtained from the vector
diagrams in Fig. 52 and represented in Eqns. 61 and 62.
CFAu = CLRu cos β1− CDRu sin β1 (61)
CFθu = CLRu sin β1 + CDRu cos β1 (62)
The axial and tangential forces can be extracted from the coefficients, as shown in












Step 11: Unsteady rotor exit parameters
The axial force computed from the previous step can be split into axial force due
to the momentum change and pressure change as given by Eq. 28. In order to conserve
continuity, only the axial velocity is maintained constant. The force due to the change
in momentum depends on axial velocity. That is why any change in axial force due to
unsteadiness affects only the tangential force field. The change in static pressure can
then be computed as shown in Eq. 65
p2 = p1 + FAu
Apassage
(65)
The total pressure can be calculated using steady Bernoulli’s equation (66).





The velocity triangle at the rotor exit yields the computation of absolute flow
velocity at the rotor exit (Eq. 67).
V 202 = V 2A2 + (U − Vθ2)2 (67)
Re-arranging the Euler turbomachinery equation, the exit tangential velocity can
be computed from Eq. 68.




Eq. 65 - Eq. 68 yield a final expression for the total pressure at rotor exit, which is
shown in Eq. 69.




U − Vθ1 + FθU
ρ1ApassageVA1
2 (69)
When the velocity and static and stagnation pressures are known, all other ther-
modynamic properties can be calculated from thermodynamic relationships. These
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rotor exit flow properties are the inputs to the stator row.
4.2.3 Non-Axisymetric Stator Design
The unsteady flow parameters from the rotor exit are used to generate velocity
triangles for stator quasi-steady performance calculations and corresponding design.
The unsteady performance of the complete stage can then be calculated. Multi-point
multi-meanline method is used for the design of stators. Multi-point refers to each
circumferential location in the same way the rotor was treated, except in this case,
the equations for design and not off-design are solved - the philosophy being that the
stator has to match to the incoming flow from the rotor exit.
i− δ = (β1 − β2)− (κ1 − κ2) (70)
Eq. 70 shows the relationship between incidence (i), deviation(δ), flow angles (β),
and blade metal angles (κ) at stator inlet (1) and exit (2). For symmetric stator,
(κ1−κ2) is constant at all locations around the circumference. If the flow is symmetric,
(β1− β2) is also uniform. Therefore, it is possible to bring the incidence and deviation
towards their design values, where minimum losses occur at every location. However,
if the flow is not symmetric, (β1 − β2) is not uniform, so to bring the incidence and









Figure 53: Schematic representing stator design assembly.
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Fig. 53 shows the stator assembly for the design point in the stator design process.
There are as many points as there are circumferential sectors at the AIP. The schematic
diagram for the proposed approach is shown in Fig. 54. The inlet flow for the stator is
the rotor exit flow field that is unsteady and non-uniform. The rationale is to design a
stator for the incoming flow at each circumferential sector’s location. Unlike the rotor,
which was run in off-design mode, the stators are run in design mode since stators
have to be designed to match the rotor’s exit flow. The stator design assembly uses
a multi-meanline design approach. As a boundary condition, the swirl angle at the
















Figure 54: Stator design framework.
4.2.4 Convergence on target pressure rise
The determination of stator blade angles also provides stator exit flow information
and, thus, the stage performance. In the first iteration, likely, the pressure rise across
the stage does not match the pressure rise a designer might have wished to achieve
in the first place. The rotor designed in Fig. 49 is designed for a certain prescribed
enthalpy rise. This prescribed rise in enthalpy in the rotor design point does not
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necessarily satisfy the pressure rise requirement across the stage. A Newton’s solver is
employed to vary that design enthalpy rise such that the actual stage pressure rise
matches one that the designer wishes to achieve. The total pressure is computed using
the ratio of mass averaged total pressure at the stator’s exit to the mass averaged
total pressure at the rotor’s inlet. Fig. 55 summarizes the entire design framework. It
combines all modeling elements discussed thus far and employs convergence of the
overall stage pressure rise. It is important to note that the methodology outlined here































































































































































































































































Referring to Fig. 45, after the fan stage’s aerodynamic design, the next step is
to perform a structural analysis of the fan rotor blades. This section describes
the computation of aerodynamic loads, representation of the fan blade using the
cross-sections generated from the aerodynamic design framework, followed by the
discussions on the implementation of VAM and computing the structural constraints
in the Goodman and Campbell diagrams.
4.3.1 Computation of Loads
The aerodynamic module provides the flow information at the rotor inlet and exit.
These flow properties are responsible for exerting forces on the rotor, as explained
in section 4.2.2. As seen in Fig. 45, the aerodynamic module’s unsteady loads pass
on to the structural module. The computation of aerodynamic loads from the flow
parameters is described here.
The reader is reminded of the process of computing the quasi-steady forces in the
rotor. The computation of loads is similar to the quasi-steady forces’ determination,
except the rotor exit flow is defined from the unsteady rotor performance module.
Fig. 51 can be revisited to understand the concept. The equations are re-written
below with subscript u for parameters representing unsteady rotor exit flow.
A fluid particle enters the rotor at a radius r1 with absolute velocity V1, and exits
the rotor at radius r2,u with absolute velocity V2,u. Here, stations 1 and 2 are the
rotor inlet and exit, respectively.
The rotor’s axial force is the sum of the force due to changes in axial momentum
and static pressure across the rotor. Subscript A refers to the axial property. Eq. 71
gives the axial force, where FAH,u refers to the axial force due to momentum change
105
and FAP,u refers to the axial force due to pressure change.
FA,u = FAH,u + FAP,u (71)
Eq. 72 gives the axial force due to momentum change through a blade passage
across a rotor, where ∆ṁ refers to the mass flow through the blade passage and
Apassage is the blade passage area.
FAH,u = ∆ṁ1VA1 −∆ṁ2VA2,u = Apassage(ρ1V 2A1 − ρ2,uV 2A2,u) (72)
Eq. 73 gives the axial force due to pressure difference.
FAP,u = Apassage(p2,u − p1) (73)
From Eqns. 72 and 73, Eq. 71 can be written as:
FA,u = Apassage(p2,u − p1) + Apassage(ρ1V 2A1 − ρ2,uV 2A2,u) (74)
Similarly, the tangential force is computed as the change in the flow’s tangential
momentum across the rotor, which is given by Eq. 75, where Vθ represents the swirl
velocity.
Fθ,u = ∆ṁ1Vθ1 −∆ṁ2Vθ2,u = Apassage(ρ1VA1Vθ1 − ρ2,uVA2,uVθ2,u) (75)
The centripetal force (Fr,u) acting along the span of the rotor can also be calculated
from the angular velocity of the blades. Since the inlet and exit flow properties are
different at various locations, these forces are functions of the circumferential location
(θ).
Fθ,u, , FA,u, Fr,u = f(θ, r) (76)
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Given Eq. 76 and angular frequency (ω), these forces can be converted to functions
of time.
Fθ,u, FA,u, Fr,u = f(t) (77)
As shown in Fig. 55, the loading behavior is different for every design since the
rotor exit flow parameters are defined from work provided by the blades. In the
following section, we discuss the fan blade’s geometrical representation produced from
the aerodynamic design block.
4.3.2 Geometrical Representation of the Fan Blade
The blade design is achieved by solving radial equilibrium equations, mass continuity,
and energy conservation at each radial blade segment. The result is the determination
of blade angles at the exit and the inlet, the stagger, and the stream’s radial location.
Fig. 56 shows the blade angles at the inlet and the exit. A double circular-arc airfoil
is used to create the camber line, and the thickness to chord ratio defined from the
aerodynamic module is used to draw the pressure and suction sides of the airfoil.
Figure 56: Cross-section definition from blade angles.
This process is repeated for each cross-section. There will be as many cross-sections
as the number of radial segments used in the design process. The cross-sections can be
stacked, and a 3-D skeleton of the blade geometry can be formed, as shown in Fig. 57.
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We choose the centroidal axis as the default stacking option to balance the centripetal
force acting due to the blade rotation.
Trailing edge
Leading edge
Figure 57: 3-D skeleton of the blade: hub to tip [left], obliqueness [center], twist
[right].
Lofting these cross-sections, a full 3-D structure of the blade can be formed. An
example is a blade shown in Fig. 58 that was lofted using the 3-D skeleton from Fig. 57
in 3-D CAD software.
Figure 58: Lofted 3-D model of the fan blade.
A brief discussion on the required number of radial segments is warranted at this
point. The representation of the blade geometry is made through the specification of
the cross-section profiles. Since the fan blades have significant amount of twist, at
least three segments are recommended to perform structural analysis. This ensures
that a minimum level of blade twist and curvature is captured. In cases of design
optimization, when several thousand cases are analyzed, it is also recommended that
the final design is re-analyzed using higher number of segments (8 - 10) so as to remove
any interpolation errors in the blade. This process also helps create a balance between
the computational expense and accuracy.
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4.3.3 Variational Asymptotic Method
Variational Asymptotic Method was developed by Hodges et al. to performn structural
analysis in a computationally efficiency manner. Unlike many existing models, beam
theories, and commercially available 3-D FEM tools for analyzing complex structures,
the VAM’s use is proposed [12]. It allows for a beam-like formulation that is free of
ad-hoc assumptions. This approach is synergistic. The computationally inexpensive
nature of beam modeling using the VAM is combined with modeling procedures
using finite sectional elements to obtain reliable models for high-fidelity, multi-physics
simulations. The process of VAM involves deriving the 3-D equations in terms of cross-
sectional 2-D constitutive relations and a set of geometrically exact one-dimensional
beam equation [70]. The one-dimensional beam equations are solved, and the 1-D
stresses and strains are recovered into 3-D fields using the recovery relations developed
from the 2-D analysis.
Rajagopal [130] have made some recent advancements to the cross-sectional anal-
ysis with regards to taper and cross-sectional obliqueness. Chen [22] presents a
comprehensive validation study for a VAM-based beam analysis against 3-D FEM
for rotor blade structures and thin-walled beams by Gupta et al. [68]. Gupta et al.’s
further developments to expand the scope led to a framework for analyzing aperiodic
and inhomogeneous beams [72,73]. As far as developments in GEBT are concerned,
Wang [152] has made substantial improvements, and Hodges et al. [135] have made
contributions by using advanced rotation parameters and implementing the capability
to understand the mechanical behavior of multi-functional materials, respectively.
Similarly, Sarojini et al. [137] generalized the work of Gupta et al. [73] by formulation
the stiffness matching problem as an optimization statement.
The discussion of VAM is incomplete without the mention of some of its limitations.
There are various sources of errors that may arise during the computation of stresses
and strains using VAM. The first error stems from the neglecting the higher order
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terms in the expansion of the strain energy functional. The expansion up to the
second order provides the Timoshenko solution, so the errors due to this should be
negligible. The second source is due to the nature of the solutions. Since the 3-D
solutions in VAM are obtained from 2-D and 1-D analyses respectively, these solutions
lose some information due to the conversion of 2-D and 1-D to 3-D solutions and
vice-versa. While other beam theory solutions neglect ad-hoc assumptions, VAM
does not assume those. In addition, VAM also incorporates the solutions of warping
variables. However, the boundary conditions are applied on the average condition. For
example, if the boundary condition on the root of a cantilever beam is applied, the
average displacement at the root is enforced to zero. Therefore, it is not advised to
use VAM to predict the responses on the boundaries. Finally, another limitation could
arise from the application of pinching loads. In case of the airfoils of blades, the loads
act on both suction and pressure sides. However, during the analysis, the pinching
loads are represented as net equivalent load. In cases when both loads are comparable
in magnitude, the global deformation modes are negligible, but the stresses are not.
Therefore, in such cases, the errors due to the pinching loads become significant. But,
if the forces are significantly different, the global deformation modes are dominant
and the pinching loads have inconsequential effects.
Fig. 59 shows the overall process of the set of equations to be solved using VAM.
The overall analysis is divided into three parts. The first part deals with the 2-D
cross-sectional analysis. This phase aims to determine the solution of the warping
variable, stiffness matrix, and mass matrix for each cross-section under consideration.
The warping variable is determined by minimizing the strain energy functional of
the cross-section. Once the minimized strain energy is obtained using the warping
variable solution, it is differentiated to obtain the stiffness matrix.
Similarly, the mass matrix can be obtained from the differentiation of kinetic
energy. The second phase is the 1-D non-linear analysis phase. Here, the stiffness
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and mass matrices computed from the cross-sectional analysis are used in conjunction
with Hamilton’s principle to solve for forces, moments, and momentum. The result
of this phase is the 1-D displacement solutions. A transient analysis will provide the
displacement at each time step. The final phase is the recovery of 3-D displacements,
strains, and stresses. The 3-D displacements at each node of the cross-sections can
be extracted using the 1-D displacements and warping solutions. The displacement
solutions and the solutions of forces, moments, and momentum yield 2-D strains. The
3-D strains, and consequently, 3-D stresses, are obtained by transforming the 2-D
strains to 3-D strains using warping variables. The recovery needs to be performed
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Figure 59: Process flowchart describing the sequence of calculations for VAM.
Variational Asymptotic Beam Section (VABS) [163] and Geometrically Exact
Beam Theory (GEBT) [162] are two efficient tools for 2-D cross-sectional analysis and
1-D beam analysis, respectively. VAM employs asymptotic expansion of the energy
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functional (instead of a system of differential equations [14, 15, 94]) in terms of the
small parameters (a, l, R) and makes the modeling more compact and variationally
consistent; i.e. all variables follow naturally from a minimization problem based on
the variational principle.
In this thesis, the tools developed from equations presented in two references [163]
and [162] Viz., VABS, and GEBT, respectively, are being used to solve the equivalent
beam model or the intermediate beam problems generated during the formulation of
the equivalence model. The entire 3-D analysis for any beam problem is split into a
2-D cross-sectional analysis and a 1-D beam analysis. In Fig. 59, VABS is used to
perform the cross-sectional analysis and its recovery. GEBT is used to perform the
1-D non-linear analysis. Here, the two subsections below lay out an overview of VABS
and GEBT.
4.3.4 Cross-sectional Analysis with VABS
Extended Hamilton’s principle can be used to depict the beam behavior.
ˆ t2
t1
[δ(K − U) + δW ]dt = 0 (78)
Here t1 and t2 represent two time stamps, K denotes kinetic energy, U denotes
internal energy, δ represents Lagrangian variation, and δW denotes the virtual work.
For a linearly elastic material, we write the strain energy and the material satisfies
Hooke’s law
σ = DΓ (79)
where Γ represents the three-dimensional strain tensor that is written as Γ =
b Γ11 2Γ12 2Γ13 Γ22 2Γ23 Γ33 cT . xi is the beam coordinate frame. x1 is the span-wise
direction and x2, x3 are orthogonal unit vectors on the cross-section. The warping
functions are assumed to be of the order of strain. Therefore, neglecting higher-order
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terms, the 3-D strain field can be written as
Γ = Γaw + Γεε+ ΓRw + Γlw′ (80)
The symbols in Eq. 80 are further defined and derived in Ref. [83]. To make the
dimensional reduction, one must rely on the inherent small parameters present in
the structure [68]. If the initial radius of curvature is R, b/l and b/R are the small
geometric parameters. We minimize the strain energy functional with respect to the
warping function. Next, the warping solutions are perturbed to obtain asymptotically
correct strain energy, depending on the order of approximation used. Using dimensional
reduction, neglecting higher-order contributions, and transforming the energy into a
beam model of the Generalized Timoshenko form, we can obtain the one-dimensional
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where A, B and D are sub-matrices of the stiffness matrix each of size 3×3, F =
[ F1 F2 F3 ]T , M = [M1 M2 M3 ]T , γ = [ γ11 2γ12 2γ13 ]T and κ = [ κ1 κ2 κ3 ]T as shown. Apart
from this, one also obtains the 6×6 mass-matrix ([I]) from the cross-sectional analysis
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4.3.5 1-D Beam Analysis with GEBT
For 1-D analysis, we use the GEBT, which is based on a mixed formulation. The
variational statement in Eq. 78, after substituting values for K, U and δW from














































To proceed, the constitutive law from Eq. 82 and the momentum-velocity relations
containing the mass-matrix from Eq. 83 are required. Further, to derive the mixed
formulation, the kinematic differential relations in Eq. 85 are incorporated into the
variational statement in Eq. 84 with the help of Lagrange multipliers and using the
calculus of variations.
u′ = CbB(e1 + γ)− e1 − k̃u (85a)
u̇ = CbBV − v − ω̃u (85b)
c′ = Q−1(κ+ k − CbBk) (85c)
ċ = Q−1(Ω− CbB)ω (85d)
where Q is a set of Wiener-Milenković rotation parameters defined in Ref [152].
Following Wang [152], after identifying Lagrange multipliers associated with the
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The variational statement in Eq. 86 is further treated using a suitable 1-D finite
element discretization. Following Ref. [162], the system of equations, thus formed,
is solved using the Newton-Raphson method along with a line search algorithm to
ensure global convergence. Hence, solutions for the beam 1-D displacement variables
are obtained.
4.3.6 Computation of Structural Constraints
Referring to Fig. 45, the structural analysis block receives the unsteady loads and
the blade geometry and checks for structural integrity. The analysis will give a time
history of stresses and strains experienced by the blade due to the loads. Stresses,
both steady and vibratory, are analyzed. Besides, resonance margins are calculated to
ensure that the blade vibrates without the potential of any resonance.
4.3.6.1 Stress constraint calculation
In this work, the blade is assumed to be made of an isotropic metal, and hence Von-
Mises failure criteria can be applied to check for structural failure. The application of
VAM provides a time-history of the six components of stress at each node in every
cross-section along the span of the blade. The six components can be combined into























Figure 60: Notional Goodman diagram depicting margin for blade stresses.
Let us denote the von-Mises stress at time t and at node ni on cross-section CSj
to be CSjniσ(t)VM . The stresses on the blades will be oscillatory - with mean stress
and some alternating stress. Fig. 60 shows a sketch of a Goodman diagram, where
the horizontal axis represents the mean stress, and the vertical axis represents the
alternating stress.
From the time-varying stresses contained in CSjniσ(t)VM , mean and alternating
stresses can be computed. Each node on the cross-sections of the blade can be plotted
on the Goodman diagram. The vertical distance from the point to the limit line (in
percentage) is the Goodman margin, also shown in Eq. 88. A Goodman margin of
60% is set as a requirement for the worst-case node of each cross-section to prevent
producing a conservative design.
margin = σlimit,alt − σVM,alt
σlimit,alt
× 100 (88)
4.3.6.2 Resonance margin computation
The excitation frequencies are generally engine order (EO) multiples. In the Campbell
diagram shown in Fig. 61, the diagonal lines (possible excitation frequencies) are,
therefore, functions of the speed of revolution. At any speed of rotation, not all
















Figure 61: Notional Campbell diagram depicting margin at design speed.
via a Fourier Transform of the displacements. These frequencies are present in the
Campbell diagram in the form of engine order excitations and are not dependent on
the blades’ geometry, but the amplitudes of these harmonics are. If these frequencies
come in close contact with the natural frequencies, resonance is expected. In this
present work, a 10% margin is set as a requirement for the first engine order frequency.
A 5% margin is set for the other engine orders up to 4EO. The margin is calculated
as the difference between the natural frequency and excitation frequency normalized
by the natural frequency and represented in percentage. Eq. 89 shows the equation
used to compute the margins, where subscripts nat and ext represent natural and
excitation frequencies, respectively.
margin = frqnat − frqexcfrqnat
× 100 (89)
As defined in Section 4.3.3, GEBT can be used to obtain the time histories of
displacement from unsteady loads. GEBT can also be used to run modal analysis and
obtain the natural frequencies of the blade. Generally, crossings of concern are in the
lower modes of vibration. Therefore natural frequencies of the first eight modes are
evaluated.
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4.4 Design Space: Exploration and Optimization
The successful linkage of all elements discussed above allows for rapid design space
exploration of the fan stage. The goal is to identify the trade-offs between aerodynamic
performance and choose a design that maximizes the fan’s aerodynamic performance
while respecting the structural constraints. Studies in the literature parameterize
the stage design variables for each component (distribution of thickness, camber,
chord, stacking axis, and flow path lines) [96,98]. Variables that are chosen for the
exploration include the hub to tip ratio of the blade, thickness to chord ratio, the
radial distribution of thickness to chord ratio, loading type (hub loaded, uniformly
loaded, or tip loaded), rotor area ratio, tip chord, chord distribution (or taper), and
stator chord. The input variables are designed to change the behavior of flow profiles
at the rotor exit, affecting the blade metal angles that define how the stresses act
on them. For example, a varying hub to tip ratio for a fixed tip diameter affects the
incoming Mach number (or velocity), thereby affecting the inlet’s velocity triangles.
Changing the loading type redistributed the amount of work imparted by various
sections on the blade, thus redistributing the stresses.
Referring to Fig. 45, the information of the constraints and the objective function
values enables the optimizer to choose a better set of design variables than the current
iteration. At this point, it is relevant to discuss the tools used in the current study.
The aerodynamic module is built on the Object-Oriented Turbomachinery Analysis
Code (OTAC) [89] that outputs the information of blade geometry and loads. The
structural analysis tools are wrapped in a MATLAB environment. The computation
of constraints involves computing the Goodman margin for each cross-section and the
resonance margin for each excitation frequency and natural frequency combination.
Generating surrogate models for the responses and constraints can be computationally
feasible, given the low computational time associated with the tools used in this
framework.
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A design of experiments is created. From the results of the design of experiments,
the surrogate models of all responses are formed using neural networks. The presence of
several discrete variables makes the polynomial fit more cumbersome. The optimization
problem statement is expressed in Eq. 90 . The overall goal is to maximize the design
point efficiency of the fan stage. Here, xs and xr refers to stator and rotor design
variables respectively. Superscript A indicates the variables corresponding to the
aerodynamic design only, and AS refers to the variables corresponding to both
aerodynamic design and structural design. Aerodynamic and structural constraints are
enforced. First, it is required that the stage pressure rise is the required pressure rise.
At least a small positive value of reaction (≥ 0.05) is desired at the hub. Stall criterion
is established by the use of the diffusion factor (DF). A DF of 0.6 is considered the
threshold value. If a stricter stall margin criterion is desired to accommodate several
types of transients (or for any other reason), it is recommended to lower the value of
the threshold diffusion factor value. A 60% requirement on Goodman margin (GM) is
set for each cross-section. A minimum of 10% margin is desired for the first excitation
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s.t. PRstg − PRreq = 0
−Rhub + 0.05 ≤ 0
DF − 0.6 ≤ 0
GMk − 0.6 ≤ 0
−RMi,j + 0.10 ≤ 0(j = 1)
−RMi,j + 0.05 ≤ 0(j > 1)
where
i = 1, 2, 3, ...8 (natural frequency mode)
j = 1, 2, ...5 (excitation frequency mode)




AERODYNAMIC DESIGN OF A FAN STAGE
5.1 Chapter Overview
In Chapter 4, the aero-structural framework for fan stage conceptual design was
introduced. This chapter discusses the aerodynamic design of the framework and
demonstrates the method’s applicability in an example case for both clean and distorted
flows. Following that, experiments using the framework are conducted to test the
hypotheses corresponding to research question 1.
First, using the framework, a baseline design will be created. The baseline design
will then be subjected to distorted flow, and results from the literature are compared
to the proposed framework’s results. Once confidence in the modeling framework is
established, the framework will be used to conduct parametric experiments. Experi-
ments 1.1, 1.2, 1.3, and 1.4 will be explained, and their results will help establish the
conclusions related to hypotheses 1.1, 1.2, 1.3, and 1.
5.2 Verification of the Aerodynamic Framework
The framework introduced can design a blade for a prescribed distorted flow, and the
quality of the design can be validated by running an experiment on that design. Due
to the scope of this work, only numerical experiments are conducted. As a result, the
verification of this framework will be done in the following way. First, a fan stage for
a uniform flow is designed using the framework. The design flow properties of NASA
Rotor 67 will be provided to the framework. The geometry of the rotor produced
from this framework will be compared to the actual geometry of Rotor 67. Once this
verification is complete, the geometry is subjected to an inlet distortion similar to the
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Number of blades 22 -
Tip clearance 0.039 in
Tip radius (LE) 10.11 in
Tip radius (TE) 9.547 in
Hub-to-tip ratio (LE) 0.375 -
Hub-to-tip ratio (TE) 0.478 -
Table 3: Flow parameters for NASA Rotor 67.
Flow Parameters Value Units
Design mass flow 73.304 lbm/s
Inlet Tt 288.15 K
Inlet Pt 14.69 psia
one performed using high fidelity numerical studies from the literature. A comparison
is made between these two sets of results, and the confidence in the framework is
established.
5.2.1 Baseline Fan Design: Uniform Flow
The baseline fan chosen for this study is NASA Rotor 67. NASA Rotor 67 is a
commonly known rotor test case for many turbomachinery CFD codes, so it is easier
to obtain experimental data for this blade. Fidalgo et al. [48] used a NASA Rotor
67 transonic fan stage with a 67A stator row. The version used here includes 22
multiple-circular-arc blades. The design fan pressure ratio is 1.63 at a design speed of
16043 RPM. Table 2 shows the design parameters of Rotor 67.
The design flow properties are shown in Table 3. The rotor inlet condition was
specified, and the framework was used to predict the cross-sectional blade angles.
Fig. 62 shows the model predicted cross-sections when run in design mode for the
Rotor 67 inputs defined by Table 2 and 2 for the hub, mid, and tip sections. It can be
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Figure 62: Rotor 67: predicted. Figure 63: Rotor 67: actual.
Table 4: Performance parameters for NASA Rotor 67: predicted vs. actual.
Parameters (mid span) Predicted Actual
Diffusion Factor 0.51 0.5
Flow coefficient (φ) 0.65 0.55
Loading coefficient (ψ) 0.5 0.49
Efficiency (η) 0.879 0.9
seen that the method can produce twisting in the blade along the span. Fig. 63 shows
the cross-sectional profiles of Rotor 67, reproduced from [48]. Note that in Fig. 62, the
cross-sections at the exact root and tip are not available from the design framework,
so the section at the root will be less twisted than the first section, and the section at
the tip will be more twisted than the top section shown in the figure. A close match
has been obtained between the leading and trailing edges blade metal angles. It is
to be noted here that the airfoil shape has some differences. Rotor 67 uses multiple
circular arc airfoils, whereas the developed model uses double circular-arc airfoils. The
blade metal angles of the camber line were in close agreement with the ones specified
in [145]. The predicted performance parameters at the design point compared to the
actual Rotor 67 performance are listed in Table 4.
Some differences in performance parameters are expected. The diffusion factor and
loading coefficient closely matched. A difference of 0.1 in flow coefficient was observed.
A 2.1% difference in the design point efficiency was observed. This difference is very
likely due to the loss models used for this work. These loss models have not been
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Figure 64: 3-D geometry of Rotor 67 generated by lofting the cross-sections.
calibrated to Rotor 67. Further, the loss models are based on a double circular-arc
airfoil. It was verified that when lowering the design RPM, a blade with efficiency as
high as 90% could be designed for the given input conditions. Since the goal was not to
calibrate the loss models to Rotor 67, no calibration process was performed. While the
efficiency numbers did not precisely match, the design was a match. Therefore, when
comparing designs, instead of comparing efficiencies, the difference in the efficiency
from the design point efficiency will be used. A 3-D view of the blade can be sketched
using any 3-D modeling software from the cross-sections generated from the design
method. Fig. 64 shows the side view and the top view of the blade drawn by lofting
the sections in Fig. 62.
5.2.2 Baseline Fan Design: Non-Uniform Flow
The previous design provided a reasonable estimate of the Rotor 67 blade design. To
understand how the methodology outlined in chapter 4 predicts the performance of the
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Figure 65: Variation of total pressure at Rotor 67 inlet, digitized from Fidalgo [48].
rotor behavior in a distorted flowfield, total pressure, and swirl distortion is applied.
Results from the CFD analysis by Fidalgo et al. [48] is used to provide the flow inputs
and rotor response. The CFD solver used in their work was the Roll-Royce’s HYDRA
that solves the Reynolds-Averaged Navier-Stokes (RANS) equations in compressible
and unsteady flow using a finite volume approach on the unstructured grids. An
explicit dual time-stepping procedure with a second order backward differencing
method was implemented to expedite the computational speed. Similarly, for the
convergence of subiterations, a four-stage Runge-Kutta scheme was used in the inner
loop. Finally, the turbulence model used was the Spalart-Allmaras one-equation
model.
In the study by Fidalgo, the distortion analysis was performed at 90% design
speed and the total corrected mass flow of 70.54 lbm/sec based on the mass-averaged
total conditions. This value corresponds to an uncorrected flow of approximately 66.0
lbm/sec for the mentioned operating conditions. Fig. 65 shows the total pressure
distortion profile at the rotor inlet. The total pressure distortion intensity was
approximately 0.055, with a circumferential extent of 120°.
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Figure 66: Variation of mass flow [left] and swirl angle [right] at the rotor inlet for
Rotor 67, digitized from Fidalgo [48]
The upstream redistribution resulted in overall mass flow and swirl angle variation
at the rotor inlet, as shown in Fig. 66. It can be seen that the mass flow was as
low as 75% of the clean flow in the distorted sector at the rotor inlet. A co-swirl
and counter-swirl varied from +10° to -10°. As the rotor moves from the clean to
the distorted region (0° - 120°), the rotor experiences a positive swirl. The effect
of positive swirl is the reduction in the incidence angles on the blades. In the low
total pressure (120° - 240°), the swirl angle keeps on decreasing. This phenomenon is
because of counteracting mass flow from either side of the annulus. In this sector, at
≈180°, it reaches a condition of no-swirl, after which the rotor begins to experience
counter swirl as high as -8.5°. The effect of counter-swirl is the increase in the incidence
angle for the rotor blades.
The inlet profile was then discretized into five circumferential sectors, and all
properties were mass averaged for each sector. The flow at the rotor exit was then
recorded, and the ratio of total pressure at the rotor exit to the clean total pressure
was computed. The left side of Fig. 67 shows the ratio of total pressure at the rotor
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Figure 67: Variation of ratio total pressure at rotor exit to clean total pressure from
unsteady CFD results of Rotor 67: continuous [left], discretized [right].
exit normalized by the clean total pressure at the inlet obtained from unsteady CFD
solution for the mid-span. For an appropriate level of comparison, this continuous flow
curve was also discretized into five areas, and a polynomial fit was used to create a
smooth polynomial function from the discretized points. The polynomial fit obtained
by discretized these sections are shown on the right side of Fig. 67.
The framework was run in the analysis mode in two separate scenarios using the
baseline Rotor 67 design. First, a quasi-steady calculation was performed by switching
off the unsteady module. Second, an unsteady calculation was performed by allowing
the model to run and convert the quasi-steady to unsteady rotor response. Both
quasi-steady and unsteady models averaged a total pressure rise of 1.46, matching the
reference study results. It was observed that the distorted case experienced a 1.1%
reduction in rotor efficiency compared to a 1.5% reduction obtained from the CFD
analysis. Fig. 68 shows the difference between the results predicted by the model and
the discretized CFD results. The dots represent the points extracted from the model,
and the curves represent the polynomial fit obtained by using those points. It can be
127




















Figure 68: Comparison of Pt2/Pt0 between unsteady CFD and model predicted
quasi-steady and unsteady results for Rotor 67.
seen that the model can correctly predict the variation of the total pressure at the
rotor exit.
Fig. 68 also shows the comparison between the model predicted quasi-steady and
unsteady versions. The results of the unsteady model seem to be in close agreement
with the discretized CFD results. Although both quasi-steady and unsteady models
result in the same average pressure ratio for this case, the amplitude of the total
pressure at the rotor exit is correctly represented by the unsteady model. Some
observations can be made when comparing the unsteady and the quasi-steady results.
As the rotor rotates, the rotor is moving from the cleaner sector to the distorted
sector. The rotor experiences a reduction in incidence angle, thus reduction in the
total lift. Quasi-steady implementation accounts for this change instantly, while the
unsteady version results in a lag. From approximately 70° to 150°, the mass flow
is decreasing, and the swirl is increasing. The reducing mass flow tends to increase
the incidence, and the increasing swirl tends to reduce the incidence. Both unsteady
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Figure 69: Overlaying Pt2/Pt0 values for various cases for rotor 67.
and quasi-steady models predict the lowest total pressure at around 150°, but the
quasi-steady results lead the unsteady results by a few degrees. When rotating from
the distorted sector to the clean sector, the incidence keeps on increasing. Here, the
quasi-steady model predicts a change instantly, but the unsteady model considers the
history of the flow around the annulus. While these results show a good match with
the discretized CFD results, there is still a significant difference when compared with
the continuous CFD results, as shown in Fig. 69. It makes sense because only five
points were used to create inputs for the model used in this work. Given that these
results were obtained in a few seconds, the model predicted quite reasonable results
for quasi-steady and unsteady simulations.
It is also seen here that the unsteady loads are higher than quasi-steady loads.
That means when performing structural analysis on the rotor blades, the loads should
be calculated based on the unsteady model since they will likely induce more vibrations
and increased stresses. Fig. 70 shows the variation of the swirl angle at the rotor
exit. Although the results were not as close as the results for the total pressure, it
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Figure 70: Variation of absolute swirl angle at rotor exit for rotor 67.
can be seen that the model can capture the relevant trends and the magnitudes of
the swirl angle. It can also reproduce the attenuation of the swirl angle at the rotor
exit compared to the inlet. Some of the discrepancies also arise from the fact that
the Rotor 67 is a transonic fan. The presence of shock waves in the tip region is
expected at the speed at which it operates. However, the modeling approach introduce
here does not capture these additional shock formations - a possible reason for these
differences. Generally, BLI fans operate at lower RPMs and shocks are unlikely for
those cases. We see that the trends in almost all results are well-captured by the
modeling process. The proposed method’s ability to design a baseline fan and predict
the rotor response in distorted flow conditions established confidence in the method
outlined here to study, design, and optimize designs in a parametric fashion.
5.3 Experiment 1
Now that the aerodynamic design and analysis framework has been described and
verified for a non-uniform flow application, it can be used to perform experiments
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to test the hypotheses posed for research question 1 and its components. Before
performing the experiments, the experimental setup is described here first. The
general objective of experiment 1 is to verify whether the proposed aerodynamic
framework described in chapter 4 can design the fan stage with higher efficiencies for
distortion purposes.
5.3.1 Experiment Setup
Experimental steps have to be defined to test hypotheses 1.1 - 1.3 and, subsequently,
hypothesis 1. The experimental setup consists of defining the types and intensities
of inlet distortion, the exact set of cases to run, and the baseline blade geometry’s
definition to perform the test cases.
5.3.1.1 Flow profiles
Since the hypotheses make generic statements without defining a fixed distortion
nature and intensity, the experiments’ flow profiles should be generic. They should be
in the range of operation for distorted inflows. In that regard, Fig. 71 shows the matrix
of distortion types and the corresponding intensities that will be used. Two types
of distortion will be considered: total pressure and swirl distortion. Total pressure
distortion reflects the mass flow deficit arising from ingesting the boundary layer.
Swirl distortion arises when the flow propagates from the inlet entrance to the fan
face. For each distortion, four intensities are defined: no distortion, low distortion,
mid distortion, and high distortion. The no distortion case represents a clean inflow
condition that also serves as a baseline case for comparison. The low distortion and
high distortion case represent the lower and upper bound of the distortion intensities
typically experienced during the boundary layer’s ingestion. The mid distortion case
is a representative case of a typical distortion level. The dots in Fig. 71 represent the
combination of total pressure and swirl distortion that will be used in the experiments.
Three sets of flow conditions are used. The first one is the case where no swirl
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distortion is considered. The second one is the case where no total pressure distortion
is considered. While swirl and total pressure distortion typically present together,
considering them separately allows for isolating the effects. The third set of cases will
include a combination of both swirl and total pressure distortion. In reality, a low
total pressure distortion will induce a low swirl distortion. So, this set will consist of
similar intensities for both types of distortion.
The intensities are defined using total pressure distortion intensity (dpcp) given by
Eq. 91, where PAV is the average total pressure on the annulus and PAVLOW is the
average total pressure of the lower half of the total pressure profile.
dpcp = ∆PCP =
PAV− PAVLOW
PAV (91)
A sinusoidal function is used to generate the flow profiles at the AIP. Total pressure
intensities of 0, 0.035, 0.07, and 0.1 are used as distortion input profiles, and they will
be referred to as no distortion, low distortion, mid distortion, and high distortion cases,
respectively. The low and high distortion intensities are specified from the minimum
and maximum intensities observed in the literature. The mid distortion is simply near
the mean of these two extremes. For swirl distortion, co-swirl and counter-swirl are
prescribed since swirl distortion generally occurs in pairs for distorted inflows. The
maximum amplitude of 0°, 6°, 12°, and 20° in swirl variation is considered respectively
for no, low, mid, and high distortion cases. These values are extracted from analyzing
several distortion studies in the literature. Mid distortion is considered to be typical
distortion levels, whereas low and high levels of distortion are set as the lower and
upper bounds for distortion cases.
Figs. 72, 73, and 74 show the flow profiles (total pressure, mass flow, total temper-
ature, and swirl angle) at the rotor inlet for the three sets of cases discussed above.
Note that in all the cases, the temperature variation is not considered.
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Figure 71: Experimental setup: Flow profiles at rotor inlet.
5.3.1.2 Reference fan stage design parameters
A reference blade is chosen to perform all the experiments on. Table 5 shows the
parameters of the test blade that will be used to perform the experiments. The fan
pressure ratio values, RPM, and tip radius were chosen to represent some of the
concepts in the literature.
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Figure 72: Flow profiles for pure total pressure distortion cases: P0S0, P1S0, P2S0,
P3S0.
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Figure 73: Flow profiles for pure swirl distortion cases: P0S0, P0S1, P0S2, P0S3.
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Figure 74: Flow profiles for mixed distortion cases: P0S0, P1S1, P2S2, P3S3.
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Table 5: Fan design parameters for experiment 1.
Parameters Values




Taper type No taper
Hub to tip ratio 0.25
Number of rotor blades 23
Number of stator blades 33
Stator chord 4.5"
Rotor airfoil type Double circular arc
Machine type Constant tip radius
Design type Uniform loading
5.3.1.3 Summary of modeling scenarios
A summary of modeling scenarios is presented here, and a step by step discussion
on the experimental procedure is provided in the respective experimental section.
Research question 1 asked for the appropriate framework to create the aerodynamic
designs of the fan blades. Three fan modeling elements were discussed as a part of
research question 1: rotor losses, rotor response, and stator design. Hypothesis 1.1
stated that rotor losses could be minimized by optimizing the incidence angles. If
designing for an averaged flow, the minimum loss incidence for uniform flow is different
from the minimum loss incidence and deviation for non-uniform flow. Hypothesis 1.2
stated that the impact of rotor unsteady response would be essential to be considered
with increasing distortion intensity. Both vibratory loads and rotor response will
show non-negligible deviation from the quasi-steady response. Hypothesis 1.3 claimed
that the required asymmetry for stators increases with increasing distortion intensity
and that the effect of swirl distortion in stator asymmetry is less than total pressure
distortion. Hypothesis 1 stated that if hypotheses 1.1 - 1.3 are correct, then the design
framework that employs the physics mentioned above of the flow will help recover a
137
large portion of the stage losses when operating under distortion.
It was deemed necessary to create a framework that employs these aspects to test
the hypotheses mentioned above. The absence of such a framework in the literature
motivated to create such a framework described in Chapter 4. The aerodynamic design
block of the framework, quite naturally, employed these three effects in a modular
fashion. The rotor blades’ incidence and deviation angles can either be set to design
values or can be varied in a parametric fashion to find a better optimum if there
exists one. The response of the rotor can be computed using quasi-steady analysis or
unsteady analysis.
Similarly, stators can be designed to be symmetric or asymmetric in the circum-
ferential direction. Fig. 75 shows the breakdown of the cases to run to test for the
hypotheses corresponding to research question 1. Experiment 1.1 - 1.3 are designed to
test hypotheses 1.1 - 1.3. Since the three hypotheses state the need for including the
additional effects in the design process, the corresponding experiments are designed
to compare the results when specific elements are turned on vs. when they are not.
Experiment 1.1 compares the parametric variation of the rotor incidence with the
case when the incidence is set to its design values. In this case, the rotor response
is assumed as quasi-steady and stators as axisymmetric. Therefore the comparison
is always made with the case when the design process follows the conventional de-
sign method. Experiment 1.2 compares the result of unsteady rotor analysis with
quasi-steady analysis. Experiment 1.3 compares the performance difference between
axisymmetric and non-axisymmetric stators for all levels and types of distortion. Once
these experiments are conducted, Experiment 1.4 is intended to bring them together
and test hypothesis 1. In this case, each modeling fidelity is added on a sequential
basis as a part of the four-step process shown in Fig. 75 in the Experiment 1.4 section.
This experiment will evaluate the effectiveness of the framework in recovering the
losses.
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Figure 75: Experimental setup: Modeling scenarios.
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5.3.2 Experiment 1.1: Rotor Blade Angle Optimization
Hypothesis 1.1 claimed that if the fan is designed for an averaged flow, the minimum
loss design incidence for non-uniform flow departs from its optimal value for uniform
flow. In order to test this hypothesis, two conditions need to be satisfied. First, the
rotor losses resulting from the case with parametric incidence variation must be lower
than when the parametric variation is not performed. Second, the incidence angle in
the former should be different from the case for the uniform flow. The procedure for
performing experiment 1.1 is listed below:
• Step 1: Run the aerodynamic design framework on the fan variables in Table 5
by considering design incidence, quasi-steady rotor response, and symmetric
stator design for each flow profile mentioned in Fig. 71
• Step 2: Record rotor loss coefficients and incidence angles for each case of Step 1
• Step 3: Run the aerodynamic design framework on the fan variables in Table 5
by considering parametric blade angle variation, quasi-steady response, and
symmetric stator design for each flow profile mentioned in Fig. 71
• Step 4: Record loss coefficients and incidence angles for each case of Step 3
• Step 5: Compute the difference in the loss coefficient between Step 2 and Step 4
• Step 6: Validate hypothesis based on the observed discrepancy
The flowchart describing this process is also shown in Fig. 76. Each case’s flow
profile is analyzed separately in the discussions below, and a general commentary is
provided. For each case, results on the relative flow angle (β1), incidence angle (i1),
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Figure 76: Flowchart describing the experimental setup for Experiment 1.1.
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5.3.2.1 Flow Profile: P0S0
Fig. 77 shows the baseline case results for no distortion. Fig. 77(a) shows the overall
relative flow angle variation. Since the inflow does not have any radial distortion, the
absolute angles are the same for each case. The total conditions for the flow profile
are the same along the span at the rotor inlet. Because of the differences in the blade
speed at the hub and the tip, the relative conditions are different for these segments.
The lower relative inflow angle at the hub, combined with a constant design incidence,
forces the blade metal angles at the leading edge to be lower at the hub and higher
at the tip. Fig. 77(b) shows the incidence angles at different locations. The design
incidence value was set to 4° for all span-wise locations. The rotor loss coefficient,
as shown in Eq. 21, is a function of not only the blade angles, but also of the flow
velocities, blade angles, and solidity. It is seen that the mean coefficient is constant
across the circumferential locations.
Similarly, the pressure rise is also constant at 1.25. The figure shows that both
optimized and non-optimized results overlap, suggesting no changes were required. It
makes sense since the uniform flow design should need no design changes. For other
flow cases, variations relative to this case are discussed. Note that in both cases, the
mean pressure rise is set to be constant. The reduction in rotor loss in the optimized
case also leads to a reduced camber such that the overall pressure rise is constant in
both cases.
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Figure 77: Variation of relative flow angle (a), incidence (b), rotor loss (c), and
pressure ratio (d) for flow P0S0.
5.3.2.2 Flow Profile: P1S0
Fig. 78 shows the results for the case with no-swirl and low-intensity total pressure
distortion. The dashed curves represent the results without blade angle changes, and
the solid curves represent the case where parametric optimization on blade angles was
performed. Fig. 78(a) shows the variation of relative flow angles at the rotor inlet. The
presence of total pressure distortion, thus velocity distortion, causes the flow velocity
to be lowest at 180° for all sections of the span. It also translates to reduced Mach
number and reduced relative flow angle at the rotor inlet. For the non-optimized case,
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the relative flow angle distortion causes an incidence variation of around 3°, as shown
in Fig. 78(b) with the mean at 0°. The incidence variation follows the same nature as
the flow angle variation.
The parametric variation of blade angles resulted in a reduced average incidence
angle at the rotor inlet with a mean incidence higher than the design incidence by
0.3°. The effect of the change in incidence angles can be seen in Fig. 78(c), where
rotor loss coefficients are shown. The distortion presence caused losses in the hub to
reduce and other sections to increase in the distorted region. This phenomenon is
likely because the losses are proportional to the diffusion factor. The hub diffusion
factor is increasing from low values of 0.3 and up as it goes from 0°-180°, while the
diffusion factor for the other sections was already in the 0.55s, so increasing it further
exacerbates the loss. As a result, the overall pressure rise is also higher in the sections
with low mass flow, as shown in Fig. 84(d). In the high mass flow regions, the hub’s
losses are maximum, and the contribution of these sectors to the mass averaged loss
coefficients is also higher. It can be seen that the optimizer has the most considerable
effect on the loss coefficients at the high mass flow regions (240°-120°). It comes at the
expense of a slightly smaller increase in losses at the low mass flow region for the mid
and the tip sections. The overall effect can be seen in the mean loss curves in Fig. 78(c)
where the losses are reduced in the high mass flow regions and almost unchanged in
the low mass flow regions. A comparatively smaller change in loss coefficients in the
low mass flow regions are observed.
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Figure 78: Variation of relative flow angle (a), incidence (b), rotor loss (c), and
pressure ratio (d) for flow P1S0.
5.3.2.3 Flow Profile: P2S0
Fig. 78 shows the results of the case with no swirl distortion and mid-intensity total
pressure distortion. This case shows a similar behavior as the results shown in Fig. 78
except that all changes are more pronounced. For example, the reduction in mean
rotor losses is higher in this case than the case for P1S0.
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Figure 79: Variation of relative flow angle (a), incidence (b), rotor loss (c), and
pressure ratio (d) for flow P2S0.
5.3.2.4 Flow Profile: P3S0
Similarly, Fig. 80 shows the results for the case with no swirl distortion and high-
intensity total pressure distortion. The incidence variation is around 9° with the mean
equal to the design incidence for the non-optimized case and 0.6° higher than design
incidence for the optimized case. The losses in the low mass flow regions are reduced
substantially in the optimized case, which resulted in slightly increased pressure rise
in these regions. A 30% reduction in overall rotor losses is observed in this case. The
pure total pressure distortion cases show that distortion causes increased losses in the
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rotor, and optimizing blade incidence angles can help alleviate these losses.
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Figure 80: Variation of relative flow angle (a), incidence (b), rotor loss (c), and
pressure ratio (d) for flow P3S0.
5.3.2.5 Flow Profile: P0S1
The next set of flow conditions are the cases with no total pressure distortion and
pure swirl distortion. Fig. 81 shows the results for the case of low-intensity distortion.
Fig. 81(a) shows the variation in relative flow angles at the rotor inlet, which shows a
more prominent variation of swirl at the hub. It is caused by the implementation of
free vortex condition in the span-wise direction. The free cortex condition ensures
that rVθ is constant along the span. The result is the largest tangential velocity at the
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hub to satisfy the free vortex condition. Fig. 81(b) shows the incidence angle variation
due to the swirl distortion. Incidence variation of 5° is present at the hub while the
mid and the tip sections have a substantial swing in incidence. The positive swirl
regions experience a negative reduction in incidence and vice-versa. The rotor losses
were higher for the regions between 0° and 180° due to the presence of co-swirl. A
larger efficiency was noted for these regions with the co-swirl present. The difference
in the losses is not due to the effect of incidence directly, but rather the difference in
the flow velocity that swirl generated. No noticeable change in incidence was resulted
by the optimization process since the rotor losses could not be lowered further. As
seen in Fig. 81(d), the pressure rise profile does not show any noticeable change.
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Figure 81: Variation of relative flow angle (a), incidence (b), rotor loss (c), and
pressure ratio (d) for flow P0S1.
5.3.2.6 Flow Profile: P0S2
Fig. 82 shows the results for the case with no total pressure distortion and mid-intensity
swirl distortion. Similar results as the low-intensity case for P0S1 are observed. The
hub incidence swing resulted in a 10° variation. A small difference is observed in
Fig. 82(c) in rotor loss coefficients. This difference is attributed to the optimizer’s
numerical convergence and difference in the initial guesses for both cases.
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Figure 82: Variation of relative flow angle (a), incidence (b), rotor loss (c), and
pressure ratio (d) for flow P0S2.
5.3.2.7 Flow Profile: P0S3
The results for no pressure distortion and high-intensity swirl distortion are shown
in Fig. 83. Similar insights obtained from the other two cases of swirl distortion are
obtained here. From Fig. 87, it can be seen that the losses recovered using blade
incidence optimization were negligible for the cases of pure swirl distortion case. In
Figs. 81 - 83, the presence of swirl led to an increased incidence in some regions and
reduced incidence in others, so the blade angle optimization trades the losses in one
part with the other. It can be said that the impact of blade angle optimization is less
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useful for pure swirl distortion compared to pressure distortion.
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Figure 83: Variation of relative flow angle (a), incidence (b), rotor loss (c), and
pressure ratio (d) for flow P0S3.
5.3.2.8 Flow Profile: P1S1
The next three sets of cases deal with a mixture of total pressure and total swirl
distortion. Fig. 84 shows the results for the case of low-intensity total pressure and
swirl distortion. Fig. 84(a) shows the relative flow angles at the rotor inlet. This flow
can be thought of as the superposition of P1S0 and P0S1. It can be observed that
combining Figs. 78(a) and 81(a) lead to Fig. 84(a). Fig. 84(b) shows the incidence
variation of 5°. In the case of mid and tip regions, this variation is mostly due to total
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pressure distortion. In the hub region, it is due to the combination of both. From 0° -
100°, swirl angle and mass flow, both are decreasing. A decrease in swirl results in
decreased incidence whereas decreasing mass flow increases the incidence. The overall
effect is dominated by swirl from 0° to 50°, after which the incidence increase due to
mass flow is larger than incidence increase due to swirl. A similar argument can be
made for the rest of the variation from 100° to 360°. Fig. 87 shows that the blade
angle optimization reduced the loss coefficients by ≈15%. For P1S0, the more than
60% losses were reduced when optimizing blade angles, and for P0S1, the losses were
almost the same. It implies that superposing inlet distortion profiles do not imply
superposition in the rotor response. This can be seen in Fig. 84(c) where the losses
are reduced in the high mass flow region in the co-swirl region.
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Figure 84: Variation of relative flow angle (a), incidence (b), rotor loss (c), and
pressure ratio (d) for flow P1S1.
5.3.2.9 Flow Profile: P2S2
Fig. 85 shows the results for the case of mid-level total pressure and swirl distortion.
The explanation of the general trends of the flow behavior is provided in the preceding
case P1S1. For the case of P2S2, blade angle optimization was able to reduce the
rotor losses substantially in the 0° to 120° by increasing the incidence angle by
1° compared to the non-optimized case. The overall effect is an overall recovery of
around 15% of rotor losses. The trade-off was a comparatively lower increase in the
losses between 180° to 300°. The net effect was a decrease in the averaged rotor loss.
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Figure 85: Variation of relative flow angle (a), incidence (b), rotor loss (c), and
pressure ratio (d) for flow P2S2.
5.3.2.10 Flow Profile: P3S3
Fig. 86 shows the results for high-intensity total pressure and swirl distortion. The
change in blade angles was able to recover 15% of the losses. The rotor loss profiles
in Fig. 86(c) show similar trends as observed in P2S2, except the effects are more
amplified.
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Figure 86: Variation of relative flow angle (a), incidence (b), rotor loss (c), and
pressure ratio (d) for flow P3S3.
5.3.2.11 Change in rotor loss coefficients for all flow profiles
Fig. 87 shows the change in loss coefficients in the optimized design vs. the non-
optimized design for various flow profiles. As evident, in the presence of no distortion
(P0S0), the blade angles were already optimal, so no change was necessary. Cases with
pure total pressure distortion (P1S0, P2S0, P3S0) observed a non-linear reduction
in rotor loss coefficients with the linear increase in distortion intensity. Rotor losses
reduced by 1% to 4% of the losses in the clean flow. In the cases of pure swirl distortion
(P0S1, P0S2, P0S3), no change in rotor losses was observed. In the third set of cases
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with both total pressure and swirl distortion (P1S1, P2S2, and P3S3), the reduction
in losses ranged from 0.5% to 5% of the clean flow losses. It can be seen that the




























































Figure 87: Change in rotor loss coefficient normalized by rotor loss in clean flow for
various flow cases.
Fig. 87 alone does not provide a clear description of the importance of optimizing
the rotor angles. It is important to understand how much of the losses were recovered
compared to the clean operating condition. If the parametric variation of the rotor
blade angles reduced the same absolute amount of losses in a low-intensity case and a
high-intensity case, then the optimization was more effective in the low-intensity case.
The overall loss when operating in the distorted condition is comparatively lower for
this case than the high distortion case.












































Figure 88: Percentage of the rotor losses recovered.
process. A slightly different message is conveyed here. Although the case with no swirl
distortion and only total pressure distortion (P1S0) had a 1% reduction in the rotor
loss coefficient compared to the clean case, this accounted for about 60% of the losses.
In the case with pure total pressure distortion (P1S0, P2S0, and P3S0), no loss was
recovered. In cases with combined distortion (P1S1 P2S2, P3S3), the losses recovered
had a narrow range of around 15%. Therefore, in typical BLI distortion cases, a
recovery in rotor losses of 15% can be expected using the blade angle optimization.
These results show that the parametric optimization of incidence angles is more
effective for low distortion cases with pure total pressure distortion. The mass flow
variation is present and is not effective for pure swirl distortion cases. The general
discussions of why this is the case have been discussed in the detailed results for each
flow case.
Fig. 89 shows the departure of the design incidence in the "uniform" design mode
needed to reach these optimal losses in the "non-uniform" off-design mode. The vertical
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axis shows the departure of the design incidence angles. Few general observations
can be made. First, the case with no distortion (P0S0) observed no change in the
design incidence angle. The same was the case with pure swirl distortion cases (P0S1,
P0S2, P0S3). Second, all other cases observed minimum losses with increased design
incidence angle. Third, the incidence variation ranged between 0° and 1.5°. The
variation in design incidence is somewhat similar to the reduction in the rotor loss
coefficient, as shown in Fig. 87. The change in design incidence angle affects the overall
camber of the blades, which ultimately defines the blade row’s off-design performance
while operating in distorted inflow conditions. The behavior of the incidence angle is

















































Figure 89: Optimization results: Deviation from design incidence.
One observation made in all the cases was that the hub rotor losses for the design
test case were the highest. Therefore, the optimal search of incidence angle was
dominated mainly by the hub region trends since the goal was to minimize the overall
rotor loss. It highlights an opportunity to reduce the losses further. One scalar was
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used to modify the design angles for the hub, mid, and the tip in all these cases.
Instead, if each cross-section had a separate optimizer, then trade-offs in every cross-
section could be seen. This process is not implemented in this thesis but is stated
here to highlight the potential for further reduction in losses.
5.3.3 Experiment 1.2: Rotor Unsteady Response
The computation of unsteady rotor performance involves calculation of unsteady lift
coefficient based on Theodorsen’s theory. The results of the airfoil unsteady model is
verified for a simple sinusoidal pitching condition (α = α0 +A0sin(ωt)) where α0 = 0°,
A0 = 10°, and k = cU∞/
2π
ω
. The time varying lift coefficients of the airfoil is observed
in Fig. 90. The results shown here exactly match with the pitching results shown by
Gulcat [64].










Figure 90: Quasi-steady and unsteady cl of a thin airfoil pitching about 0°[amplitude
= 10°, k = 0.1].
Hypothesis 1.2 claimed that unsteady rotor response measured in terms of blade
forces and pressure rise deviate from the quasi-steady response. Experiments are
carried out on two fronts to test this hypothesis. First, the baseline rotor design is



























Figure 91: Flowchart describing the experimental setup for Experiment 1.2.
the pressure rise at each circumferential location from the mean pressure rise for both
quasi-steady and unsteady response is analyzed. The difference in the normal forces






The procedure for performing experiment 1.2 is listed below. The flowchart
describing the process is also shown in Fig. 91.
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• Step 1: Run the aerodynamic design framework on the fan variables in Table 5
by considering design incidence, quasi-steady rotor response, and symmetric
stator design for each flow profile mentioned in Fig. 71
• Step 2: Record rotor normal force and pressure rise variation along the circum-
ference for each case of Step 1
• Step 3: Run the aerodynamic design framework on the fan variables in Table 5
by considering design incidence, unsteady rotor response, and symmetric stator
design for each flow profile mentioned in Fig. 71
• Step 4: Record rotor normal force and pressure rise variation along the circum-
ference for each case of Step 3
• Step 5: Compute the difference in normal force between Step 2 and Step 4
• Step 6: Compute the difference in the variation in pressure rise along the
circumference between Step 2 and Step 4
• Step 7: Qualify hypothesis based on observed discrepancies from Step 5 and
Step 6
5.3.3.1 Flow Profile: P0S0
Fig. 92 shows the results for the baseline flow profile. The mean blade forces and the
pressure rise are constant throughout the annulus. No variation on either of these
parameters is observed.
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Figure 92: Circumferential variation of mean blade forces [left] and pressure rise
[right] for flow P0S0.
5.3.3.2 Flow Profiles: P1S0, P2S0, P3S0
Figs. 93 - 95 show the results for the case of pure total pressure distortion for low,
mid, and high intensities respectively. The vertical axes of all three figures are fixed
to the same range. It was interesting to note that the mean pressure rise for the
rotor was 1.26 for both quasi-steady and unsteady responses in all cases. For the
case of P1S0, the quasi-steady behavior is only slightly different from the unsteady
behavior. The quasi-steady response leads to the unsteady response by a few degrees.
The variation in the normal force has an amplitude of less than 1%. For P2S0, the
amplitude in the normal force difference is around 2%. The pressure ratio plots show
a noticeable difference between the quasi-steady and unsteady responses. In locations
where the unsteady pressure rise is lower than the quasi-steady pressure rise, the
normal force change is a negative value and vice-versa. Although the incoming flow is
symmetric around 180°, the variation in the normal force is not. This phenomenon
is because when rotating from 0° - 180°, the rotor experiences an increase in the
incidence angle. Therefore, the unsteady response is lower than the instantaneous
quasi-steady response because when the unsteady response catches up with the quasi-
steady response, the quasi-steady condition has already changed. An opposite trend
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is found from around 180° - 360°. As the mass flow increases, the incidence angles
decrease. The quasi-steady response at time t+ δt is smaller than the quasi-steady
response at time t. When the unsteady response catches up with the quasi-steady
response at time t + δt, the quasi-steady condition has already changed, and the
unsteady response is comparatively higher. For the flow P3S0, a 4% amplitude in
the force difference is observed. The pressure profile is also substantially different
between the quasi-steady and unsteady responses. In all cases of P1S0, P2S0, and
P3S0, regions of low mass flow correspond to a higher pressure rise, in qualitative
agreement with the parallel compressor theory. Larger intensities resulted in deviation
in the unsteady response, and that the normal force difference was proportional to
the change in this deviation.





























Figure 93: Circumferential variation of mean blade forces [left] and pressure rise
[right] for flow P1S0.
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Figure 94: Circumferential variation of mean blade forces [left] and pressure rise
[right] for flow P2S0.





























Figure 95: Circumferential variation of mean blade forces [left] and pressure rise
[right] for flow P3S0.
5.3.3.3 Flow Profiles: P0S1, P0S2, P0S3
Figs. 96 - 98 show the results for the case of pure swirl distortion for low, mid, and high
intensities respectively. All vertical axis have the same ranges. The first observation
is that the normal force difference’s amplitude is higher for these cases compared to
the pure total pressure distortion cases. For these cases, the same can be said about
the normal force difference amplitude that it increases with increasing intensity. The
amplitude of the normal force difference ranges between 4% and 8%. Comparing
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Fig. 95 and Fig. 96, it can be seen that in the case of P3S0, a pressure rise amplitude
of 0.04 found a 4% amplitude in normal forces, whereas a pressure rise amplitude of
0.03 in the case of P0S1 resulted in a 3% amplitude in the normal force difference.
The reason why swirl variation created a larger force variation is likely because the
unsteady response is more sensitive to the tangential velocity difference. The presence
of swirl distortion changes the tangential velocities at the rotor exit. For the three cases
considered, the variation in pressure ratio profile increased with increasing distortion
intensity.

































Figure 96: Circumferential variation of mean blade forces [left] and pressure rise
[right] for flow P0S1.

































Figure 97: Circumferential variation of mean blade forces [left] and pressure rise
[right] for flow P0S2.
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Figure 98: Circumferential variation of mean blade forces [left] and pressure rise
[right] for flow P0S3.
5.3.3.4 Flow Profiles: P1S1, P2S2, P2S3
All cases with a combination of swirl and total pressure distortion with low, mid, and
high intensities represented by flow profiles P1S1, P2S2, and P3S3 were considered
in the third set of cases tested. Analyzing the results shown in Fig. 99 - 101, the
amplitude in the normal force difference increases with increasing distortion. It also
correlates to increasing differences in the pressure ratio curves between quasi-steady
and unsteady responses. It is interesting to note that although higher unsteadiness
was observed in the mixed distortion case, the case of pure swirl distortion showed a
larger variation in the normal force compared to the corresponding case of the mixed
intensities of distortion. It implies that the normal force amplitude can be used as
an approximate parameter to measure the relative unsteadiness within a flow type.
However, comparing the relative unsteadiness between two flow profiles using this
parameter is not guaranteed to provide the relative unsteadiness’s true information.
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Figure 99: Circumferential variation of mean blade forces [left] and pressure rise
[right] for flow P1S1.





























Figure 100: Circumferential variation of mean blade forces [left] and pressure rise
[right] for flow P2S2.





























Figure 101: Circumferential variation of mean blade forces [left] and pressure rise
[right] for flow P3S3.
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5.3.4 Experiment 1.3: Non-Axisymmetric Stator Design
Hypothesis 1.3 claimed that the required degree of asymmetry in stators would
increase with increasing distortion intensity and be observed less for swirl distortion
than total pressure distortion. Experiment 1.3 is designed to test this hypothesis. For
all flow cases, a rotor is designed for the averaged uniform flow. No rotor blade angle
optimization is performed. The rotor exit flow computed from quasi-steady analysis
is used as an inflow to the stator inlet angle design. The design incidence for stator
blades is set to 0°. Zero swirl at the stator exit is prescribed as a boundary condition.
The procedure for performing experiment 1.3 is listed below. The flowchart describing
























Figure 102: Flowchart describing the experimental setup for Experiment 1.3.
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• Step 1: Run the aerodynamic design framework on the fan variables in Table 5
by considering design incidence, quasi-steady rotor response, and symmetric
stator design for each flow profile mentioned in Fig. 71
• Step 2: Record stator blade angles at the inlet for each case of Step 1
• Step 3: Run the aerodynamic design framework on the fan variables in Table 5
by considering design incidence, quasi-steady response, and asymmetric stator
design for each flow profile mentioned in Fig. 71
• Step 4: Record stator blade angles at the inlet for each case of Step 3
• Step 5: Compute the difference in the stator angles between Step 2 and Step 4
• Step 6: Compute the difference in stator blade angles between the pure swirl
distortion and pure total pressure distortion cases in Step 4
• Step 7: Validate hypothesis based on observed discrepancies in Step 5 and 6
5.3.4.1 Flow Profiles: P0S0, P1S0, P2S0, P3S0
Fig. 103 shows the variation in the stator blade metal angles at the inlet for pure total
pressure distortion cases. As expected, the stators are symmetric in the presence of
no distortion. However, as the distortion level increases, the variation level seems to
increase for both hub and casing. The vertical axis represents the deviation of the
blade angle from the mean. The vertical limits of hub and casing variations are set
equal.
The maximum amplitude of variation in the hub is around 7° for P3S0. The
variation at the casing is, however, significant. This is a consequence of employing
a free vortex design condition for the blade rows. In case a forced vortex condition
is chosen, a different span-wise variation would be observed. Since this question’s
main aim is not to investigate the span-wise distribution, we resort to comparing the
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Figure 103: Circumferential variation of stator inlet blade angles [top: hub, bottom:
casing] for pure total pressure distortion cases.
differences at specific span locations for various cases. The amplitude of variation at
the ranges from around 6° for P1S0 to 19° for P3S0. The areas of high blade angles
at the stator inlet correspond to the regions of low inlet mass flow and total pressure.
Lower axial velocity increases the effective angle from the stator’s perspective. It leads
to higher angles for stators, so the effective incidence is lowered.
Using a multi-meanline technique at each circumferential sector can thus design
stators with the degree of asymmetry established by the rotor exit flow.
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5.3.4.2 Flow Profiles: P0S0, P0S1, P0S2, P0S3












































Figure 104: Circumferential variation of stator inlet blade angles [top: hub, bottom:
casing] for pure swirl distortion cases.
Fig. 104 shows the variation in stator inlet angles for pure swirl distortion cases.
Similar to pure total pressure distortion, the amplitude of the hub variation was
minimal compared to the variation around the casing.
For pure swirl distortion, the variation of stator angles around the casing is much
smaller than the variation for pure total pressure distortion. A maximum variation
of 5° is observed for P0S3. The incidence variation due to swirl at the rotor inlet
was larger than the swirl angle variation at the stator inlet. It implies that swirl
distortion is attenuated through the rotor because the rotor exit flow will pass in the
rotor deviation angle neighborhood. Since mass flow distortion is non-existent, the
tangential velocity component is the only distortion present at the rotor exit. It is
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also observed that the co-swirl areas lead to reduced blade metal angles, and areas of
counter-swirl lead to increased blade metal angles.
5.3.4.3 Flow Profiles: P0S0, P1S1, P2S2, P3S3
Fig. 105 shows the effect of varying stator blade metal angles using multi-point multi
meanline method for mixed distortion cases. Similar to the pure swirl and pure total
pressure distortion observations, the hub variation is a little less than 1/4th the casing
variation due to the free-vortex design condition.
The stator angles around the casing vary similarly to that of pure total pressure
distortion case, but the variation is not symmetric about 180°. This asymmetry is
due to the swirl component’s contribution as swirl leads to asymmetric effects on the
blade angles. From 0° - 100°, both swirl and total pressure distortion reduce the
blade angles. Thus, the effect gets more pronounced in mixed distortion as the lowest
point in the mixed distortion case for P3S3 is around 8°. From 100° - 180°, total
pressure distortion tends to increase, and swirl tends to decrease the blade angles,
with the fading effect of swirl and intensifying effect of total pressure distortion at
larger angles. Thus, at around 110°, the metal angles are reduced but are the same at
180°, compared to the case of pure total pressure distortion. The trend reverses from
180° to 360°. Both swirl and the total pressure distortion increase the blade angles
from the mean from 180° to 280°with the effect of total pressure fading away to 0 at
280°. Thus, the net effect is an increase in the blade angles at 250° compared to 110°.
From 250° to 360°, the effect of swirl and total pressure are not in sync. The swirl’s
presence increases the metal angle while total pressure distortion decreases the metal
angle; therefore, the blade angle at 325°, for example, is larger than the blade angle
at 35°.
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Figure 105: Circumferential variation of stator inlet blade angles [top: hub, bottom:
casing] for mixed distortion cases.
5.3.5 Experiment 1.4: Evaluation of the Framework
Having performed experiments 1.1 - 1.3, we now aim to bring all the elements together
to evaluate the framework’s overall effectiveness. Hypothesis 1 claimed that if the
fan stage is designed under distorted inflow using the framework proposed in this
work that includes the optimization of blade incidence and deviation angles, designs
non-axisymmetric stators, and incorporates the effects of unsteady rotor response, a
significant portion of the losses can be mitigated. Experiment 1.4 is designed to test
this hypothesis. A flowchart representing the set of steps to conduct this experiment
is illustrated in Fig. 106. The basic idea is to isolate each modeling element’s effect on
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Figure 106: Flowchart describing the experimental setup for Experiment 1.4.
Step 1: All ten flow profiles consisting of no distortion (P0S0), pure total pressure
distortion (P1S0, P2S0, P3S0), pure swirl distortion (P0S1, P0S2, P0S3), and mixed
distortion (P1S1, P2S2, and P3S3) are averaged out to design a fan stage for uniform
flow field. The averaging is performed in a mass-averaged sense. This is designated
as the baseline design corresponding to each individual case. The baseline design
parameters are described in Table 5.
Step 2: The baseline blade design parameters are not optimized for this flow scenario.
Optimization of the baseline design is performed in order to make comparisons with
the final case. The design space consisting of a subset of parameters listed in Table 5
are chosen for optimization. The optimization is performed for each flow case. The
isentropic efficiency of the fan stage is recorded as a baseline. All designs are evaluated
based on the changes in isentropic efficiency. Isentropic stage efficiency is given by
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Eq. 93, where ht3s is the specific enthalpy of the flow at the stator exit for an isentropic
process, ht1 and ht3 are the actual specific enthalpies of the flow at the rotor inlet





Since specific enthalpies are extrinsic quantities, ht1 and ht3 are mass averaged.
The isentropic enthalpy is calculated using the following process. First, the inlet’s
reference entropy is calculated using the mass averaged total temperature and mass
averaged total pressure based on the ’GasTbl’ thermodynamic package. For an
isentropic process, the entropy at the stage exit is equal to the entropy at the rotor
inlet. Finally, the exit enthalpy for an isentropic process is calculated using the entropy
and the mass averaged total pressure at the rotor exit. The functional relationships
are given by Eqns. 94 - 96.
s1 = f(Tt1, P t1) (94)
s2 = s1 (95)
ht2s = f(s2, P t2); (96)
Step 3: The optimized stage designs from Step 2 are evaluated in this step, and drops
in stage efficiency are computed. The additional losses in stage efficiency come from
the combination of both rotor and stator losses. The stage efficiency computed in Step
2 is the predicted efficiency at the design RPM, given the flow is uniform. Computing
the loss in efficiency at uniform flow can be done in multiple ways. One way to do this
would be by running the rotor at the same RPM, and the drop in efficiency can be
computed. A caveat of this approach is that the efficiency is measured at a different
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stage pressure rise. Another way to measure the efficiency drop is by changing the
rotor’s RPM until the stage pressure rise in the distorted flow is equal to the design
pressure rise in the uniform flow. Doing this would enable measurement at the same
overall pressure rise. The losses computed in this step arise from including the effect
of flow asymmetry through various circumferential sectors, unsteady rotor response,
and asymmetry in the stators.
Step 4: Instead of turning all modeling elements in the proposed work simultaneously,
a sequential approach is used here to evaluate the percentage of losses that can be
recovered via the inclusion of each additional modeling element. However, it is not triv-
ial to isolate the recovery from each modeling element. Stage efficiency is a function of
rotor and stator losses. Optimizing blade angles may help contribute to an increase in
stage efficiency. However, the blade angles cannot be considered fixed after blade angle
optimization is performed since they should be free to change when non-axisymmetric
stators are varied. In an attempt to isolate these effects, a design element turned
on in one step will also be turned on in any following steps. Doing so helps provide
optimized designs and ensure that the true efficiency gains via each modeling element
are achieved. That means including unsteady response does not increase efficiency. It
means that including the unsteady response correctly identified the rotor exit flow
field and hence aided in the variation of blade angles that ultimately increased the
stage performance. Step 4 comprises the addition of blade angle optimization while
still designing symmetric stators and modeling quasi-steady response. The design
generated using this way changes the blade incidence and deviation to minimize the
overall rotor losses plus aligning the exit flow with the symmetric stator inlet so that
the stage losses are minimal.
Step 5: In step 5, the non-axisymmetric stators are designed using the quasi-steady
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rotor response. Both incidence and deviation angles are also allowed to vary in the
design mode. In the off-design, the performance of this design is evaluated considering
unsteady rotor response.
Step 6: The sixth step includes the addition of unsteady rotor response. The inclusion
of unsteady rotor response affects the rotor blade angles optimization and the amount
of turning required in the stators at various circumferential locations. The off-design
and design stage efficiency are equal for this design.
Step 7: The final step involves a comparison of the framework using the percentage
of losses recovered as a metric to evaluate the overall effectiveness of the proposed
framework for each case. Hypothesis 1 will be validated based on the observed recovery
in the cases.
5.3.5.1 Step 1: Baseline design
The baseline design resulting from the parameters listed in Table 5 yielded a stage
efficiency of 90.32% for the uniform flow for all cases. All cases converged to the same
design since the averaging resulted in the same flow for each case.
5.3.5.2 Step 2: Optimized baseline design
The optimization is performed by exploring the design space on the following parame-
ters to control the parameters listed next to them. The bounds of variables for the
design space exploration are listed in Table 6.
• Number of blades (rotor): controls the solidity
• Hub to tip ratio: controls the incoming flow velocity
• Rotor chord: controls the rotor diffusion
• Rotor exit area ratio: controls the velocity at the rotor exit
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• Stator exit area ratio: controls the velocity at the stator exit
• Stator chord: controls the stator diffusion
Table 6: Bounds of variables for fan optimization for experiment 1.4.
Parameters Lower bound Upper bound
Discrete variables
Number of blades 21 24
Continuous variables
Hub to tip ratio 0.23 0.3
Rotor chord 6.5" 8.5"
Rotor exit area ratio 0.85 0.95
Stator exit area ratio 0.85 0.95
Stator chord 3.5" 5.0"
Three hundred experiments were designed using the Latin Hypercube Sampling
technique. For each case, stage isentropic efficiency was recorded. A second-order
polynomial function was used to create a model fit. The number of blades was
considered as a continuous variable during the model fit with the eventual goal of
choosing a discrete variable near the optimal design point. A second-order polynomial
fit of stage isentropic efficiency was generated with R2 of 0.98, RMSE of 0.0017, and a
p-value of < 0.0001. Fig. 107 shows the actual vs. predicted stage efficiency for all
300 cases. The gray dots represent the training points (75%), and the red markers
represent the validation points (25%).
The plot of residuals vs. predicted efficiency is shown in Fig. 108. The absence
of a noticeable trend in the residual plot suggests that the model’s variation in the
errors is well captured.
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Figure 107: Uniform flow actual vs. predicted stage efficiency for various design
parameters.
Figure 108: Uniform flow predicted vs. residual stage efficiency for various design
parameters.
An optimization in the generated polynomial functional fit was performed, and
the set of design parameters that generate maximum stage efficiency was computed.
A design with a stage efficiency of 92.17% was achieved. The list of the optimized
baseline parameters and other fixed parameters is presented in Table 7.
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Table 7: Optimized baseline fan design parameters for experiment 1.4.
Parameters Values





Hub to tip ratio 0.3
Number of rotor blades 24
Number of stator blades 33
Stator chord 3.94"
Rotor airfoil type Double circular arc
Machine type Free vortex
5.3.5.3 Step 3-7 for flow profiles: P0S0, P1S0, P2S0, P3S0
Fig. 109 shows the impact of the various elements of the proposed design framework for
pure total pressure distortion cases. The vertical axis is the isentropic stage efficiency.
The horizontal axis shows five-step changes. The first point is the predicted efficiency
for the uniform flow case for the optimized baseline design (Step 2). The second point
is the performance of that design in the distorted flow field. The next three points
denote the optimal search of blade metal angles by varying incidence and deviation






































































Figure 109: Impact of proposed design framework on stage efficiency for pure total
pressure distortion cases.
All cases start with the same stage efficiency at the uniform flow’s predicted
efficiency. This design shows no change in the stage performance for P0S0, which
should be the case since P0S0 is the clean case. With increasing distortion intensity,
a larger drop in stage efficiency is observed in the distorted flow condition. The
losses ranged from 0.35% for P1S0 to 2.37% for P3S0. A linear increase in distortion
intensity did not equate to a proportional decrease in stage efficiency. The distortion
intensity of P3S0 is equal to the sum of P1S0 and P2S0. However, the loss in P3S0 is
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Table 8: Effect of flow distortion on rotor and stator efficiencies for pure total pressure
distortion cases.
Case ηr(%) ηs(%) ηstg(%) ∆ηr ∆ηs % Loss (r) % Loss (s)
P0S0 94.86 97.16 92.16 - - - -
P1S0 94.65 97.00 91.81 0.21 0.16 57.34 42.66
P2S0 94.12 96.79 91.10 0.74 0.37 67.20 32.80
P3S0 93.24 96.30 89.79 1.62 0.86 65.86 34.14
higher than the sum of the losses in the other two combined. This finding suggests
that the losses cannot be scaled based on the distortion intensity. A linear increase in
distortion intensity creates a linear change in the incidence angles. This is the case
when comparing Figs. 78(b), 79(b), and 80(b). However, linear departure in incidence
angles leads to a non-linear increase in rotor losses. Higher intensities of distortion also
cause higher diffusion in the rotors. While the linear increase in mass flow translates
to the rotor exit, the rotor exit flow profiles do not scale linearly. Besides, the losses
in the stators also behave in a non-linear trend.
Table 8 shows the respective efficiencies of rotor and stator rows for each flow
condition. It also provides a breakdown of the losses. For all cases, about 60-70% of
the losses were due to the reduced rotor isentropic efficiency, and the rest was due to
reduced stator efficiency. The findings agree with the study by Gunn [65], where the
loss contributions of rotor and stator were within the ranges identified here.
Fig. 109 also shows the effect of optimizing rotor incidence and deviation angles
(step 4). Recovery in the stage efficiency ranged from 0.12% for P1S0 to 0.33% for
P3S0. This increase amounted to the loss of 33% for the low distortion case, 16% for
the mid distortion case, and 14% for the high distortion case. The trend suggests that
the impact of optimizing rotor angles decreases with increasing intensity. Regardless of
the blade angle optimization, the incidence variation still exists. Therefore, the rotor
optimization can only reduce a small percent of the losses due to incidence variation
by changing the blade’s average incidence angle. The other effect of the blade angle
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optimization is by changing the rotor deviation angle. The blade angle optimization
converges to a deviation angle that leads to optimal averaged incidence for the stator
rows. Thus, it also helps increase stator efficiency as well.
The effect of designing asymmetric stators (step 5) leads to a monotonic increase
in stage efficiency. The increase in stage efficiency ranged from 0.1% - 0.46%. This
increase is equivalent to 29% of the losses for low distortion case, 18% of the losses
for mid distortion case, and 20% of the losses for high distortion case. The final step
(step 6) consisted of including the unsteady rotor response. The unsteady response’s
impact had a negligible effect for P1S0, therefore leading to almost no increase in
stage efficiency. For the mid distortion case, it accounted for an additional 0.15% of
the stage efficiency 0.31% for high distortion case. The arrows in Fig. 109 shows the
amount of losses recovered by including all these modeling effects in the design process.
The recovery in stage efficiency ranged from 0.23% to 1.1% using this process.
Table 9 shows the contribution of each design change on total loss recovered.
Optimization of incidence and deviation angles has a relatively stronger effect on low
distortion cases. The contribution seems to weaken with the increasing distortion
intensity. It is because the optimizer attempts to find the optimal values of incidence
and deviation angles for minimal losses. It cannot change the incidence fluctuations
present on the fan face. Since the fluctuations are higher for higher intensities, only a
relatively smaller fraction of those losses can be recovered by optimizing the angles.
Non-axisymmetric stators help recover a large fraction of each case’s losses as stator
losses at each circumferential sector are minimized by varying the blade metal angles.
Non-axisymmetric stator design changes are responsible for recovering 20-30% of lost
efficiency. Increasing non-uniformities at the rotor inlet at higher intensities also
equate to increasing non-uniformities at the rotor exit.
Similarly, the unsteady effects start becoming more pronounced for higher intensi-
ties. Unsteadiness could be ignored at low distortion cases. At high distortion cases,
183
Table 9: Contribution of various design changes on total loss recovered for pure total
pressure distortion cases.
Case Optimal i and δ Asymmetric Stator Unsteady Response Loss Recovered
P1S0 33.50% 28.63% 4.29% 66.42%
P2S0 15.81% 18.31% 14.24% 48.37%
P3S0 13.91% 19.53% 13.17% 46.61%
however, the effect of including unsteadiness is similar in magnitude to the contribution
of optimizing incidence and deviation. Therefore, the case for the inclusion of any
modeling capability is justified depending on the type of distortion present. Including
the unsteady response for P3S0 had a slightly lower contribution to the increase in
stage efficiency compared to P2S0. This limitation is because of the increased turning
required in the stator for higher distortion, leading to an increased diffusion factor.
So, aligning stator blades completely with the flow could have a lesser impact because
the increased diffusion offsets some of the gains.
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Figure 110: Impact of proposed design framework on stage efficiency for pure swirl
distortion cases.
Fig. 110 shows the impact of the various elements of the proposed design framework
for pure swirl distortion cases. For this set of cases, the reduction in stage efficiency
was not as high as the pure total pressure distortion cases. The reduction in stage
efficiency ranged from 0.1% - 1.13%. The only loss factors arise from the variation
in swirl angles at the rotor inlet as the mass flow and total pressure distortion is
non-existent. Similar to the case of pure total pressure distortion, the losses for pure
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Table 10: Effect of flow distortion on rotor and stator efficiencies for pure swirl
distortion cases.
Case ηr(%) ηs(%) ηstg(%) ∆ηr ∆ηs % Loss (r) % Loss (s)
P0S0 94.86 97.16 92.16 - - - -
P0S1 94.76 97.15 92.06 0.10 0.01 91.11 8.89
P0S2 94.42 97.14 91.73 0.44 0.02 95.75 4.25
P0S3 93.74 97.10 91.03 1.12 0.05 95.83 4.17
swirl distortion cases increase non-linearly with increasing distortion. Table 10 shows
the breakdown of the losses in terms of rotor and stator contributions. It is interesting
to note that almost all of the reduction in stage losses arises from reducing rotor
efficiency. The stator efficiency is almost invariant throughout all distortion intensities,
decreasing only slightly. Mass flow distortion at the rotor inlet does not attenuate
at the rotor exit, but swirl distortion does. Since the flow exiting the rotor is closer
to the deviation angle, the non-uniform swirl at the rotor inlet is almost uniform at
the rotor exit. Therefore, a symmetric stator row does not experience a significant
level of distortion because of which the stator efficiency levels remain unchanged. Any
change in the stator behavior is likely due to the incorrect representation of the rotor
exit flow by the quasi-steady response. On the other hand, the rotor experiences
the incidence swings, the variation of which increases with increasing intensity of
distortion. Therefore, the losses in the stage is defined by the losses in the rotor.
The optimization of blade angles led to a constant increase in stage efficiency
regardless of the distortion intensity. It is due to the presence of co-swirl on one side
and counter swirl on the other. Optimizing the blade angles to reduce the losses for
one type of swirl increases the other type’s losses. Thus, any change in rotor efficiency
is due to the difference in mass flow in different regions since the losses and efficiencies
are computed from mass-averaged parameters. Asymmetric stators led to an increase
in stage efficiency. It is interesting to note that the overall stator efficiency was higher
than the case for no distortion. This phenomenon is because the blade optimization
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Table 11: Contribution of various design changes on total loss recovered for pure
swirl distortion cases.
Case Optimal i and δ Asymmetric Stator Unsteady Response Loss Recovered
P0S1 61.45% 26.61% 0.00% 88.06%
P0S2 15.45% 30.33% 18.89% 64.68%
P0S3 6.14% 17.78% 17.06% 40.98%
was also turned on during asymmetric stator design. Thus, it led to a reduction in
design incidence and an increase in design deviation, resulting in a reduced diffusion
in the stators and increased stator efficiency. During the non-axisymmetric stator
design, the rotor efficiency also increased as the rotor efficiency increase was not offset
by any losses in the stator. The effect of asymmetric stators was an increase of 0.02%
to 0.20% in stage efficiency. Finally, the inclusion of unsteady effects resulted in no
change for P0S1 but a 0.08% and 0.19% increase in stage efficiency for P0S2 and P0S3
respectively.
Table 11 shows the amount of loss recovered using various elements of the modeling
framework. Similar to the case of pure total pressure distortion, the effect of optimizing
incidence and deviation reduced with increasing distortion intensity. Asymmetric
stators consistently accounted for a significant portion of the recovered losses. The
effect of unsteadiness was also similar to the case of total pressure distortion such
that its inclusion contributed to around 15-20% of the losses for mid to high-level
distortions. Overall, almost all losses were recovered for low distortion case. This
does not provide any significant effect since the loss was only 0.1%. For P0S2 and
P0S3, the recovery amounted to 65% and 41%, respectively. It is seen that the rate of
improvement of the stage efficiency declines non-linearly with increasing distortion
intensity. Thus, a higher benefit can be realized for lower levels of distortion.
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Figure 111: Impact of proposed design framework on stage efficiency for mixed
distortion cases.
Fig. 111 shows the impact of the various elements of the proposed design framework
for mixed distortion cases. The losses range from 0.37% for P1S1 to 3.20% for P3S3.
Similar to the trends observed in pure swirl and total pressure distortion, the reduction
in stage efficiency is non-linear with higher values for larger intensities. The losses for
mixed distortion cases are not equal to the sum of the respective case for pure total
pressure and swirl distortion. For example, the P2S2 flow profile can be considered as
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Table 12: Effect of flow distortion on rotor and stator efficiencies for mixed distortion
cases.
Case ηr(%) ηs(%) ηstg(%) ∆ηr ∆ηs % Loss (r) % Loss (s)
P0S0 94.86 97.16 92.16 - - - -
P1S1 95.54 97.10 91.79 0.32 0.06 84.52 15.48
P2S2 93.61 96.76 90.58 1.25 0.40 76.19 23.81
P3S3 92.45 96.23 88.96 2.41 0.92 72.85 27.15
a superposition of P2S0 and P0S2. The respective efficiency drops were 1.07% and
0.43%. For the case of P2S2, the reduction in stage efficiency was 1.58%, slightly
higher than the sum of the two individual cases combined. On the other hand, the
stage efficiency drop of P3S3 is 3.2%, lower than the sum of the efficiency drops in
P2S0 and P0S2. Thus, the superposition of individual distortion responses does not
lead to the response for combined distortion. No conclusive evidence is found regarding
the magnitude of losses between the individual and the superposed flow fields.
Table 12 breaks down the stage efficiency drops into rotor and stator effects. In
general, 1/4th of the losses arise in stators and 3/4th in the rotors. Comparing Table 8,
Table 10, and Table 12, it is seen that the fraction of the losses in rotor increases when
swirl distortion is present. This observation is likely because most of the losses in swirl
distortion occur in rotors. Therefore, additional losses in stators due to distortion
range anywhere between 1/5th to 2/5th of the overall stage losses.
The optimization of rotor incidence and deviation angles led to an increase of 0.14%
to 0.37% in stage efficiency with larger increases corresponding to higher intensities.
The recovery in stage efficiency due to non-axisymmetric stator design ranged from
0.1% to 0.73%. Including the effect of unsteady rotor response resulted in an additional
increase of 0.15% for P2S2 and 0.36% for P3S3. Comparing Figs. 109, 110, and 111,
it is observed that the superposition of flow do not lead to superposed responses.
Therefore, the recovery from different modeling elements also does not lead to a
summation effect for the combination of flow profiles.
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Table 13: Contribution of various design changes on total loss recovered for mixed
distortion cases.
Case Optimal i and δ Asymmetric Stator Unsteady Response Loss Recovered
P1S1 36.63% 26.64% 0.30% 63.55%
P2S2 11.28% 24.00% 9.33% 44.60%
P3S3 11.54% 22.95% 17.06% 45.78%
Table 13 lists the contribution of each design change on total loss recovered for
mixed distortion cases. The effect of optimizing rotor incidence and deviation angles
contributes to the recovery of a large portion of losses for P1S1 (≈37%), but only a
smaller amount at larger distortions. This observation is in agreement with the findings
of the other two sets of cases. Asymmetric stators helped recover approximately 25%
of losses in all cases. It is to be noted here that the design of asymmetric stators
or the optimization of incidence and deviation does not only affect stator or rotor
losses. For example, stator losses in P1S1 contributed to 15% of overall losses, but the
design of asymmetric stators contributed to the recovery of 26% losses. It implies that
asymmetric stators also allowed rotor incidence and deviation to further optimize and
further lower losses. Similarly, the effect of unsteadiness is higher in P3S3 and helps
contribute to the recovery of 17% loss by accounting for the flow field correctly.
5.3.6 Summary of Experiment 1
Experiment 1 was conducted to answer research question 1 that inquired about the
fan stage framework for conceptual designs for distorted flow that maximized the
stage efficiency. Research question 1 is restated as follows.
Research Question 1
What is an appropriate design framework to maximize the stage efficiency of a
fan in presence of flow asymmetry?
A design framework was proposed in the preceding chapter 4 that included all the
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elements proposed in hypothesis 1. Experiments 1.1 - 1.4 were conducted to validate
various statements made regarding the research question 1. A summary of experiments
1.1 - 1.4 and discussion on the validation of hypotheses 1.1, 1.2, 1.3, and subsequently,
hypothesis 1 is provided here. Hypothesis 1.1 stated that rotor minimum loss design
incidence is different for uniform and non-uniform flow.
Hypothesis 1.1
If the fan is designed for an averaged flow, the minimum loss design incidence
for non-uniform flow departs from its optimal value for uniform flow
From the results of experiment 1.1, it was observed that up to 1.4 degrees increase
in design incidence was able to recover up to 65% of the losses for various distortion
cases. However, it was observed that no increase was obtained for pure swirl distortion
cases, and it was only the case for either pure total pressure distortion and mixed
distortion cases. The reason as to why this occurs was discussed earlier. While the
results are in agreement with the hypothesis, the more specific statement could be
stated as follows:
Validated Hypothesis 1.1
If the fan is designed for an averaged flow, the minimum loss design incidence
for non-uniform flow, with total pressure distortion present, departs from its
optimal value for uniform flow
It was also observed for the specific fan design parameters in experiment 1.1 that
the hub losses dominated the rotor losses. Three radial streams were analyzed for
each case, and one scalar was used to modify the design incidence for all three streams
at once. Therefore, some areas showed an increase in mid and tip losses because that
increase was less than the decrease in the hub losses. An extended hypothesis, which
is not tested here, but is stated as a natural extension of the results seen here can be
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established and is stated as follows:
Extended Hypothesis 1.1
If the fan is designed for an averaged flow, the minimum loss design incidence
for non-uniform flow, with total pressure distortion present, departs from its
optimal value for uniform flow. In addition, the minimum loss design incidence
for different radial segments are not necessarily equal to each other
Hypothesis 1.2 stated that a larger deviation in rotor response in terms of blade
normal force and pressure rise will be observed between quasi-steady and unsteady
analyses and was stated as follows:
Hypothesis 1.2
The necessity of including unsteady rotor response will be dependent on the
intensity of distortion. At high distortion intensities, the effect of unsteady
response on pressure rise and the blade normal force will be non-negligible
From the results of experiment 1.2, it was observed that the change in rotor normal
force was 1% to 4% for pure total pressure distortion cases, 3% to 8% for pure swirl
distortion cases, and 3% to 6% for mixed distortion cases. Similarly, the difference
at peak pressure rise location and value varied with increasing intensity of distortion.
The results of experiment 1.4 also substantiate this hypothesis, where the level of
contribution of unsteady modeling helped recover a higher percentage of losses in all
cases of distortion. It was observed that for the low-intensity case, the contribution
was negligible. However, it was deemed necessary to include these effects for mid and
high-intensity distortion for all flow profiles. Therefore, experiment 1.2 qualified the
hypothesis, and the results of experiment 1.4 further validated it.
Hypothesis 1.3 claimed two points: (i) the required degree of asymmetry in stators
will increase with increasing intensity of distortion, and (ii) the level of asymmetry for
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swirl distortion is lower than that for total pressure distortion.
Hypothesis 1.3
If the distortion intensity is higher, a larger increase in the level of required
stator asymmetry will be observed. The stator asymmetry will also be observed
higher for total pressure distortion than swirl distortion
Experiment 1.3 was designed to test this hypothesis. For pure total pressure
distortion, the amplitude of circumferential variation in the tip blade angles ranged
from 4° to 20°, with increasing amplitude for higher distortion levels. For the case of
swirl distortion, the maximum amplitude was less than 4° for the highest distortion
case (lower than the amplitude of variation for the lowest intensity of total pressure
distortion). Similarly, for mixed distortion cases, the observed variation ranged from
4° to 22°. These results validated the statements posed in hypothesis 1.3.
Hypothesis 1 claimed that the inclusion of rotor blade angle optimization, unsteady
rotor response, and non-axisymmetric stator design would help recover a large portion
of distortion losses. It was formally stated as follows:
Hypothesis 1
If hypotheses 1.1-1.3 are true, then the fan stage design framework that incor-
porates the parametric variation of rotor blade angles, rotor unsteady response,
and non-axisymmetric stators will be able to recover a significant portion of the
losses in distortion that a fan designed for uniform flow experiences
Experiments 1.1 - 1.3 were performed to qualify the statements made in hypotheses
1.1 - 1.3. Experiment 1.4 was an attempt to bring all elements together. The results
of experiment 1.4 showed that around 45% - 65% of losses could be recovered by the
implementation of the proposed framework for pure total pressure distortion cases.
For swirl distortion cases, this ranged from 40% to 88%, and for mixed distortion cases,
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the recovery ranged from 45% to 65%. In general, it was observed that higher recovery
was achieved for lower intensities of distortion. Another observation was that the rotor
blade angle optimization was more beneficial at lower intensities. The parametric
variation of deviation angle also helped increase the stage efficiency by creating a
favorable flow direction at the stator inlet. It was also seen that at higher intensities of
distortion, a larger improvement in stage efficiencies was not obtained by asymmetric
stators due to the increase in diffusion factor caused by higher turning. It suggests that
stator chords could also be varied circumferentially to control the amount of diffusion
through the stator blade passages. Finally, as mentioned earlier, the unsteady modeling
provided no substantial benefit at lower intensities but contributed significantly to
the recovery at mid and high distortion levels. The observations from the results of
experiment 1.4 thus validate hypothesis 1.
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CHAPTER VI
APPLICATION OF VARIATIONAL ASYMPTOTIC
METHOD FOR STRUCTURAL ANALYSIS OF ROTOR
BLADES
6.1 Chapter Overview
Chapter 5 detailed all experimental efforts dedicated to testing hypotheses correspond-
ing to research question 1 on the aerodynamic design of the fan stage. This chapter
focuses on the experimental efforts targeted towards answering research questions 2
and 2.1. These questions relate to the structural analysis of rotor blades.
Research question 2 inquired about the effects on the fan stage design due to the
inclusion of the rotor blades’ structural analysis. A lack of a computationally efficient
parametric modeling method for transient rotor analysis led to the formulation of
research question 2.1 that inquired about the appropriate modeling technique for
transient analysis of rotor blades. Hypothesis 2.1 was formulated regarding VAM’s
applicability as a computationally efficient model for transient structural analysis of
rotor blades. Hypothesis 2 claimed the following: (i) an aerodynamically optimized
design might not satisfy the structural constraints and (ii) using the aero-structural
framework will enable a design that can satisfy the structural constraints with a
minimal penalty on stage efficiency.
Two sets of experiments are carried out to test this hypothesis. Experiments
2.1a - 2.1d are dedicated to establishing VAM’s validity for transient analysis of fan
rotor blades. Experiment 2.2 is carried out on two fronts. Experiment 2.2a is used
to demonstrate whether aerodynamically optimized designs can satisfy structural
constraints. If the aerodynamically optimized design does not satisfy the structural
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constraints, then Experiment 2.2b is used to create an optimized design using the
framework detailed in chapter 4.
6.2 Experiment 2.1: Validation of Variational Asymptotic
Method
The purpose of this section is to establish the relevance of beam theory tools based
on VAM, such as VABS (2-D sectional analysis), followed by the use of GEBT to
simulate the structural behavior of a fan blade undergoing rotation in a BLI flow field.
A fan blade experiences dynamic loads that result from non-uniform work imparted
by the blades in a distorted flow field. Hence, the rotor blades would structurally
demonstrate a non-linear transient behavior analyzed using GEBT while the blade’s
cross-sectional properties are evaluated using VABS. With the discussions provided in
subsequent sections, the goal is to demonstrate that the beam-theory-based tools can
properly simulate unsteady loads on a fan blade.
6.2.1 Experiment Setup
To test hypothesis 2.1, i.e., validating VAM’s applicability for transient structural
analysis of fan rotor blades, a set of tested scenarios needs to be defined first. It consists
of defining the experimental procedure, geometry, loads, and modeling environments.
The goal is to compare the results for a non-linear transient analysis obtained from the
proposed technique to those obtained from 3-D FEM for a couple of simple dynamic
loading scenarios considering the computational effort needed to solve 3-D FEM
problems. We will perform analyses on loads acting on the tip of the blade for both
rotating and non-rotating cases to benchmark our studies. The results from VABS
and GEBT will be verified with that of COMSOL - the 3-D FEM tool used in this
work. Once this verification is complete, the analyses are repeated for distributed
loads applied on a fan blade, and relevant 3-D displacements and 3-D stress resultants
from the proposed use of VAM based tools are obtained and compared with 3-D FEM
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results.
Fig. 112 shows the flowchart describing the general process for experimenting.
Two sets of loads and two sets of motion are tested. The first loading type is a pure
sinusoidal load. This load will be applied at the tip to simulate a simple dynamic
loading condition. The other set of loads is distributed loads. These loads are computed
using the inlet and the exit flow profiles of the rotor. For both loading conditions, the
blades are first simulated as if they are non-rotating. After that, the rotating case is
simulated. The presence of rotation will likely induce some harmonics that might not
be present in the non-rotating case. The comparisons will be made with the results
from 3-D FEM software, and the results will be used to validate the hypothesis. The
general process for conducting experiment 2.1 is illustrated in Fig. 112. Note that the
analysis is performed by constraining the root, and the attachment is not modeled. A
subset of the results shown in this section is also presented in [69].
For each case, the procedure for performing the experiments are as follows:
• Step 1: Select a baseline rotor geometry
• Step 2: Select loads acting on the blades
• Step 4: Define the modeling environment
• Step 5: Use VAM to compute stresses and displacements for each case
• Step 6: Use a 3-D FEM tool to compute stresses and displacements for each case
• Step 7: Compute the differences in stresses, displacements, and computational
time obtained from step 5 and step 6
• Step 8: Use GEBT to compute the natural frequencies for the first eight modes
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Figure 112: Flowchart describing the elements of Experiment 2.1.
• Step 10: Compute the differences in eigenvalues between step 8 and step 9
• Step 11: Validate hypothesis based on observed discrepancies in Step 7 and 10
6.2.1.1 Notes on the modeling environments
The solution of VABS results in the two-dimensional sectional elastic and inertia
constants as stiffness and mass matrices. These matrices are 6×6 if a Generalized
Timoshenko model analysis is used. The output of VABS also includes the warping
variable solutions. These solutions help recover 3-D stresses and strains once 1-D
solutions are obtained from GEBT. We can also use these information to compute and
visualize the evolution of stresses and strains on the cross-section. The 1-D analysis
is performed on the locus on the point defined by the centroids of the cross-sections.
Further, with the computation of the 3-D recovery variables using VABS, the stress
198
distribution is obtained corresponding to a given time step at a specific cross-section.
Upon repeating this for all sections, the 3-D variables for entire geometry can be
obtained.
COMSOL multiphysics is used here as the 3-D FEM modeling tool because of
its availability to the author. The blade is meshed using a physics-controlled fine
mesh using tetrahedral elements. The smaller regions, such as the leading and trailing
edges, have higher mesh density than the bulk region of the blade. We use solid
mechanics module to obtain the eigenvalues and the results for different time steps in a
time-dependent analysis. For non-linear transient analysis and cases that include rpm
application on the rotor blade, we need to include geometrical non-linearities to obtain
correct results. Besides, VABS and GEBT perform non-linear analysis, so a proper
comparison can only be with the inclusion of non-linearities. The rotation is applied
on the blade in specific cases using a rotating frame by including the centrifugal
acceleration, Euler acceleration, and the spin softening. Consideration has been made
to make sure that we are testing the cases in 3-D FEA, which are analogous to the
cases being analyzed using VAM. To enable this, we apply the loads over the entire
cross-section area with the equipotent resultant at the centroid of the cross-section
when compared with the analysis in VAM.
6.2.2 Experiment 2.1a: Sinusoidal Tip Load (Non-Rotating)
Experiment 2.1a includes analyzing and comparing the displacements, stresses, and
natural frequencies obtained from COMSOL and VABS/GEBT for the non-rotating
blade with sinusoidal tip loading.
6.2.2.1 Baseline geometry
Fig. 113 provides a snapshot of the 3-D fan blade model. The blade geometry used
in this study was obtained using a model built on the platform of Object-Oriented
Turbomachinery Analysis Code (OTAC) [89]. This approach was described in detail
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in Chapter 4. The blade is formed by identifying three distinct cross-sections from
OTAC. Once these sections are obtained based on an efficient flow condition, we use a
variable section sweep to join the sections smoothly and create the blade’s baseline
geometry for structural analysis.
Figure 113: 3-D model of the fan blade used for analysis for Experiment 2.1a.
It is to be noted that the blade has a large twist and sharp edges that make
it a complex component for dynamic structural analysis. Also, this blade has not
undergone any structural analysis, so the blade is not optimized for structural integrity.
However, in reality, it is important to design a structurally strong blade to withstand
desired loads. Since this experiment’s objective is to establish the relevance of the use of
VAM-based tools for structural analysis, we will only focus on the mechanical response
and characteristics of the stresses obtained between VABS and GEBT and compare
it to that obtained from the 3-D FEA. The optimization of the structural aspects of
the blade is carried out later. The geometric, material, and design parameters of the
blade are listed in Tables 14, 15, and 16 respectively.
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Table 14: Geometric properties of the fan blade for experiment 2.1a.
Geometric Parameters Value Unit
Blade span 15.75 in
Hub radius 6.6 in
Tip radius 22 in
Blade chord 8 in
Airfoil type DCA -
Hub stagger 2.5 deg.
Tip stagger 34.22 deg.
Table 15: Material properties of the fan blade.
Material Properties Value Unit
Material Titanium -
Young’s Modulus 116E09 Pa
Poisson’s ratio 0.32 -
Density 4506 kg/m3
Yield stress 9.6E08 N/m2
Endurance limit 5.17E08 N/m2
Table 16: Design parameters of the fan blade for experiment 2.1a.
Design Parameters Value Unit
Design avg. mass flow 414 lbm/s
Design PR 1.35 -
Design RPM 2500 -
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6.2.2.2 Meshing
Fig. 114 shows three cross-sections of the blade obtained from the calculations in
OTAC and discretized using a very fine mesh to accommodate the intricate geometric
features of the blades. The meshing was obtained using triangular grid elements.
Significant changes in the blade inlet and exit metal angles and twist can be observed.
These three cross-sections are analyzed in VABS because these are the characteristic
cross-sections that define the overall blade geometry. The required input parameters
such as the initial twist, curvatures, and obliqueness, etc. for the cross-section (2-D) as
well as for the beam reference line (1-D) are defined in VABS and GEBT, respectively,
for a correct representation of the geometry. Similarly, Fig. 115 represents the rotor
blade model considered for structural analysis in COMSOL. The blade is meshed
using a physics-controlled mesh using tetrahedral elements.
Figure 114: Triangular mesh grid of cross-sections: left (hub), center (mid), right
(tip)
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(a) cross-sectional view of the entire
blade
(b) Front view of the 3-D fan blade
Figure 115: Representation of the meshing of the 3-D rotor blade in COMSOL
6.2.2.3 Loads
Since tangential loads are more dominating for the rotor blade, a sinusoidal tip
transverse load is applied. Fig. 116 shows the variation of this load in [0,1] seconds.















Figure 116: Sinusoidal tip loading behavior.
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6.2.2.4 Results: Eigen analysis
For any structure undergoing dynamic loading, it is essential to look at the natural
frequencies of the system undergoing free vibrations. Table 17 provides a comparison of
the frequencies obtained from VABS/GEBT and 3-D FEA. Mode shapes corresponding
to the first 10 natural frequencies are also provided for better understanding. Due to
the blade’s complex geometry, there is a strong coupling between various modes, such
as bending in-plane and out-of-plane with torsion. It is also evident that the modes
that predominantly contain torsion contributions have eigenvalues from GEBT with
significant deviation from the 3-D FEA. However, most of the eigenvalues calculated
using GEBT have good agreement (< 5%) with the 3-D FEA with errors mentioned
in the table alongside the frequencies.
6.2.2.5 Results: Tip displacements
Fig. 117 shows the tip displacements obtained from both VABS/GEBT and COMSOL
for the sinusoidal tip load described in Sec. 6.2.2.3. The dominant displacements
on the cross-section at the tip in chord-wise (u2) and flap-wise (u3) directions are
plotted since the blade in the span-wise direction (u1) does not undergo any significant
longitudinal displacement as compared to the out-of-plane and in-plane transverse
displacements. Based on the frequency of the load applied (frequency of the applied
load is much smaller than the fundamental frequency), the peak displacements for a

































Figure 117: Displacement at the tip (non-rotating): VABS/GEBT vs. COMSOL
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Table 17: Natural frequencies (non-rotating): VABS/GEBT vs. COMSOL.
ID Natural Frequencies (Hz) % Difference Mode ShapeVABS/GEBT COMSOL
1 103 106 -2.83%
2 316 361 -12.47%
3 512 507 0.99%
4 771 745 3.49%
5 1171 1197 -2.17%
6 1654 1443 14.62%
7 1927 1872 2.94%
8 2370 2272 4.31%
9 2579 2726 -5.39%
10 3076 2887 6.55%
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When the time-varying sinusoidal tip load is applied, the average displacement in
u3-the direction from COMSOL is 3.15 cm, and that from VABS and GEBT is 3.07
cm (≈2.5% difference). It is interesting to note that the results from COMSOL show
a small phase lead in the first load cycle. However, the phase difference disappears in
the second load cycle (0.5 s - 1 s). This phenomenon could be observed because of a
difference in the numerical damping of the two solvers considered. In the u2-direction,
the displacements from the two analyses do not overlap. Further investigation was
not warranted since the displacements in u2 direction are small compared to the u3
direction. These differences are likely attributed to the same reason that explains the
differences in the natural frequencies in the torsion mode in Table 17.
6.2.2.6 Results: Stress analysis
Fig. 118 shows precisely how the dominant stress component σ11 evolve at the section
present at 0.195 m in the blade along with the timestamps when the span ranges from
0.16 m to 0.6 m, keeping in mind that the corresponding load values over the duration
of the applied load as shown in Fig. 116. Similar graphs can be obtained for the rest
of the stress components σ12, σ13, σ22, σ23 and σ33. However, for the sake of simplicity
in understanding, we resort to plotting the histories of only σ11 at the cross-section
located at a distance of 8% of the span from the root. The periodic fluctuations on
the blade stresses are easily visible when looking at Fig. 118. The maximum stress is
located either at the tips or the suction side of the cross-section.
Fig. 119 shows the comparison of the maximum values of σ11 at the desired
cross-section, against the results from 3-D FEA (COMSOL). Although the peak
displacements match strictly between COMSOL and VABS and GEBT, the σ11 does
not follow the same trend. The difference in peak σ11 obtained from VABS and GEBT
and COMSOl is approximately 12%, with COMSOL predicting a lower value. We
observe that the error percentage goes smaller as the time proceeds forward. The
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Figure 118: Snapshots of evolution of σ11 (N/m2)at x = 0.195m (non-rotating)
maximum stress locations predicted by VABS matches exactly with the ones obtained


























Figure 119: Max σ11 at x = 0.195m (non-rotating): COMSOL vs. VABS/GEBT
Similar plots for the 3-D strain variables can also be obtained through this method.
Another important observation is that even though the input force is sinusoidal, the
output stress has a certain number of sub-peaks apart from the prominent peaks.
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These subpeaks are due to the inclusion of inertia effects. It is basically due to the
inclusion of a higher-order harmonic, which will not be present if a quasi-static analysis
is performed.
6.2.2.7 Results: Computational effort
Table 18 shows the comparison of the computational variables for VABS/GEBT
and 3-D FEA (COMSOL). VABS/GEBT provides high fidelity solutions free of any
assumptions as is also much faster. A number of significant parameters can be extracted
using the data stored. These parameters include exact location of maximum and
minimum stress over time, maximum displacement, forces, and moments at all time
steps. Simulating the 3-D FEM solution on COMSOL took a total of 21.5 hours when
non-linearities were included for a very fine mesh. The analysis via VABS/GEBT
took only 4 minutes with parallel processing implemented during the recovery of
stresses on the cross-sections. Another benefit of using VABS/GEBT is the lower
storage requirements afforded by VABS/GEBT that makes the storage, extraction,
and processing of data convenient and efficient.
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Table 18: Comparison of computation variables (VABS vs 3-D FEM)
Parameter VABS + GEBT 3-D FEM (COMSOL)
Duration of Analysis 1 s 1 s
Time-Steps 100 100
Number of Elements 1000 (2-D); 150 (1-D) 1000 tet. elements/section
Memory (RAM) used 2 GB; 1-core 16 GB, 2-cores
Computation Time (Solver)
30 s (VABS) , 1 min(GEBT),




Storage Requirements ∼ 50 MB ∼ 6 GB
6.2.3 Experiment 2.1b: Sinusoidal Tip Load (Rotating)
In this case, the external loads and geometry are the same as in Experiment 2.1a with
an additional rotational force. The rotor is simulated at a RPM of 2500.
6.2.3.1 Results: Tip displacement
Fig. 120 shows the displacement in the u3-direction for the tip of the blade when the
sinusoidal load is applied as the blade is rotating (2500 RPM). As seen in the case
without rotation, the displacement results from VABS and GEBT and COMSOL seem
to overlap. The overlapping is not as perfect as in the case without rotation. This
small discrepancy is mainly attributed to the fact that the results from COMSOL
and VABS and GEBT were plotted for different time steps. Another observation is
that the peak displacement in the +u3-direction is higher (approx. +3.0 cm) than the
peak displacement in the −u3-direction (approx. −2.5 cm). This difference arises due
to rotation. A constant rotation introduces a constant centrifugal force that offsets
the non-rotating displacement curve. The third observation is the wavy nature of
displacements. Upon close observation, the waviness frequency is almost the same in
the results from both COMSOL and VABS and GEBT. This behavior is because of





















Figure 120: Displacement at the tip (RPM - 2500): VABS/GEBT v. COMSOL























Figure 121: Max σ11 at x = 0.195m (RPM - 2500)
Fig. 121 shows the variation of maximum σ11 at x = 0.195 m at various time
steps. We observed that the displacements for this case were almost close between
COMSOL and VABS/GEBT. However, the solution for this case did not converge in
COMSOL, and displacement results were obtained by placing probes on the solver.
That is why the values of maximum σ11 from COMSOL are unavailable, and only
the stresses from VABS/GEBT is presented here. The plot shows two full cycles of
the load being applied. Unlike the case without rotation, we do not observe similar
peaks every half cycle. This observation is mainly again because of the rotation. As
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mentioned earlier, the centrifugal force’s presence causes an initial displacement in
the u3-direction. Thus, the stress values also show higher magnitudes in the first
half cycle because of larger strains from rotation. It is also important to note that
solutions from any 3-D FEA tool are highly dependent on the ability to mesh the
geometry appropriately. If the geometry has sharp edges, tools such as COMSOL can
not mesh the geometry appropriately, affecting the overall convergence of the solution.
An important observation we made during the analysis is that the 3-D FEA, with
geometric non-linearities, consume significantly more time and computational power
to provide results when there are sharp edges involved. At times, it does not converge
to a meaningful result at all.
Fig. 122 shows exactly how the dominant stress component σ11 evolves at the
section present at 0.195 m in the blade during rotation along with the timestamps.








































































Figure 122: Snapshots of evolution of σ11 (N/m2)at x = 0.195m(RPM - 2500)
6.2.4 Experiment 2.1c: Distributed Loads (Non-Rotating)
In the third set of cases, we will examine the applicability of VABS/GEBT in the
presence of distributed loads.
6.2.4.1 Geometry
The geometry used for the case of distributed loads is similar to the one used for the
case of tip load in Fig. 113, except that the one used here is slightly smaller in the span.
It was chosen intentionally to perform the analysis on a shorter blade. This blade
shows a significant amount of twist from the hub to the tip. Notice that the stagger
at the hub is minimal, but a larger stagger at the mid and tip sections results in a
high twist. The detailed geometric properties of the blade are provided in Table 19.
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The 3-D sections stacked along the centroidal axis are shown in Fig. 123. Fig. 124
shows the 3-D model obtained by lofting these cross-sections.
Table 19: Geometric properties of the fan blade for experiment 2.1c.
Geometric Parameters Value Unit
Blade span 15.4 in
Hub radius 6.6 in
Tip radius 22 in
Blade chord 8 in
Airfoil type DCA -
Hub stagger 2.5 deg.
Tip stagger 34.22 deg.












Figure 123: 3-D skeleton of the fan blade used for the application of distributed
loads.
6.2.4.2 Loads
In this case, the analyses will be carried under the presence of distributed loads. These
loads are obtained from manipulating the rotor flow parameters for the case P3S0
from chapter 5. As can be seen, the tangential loads are comparatively larger because
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Figure 124: 3-D model of the fan blade used for the analysis of distributed loads.
of the larger turning force required. The variation in axial loads is also smaller as
the axial loads are strong functions of static pressure change with relatively lesser
variation along the circumference.
































Figure 125: Variation of axial and tangential forces for Experiment 2.1c.
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6.2.4.3 Meshing
Fig. 126 shows the triangular grid meshing of the hub, mid, and the tip cross-sections
in VABS. The leading and trailing edges have finer grids to capture any stress
concentration present in those regions. The mesh generated in COMSOL for the P3S3
design is shown in Fig. 127.
Figure 126: Triangular meshing of cross-sections for the P3S3 design in VABS.
Figure 127: Meshing of the P3S3 design in COMSOL.
6.2.4.4 Results: Eigen analysis
Eigenvalue analysis was performed to compute the natural frequencies of the first eight
modes. Table 20 shows the differences in the natural frequencies of the first eight modes
between VABS/GEBT and COMSOL. It is observed that the natural frequencies for
all modes computed by VABS/GEBT, except the second, are within 1% - 6% of the
natural frequencies computed by COMSOL. The second mode (torsional mode) has a
15.33% difference between these two modeling methods. A similar difference in the
second mode natural frequency was also observed in Table 17 for a different geometry.
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The current author is unable to pinpoint a reason for the discrepancy observed in this
mode. Further analysis is warranted before a valid argument is established.
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Table 20: Natural frequencies (non-rotating): VABS/GEBT vs. COMSOL
ID
Natural Frequencies (Hz)
% Difference Mode Shape
VABS/GEBT COMSOL
1 106 109 -2.75%
2 310 367 -15.53%
3 518 510 1.57%
4 782 740 5.68%
5 1170 1235 -5.26%
6 1917 1888 1.54%
7 2320 2197 5.60%
8 2542 2697 -5.75%
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6.2.4.5 Results: Tip displacements
Fig. 128 shows the comparison of the tip displacement in the flap-wise (u3) direction
between COMSOL and VABS/GEBT. Note that the results are likely to differ because
VABS/GEBT performs analysis with non-linearities included, and the results from
COMSOL are without the application of any non-linearities. It was observed that a
very fine mesh with non-linearities included did not converge in COMSOL. That is why
the results for COMSOL shown here do not include the presence of non-linearities. A
close match has been observed between these results in the u3 direction. A maximum
tip deflection of 0.275 cm is observed in both COMSOL and VABS/GEBT. The
overlap between the results is much closer in the first half cycle than the second half.
Fig. 129 shows the tip displacement comparison in the chord-wise (u2) direction.
Similar to the displacement for the tip load, the u2 displacement is slightly larger
in the results from VABS/GEBT. The maximum tip deflection in the chord-wise
direction is -0.019 cm by VABS/GEBT and -0.011 cm by COMSOL. The results from
both COMSOL and VABS/GEBT follow the same trend with the peak displacements
co-occurring. The key differences in the peak amplitudes in displacements are likely
due to the absence of linearities in COMSOL analysis.
6.2.4.6 Results: Stress analysis
Comparisons on maximum and minimum stresses at the hub are made. Fig. 130
compares the maximum tensile principal stress (σ11) at the hub cross-section. Similar
to displacements, the results obtained from COMSOL do not include non-linearities,
whereas VABS/GEBT includes them. The first observation is that the maximum
stress variation is similar for both VABS/GEBT. It is due to the similarity in the
displacement nature predicted by both these modeling tools. The maximum stress
predicted by VABS/GEBT is also higher than that predicted by COMSOL. The same
trend can also be observed for the minimum stress, as shown in Fig. 131. However,
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Figure 128: Comparison of tip displacement (u3) between COMSOL (linearities)
and VABS/GEBT (non-linearities).
























Figure 129: Comparison of tip displacement (u2) between COMSOL (linearities)
and VABS/GEBT (non-linearities).
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Figure 130: Comparison of maximum hub stress (σ11) between COMSOL (lineari-
ties)and VABS/GEBT (non-linearities).
the magnitude of the minimum stresses predicted by COMSOL is higher.
Fig. 132 shows the overlay of minimum, maximum, and average stresses and their
variation with time. A consequence of VABS/GEBT predicting larger magnitude
maximum stress and COMSOL predicting a larger magnitude minimum stress is a
close match in the average stresses. In determining the feasibility of any structure,
the overall amplitude of the stress variation is an important parameter because that
provides the information on the vibratory nature of the blades. The maximum
amplitude of the stresses predicted by COMSOL and VABS/GEBT is 30 MPa and
33.5 MPa, respectively.
While multiple efforts dedicated to converging the simulation with non-linearities
with a fine mesh grid failed in COMSOL, convergence was achieved for a coarser mesh
with the inclusion of non-linearities. Fig. 133 shows the comparison of maximum
and minimum hub stresses (σ11). Note that with the inclusion of non-linearities, the
results from COMSOL are in close agreement with that of VABS/GEBT, further
highlighting the robustness of VABS/GEBT in performing analysis with the inclusion
220






















Figure 131: Comparison of minimum hub stress (σ11) between COMSOL (lineari-
ties)and VABS/GEBT (non-linearities).















COMSOL (max) VABS/GEBT (max) COMSOL (min)
VABS/GEBT (min) COMSOL (avg) VABS/GEBT (avg)
Figure 132: Comparison of maximum, minimum, and average hub stresses (σ11)
between COMSOL (linearities)and VABS/GEBT (non-linearities).
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Figure 133: Comparison of maximum and minimum hub stresses (σ11) between
COMSOL (non-linearities - coarser mesh) and VABS/GEBT (non-linearities).
of non-linearities. A 16% difference in the maximum peak stress and an 8% difference
in the peak minimum stress is observed between the two results. Note than in this case,
the average stresses are not shown. Because of the coarser mesh in COMSOL, stresses
in many nodes, where stresses were available in VABS/GEBT, were unavailable. So
the average stresses would not render any meaningful comparison. An induction is
made at this point. Based on how the results varied in COMSOL due to the inclusion
of non-linearities, it is likely that a finer mesh in COMSOL will close any differences
in the computed stresses between the results of COMSOL and VABS/GEBT. This
effort could not be materialized into this document due to the non-convergence issues
with the finer mesh.
6.2.5 Experiment 2.1d: Distributed Loads (Rotating)
The last case is when the distributed loads are applied on a rotating blade at 4000
RPM. For the rotating case in COMSOL, centrifugal acceleration, Euler acceleration,
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and spin-softening components were included in the analysis.
6.2.5.1 Results: Eigen analysis
Table 21 shows the differences in the natural frequencies of the first eight modes between
VABS/GEBT and COMSOL for the case when the blade is rotating at 4000 RPM. We
observe that the first mode frequency is almost equal in both. The second mode has
the largest difference of 16%. As observed in other cases, the second mode, dominated
by torsion, seems to have a significant discrepancy in the results. The results of all
other modes were approximately within a 5% difference. It is also seen that most of the
modes have significant contributions from both torsion and in-plane bending. Overall,
the natural frequency results from VABS/GEBT and COMSOL are in good agreement.
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Table 21: Natural frequencies (rotating): VABS/GEBT vs. COMSOL.
ID
Natural Frequencies (Hz)
% Difference Mode Shape
VABS/GEBT COMSOL
1 109 110 -0.91%
2 308 367 -16.08%
3 532 511 4.11%
4 792 741 6.88%
5 1185 1237 -4.20%
6 1936 1887 2.60%
7 2322 2197 5.69%
8 2551 2699 -5.48%
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6.2.5.2 Results: Tip displacements and stress analysis
After multiple efforts to converge a fine mesh grid with the inclusion of non-linearities
failed in COMSOL, we decided to lower the RPM for the sake of validation. Even
at 200 rad/s (1909 RPM), only coarser mesh converged with the inclusion of non-
linearities. Therefore, a strong basis for comparison is unavailable for rotating case with
distributed loads. Given that the cases representing rotation and distributed loads were
a good match between the two modeling software, confidence in the results provided
by VABS/GEBT has been established already. Nevertheless, tip displacements and
maximum stresses between COMSOL and VABS/GEBT are presented here. No
comparison of these values’ magnitude is made because of the significant differences
in meshing, and only trends in the results are discussed.
Fig. 134 shows the comparison of the u3 displacement. Both COMSOL and
VABS/GEBT predict the peak displacement at approximately the same time. In
addition, small subpeaks can be observed, a consequence of including non-linearities
in both modeling environment.






















Figure 134: Comparison of tip displacement (u3) between COMSOL (coarser mesh)
and VABS/GEBT (non-linearities) at 1909 rpm.
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Figure 135: Comparison of tip displacement (u2) between COMSOL (coarser mesh)
and VABS/GEBT (non-linearities) at 1909 rpm.
The comparison in the u2 displacement is shown in Fig. 135. A larger dip in
the displacement curve is initially seen in the results from COMSOL. Both curves
demonstrate a waviness in the response. The waviness can be attributed to the
higher-order harmonics introduced by the transient effect of rotation.
Similarly, Fig. 136 shows the comparison of the maximum tensile stress (σ11) at
the hub section. Like the u2 displacement, the presence of rotation induces several
harmonics in the hub’s stresses. Both results estimate the peak stress at the same
time step. We observe regions of high variation in max stresses in the first half of
the cycle. The maximum stress stays approximately constant for a brief period and
increases rapidly after that. On closer observation, the dominating frequencies for
both the plots are also similar. Given that the nature of the stresses and displacements
align between these two results and the ability of VABS/GEBT to reproduce stresses
and displacements properly for the other three cases, it is reasonable to state that
a finer mesh density in COMSOL would be able to match the stresses computed by
VABS/GEBT.
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Figure 136: Comparison of maximum hub stress (σ11) between COMSOL (coarser
mesh) and VABS/GEBT (non-linearities).
Further analysis of the hub stresses can be seen in Fig. 137. It shows exactly how
the dominant stress component σ11 evolves at the section present at the hub in the
blade along with the timestamps. The periodic fluctuations on the blade stresses are
easily visible when looking at Fig. 137. The maximum stress is located either at the
tips or the suction side of the cross-section.
6.2.6 Summary of Experiment 2.1
Hypothesis 2.1 claimed that VAM could be used as a computationally efficient method
for transient structural analysis of fan rotor blades. From the results of experiment
2.1a and 2.1b, it was observed that for both rotating and non-rotating cases, the
tip displacement in the dominant direction was an exact match. For the stresses, a
maximum of 12% difference in peak stress was observed. The location of peak stress
and the time at which it occurs also matched. The eigenvalue analysis suggested
that the difference in various eigenmodes were less than 5%, except in a couple of
modes, where the error was up to 14%. The most crucial difference between VAM
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Figure 137: Snapshots of evolution of σ11 (N/m2) at the hub cross-section (rotating:
1909 RPM with distributed loads).
and 3-D FEM was the difference in computational time and storage requirements.
3-D FEM analysis using COMSOL required, for the non-rotating, approximately 6
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GB of storage requirement and 21.5 hours of computational time. On the other hand,
using VABS and GEBT took 4 minutes with parallel processing for the VABS recovery
phase with less than 50 MB storage requirements. Similarly, experiments 2.1c and
2.1d were conducted for the case of distributed loads. Since VABS/GEBT performs
analysis, including geometric non-linearities, a valid comparison can be made only
with these parameters included in COMSOL. The results of experiment 2.1c showed
that the tip displacement in the dominant direction was an exact match. Similarly, the
maximum and minimum stresses showed close similarity between VABS/GEBT and
COMSOL. The natural frequencies were within a 5% difference except for the second
torsional mode. Finally, experiment 2.1d could not converge in a standard PC with
non-linearities included at 4000 rpm. At 1909 rpm, the results did not converge for
fine mesh, and a coarser mesh was not adequate to make the quantitative comparisons
with rotational motion. The results of experiment 2.2d suggest similarity in the trends
of the results between VABS/GEBT and COMSOL. Overall, these observations from
the results of experiment 2.1 suggest that VAM is an extremely efficient tool for
analysis of rotor blades along with reasonable accuracy compared to 3-D FEM results
for conceptual level design and analysis. Thus, hypothesis 2.1 is validated.
6.3 Experiment 2.2: Feasibility Analysis and Design Space
Exploration
Now that we have recognized the applicability of VABS for the transient structural
analysis of rotor blades, the focus is on using it to analyze practical designs. Experiment
2.2 is designed to test hypothesis 2, i.e., to analyze the structural feasibility of
aerodynamically optimized design and perform optimization to obtain a design that
meets all constraints. By virtue of the hypothesis, it is convenient to divide this
experiment into two parts - 2.2a and 2.2b. In experiment 2.2a, we analyze an
aerodynamically optimized design to evaluate its feasibility. It will be observed that
the example case used in this experiment does not satisfy the structural constraints.
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Experiment 2.2b is designed to perform design space exploration to meet the structural
constraints and find an optimal design. In the discussions to follow, we will begin with
the explanation of the experimental setup, where all the steps necessary to guide the
experiments will be detailed. Following this description, detailed results of experiments
2.2a and 2.2b are provided.
6.3.1 Experiment Setup
This experiment aims to demonstrate that an aerodynamically optimized design may
not necessarily satisfy structural constraints. Also, if deemed unsatisfactory, the goal
is also to change the design to meet these constraints. Therefore, we choose a more
likely design to violate these constraints, which makes the optimization challenging.
In that regard, the results from one of the cases from chapter 5, P3S3, is used to
demonstrate the feasibility assessment. Flow P3S3 is chosen as the example case since
it combines both total pressure and swirl distortion and represents a high distortion
case.
As mentioned earlier, experiment 2.2a is conducted to test the first part of hy-
pothesis 2. A flowchart describing the experimental process to evaluate the design’s
feasibility is shown in Fig. 138. We first evaluate the time-varying loads from the
aerodynamic design using the process described in chapter 4. With the geometry and
loads defined, the VABS/GEBT setup is used to perform the structural analysis. The
natural frequencies are evaluated by running GEBT at different RPMs to compute the
resonance margins in the Campbell diagram. The excitation frequencies are evaluated
by looking at the excited frequencies using fast Fourier Transformation of displace-
ments and stresses. The margins between natural and excitation frequencies are used
to define the resonance margin. Similarly, to evaluate the high cycle fatigue safety, 2-D
cross-sectional analysis in VABS is followed by performing 1-D non-linear analysis in
GEBT. One important consideration here is isolating the effects of transients present
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due to the time-varying loads only. To account for this, GEBT is first run for the mean
static load. The blade’s deformed state under mean static load is defined as the initial
condition of the blade when performing transient analysis. Therefore, any variation in
stresses can be attributed to only the variation in loads due to inlet distortion. The
results not accounting for the isolation of transient effects are presented in [126]. A
five-step summary of the procedure for conducting experiment 2.2a is listed below.
Compute 
Loads: P3S3























Figure 138: Process flow diagram for conducting Experiment 2.2a.
• Step 1: Evaluate the axial, tangential, and rotational forces for the aerodynami-
cally optimized design P3S3
• Step 2: Evaluate the deformed geometry under the mean load following a
quasi-static analysis. Use this position as the initial condition for Step 3
• Step 3: Calculate the mean and alternating stresses for all cross-sections and
plot them on a Goodman diagram and compute Goodman margins
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• Step 4: Determine the excitation frequencies by taking Fourier Transform of the
tip displacements in flap-wise and chord-wise directions and von-Mises stresses
at three cross-sections
• Step 5: Compute the natural frequencies of the first eight modes and calculate
the margins between natural frequencies and excitation frequencies from step 3
• Step 6: Using the margins from step 2 and step 4, comment on the feasibility of
the designs
The results of experiment 2.2a will demand design changes. Experiment 2.2b is
hence conducted to test the second part of hypothesis 2 i.e., to optimize the design by
satisfying these constraints. Fig. 139 shows the flowchart describing the process for
conducting experiment 2.2b. Given the computational efficiency of both aerodynamic
and structural modules used in this work, it is manageable to run a large number of
cases. For that reason, we will perform optimization by generating surrogate models
based on the exploration of the design space. First, we will identify the set of high-
level design variables that will be allowed to vary to explore the design space. After
identifying these variables, a space-filling design will be created to generate a sample
of 1000 cases. Each set of variables will be used to design the fan stage. Each case’s
corresponding designs are then evaluated in the VABS/GEBT framework to compute
the frequency margins and the mean and alternating stress pairs. A surrogate model
will be developed to aid in rapid optimization when all aerodynamic and structural
responses are obtained. The optimal set of values obtained from the optimization will
be re-run in the aerodynamic/structural framework to calculate the true performance.
The seven-step procedure for conducting experiment 2.2b is listed below.
• Step 1: Create a space-filling design of experiments (1000 cases) using lower and
upper bounds of design variables
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Figure 139: Process flow diagram for conducting Experiment 2.2b.
• Step 2: Evaluate structural constraints for all 1000 generated designs
• Step 3: Create a model fit of the structural constraints and aerodynamic
responses as functions of the design variables
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• Step 4: Perform optimization on the generated model to find an optimal solution
that meets the structural constraints
• Step 5: Use the design variables generated from Step 5 in the aerodynamic
design module, obtain the design and loads, and compute the constraints with
the structural analysis framework
• Step 6: Evaluate the differences in design and performance between Step 2 and
Step 6
6.3.2 Experiment 2.2a: Using VAM to Evaluate the Feasibility of the
Aerodynamically Optimized Design
The results of Experiment 2.2a are shown here. First, descriptions of loads, geometry,
and meshing are provided. Following that, plots of stresses, displacements, and con-
straints are defined in the form of Goodman and Campbell diagrams.
Loads
The tangential and axial loads for one revolution generated from the final design
of the P3S3 case is shown in Fig. 140. It can be seen that the blade forces have a
variation along the circumference. The magnitude of the tangential force is higher
than the axial force as the force due to turning is more dominant. The axial force on
the tip shows the strongest variation, likely because of the strongest static pressure
rise towards the tip regions. Since this design is a tip loaded design, the tangential
forces also have higher magnitudes towards the tip compared to the hub. A constant
influence of centrifugal force is also present due to the influence of rotation.
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Figure 140: Variation of axial and tangential forces for P3S3 design.
Geometry
Following the process in chapter 3, the 3-D representation of the blade was created.
Area centroid was chosen as the radial stacking axis since this axis is generally the first
stacking choice to balance the centrifugal stresses. The span-wise and cross-sectional
views of the blade are shown in Fig. 141. The blade is 16.8" long with a tip chord
of 8.03". The cross-sections’ stagger at the hub, mid, and tip sections were 10.6°,
34.5°, and 43.5° , respectively. Similarly, the inlet and exit angle pairs for these
cross-sections were [36°, 15°], [51°, 20.1°], and [55°, 33.6°] respectively. Note that we
perform interpolation on the cross-sections to create a continuous variation in the
blade geometry. Since cross-section information at the very root is unavailable, it is
assumed to be the same as the available cross-section closest to the root.
235












Figure 141: 3-D skeleton of the fan blade for P3S3.
Cross-sectional Mesh
Triangular mesh grids were used to mesh the three cross-sections that formed the
blade stacking. A denser grid was formed around the leading and the trailing edges to
capture any stress concentration that may be present around these edges. Fig. 142
shows the grids used for each cross-section.
Figure 142: Triangular meshing of cross-sections in VABS for P3S3 design.
Goodman diagram
With aerodynamic loads and baseline geometry available, the structural analysis of
the blade was performed. Stresses along the blade at every node of each cross-section
were computed. Fig. 143 shows the evolution of von-Mises stress acting at the most
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constraining node at the hub, mid, and tip regions. In Fig. 141, these cross-sections
refer to the one at the root (not shown in the figure) and the two sections closest to the
root. The analysis was performed for six cycles. Analyzing Fig. 143, few observations
can be made. First, in all sections, we see the presence of significant stress vibrations.
The magnitude of stresses is maximum in the mid-section. As highlighted earlier, this
is due to the sudden twist present from the 1st to the 2nd section and a relatively
lower thickness to chord ratio. The stresses in the tip section also seem to contain
higher-order harmonics compared to the other two.
From the stress plots, the mean and alternating stresses are calculated to plot
on the Goodman diagram. The alternating stress is defined by the average of the
maximum and minimum stress. The material assumed for this blade was Ti-6Al-4V.
While the material properties are proprietary information, an effort was made to
recreate the 109 cycles Goodman limit from Fig. 13 from [129] that also used Ti-6Al-4V
as the material for the blade. With the vibratory amplitude available and assuming
that the x-intercept of the limit curve is the yield stress of the material, the curve was
digitized. The y-intercept in the vibratory axis was identified as 2.55 × 108 N/m2, and
the x-intercept in the steady stress axis was 9.6 × 108 N/m2. While these numbers are
subject to change based on the material property and the desired life, it serves as a
good baseline to proceed with our analysis in absence of any quantitative information.
Fig. 144 shows the Goodman diagram for the P3S3 design. The limit curve
represents the 100% margin. The stresses acting on the three cross-sections are
plotted (only the worst node of each cross-section is shown). It can be seen that
mid-section operates outside the envelope of safe operation by 18%. The hub section
had a 56.4% margin, while the tip section was safe with a 10.6% margin. This re-
sult suggests that the fan is likely to suffer from fatigue before the end of its desired life.
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Figure 143: Evolution of von-Mises stresses over time: hub, mid, and tip sections
[top to bottom] for P3S3 design.
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Figure 144: Goodman diagram for P3S3 design.
Campbell diagram
Next, we analyze the margins between the excitation and natural frequencies. First,
the dominant frequencies responsible for the harmonics are plotted. The dominant
frequencies are determined by analyzing each cross-section’s stresses and the tip
displacements in the chord-wise and flap-wise directions. Fig. 145 shows the Fast
Fourier Transformation of the stresses that highlight the dominant frequencies present.
In the first two sections, two frequencies are dominant: 1EO and M1 and M3/6EO
have relatively smaller contributions. The first flapping mode is excited. Through
the analysis of the third section, contributions from higher modes become apparent.
Except for the M3/6EO contribution, the amplitudes of other peaks were relatively
smaller.
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Figure 145: FFT of von-Mises stresses at hub, mid, and tip sections [top to bottom]
for P3S3 design.
240






































Figure 146: Tip displacements in the chord-wise (u2) and flap-wise (u3) directions
for P3S3 design.
Fig. 146 shows the displacement of the tip region. The maximum tip displacement
in the dominant direction is 0.32 cm. In the u2 direction, the displacements are
smaller in magnitude, and higher-order harmonics are present in the response.
Fig. 147 shows the results of the FFT of the tip displacements in chord-wise (u2)
and flap-wise (u3) directions. Similar to the stress analysis, the first engine order is
observed to be a dominant harmonic in the response in both directions. Mode 1 is
also excited. Displacement in the span-wise (u1) direction is not shown because the
root is assumed to be fixed and has virtually no displacement in that direction. In
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the u2 direction, the M3/6EO contribution is also present, albeit small. This crossing
is likely the reason why the stresses in the tip showed similar excitation.














































Figure 147: FFT of tip displacements for P3Se design - u3 [left] and u2 [right].
Natural frequencies for the first eight modes were computed by repeating the
eigenanalysis at various RPMs to establish the mode lines and plotted on a Campbell
diagram to evaluate the crossings of concern, as shown in Fig. 148. Only some engine
order lines are shown for the sake of clarity. Crossings of concern were avoided at the
lower engine order frequencies. The first natural frequency was observed between the
first and second excitation frequency with a reasonable safety margin. M1/1EO and
M1/2EO had 29% and 42% margins, respectively. 12.6% margin was present between
Mode 2 and 4EO. We saw the 6EO response to be excited. It is likely because the Mode
3 and 6EO frequency at the design speed was the same. While the 6EO contribution
is not too high, we desire at least a 5% margin at this frequency for higher engine orders.
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Figure 148: Campbell diagram for P3S3 design.
Feasibility Analysis
While the fan design’s aerodynamic characteristic was desirable, it failed to meet
the structural constraints defined by the Goodman and Campbell diagrams. Therefore,
this design is not deemed as a feasible design. When optimizing the design for stresses
and reducing margins at other crossings, a small design change may change the 1st
natural frequency and bring the M1 frequency closer to the 1st or the 2nd EO frequency.
Therefore, care should be taken to establish the margin between these two frequencies
as well.
6.3.3 Experiment 2.2b: Using VAM to Explore the Design Space for a
Feasible Solution
Experiment 2.2a showed that the aerodynamically optimized design was not struc-
turally feasible. Experiment 2.2b is conducted to explore the design space defined by
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various design parameters. The process for conducting this experiment is shown in
Fig. 139.
6.3.3.1 Defining the variable space
Nine design variables that conceptually influence the aerodynamic, structural, or both
performances are chosen to explore the design space. The list of variables along with
the rationale for selecting them are provided below:
• Number of blades (rotor): controls the solidity and loading per blade
• Hub to tip ratio: controls the incoming flow velocity, the distributed load value,
and natural frequencies
• Rotor chord: controls the rotor diffusion, total force, and natural frequencies
• Rotor exit area ratio: controls the velocity at the rotor exit, axial force, and
influences natural frequencies
• Stator exit area ratio: controls the velocity at the stator exit
• Stator chord: controls the stator diffusion
• Thickness to chord variation: controls the stress distribution and natural fre-
quencies
• Taper type: controls natural frequencies and stress distribution
• Loading type: controls the variation of distributed loads and consequently
influences the blade camber and twist
The bounds of design variables were created to explore the design space to search
for an optimal set of design variables. Table 22 lists the variables described above
and their corresponding baseline, and lower and upper bounds. The design variables
are in the form of categorical and continuous variables. Design type, taper, thickness
distribution, and number of blades constitute categorical variables. Since blades
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Loading type 1 -1, 0, +1
Taper type 0 -1, 0, +1
Thickness distribution 1 1, 2, 3
# of blades 22 21, 22, 23, 24, 25
Continuous Variables
Parameters Baseline Lower Bound Upper bound
Hub to tip ratio 0.3 0.23 0.3
Rotor tip chord 8.03" 6.5" 8.5"
Rotor exit area ratio 0.90 0.87 0.95
Stator exit area ratio 0.95 0.90 0.97
Stator chord 3.935" 3.5" 5"
can only be integer-valued, it is intuitive to consider it as a categorical variable.
Design type, taper, and thickness distribution are naturally continuous variables. This
experiment’s main goal was to understand how these parameters influence the overall
performance; therefore, the discrete variable types were used for parameters and
analyzed as three separate levels. A brief explanation of these variables is provided
here.
Three loading types are considered: hub loaded (-1), uniformly loaded (0), and
tip loaded (+1). The loading input is prescribed by the enthalpy rise distribution
along the rotor span. Fig. 149 shows the span-wise distribution of the enthalpy rise
across the rotor for the three cases described. Similarly, Fig. 150 shows the thickness
to chord distribution chosen for the design space exploration. Note that the thickness
to chord ratios at the hub and tip are fixed, and only the distribution between them
is changed. This distribution was specified intentionally to investigate if we could
satisfy the constraints without exceeding the maximum thickness to chord ratio. It
was observed that the hub was only slightly above the 50% Goodman margin limit,
and the mid section suffered the most stresses. So, the distribution was assigned to
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have a higher variation towards the mid section. The taper distribution follows a
similar rationale, wherein 0 indicates no taper, -1 indicates a shorter hub, and +1
indicates a shorter tip. A linear distribution in taper is specified. The variation of
other parameters - the hub to tip ratio, rotor tip chord, rotor area ratio, stator area
ratio, and stator chord follows the same bounds as defined in Table 22. Based on the
bounds of variables shown in Table 22, a total of 1000 designs were created using the
Latin Hypercube Sampling technique.
















Figure 149: Span-wise loading distribution for design space exploration.
















Figure 150: Span-wise thickness to chord distribution for design space exploration.
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6.3.3.2 Design space exploration
All 1000 generated cases were run in the aerodynamic design framework with their
aerodynamic performances recorded along with the geometry and loads. These
geometries were then subjected to the respective loads, and the structural analysis
was performed. The following responses were tracked:
• Isentropic stage efficiency: The stage efficiency is the primary aerodynamic
performance parameter we seek to maximize. It will be denoted as ηstg.
• Hub reaction: The reaction of the hub is recorded to ensure that the hub
reaction is positive and that the hub is contributing to the overall increase in
the pressure rise. It will be denoted as Rh.
• Number of stall cells: During the fan stage’s aerodynamic design, the diffusion
factor at each radial segment is recorded. Diffusion factor (DF) > 0.59 is
considered as a surrogate for the stall. The number of locations where DF
exceeds this limit is recorded and counted as the number of stall cells. For
example, if three radial segments are defined and five circumferential sectors
exist, 15 DF values are computed. If segment 2 had a diffusion factor >
0.59 in two circumferential sectors, then the number of stall cells recorded is
two. Recording the stall criteria this way eliminates the need to track all stall
conditions. Eventually, we seek to attain a design where the number of stall
cells at the design point in 0. It will be denoted as Nst.
• Goodman margins: It was observed in the cross-sectional analysis that the
hub and the mid sections are the most constraining sections while the tip section
was relatively safe in terms of the vibratory stress margin. In that regard, we
will only seek to satisfy these margins. They will be denoted as GMhub and
GMmid.
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• Frequency margins: Observation of the Campbell diagram in Fig. 148 showed
that only certain frequency crossings were of concern. In that regard, we focus
only on those margins. Crossings of evaluation include M1/1EO, M1/2EO,
M2/3EO, M2/4EO, M3/6EO, and M3/7EO. These margins will be discussed in
absolute percentages.
Hub reaction is positive (inactive constraint)
Few designs with 0 stall cells - likely  active constraint)
Very few candidate designs that meet the 
stall criteria satisfy stress margin criteria




Figure 151: Scatter plot matrix of responses.
From the outcomes of the analysis, the responses as mentioned above were tracked.
Fig. 151 shows the scatter plot matrix of these responses. Each plot in Fig. 151
contains all points from the analyses. The scatter plot matrix is a good way of
visualizing the correlation between the two responses. Few insights can be gained
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from these responses. The stage efficiency is mostly greater than 87.5%. For any given
set of input design parameters, the aerodynamic design framework tries to achieve
the best efficiency possible by modifying the blade angles accordingly. Hub reaction
is positive for all cases considered, so it should not be an active constraint moving
forward. The stall indicator shows that anywhere from 0 to 4 cells have stalled based
on the stalling criteria defined earlier. In most cases, the number of stall cells is greater
than 0, suggesting that the stalling criteria would be an important constraint moving
forward. Similarly, the Goodman margin for the hub section is spread everywhere,
with the majority of the points below 80%. However, the Goodman margin for the
mid section has a lot of cases where significantly high vibratory stresses are present.
Here, a band of vertical points is also observed. These points are a condensed way of
representing the cases where even the mean stress was outside the limit, suggesting
a higher thickness to chord ratio at the mid section. As mentioned earlier, our goal
is first to check whether we can achieve satisfactory performance without increasing
the peak thickness to chord values. Frequency margins for M1/1EO and M1/2EO
are distributed throughout the ranges. The matrix of plots representing the relation
between M1/1EO and M1/2EO has a slope of -1. As the natural frequency of Mode 1
gets closer to 1EO, it gets farther away from 2EO. The negative correlations are also
observed in other margins M2/3EO and M2/4EO. Interesting to note is the positive
correlation and then the negative correlation between M3/6EO and M3/7EO. This
kink highlights a point where the M3 frequency is higher than 7EO and then the
margin increases for both. Some trade-offs are also apparent here. An example is
a relationship between Goodman margin for the second cross-section and M1/2EO
margin. A reduction in the Goodman margin brings the first natural frequency closer
to second engine order excitation frequency. While that does not mean an optimal
solution cannot be achieved, it highlights how even the structural constraints have
opposing trends. An ability to explore the entire design space provides designers with
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clues on the critical aspects to analyze after design changes are made.
6.3.3.3 Surrogate model generation and optimization
After obtaining the analyses’ responses, surrogate models were generated to fit the aero-
mechanical responses as functions of the design variables listed in Table 22. Especially
given that the responses contain natural frequencies, a neural network method was
used to fit these responses, given its applicability in generating good models based
on some prior studies [6, 9]. Other methods based on neural network type deep
architectures leveraging Gaussian processes may also be used for similar engineering
functions [132,133]. A good model fit was obtained for all the responses using three
activation functions (hyperbolic tangent, linear, and Gaussian). Appendix A shows
the model fit results for all the responses. Table 23 summarizes the number of layers,
nodes for each activation function, and the training and test R2 values for all responses.
Except for the margins for GMmid, the R2 values for all responses are satisfactory.
The fit for GMmid could not be made better since there were less than 400 cases where
the mean stress was below the yield limit. In that regard, we proceed with the model
obtained above, and the results are verified with the actual analysis. Discussion on
the Nst parameter is warranted at this point. The number of stall cells is a categorical
response variable. A probabilistic approach is implemented to approximate the model
for predicting this number. For each case, we define the likelihood of each number (0 -
4) to stall. The one with the highest probability is, therefore, the most likely number
of cells to stall. Since the goal is to ensure that our final design does not have any
stall cell, P (Nst > 0) computes the probability of the design not meeting the required
criteria. The target design ensures that this probability is less than 0.01.
Fig. 152 shows a snapshot of the profiler of the response variables obtained using
the models built using neural networks. The horizontal axis parameters are the design
parameters listed in Table 22, and the vertical axis lists the responses tracked. The plot
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Table 23: Neural network fit of aero-mechanical responses.




N = 198HTan Linear Gaussian
ηstage 1 4 0 0 0.997 0.994
Rhub 1 3 0 0 0.996 0.995
P (Nst >0) 1 4 1 0 0.965 0.913
GMhub 1 5 2 2 0.998 0.997
GMmid 1 12 0 4 0.957 0.800
M1/1EO 1 5 2 2 0.998 0.997
M1/2EO 1 5 2 2 0.998 0.997
M2/3EO 1 5 2 2 0.997 0.992
M2/4EO 1 5 2 2 0.997 0.992
M3/6EO 1 7 3 3 0.982 0.974
M3/7EO 1 7 3 3 0.995 0.992
corresponding to ith parameter on the x-axis and jth response on the y-axis represents
the sensitivity of the input i on response j, given all other design parameters are
constant at the values represented by dashed red lines. While the sensitivity of a
given design parameter on a particular response cannot be described solely based
on this chart since the argument only applies when other variables are fixed, we can
identify some important design characteristics. Hub to tip ratio, thickness to chord
ratio, tip chord, taper type, and rotor area ratio strongly influence the mid section’s
stress margin. Tip chord and loading type strongly influence the margin on the hub
cross-section. Hub to tip ratio is the most constraining factor for the mid-section’s
stress margin. While the stress margin is lowered at a high hub to tip ratio, we
also observe the reduction in M2/4EO with that increase. Therefore, the optimizer
will likely select a slightly lower than a hub to tip ratio of 0.3. A lower hub to tip
ratio implies a longer blade, which increases the bending moment and, consequently,
the stresses. Similarly, we can observe a negative correlation in the stress margins
between the two sections and the loading type. Changing the loading type alters the
distribution of stresses along the span. A hub loaded design will induce most of the
stresses in the mid section, and shifting the distribution changes the stress distribution
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accordingly. The probability of stall criteria’ satisfaction increases with an increasing
hub to tip ratio and tip chord. So, some trade-offs in aerodynamic performance are
likely, based on the observations from Fig. 152.
Figure 152: Profiler plots for aero-mechanical responses.
The surrogate models developed were used to solve the optimization problem
outlined in Eq. 90. A solution that satisfied the optimization criteria was achieved.
The optimal set of design variables was then used to evaluate the true aerodynamic
performance and true structural constraints. Table 24 lists the variables and parameters
for the optimized design. Note that the blade metal angles and twist are defined in
the aerodynamic design module. Therefore those variables also change as a result of
the optimization.
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Table 24: Final blade parameters: optimized design.
Variables Optimized Value
Loading type Uniformly Loaded
Taper type +1
Thickness distribution +1
# of blades 25
Hub to tip ratio 0.292
Rotor tip chord 7.676"
Rotor exit area ratio 0.87
Stator exit area ratio 0.946
Stator chord 3.501
6.3.3.4 Analysis of the optimized design
The optimal set of design variables obtained from optimization was used to design the
aerodynamic module’s blade. The calculated isentropic stage efficiency was 90.2%,
0.22% reduction from its previous maximum.
Geometry changes
Compared to the design in Fig. 141, the optimized design underwent a few changes.
Due to the changes in design parameters in Table 24, the blade stagger, and metal
angles also changed. Table 25 lists the cross-sectional changes in the hub, mid, and
tip sections. The stagger in the hub and mid sections reduced and in the tip section
increased. Similarly, an increase in loading toward the hub than the initial design
resulted in higher turning in the hub region. These changes should determine the
loading variation, as well.
Loads
The time-varying axial and tangential loading distribution for the optimized design
is shown in Fig. 153. We can observe that the peak tangential load value has reduced
in this case compared to the initial design by ≈15%. While the axial load has a
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Table 25: Blade angle changes in the optimized design.
Rotor Parameter Initial value Optimized value Unit
Stagger (hub) 10.6 7.0 deg.
Inlet angle (hub) 36.0 36.0 deg.
Exit angle (hub) 15.0 22.45 deg.
Stagger (mid) 34.5 33.0 deg.
Inlet angle (mid) 51.0 49.7 deg.
Exit angle (mid) 20.1 18.03 deg.
Stagger (tip) 43.5 44.7 deg.
Inlet angle (tip) 55.0 55.7 deg.
Exit angle (tip) 33.6 34.2 deg.
similar variation with time, the amplitude of the variation has lowered compared to
the initial design, as shown in Fig. 140. The tangential forces show lesser variation in
the span-wise direction compared to the initial design. The amplitudes for these loads
were also reduced with the design changes. The reduction of the loading amplitudes
shall likely translate to a decrease in the stress variation as well.
Goodman diagram
We plot the evolution of von-Mises stresses on the three cross-sections for the
optimized design. Fig. 154 shows the von-Mises stress variation for six cycles on these
cross-sections. Given the similarity in the average loads and the shape of the loading
variation, the stress plots’ shape looks similar. The most concerning parameter was
the mid section’s vibratory stresses. It is evident from the figure that both mean
and vibratory stresses in the mid-section reduced due to the design changes. Higher
thickness to chord ratio and changes in loading distribution and twist are most likely
responsible for reducing both mean stress and vibratory stresses in the mid section.
The same can be implied about the tip section, while the reduction is not as prominent
as the mid-section.
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Figure 153: Variation of axial and tangential forces for optimized P3S3.
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Figure 154: Evolution of von-Mises stresses over time: hub, mid, and tip sections
[top to bottom] of optimized P3S3 design.
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From Fig. 154, the mean and alternating stresses were computed and plotted on
the Goodman diagram. Fig. 155 shows the Goodman diagram for the optimized
design. The stresses for all cross-sections meet the safety criteria for 109 cycles defined
earlier. While a design could achieve much lower vibratory stresses, an inequality
constraint was set on the Goodman margin, so the optimizer chose a design very close
to the optimal solution. From the perspective of these criteria, the optimized design
is deemed satisfactory.






























Figure 155: Goodman diagram of optimized P3S3 design.
Campbell diagram
Next, we evaluate both natural frequencies of the blade and the excitation frequen-
cies using Fast Fourier Transformation of the tip displacements and stresses. Natural
frequencies of different modes at various speeds are computed by running GEBT
in eigenanalysis mode. Fig. 156 shows the frequency analysis of the stresses. The
contribution of 1EO and M1 in the mid-section is significantly reduced from the initial
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design, as shown in Fig. 145. The frequencies that are excited are similar in both
designs.
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Figure 156: FFT of von-Mises stresses over time: hub, mid, and tip sections [top to
bottom] for structurally optimized P3S3 design.
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Figure 157: Tip displacements in the chord-wise (u2) and flap-wise (u3) directions
of optimized P3S3 design.
Fig. 157 shows the tip displacements in the u2 and u3 directions. The amplitude of
the displacement in the u2 direction lowered from 0.06 cm to 0.04 cm. Similarly, the
peak tip displacement in the transverse direction also reduced slightly. The frequency
analysis of the tip displacements is shown in Fig. 158. The excitation frequencies are
the same, and only the amplitudes of each frequency are reduced.
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Figure 158: FFT of tip displacements of optimized P3S3 design - u3 [left] and u2
[right].
The previous discussions desired to have at least a 5% margin with engine orders
greater than 2EO and at least 10% margin on 1EO and 2EO. The natural frequencies
and the engine order excitation frequencies were plotted on a Campbell diagram, and
it can be seen that a significant margin is present between M1 and 1EO and 2EO.
Similarly, compared to the initial design, we can see a safe margin of 6.9% for M3 and
6E0. The margin between M2 and 4EO is also 5.5%, higher than the desired 5%.
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Figure 159: Campbell diagram of optimized P3S3 design.
Feasibility analysis
The analysis of the design obtained by performing optimization on the generated
surrogate model resulted in a 0.22% drop in stage efficiency. Still, it demonstrated
safe margins in the Goodman diagram and Campbell diagram. Thus, this design is
deemed structurally satisfactory.
6.3.4 Summary of Experiment 2.2
Hypothesis 2 stated that a design that can minimize vibratory stresses could be
achieved using VAM in the design framework. Experiment 2.2 was conducted to
test this hypothesis. In experiment 2.2a, the transient structural analysis of an
aerodynamically optimized baseline design was performed. It showed that the design
demonstrated extremely high vibratory stresses and the M3 frequency coincided with
6EO frequency. Thus, the design was considered infeasible. The computational
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efficiency afforded by both aerodynamic and structural tools allowed to simulate a
large number of cases to generate surrogate models. Experiment 2.2b was conducted
to explore the design space, and neural network fits were generated for each aero-
mechanical response. An optimization problem was solved that resulted in an optimal
set of design variables. The stage efficiency reduced by only 0.22%, and safe margins in
Campbell and Goodman diagrams were achieved by increasing the natural frequencies
and lowering the blade stresses. The experiment results established the sensitivities of
various design parameters on both aerodynamic and structural responses, and using
VAM helped generate a design that met the aerodynamic and structural constraints




The thesis presented in this work is that the fan stage conceptual design framework
introduced and developed in this dissertation provides improvements on the existing
methods for fan design under distortion. It is computationally efficient, optimizes
for several aerodynamic effects considered necessary for distortion, and introduces an
efficient method for transient structural analysis of rotor blades.
The developed framework consists of four main phases. A summary diagram of the
framework is shown in Fig. 160. The first phase is the aerodynamic design block. The
aerodynamic method leverages the existing conceptual design multi-meanline method
and implements additional modeling elements on top of it to make it attractive for
conceptual design for distortion. It accounts for asymmetry in the flow field by creating
several circumferential sectors. Rotor incidence and deviation angles are optimized
to minimize the overall stage losses. The unsteady rotor response is computed by
converting the quasi-steady response using potential flow quasi-steady and unsteady
airfoil behavior and the quasi-steady rotor response. The design of non-axisymmetric
stators is also implemented to reduce the amount of losses in the stator row. An
optimizer is wrapped around the aerodynamic framework such that the overall pressure
rise is equal to the stage pressure rise. The second phase is the structural analysis
preparation block. The preparation block consists of converting the cross-sectional
properties to profiles, radially stacking these profiles, meshing them, and generating
the input files for the third phase - the structural analysis block. A transient structural
analysis of rotor blades is performed using VAM. VAM can solve the 2-D cross-sectional
and 1-D non-linear analysis in a computationally efficient manner, generating the 3-D
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displacements, stresses, and strains and making it suitable in the level of conceptual
design. The final phase is the aero-structural optimization block. In this block, the
stage design parameters are varied in order to maximize the aerodynamic performance
while satisfying the structural constraints for the safe operation of the fan stage.
Experiments 1.1 - 1.3 established the importance of parametric blade angle opti-
mization, unsteady rotor response, and non-axisymmetric stators’ design. Experiment
1.4 evaluated the effectiveness of the overall framework in recovering the losses due to
distortion. Experiment 2.1 successfully identified VAM as a suitable tool for concep-
tual design optimization. Experiment 2.2 showed that the aerodynamically optimized
designs need not necessarily satisfy the structural constraints and demonstrated the
required trade-off in aerodynamic performance to satisfy structural constraints. The
remainder of the chapter will detail the hypotheses presented, contributions, and


















































































































































































































































































































7.1 Review of Hypotheses
The absence of an aerodynamic design methodology in the conceptual design of the
fan stage for distorted inflows established the research question 1.
Research Question 1: What is an appropriate design framework to maximize
the stage efficiency of a fan in presence of flow asymmetry?
Research question 1 motivated the analysis of current design methods on three
aspects: rotor loss variation, unsteady rotor response, and non-axisymmetric stator
design. Three sub-hypotheses were established to define hypothesis 1. The first was
regarding the rotor blade angle optimization.
Hypothesis 1.1: If the fan is designed for an averaged flow, the minimum loss
design incidence for non-uniform flow departs from its optimal value for uniform flow
This hypothesis’s validity was tested on ten different flow conditions characterized
by the presence of total pressure, swirl, and mixed distortions. A high-level set of
design variables similar to those found in the literature for BLI analysis was used.
The experiment was conducted to evaluate whether the rotor losses can be reduced
by changing the blade incidence angle away from the design incidence angle when
designing for an averaged flow. Experiment 1.1 established the importance of blade
angle optimization to minimize losses in the fan stage in the presence of non-uniform
flow. By parametrically varying the blade incidence angle, an optimal value can be
obtained at which both the rotor and stator losses can be alleviated.
The experiments observed that the losses were lower for some angle away from the
design incidence. On average, 15% - 20% of the rotor losses could be recovered through
this process. The recovery was only seen in cases where some total pressure distortion
267
was present. An insightful observation was that when the co-swirl and counter-swirl
magnitudes were equal, the rotor losses were minimum at design incidence for the
averaged flow. This behavior was observed because any variation in incidence angle
to minimize the loss in one sector would be offset by the increased losses in another.
Another important observation was regarding the difference in loss behaviors for
various cross-sections. While only one parameter was used to control the entire span’s
incidence variation in this dissertation, higher losses were observed in the hub region
for the cases concerned. As a result, in some sectors, the tip and the mid regions
had to experience increased losses. This observation emphasizes the need to consider
separate scalars for each cross-section in the span-wise direction.
Hypothesis 1.2 was regarding the effect of unsteady rotor response and was stated
as follows:
Hypothesis 1.2 The necessity of including unsteady rotor response will be depen-
dent on the intensity of distortion. At high distortion intensities, the effect of unsteady
response on pressure rise and the blade normal force will be non-negligible
This hypothesis was also tested on a set of 10 flow conditions used in experiment
1.1. Flow profiles of low, mid, and high intensities were used to represent lower, typical,
and upper bounds for distortion. Experiment 1.2 was carried out to test this hypothesis
to specifically evaluate two parameters: (i) difference in the rotor quasi-steady and
unsteady blade normal force and (ii) difference in the rotor quasi-steady and unsteady
pressure ratio.
Experiment 1.2 showed the importance of including unsteady rotor response. The
experiments observed that the differences in blade normal forces and pressure profile at
the rotor exit increase with increasing intensity of distortion. An insightful observation
was that comparison on the relative unsteadiness between two flow profiles could not
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be made based on the differences in the normal blade force. For example, the cases
with pure swirl distortion was found to have a larger amount of required turning than
other cases. The implication of hypothesis 1.2 is that when computing blade forces
for structural analysis or using the rotor exit flow profile to design stators, using
the quasi-steady response will likely give non-optimal solutions at higher distortion
intensities.
Hypothesis 1.3 was made regarding the required degree of asymmetry in the stators
and was stated as follows:
Hypothesis 1.3 If the distortion intensity is higher, a larger increase in the level
of required stator asymmetry will be observed. The stator asymmetry will also be
observed higher for total pressure distortion than swirl distortion
Hypothesis 1.3 was also tested on the same set of flow conditions and design
variables used in experiments 1.1 and 1.2. At any iteration of the design, the rotor’s
design was guided by an averaged flow definition. Still, the stators’ design was guided
by the rotor performance in the distorted flow field - the rationale being that stators
have to match to the incoming flow.
The results of experiment 1.3 showed that variation as large as 20° was observed
in the stator blade angles along the circumference for cases with mixed distortion.
A linear increase in total pressure distortion intensity resulted in a linear increase
in the required stator asymmetry. It implies that the rotor inlet’s mass flow deficit
is the leading cause of flow angle asymmetry at the rotor exit. This finding was
further evidenced when analyzing the stator angles for pure swirl distortion cases. No
significant variation (< 4°) was observed in the blade angles for pure swirl distortion
cases.
Hypothesis 1 was an implied hypothesis of hypotheses 1.1 - 1.3. It was stated as
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follows:
Hypothesis 1 If hypotheses 1.1 - 1.3 are true, then the fan stage design frame-
work that incorporates the parametric variation of rotor blade angles, unsteady rotor
response, and non-axisymmetric stators will be able to recover a significant portion of
the losses in distortion that a fan designed for uniform flow experiences
Hypothesis 1 was tested for all flow conditions used in experiments 1.1 - 1.3 for
the same set of design parameters. Experiment 1.4 was performed to test hypothesis
1. The design was modified on a step-by-step basis to evaluate each modeling ele-
ment’s contribution to the recovery of the overall losses. Experiment 1.4 showed that
optimizing incidence and deviation angles, designing non-axisymmetric stators, and
modeling rotor unsteady response contributed to the recovery of around 45% - 65% of
the losses, on average. An insightful observation from this experiment was that any
modeling element’s contribution depends on both the intensity and type of distortion.
For example, the effect of modeling unsteady rotor response was important only in
mid and high intensities, in agreement with the results seen in experiment 1.2.
Similarly, rotor blade angle optimization was deemed important to be included for
lower intensities of distortion. Non-axisymmetric stators had a relatively constant effect
in all distortion types and levels. In some cases (especially in high distortion cases), it
was observed that including unsteady response reduced in percentage contribution
at higher intensities. It was discovered that including the unsteady modeling effects
asked for more turning from the stators and led to a larger increase in diffusion. It
could be argued that in addition to the blade angles, stator chords could also be
designed in an asymmetric manner. It has been argued in previous studies, and the
argument is strengthened based on the observations from this experiment.
Research question 2 was motivated to understand the influence of distortion on
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rotor structural constraints and what design improvements could ensure structural
safety. The absence of a computationally efficient transient structural analysis method
established research question 2.1.
Research Question 2.1: How can transient analysis of rotor blades be performed
in a computationally efficient manner?
Hypothesis 2.1 was formed from understanding past studies treating fan rotor
blades as beam-like structures and the Variational Asymptotic Method’s current
capability to analyze beam-like structures in a computationally efficient manner.
Hypothesis 2.1: Variable Asymptotic Method (VAM) will be able to correctly
predict the stresses and displacements acting on rotor blade-like structures and can be
used as a computationally efficient model for transient structural analysis of rotor blades
Hypothesis 2.1 was tested on four cases comprising tip loads and distributed loads
under rotating and stationary conditions in experiments 2.1a - 2.1d. In all experiments,
eigenvalues, hub stresses, and tip displacements were compared between VABS/GEBT
and COMSOL, the 3-D FEA method used for this work. In all cases, it was observed
that except for the torsional mode, all eigenvalues were within a 5% difference between
the two modeling software. Similarly, the tip displacements in the transverse direction
closely matched as well. The principal tensile stress and the time at which the peak
stress occurred also matched for the tip loaded cases. A peak difference in 12% was
observed in one case. During the simulation of distributed loads, difficulties arose in
converging solutions in COMSOL with non-linearities. However, it was also observed
that the inclusion of non-linearities with a relatively coarser grid brought the COMSOL
solution closer to the one predicted by VABS/GEBT. Similar trends were observed
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for the rotating case as well. From different scenarios run in experiment 2.1, VAM’s
confidence for transient analysis of fan rotor blades is strengthened.
Research question 2 stated the following:
Research Question 2: How will the inclusion of structural analysis affect the
design of the fan stage?
Hypothesis 2 was formulated regarding the effects of time-varying loads on the
rotor’s structural integrity and was stated as follows.
Hypothesis 2: Using VAM in the design framework will allow for rapid explo-
ration of design space and generate a design that minimizes the amount of vibratory
stresses with safe margins for operation represented in the Goodman and Campbell
diagrams while also reducing the penalty in stage efficiency
Hypothesis 2 was tested for a high-intensity case that included both total pressure
and swirl distortions. The results of experiments 2.2a and 2.2b conducted to test this
hypothesis showed that the aerodynamically optimized design led to large vibratory
stresses for the rotor blade inhibiting its ability to operate smoothly for its desired life
cycle. Similarly, close margins between natural frequency and engine order excitation
were also observed. After the baseline design demanded changes, design space was
explored in search of a design that maximized aerodynamic efficiency while satisfying
structural constraints. Several design parameters like hub to tip ratio, thickness
distribution, tip chord, and area ratios were important parameters to control the
magnitude of vibratory stresses present in the structure. An optimal set of design
variables was found that made the design safe in terms of the Goodman and Campbell
diagrams’ parameters. The realized trade-off in aerodynamic stage efficiency was
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0.22%, suggesting that sound structural design can be obtained without a significant
loss in the fan stage’s aerodynamic performance.
7.2 Summary of Contributions
The major contributions of this thesis are as follows:
• The development of an aerodynamic design framework for the conceptual design
of fan stages for circumferential inlet distortion is the primary contribution of this
work. The design framework accounts for asymmetry in the flow field, optimizes
the rotor blade angles in the presence of incidence swings, computes unsteady
rotor response from the quasi-steady response, and designs non-axisymmetric
stators. This method uses existing conceptual design tools and can easily
integrate with cycle analysis tools like NPSS, allowing designers to replace fan
maps with this design framework. This provides a huge advantage over map
based methods since map based methods do not enable any design capability
and also fail to account for the effects mentioned here that were able to recover
45% to 65% of the losses in distortion and ensure that the designs are safe to
operate under those conditions as well.
• Some insights were also gained into the problem of designing a fan stage for
flow distortion. First, it was observed that the losses in the distorted flow field
mostly occur in the rotor. In general, 1/4th to 1/3rd of the losses arise in
stators, and 2/3rd to 4/5th of the losses arise in rotors, based on the intensity
and type of distortion. However, designing non-axisymmetric stators helped
recover stator losses and rotor losses by allowing the incidence and deviation
angles to re-optimize and relieve some losses in the rotors. Second, it was also
observed that the distortion losses could not be superposed based on either
the intensity or the type of distortion. Third, another useful insight was the
understanding that rotor losses could be reduced further by allowing for the
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design incidence and deviation angles to have variation in the span-wise direction.
Finally, the necessity of including any modeling effect is dependent on a case-by-
case basis. For example, at low intensities of distortion, not including unsteady
response did not provide a significant difference. Similarly, rotor incidence and
deviation optimization proved to be the most useful at low intensities. For pure
swirl distortion cases, they seemed to provide a minimal effect in the design
improvement.
• This is also the first reported work of using the Variational Asymptotic Method
for the transient structural analysis of fan rotor blades. A parametric analysis
environment is setup where any blade profile can mesh, 2-D cross-sectional
analysis is performed with VABS, and 1-D non-linear analysis with time-varying
loads is performed with GEBT. VAM’s computational efficiency makes it an
extremely useful tool for the conceptual level analysis of the designed blades.
This method’s reasonable accuracy provides an argument for using this method
not only in the conceptual design, but also in the later stages of the design
process.
• Finally, some insights were gained regarding the sensitivities of the design
parameters on the structural performance. Fan design parameters such as
hub to tip ratio, thickness distribution, chord length, loading distribution, and
taper type were found to have the most significant effects on the alternating
stresses and the design’s natural frequencies. The presence of engine order
excitations becomes imminent during the ingestion of non-uniform flows. So, it
was essential to maintain sufficient margins between the natural frequencies and
the lower engine order frequencies. Trade-offs within the structural performance
parameters were also observed, further emphasizing the need for such analysis
from the early design phase. In the final design, increasing the number of blades
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also increased to increase the solidity and reduced the loading per blade, but
any weight trade-off analysis was not performed.
7.3 Recommendations for Future Work
While the elements of the framework discussed here are sufficient to show the merits of
the method, the physics of inlet distortion is complex. There are three main avenues in
the view of the current author that could be tackled to improve the method described
in this work.
7.3.0.1 Model Refinement
Several modeling elements could be added to refine the model and/or strengthen the
validity of the results achieved here. While some cases were analyzed to verify that
the aerodynamic model provided reasonable estimates, experimental/higher fidelity
analysis could further increase the confidence in the developed model. The second area
could be the inclusion of additional loss models. The loss models used in this work
were specifically for double circular-arc airfoils. Inclusion of various airfoil types and
consequent loss models would make the model more flexible. Another addition could
be the inclusion of uncertainty analysis. Perturbations on certain assumed parameters
may identify that while the achieved design might be optimal, it may not be robust to
uncertainties. In that regard, uncertainty analyses could be performed at various levels
of the design process (esp. when integrating with cycle and vehicle design) similar
to the techniques used by Burgaud [16], albeit in a different field. Finally, weight
analysis was also not carried out during the fan design process, making it difficult to
understand the weight-efficiency trade-offs. To limit an overweight design, the number
of blades in the optimization process was limited to 25, but the addition of weight
model would allow for capturing the trade-offs and selecting a more optimal design.
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7.3.0.2 Aero-structural Coupling
The aero-structural framework described in this dissertation does not consider a strong
coupling between the aerodynamic design and structural analysis. It was assumed
that the blade geometry deformation does not lead to any change in aerodynamic
performance and loads. In reality, we expect the aerodynamic performance to alter
due to the rotor blade deformation. Therefore, a natural extension of this work could
include the strong coupling between the two disciplines. If the framework were to
be extended to ensure the coupling, the effect of structural deformation has to be
quantified as a change in rotor inlet and exit angles at different radial locations. Some
changes have to be made in the aerodynamic design framework to account for this. The
rotor design assembly should only be run in the first iteration, and any deformation
changes should be analyzed in the rotor off-design assemblies. Difficulty in ensuring the
stage pressure rise may be encountered in this effort since the blade geometry changes
also alter the rotor exit pressure profile. In this case, the optimization using design
space exploration could be replaced by a more robust gradient-based optimization
technique. Sarojini et al. [138] describe a method to optimize beam structures subject
to dynamic loads using the adjoint-method to obtain gradients needed for structural
optimization.
7.3.0.3 Off-design Resonance Analysis and Damping Considerations
Another area for improvement could be made in the structural analysis side. Results
obtained in this dissertation were performed without any damping considerations.
Therefore the results predicted by VABS/GEBT could be on the slightly conserva-
tive side. This discrepancy would not be significant in the off-resonance condition
but might lead to non-negligible differences in the conditions near resonance. Some
work on adding damping considerations have been performed in the Ph.D. thesis by
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Gupta [67]. In the structural analysis domain, resonance analysis was performed at
design speed only. However, from the Campbell diagram analysis, there were certain
speeds where narrow margins could be observed, especially at lower engine order
frequencies. Improvement in the method could, therefore, come from incorporating
resonance analysis at critical speeds of operations.
7.3.0.4 Multiple Design Point Scenarios
The work that was accomplished for this thesis is a design point scenario. The proposed
framework can generate a fan design given a design point flow profile and a stage
requirement. However, an ideal scenario would be to generate an optimal design
considering various flow regimes where the fan would likely operate. In the propulsion
modeling domain, the concept of Multi Design Point (MDP) is widely used. The idea
is to use the constraints from multiple design points to design the cycle. A similar idea
can be applied to the fan design, especially in the BLI domain. Some work on turbine
design using multiple design point scenarios has been performed by Hendricks [82].
It is important to identify the mission points where the flow distortion is crucial in
its intensity and impact on the fan stage. MDP’s concept applied to this framework
would enable fan designs considering critical mission points of the aircraft. As the
method stands right now, it cannot consider multiple flow distortions and design
an optimal stage. If this framework were to be extended, a possible solution would
be to add multiple rotor and stator off-design assemblies. Performance under these
off-design conditions can be considered as constraints that will simultaneously change
the design by changing the definition for rotor design and, consequently, stator design.
Once the multiple design point setup is incorporated, it provides a powerful
capability to design and analyze BLI systems from a vehicle design perspective.
Integrating with engine design tools like NPSS and vehicle design tools like FLOPS,
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it allows for rapid sizing of the airframe, propulsor, and the fan stage simultaneously
(assuming that the fidelity of modeling BLI exists in every discipline). Overall, by
capturing the inherent trade-offs, it enables answering whether a BLI concept will buy
itself into the system.
7.4 Final Thoughts
This work has been an intellectually stimulating experience for me. While there is
certainly a lot left to be accomplished in the field of inlet distortion and fan design, I
hope that the work done in this thesis will add some value to anyone invested in this
field. I am excited about the future of aviation and look forward to witnessing the




Fig. 161 - Fig. 171 shows the training and validation metrics for various aero-structural
responses for the test case described in Section 6.3.
A.1 Model fit for stage efficiency
Fig. 161 shows the training (left) and validation (right) metrics for stage efficiency.
The actual vs. predicted plots for both training a validation points are very close to
each other. R2 values of > 0.99 are observed for both. The errors in the responses are
well captured as the residual plot does not show the presence of any noticeable trends.
Figure 161: Training and validation metrics for ηStg.
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A.2 Model fit for hub reaction
Fig. 162 shows the model fit parameters for hub reaction. The hub reaction ranges
from 0 - 0.5. A strong fit is observed for both training and validation data. R2 values
of > 0.99 and RMSE of < 0.005 are observed for both. Similarly, the range of the
residuals is an order of magnitude lower than the parameter values.
Figure 162: Training and validation metrics for hub reaction (Rh).
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A.3 Model fit for stall indicator
The stall indicator is defined using the number of stall cells when the blade rotates.
Anywhere from 0 - 4 cells stalled. In Fig. 163, the confusion matrices show the actual
vs. true prediction counts and ratios respectively. It can be see the predictive power
for lower number of stall cells is high. This is important because we desire the stall
indicator to be 0. Similar ratios are observed for both training and validation data,
suggesting a good model fit.
Figure 163: Training and validation metrics for stall indicator [P (Nst) > 0].
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A.4 Model fit for Goodman margin at the hub
The responses for Goodman margin at the hub were tracked, and the results are shown
in Fig. 164. The actual vs. predicted plots follow the y=x line closely. R2 values for
both training and validation are > 0.99. While the results are satisfactory, in the
residual plots, it is observed that the errors are higher at high margins. This is not a
huge concern since the errors for Goodman margin < 60% is less than 5%.
Figure 164: Training and validation metrics for Goodman margin (hub).
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A.5 Model fit for Goodman margin at the mid
Unlike the model fit for the Goodman margin at the hub, the model fit for mid
section was performed using classification. The results are shown in Fig. 165. Since
a significant number of cases had the mean stress outside the yield limit, only 370
cases satisfied the mean stress criteria. It was observed that classifying the designs
into two categories (acceptable vs. unacceptable) provided a better model fit. While
the training R2 was greater that 0.95, the validation R2 is only slightly higher than
0.8. This is very likely due to the low number of design points available for model fit.
Thus, a little error in the prediction of the Goodman margin at the mid section is
expected.
Figure 165: Training and validation metrics for Goodman margin (mid).
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A.6 Model fit for M1/1EO margin
Fig. 166 shows the model fit for the first natural mode and first engine order frequency
margins. Very accurate model fit is obtained and R2 values of > 0.99 is observed in
both training and validation points.
Figure 166: Training and validation metrics for M1/1EO margin.
284
A.7 Model fit for M1/2EO margin
The model fit for M1/1EO and M1/2EO are very similar, since an increase in one
leads to a decrease in the other. Fig. 167 shows the model fit for the first natural
mode and second engine order frequency margins. The R2 values for bothe training
and validation of > 0.99 is observed in both training and validation points.
Figure 167: Training and validation metrics for M1/2EO margin.
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A.8 Model fit for M2/3EO margin
The model fit results for M2/3EO margin is shown in Fig. 168. While the R2 values
for both training and validation of > 0.99, the residual plots show that the errors
mostly arise from over prediction of the frequency margins.
Figure 168: Training and validation metrics for M2/3EO margin.
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A.9 Model fit for M2/4EO margin
The model fit results for M2/4EO margin is shown in Fig. 169. Most errors arise
through under prediction of the margins. This makes sense since M2 lies between 3EO
and 4EO; under prediction of one leads to an over prediction of the other. This is not
a huge concern since the R2 values for both training and validation of > 0.99.
Figure 169: Training and validation metrics for M2/4EO margin.
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A.10 Model fit for M3/6EO margin
The model fit results for training and validation points for M3/6EO margin are shown
in Fig. 170. Similar to other frequency margins, a strong fit has been obtained. While
the R2 values are slightly lower other frequency margins, they are greater than 0.97.
Figure 170: Training and validation metrics for M3/6EO margin.
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A.11 Model fit for M3/7EO margin
The final response tracked was M3/7EO margin. A strong model fit for both training
and validation points were obtained. R2 values were greater than 0.99 for both. The
residual plots suggest the errors are higher for higher margins, which are not significant
concerns for our analysis since our goal is to ensure these margins are above a certain
margin.
Figure 171: Training and validation metrics for M3/7EO margin.
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