Tensor product decomposition theorem for quantum Lakshmibai-Seshadri
  paths and standard monomial theory for semi-infinite Lakshmibai-Seshadri
  paths by Naito, Satoshi et al.
ar
X
iv
:1
80
3.
01
72
7v
1 
 [m
ath
.Q
A]
  2
 M
ar 
20
18
Tensor product decomposition theorem
for quantum Lakshmibai-Seshadri paths and
standard monomial theory
for semi-infinite Lakshmibai-Seshadri paths∗
Satoshi Naito
Department of Mathematics, Tokyo Institute of Technology,
2-12-1 Oh-okayama, Meguro-ku, Tokyo 152-8551, Japan
(e-mail: naito@math.titech.ac.jp)
Fumihiko Nomoto
Department of Mathematics, Tokyo Institute of Technology,
2-12-1 Oh-okayama, Meguro-ku, Tokyo 152-8551, Japan
(e-mail: nomoto.f.aa@m.titech.ac.jp)
and
Daisuke Sagaki
Institute of Mathematics, University of Tsukuba,
1-1-1 Tennodai, Tsukuba, Ibaraki 305-8571, Japan
(e-mail: sagaki@math.tsukuba.ac.jp)
Abstract
Let λ be a (level-zero) dominant integral weight for an untwisted affine Lie
algebra, and let QLS(λ) denote the quantum Lakshmibai-Seshadri (QLS) paths of
shape λ. For an element w of a finite Weyl group W , the specializations at t = 0
and t = ∞ of the nonsymmetric Macdonald polynomial Ewλ(q, t) are explicitly
described in terms of QLS paths of shape λ and the degree function defined on
them. Also, for (level-zero) dominant integral weights λ, µ, we have an isomorphism
Θ : QLS(λ + µ) → QLS(λ) ⊗ QLS(µ) of crystals. In this paper, we study the
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behavior of the degree function under the isomorphism Θ of crystals through the
relationship between semi-infinite Lakshmibai-Seshadri (LS) paths and QLS paths.
As an application, we give a crystal-theoretic proof of a recursion formula for the
graded characters of generalized Weyl modules.
1 Introduction.
In our previous paper [KNS], we established (a combinatorial version of) standard mono-
mial theory for semi-infinite Lakshmibai-Seshadri (LS for short) paths. To be more pre-
cise, let λ ∈ P+ be a (level-zero) dominant integral weight for an untwisted affine Lie
algebra gaf , and let B
∞
2 (λ) denote the set of semi-infinite LS paths of shape λ; note
that the set B
∞
2 (λ) provides a realization of the crystal basis of the extremal weight
module V (λ) over the quantum affine algebra Uq(gaf) (see [INS]). In [KNS], we proved
that for (level-zero) dominant integral weights λ, µ ∈ P+, there exists an embedding
Ξ : B
∞
2 (λ+µ)→ B
∞
2 (λ)⊗B
∞
2 (µ) of crystals that sends the straight-line path πλ+µ to the
tensor product πλ ⊗ πµ of the straight-line paths πλ and πµ. In particular, the restriction
of Ξ to the connected component B
∞
2
0 (λ+ µ) of B
∞
2 (λ+ µ) containing πλ+µ gives an iso-
morphism of crystals from B
∞
2
0 (λ+ µ) to the connected component (B
∞
2 (λ)⊗B
∞
2 (µ))0 of
B
∞
2 (λ)⊗B
∞
2 (µ) containing πλ⊗πµ. Moreover, in [KNS], we gave an explicit description of
the image Ξ(B
∞
2 (λ+µ)) ⊂ B
∞
2 (λ)⊗B
∞
2 (µ) in terms of the semi-infinite Bruhat order on
the affine Weyl group Waf in a way similar to the one for the ordinary standard monomial
theory due to Littelmann ([Li2]).
Also, in [NS2], we proved the tensor product decomposition theorem for quantum
Lakshmibai-Seshadri (QLS for short) paths. To be more precise, for a (level-zero) dom-
inant integral weight λ ∈ P+ =
∑
i∈I mi̟i, where the ̟i, i ∈ I, are the level-zero
fundamental weights for gaf , let QLS(λ) denote the set of QLS paths of shape λ; note
that the set QLS(λ) provides a realization of the crystal basis of the tensor product⊗
i∈I W (̟i)
⊗mi of the level-zero fundamental representations W (̟i), i ∈ I, over the
quantum affine algebra U ′q(gaf) without the degree operator (see [NS1], [NS3]). In [NS2],
we proved that for (level-zero) dominant integral weights λ, µ ∈ P+, there exists an iso-
morphism Θ : QLS(λ + µ) → QLS(λ) ⊗ QLS(µ) of crystals that sends the straight-line
path ηλ+µ to the tensor product ηλ ⊗ ηµ of the straight-line paths ηλ and ηµ.
Based on the fact that the affine Weyl group Waf is the semi-direct product of the
finite Weyl group W and the coroot lattice Q∨ =
∑
i∈I Zα
∨
i of the underlying simple Lie
algebra g ⊂ gaf , we can define a surjective morphism cl : B
∞
2 (λ)→ QLS(λ) of crystals for
2
λ ∈ P+; note that for λ, µ ∈ P+, we have the following commutative diagram:
B
∞
2
0 (λ+ µ)
Ξ
−−−→
(
B
∞
2 (λ)⊗ B
∞
2 (µ)
)
0
cl
y ycl⊗ cl
QLS(λ+ µ) −−−→
Θ
QLS(λ)⊗QLS(µ).
Here we note that cl(B
∞
2
0 (λ)) = QLS(λ); in fact, for each η ∈ QLS(λ), there exists a
unique element πη ∈ B
∞
2
0 (λ) such that cl(πη) = η and such that the final direction of πη
is identical to that of η ∈ W . Using this element πη, we define the (tail) degree function
degλ : QLS(λ) → Z≤0 by: wt(πη) = λ − γ + degλ(η)δ, where γ ∈ Q and δ is the null
root of the affine Lie algebra gaf . Also, for an arbitrary w ∈ W , we can define the degree
function degwλ : QLS(λ)→ Z≤0 at wλ by “twisting” πη by a certain element in Q
∨ ⊂Waf
corresponding to w; note that degλ = degeλ, where e is the identity element of W . In
[LNSSS2] and [LNSSS5], we gave an explicit description of the specialization at t = 0
of the nonsymmetric Macdonald polynomial Ewλ(q, t) in terms of (a specific subset of)
the set QLS(λ) equipped with the degree function degλ. In addition, in [NNS1] (see also
[NS6]), we gave an explicit description of the specialization at t =∞ of the nonsymmetric
Macdonald polynomial Ewλ(q, t) in terms of (a specific subset of) the set QLS(λ) equipped
with the degree function degwλ.
In this paper, we study the behavior of the degree function under the isomorphism
Θ : QLS(λ + µ) → QLS(λ) ⊗ QLS(µ) of crystals for λ, µ ∈ P+. To be more precise,
let η ∈ QLS(λ + µ), and write Θ(η) ∈ QLS(λ) ⊗ QLS(µ) as: Θ(η) = η1 ⊗ η2, with
η1 ∈ QLS(λ) and η2 ∈ QLS(µ). Then our main result (Theorem 3.2)) states that for an
arbitrary w ∈ W ,
degw(λ+µ)(η) = degι(η2,w)λ(η1) + degwµ(η2)− 〈λ, ζ(η2, w)〉.
Here, ι(η2, w) is an element of W , called the initial direction of η2 with respect to w,
defined in terms of the quantum version of Deodhar lifts introduced in [LNSSS1]; note
that if µ ∈ P+ is regular, then the ι(η2, w) is just the initial direction ι(η2) of η2. Also,
ζ(η2, w) is an element of Q
∨,+ :=
∑
i∈I Z≥0α
∨
i defined in terms of the quantum Bruhat
graph (see Section 3.1 for details); note that if µ ∈ P+ is regular and η2 ∈ QLS(µ) is
of the form η2 = (v1, . . . , vs; σ0 = 0, . . . , σs = 1), then the ζ(η2, w) is just the element∑s
k=1wt(vk+1 ⇒ vk), where vs+1 := w.
As an application of this result, we obtain the following equation (Corollary 3.3)
between the generating functions gchwλQLS(λ) :=
∑
η∈QLS(λ) q
degwλ(η)ewt(η) for λ ∈ P+
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and w ∈ W (called graded characters):
gchw(λ+µ)QLS(λ+ µ) =
∑
η∈QLS(µ)
ewt(η)qdegwµ(η)−〈λ, ζ(η,w)〉 gchι(η,w)λQLS(λ).
We know from [N, Sect. 5.1] that the graded character w◦(gchwλQLS(λ)) twisted by the
longest element w◦ of W is identical to the graded character of the generalized Weyl
module Ww◦wλ introduced in [FM]. Therefore, we have thus given a crystal-theoretic
proof of [FM, Theorem 1.17].
This paper is organized as follows. In Section 2, we first fix our notation for affine
Lie algebras. Next, we recall some basic facts about the (parabolic) semi-infinite Bruhat
graph, and then briefly review fundamental results on semi-infinite LS paths. Also, we
recall some basic facts about the (parabolic) quantum Bruhat graph, and then briefly
review fundamental results on QLS paths, which includes the definition and some of the
properties of the degree function. In Section 3, we first state our main result (Theo-
rem 3.2). Next, we show a technical lemma about the quantum version of Deodhar lifts,
which plays an important role in our proof of the main result. Finally, by using similarity
maps for semi-infinite LS paths and QLS paths, we prove Theorem 3.2.
Acknowledgments.
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2 Semi-infinite Lakshmibai-Seshadri paths and quan-
tum Lakshmibai-Seshadri paths.
2.1 Affine Lie algebras.
Let g be a finite-dimensional simple Lie algebra over C with Cartan subalgebra h. Denote
by {α∨i }i∈I and {αi}i∈I the set of simple coroots and simple roots of g, respectively, and set
Q∨ :=
⊕
i∈I Zα
∨
i and Q
∨,+ :=
∑
i∈I Z≥0α
∨
i ; for ξ, ζ ∈ Q
∨, we write ξ ≥ ζ if ξ − ζ ∈ Q∨,+.
Let ∆, ∆+, and ∆− be the set of roots, positive roots, and negative roots of g, respectively,
with θ ∈ ∆+ the highest root of g. For a root α ∈ ∆, we denote by α∨ its dual root. We
set ρ := (1/2)
∑
α∈∆+ α. Also, let ̟i, i ∈ I, denote the fundamental weights for g, and
set
P :=
⊕
i∈I
Z̟i, P+ :=
∑
i∈I
Z≥0̟i. (2.1)
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Let gaf =
(
C[z, z−1]⊗g
)
⊕Cc⊕Cd be the untwisted affine Lie algebra over C associated
to g, where c is the canonical central element, and d is the scaling element (or the degree
operator), with Cartan subalgebra haf = h ⊕ Cc ⊕ Cd. We regard an element µ ∈ h∗ :=
HomC(h, C) as an element of h∗af by setting 〈µ, c〉 = 〈µ, d〉 := 0, where 〈· , ·〉 : h
∗
af×haf → C
denotes the canonical pairing of h∗af := HomC(haf , C) and haf . Let {α
∨
i }i∈Iaf ⊂ haf and
{αi}i∈Iaf ⊂ h
∗
af be the set of simple coroots and simple roots of gaf , respectively, where
Iaf := I ⊔ {0}; note that 〈αi, c〉 = 0 and 〈αi, d〉 = δi0 for i ∈ Iaf . Denote by δ ∈ h
∗
af the
null root of gaf ; recall that α0 = δ− θ. Also, let Λi ∈ h
∗
af , i ∈ Iaf , denote the fundamental
weights for gaf such that 〈Λi, d〉 = 0, and set
Paf :=
(⊕
i∈Iaf
ZΛi
)
⊕ Zδ ⊂ h∗, P 0af :=
{
µ ∈ Paf | 〈µ, c〉 = 0
}
; (2.2)
notice that P 0af = P ⊕ Zδ, and that 〈µ, α
∨
0 〉 = −〈µ, θ
∨〉 for µ ∈ P 0af . We remark that for
each i ∈ I, ̟i is equal to Λi−〈Λi, c〉Λ0, which is called the level-zero fundamental weight
in [Kas2].
Let W := 〈si | i ∈ I〉 and Waf := 〈si | i ∈ Iaf〉 be the (finite) Weyl group of g and
the (affine) Weyl group of gaf , respectively, where si is the simple reflection with respect
to αi for each i ∈ Iaf . We denote by ℓ : Waf → Z≥0 the length function on Waf , whose
restriction to W agrees with the one on W , by e ∈ W ⊂ Waf the identity element, and
by w◦ ∈ W the longest element. We set
s˜i :=
{
si if i ∈ I,
sθ if i = 0,
α˜i :=
{
αi if i ∈ I,
−θ if i = 0.
(2.3)
For each ξ ∈ Q∨, let tξ ∈ Waf denote the translation in h
∗
af by ξ (see [Kac, Sect. 6.5]); for
ξ ∈ Q∨, we have
tξµ = µ− 〈µ, ξ〉δ if µ ∈ h
∗
af satisfies 〈µ, c〉 = 0. (2.4)
Then,
{
tξ | ξ ∈ Q
∨
}
forms an abelian normal subgroup of Waf , in which tξtζ = tξ+ζ holds
for ξ, ζ ∈ Q∨. Moreover, we know from [Kac, Proposition 6.5] that
Waf ∼= W ⋉
{
tξ | ξ ∈ Q
∨
}
∼= W ⋉Q∨.
Denote by ∆af the set of real roots of gaf , and by ∆
+
af ⊂ ∆af the set of positive real
roots; we know from [Kac, Proposition 6.3] that ∆af =
{
α + nδ | α ∈ ∆, n ∈ Z
}
, and
∆+af = ∆
+ ⊔
{
α + nδ | α ∈ ∆, n ∈ Z>0
}
. For β ∈ ∆af , we denote by β
∨ ∈ haf its dual
root, and sβ ∈ Waf the corresponding reflection; if β ∈ ∆af is of the form β = α+nδ with
α ∈ ∆ and n ∈ Z, then sβ = sαtnα∨ ∈ W ⋉Q∨.
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2.2 Parabolic semi-infinite Bruhat graph.
In this subsection, we take and fix an arbitrary subset S ⊂ I. We set QS :=
⊕
i∈S Zαi,
Q∨S :=
⊕
i∈S Zα
∨
i , Q
∨,+
S :=
∑
i∈S Z≥0α
∨
i , ∆S := ∆ ∩ QS, ∆
+
S := ∆
+ ∩ QS, WS := 〈si |
i ∈ S〉, and ρS := (1/2)
∑
α∈∆+
S
α; we denote by [ · ]S : Q∨ ։ Q∨I\S the projection from
Q∨ = Q∨I\S ⊕ Q
∨
S onto Q
∨
I\S with kernel Q
∨
S . Let W
S denote the set of minimal(-length)
coset representatives for the cosets in W/WS; we know from [BB, Sect. 2.4] that
W S =
{
w ∈ W | wα ∈ ∆+ for all α ∈ ∆+S
}
. (2.5)
For w ∈ W , we denote by ⌊w⌋ = ⌊w⌋S ∈ W S the minimal coset representative for the
coset wWS in W/WS. Also, following [P] (see also [LS, Sect. 10]), we set
(∆S)af :=
{
α + nδ | α ∈ ∆S , n ∈ Z
}
⊂ ∆af , (2.6)
(∆S)
+
af := (∆S)af ∩∆
+
af = ∆
+
S ⊔
{
α + nδ | α ∈ ∆S, n ∈ Z>0
}
, (2.7)
(WS)af := WS ⋉
{
tξ | ξ ∈ Q
∨
S
}
=
〈
sβ | β ∈ (∆S)
+
af
〉
, (2.8)
(W S)af :=
{
x ∈ Waf | xβ ∈ ∆
+
af for all β ∈ (∆S)
+
af
}
; (2.9)
if S = ∅, then (W ∅)af = Waf and (W∅)af =
{
e
}
. We know from [P] (see also [LS,
Lemma 10.6]) that for each x ∈ Waf , there exist a unique x1 ∈ (W
S)af and a unique
x2 ∈ (WS)af such that x = x1x2; let
ΠS : Waf ։ (W
S)af , x 7→ x1, (2.10)
denote the projection, where x = x1x2 with x1 ∈ (W
S)af and x2 ∈ (WS)af .
Lemma 2.1.
(1) It holds that {
ΠS(w) = ⌊w⌋ for all w ∈ W ;
ΠS(xtξ) = Π
S(x)ΠS(tξ) for all x ∈ Waf and ξ ∈ Q
∨;
(2.11)
in particular, (W S)af =
{
wΠS(tξ) | w ∈ W
S, ξ ∈ Q∨
}
.
(2) For each ξ ∈ Q∨, the element ΠS(tξ) ∈ (W
S)af is of the form: Π
S(tξ) = utξ+ξ1 for
some u ∈ WS and ξ1 ∈ Q
∨
S .
(3) For ξ, ζ ∈ Q∨, ΠS(tξ) = Π
S(tζ) if and only if ξ − ζ ∈ Q
∨
S.
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Proof. Part (1) follows from [LS, Proposition 10.10], and part (2) follows from [LNSSS1,
(3.7)]. The “if” part of part (3) is obvious by part (1) and the fact that tξ−ζ ∈ (WS)af .
The “only if” part of part (3) is obvious by part (2).
Definition 2.2. Let x ∈ Waf , and write it as x = wtξ with w ∈ W and ξ ∈ Q
∨. We
define the semi-infinite length ℓ
∞
2 (x) of x by: ℓ
∞
2 (x) = ℓ(w) + 2〈ρ, ξ〉.
Definition 2.3 ([Lu1], [Lu2]; see also [P]).
(1) The (parabolic) semi-infinite Bruhat graph BG
∞
2 ((W S)af) is the ∆
+
af-labeled directed
graph whose vertices are the elements of (W S)af , and whose directed edges are
of the form: x
β
−→ y for x, y ∈ (W S)af and β ∈ ∆
+
af such that y = sβx and
ℓ
∞
2 (y) = ℓ
∞
2 (x) + 1. When S = ∅, we write BG
∞
2 (Waf) for BG
∞
2
(
(W ∅)af
)
.
(2) The (parabolic) semi-infinite Bruhat order is a partial order  on (W S)af defined
as follows: for x, y ∈ (W S)af , we write x  y if there exists a directed path in
BG
∞
2 ((W S)af) from x to y; we write x ≺ y if x  y and x 6= y.
Remark 2.4. In the case S = ∅, the semi-infinite Bruhat order on Waf is essentially the
same as the generic Bruhat order introduced in [Lu1]; see [INS, Appendix A.3] for details.
Also, for a general S, the parabolic semi-infinite Bruhat order on (W S)af is essentially the
same as the partial order on S-alcoves introduced in [Lu2] when we take a special point
to be the origin.
Proposition 2.5 ([INS, Corollary 4.2.2]). Let x, y ∈ (W S)af , and β ∈ ∆
+
af . If x
β
−→ y is
an edge of BG
∞
2 ((W S)af), then β is either of the following forms: β = α with α ∈ ∆
+,
or β = α + δ with α ∈ ∆−. Moreover, if x = wΠS(tξ) with w ∈ W
S and ξ ∈ Q∨, then
w−1α ∈ ∆+ \∆S.
Lemma 2.6 ([INS, Remark 4.1.3]). Let x ∈ (W S)af , and i ∈ Iaf . Then,
six ∈ (W
S)af ⇐⇒ 〈xλ, α
∨
i 〉 6= 0 ⇐⇒ x
−1αi ∈ (∆ \∆S) + Zδ. (2.12)
Moreover, in this case,{
x
αi−−→ six ⇐⇒ 〈xλ, α
∨
i 〉 > 0 ⇐⇒ x
−1α∨i ∈ (∆
+ \∆+S ) + Zδ,
six
αi−−→ x ⇐⇒ 〈xλ, α∨i 〉 < 0 ⇐⇒ x
−1α∨i ∈ (∆
− \∆−S ) + Zδ.
(2.13)
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2.3 Semi-infinite Lakshmibai-Seshadri paths.
In this subsection, we fix λ ∈ P+ ⊂ P 0af ⊂ Paf (see (2.1) and (2.2)), and set
S = Sλ :=
{
i ∈ I | 〈λ, α∨i 〉 = 0
}
⊂ I. (2.14)
Definition 2.7. For a rational number 0 < σ < 1, we define BG
∞
2
σλ((W
S)af) to be the
subgraph of BG
∞
2 ((W S)af) with the same vertex set but having only those directed edges
of the form x
β
−→ y for which σ〈xλ, β∨〉 ∈ Z holds.
Definition 2.8. A semi-infinite Lakshmibai-Seshadri (LS for short) path of shape λ is a
pair
π = (x1, . . . , xs ; σ0, σ1, . . . , σs), s ≥ 1, (2.15)
of a strictly decreasing sequence x1 ≻ · · · ≻ xs of elements in (W
S)af and an increasing
sequence 0 = σ0 < σ1 < · · · < σs = 1 of rational numbers satisfying the condition that
there exists a directed path in BG
∞
2
σuλ
((W S)af) from xu+1 to xu for each u = 1, 2, . . . , s−1.
Remark 2.9. We set [0, 1]λ :=
{
σ ∈ [0, 1] | σ〈λ, α∨〉 ∈ Z for some α ∈ ∆+ \∆+S
}
; note
that [0, 1]λ is a finite set contained in Q. Let 0 < σ < 1 be a rational number, and
assume that there exists an edge x
β
−→ y in BG
∞
2
σλ((W
S)af); write x ∈ (W
S)af and β ∈ ∆
+
af
as in Proposition 2.5. Then we see that σ〈λ, w−1α∨〉 = σ〈wλ, α∨〉 = σ〈xλ, β∨〉 ∈ Z,
which implies that σ ∈ [0, 1]λ. Therefore, if π ∈ B
∞
2 (λ) is of the form (2.15), then
σ0, σ1, . . . , σs ∈ [0, 1]λ.
We denote by B
∞
2 (λ) the set of all semi-infinite LS paths of shape λ. If π ∈ B
∞
2 (λ)
is of the form (2.15), then we set ι(π) := x1 ∈ (W
S)af and κ(π) := xs ∈ (W
S)af , and call
them the initial and final directions of π, respectively.
Following [INS, Sect. 3.1], we endow the set B
∞
2 (λ) with a crystal structure with
weights in Paf as follows. Let π ∈ B
∞
2 (λ) be of the form (2.15). We define π : [0, 1] →
R ⊗Z Paf to be the piecewise-linear, continuous map whose “direction vector” for the
interval [σu−1, σu] is xuλ ∈ Paf for each 1 ≤ u ≤ s, that is,
π(t) :=
u−1∑
k=1
(σk − σk−1)xkλ + (t− σu−1)xuλ for t ∈ [σu−1, σu], 1 ≤ u ≤ s. (2.16)
We know from [INS, Proposition 3.1.3] that π is an (affine) LS path of shape λ ∈ Paf ,
introduced in [Li1, Sect. 4]. We set
wt(π) := π(1) =
s∑
u=1
(σu − σu−1)xuλ ∈ Paf . (2.17)
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We define root operators ei, fi, i ∈ Iaf , in the same manner as in [Li1, Sect. 2]. Set{
Hpii (t) := 〈π(t), α
∨
i 〉 for t ∈ [0, 1],
mpii := min
{
Hpii (t) | t ∈ [0, 1]
}
.
(2.18)
As explained in [NS5, Remark 2.4.3], all local minima of the function Hpii (t), t ∈ [0, 1],
are integers; in particular, the minimum value mpii is a nonpositive integer (recall that
π(0) = 0, and hence Hpii (0) = 0). We define eiπ as follows. If m
pi
i = 0, then we set
eiπ := 0, where 0 is an additional element not contained in any crystal. If m
pi
i ≤ −1, then
we set {
t1 := min
{
t ∈ [0, 1] | Hpii (t) = m
pi
i
}
,
t0 := max
{
t ∈ [0, t1] | H
pi
i (t) = m
pi
i + 1
}
;
(2.19)
note that Hpii (t) is strictly decreasing on the interval [t0, t1]. Let 1 ≤ p ≤ q ≤ s be such
that σp−1 ≤ t0 < σp and t1 = σq. Then we define eiπ by
eiπ := (x1, . . . , xp, sixp, sixp+1, . . . , sixq, xq+1, . . . , xs;
σ0, . . . , σp−1, t0, σp, . . . , σq = t1, . . . , σs);
(2.20)
if t0 = σp−1, then we drop xp and σp−1, and if sixq = xq+1, then we drop xq+1 and σq = t1.
Similarly, we define fiπ as follows. Observe that H
pi
i (1)−m
pi
i is a nonnegative integer. If
Hpii (1)−m
pi
i = 0, then we set fiπ := 0. If H
pi
i (1)−m
pi
i ≥ 1, then we set{
t0 := max
{
t ∈ [0, 1] | Hpii (t) = m
pi
i
}
,
t1 := min
{
t ∈ [t0, 1] | H
pi
i (t) = m
pi
i + 1
}
;
(2.21)
note that Hpii (t) is strictly increasing on the interval [t0, t1]. Let 0 ≤ p ≤ q ≤ s − 1 be
such that t0 = σp and σq < t1 ≤ σq+1. Then we define fiπ by
fiπ := (x1, . . . , xp, sixp+1, . . . , sixq, sixq+1, xq+1, . . . , xs;
σ0, . . . , σp = t0, . . . , σq, t1, σq+1, . . . , σs);
(2.22)
if t1 = σq+1, then we drop xq+1 and σq+1, and if xp = sixp+1, then we drop xp and σp = t0.
In addition, we set ei0 = fi0 := 0 for all i ∈ Iaf .
Theorem 2.10 (see [INS, Theorem 3.1.5]).
(1) The set B
∞
2 (λ)⊔{0} is stable under the action of the root operators ei and fi, i ∈ Iaf .
(2) For each π ∈ B
∞
2 (λ) and i ∈ Iaf , we set{
εi(π) := max
{
n ≥ 0 | eni π 6= 0
}
,
ϕi(π) := max
{
n ≥ 0 | fni π 6= 0
}
.
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Then, the set B
∞
2 (λ), equipped with the maps wt, ei, fi, i ∈ Iaf , and εi, ϕi, i ∈ Iaf ,
defined above, is a crystal with weights in Paf .
We denote by B
∞
2
0 (λ) the connected component of B
∞
2 (λ) containing πλ := (e; 0, 1).
Also, for x ∈ (W S)af , we set π
x
λ := (x; 0, 1) ∈ B
∞
2 (λ).
Recall from [INS, Theorem 3.2.1] that B
∞
2 (λ) is isomorphic as a crystal (with weights
in Paf) to the crystal basis of the extremal weight module of extremal weight λ. Hence
we deduce from [Kas1, Sect. 7] that the affine Weyl group Waf acts on B
∞
2 (λ) by
si · π :=
{
fni π if n := 〈wt(π), α
∨
i 〉 ≥ 0,
e−ni π if n := 〈wt(π), α
∨
i 〉 ≤ 0,
(2.23)
for π ∈ B
∞
2 (λ) and i ∈ Iaf ; by convention, we set w · 0 := 0 for all w ∈ Waf .
Lemma 2.11 (see [INS, (5.1.6)]). For every x ∈ Waf , it holds that x ·πλ = (Π
S(x); 0, 1) =
π
ΠS(x)
λ . In particular, π
x
λ ∈ B
∞
2
0 (λ) for all x ∈ (W
S)af .
Let π = (x1, . . . , xs ; σ0, σ1, . . . , σs) ∈ B
∞
2 (λ). For ξ ∈ Q∨, we set
π · Tξ := (x1Π
S(tξ), . . . , xsΠ
S(tξ) ; σ0, σ1, . . . , σs); (2.24)
by convention, we set 0 · Tξ := 0. Then we see from the definition of semi-infinite LS
paths that π · Tξ ∈ B
∞
2 (λ); note that xuΠ
S(tξ) = Π
S(xu)Π
S(tξ) = Π
S(xutξ) ∈ (W
S)af by
(2.11). The following lemma can be easily shown from the definitions.
Lemma 2.12. Let π ∈ B
∞
2 (λ), ξ ∈ Q∨, and i ∈ Iaf . Then,
ei(π · Tξ) = (eiπ) · Tξ, fi(π · Tξ) = (fiπ) · Tξ, (2.25){
wt(π · Tξ) = wt(π)− 〈λ, ξ〉δ, and hence 〈wt(π · Tξ), α
∨
i 〉 = 〈wt(π), α
∨
i 〉,
εi(π · Tξ) = εi(π), ϕi(π · Tξ) = ϕi(π).
(2.26)
Remark 2.13. Let π ∈ B
∞
2
0 (λ), and write it as π = Xπλ for some monomial X in root
operators. Then, π · Tξ = (Xπλ) · Tξ
(2.25)
= X(πλ · Tξ) = Xπ
ΠS(tξ)
λ ∈ B
∞
2
0 (λ).
Now, for λ1, . . . , λn ∈ P
+, we denote by (B
∞
2 (λ1) ⊗ · · · ⊗ B
∞
2 (λn))0 the connected
component of B
∞
2 (λ1)⊗· · ·⊗B
∞
2 (λn) containing πλ1 ⊗· · ·⊗πλn . The next lemma follows
from [KNS, Theorem 3.1].
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Theorem 2.14. Let λ1, . . . , λn ∈ P
+, and set λ := λ1 + · · ·+ λn ∈ P
+. There exists an
embedding Ξ = Ξλ1,...,λn : B
∞
2 (λ) →֒ B
∞
2 (λ1) ⊗ · · · ⊗ B
∞
2 (λn) of crystals that sends πλ to
πλ1 ⊗ · · · ⊗ πλn. In particular, the restriction of Ξ = Ξλ1,...,λn to the connected component
B
∞
2
0 (λ) is a (unique) isomorphism
Ξ = Ξλ1,...,λn : B
∞
2
0 (λ)
∼
→ (B
∞
2 (λ1)⊗ · · · ⊗ B
∞
2 (λn))0 (2.27)
of crystals that sends πλ to πλ1 ⊗ · · · ⊗ πλn.
Remark 2.15. Let λ, µ, ν ∈ P+. We see that the following diagram is commutative:
B
∞
2
0 (λ+ µ+ ν)
Ξλ+µ,ν //
Ξλ,µ+ν

(B
∞
2 (λ+ µ)⊗ B
∞
2 (ν))0
Ξλµ⊗id

(B
∞
2 (λ)⊗ B
∞
2 (µ+ ν))0
id⊗Ξµν // (B
∞
2 (λ)⊗ B
∞
2 (µ)⊗ B
∞
2 (ν))0.
(2.28)
Indeed, both of the maps (id⊗Ξµν) ◦ Ξλ,µ+ν and (Ξλµ ⊗ id) ◦ Ξλ+µ,ν are isomorphisms of
crystals that send the element πλ+µ+ν ∈ B
∞
2
0 (λ + µ + ν) to πλ ⊗ πµ ⊗ πν ∈ (B
∞
2 (λ) ⊗
B
∞
2 (µ)⊗ B
∞
2 (ν))0. Because B
∞
2
0 (λ + µ + ν) ⊂ B
∞
2 (λ + µ + ν) is connected and contains
πλ+µ+ν , we conclude that the diagram above is commutative.
Keep the setting of Theorem 2.14. Take Sk = Sλk , 1 ≤ k ≤ n and S = Sλ as in (2.14).
Lemma 2.16 (see [NS5, Remark 3.5.2]). It holds that Ξ(x ·πλ) = (x ·πλ1)⊗· · ·⊗ (x ·πλn)
for x ∈ Waf .
For π1 ⊗ · · · ⊗ πn ∈ B
∞
2 (λ1)⊗ · · · ⊗ B
∞
2 (λn) and ξ ∈ Q
∨, we set
(π1 ⊗ · · · ⊗ πn) · Tξ := (π1 · Tξ)⊗ · · · ⊗ (πn · Tξ). (2.29)
Lemma 2.17. It holds that Ξ(π · Tξ) = Ξ(π) · Tξ for all π ∈ B
∞
2
0 (λ) and ξ ∈ Q
∨.
Proof. Let π ∈ B
∞
2
0 (λ), and write it as π = Xπλ for some monomial X in root operators.
Assume that Ξ(π) = Ξ(Xπλ) = XΞ(πλ) = X(πλ1 ⊗ · · · ⊗ πλn) = X1πλ1 ⊗ · · · ⊗Xnπλn for
some monomials Xk, 1 ≤ k ≤ n, in root operators (which are “submonomials” of X by
the tensor product rule for crystals). Then we have
Ξ(π) · Tξ = (X1πλ1 · Tξ)⊗ · · · ⊗ (Xnπλn · Tξ)
= (X1π
ΠS1(tξ)
λ1
)⊗ · · · ⊗ (Xnπ
ΠSn (tξ)
λn
) by Remark 2.13. (2.30)
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Here, by Remark 2.13, we see that π·Tξ = Xπ
ΠS(tξ)
λ . Therefore, it follows from Lemma 2.16
that Ξ(π · Tξ) = Ξ(Xπ
ΠS(tξ)
λ ) = XΞ(π
ΠS(tξ)
λ ) = X(π
ΠS1(tξ)
λ1
⊗ · · · ⊗ π
ΠSn(tξ)
λn
). Hence, the
tensor product rule for crystals, along with (2.26), shows that
Ξ(π · Tξ) = X(π
ΠS1(tξ)
λ1
⊗ · · · ⊗ π
ΠSn(tξ)
λn
) = (X1π
ΠS1 (tξ)
λ1
)⊗ · · · ⊗ (Xnπ
ΠSn(tξ)
λn
).
By this equality and (2.30), we obtain Ξ(π · Tξ) = Ξ(π) · Tξ, as desired.
2.4 Parabolic quantum Bruhat graph and the tilted Bruhat or-
der.
In this subsection, we take and fix a subset S of I.
Definition 2.18. The (parabolic) quantum Bruhat graph QBG(W S) is the (∆+ \∆+S )-
labeled directed graph whose vertices are the elements of W S, and whose directed edges
are of the form: w
β
−→ v for w, v ∈ W S and β ∈ ∆+ \∆+S such that v = ⌊wsβ⌋, and such
that either of the following holds: (i) ℓ(v) = ℓ(w)+1; (ii) ℓ(v) = ℓ(w)+1−2〈ρ−ρS , β
∨〉.
An edge satisfying (i) (resp., (ii)) is called a Bruhat (resp., quantum) edge. When S = ∅,
we write QBG(W ) for QBG(W ∅).
Remark 2.19. We know from [LNSSS1, Remark 6.13] that for each w, v ∈ W S, there
exists a directed path in QBG(W S) from w to v.
Let w, v ∈ W S, and let p : w = v0
β1
−−→ v1
β2
−−→ · · ·
βs
−−→ vs = v be a directed path in
QBG(W S) from w to v. Then we define the weight of p by
wtS(p) :=
∑
1≤r≤s ;
vr−1
βr
−−−→ vr is
a quantum edge
β∨r ∈ Q
∨,+; (2.31)
when S = ∅, we write wt(p) for wt∅(p). We know the following proposition from [LNSSS1,
Proposition 8.1 and its proof].
Proposition 2.20. Let w, v ∈ W S. Let p be a shortest directed path in QBG(W S) from
w to v, and q an arbitrary directed path in QBG(W S) from w to v. Then, [wtS(q) −
wtS(p)]S ∈ Q∨,+
I\S , where [ · ]
S : Q∨ ։ Q∨I\S is as defined in Section 2.2. Moreover, q is
shortest if and only if [wtS(q)]S = [wtS(p)]S.
For w, v ∈ W S, we take a shortest directed path p in QBG(W S) from w to v, and set
wtS(w ⇒ v) := [wtS(p)]S ∈ Q∨,+
I\S . When S = ∅, we write wt(u⇒ v) for wt
∅(u⇒ v).
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Lemma 2.21 ([LNSSS2, Lemma 7.2]). Let w, v ∈ W S, and let w1 ∈ wWS, v1 ∈ vWS.
Then we have wtS(w ⇒ v) = [wt(w1 ⇒ v1)]
S.
For w, v ∈ W , we denote by ℓS(w ⇒ v) the length of a shortest directed path from w
to v in QBG(W S); when S = ∅, we write ℓ(w ⇒ v) for ℓ∅(w ⇒ v).
Definition 2.22 (tilted Bruhat order; see [BFP]). For each w ∈ W , we define the w-tilted
Bruhat order ≤w on W as follows: for v1, v2 ∈ W ,
v1 ≤w v2 ⇐⇒ ℓ(w ⇒ v2) = ℓ(w ⇒ v1) + ℓ(v1 ⇒ v2). (2.32)
Namely, v1 ≤w v2 if and only if there exists a shortest directed path in QBG(W ) from w
to v2 passing through v1; or equivalently, the concatenation of a shortest directed path
from w to v1 and one from v1 to v2 is one from w to v2.
Proposition 2.23 ([LNSSS1, Theorem 7.1]). Let w ∈ W , and let S be a subset of I.
Then each coset vWS, v ∈ W , has a unique minimal element with respect to ≤w; we
denote it by min(vWS,≤w).
2.5 Quantum Lakshmibai-Seshadri paths and the degree func-
tion.
We fix λ ∈ P+, and take S = Sλ as in (2.14).
Definition 2.24. For a rational number 0 < σ < 1, we define QBGσλ(W
S) to be the
subgraph of QBG(W S) with the same vertex set but having only those directed edges of
the form w
β
−→ v for which σ〈λ, β∨〉 ∈ Z holds.
Definition 2.25. A quantum LS path of shape λ is a pair
η = (v1, . . . , vs ; σ0, σ1, . . . , σs), s ≥ 1, (2.33)
of a sequence v1, . . . , vs of elements in W
S with vu 6= vu+1 for any 1 ≤ u ≤ s − 1 and
an increasing sequence 0 = σ0 < σ1 < · · · < σs = 1 of rational numbers satisfying the
condition that there exists a directed path in QBGσuλ(W
S) from vu+1 to vu for each
u = 1, 2, . . . , s− 1.
Remark 2.26. It is obvious by the definition that if η ∈ QLS(λ) is of the form (2.33), then
σ0, σ1, . . . , σs ∈ [0, 1]λ, where [0, 1]λ is as defined in Remark 2.9.
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We denote by QLS(λ) the set of all quantum LS paths of shape λ. We set ηλ :=
(e; 0, 1) ∈ QLS(λ), and set ηvλ := (v; 0, 1) ∈ QLS(λ) for v ∈ W
S. Also, if η ∈ QLS(λ) is
of the form (2.33), then we set ι(η) := v1 ∈ W
S and κ(η) := vs ∈ W
S, and call them the
initial and final directions of η, respectively. We identify η ∈ QLS(λ) of the form (2.33)
with the piecewise-linear, continuous map η : [0, 1] → R ⊗Z P whose “direction vector”
for the interval [σu−1, σu] is vuλ ∈ P for each 1 ≤ u ≤ s, that is,
η(t) :=
u−1∑
k=1
(σk − σk−1)vkλ+ (t− σu−1)vuλ for t ∈ [σu−1, σu], 1 ≤ u ≤ s; (2.34)
note that R⊗Z P ∼= (R⊗Z P 0af)/Rδ ⊂ (R⊗Z Paf)/Rδ.
Remark 2.27. We know from [LNSSS2, Theorem 3.3] that the set QLS(λ) of quantum
LS paths of shape λ is identical (as a set of piecewise-linear, continuous map from [0, 1]
to (R ⊗Z Paf)/Rδ) to the set B(λ)cl of (affine) LS paths of shape λ projected by cl :
R⊗Z Paf ։ (R⊗Z Paf)/Rδ, which we studied in [NS1], [NS2], [NS3].
We endow the set QLS(λ) with a crystal structure with weights in P ∼= P 0af/Zδ ⊂
Paf/Zδ as follows (see [LNSSS4, §4.2]). Let η ∈ QLS(λ) be of the form (2.33). We set
wt(η) := η(1) =
s∑
u=1
(σu − σu−1)vuλ ∈ P. (2.35)
We define root operators ei, fi, i ∈ Iaf , in the same manner as in [Li1, Sect. 2]. Set{
Hηi (t) := 〈η(t), α
∨
i 〉 for t ∈ [0, 1],
mηi := min
{
Hηi (t) | t ∈ [0, 1]
}
.
(2.36)
Since QLS(λ) = B(λ)cl, it follows from [Li1, Lemma 4.5 d)] (see also [LNSSS4, Propo-
sition 4.1.12]) that all local minima of the function Hηi (t), t ∈ [0, 1], are integers; in
particular, the minimum value mηi is a nonpositive integer (recall that η(0) = 0, and
hence Hηi (0) = 0). We define eiη as follows. If m
η
i = 0, then we set eiη := 0. If m
η
i ≤ −1,
then we set {
t1 := min
{
t ∈ [0, 1] | Hηi (t) = m
η
i
}
,
t0 := max
{
t ∈ [0, t1] | H
η
i (t) = m
η
i + 1
}
;
(2.37)
note that Hηi (t) is strictly decreasing on the interval [t0, t1]. Let 1 ≤ p ≤ q ≤ s be such
that σp−1 ≤ t0 < σp and t1 = σq. Then we define eiη by
eiη := (v1, . . . , vp, ⌊s˜ivp⌋, ⌊s˜ivp+1⌋, . . . , ⌊s˜ivq⌋, vq+1, . . . , vs;
σ0, . . . , σp−1, t0, σp, . . . , σq = t1, . . . , σs),
(2.38)
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where s˜i is as in (2.3); if t0 = σp−1, then we drop vp and σp−1, and if s˜ivq = vq+1, then we
drop vq+1 and σq = t1. Similarly, we define fiη as follows. Observe that H
η
i (1)−m
η
i is a
nonnegative integer. If Hηi (1)−m
η
i = 0, then we set fiη := 0. If H
η
i (1) −m
η
i ≥ 1, then
we set {
t0 := max
{
t ∈ [0, 1] | Hηi (t) = m
η
i
}
,
t1 := min
{
t ∈ [t0, 1] | H
η
i (t) = m
η
i + 1
}
;
(2.39)
note that Hηi (t) is strictly increasing on the interval [t0, t1]. Let 0 ≤ p ≤ q ≤ s − 1 be
such that t0 = σp and σq < t1 ≤ σq+1. Then we define fiη by
fiη := (v1, . . . , vp, ⌊s˜ivp+1⌋, . . . , ⌊s˜ivq⌋, ⌊s˜ivq+1⌋, vq+1, . . . , vs;
σ0, . . . , σp = t0, . . . , σq, t1, σq+1, . . . , σs);
(2.40)
if t1 = σq+1, then we drop vq+1 and σq+1, and if vp = s˜ivp+1, then we drop vp and σp = t0.
In addition, we set ei0 = fi0 := 0 for all i ∈ Iaf .
Theorem 2.28. The set QLS(λ)⊔ {0} is stable under the action of the root operators ei
and fi, i ∈ Iaf . Moreover, if we set{
εi(η) := max
{
n ≥ 0 | eni η 6= 0
}
,
ϕi(η) := max
{
n ≥ 0 | fni η 6= 0
}
for η ∈ QLS(λ) and i ∈ Iaf , then the set QLS(λ), equipped with the maps wt, ei, fi, i ∈ Iaf ,
and εi, ϕi, i ∈ Iaf , defined above, is a crystal with weights in P ∼= P
0
af/Zδ ⊂ Paf/Zδ.
The next lemma follows from [NS2, Theorem 3.2 and Proposition 3.23].
Theorem 2.29.
(1) For every λ ∈ P+, the crystal QLS(λ) is connected.
(2) Let λ1, . . . , λn ∈ P
+, and set λ := λ1+· · ·+λn. There exists a (unique) isomorphism
Θ = Θλ1,...,λn : QLS(λ)
∼
→ QLS(λ1)⊗ · · · ⊗QLS(λn) (2.41)
of crystals that sends ηλ to ηλ1 ⊗ · · · ⊗ ηλn.
Remark 2.30. Let λ, µ, ν ∈ P+. By the same reasoning as in Remark 2.15, we see that
the following diagram is commutative:
QLS(λ+ µ+ ν)
Θλ+µ,ν //
Θλ,µ+ν

QLS(λ+ µ)⊗QLS(ν)
Θλµ⊗id

QLS(λ)⊗QLS(µ+ ν)
id⊗Θµν // QLS(λ)⊗QLS(µ)⊗QLS(ν).
(2.42)
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Now, we define a projection cl : (W S)af ։W
S by cl(x) := w for x ∈ (W S)af of the form
x = wΠS(tξ) with w ∈ W
S and ξ ∈ Q∨. For π = (x1, . . . , xs ; σ0, σ1, . . . , σs) ∈ B
∞
2 (λ),
we define
cl(π) := (cl(x1), . . . , cl(xs) ; σ0, σ1, . . . , σs); (2.43)
here, for each 1 ≤ p < q ≤ s such that cl(xp) = · · · = cl(xq), we drop cl(xp), . . . , cl(xq−1)
and σp, . . . , σq−1. We set cl(0) := 0 by convention. We know from [NS5, Sect. 6.2] that
cl(π) ∈ QLS(λ) for all π ∈ B
∞
2 (λ). Also, we see from the definitions that
wt(cl(π)) = cl(wt(π)),
cl(eiπ) = ei cl(π), cl(fiπ) = fi cl(π),
εi(cl(π)) = εi(π), ϕi(cl(π)) = ϕi(π)
(2.44)
for all π ∈ B
∞
2 (λ) and i ∈ I. We know the following lemma from [NS5, Lemma 6.2.3];
recall that B
∞
2
0 (λ) denotes the connected component of B
∞
2 (λ) containing πλ = (e ; 0, 1).
Lemma 2.31. For each η ∈ QLS(λ), there exists a unique πη ∈ B
∞
2
0 (λ) such that cl(πη) =
η and κ(πη) = κ(η) ∈ W
S.
We define the (tail) degree function degλ : QLS(λ)→ Z≤0 as follows. Let η ∈ QLS(λ),
and take πη ∈ B
∞
2
0 (λ) as in Lemma 2.31; we see from the argument in [NS5, Sect. 6.2]
that wt(πη) = λ− γ + kδ for some γ ∈ Q
+ and k ∈ Z≤0. Then we set degλ(η) := k.
Now, for η = (v1, . . . , vs ; σ0, σ1, . . . , σs) ∈ QLS(λ), we setξ(η) := (ξ1, . . . , ξs−1, ξs), whereξs := 0, ξu := ξu+1 + wtS(vu+1 ⇒ vu) for 1 ≤ u ≤ s− 1; (2.45)
for the definition of wtS(w ⇒ v), see Section 2.4.
Proposition 2.32. Keep the notation and setting above. It holds that
πη = (v1Π
S(tξ1), . . . , vs−1Π
S(tξs−1), vs ; σ0, σ1, . . . , σs), (2.46)
degλ(η) = −
s−1∑
u=1
σu〈λ, wt
S(vu+1 ⇒ vu)〉. (2.47)
Proof. Equality (2.46) can be shown in exactly the same way as [LNSSS3, Theorem 4.1.1].
Equality (2.47) follows from [LNSSS3, Theorem 4.1.1]; or, we can show this equality by
direct computation, using with (2.46) and (2.17).
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Also, for an arbitrary w ∈ W and η = (v1, . . . , vs ; σ0, σ1, . . . , σs) ∈ QLS(λ), we
define the degree of η at wλ (see [NNS1, Sect. 3.2] and [NNS2, Sect. 2.3]) by
degwλ(η) := −
s∑
u=1
σu〈λ, wt
S(vu+1 ⇒ vu)〉, with vs+1 := ⌊w⌋. (2.48)
We set
gchwλQLS(λ) :=
∑
η∈QLS(λ)
qdegwλ(η)ewt(η). (2.49)
Remark 2.33. Let η ∈ QLS(λ), and w ∈ W . We see by (2.26) that wt(πη ·TwtS(⌊w⌋⇒κ(η))) =
wt(η) + degwλ(η)δ.
Let λ1, . . . , λn ∈ P
+, and set λ := λ1+ · · ·+ λn ∈ P
+. Then the following diagram is
commutative:
B
∞
2
0 (λ)
Ξλ1,...,λn //
cl

(B
∞
2 (λ1)⊗ · · · ⊗ B
∞
2 (λn))0
cl⊗···⊗cl

QLS(λ)
Θλ1,...,λn // QLS(λ1)⊗ · · · ⊗QLS(λn),
(2.50)
where Ξλ1,...,λn and Θλ1,...,λn are the isomorphisms of crystals in Theorems 2.14 and 2.29 (2),
respectively. Indeed, observe that both of the maps (cl⊗ · · ·⊗cl)◦Ξλ1,...,λn and Θλ1,...,λn◦cl
send πλ to ηλ1 ⊗ · · · ⊗ ηλn , and that these two maps commute with the root operators
(see (2.44)). Because B
∞
2
0 (λ) ⊂ B
∞
2 (λ) is connected and contains πλ, we conclude that
the diagram above is commutative.
3 Main result and its proof.
3.1 Main result.
In this subsection, we fix λ, µ ∈ P+, and take Sλ, Sµ, Sλ+µ as in (2.14); note that
Sλ+µ = Sλ ∩ Sµ. Recall from (2.50) that the following diagram commutes:
B
∞
2
0 (λ+ µ)
Ξλµ //
cl

(B
∞
2 (λ)⊗ B
∞
2 (µ))0
cl⊗ cl

QLS(λ+ µ)
Θλµ // QLS(λ)⊗QLS(µ).
(3.1)
For η = (v1, . . . , vs; σ0, σ1, . . . , σs) ∈ QLS(µ) and w ∈ W , we definev˜(η, w) := (v˜1, . . . , v˜s, v˜s+1), wherev˜s+1 := w, v˜u := min(vuWSµ ,≤v˜u+1) for 1 ≤ u ≤ s; (3.2)
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note that v˜u ∈ vuWSµ for 1 ≤ u ≤ s. In this notation, we set ι(η, w) := v˜1, and call it the
initial direction of η with respect to w. Also, we defineξ˜(η, w) := (ξ˜1, . . . , ξ˜s), whereξ˜s := wt(v˜s+1 ⇒ v˜s), ξ˜u := ξ˜u+1 + wt(v˜u+1 ⇒ v˜u) for 1 ≤ u ≤ s− 1. (3.3)
In this notation, we set ζ(η, w) := ξ˜1.
Remark 3.1. Keep the notation and setting above. We see from Lemma 2.21 that{
wt(v˜u+1 ⇒ v˜u) ≡ wt
Sµ(vu+1 ⇒ vu) mod Q
∨
Sµ
for every 1 ≤ u ≤ s− 1,
wt(v˜s+1 ⇒ v˜s) ≡ wt
Sµ(⌊w⌋Sµ ⇒ vs) = wt
Sµ(⌊w⌋Sµ ⇒ κ(η)) mod Q∨Sµ.
If ξ(η) = (ξ1, . . . , ξs−1, ξs) (see (2.45)), then ξ˜u ≡ ξu +wt
Sµ(⌊w⌋Sµ ⇒ κ(η)) mod Q∨Sµ for
all 1 ≤ u ≤ s.
The following theorem is the main result of this paper.
Theorem 3.2. Keep the notation and setting above. Let η ∈ QLS(λ + µ), and write
Θλµ(η) ∈ QLS(λ)⊗QLS(µ) as Θλµ(η) = η1⊗ η2 with η1 ∈ QLS(λ) and η2 ∈ QLS(µ). Let
w ∈ W . Then the following equality holds:
Ξλµ(πη · Twt(w⇒κ(η))) = πη1 · Twt(ι(η2,w)⇒κ(η1))+ζ(η2,w) ⊗ πη2 · Twt(w⇒κ(η2)). (3.4)
We will give a proof of Theorem 3.2 in Section 3.5.
As an application of Theorem 3.2, using Remarks 2.33 and 3.1, we obtain the following.
Corollary 3.3. Keep the notation and setting in Theorem 3.2. It holds that
gchw(λ+µ)QLS(λ+ µ) =
∑
η∈QLS(µ)
ewt(η)qdegwµ(η)−〈λ, ζ(η,w)〉 gchι(η,w)λQLS(λ). (3.5)
3.2 Some technical lemmas concerning the quantum Bruhat
graph.
Lemma 3.4 (see [LNSSS1, Lemma 7.7]). Let w, v ∈ W , and i ∈ Iaf .
(1) If w−1α˜i ∈ ∆
+ and v−1α˜i ∈ ∆
−, then{
ℓ(w ⇒ v) = ℓ(s˜iw ⇒ v) + 1 = ℓ(w⇒ s˜iv) + 1,
wt(w ⇒ v) = wt(s˜iw ⇒ v) + δi0w
−1α˜∨0 = wt(w ⇒ s˜iv)− δi0v
−1α˜∨0 .
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(2) If w−1α˜i, v
−1α˜i ∈ ∆
+, or if w−1α˜i, v
−1α˜i ∈ ∆
−, then{
ℓ(w ⇒ v) = ℓ(siw ⇒ siv),
wt(w ⇒ v) = wt(s˜iw ⇒ s˜iv) + δi0w
−1α˜∨0 − δi0v
−1α˜∨0 .
Lemma 3.5 (see [LNSSS1, Propositions 5.10 and 5.11]). Let w ∈ W , and i ∈ Iaf . If
w−1α˜i ∈ ∆
+, then w
w−1α˜i−−−−→ s˜iw is a directed edge of QBG(W ); this edge is a quantum
edge if and only if i = 0.
Lemma 3.6. Let S be a subset of I. Let w ∈ W and i ∈ Iaf be such that w
−1α˜i ∈ ∆
+.
Let v ∈ W , and set v˜ := min(vWS,≤w).
(1) If v−1α˜i ∈ ∆
+ \∆+S , then min(s˜ivWS,≤s˜iw) = s˜iv˜.
(2) If v−1α˜i ∈ ∆
− \∆−S , then min(vWS,≤s˜iw) = v˜.
(3) If v−1α˜i ∈ ∆S, then v˜
−1α˜i ∈ ∆
+. Moreover, if we set v˜′ := min(vWS,≤s˜iw), then
v˜′ =
{
v˜ if (v˜′)−1α˜i ∈ ∆
+,
s˜iv˜ if (v˜
′)−1α˜i ∈ ∆
−.
(3.6)
Proof. (1) First we show that u−1α˜i ∈ ∆
− for all u ∈ s˜ivWS. Let us write u ∈ s˜ivWS
as u = s˜ivz for some z ∈ WS. We see by the assumption of part (1) that u
−1α˜i =
−z−1v−1α˜i ⊂ z
−1(∆− \∆−S ). Since ∆
− \∆−S is stable under the action of WS, we deduce
that u−1α˜i ∈ ∆
− \∆−S ⊂ ∆
−, as desired.
We set v˜′ := min(s˜ivWS,≤s˜iw). Since s˜iv˜ ∈ s˜ivWS, we have v˜
′ ≤s˜iw s˜iv˜, and hence
ℓ(s˜iw ⇒ s˜iv˜) = ℓ(s˜iw ⇒ v˜
′) + ℓ(v˜′ ⇒ s˜iv˜) (3.7)
by the definition of ≤s˜iw. Since (s˜iv˜)
−1α˜i ∈ ∆
−, as seen above, and (s˜iw)
−1α˜i ∈ ∆
− by
the assumption, we deduce from Lemma 3.4 (2) that ℓ(s˜iw ⇒ s˜iv˜) = ℓ(w ⇒ v˜). Similarly,
since (s˜iw)
−1α˜i, (v˜
′)−1α˜i, (s˜iv˜)
−1α˜i ∈ ∆
−, we deduce that ℓ(s˜iw ⇒ v˜
′) = ℓ(w ⇒ s˜iv˜
′) and
ℓ(v˜′ ⇒ s˜iv˜) = ℓ(s˜iv˜
′ ⇒ v˜) from Lemma 3.4 (2). Substituting these equalities into (3.7),
we obtain ℓ(w ⇒ v˜) = ℓ(w ⇒ s˜iv˜
′) + ℓ(s˜iv˜
′ ⇒ v˜), which implies that s˜iv˜
′ ≤w v˜. Since
v˜ = min(vWS,≤w) and s˜iv˜
′ ∈ vWS, it follows that s˜iv˜
′ = v˜, and hence v˜′ = s˜iv˜.
(2) We set v˜′ := min(vWS,≤s˜iw). Since v˜ ∈ vWS, we have v˜
′ ≤s˜iw v˜, and hence
ℓ(s˜iw ⇒ v˜) = ℓ(s˜iw ⇒ v˜
′) + ℓ(v˜′ ⇒ v˜) (3.8)
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by the definition of ≤s˜iw. Note that w
−1α˜i ∈ ∆
+ by the assumption. If we write v˜ ∈ vWS
as v˜ = vz for some z ∈ WS, then we see by the assumption of part (2) that v˜
−1α˜i =
z−1v−1α˜i ∈ z
−1(∆− \∆−S ) ⊂ ∆
− \∆−S ⊂ ∆
−. Similarly, we see that (v˜′)−1α˜i ∈ ∆
− since
v˜′ ∈ vWS. Therefore, we see from Lemma 3.4 (1) that ℓ(w ⇒ v˜) = ℓ(s˜iw ⇒ v˜) + 1
and ℓ(w ⇒ v˜′) = ℓ(s˜iw ⇒ v˜
′) + 1. Substituting these equalities into (3.8), we obtain
ℓ(w ⇒ v˜) = ℓ(w ⇒ v˜′) + ℓ(v˜′ ⇒ v˜), which implies that v˜′ ≤w v˜. Since v˜ = min(vWS,≤w)
and v˜′ ∈ vWS, we get v˜
′ = v˜.
(3) Note that s˜ivWS = vWS since v
−1α˜i ∈ ∆S. Suppose, for a contradiction, that
v˜−1α˜i ∈ ∆
−. Since s˜iv˜ ∈ s˜ivWS = vWS and v˜ = min(vWS,≤w), we have v˜ ≤w s˜iv˜, and
hence
ℓ(w ⇒ s˜iv˜) = ℓ(w ⇒ v˜) + ℓ(v˜ ⇒ s˜iv˜) ≥ ℓ(w⇒ v˜). (3.9)
Also, since w−1α˜i ∈ ∆
+ and v˜−1α˜i ∈ ∆
− by our assumptions, we see from Lemma 3.4 (1)
that ℓ(w ⇒ s˜iv˜) = ℓ(w ⇒ v˜) − 1 < ℓ(w ⇒ v˜), which contradicts (3.9). Thus we obtain
v˜−1α˜i ∈ ∆
+.
Case 1. Assume that (v˜′)−1α˜i ∈ ∆
+. Since v˜′ ∈ vWS, we have v˜ ≤w v˜
′, and hence
ℓ(w ⇒ v˜′) = ℓ(w ⇒ v˜) + ℓ(v˜ ⇒ v˜′) (3.10)
by the definition of ≤w. Recall that w
−1α˜i ∈ ∆
+ by the assumption. Also, recall that
v˜−1α˜i ∈ ∆
+ as seen above, and that (v˜′)−1α˜i ∈ ∆
+ by the assumption of Case 1. There-
fore, by Lemma 3.4 (2), we deduce that ℓ(s˜iw ⇒ s˜iv˜
′) = ℓ(w ⇒ v˜′), ℓ(s˜iw ⇒ s˜iv˜) =
ℓ(w ⇒ v˜), and ℓ(s˜iv˜ ⇒ s˜iv˜
′) = ℓ(v˜ ⇒ v˜′). Substituting these equalities into (3.10), we
obtain
ℓ(s˜iw ⇒ s˜iv˜
′) = ℓ(s˜iw ⇒ s˜iv˜) + ℓ(s˜iv˜ ⇒ s˜iv˜
′). (3.11)
Since s˜iv˜ ∈ s˜ivWS = vWS, and since v˜
′ = min(vWS,≤s˜iw), we have v˜
′ ≤s˜iw s˜iv˜, and hence
ℓ(s˜iw ⇒ s˜iv˜) = ℓ(s˜iw ⇒ v˜
′) + ℓ(v˜′ ⇒ s˜iv˜). Substituting this equality into (3.11), we
obtain
ℓ(s˜iw ⇒ s˜iv˜
′) = ℓ(s˜iw ⇒ v˜
′) + ℓ(v˜′ ⇒ s˜iv˜) + ℓ(s˜iv˜ ⇒ s˜iv˜
′). (3.12)
Since s˜iv˜
′ ∈ s˜ivWS = vWS, we have v˜
′ ≤s˜iw s˜iv˜
′, and hence ℓ(s˜iw ⇒ s˜iv˜
′) = ℓ(s˜iw ⇒
v˜′) + ℓ(v˜′ ⇒ s˜iv˜
′). Combining this equality and (3.12), we obtain ℓ(v˜′ ⇒ s˜iv˜) + ℓ(s˜iv˜ ⇒
s˜iv˜
′) = ℓ(v˜′ ⇒ s˜iv˜
′). Since (v˜′)−1α˜i ∈ ∆
+ by the assumption of Case 1, it follows
from Lemma 3.5 that v˜′
(v˜′)−1α˜i
−−−−−→ s˜iv˜
′ is a directed edge of QBG(W ), which implies that
ℓ(v˜′ ⇒ s˜iv˜
′) = 1. Hence either ℓ(v˜′ ⇒ s˜iv˜) = 0 or ℓ(s˜iv˜ ⇒ s˜iv˜
′) = 0. If ℓ(v˜′ ⇒ s˜iv˜) =
0, then v˜′ = s˜iv˜. However, this contradicts our assumption that (v˜
′)−1α˜i ∈ ∆
+ since
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(s˜iv˜)
−1α˜i = −v˜
−1α˜i ∈ ∆
−. Therefore, we obtain ℓ(s˜iv˜ ⇒ s˜iv˜
′) = 0, from which we
conclude that s˜iv˜ = s˜iv˜
′, and hence v˜ = v˜′.
Case 2. Assume that (v˜′)−1α˜i ∈ ∆
−. Since s˜iv˜ ∈ s˜ivWS = vWS, we have v˜
′ ≤s˜iw s˜iv˜,
and hence
ℓ(s˜iw ⇒ s˜iv˜) = ℓ(s˜iw ⇒ v˜
′) + ℓ(v˜′ ⇒ s˜iv˜). (3.13)
Since v˜−1α˜i, w
−1α˜i ∈ ∆
+, we deduce from Lemma 3.4 (2) that ℓ(s˜iw ⇒ s˜iv˜) = ℓ(w⇒ v˜).
Similarly, since (s˜iw)
−1α˜i, (v˜
′)−1α˜i, (s˜iv˜)
−1α˜i ∈ ∆
−, we deduce that ℓ(s˜iw ⇒ v˜
′) = ℓ(w ⇒
s˜iv˜
′) and ℓ(v˜′ ⇒ s˜iv˜) = ℓ(s˜iv˜
′ ⇒ v˜) from Lemma 3.4 (2). Substituting these equalities into
(3.13), we obtain ℓ(w ⇒ v˜) = ℓ(w ⇒ s˜iv˜
′) + ℓ(s˜iv˜
′ ⇒ v˜), which implies that s˜iv˜
′ ≤w v˜.
Since v˜ = min(vWS,≤w) and s˜iv˜
′ ∈ s˜ivWS = vWS, it follows that s˜iv˜
′ = v˜, and hence
v˜′ = s˜iv˜.
This completes the proof of Lemma 3.6.
3.3 Similarity maps for B
∞
2 (λ) and QLS(λ).
Let λ ∈ P+, and take S = Sλ as in (2.14); recall the definition of [0, 1]λ from Remark 2.9.
Take N = Nλ ∈ Z≥1 such that
Nσ = Nλσ ∈ Z for all σ ∈ [0, 1]λ. (3.14)
We define ΣN : B
∞
2 (λ) → B
∞
2 (λ)⊗N as follows. Let π = (x1, . . . , xs; σ0, σ1, . . . , σs) ∈
B
∞
2 (λ); note that Nσu ∈ Z for all 0 ≤ u ≤ s (see Remark 2.9). We set
ΣN(π) := (π
x1
λ )
⊗N(σ1−σ0) ⊗ (πx2λ )
⊗N(σ2−σ1) ⊗ · · · ⊗ (πxsλ )
⊗N(σs−σs−1) ∈ B
∞
2 (λ)⊗N ; (3.15)
recall that πxλ = (x; 0, 1) ∈ B
∞
2 (λ) for x ∈ (W S)af . We set ΣN (0) := 0 by convention. We
know the following proposition from [INS, Proposition 5.24].
Proposition 3.7. The map ΣN : B
∞
2 (λ) → B
∞
2 (λ)⊗N is an injective map such that
ΣN (πλ) = π
⊗N
λ , and for all π ∈ B
∞
2 (λ) and i ∈ Iaf ,
wt(ΣN(π)) = N wt(π), εi(ΣN (π)) = Nεi(π), ϕi(ΣN(π)) = Nϕi(π), (3.16)
ΣN(eiπ) = e
N
i ΣN (π), ΣN (fiπ) = f
N
i ΣN (π). (3.17)
Remark 3.8. By (3.17), we see that ΣN (B
∞
2
0 (λ)) ⊂ (B
∞
2 (λ)⊗N)0.
21
For each π = (x1, . . . , xs; σ0, σ1, . . . , σs) ∈ B
∞
2 (λ), we see from the definition of
semi-infinite LS paths that Σ′N (π) := (x1, . . . , xs; σ0, σ1, . . . , σs) is contained in B
∞
2 (Nλ).
Hence the map Σ′N : B
∞
2 (λ)→ B
∞
2 (Nλ), π 7→ Σ′N (π), is an analogue of the “N -multiple”
map in [Li1, page 504]; it is verified in the same way as [Li1, Lemma 2.4] that Σ′N has the
same properties as (3.16) and (3.17). In particular, we see that Σ′N (B
∞
2
0 (λ)) ⊂ B
∞
2
0 (Nλ).
Also, the following diagram is commutative:
B
∞
2
0 (λ)
Σ′
N //
ΣN

B
∞
2
0 (Nλ)
Ξ
(N)
λww♣
♣♣
♣♣
♣♣
♣♣
♣♣
♣
(B
∞
2 (λ)⊗N)0,
(3.18)
where Ξ
(N)
λ is the isomorphism of crystals given by Theorem 2.14, applied to the decom-
position Nλ = λ + · · ·+ λ (N times). Indeed, both of the maps ΣN and Ξ
(N)
λ ◦ Σ
′
N send
the element πλ to π
⊗N
λ , and have property (3.17). Since B
∞
2
0 (λ) ⊂ B
∞
2 (λ) is connected
and contains πλ, we conclude that the diagram above is commutative.
We define ΣN : QLS(λ) → QLS(λ)
⊗N and Σ′N : QLS(λ) → QLS(Nλ) in exactly the
same way as above; we deduce that these maps ΣN and Σ
′
N have the same properties as
(3.16) and (3.17), and that the following diagram is commutative:
QLS(λ)
Σ′N //
ΣN

QLS(Nλ)
Θ
(N)
λ
ww♦♦♦
♦♦
♦♦
♦♦
♦♦
QLS(λ)⊗N ,
(3.19)
where Θ
(N)
λ is the isomorphism of crystals given by Theorem 2.29 (2), applied to the
decomposition Nλ = λ+ · · ·+λ (N times). Moreover, the same argument as above shows
that the following diagram is commutative:
B
∞
2 (λ)
ΣN //
cl

B
∞
2 (λ)⊗N
cl⊗N

QLS(λ)
ΣN // QLS(λ)⊗N .
(3.20)
Now, let λ1, . . . , λn ∈ P
+, and set λ := λ1 + · · · + λn. Take Nλk ∈ Z≥1, 1 ≤ k ≤ n,
and Nλ ∈ Z≥1 as in (3.14), and let N ∈ Z≥1 be a common multiple of Nλ, Nλ1 , . . . , Nλn.
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In exactly the same way as above, we see that the following diagram is commutative:
B
∞
2
0 (λ)
Ξλ1,...,λn //
ΣN
 Σ′
N
❃
❃
❃
❃
❃
❃
❃
❃
❃
❃
❃
❃
❃
❃
❃
❃
❃
❃
❃
(B
∞
2 (λ1)⊗ · · · ⊗ B
∞
2 (λn))0
ΣN⊗···⊗ΣN

(B
∞
2 (λ)⊗N)0 (B
∞
2 (λ1)
⊗N ⊗ · · · ⊗ B
∞
2 (λn)
⊗N )0
B
∞
2
0 (Nλ),
Ξ
(N)
λ1,··· ,λn
44✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐Ξ
(N)
λ
gg◆◆◆◆◆◆◆◆◆◆
(3.21)
where the map Ξ
(N)
λ1,··· ,λn
is the isomorphism of crystals given by Theorem 2.14, applied to
the decomposition
Nλ = (λ1 + · · ·+ λ1︸ ︷︷ ︸
N times
) + · · ·+ (λn + · · ·+ λn︸ ︷︷ ︸
N times
); (3.22)
note that ΣN⊗· · ·⊗ΣN has the same properties as (3.16) and (3.17). Similarly, we obtain
the following commutative diagram:
QLS(λ)
Θλ1,...,λn //
ΣN

Σ′
N
❃
❃
❃
❃
❃
❃
❃
❃
❃
❃
❃
❃
❃
❃
❃
❃
❃
❃
❃
QLS(λ1)⊗ · · · ⊗QLS(λn))
ΣN⊗···⊗ΣN

QLS(λ)⊗N QLS(λ1)
⊗N ⊗ · · · ⊗QLS(λn)
⊗N
QLS(Nλ),
Θ
(N)
λ1,··· ,λn
44✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐Θ
(N)
λ
gg❖❖❖❖❖❖❖❖❖❖❖
(3.23)
where the map Θ
(N)
λ1,··· ,λn
is the isomorphism of crystals given by Theorem 2.29 (2), applied
to the decomposition (3.22).
3.4 Some lemmas concerning final directions.
Let λ ∈ P+, and take S = Sλ as in (2.14). For π ∈ B
∞
2 (λ) (resp., η ∈ QLS(λ)) and
i ∈ Iaf , we set e
max
i π := e
εi(pi)
i π (resp., e
max
i η := e
εi(η)
i η) and f
max
i π := f
ϕi(pi)
i π (resp.,
fmaxi η := f
ϕi(η)
i η). The next lemma follows from the definition of the root operator fi (see
also [NNS2, Remark 41]).
Lemma 3.9.
(1) Let π ∈ B
∞
2 (λ), and i ∈ Iaf . If 0 ≤ m < ϕi(π), then κ(f
m
i π) = κ(π). Also,
κ(fmaxi π) =
{
siκ(π) if 〈κ(π)λ, α
∨
i 〉 > 0,
κ(π) if 〈κ(π)λ, α∨i 〉 ≤ 0.
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(2) Let η ∈ QLS(λ), and i ∈ Iaf . If 0 ≤ m < ϕi(η), then κ(f
m
i η) = κ(η). Also,
κ(fmaxi η) =
{
⌊s˜iκ(η)⌋( 6= κ(η)) if 〈κ(η)λ, α
∨
i 〉 > 0,
κ(η) if 〈κ(η)λ, α∨i 〉 ≤ 0.
We can show the following lemma by Lemma 3.9, (2.44), and the definition of πη (cf.
[LNSSS1, Remark 4.4]).
Lemma 3.10. Let η ∈ QLS(λ), and i ∈ Iaf . Then
πfmi η = f
m
i πη for all 0 ≤ m < ϕi(η),
πfmaxi η =
{
fmaxi πη if i 6= 0, or if i = 0 and 〈κ(η)λ, α
∨
0 〉 ≤ 0,
fmax0 πη · T−κ(η)−1α˜∨0 if i = 0 and 〈κ(η)λ, α
∨
0 〉 > 0.
Lemma 3.11. Let w ∈ W . For each η ∈ QLS(λ), there exist i1, i2, . . . , in ∈ Iaf such
that fmaxin · · · f
max
i2
fmaxi1 η = η
⌊w◦⌋
λ , and (s˜ik−1 · · · s˜i2 s˜i1w)
−1α˜ik ∈ ∆
+ for all 1 ≤ k ≤ n.
Proof. It follows from [AK, Lemma 1.4] that there exist i1, i2, . . . , ia ∈ Iaf such that
(s˜ik−1 · · · s˜i2 s˜i1w)
−1α˜ik ∈ ∆
+ for all 1 ≤ k ≤ a, and s˜ia · · · s˜i2 s˜i1w = e; we set η
′ :=
fmaxia · · · f
max
i2
fmaxi1 η. Take ia+1, ia+2, . . . , ib ∈ I in such a way that w◦ = sib · · · sia+2sia+1 is
a reduced expression for w◦. Then, for a+ 1 ≤ k ≤ b,
(s˜ik−1 · · · s˜ia+1 s˜ia · · · s˜i1w︸ ︷︷ ︸
=e
)−1α˜ik = (s˜ik−1 · · · s˜ia+1)
−1α˜ik = sia+1 · · · sik−1αik ∈ ∆
+,
and s˜ib · · · s˜ia+1 s˜ia · · · s˜i1w = w◦. Here we recall that the crystal QLS(λ) = B(λ)cl is regular
in the sense that for every proper subset J $ I, it is isomorphic, as a crystal for Uq(gJ), to
the crystal basis of a finite-dimensional Uq(gJ)-module, where gJ is the (finite-dimensional)
Levi subalgebra of gaf corresponding to J (see [NS2, Proposition 3.1.3]). Therefore,
we deduce from [Kas3, Corollaire 9.1.4 (2)] that η′′ := fmaxib · · · f
max
ia+1
fmaxia · · · f
max
i1
η =
fmaxib · · · f
max
ia+1
η′ satisfies the condition that fiη
′′ = 0 for all i ∈ I.
We know from [LNSSS2, Sect. 4.5] that there exists a (unique) involution Lus :
QLS(λ) → QLS(λ) (called the Lusztig involution) such that wt(Lus(ψ)) = w◦wt(ψ) for
ψ ∈ QLS(λ), and Lus(eiψ) = fi Lus(ψ), Lus(fiψ) = ei Lus(ψ) for ψ ∈ QLS(λ) and i ∈ Iaf ;
by convention, we set Lus(0) := 0. Observe that Lus(ηλ) = η
⌊w◦⌋
λ . We see that ei Lus(η
′′) =
0 for all i ∈ I. It follows from [NS4, Proposition 4.3.1] that there exist ib+1, ib+2, . . . , in ∈
Iaf such that e
max
in
· · · emaxib+2e
max
ib+1
Lus(η′′) = ηλ, and (s˜ik−1 · · · s˜ib+2 s˜ib+1)
−1α˜ik ∈ ∆
− for all
b + 1 ≤ k ≤ n. Since Lus(ηλ) = η
⌊w◦⌋
λ and ei Lus(η
′′) = 0 for all i ∈ I, we have
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fmaxin · · · f
max
ib+2
fmaxib+1 η
′′ = η
⌊w◦⌋
λ , and (s˜ik−1 · · · s˜ib+2 s˜ib+1w◦)
−1α˜ik ∈ ∆
+ for all b + 1 ≤ k ≤ n.
Thus, the sequence i1, . . . , ia, ia+1, . . . , ib, ib+1, . . . , in ∈ Iaf satisfies the condition of the
assertion. This proves the lemma.
Lemma 3.12. Let λ1, . . . , λn ∈ P
+, and set λ := λ1 + · · · + λn. Take Sn := Sλn and
S = Sλ as in (2.14); note that S ⊂ Sn. Let η ∈ QLS(λ), and write Θλ1,...,λn(η) as
Θλ1,...,λn(η) = η1 ⊗ · · · ⊗ ηn for some ηk ∈ QLS(λk), 1 ≤ k ≤ n. Then, ⌊κ(η)⌋
Sn = κ(ηn).
Proof. We deduce from [NS4, Proposition 4.3.1] (along with Remark 2.27) that there
exists a monomial X = fimfim−1 · · · fi1 in root operators fi, i ∈ Iaf , such that η = Xηλ.
We prove the assertion of the lemma by induction on m. If m = 0, then the assertion is
obvious. Assume that m > 0, and set X ′ := fim−1 · · · fi1 and i := im; we have X = fiX
′.
We set η′ := X ′ηλ, and write X
′(ηλ1 ⊗ · · · ⊗ ηλn) = η
′
1 ⊗ · · · ⊗ η
′
n for some η
′
k ∈ QLS(λk),
1 ≤ k ≤ n. Note that η = fiη
′ and η1 ⊗ · · · ⊗ ηn = fi(η
′
1 ⊗ · · · ⊗ η
′
n). Hence
(a) ηn is identical to either η
′
n or fiη
′
n by the tensor product rule for crystals;
(b) if ηn = η
′
n (resp., ηn = fiη
′
n), then κ(ηn) is identical to κ(η
′
n) (resp., either κ(η
′
n) or
⌊s˜iκ(η
′
n)⌋
Sn).
Also, we claim that
(c) κ(η) = ⌊s˜iκ(η
′)⌋S 6= κ(η′) if and only if ϕi(η
′) = 1 and 〈κ(η′)λ, α∨i 〉 > 0;
(d) κ(ηn) = ⌊s˜iκ(η
′
n)⌋
Sn 6= κ(η′n) if and only if ϕi(η
′
1⊗· · ·⊗η
′
n) = 1 and 〈κ(η
′
n)λn, α
∨
i 〉 >
0.
Indeed, (c) is obvious by Lemma 3.9 (2). Let us show the “if” part of (d). Since
〈κ(η′n)λn, α
∨
i 〉 > 0, we see from the definition of fi that ϕi(η
′
n) ≥ 1. By the tensor product
rule for crystals, we have ϕi(η
′
n) ≤ ϕi(η
′
1 ⊗ · · · ⊗ η
′
n) = 1. Hence we obtain ϕi(η
′
n) = 1.
Suppose that ηn = η
′
n (see (a)). Then we have 1 = ϕi(η
′
n) = ϕi(ηn) ≤ ϕi(η1 ⊗ · · · ⊗ ηn),
which contradicts that ϕi(η1 ⊗ · · · ⊗ ηn) = ϕi(η
′
1 ⊗ · · · ⊗ η
′
n) − 1 = 0. Thus we have
ηn = fiη
′
n. Therefore, by Lemma 3.9 (2), we conclude that κ(ηn) = ⌊s˜iκ(η
′
n)⌋
Sn 6= κ(η′n).
Let us show the “only if” part of (d). If κ(ηn) = ⌊s˜iκ(η
′
n)⌋
Sn 6= κ(η′n), then we have
ηn = fiη
′
n (see (b)), ϕi(η
′
n) = 1, and 〈κ(η
′
n)λn, α
∨
i 〉 > 0 by Lemma 3.9 (2). Since
fi((η
′
1 ⊗ · · · ⊗ η
′
n−1) ⊗ η
′
n) = (η
′
1 ⊗ · · · ⊗ η
′
n−1) ⊗ fiη
′
n, we see by the tensor product
rule for crystals that ϕi(η
′
1 ⊗ · · · ⊗ η
′
n−1) ≤ εi(ηn) = ϕi(η
′
n) − 〈wt η
′
n, α
∨
i 〉, and hence
ϕi(η
′
1 ⊗ · · · ⊗ η
′
n−1 ⊗ η
′
n) = max
{
ϕi(η
′
n), ϕi(η
′
1 ⊗ · · · ⊗ η
′
n−1) + 〈wt η
′
n, α
∨
i 〉
}
= ϕi(η
′
n) = 1.
This shows (d). Finally, by the induction hypothesis, we have
⌊κ(η′)⌋Sn = κ(η′n). (3.24)
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Case 1. Assume that κ(η) = κ(η′); it suffices to show that κ(η′n) = κ(ηn). We see by
(c) that 〈κ(η′)λ, α∨i 〉 ≤ 0 or ϕi(η
′) ≥ 2. If 〈κ(η′)λ, α∨i 〉 ≤ 0, then it follows from (3.24)
that 〈κ(η′n)λn, α
∨
i 〉 ≤ 0, which implies that κ(ηn) = κ(η
′
n) by (d). If ϕi(η
′) ≥ 2, then we
have ϕi(η
′
1 ⊗ · · · ⊗ η
′
n) ≥ 2, and hence κ(η
′
n) = κ(ηn) by (d).
Case 2. Assume that κ(η) = ⌊s˜iκ(η
′)⌋S 6= κ(η′); we see that
⌊κ(η)⌋Sn = ⌊⌊s˜iκ(η
′)⌋S⌋Sn = ⌊s˜iκ(η
′)⌋Sn = ⌊s˜i⌊κ(η
′)⌋Sn⌋Sn
(3.24)
= ⌊s˜iκ(η
′
n)⌋
Sn. (3.25)
Also, by (c), we have ϕi(η
′) = 1 and 〈κ(η′)λ, α∨i 〉 > 0. Hence, ϕi(η
′
1⊗· · ·⊗η
′
n) = ϕi(η
′) = 1.
We see that 〈κ(η′n)λn, α
∨
i 〉
(3.24)
= 〈κ(η′)λn, α
∨
i 〉 ≥ 0 since 〈κ(η
′)λ, α∨i 〉 > 0 implies that
κ(η′)−1α˜i ∈ ∆
+. If 〈κ(η′n)λn, α
∨
i 〉 > 0, then we have κ(ηn) = ⌊s˜iκ(η
′
n)⌋
Sn by (d), and hence
⌊κ(η)⌋Sn = κ(ηn) by (3.25). If 〈κ(η
′
n)λn, α
∨
i 〉 = 0, then we have ⌊s˜iκ(η
′
n)⌋
Sn = κ(η′n), and
also κ(ηn) = κ(η
′
n) by (d). Therefore, by (3.25), ⌊κ(η)⌋
Sn = κ(η′n) = κ(ηn). This proves
the lemma.
3.5 Proof of Theorem 3.2.
Proposition 3.13. Let λ, µ ∈ P+, and take Sλ, Sµ, Sλ+µ ⊂ I as in (2.14); note that
Sλ+µ = Sλ ∩ Sµ. Let η1 ∈ QLS(λ), and let η2 = η
v
µ = (v; 0, 1) ∈ QLS(µ) with v ∈ W
Sµ.
We set η := Θ−1λµ(η1 ⊗ η2) ∈ QLS(λ+ µ). Then, for every w ∈ W ,
Ξλµ(πη · Twt(w⇒κ(η))) = πη1 · Twt(v˜w⇒κ(η1))+wt(w⇒v˜w) ⊗ πη2 · Twt(w⇒v˜w), (3.26)
where v˜w := min(vWSµ,≤w); note that πη2 = π
v
µ = (v; 0, 1).
Proof. By Lemma 3.11, there exist i1, i2, . . . , in ∈ Iaf such that f
max
in
· · · fmaxi2 f
max
i1
η =
η
⌊w◦⌋
Sλ+µ
λ+µ , and (s˜ik−1 · · · s˜i2 s˜i1w)
−1α˜ik ∈ ∆
+ for all 1 ≤ k ≤ n. We prove the assertion of
the proposition by induction on n. Assume that n = 0; we have η = η
⌊w◦⌋
Sλ+µ
λ+µ . By [NS2,
Lemma 3.19 (3)], we deduce that Θλµ(η
⌊w◦⌋
Sλ+µ
λ+µ ) = η
⌊w◦⌋Sλ
λ ⊗η
⌊w◦⌋Sµ
µ , and hence η1 = η
⌊w◦⌋Sλ
λ
and η2 = η
⌊w◦⌋Sµ
µ ; in particular, κ(η) = ⌊w◦⌋
Sλ+µ, κ(η1) = ⌊w◦⌋
Sλ , and v = ⌊w◦⌋
Sµ . Also,
we have πη = π
⌊w◦⌋
Sλ+µ
λ+µ , πη1 = π
⌊w◦⌋Sλ
λ , and πη2 = π
⌊w◦⌋
Sµ
µ . By Lemma 2.21, we have
wt(w ⇒ κ(η)) = wt(w ⇒ ⌊w◦⌋
Sλ+µ) ≡ wt(w ⇒ w◦) mod Q
∨
Sλ+µ
. Since w◦ is greater than
or equal to w in the (ordinary) Bruhat order on W , there exists a (shortest) directed
path in QBG(W ) from w to w◦ whose edges are all Bruhat edges. Hence we obtain
wt(w ⇒ w◦) = 0, so that wt(w ⇒ κ(η)) ∈ Q
∨
Sλ+µ
. Therefore, by Lemma 2.1 (3), the left-
hand side of (3.26) is equal to Ξλµ(π
⌊w◦⌋
Sλ+µ
λ+µ ). Since v˜w ∈ vWSµ = w◦WSµ, it follows from
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Lemma 2.21 that wt(w ⇒ v˜w) ≡ wt(w ⇒ w◦) mod Q
∨
Sµ
. Since wt(w ⇒ w◦) = 0 as seen
above, we have wt(w ⇒ v˜w) ∈ Q
∨
Sµ
. Therefore, by Lemma 2.1 (3), the second factor of the
right-hand side of (3.26) is equal to π
⌊w◦⌋Sµ
µ . Similarly, since κ(η1) = ⌊w◦⌋
Sλ ∈ w◦WSλ ,
we see by Lemmas 2.21 and 2.1 (3) that the first factor of the right-hand side of (3.26) is
equal to
πη1 · Twt(v˜w⇒κ(η1))+wt(w⇒v˜w) = πη1 · Twt(v˜w⇒w◦)+wt(w⇒v˜w).
Since v˜w ≤w w◦ by the definition of v˜w, we have wt(w ⇒ w◦) = wt(w ⇒ v˜w) + wt(v˜w ⇒
w◦). Since wt(w ⇒ w◦) = 0 as seen above, we conclude that the first factor of the
right-hand side of (3.26) is equal to π
⌊w◦⌋Sλ
λ . Thus, equation (3.26) reduces to:
Ξλµ(π
⌊w◦⌋
Sλ+µ
λ+µ ) = π
⌊w◦⌋Sλ
λ ⊗ π
⌊w◦⌋Sµ
µ . (3.27)
This equality is verified by using Lemmas 2.1 (1), 2.11, and 2.16 as follows:
Ξλµ(π
⌊w◦⌋
Sλ+µ
λ+µ ) = Ξλµ(w◦ · πλ+µ) = (w◦ · πλ)⊗ (w◦ · πµ) = π
⌊w◦⌋Sλ
λ ⊗ π
⌊w◦⌋Sµ
µ .
This proves the assertion in the case n = 0.
Assume that n > 0. For simplicity of notation, we set i := i1, η
′ := fmaxi1 η = f
max
i η,
and w′ := s˜i1w = s˜iw. Note that ϕi(η2) = max{〈vµ, α
∨
i 〉, 0}, and
fmaxi η2 =
{
(⌊s˜iv⌋
Sµ ; 0, 1) if 〈vµ, α∨i 〉 > 0,
(v; 0, 1) if 〈vµ, α∨i 〉 ≤ 0;
see, e.g., [Kas3, Lemma 8.2.7]. We see by the tensor product rule for crystals, along with
these equalities, that
ϕi(η) = ϕi(η1 ⊗ η2) =

ϕi(η1) + 〈vµ, α
∨
i 〉 if 〈vµ, α
∨
i 〉 > 0,
ϕi(η1) if 〈vµ, α
∨
i 〉 = 0,
max{ϕi(η1) + 〈vµ, α
∨
i 〉, 0} if 〈vµ, α
∨
i 〉 < 0,
(3.28)
and
Θλµ(f
max
i η) = f
max
i (η1 ⊗ η2) =

fmaxi η1 ⊗ f
max
i η2 if 〈vµ, α
∨
i 〉 > 0,
fmaxi η1 ⊗ η2 if 〈vµ, α
∨
i 〉 = 0,
f
ϕi(η)
i η1 ⊗ η2 if 〈vµ, α
∨
i 〉 < 0,
=

fmaxi η1 ⊗ (⌊s˜iv⌋
Sµ ; 0, 1) if 〈vµ, α∨i 〉 > 0,
fmaxi η1 ⊗ (v; 0, 1) if 〈vµ, α
∨
i 〉 = 0,
f
ϕi(η)
i η1 ⊗ (v; 0, 1) if 〈vµ, α
∨
i 〉 < 0.
(3.29)
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We define η′1 ∈ QLS(λ) and η
′
2 ∈ QLS(µ) by: η
′
1 ⊗ η
′
2 = Θλµ(η
′) = Θλµ(f
max
i η) =
fmaxi (η1⊗ η2). By (3.29), we can apply our induction hypothesis to Θλµ(η
′) = η′1⊗ η
′
2 and
w′ = s˜iw to obtain
Ξλµ(πη′ · Twt(w′⇒κ(η′))) = πη′1 · Twt(v˜′w′⇒κ(η
′
1))+wt(w
′⇒v˜′
w′
) ⊗ πη′2 · Twt(w′⇒v˜′w′ ), (3.30)
where
v′ :=
{
⌊s˜iv⌋
Sµ if 〈vµ, α∨i 〉 > 0,
v if 〈vµ, α∨i 〉 ≤ 0,
and v˜′w′ := min(v
′WSµ ,≤w′).
Claim 3.13.1. It holds that
πη′ · Twt(w′⇒κ(η′)) = f
max
i πη · Twt(w⇒κ(η))−δi0w−1α˜∨0 . (3.31)
Proof of Claim 3.13.1. Assume first that 〈κ(η)(λ+µ), α∨i 〉 > 0; we see from Lemma 3.9 (2)
that κ(η′) = κ(fmaxi η) = ⌊s˜iκ(η)⌋
Sλ+µ. It follows from Lemma 2.21 that wt(w′ ⇒ κ(η′)) =
wt(s˜iw ⇒ ⌊s˜iκ(η)⌋
Sλ+µ) ≡ wt(s˜iw ⇒ s˜iκ(η)) mod Q
∨
Sλ+µ
. Hence, πη′ · Twt(w′⇒κ(η′)) =
πη′ · Twt(s˜iw⇒s˜iκ(η)) by Lemma 2.1 (3). Since κ(η)
−1α˜i ∈ ∆
+ and w−1α˜i ∈ ∆
+, we see from
Lemma 3.4 (2) that wt(s˜iw ⇒ s˜iκ(η)) = wt(w ⇒ κ(η))− δi0w
−1α˜∨0 + δi0κ(η)
−1α˜∨0 . Also,
we have πη′ = πfmaxi η = f
max
i πη · T−δi0κ(η)−1α˜∨0 by Lemma 3.10 and the assumption that
〈κ(η)(λ+ µ), α∨i 〉 > 0. Combining these equalities, we obtain (3.31).
Assume next that 〈κ(η)(λ + µ), α∨i 〉 ≤ 0; we see from Lemma 3.9 (2) that κ(η
′) =
κ(fmaxi η) = κ(η). We claim that there exists z ∈ WSλ+µ such that (κ(η
′)z)−1α˜i =
(κ(η)z)−1α˜i ∈ ∆
−. Indeed, since 〈κ(η)(λ + µ), α∨i 〉 ≤ 0, we see that α := κ(η
′)−1α˜i =
κ(η)−1α˜i ∈ ∆
− ∪∆Sλ+µ. If α ∈ ∆
− (resp., α ∈ ∆+Sλ+µ), then z = e (resp., z = sα) satisfies
the condition that z−1α ∈ ∆−. By Lemma 2.21, we have
wt(w′ ⇒ κ(η′)) = wt(s˜iw ⇒ κ(η)) ≡ wt(s˜iw ⇒ κ(η)z) mod Q
∨
Sλ+µ
.
Since w−1α˜i ∈ ∆
+ and (κ(η)z)−1α˜i ∈ ∆
−, it follows from Lemma 3.4 (1) that wt(s˜iw ⇒
κ(η)z) = wt(w ⇒ κ(η)z) − δi0w
−1α˜∨0 . Also, it follows from Lemma 2.21 that wt(w ⇒
κ(η)z) ≡ wt(w ⇒ κ(η)) mod Q∨Sλ+µ. Therefore, we have
wt(w′ ⇒ κ(η′)) ≡ wt(w ⇒ κ(η))− δi0w
−1α˜∨0 mod Q
∨
Sλ+µ
,
and hence πη′ · Twt(w′⇒κ(η′)) = πη′ · Twt(w⇒κ(η))−δi0w−1α˜∨0 by Lemma 2.1 (3). Because πη′ =
πfmaxi η = f
max
i πη by Lemma 3.10 and the assumption that 〈κ(η)(λ + µ), α
∨
i 〉 ≤ 0, we
obtain (3.31). This proves Claim 3.13.1.
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Claim 3.13.2. It holds that
πη′2 · Twt(w′⇒v˜′w′ ) =
{
fmaxi πη2 · Twt(w⇒v˜w)−δi0w−1α˜∨0 if 〈vµ, α
∨
i 〉 > 0,
πη2 · Twt(w⇒v˜w)−δi0w−1α˜∨0 if 〈vµ, α
∨
i 〉 ≤ 0.
(3.32)
Proof of Claim 3.13.2. Assume first that 〈vµ, α∨i 〉 > 0; note that v
−1α˜i ∈ ∆
+ \ ∆+Sµ
and v′ = ⌊s˜iv⌋
Sµ , so that v˜′w′ = min(s˜ivWSµ ,≤s˜iw). Since w
−1α˜i ∈ ∆
+, we deduce from
Lemma 3.6 (1) that v˜′w′ = s˜iv˜w. Since w
−1α˜i ∈ ∆
+ and v˜−1w α˜i ∈ ∆
+, it follows from
Lemma 3.4 (2) that
wt(w′ ⇒ v˜′w′) = wt(s˜iw ⇒ s˜iv˜w) = wt(w ⇒ v˜w)− δi0w
−1α˜∨0 + δi0v˜
−1
w α˜
∨
0 . (3.33)
Since v˜w ∈ vWSµ , we have v˜
−1
w α˜
∨
0 ≡ v
−1α˜∨0 mod Q
∨
Sµ
. Hence
wt(w′ ⇒ v˜′w′) ≡ wt(w ⇒ v˜w)− δi0w
−1α˜∨0 + δi0v
−1α˜∨0 mod Q
∨
Sµ
.
Because η2 = (v; 0, 1) ∈ QLS(µ) with 〈vµ, α
∨
i 〉 > 0, and η
′
2 = f
max
i η2 (see (3.29)), we have
πη′2 = πfmaxi η2 = f
max
i πη2 · T−δi0v−1α˜∨0 by Lemma 3.10. Therefore, we see that
πη′2 · Twt(w′⇒v˜′w′ ) = f
max
i πη2 · T−δi0v−1α˜∨0+wt(w⇒v˜w)−δi0w−1α˜∨0+δi0v˜
−1
w α˜
∨
0
= fmaxi πη2 · T−δi0v−1α˜∨0+wt(w⇒v˜w)−δi0w−1α˜∨0+δi0v−1α˜∨0 by Lemma 2.1 (3)
= fmaxi πη2 · Twt(w⇒v˜w)−δi0w−1α˜∨0 .
Assume next that 〈vµ, α∨i 〉 ≤ 0; note that v
−1α˜i ∈ ∆
− ∪ ∆Sµ and v
′ = v, so that
v˜′w′ = min(vWSµ,≤s˜iw). We claim that
wt(w′ ⇒ v˜′w′) =
wt(w ⇒ v˜w)− δi0w
−1α˜∨0 if v
−1α˜i ∈ ∆
− \∆−Sµ ,
wt(w ⇒ v˜w)− δi0w
−1α˜∨0 if v
−1α˜i ∈ ∆Sµ and (v˜
′
w′)
−1α˜i ∈ ∆
+,
wt(w ⇒ v˜w)− δi0w
−1α˜∨0 + δi0v˜
−1
w α˜
∨
0 if v
−1α˜i ∈ ∆Sµ and (v˜
′
w′)
−1α˜i ∈ ∆
−.
(3.34)
Indeed, since w−1α˜i ∈ ∆
+, we deduce from Lemma 3.6 (2) and (3) that
v˜′w′ =

v˜w if v
−1α˜i ∈ ∆
− \∆−Sµ ,
v˜w if v
−1α˜i ∈ ∆Sµ and (v˜
′
w′)
−1α˜i ∈ ∆
+,
s˜iv˜w if v
−1α˜i ∈ ∆Sµ and (v˜
′
w′)
−1α˜i ∈ ∆
−.
(3.35)
In the first case, we have v˜−1w α˜i ∈ ∆
− since v˜w ∈ vWSµ . Also, recall that w
−1α˜i ∈ ∆
+. It
follows from Lemma 3.4 (1) that wt(w′ ⇒ v˜′w′) = wt(s˜iw ⇒ v˜w) = wt(w ⇒ v˜w)−δi0w
−1α˜∨0 .
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In the third case, since w−1α˜i ∈ ∆
+ and v˜−1w α˜i ∈ ∆
+, by the same argument as for (3.33),
we deduce that wt(w′ ⇒ v˜′w′) = wt(w ⇒ v˜w) − δi0w
−1α˜∨0 + δi0v˜
−1
w α˜
∨
0 . Let us consider
the second case. Since v˜−1w α˜i ∈ ∆
+, we see by Lemma 3.5 that v˜w
v˜−1w α˜i−−−−→ s˜iv˜w is a
directed edge of QBG(W ); in particular, wt(v˜w ⇒ s˜iv˜w) = δi0v˜
−1
w α˜
∨
0 . Because v˜w = v˜
′
w′ =
min(v′WSµ,≤w′) = min(vWSµ,≤s˜iw), and because s˜iv˜w ∈ vWSµ in this case, we have
v˜w ≤s˜iw s˜iv˜w, and hence
wt(s˜iw ⇒ s˜iv˜w) = wt(s˜iw ⇒ v˜w)︸ ︷︷ ︸
=wt(w′⇒v˜′
w′
)
+wt(v˜w ⇒ s˜iv˜w)︸ ︷︷ ︸
=δi0v˜
−1
w α˜
∨
0
.
By the same argument as for (3.33), we deduce that wt(s˜iw ⇒ s˜iv˜w) = wt(w ⇒ v˜w) −
δi0w
−1α˜∨0 + δi0v˜
−1
w α˜
∨
0 . Hence we obtain wt(w
′ ⇒ v˜′w′) = wt(w ⇒ v˜w) − δi0w
−1α˜∨0 . This
shows (3.34).
Now, we remark that if v−1α˜i ∈ ∆Sµ, then δi0v˜
−1
w α˜
∨
0 ∈ Q
∨
Sµ
. Hence we see by (3.34)
that wt(w′ ⇒ v˜′w′) ≡ wt(w ⇒ v˜w) − δi0w
−1α˜∨0 mod Q
∨
Sµ
. Also, recall that η′2 = η2 in the
case that 〈vµ, α∨i 〉 ≤ 0. Therefore, we obtain πη′2 · Twt(w′⇒v˜′w′ ) = πη2 · Twt(w⇒v˜w)−δi0w−1α˜
∨
0
by Lemma 2.1 (3). Thus we have shown Claim 3.13.2.
Claim 3.13.3. It holds that
πη′1 · Twt(v˜′w′⇒κ(η
′
1))+wt(w
′⇒v˜′
w′
)
=
{
fmaxi πη1 · Twt(v˜w⇒κ(η1))+wt(w⇒v˜w)−δi0w−1α˜∨0 if 〈vµ, α
∨
i 〉 ≥ 0,
f
ϕi(η)
i πη1 · Twt(v˜w⇒κ(η1))+wt(w⇒v˜w)−δi0w−1α˜∨0 if 〈vµ, α
∨
i 〉 < 0.
(3.36)
Proof of Claim 3.13.3. We know from (3.33) and (3.34) that
wt(w′ ⇒ v˜′w′) =
wt(w ⇒ v˜w)− δi0w
−1α˜∨0 + δi0v˜
−1
w α˜
∨
0 if v
−1α˜i ∈ ∆
+ \∆+Sµ ,
wt(w ⇒ v˜w)− δi0w
−1α˜∨0 if v
−1α˜i ∈ ∆
− \∆−Sµ ,
wt(w ⇒ v˜w)− δi0w
−1α˜∨0 if v
−1α˜i ∈ ∆Sµ and (v˜
′
w′)
−1α˜i ∈ ∆
+,
wt(w ⇒ v˜w)− δi0w
−1α˜∨0 + δi0v˜
−1
w α˜
∨
0 if v
−1α˜i ∈ ∆Sµ and (v˜
′
w′)
−1α˜i ∈ ∆
−.
(3.37)
Case 1. Assume that 〈vµ, α∨i 〉 ≥ 0; note that v
−1α˜i ∈ ∆
+ ∪∆Sµ . Since η
′
1 = f
max
i η1 in
this case (see (3.29)), we see that if 〈κ(η1)λ, α
∨
i 〉 > 0 (resp., ≤ 0), then κ(η
′
1) = ⌊s˜iκ(η1)⌋
Sλ
(resp., κ(η′1) = κ(η1)) by Lemma 3.9 (2). Also, we deduce from Lemma 3.10 that
πη′1 = πfmaxi η1 =
{
fmaxi πη1 · T−δi0κ(η1)−1α˜∨0 if 〈κ(η1)λ, α
∨
i 〉 > 0,
fmaxi πη1 if 〈κ(η1)λ, α
∨
i 〉 ≤ 0.
(3.38)
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Since w−1α˜i ∈ ∆
+, it follows from Lemma 3.6 (1) and (3) that
v˜′w′ =
{
s˜iv˜w in Cases 1a and 1c,
v˜w in Case 1b,
where
Case 1a: v−1α˜i ∈ ∆
+ \∆+Sµ ;
Case 1b: v−1α˜i ∈ ∆Sµ and (v˜
′
w′)
−1α˜i ∈ ∆
+;
Case 1c: v−1α˜i ∈ ∆Sµ and (v˜
′
w′)
−1α˜i ∈ ∆
−;
notice that v˜−1w α˜i ∈ ∆
+ in all of these cases.
Now, assume first that 〈κ(η1)λ, α
∨
i 〉 > 0; note that κ(η1)
−1α˜i ∈ ∆
+. Then we see by
Lemmas 3.4 and 2.21 that
wt(v˜′w′ ⇒ κ(η
′
1)) ≡
{
wt(s˜iv˜w ⇒ s˜iκ(η1)) mod Q
∨
Sλ
in Cases 1a and 1c,
wt(v˜w ⇒ s˜iκ(η1)) mod Q
∨
Sλ
in Case 1b,
=
{
wt(v˜w ⇒ κ(η1))− δi0v˜
−1
w α˜
∨
0 + δi0κ(η1)
−1α˜∨0 in Cases 1a and 1c,
wt(v˜w ⇒ κ(η1)) + δi0κ(η1)
−1α˜∨0 in Case 1b.
(3.39)
Combining (3.37), (3.38), and (3.39), along with Lemma 2.1 (3), we obtain (3.36) in this
case. Assume next that 〈κ(η1)λ, α
∨
i 〉 ≤ 0; note that κ(η1)
−1α˜i ∈ ∆
− ∪∆Sλ . In Case 1b,
we have
wt(v˜′w′ ⇒ κ(η
′
1)) = wt(v˜w ⇒ κ(η1)). (3.40)
By (3.37), (3.38), (3.40), we obtain (3.36) in this case. Let us consider Cases 1a and 1c.
By the same argument as in the proof of Claim 3.13.1, we see that there exists z ∈ WSλ
such that (κ(η1)z)
−1α˜i ∈ ∆
−. Then we see by Lemmas 2.21 and 3.4 that
wt(v˜′w′ ⇒ κ(η
′
1)) = wt(s˜iv˜w ⇒ κ(η1)) ≡ wt(s˜iv˜w ⇒ κ(η1)z)
= wt(v˜w ⇒ κ(η1)z)− δi0v˜
−1
w α˜
∨
0
≡ wt(v˜w ⇒ κ(η1))− δi0v˜
−1
w α˜
∨
0 mod Q
∨
Sλ
. (3.41)
By (3.37), (3.38), (3.41), along with Lemma 2.1 (3), we obtain (3.36) also in this case.
Case 2. Assume that v−1α˜i ∈ ∆
− \ ∆−Sµ ; note that 〈vµ, α
∨
i 〉 < 0. Recall that η
′
1 =
f
ϕi(η)
i η1 (see (3.29)); by (3.28), we see that ϕi(η) = 0 or ϕi(η) < ϕi(η1). In both cases,
we deduce from Lemma 3.9 (2) and Lemma 3.10 that κ(η′1) = κ(η1) and πη′1 = f
ϕi(η)
i πη1 .
Recall that v′ = v, and hence v˜′w′ = min(vWSµ ,≤s˜iw) in this case. Since w
−1α˜i ∈ ∆
+,
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we see from Lemma 3.6 (2) that v˜′w′ = v˜w. Hence we obtain wt(v˜
′
w′ ⇒ κ(η
′
1)) = wt(v˜w ⇒
κ(η1)). By this equality, (3.37), and πη′1 = f
ϕi(η)
i πη1 , we obtain (3.36). Thus we have
shown Claim 3.13.3.
Substituting (3.31), (3.32), (3.36) into (3.30), and then using Lemma 2.17, we deduce
that
Ξλµ(f
max
i πη · Twt(w⇒κ(η))) =
fmaxi πη1 · Twt(v˜w⇒κ(η1))+wt(w⇒v˜w) ⊗ f
max
i πη2 · Twt(w⇒v˜w) if 〈vµ, α
∨
i 〉 > 0,
fmaxi πη1 · Twt(v˜w⇒κ(η1))+wt(w⇒v˜w) ⊗ πη2 · Twt(w⇒v˜w) if 〈vµ, α
∨
i 〉 = 0,
f
ϕi(η)
i πη1 · Twt(v˜w⇒κ(η1))+wt(w⇒v˜w) ⊗ πη2 · Twt(w⇒v˜w) if 〈vµ, α
∨
i 〉 < 0.
(3.42)
Here we see from (2.26) and (2.44) that ϕi(πη · Twt(w⇒κ(η))) = ϕi(η). Hence the left-hand
side of (3.42) is equal to f
ϕi(η)
i Ξλµ(πη · Twt(w⇒κ(η))). Similarly, it is easily verified, using
(2.26), (2.44), and the tensor product rule for crystals, that
ϕi(πη1 · Twt(v˜w⇒κ(η1))+wt(w⇒v˜w) ⊗ πη2 · Twt(w⇒v˜w)) = ϕi(η1 ⊗ η2) = ϕi(η).
Furthermore, we deduce by the tensor product rule for crystals that the right-hand side
of (3.42) is equal to
fmaxi (πη1 · Twt(v˜w⇒κ(η1))+wt(w⇒v˜w) ⊗ πη2 · Twt(w⇒v˜w))
= f
ϕi(η)
i (πη1 · Twt(v˜w⇒κ(η1))+wt(w⇒v˜w) ⊗ πη2 · Twt(w⇒v˜w)).
Therefore, we obtain
f
ϕi(η)
i Ξλµ(πη · Twt(w⇒κ(η))) = f
ϕi(η)
i (πη1 · Twt(v˜w⇒κ(η1))+wt(w⇒v˜w) ⊗ πη2 · Twt(w⇒v˜w)),
and hence Ξλµ(πη · Twt(w⇒κ(η))) = πη1 · Twt(v˜w⇒κ(η1))+wt(w⇒v˜w) ⊗ πη2 · Twt(w⇒v˜w), as desired.
This completes the proof of Proposition 3.13.
Proposition 3.14. Let λ1, . . . , λn ∈ P
+, and set λ := λ1 + · · · + λn. Take Sk := Sλk ,
1 ≤ k ≤ n, and S = Sλ as in (2.14). Let vk ∈ W
Sλk for 1 ≤ k ≤ n, and set
η := Θ−1λ1,...,λn(η
v1
λ1
⊗ · · · ⊗ ηvnλn) ∈ QLS(λ).
Let w ∈ W . We define{
v˜n+1 := w, v˜k := min(vkWSk ,≤v˜k+1) for 1 ≤ k ≤ n,
ξn := wt(v˜n+1 ⇒ v˜n), ξk := ξk+1 + wt(v˜k+1 ⇒ v˜k) for 1 ≤ k ≤ n− 1.
Then the following equality holds:
Ξλ1,...,λn(πη · Twt(w⇒κ(η))) = (π
v1
λ1
· Tξ1)⊗ · · · ⊗ (π
vn
λn
· Tξn). (3.43)
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Proof. We prove the assertion of the proposition by induction on n. Assume that n = 1.
In this case, both Ξλ1,...,λn and Θλ1,...,λn are the identity map. Hence, η = η
v1
λ1
, and πη = π
v1
λ1
.
By Lemma 2.21, we have ξ1 = wt(w ⇒ v˜1) ≡ wt(w ⇒ v1) = wt(w ⇒ κ(η)) mod Q
∨
S1
.
Therefore, we obtain πη · Twt(w⇒κ(η)) = πη · Tξ1 = π
v1
λ1
· Tξ1 by Lemma 2.1 (3). This proves
the assertion for the case n = 1.
Assume that n > 1; for simplicity of notation, we set λ′ := λ1+· · ·+λn−1. We see from
Remarks 2.15 and 2.30 that the following diagrams (3.44) and (3.45) are commutative:
QLS(λ)
Θλ1,...,λn //
Θλ′,λn

QLS(λ1)⊗ · · · ⊗QLS(λn)
QLS(λ′)⊗QLS(λn),
Θλ1,...,λn−1⊗id
44❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤
(3.44)
B
∞
2
0 (λ)
Ξλ1,...,λn //
Ξλ′,λn

(B
∞
2 (λ1)⊗ · · · ⊗ B
∞
2 (λn))0
(B
∞
2 (λ′)⊗ B
∞
2 (λn))0.
Ξλ1,...,λn−1⊗id
44❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤
(3.45)
Now, we set η′ := Θ−1λ1,...,λn−1(η
v1
λ1
⊗ · · · ⊗ ηvn−1λn−1) ∈ QLS(λ
′); by the commutative diagram
(3.44), we see that Θ−1λ′,λn(η
′⊗ ηvnλn) = η. Therefore, we deduce from Proposition 3.13 that
Ξλ′,λn(πη · Twt(w⇒κ(η))) = πη′ · Twt(v˜n⇒κ(η′))+wt(w⇒v˜n) ⊗ π
vn
λn
· Twt(w⇒v˜n); (3.46)
note that wt(w ⇒ v˜n) = ξn. Also, by the induction hypothesis (applied to η
′ ∈ QLS(λ′)
and v˜n ∈ W ), we have
Ξλ1,...,λn−1(πη′ · Twt(v˜n⇒κ(η′))+wt(w⇒v˜n))
=
(
Ξλ1,...,λn−1(πη′ · Twt(v˜n⇒κ(η′)))
)
· Twt(w⇒v˜n) by Lemma 2.17
=
(
(πv1λ1 · Tξ1−wt(w⇒v˜n))⊗ · · · ⊗ (π
vn−1
λn−1
· Tξn−1−wt(w⇒v˜n))
)
· Twt(w⇒v˜n)
= (πv1λ1 · Tξ1)⊗ · · · ⊗ (π
vn−1
λn−1
· Tξn−1).
Therefore, by the commutative diagram (3.45), we obtain
Ξλ1,...,λn(πη · Twt(w⇒κ(η))) = ((Ξλ1,...,λn−1 ⊗ id) ◦ Ξλ′,λn)(πη · Twt(w⇒κ(η)))
= (πv1λ1 · Tξ1)⊗ · · · ⊗ (π
vn
λn
· Tξn),
as desired. This proves the proposition.
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Proof of Theorem 3.2. Take Nλ, Nµ, Nλ+µ as in (3.14), and let N be a common multiple
of Nλ, Nµ, Nλ+µ. We deduce from (3.21) and (3.23) that the following diagrams are
commutative:
B
∞
2
0 (λ+ µ)
Ξλµ //
ΣN
 Σ′N
""❋
❋❋
❋❋
❋❋
❋❋
❋❋
❋❋
❋❋
❋❋
❋❋
❋❋
❋
(B
∞
2 (λ)⊗ B
∞
2 (µ))0
ΣN⊗ΣN

(B
∞
2 (λ+ µ)⊗N)0 (B
∞
2 (λ)⊗N ⊗ B
∞
2 (µ)⊗N)0
B
∞
2
0 (Nλ +Nµ),
Ξ
(N)
λµ
44❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥Ξ(N)
λ+µ
ii❘❘❘❘❘❘❘❘❘❘❘❘❘
(3.47)
QLS(λ+ µ)
Θλµ //
ΣN

Σ′
N
##❋
❋❋
❋❋
❋❋
❋❋
❋❋
❋❋
❋❋
❋❋
❋❋
❋❋
❋❋
QLS(λ)⊗QLS(µ)
ΣN⊗ΣN

QLS(λ+ µ)⊗N QLS(λ)⊗N ⊗QLS(µ)⊗N
QLS(Nλ +Nµ),
Θ
(N)
λµ
44✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐Θ
(N)
λ+µ
ii❙❙❙❙❙❙❙❙❙❙❙❙❙❙
(3.48)
By the commutative diagram (3.47), it suffices to show that
(Ξ
(N)
λµ ◦ Σ
′
N)(
cf. LHS of (3.4)︷ ︸︸ ︷
πη · Twt(w⇒κ(η)))
= (ΣN ⊗ ΣN )(πη1 · Twt(ι(η2,w)⇒κ(η1))+ζ(η2,w) ⊗ πη2 · Twt(w⇒κ(η2))︸ ︷︷ ︸
RHS of (3.4)
)
(3.49)
First we compute the left-hand side of (3.49). We set η′ := Σ′N (η) ∈ QLS(Nλ+Nµ); note
that κ(η′) = κ(η). By the commutative diagrams (2.50) and (3.20), and the definition of
Σ′N , we see that
Σ′N(πη · Twt(w⇒κ(η))) = Σ
′
N(πη) · Twt(w⇒κ(η)) = πη′ · Twt(w⇒κ(η′)).
Hence the left-hand side of (3.49) is identical to Ξ
(N)
λµ (πη′ · Twt(w⇒κ(η′))).
Next we compute the right-hand side of (3.49). Assume that η1 ∈ QLS(λ) and η2 ∈
QLS(µ) are of the forms:
η1 = (u1, . . . , up; τ0, τ1, . . . , τp), η2 = (v1, . . . , vs; σ0, σ1, . . . , σs),
respectively. We define{
v˜(η2, w) = (v˜1, . . . , v˜s, v˜s+1 = w),
v˜(η1, v˜1) = (u˜1, . . . , u˜p, u˜p+1 = v˜1),
and
{
ξ˜(η2, w) = (ξ˜1, . . . , ξ˜s),
ξ˜(η1, v˜1) = (γ˜1, . . . , γ˜p),
(3.50)
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as in (3.2) and (3.3), respectively; recall that ι(η2, w) = v˜1 and ζ(η2, w) = ξ˜1. We claim
that
πη1 · Twt(ι(η2,w)⇒κ(η1))+ζ(η2,w) = (u1Π
Sλ(t
γ˜1+ξ˜1
), . . . , upΠ
Sλ(t
γ˜p+ξ˜1
); τ0, τ1, . . . , τp), (3.51)
πη2 · Twt(w⇒κ(η2)) = (v1Π
Sµ(t
ξ˜1
), . . . , vsΠ
Sµ(t
ξ˜s
); σ0, σ1, . . . , σs). (3.52)
Let us show (3.52); the proof of (3.51) is similar. We define ξ(η2) = (ξ1, . . . , ξs−1, ξs = 0)
as in (2.45). Then, by Remark 3.1, we have ξ˜u ≡ ξu +wt
Sµ(⌊w⌋Sµ ⇒ κ(η2)) mod Q
∨
Sµ
for
all 1 ≤ u ≤ s. By Lemma 2.21, we have wtSµ(⌊w⌋Sµ ⇒ κ(η2)) ≡ wt(w ⇒ κ(η2)) mod
Q∨Sµ , and hence ξ˜u ≡ ξu + wt(w ⇒ κ(η2)) mod Q
∨
Sµ
for all 1 ≤ u ≤ s. From these, we see
that
πη2 · Twt(w⇒κ(η2))
(2.46)
= (v1Π
Sµ(tξ1), . . . , vsΠ
Sµ(tξs); σ0, σ1, . . . , σs) · Twt(w⇒κ(η2))
(2.11)
= (v1Π
Sµ(tξ1+wt(w⇒κ(η2))), . . . , vsΠ
Sµ(tξs+wt(w⇒κ(η2))); σ0, σ1, . . . , σs)
= (v1Π
Sµ(t
ξ˜1
), . . . , vsΠ
Sµ(t
ξ˜s
); σ0, σ1, . . . , σs) by Lemma 2.1 (3),
as desired. By the definition of ΣN , the right-hand side of (3.49) is:
(πu1λ · Tγ˜1+ξ˜1)
⊗N(τ1−τ0) ⊗ · · · ⊗ (π
up
λ · Tγ˜p+ξ˜1)
⊗N(τp−τp−1)
⊗ (πv1µ · Tξ˜1)
⊗N(σ1−σ0) ⊗ · · · ⊗ (πvsµ · Tξ˜s)
⊗N(σs−σs−1).
(3.53)
Now, we see from the commutative diagram (3.48) and the definition of ΣN that
Θ
(N)
λµ (η
′) = (Θ
(N)
λµ ◦ Σ
′
N )(η) = ((ΣN ⊗ ΣN) ◦Θλµ)(η) = (ΣN ⊗ ΣN )(η1 ⊗ η2)
= (ηu1λ )
⊗N(τ1−τ0) ⊗ · · · ⊗ (η
up
λ )
⊗N(τp−τp−1) ⊗ (ηv1µ )
⊗N(σ1−σ0) ⊗ · · · ⊗ (ηvsµ )
⊗N(σs−σs−1).
Therefore, by applying Proposition 3.14, we deduce that Ξ
(N)
λµ (πη′ · Twt(w⇒κ(η′))) (which is
identical to the left-hand side of (3.49), as seen above) is identical to the element in (3.53)
(which is identical to the right-hand side of (3.49), as seen above). Thus we have shown
(3.49), thereby completing the proof of Theorem 3.2.
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