Interpolation-based trust-region methods are an important class of algorithms for Derivative-Free Optimization which rely on locally approximating an objective function by quadratic polynomial interpolation models, frequently built from less points than there are basis components.
Introduction
The wide range of applications of mathematical optimization have been recently enriched by the developments in emerging areas such as Machine Learning and Compressed Sensing, where a structure of a model needs to be recovered from some observations. Specially designed optimization methods have been developed to handle the new applications that often give rise to large scale, but convex and well structured problems. However, in many real-world applications, the objective function is calculated by some costly black-box simulation which does not provide information about its derivatives. Although one could estimate the derivatives, e.g., by finite differences, such a process is often too expensive and can produce misleading results in the presence of noise. An alternative is to consider methods that do not require derivative information, and such methods are the subject of study in Derivative-Free Optimization (DFO). In this paper we propose a reverse relationship between optimization and compressed sensinginstead of using optimization methods to solve compressed sensing problems we use the results of compressed sensing to improve optimization methods by recovering and exploiting possible structures of the black-box objective functions.
An important class of methods in DFO are interpolation-based trust-region methods. At each iteration, these methods build a model of the objective function that locally approximates it in some trust region centered at the current iterate. The model is then minimized in the trust region, and the corresponding minimizer is, hopefully, a better candidate for being a minimizer of the objective function in the trust region, and thus, possibly, is taken as the next iterate. It is usually preferable that minimization of the model in the trust region is an easy task, hence the models should be simple. The simplest yet meaningful class of models is the class of linear functions. Their drawback is that they do not capture the curvature of the objective function and thus slow down the convergence of the methods. A natural and convenient non-linear class of models, which is often efficiently used, is the quadratic class. Determined quadratic interpolation requires sample sets whose cardinality is approximately equal to the square of the dimension, which may turn out to be too costly if the objective function is expensive to evaluate. An alternative is to consider underdetermined quadratic models, using sample sets of smaller size than the ones needed for determined interpolation. However, in this case, the quality of the model may deteriorate.
In many applications, the objective function has structure, such as sparsity of the Hessian, which one may exploit to improve the efficiency of an optimization method. In DFO, since derivatives are not known, typically neither is their sparsity structure. If the structure is known in advance, such as in group partial separability, it can be exploited as it is proposed in [7] . The main idea of our work is to implicitly and automatically take advantage of the sparsity of the Hessian in the cases when the sparsity structure is not known in advance, to build accurate models from relatively small sample sets. This goal is achieved by minimizing the ℓ 1 -norm of the Hessian model coefficients.
Our work relies on the sparse solution recovery theory developed recently in the field of compressed sensing, where one characterizes conditions under which a sparse signal can be accurately recovered from few random measurements. Such type of recovery is achieved by minimizing the ℓ 1 -norm of the unknown signal subject to measurement constraints and can be accomplished in polynomial time.
The contribution of this paper is twofold. First, we show that it is possible to compute fully quadratic models (i.e., models with the same accuracy as second order Taylor models) for functions defined on R n with sparse Hessians based on randomly selected sample sets with only O(n(log n) 4 ) sample points (instead of the O(n 2 ) required for the determined quadratic case) when the number of non-zero elements in the Hessian of the function is O(n). Second, we introduce a practical interpolation-based trust-region DFO algorithm exhibiting competitive numerical performance.
The state-of-the-art approach is to build quadratic interpolation models, based on sample sets of any size between n + 1 and (n + 1)(n + 2)/2, taking up the available degrees of freedom by choosing the models with the smallest Frobenius norm of the Hessian [11] or Hessian change [22] , and this approach has been shown to be robust and efficient in practice (see also the recent paper [17] where the models are always determined, varying thus the number of basis components). In the approach proposed in this paper, the degrees of freedom are taken up by minimizing the ℓ 1 -norm of the Hessian of the model. We have tested the practical DFO algorithm using both minimum Frobenius and minimum ℓ 1 -norm models. Our results demonstrate the ability of the ℓ 1 -approach to improve the results of the Frobenius one in the presence of some form of sparsity in the Hessian of the objective function.
This paper is organized as follows. In Section 2, we introduce background material on interpolation models. We give a brief introduction to compressed sensing in Section 3, introducing also concepts related to partially sparse recovery (the details are left to a separate paper [3] ). In Section 4, we obtain the main result mentioned above for sparse recovery of models for functions with sparse Hessians, using an orthogonal basis for the space of polynomials of degree ≤ 2. The proof of this result is based on sparse bounded orthogonal expansions which are briefly described in the beginning of Section 4. In Section 5, we introduce our practical interpolationbased trust-region method and present numerical results for the two underdetermined quadratic model variants, defined by minimum Frobenius and ℓ 1 -norm minimization. Finally, in Section 6 we draw some conclusions and discuss possible avenues for future research.
The paper makes extensive use of vector, matrix, and functional norms. We will use ℓ p or · p for vector and matrix norms, without ambiguity. The notation B p (x; ∆) will represent a closed ball in R n , centered at x and of radius ∆, in the ℓ p -norm, i.e., B p (x; ∆) = {y ∈ R n :
y − x p ≤ ∆}. For norms of functions on normed spaces L, we will use · L .
2 Use of models in DFO trust-region methods
Fully linear and fully quadratic models
One of the main techniques used in DFO consists of locally modeling the objective function f : D ⊂ R n → R by models that are "simple" enough to be optimized easily and sufficiently "complex" to approximate f well. If a reliable estimate of the derivatives of the function is available, then one typically uses Taylor approximations of first and second order as polynomial models of f (x). In DFO one has no access to derivatives or their accurate estimates, and hence other model classes are considered. However, the essential approximation quality of the Taylor models is required to be sustained when necessary by the models used in convergent DFO frameworks. For instance, the simplest first order approximation is provided by, the so-called, fully linear models, whose definition requires f to be smooth up to the first order. The following definition is essentially the same as given in [11, Definition 6 .1] stated using balls in an arbitrary ℓ p -norm, with p ∈ (0, +∞]. Definition 2.1 Let a function f : D → R satisfying Assumption 2.1 be given. A set of model functions M = {m : R n → R, m ∈ C 1 } is called a fully linear class of models if the following hold:
1. There exist positive constants κ ef , κ eg , and ν m 1 , such that for any x 0 ∈ D and ∆ ∈ (0, ∆ max ] there exists a model function m in M, with Lipschitz continuous gradient and corresponding Lipschitz constant bounded by ν m 1 , and such that
• the error between the gradient of the model and the gradient of the function satisfies
• and the error between the model and the function satisfies
Such a model m is called fully linear on B p (x 0 ; ∆).
2. For this class M there exists an algorithm, which we will call a 'model-improvement' algorithm, that in a finite, uniformly bounded (with respect to x 0 and ∆) number of steps can
• either provide a certificate for a given model m ∈ M that it is fully linear on B p (x 0 ; ∆),
• or fail to provide such a certificate and find a modelm ∈ M fully linear on B p (x 0 ; ∆).
It is important to note that this definition does not restrict fully linear models to linear functions, but instead considers models that approximate f as well as the linear Taylor approximations. Linear models such as linear interpolation (and first order Taylor approximation) do not capture the curvature information of the function that they are approximating. To achieve better practical local convergence rates in general it is essential to consider nonlinear models. In this paper we focus on quadratic interpolation models, which ultimately aim at a higher degree of approximation accuracy. We call such approximation models fully quadratic, following [11] , and note that, as in the linear case, one can consider a wider class of models not necessarily quadratic. We now require the function f to exhibit smoothness up to the second order.
Assumption 2.2 Assume that f is twice differentiable with Lipschitz continuous Hessian (on an open set containing D).
Below we state the definition of fully quadratic models given in [11, Definition 6.2] , again using balls in an ℓ p -norm, with arbitrary p ∈ (0, +∞]. Definition 2.2 Let a function f : D → R satisfying Assumption 2.2 be given. A set of model functions M = {m : R n → R, m ∈ C 2 } is called a fully quadratic class of models if the following hold:
1. There exist positive constants κ ef , κ eg , κ eh , and ν m 2 , such that for any x 0 ∈ D and ∆ ∈ (0, ∆ max ] there exists a model function m in M, with Lipschitz continuous Hessian and corresponding Lipschitz constant bounded by ν m 2 , and such that
• the error between the Hessian of the model and the Hessian of the function satisfies
Such a model m is called fully quadratic on B p (x 0 ; ∆).
• either provide a certificate for a given model m ∈ M that it is fully quadratic on B p (x 0 ; ∆),
• or fail to provide such a certificate and find a modelm ∈ M fully quadratic on
This definition of a fully quadratic class requires that given a model from the class one can either prove that it is a fully quadratic model of f on a given B p (x 0 ; ∆), and for given κ ef , κ eg , κ eh , and ν m 2 , independent of x 0 and ∆, or provide such a model. It is shown in [11, Chapter 6 ] that model-improvement algorithms exist for quadratic interpolation and regression models. Hence quadratic interpolation models form a fully quadratic class of models. They also exist for a fully linear class of models, where a model-improvement algorithm in [11] checks if a quadratic interpolation model is built using a well-poised set of at least n + 1 interpolation points. To certify that a model is fully quadratic, a model-improvement algorithm in [11] requires that the set of the interpolation points is well poised and contains (n + 1)(n + 2)/2 points in the proximity of x 0 . Thus, using a model-improvement algorithm often implies considerable computational cost: it may be prohibitive to maintain sets of (n + 1)(n + 2)/2 sample points near the current iterate due to the cost of obtaining the function values and the dimension of the problem. Moreover, verifying that the sample set is well poised may require a factorization of a matrix with (n + 1)(n + 2)/2 rows and columns resulting in O(n 6 ) complexity. For small n, this additional cost may be negligible, but it becomes substantial as n grows beyond a few dozen.
In this paper we show that for any given function f , there exist constants κ ef , κ eg , κ eh , and ν m 2 and the corresponding fully quadratic class of quadratic models M for which, given x 0 and ∆, we can construct a fully quadratic model of f on B p (x 0 ; ∆) from M, with high probability, using, possibly, less than (n + 1)(n + 2)/2 sample points. Note that Definition 2.2 requires the existence of an algorithm which can deterministically certify that a given model is fully quadratic. This requirement is imposed because it enables the deterministic convergence analysis of an algorithmic framework, provided in [10] (see also [11, Chapter 10] ), based on fully quadratic (or fully linear) models. In contrast, in this work, we consider an algorithm which cannot certify that a given model is fully quadratic, but can construct such models with high probability, hopefully, at a considerable computational saving. To adapt this approach in a convergent algorithmic framework, a stochastic version of such a framework has to be designed and analyzed. This work is a subject of future research (see [15] for some relevant theoretical results).
Finally, we want to point out that while the full convergence theory for the new modelbased algorithmic framework is under development, the practical implementation reported in this paper shows that in a simple trust-region framework the new method works as well as or better than other methods discussed in [11] .
Quadratic polynomial interpolation models
In model based DFO fully quadratic models of f are often obtained from the class of quadratic polynomials by interpolating f on some sample set of points Y . A detailed description of this process and related theory is given in [11] . Here we present briefly the basic ideas and necessary notation.
Let P 2 n be the space of polynomials of degree less than or equal to 2 in R n . The dimension of this space is q = (n + 1)(n + 2)/2. A basis φ for P 2 n will be denoted by φ = {φ l (x)} with l = 1, . . . , q. The most natural basis for polynomial spaces is the one consisting of the monomials, or the canonical basis. This basis appears naturally in Taylor models and is given for P 2 n bȳ
We say that the quadratic function m interpolates f at a given point y if m(y) = f (y). Assume that we are given a set Y = {y 1 , ..., y p } ⊂ R n of interpolation points. A quadratic function m that interpolates f at the points in Y , written as
must satisfy the following p interpolation conditions
where
A sample set Y is poised for (determined) quadratic interpolation if the corresponding interpolation matrix M (φ, Y ) is square (p=q) and non-singular, guaranteeing that there exists a unique quadratic polynomial m such that m(Y ) = f (Y ). It is not hard to prove that this definition of poisedness and the uniqueness of the interpolant do not depend either on f or on the basis φ (see [11, Chapter 3] ).
In [11, Chapters 3 and 6] rigorous conditions on Y are derived which ensure "well poisedness" for quadratic interpolation. Under these conditions it is shown that if Y ⊂ B 2 (x 0 ; ∆) is a wellpoised sample set for quadratic interpolation, then the quadratic function m that interpolates f on Y is a fully quadratic model for f on B 2 (x 0 ; ∆) for some fixed positive constants κ ef , κ eg , κ eh , and ν m 2 .
One of the conditions imposed in [11] on a sample set Y to guarantee fully quadratic interpolation model, is that Y has to contain p = (n + 1)(n + 2)/2 points. However, building such a sample set costs (n + 1)(n + 2)/2 evaluations of the function f which is too expensive for many applications. A typical efficient approach is to consider smaller sample sets, which makes the linear system in (2) underdetermined.
Underdetermined quadratic interpolation
We will now consider the case where the size of the sample set Y satisfies n + 1 < p < (n + 1)(n + 2)/2, in other words, when there are more points than is required for linear interpolation but fewer than is necessary for determined quadratic interpolation. If we consider the class of all quadratic functions that interpolate f on Y , then we can choose a model from this class that for one reason or other seems the most suitable. In particular approaches in [9] and [29] select a quadratic model with the smallest possible Frobenius norm of the Hessian matrix, while in [22] a model is chosen to minimize the Frobenius norm of the change of the Hessian from one iteration to the next. The former approach is studied in detail in [11, Chapter 5] . Let us introduce the basic ideas here.
To properly introduce the underdetermined models that we wish to consider we split the basisφ in (1) into its linear and quadratic components:
An essential property of a sample set Y with |Y | > n + 1 is that the matrix M (φ L , Y ) must have sufficiently linearly independent columns (in [11, Section 4.4] it is said that Y is well poised for linear regression). Roughly speaking, well poisedness means that under a suitable scaling of Y , M (φ L , Y ) has a relatively small condition number, see [11, Section 4.4] . In that case for any quadratic model which interpolates f on Y the following holds (see [11, Theorem 5.4 ] for a rigorous statement and proof). Theorem 2.1 suggests that one should build underdetermined quadratic models with "small" model Hessians, thus motivating minimizing its Frobenius norm subject to (2) as in [9] and [29] . Recalling the split of the basisφ into the linear and the quadratic parts, one can write the interpolation model as
, where α Q and α L are the corresponding parts of the coefficient vector α. The minimum Frobenius norm solution [11, Section 5.3] can now be defined as the solution to the following optimization problem min
(If |Y | = (n + 1)(n + 2)/2 and M (φ, Y ) is nonsingular, this reduces to determined quadratic interpolation.) Note that (3) is a convex quadratic program with a closed form solution.
In [11, Section 5.3] it is shown that under some additional conditions of well poisedness on Y , the minimum Frobenius norm (MFN) interpolating model can be fully linear with uniformly bounded error constants κ ef and κ eg . Hence, the MFN quadratic models provide at least as accurate interpolation as linear models.
On the other hand, it has not been shown so far that any class of underdetermined quadratic interpolation models provide provably better approximation of f than fully linear models. The purpose of this paper is to show how to construct, with high probability, underdetermined quadratic interpolation models that are fully quadratic.
Sparse quadratic interpolation
It is clear that without any additional assumptions on f we cannot guarantee a fully quadratic accuracy by an interpolation model based on less than (n + 1)(n + 2)/2 points. We will thus consider the structure that is most commonly observed and exploited in large-scale derivative based optimization: the (approximate) sparsity of the Hessian of f . Special structure, in particular group partial separability of f , has been exploited in DFO before, see [7] . However, it was assumed that the specific structure is known in advance. In the derivative-free setting, however, while the sparsity structure of the Hessian may be known in some cases, it is often unavailable. Moreover, we do not need to assume that there exists a fixed sparsity structure of the Hessian.
What we assume in this paper is that the Hessian of f is "approximately" sparse in the domain where the model is built. In other words we assume the existence of a sparse fully quadratic model (a rigorous definition is provided in Section 4.3). In the case where ∇ 2 f is itself sparse, a Taylor expansion may serve as such a model. The main focus of our work is to recover sparse quadratic models from the interpolation conditions.
Instead of solving (3) we construct quadratic models from the solution to the following optimization problem
where α Q , α L ,φ Q , andφ L are defined as in (3) . Solving (4) is tractable, since it is a linear program. Note that minimizing the ℓ 1 -norm of the entries of the Hessian model indirectly controls its ℓ 2 -norm and therefore is an appealing approach from the perspective of Theorem 2.1. This makes the new approach a reasonable alternative to building MFN models. As we will show in this paper, this approach is advantageous when the Hessian of f has zero entries (in other words, when there is no direct interaction between some of the variables of the objective function f ). In such cases, as we will show in Section 4, we are able to recover, with high probability, fully quadratic models with much less than (n + 1)(n + 2)/2 random points. This is the first result where a fully quadratic model is constructed from an underdetermined interpolation system. To prove this result we will rely on sparse vector recovery theory developed in the field of compressed sensing. In the next section we introduce the basic concepts and results that are involved.
Compressed sensing
Compressed sensing is a field concerned with the recovery of a sparse vectorz ∈ R N satisfying b = Az, given a vector b ∈ R k and a matrix A ∈ R k×N with significantly fewer rows than columns (k ≪ N ). The desired sparse vectorz ∈ R N can be recovered by minimizing the number of non-zero components by solving
where card(z) = |{i ∈ {1, . . . , n} : z i = 0}|. Since this problem is generally NP-Hard, one considers a more tractable approximation by substituting its objective function by a relatively close convex one:
which is a linear program. The main results of compressed sensing show that, under certain conditions on the (possibly random) matrix A, the solution of (6) is in factz and coincides with the optimal solution of (5) (possibly, with high probability). We will now discuss the compressed sensing results that are useful for our purposes.
General concepts and properties
One says that a vector z is s−sparse if card(z) ≤ s. In compressed sensing, one is interested in matrices A such that, for every s−sparse vectorz, the information given by b = Az is sufficient to recoverz and, moreover, that such recovery can be accomplished by solving problem (6) . The following definition of the Restricted Isometry Property (RIP) is introduced in [5] . 
for every s−sparse vector z.
The following theorem (see, e.g., [6, 24] ) provides a useful sufficient condition for successful recovery by (6) with b = Az. Theorem 3.1 Let A ∈ R k×N and 2s < N . If δ 2s < 1 3 , where δ 2s is the RIP constant of A of order 2s, then, for every s−sparse vectorz, problem (6) with b = Az has a unique solution and it is given byz.
Although the RIP provides useful sufficient conditions for sparse recovery, it is a difficult and still open problem to find deterministic matrices which satisfy such a property when the underlying system is highly underdetermined (see [2, 27] for a discussion on this topic). It turns out that random matrices provide a better ground for this analysis (see for instance, one of the results in [4] ).
Partially sparse recovery
To be able to apply sparse recovery results of compressed sensing to our setting we first observe that problem (4) is similar to problem (6), however, it differs in that only a part of the solution vector α is expected to be sparse and appears in the objective function. We hence need to consider an extended recovery result for partial sparsity.
Formally, one has z = (z 1 , z 2 ), where z 1 ∈ R N −r is (s − r)−sparse and z 2 ∈ R r . A natural generalization of problem (6) to this setting of partially sparse recovery is given by
where A = (A 1 , A 2 ) and A 1 has the first N − r columns of A and A 2 the last r. One can easily see that problem (4) fits into this formulation by setting
, and r = n + 1. We can define an extension of the RIP to the partially sparse recovery setting. Under the assumption that A 2 is full column rank (which in turn is implied by the RIP; see [3] ), let
be the matrix representing the projection from R N onto R (A 2 )
⊥ . Then, the problem of recovering (z 1 ,z 2 ), wherez 1 is an (s − r)-sparse vector satisfying A 1z1 + A 2z2 = b, can be stated as the problem of recovering an (s − r)−sparse vectorz 1 satisfying (PA 1 ) z 1 = Pb and then recoveringz 2 satisfying A 2 z 2 = b − A 1z1 . The latter task results in solving a linear system given that A 2 has full column rank and (PA 1 )z 1 = Pb. Note that the former task reduces to the classical setting of compressed sensing. These considerations motivate the following definition of RIP for partially sparse recovery. 
, A 2 ∈ R k×r , and r ≤ s) if A 2 is full column rank and δ r s−r is the RIP constant of order s − r (see Definition 3.1) of the matrix PA 1 , where P is given by (8) .
When r = 0 the Partial RIP reduces to the RIP of Definition 3.1. In [3] we show a simple proof of the fact that if a matrix A satisfies RIP for s−sparse recovery with δ s constant, then it also satisfies Partial RIP with δ r s−r = δ s . A very similar result has been independently proved in [18] . It is also shown in [3] that Partial RIP implies that the solution of (7) is the original s−sparse solutionz = (z 1 ,z 2 ). Hence to be able to apply sparse recovery results to problem (4), which is of interest to us, it suffices to construct matrices M (φ, Y ) for which the RIP property holds. In [28] a specific sufficient condition for partially sparse recovery is given, but it remains to be seen if we can use such a result to strengthen the bounds on the sample set size which we derive in Section 4. To establish these bounds, we will rely on results on random matrices which apply to our specific setting. We discuss these results in the next section.
Recovery of Sparse Hessians 4.1 Sparse recovery using orthonormal bases
For the purposes of building quadratic models based on sparse Hessians we are interested in solving (4) which is equivalent to (7), where
, and r = n + 1. In this case φ is a basis in the space P 2 n of polynomials of degree ≤ 2 of dimension N = (n+1)(n+2)/2 and the resulting quadratic model m is constructed as
where α is the vector of coefficients which is presumed to be sparse (with partially known support since α L is not necessarily sparse).
Let us now consider a general setting of a finite dimensional space of functions (defined in some domain D) spanned by a basis φ = {φ 1 , ..., φ N } of functions (not necessarily polynomial). Let us also consider a function g : D → R which belongs to that space, in other words g can be written as
for some expansion coefficients α 1 , ..., α N . We are interested in the problem of recovering g from its values in some finite subset Y = {y 1 , ..., y k } ⊂ D with k ≤ N , with the additional assumption that g is s−sparse, meaning that the expansion coefficient vector α is s−sparse. The purpose of this section is to provide conditions under which such recovery occurs with high probability. Although the results of this section hold also for complex valued functions, we will restrict ourselves to the real case, because the functions we are interested in DFO are real valued. We consider a probability measure µ defined in D (having in mind that D ⊂ R n ). The basis φ will be required to satisfy the following orthogonality property [24] .
Definition 4.1 (K-bounded orthonormal basis) A set of functions φ = {φ 1 , ..., φ N }, spanning a certain function space, is said to be an orthonormal basis satisfying the K-boundedness condition (in the domain D for the measure µ) if
The following theorem (see [24, Theorem 4.4] ) shows that by selecting the sample set Y randomly we can recover the sparse coefficient vector with fewer sample points than basis coefficients.
Theorem 4.1 Let M (φ, Y ) ∈ R k×N be the interpolation matrix associated with an orthonormal basis satisfying the K-boundedness condition. Assume that the sample set Y = {y 1 , ..., y k } ⊂ D is chosen randomly where each point is drawn independently according to the probability measure µ. Further assume that
where c 1 , c 2 > 0 are universal constants, ε ∈ (0, 1), and s ∈ {1, . . . , N }. Then, with probability at least 1 − ε,
satisfies the RIP property (Definition 3.1) with constant δ 2s < From the classical results in compressed sensing (see Theorem 3.1 and the paragraph afterwards), this result implies that every s−sparse vectorz ∈ R N is the unique solution to the ℓ 1 -minimization problem (6), with A = M (φ, Y ) and b = M (φ, Y )z = g(Y ). However, it also implies, by [3, Theorem 4.2] , that every s−sparse vector (z 1 ,z 2 ) with (s − r)−sparsez 1 ∈ R N −r and possibly densez 2 ∈ R r , is the unique solution to the ℓ 1 -minimization problem (7), with
. Note that it is a scaled version of A, given by A/ √ k and not A itself, that satisfies the RIP property but this does not affect the recovery results in the exact setting. As we will see below the scaling has an effect in the noisy case.
It is worth noting that an optimal result is obtained if one sets ε = e − k c 2 K 2 s in the sense that (10) is satisfied with equality. Also, from (9) we obtain k ≥ (log k)c 1 K 2 s(log s) 2 log N , and so, using log s ≥ 1, 1 − e − k c 2 K 2 s ≥ 1 − N −γ log k , for the universal constant γ = c 1 /c 2 . Thus, ε can be set such that the probability of success 1 − ε satisfies
showing that this probability grows polynomially with N and k.
As we observe later in this section, we are not interested in satisfying the interpolation conditions exactly, hence we need to consider instead of b = g(Y ) a perturbed version b = g(Y ) + ǫ, with a known bound on the size of ǫ. In order to extend the results we just described to the case of noisy recovery, some modifications of problem (6) are needed. In the case of full noisy recovery it is typical to consider, instead of the formulation (6), the following optimization problem:
where η is a positive number. We now present a recovery result based on the formulation (12) and thus appropriate to the noisy case. A proof is available in [6] . 
for some universal constant c total > 0.
Since we are interested in the partially sparse recovery case, we need to consider instead
The extension of Theorem 4.2 to partially recovery for the noisy case is obtained from the full noisy recovery, analogously to the exact case (see [3, Theorem 5 .2] for a proof).
Theorem 4.3
Under the same assumptions of Theorem 4.1, with probability at least 1 − ε, ε ∈ (0, 1), the following holds for every vectorz = (z 1 ,z 2 ) with r ≤ s andz 1 an (s − r)−sparse vector: Let noisy samples b = M (φ, Y )z + ǫ with ǫ 2 ≤ η be given, for any η non-negative, and let z * = (z * 1 , z * 2 ) be the solution of the ℓ 1 -minimization problem (14) with A = M (φ, Y ). Then,
for some universal constant c partial > 0.
Note that it is possible to extend these results to approximately sparse vectors (see [3] ), however we do not include such an extension in the present paper for the sake of clarity of the exposition.
Sparse recovery using polynomial orthonormal expansions
As described in Section 2, we are interested in recovering a local quadratic model of the objective function f : D ⊂ R n → R near a point x 0 . Therefore we consider the space of quadratic functions defined in B p (x 0 ; ∆). To apply the results in Theorems 4.1 and 4.2 we need to build an appropriate orthonormal basis for the space of quadratic functions in B p (x 0 ; ∆). In addition we require that the models we recover are expected to be sparse in such a basis. In this paper we consider models that reconstruct sparse Hessians of f , and thus it is natural to include into the basis polynomials of the forms c ij (x i − x 0 ) (x j − x 0 ), with some constant c ij (we will henceforth set x 0 = 0 in this section without lost of generality). It is then required that these elements of the basis do not appear as parts of other basis polynomials. The orthonormal basis should satisfy the K-boundedness condition for some constant K independent 1 of the dimension n.
We will now build such an orthonormal basis on the domain D = B ∞ (0; ∆) = [−∆, ∆] n (the ℓ ∞ -ball centered at the origin and of radius ∆), using the uniform probability measure µ and the corresponding L 2 inner product.
An orthonormal basis on hypercubes
Let µ be the uniform probability measure on B ∞ (0; ∆). Note that due to the geometric properties of B ∞ (0; ∆) = [−∆, ∆] n , one has
for appropriate functions g and h satisfying the conditions of Fubini's Theorem. We want to find an orthonormal basis, with respect to µ, of the second degree polynomials on B ∞ (0; ∆) that contains the polynomials {c ij x i x j } i =j . We are considering, first, the offdiagonal part of the Hessian since this is the part which is expected to be sparse (indicating the lack of direct variable interactions). It is easy to see that the n(n − 1)/2 polynomial functions {c ij x i x j } i =j are all orthogonal, and that due to symmetry all c ij constants are equal, to say, k 2 (a normalizing constant). Hence we have n(n − 1)/2 elements of the basis. Now, note that from (16), for different indices i, j, l,
As a result, we can add to the set {k 2 x i x j } i =j the polynomials {k 1 x i } 1≤i≤n and the polynomial k 0 , where k 1 and k 0 are normalizing constants, forming a set of n(n − 1)/2 + (n + 1) orthogonal polynomials.
It remains to construct n quadratic polynomials, which have to contain terms x 2 i but should not contain terms x i x j . We choose to consider n terms of the form k 3 (x 2 i − α 1 x i − α 0 ). We will select the constants α 0 and α 1 in such a way that these polynomials are orthogonal to the already constructed ones. From the orthogonality with respect to k i x i , i.e.,
we must have α 1 = 0. Then, orthogonality with respect to the constant polynomial k 0 implies
Thus,
Hence we have a set of orthogonal polynomials that span the set of quadratic functions on B ∞ (0; ∆). What remains is the computation of the normalization constants to ensure normality of basis elements. From
we set k 0 = 1. From the equivalent statements
we obtain k 1 = √ 3/∆. From the equivalent statements
we conclude that k 2 = 3/∆ 2 . And from the equivalent statements
we obtain
We have thus constructed the desirable basis, which we will denote by ψ. We will abuse the notation to define ψ using indices (0)
i , and so on. Definition 4.2 We define the basis ψ as the set of the following (n + 1)(n + 2)/2 polynomials: Proof. From the above derivation and (16) one can easily show that ψ is orthonormal in B ∞ (0; ∆) with respect to the uniform probability measure. So, it remains to prove the boundedness condition with K = 3. In fact, it is easy to check that
where g L ∞ (B∞(0;∆)) = max x∈B∞(0;∆) |g(x)|.
We will consider ψ Q , the subset of ψ consisting of the polynomials of degree 2, and ψ L , the ones of degree 1 or 0, as we did in Section 2 forφ.
We are interested in quadratic functions m = l α l ψ l (see Definition 4.2) with an h−sparse coefficient subvector α Q , i.e., only h coefficients corresponding to the polynomials in ψ Q in the representation of m are non-zero, where h is a number between 1 and n(n + 1)/2. In such cases, the corresponding full vector α of coefficients is (h + n + 1)−sparse. We now state a corollary of Theorem 4.2 for sparse recovery in the orthonormal basis ψ, with k = p (number of sample points) and N = q (number of elements in ψ), which will be used in the next section to establish results on sparse quadratic model recovery. Note that we write the probability of successful recovery of a sparse solution in the form 1 − n −γ log p which can be derived from (11) using q = O(n 2 ) and a simple modification of the universal constant γ. Assume that the sample set Y = {y 1 , ..., y p } ⊂ B ∞ (0; ∆) is chosen randomly where each point is drawn independently according to the uniform probability measure µ in B ∞ (0; ∆). Further assume that p log p ≥ 9c (h + n + 1) (log (h + n + 1)) 2 log q, for some universal constant c > 0 and h ∈ {1, ..., n(n + 1)/2}. Then, with probability at least 1 − n −γ log p , for some universal constant γ > 0, the following holds for every vectorz, having at most h + n + 1 non-zero expansion coefficients in the basis ψ: Let noisy samples b = M (ψ, Y )z + ǫ with ǫ 2 ≤ η be given, for any η non-negative, and let z * be the solution of the ℓ 1 -minimization problem (14) with
Remark 4.1 It would be natural to consider the interpolation domain to be the ball B 2 (0; ∆) in the classical ℓ 2 -norm. However, our procedure of constructing an orthonormal set of polynomials with desired properties in the hypercube, i.e., using the ℓ ∞ -norm ball, does not extend naturally to the ℓ 2 one. One problem with the uniform measure in the ℓ 2 -ball is that formulas like (16) no longer hold. A construction of an appropriate basis for the uniform measure on the ℓ 2 -ball is a subject for further work.
Recovery of a fully quadratic model of a function with sparse Hessian
As we stated earlier our main interest in this paper is to recover a fully quadratic model (see Definition 2.2) of a twice continuously differentiable objective function f : D → R near a point x 0 using fewer than (n+1)(n+2)/2 sample points. In other words, we want to show that for a given function f there exist constants κ ef , κ eg , and κ eh such that, given any point x 0 and a radius ∆, we can build a model based on a random sample set of p points (with p < (n + 1)(n + 2)/2) which, with high probability, is a fully quadratic model of f on B p (x 0 ; ∆) with respect to the given constants κ ef , κ eg , and κ eh . The number p of sample points depends on the sparsity of the Hessian of the model that we are attempting to reconstruct. Hence we need to make some assumption about the sparsity. The simplest (and strongest) assumption we can make is that the function f has a sparse Hessian at any point x 0 .
Assumption 4.1 (Hessian sparsity) Assume that f : D → R satisfies Assumption 2.2 and furthermore that for any given x 0 ∈ D the Hessian ∇ 2 f (x 0 ) of f at x 0 has at most h non-zero entries, on or above the diagonal, where h is a number between 1 and n(n + 1)/2. If this is the case, then ∇ 2 f is said to be h−sparse.
The above assumption implies that for every x 0 ∈ D there exists a fully quadratic second degree polynomial model q f of f such that the Hessian ∇ 2 q f is h−sparse, from a fully quadratic class with κ ′ ef , κ ′ eg , and κ ′ eh equal to some multiples of the Lipschitz constant of ∇ 2 f . The second order Taylor model at x 0 is, in particular, such a model. However, we do not need this strong assumption to be able to construct fully quadratic models. Constructing models via random sample sets and ℓ 1 -minimization, in the way that we described above, provides fully quadratic models regardless of the amount of sparsity of the Hessian, as we will show in this section. The sparsity of the Hessian affects, however, the number of sample points that are required. Hence, one can consider functions whose Hessian is approximately sparse and the sparsity pattern, or even the cardinality (number of non-zeros), is not constant. The following assumption is weaker than Assumption 4.1 but is sufficient for our purposes. 
, with α Q an h−sparse coefficient vector, where h may depend on x 0 and ∆, which is a fully quadratic model of f on B p (x 0 ; ∆) for some constants κ ′ ef , κ ′ eg , and κ ′ eh , independent of x 0 and ∆.
If in the above assumption h is independent of x 0 and ∆, then the assumption reduces to Assumption 4.1. As it stands, Assumption 4.2 is less restrictive.
Given the result in Section 4.2, we will consider the ℓ ∞ -norm in Definition 2.2, thus considering regions of the form B ∞ (x 0 ; ∆).
When we state that f has a sparse Hessian, it is understood that the representation of the Taylor second order expansion, or of any other fully quadratic model of f , is a sparse linear combination of the elements of the canonical basisφ (see (1)). However, the basisφ is not orthogonal on B ∞ (x 0 ; ∆). Hence we are interested in models that have a sparse representation in the orthonormal basis ψ of Definition 4.2. Fortunately, basis ψ can be obtained fromφ through a few simple transformations. In particular, the sparsity of the Hessian of a quadratic model m will be carried over to sparsity in the representation of m in ψ, since the expansion coefficients in ψ Q will be multiples of the ones inφ Q , thus guaranteeing that if the coefficients in the latter are h−sparse, so are the ones in the former.
We are now able to use the material developed in Section 4.2 to guarantee, with high probability, the construction, for each x 0 and ∆, of a fully quadratic model of f in B ∞ (x 0 ; ∆) using a random sample set of only O(n(log n) 4 ) points, instead of O(n 2 ) points, provided that h = O(n) (for the given x 0 and ∆, see Assumption 4.2). We find such a fully quadratic model by solving the partially sparse recovery version of problem (12) written now in the form
where η is some appropriate positive quantity and Y is drawn in B ∞ (0; ∆). Corollary 4.1 can then be used to ensure that only O(n(log n) 4 ) points are necessary for recovery of a sparse model in B ∞ (0; ∆), when the number of non-zero components of the Hessian of m in Assumption 4.2 is of the order of n. Note that we are in fact considering "noisy" measurements, because we are only able to evaluate the function f while trying to recover a fully quadratic model, whose values are somewhat different from those of f . We will say that a function q * is the solution to the minimization problem (19) 
, where α * is the minimizer of (19). First we need to prove an auxiliary lemma. Corollary 4.1 provides an estimate on the ℓ 2 -norm of the error in the recovered vector of coefficients of the quadratic model. In the definition of fully quadratic models, the error between the quadratic model and the function f is measured in terms of the maximum difference of their function values in B ∞ (x 0 ; ∆) and the maximum norms of the differences of their gradients and their Hessians in B ∞ (x 0 ; ∆). The following lemma establishes a bound for the value, gradient, and Hessian of quadratic polynomials in B ∞ (0; ∆) in terms of the norm of their coefficient vector (using the basis ψ).
Lemma 4.1 Let m be a quadratic function and α be a vector in R (n+1)(n+2)/2 such that
with ψ(x) defined in (17) . Then
, where card(α) is the number of non-zero elements in α.
Proof. We will again use the indices (0), (1, i), (2, ij) or (2, i) for the elements of α in correspondence to the indices used in Definition 4.2.
From the K-boundedness conditions (18) we have
for all x ∈ B ∞ (0; ∆). Also, from (17) ,
Then, by the known relations between the norms ℓ 1 and ℓ 2 ,
for all x ∈ B ∞ (0; ∆). For the estimation of the Hessian, we need to separate the diagonal from the non-diagonal part. For the non-diagonal part, with i = j,
For the diagonal part, with i = 1, . . . , n,
Since the upper triangular part of the Hessian has at most card(α) non-zero components one has
for all x ∈ B ∞ (0; ∆).
Remark 4.2
The dependency of the error bounds in Lemma 4.1 on card(α) cannot be eliminated. In fact, the quadratic function
satisfies g(∆, ..., ∆) = 3 (n(n − 1))/2 = 3 card(α) while the vector of coefficients α has norm equal to 1. 0;∆) ) , the L ∞ -norm of m which is the maximum absolute value of m(x) over B ∞ (0; ∆), we see that Lemma 4.1 establishes a relation between two norms of m. By explicitly deriving constants in terms of card(α) we strengthen the bounds in Lemma 4.1 for the cases of sparse models.
We are now ready to present our main result. Theorem 4.5 Let Assumption 4.2 hold (approximate Hessian sparsity). Given ∆ and x 0 , let h be the corresponding sparsity level of the fully quadratic model guaranteed by Assumption 4.2. Let Y = {y 1 , ..., y p } be a given set of p random points, chosen with respect to the uniform measure in B ∞ (0; ∆), with p log p ≥ 9c partial (h + n + 1) (log (h + n + 1)) 2 log q,
for some universal constant c partial > 0, then with probability larger than 1 − n −γ log p , for some universal constant γ > 0, the quadratic m * (x) =m * (x − x 0 ), wherem * is the solution to the ℓ 1 -minimization problem (19) , is a fully quadratic model of f on B ∞ (x 0 ; ∆) with ν m * 2 = 0 and constants κ ef , κ eg , and κ eh not depending on x 0 and ∆.
Proof. From Assumption 4.2, there exists a fully quadratic model m for f on B ∞ (x 0 ; ∆) with ν m 2 = 0 and some constants κ ′ ef , κ ′ eg , and κ ′ eh . The quadratic polynomialm(z) = m(z +x 0 ), z ∈ B ∞ (0; ∆), satisfies the assumptions of Corollary 4.1 and, for the purpose of the proof, is the quadratic that will be approximately recovered. Now, since m is a fully quadratic model, we have |f
for any sample set Y ⊂ B ∞ (0; ∆) (where κ ′ ef is independent of x 0 and ∆). Note that one can only recover m approximately given that the values of m(
Consider againm(z) = m(z + x 0 ), z ∈ B ∞ (0; ∆). Then, by Corollary 4.1, with probability larger than 1 − n −γ log p , for a universal constant γ > 0, the solutionm * to the ℓ 1 -minimization problem (19) 
where α * and α are the coefficients ofm * andm in the basis ψ given by (17) , respectively. Note that c partial does not depend on x 0 . So, by Lemma 4.1,
for all z ∈ B ∞ (0; ∆). Note that α * and α depend on x 0 but card(α * − α) can be easily bounded independently of x 0 . Let now m * (x) =m * (x − x 0 ) for x ∈ B ∞ (x 0 ; ∆). Therefore, from the fact that m is fully quadratic (with constants κ ′ ef , κ ′ eg , and κ ′ eh ), one has
for all x ∈ B ∞ (x 0 ; ∆). Since m * is a quadratic function, its Hessian is Lipschitz continuous with Lipschitz constant 0, so one has that ν m * 2 = 0. Hence m * is a fully quadratic model of f on B ∞ (x 0 ; ∆). Note that the result of Theorem 4.5 is obtained for a number p of sampling points satisfying (see (20) and recall that q = O(n 2 ))
when h = O(n), i.e., when the number of non-zero elements of the Hessian of f at x 0 is of the order of n. Since p < (n + 1)(n + 2)/2, one obtains
Theorem 4.5 does not directly assume Hessian sparsity of f . It is worth observing again that Theorem 4.5 can be established under no conditions on the sparsity pattern of the Hessian of f .
Problem (19) is a second order cone programming problem [1] and can, hence, be solved in polynomial time. However it is typically easier in practice to solve linear programming problems. Since the second order Taylor model
, because T is fully quadratic for f , instead of (19), one can consider
which is a linear program. In our implementation, as we will discuss in the next section, we chose to impose the interpolation constraints exactly which corresponds to setting η = 0 in the above formulations, hence simplifying parameter choices. Also, recent work has provided some insight for why this choice works well (see [30] ). Theorem 4.5 cannot strictly validate a practical setting in DFO like the one discussed in the next section. It serves to provide motivation and insight on the use of ℓ 1 -minimization to build underdetermined quadratic models for functions with sparse Hessians. It also is the first result, to our knowledge, that establishes a reasonable approach to building fully quadratic models with underdetermined interpolation, when the sparsity structure of the objective function is not known. However, in the current implementation the sampling is done deterministically in order to be able to reuse existing sample points. This may be lifted in future parallel implementations. Note that the constants in the bound (20) (and thus in (21)) render the current bounds impractical. In fact, the best known upper bound (see [24] ) for the universal constant c total appearing in (13) is c total < 17190 (c partial is of the same order), making (20) only applicable if n is much greater than the values for which DFO problems are tractable today by deterministic algorithms. However, such a bound is most likely not tight; in fact, similar universal constants appearing in the setting of compressed sensing are known to be much smaller in practice.
5 A practical interpolation-based trust-region method 5.1 Interpolation-based trust-region algorithms for DFO Trust-region methods are a well known class of algorithms for the numerical solution of nonlinear programming problems [8, 20] . In this section we will give a brief summary of these methods when applied to the unconstrained minimization of a smooth function f : D ⊂ R n → R,
without using the derivatives of the objective function f . For comprehensive coverage we refer the reader to [11] . At each iteration k, these methods build a model m k (x k + s) of the objective function in a trust region of the form B p (x k ; ∆ k ), typically with p = 2, around the current iterate x k . The scalar ∆ k is then called the trust-region radius. A step s k is determined by solving the trust-region subproblem min
Then, the value f (x k + s k ) is computed and the actual reduction in the objective function
. If the ratio is big enough (ρ k = ared k /pred k ≥ η 1 ∈ (0, 1)), then x k + s k is accepted as the new iterate and the trust-region radius may be increased. Such iterations are called successful. If the ratio is small (ρ k < η 1 ), then the step is rejected and the trust-region radius is decreased. Such iterations are called unsuccessful. The global convergence properties of these methods are strongly dependent on the requirement that, as the trust region becomes smaller, the model becomes more accurate, implying in particular that the trust-region radius is bounded away from zero, as long as the stationary point is not reached. Taylor based-models, when derivatives are known, naturally satisfy this requirement. However, in the DFO setting, some provision has to be taken in the model and sample set management to ensure global convergence. These provisions aim at guaranteeing that the models produced by the algorithm are fully linear or fully quadratic, and to guarantee global convergence this must be done in arbitrarily smaller trust regions thus driving the trust-region radius to zero (such a procedure is ensured by the so-called criticality step, which has indeed be shown necessary [26] ).
Conn, Scheinberg, and Vicente [10] proved global convergence to first and second order stationary points depending whether fully linear or fully quadratic models are used. The approach proposed in [10] involves special model improving iterations. Scheinberg and Toint [26] have recently shown global convergence to first order stationary points for their self-correcting geometry approach which replaces model-improving iterations by an appropriate update of the sample set using only the new trust-region iterates.
Our results derived in Section 4 provide us with a new method to produce (with high probability) fully quadratic models by considering randomly sampled sets, instead of model handling iterations as is done in [10] and [26] . On the other hand, to develop full convergence theory of DFO methods using randomly sampled sets, one needs to adapt the convergence proofs used in [10] and [26] to the case where successful iterations are guaranteed with high probability, rather than deterministically. This is a subject for future research.
A practical interpolation-based trust-region method
We now introduce a simple practical algorithm which we chose for testing the performance of different underdetermined models. This algorithm follows some of the basic ideas of the approach introduced by Fasano, Morales, and Nocedal [14] , which have also inspired the authors in [26] . The quality of the sample sets is maintained in its simplest form -simply ensuring sufficient number of sample points (n + 1 or more) in a reasonable proximity from the current iterate. This approach is theoretically weak as shown in [26] , but seems to work well in practice.
Unlike [14] , we discard the sample point farthest away from the new iterate (rather than the sample point farthest away from the current iterate). Also, in [14] , only determined quadratic models were built based on p max = (n + 1)(n + 2)/2 sample points. We compare approaches that use minimum Frobenius or ℓ 1 norm interpolation to build the models and hence we allow sample sets of any size less than or equal to p max . This poses additional issues to those considered in [14] . For instance, until the cardinality of the sample set reaches p max , we do not discard points from the sample set and always add new trial points independently of whether or not they are accepted as new iterates, in an attempt to be as greedy as possible when taking advantage of function evaluations.
Another difference from [14] is that we discard points that are too far from the current iterate when the trust-region radius becomes small (this can be viewed as a weak criticality condition), expecting that the next iterations will refill the sample set resulting in a similar effect as a criticality step. Thus, the cardinality of our sample set might fall below p min = n + 1, the number required to build fully linear models in general. In such situations, we never reduce the trust-region radius. 
where α Q and α L are, respectively, the coefficients of order 2 and order less than 2 of the model.
Step 2: Stopping criteria.
Step 3:
Step calculation.
Compute a step s k by solving (approximately) the trust-region subproblem (23).
Step 4: Function evaluation.
Evaluate the objective function at
Step 5: Selection of the next iterate and trust radius update.
If ρ k < η 1 , reject the trial step, set x k+1 = x k , and reduce the trust-region radius, if
Increase the trust-region radius,
Step 6: Update the sample set.
If |Y k | = p max , set y out k ∈ argmax y − x k+1 2 (break ties arbitrarily).
If the iteration was successful:
If the iteration was unsuccessful:
Step 7: Model improvement.
When ∆ k+1 < 10 −3 , discard from Y k+1 all the points outside B(x k+1 ; r∆ k+1 ), where r is chosen as the smallest number in {100, 200, 400, 800, ...} for which at least three sample points from Y k+1 are contained in B(x k+1 ; r∆ k+1 ).
Increment k by 1 and return to Step 1.
We note that relying on the model gradient to stop might not be a reliable stopping criterion, as we need to resample the function inside a smaller trust region and construct a new model before safely quitting (criticality step). However, in a practical method, one avoids doing it.
Numerical results
In this section we describe the numerical experiments which test the performance of Algorithm 5.1 implemented in MATLAB. In particular we are interested in testing two variants of Algorithm 5.1 defined by the norm used to compute the model in (24) . The first variant makes use of the ℓ 2 -norm and leads to minimum Frobenius norm models. The solution of (24) with t = 2 is a convex quadratic problem subject to equality constraints and hence is equivalent to solving the following linear system
We solved this system using SVD, regularizing extremely small singular values after the decomposition and before performing the backward solves, in an attempt to remediate extreme ill-conditioning caused by nearly ill-poised sample sets. The second approach consisted in using t = 1, leading to minimum ℓ 1 -norm models and attempting to recover sparsity in the Hessian of the objective function. To solve problem (24) with t = 1 we formulated it first as a linear program. In both cases, t = 1, 2, we first scaled the corresponding problems by shifting the sample set to the origin (i.e., translating all the sample points such that the current iterate coincides with the origin) and then scaling the points so that they lie in B 2 (0; 1) with at least one scaled point at the border of this ball. This procedure, suggested in [11, Section 6.3] , leads to an improvement of the numerical results, especially in the minimum Frobenius norm case.
The trust-region subproblems (23) have been solved using the routine trust.m from the MATLAB Optimization Toolbox which corresponds essentially to the algorithm of Moré and Sorensen [19] . To solve the linear programs (24), with t = 1, we have used the routine linprog.m from the same MATLAB toolbox. In turn, linprog.m uses in most of the instances considered in our optimization runs the interior-point solver lipsol.m, developed by Zhang [31] .
In the first set of experiments, we considered the test set of unconstrained problems from the CUTEr collection [16] used in [17] , and in [14] . We used the same dimension choices as in [17] but we removed all problems considered there with less than 5 variables. This procedure resulted in the test set described in Table 1 . Most of these problems exhibit some form of sparsity in the Hessian of the objective function, for instance, a banded format.
In order to present the numerical results for all problems and all methods (and variants) considered, we have used the so-called performance profiles, as suggested in [12] . Performance profiles are, essentially, plots of cumulative distribution functions ρ(τ ) representing a performance ratio for the different solvers. Let S be the set of solvers and P the set of problems. Let t p,s denote the performance of the solver s ∈ S on the problem p ∈ P -lower values of t p,s indicate better performance. This performance ratio ρ(τ ) is defined by first setting r p,s = t p,s / min{t p,s :s ∈ S}, for p ∈ P and s ∈ S. Then, one defines ρ s (τ ) = (1/|P|)|{p ∈ P : r p,s ≤ τ }|. Thus, ρ s (1) is the probability that solver s has the best performance among all solvers. If we are only interested in determining which solver is the most efficient (is the fastest on most problems), then we should compare the values of ρ s (1) for all the solvers. On the other hand, solvers with the largest value of ρ s (τ ) for large τ are the ones which solve the largest number of problems in P, hence are the most robust. We are interested in considering a wide range of values for τ , hence, we plot the performance profiles in a log-scale (now, the value at 0 represents the probability of winning over the other solvers).
In our experiments, we took the best objective function value from [17] (obtained by applying a derivative-based Non-Linear Programming solver), as a benchmark to detect whether a problem was successfully solved up to a certain accuracy 10 −acc . The number t p,s is then the number of function evaluations needed to achieve an objective function value within an absolute error of 10 −acc of the best objective function value; otherwise a failure occurs and the value of r p,s used to build the profiles is set to a large number (see [12] ). Other measures of performance could be used for t p,s but the number of function evaluations is the most appropriate for expensive objective functions. In Figure 1 , we plot performance profiles for the two variants of Algorithm 5.1 mentioned above and for the state-of-the-art solver NEWUOA [21, 23] . Following [13] , and in order to provide a fair comparison, solvers are run first with their own default stopping criterion and if convergence can not be declared another run is repeated with tighter tolerances. In the Table 1 : The test set used in the first set of experiments and the corresponding dimensions (first three columns). The third column reports the upper bound provided by CUTEr on the number of nonzero elements of the Hessian stored using the coordinate format. The last two columns report the total number of function evaluations required by Algorithm 5.1 to achieve an accuracy of 10 −6 on the objective function value (versions DFO-TR Frob and DFO-TR l1). Both approaches failed to solve two of the problems.
case of Algorithm 5.1, this procedure led to ǫ g = δ = 10 −7 and a maximum number of 15000 function evaluations. For NEWUOA we used the data prepared for [17] also for a maximum number of 15000 function evaluations. Note that NEWUOA requires an interpolation of fixed cardinality in the interval [2n + 1, (n + 1)(n + 2)/2] throughout the entire optimization procedure. We looked at the extreme possibilities, 2n + 1 and (n + 1)(n + 2)/2, and are reporting results only with the latter one (NEWUOA quad in the plots) since it was the one which gave the best results. The two variants of Algorithm 5.1, are referred to as DFO-TR Frob (minimum Frobenius norm models) and DFO-TR l1 (minimum ℓ 1 -norm models). Two levels of accuracy (10 −4 and 10 −6 ) are considered in Figure 1 . One can observe that DFO-TR l1 is the most efficient version (τ = 0 in the log scale) and basically as robust as the DFO-TR Frob version (large values of τ ), and that both versions of the Algorithm 5.1 seem to outperform NEWUOA quad in efficiency and robustness.
In the second set of experiments we ran Algorithm 5.1 for the two variants (minimum Frobenius and ℓ 1 norm models) on the test set of CUTEr unconstrained problems used in the paper [7] . These problems are known to have a significant amount of sparsity in the Hessian (this information as well as the dimensions selected is described in Table 2 ). We used ǫ g = δ = 10 −5 and a maximum number of 5000 function evaluations. In Table 3 , we report the number of objective [21, 23] , on the test set of Table 1 , for two levels of accuracy (10 −4 above and 10 −6 below). function evaluations taken as well as the final objective function value obtained. In terms of function evaluations, one can observe that DFO-TR l1 wins in approximately 8/9 cases, when compared to the DFO-TR Frob version, suggesting that the former is more efficient than the latter in the presence of Hessian sparsity. Another interesting aspect of the DFO-TR l1 version is some apparent ability to produce the final model with gradient of smaller norm. Table 2 : The test set used in the second set of experiments. For each problem we included the number of variables and the type of sparsity, as described in [7] . The last column reports the upper bound provided by CUTEr on the number of nonzero elements of the Hessian stored using the coordinate format.
Conclusion
Since compressed sensing emerged, it has been deeply connected to optimization, using optimization as a fundamental tool (in particular, to solve ℓ 1 -minimization problems). In this paper, however, we have shown that compressed sensing methodology can also serve as a powerful tool for optimization, in particular for Derivative-Free Optimization (DFO), where structure recovery can improve the performance of optimization methods. Namely, our goal was to construct fully quadratic models (essentially models with an accuracy as good as second order Taylor models; see Definition 2.2) of a function with sparse Hessian using underdetermined quadratic interpolation on a sample set with potentially much fewer than O(n 2 ) points. We were able to achieve this as is shown in Theorem 4.5, by considering an appropriate polynomial basis and random sample sets of only O(n(log n) 4 ) points when the number of non-zero components of the Hessian is O(n). The corresponding quadratic interpolation models were built by minimizing the ℓ 1 -norm of the entries of the Hessian model. We then tested the new model selection approach in a deterministic setting, by using the minimum ℓ 1 -norm quadratic models in a practical interpolation-based trust-region method (see Algorithm 5.1). Our algorithm was able to outperform state-of-the-art DFO methods as shown in the numerical experiments reported in Section 5.3. One possible way of solving the ℓ 1 -minimization problem (4) in the context of interpolationbased trust-region methods is to rewrite it as a linear program. This approach was used to numerically test Algorithm 5.1 when solving problems (24) for t = 1. For problems of up to n = 20, 30 variables, this way of solving the ℓ 1 -minimization problems has produced excellent results in terms of the derivative-free solution of the original minimization problems (22) and is reasonable in terms of the overall CPU time.
However, for larger values of n, the repeated solution of the linear programs introduces significant overhead. Besides the increase in the dimension, one also has to consider possible ill-conditioning arising due to badly poised sample sets. Although related linear programming problems are solved in consecutive iterations, it is not trivial to use warmstart. In fact, the number of rows in the linear programs change frequently, making it difficult to warmstart simplex- We conducted preliminary testing along this avenue but did not succeed in outperforming the linear programming approach in any respect. However, it is out of the scope of this paper a deeper study of the numerical solution of the ℓ 1 -minimization problem (4) in the context of interpolation-based trust-region methods.
Although we only considered the most common type of sparsity in unconstrained optimization (sparsity in the Hessian), it is straightforward to adapt our methodology to the case where sparsity also appears in the gradient. In particular, if we aim at only recovering a sparse gradient or a sparse fully linear model, one can show that the required number of sample points to do so would be less that O(n) and tighten to the level of sparsity.
Finally, we would like to stress that building accurate quadratic models for functions with sparse Hessians from function samples could be of interest outside the field of Optimization. The techniques and theory developed in Section 4 could also be applicable in other settings of Approximation Theory and Numerical Analysis.
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