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Let a,, a2, . . . , a,, tw natural numbers, and let S be the set of integer coordinate n-vectors 
whose jth coordinate lies between zero and aj (inclusive) for each i. Let the distance between 
two such vectors be the sum of their coordinate dilferences. The diameter of a subset of S is 
then the maximum distance between two of its members, while its radius is the minimum over 
its vectors of the maximum distance from that vector to any of the others in it. The following 
q-lestion is addressed: for what values of the parameters is a largest subset of S of radius r 
about a vector in S, one of the largest subsets of S of diameter 2r? A sufficient condition, which 
for all the ai odd means that the largest subset of radius r contains at most half the elements of 
S, is derived. There is also a discussion of necessary conditions, and uniqueness of maximum 
diameter configurations, and some open questions. 
La 6, a2,. l . 9 an, be natural numbers, and let S be the set of integer 
coordinate coordinate n-vectors whose jth coordinate lies between zero and aj for 
each j. We define distance between two such vectors in the so called ’
metric, namely, as the sum of the magnitudes of their coordinate diffe 
diameter of a subset of S is then the maximum distance between two of its 
member vectors, while its radius is the minimum over its vectors of the maximum 
distance from that vector to any of the others in it. 
The following question is addressed in this paper: For w at values of the 
parameters i a largest subset, X, of S, of radius r about a vector in S, one of the 
largest subsets of S of diameter 2r? 
This question was raised by l?. Erdiis some year< AZO, and an answer given for 
the pI-cube, that is, when all the aj are ones, by 
in that case is that X of 
2r whenever X is not S itself. 
obtained by similar rea 
In the geueral case the ma 
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This problem is of course a special case of one that could be posed for all 
graphs: for which graphs is there a maximum size subgraph of diameter 2r whose 
radius is r? 
In the next section we show that X has maximum size among sets of diameter 
2r when the following condition holds: 
2P + I G c [(4$ + 1)/2]. (1 1) . 
en all the aj are odd this condition is equivalent o the statement that X 
contains at most half the members of S. Erdos had originally conjectured that a 
result of roughly this kind should hold. 
The argument given below makes use of the n-cube result just cited, along with 
a somewhat novel complementation argument. and an induction based upon 
separating the vectors of S on the two outer hyperplane surfaces from the others, 
to handle the all-+-odd case. The general result then follows by a straightforward 
induction argument. 
The third section of the paper contains ome additional discussion of necessary 
conditions for X to have maximum size in the al,! odd case. 
We conclude with a brief discussion of the open questions that remain here, 
among which is the following: does there always exist a region contain& P 
maximum number of lattice points among those of diameter d, that have ;t t&w 
d/2 about some perhaps non-lattice point? 
We assume that the aj and S are defined as in the first section. We let F(S, d) 
be the maximum number of vectors of S in a region of diameter d in. the metric od 
that section. We now prove the following result: 
2. maximum sized subset of S having radius r has also the maximum 
possible size among subsets of S with diameter 2r whenever inequality (1.1) ho&. 
The argument is based on the following four remarks: 
(Theorem 1 of eference 1). Where all the aj are ones, so that 
inequality (1.1) becomes 2r + k + 1 G n, the statement of Theorem 2.1 holds. 
3. en all the aj are ,?dd and (1.1) is an equality, so that a maximum 
radiuts-r subset contains half the elements of S, a set of di’amefer 2 can contain at 
ost 
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ak = bk + 2, and let S’ be the vector set just like S with all parameters aj the same as 
those of S except the kth for which &k is replaced by bk; and let S” be dened 
sirnil&.?-ly except that ak is replaced by 1. Then the following inequality hold& 
F(S, d) s F(S’, d) + F(S”, d - ak + 1). 
2.5. Let S* be the vector set obtained porn S by replacing ak by ak - 1, 
and let S*’ be the n - 1 dimensional vector set obtained from S by omit&g the kth 
coordinate of all it3 elments. Then for even ak the following inequality holds: 
F(S, d) G F(S*, d) + F(S*‘, d -a& 
Our theorem follows directly from these four results and the following 
observations. Let R(S, r) denote the maximum number of vectors in a radius r 
subset of S. Corresponding to the recursions of the latter two lemmas we have the 
equalities 
R(S, d/2) = R(S', d/2) + Ris”, d - “2” + ‘) 
for odd ak greater than or equal to 3, and 
R(S, d/2) = R(S*, d/2) + R(S*‘, 7) 
for even &, where d is eve&. 
The theorem therefore follows by induction since all cases may be reduced to 
applications of Lemmas 2.2 and 2.3 by means of Lemmas 2.4 and 2.5 and the 
corresponding recursions for R(S, r). 
We will give a proof of Lemma 2.2 here for completeness, following the proof 
in Reference [ 11. 
Proof of L~~MMI 2.2. WheQ 2r + I= n, the conclusion follows from the two 
facts that exactly half the vectors of S lie within a distance r from any one vector 
of S; and no diameter 2r set can have more than half the vectors of S, since it can 
have at most one of any complementary pair of vectors. 
When, instead, we have a strict inequality so that 2r + 1 c n, we show that th.e 
number of vectors in L diameter 2r region can be no greater than the maximu 
numbed of vectors in 3 diameter 2r region in n - 1 di 
of vectors in a diamekr 2r - 2 region inn - 1 dimensions. 
maximum size of a d diameter set in n dimensions by f (n, d), w 
CE < n - 1 9 the inequality 
f(n, d)ef(n - 1, d)+f(n - 1, d -2). 
e number of vectors wi 
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we prove inequality (2.6) by performing the operation known as “pushing” on 
a maximum shed diameter d set to put it in a canonical form in which the 
inequality is obvious. 
mere are actually two hinds of pushing operations that we use here: “down to 
the center” pushing, and “pushing to the left”, which we will now define. 
Suppose we choose a particular component, say the kth, of the n-vectors in our 
maximum-sized-d-diameter set X. If we ignore that component, X corresponds 
bijectively to a multiset, X’, of (n - 1).vectors. Each (n - 1)vector will appear 
either not at all, or once, or twice in X”, depending on the number of n-vectors in 
X that reduce to it when their kth compnent is ignored. The operation of 
“pushing down to the center” on the kth component here consists of replacing X
by the set X’ of n-vectors obtained from the vectors of X” by adding to them a 
kth component of zero if the corresponding (n- 1) vector occurs once in X”, and 
both zero and one if it occurs twice in X”. 
Pushing down to the center then consists of applying this operation in order on 
each of the n component s.
The name used here is rather more complicated than is appropriate for this 
operation here. We use it because it does describe the more general operation 
that we now define for use when ak is greater than one. In that case X” will be a 
multiset and each (n - 1).vector in it will have multiplicity up to ak + 1, since an 
0, V&C. cs-VP~ +or can have any of izk + 1 different kth components. -We form X’ in this 
case, again from X’, by arranging these (Bk + 1 possible kth components in a 
specific ordered list, and for an (n - I)-vector of multiplicity m in X” adding as 
kth component the first m of entries on our list. 
The name of our operation comes from the qlature of our specific list of possible 
kth components: if x is more central in that component than y is, by which we 
mean that x is closer to the middle value of that coordinate than y is, then x 
comes before y; if the two are equally central, then the smaller comes first. For 
example, for ak = 5, the list has six entries, as follows: 2, 3, 1, 4, 0, 5. 
Formally, if the values of the kth component are 0, . . . , ak9 we order them on 
our special ist as follows: for even a k: a& a&, ak/2- 1, a,/2 + 1, a&?- 2, 
a& + 2, . . . , 0, a& and for odd ak: a&- l/2, a&/2+ 112, ak/2- 312, &/2+ 
312, . . . , 0, ake 
It is easy to see that in the general case, replacing X by X’ leaves cardinality 
unchanged, and cannot increase diameter. In consequence, we may limit our 
attention to collections X that are unchanged by this transformation on each 
component, SO that we may assume that any n-vector that is more “down-central” 
than one in X is also in X. 
e define “pushing to the left” only when the aj’s are all ones. 
For any pair of coordinates, i and j with i <j, replace each n-vector v in X 
ponent is 8 and jth component is 1, with the n-vector obtained by 
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operation two vectors, w and V, are a distance  apart when they were closer 
before, one, w say, must have had its components exchanged while the other, V, 
did not, because r~’ was already in X. But then V’ and w were as far apart before 
the exchange as w and v are after it. 
This operation may be performed repeatedly on all pairs of indices until X is 
unchanged by each of these operations. We may therefore assume that X is 
unchanged by all such operations; that any n-vector obtained by interchanging a 5 
of a vector in X with a 0 in a place with lower numbered component, isalso in X. 
It is apparent that the number of members of X whose nth component is0 is at 
most f(n - 1, d). Those having nth component 1must agree in some other place 
as well, since they can differ in at most d places and d < yt - 1 holds. Let a and b 
be two such veciicors, and suppose they agree in their kth component. We may 
assume that both have zeroes in that component. (Since X is pushed down, if 
both have one in that place there are two elements of X with zeroes in that 
component but otherwise identical to them.) But then the vector a’ obtained by 
interchanging thr, 1 in the nth place in p with the zero in its kth place is in X, and 
is two further from b than a is. Thus the vectors in X with nth coordinate 1 can 
have diameter at most d - 2, and are therefore at most f(n - 1, h - 2) in number. 
We have therefore proven inequality (2.6) and therefore Lemma 2.2. Cl 
Proof of Lemmas 2.4 and 2.5. These results may be proven by applying the 
“pushing down to the center” operation on a set X of maximum diameter. 
When & is even, we obtain the inequality of Iemma 2.5 by separating the top 
hyperplane of S normal to its kth direction from the rest of S. The vectors in the 
rest of a region of diameter d obviously have cardinality at most F(S*, d). Those 
in the top hyperplane are also present in the bottom hyperplane since we may 
assume that X is pushed down to the center, so that their mutual distance within 
the hyperplane is at most d - ak, and they can therefore have cardinality at most 
F(S*‘, d - a& 
When ak is odd and at least three, we obtain the inequality of Lemma 2.4 by 
separating the vectors in X into those in the outer two hyperplanes normal to the 
kth direction and the rest. Again we may assume that X is pushed down to the 
center. 
Again it is trivial that the vectors in X in the ‘rest’ or central part of X is of 
cardinality at most F(S’, d). The elements of X in the outer hype 
of two kinds: those that lie in the lower hyperplane alone, and 
both upper and lower. The former must, due to the pushed do 
nature of X, be present in the highest hyperplane of the ‘rest’, an 
former vectors. 
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a 2.3. We prove this lemma by introducing a complement 
operation on our vectors. We denote the corn nt of y as C(V), and the 
d$ance between two vectors, g and b, as d(g b) will describe the properties 
of this “complement” before actually defining it complementation perator 
c will have the following two properties: 
d(g, C(V)) = C (aj + 1)/2 = 2r + 1 (2 7) . 
and, if the vector & has all of its components ‘central’ by which we mean that 
(aj - 1)/2 s Xj G (aj + 1)/2 holds for all j, then we have 
d(z, c(v)) + d(_v, z) = 2r + 1 (2 8) . 
From equation (2.8) it follows that one member of each complementary pair 
must be within r of n_. From (2.7) it follows that a set of diameter 2r can have at 
most one of each complementary pair of vectors. Lemma 2.3 follows from these 
two statements. 
We define the complementation each component of our vectors as follows. 
For each j, the complement of the jth component s is s + (aj + 1)/2 mod (aj + 1). 
The properties (2.7) and (2.8) readily follow, which completes proof of Lemma 
2.3. El 
At first glance it seems urprising that a maximum size set of radius r should 
ever fail to be of maximum size of diameter 2r. This phenomenon seems to come 
about because the integer coordinate vectors are not at the center of their convex 
hull. The integer coordinate vectors when the a’s are all ones, are in fact extreme 
points of the n-cube that is thi& -’ (Llonvex hull. Thus it is quite plausible that there 
should exist regions of radius r centered about non-lattice vectors that have more 
lattice points in them than the radius-r region centered about any lattice point. 
This is what happens for diameter n in the n-cube: the region of radius n/2 about 
the center point of the cube includes all the lattice points in it, unlike the region 
of radius n/2 about any lattice point. 
In the following discyrssion we suppose that we have translated coordinates so 
Ithat he origin is the lattice point closest o the center of S with the smallest 
coordinates in the former notation. 
If the number of lattice points x in S obeying Xj C 1 for all j and -c Xj = r, is 
strictly less than the number of lattice points of S satisfying + ~4 for all j and 
c 9 =rfl, then the s ere of radius ET surrounding the origin does not contain 
the largest number of lattice points of S among diameter 2r sets. 
coordinate l/2 for the 2ne 
ir ““gi (for Mly rat), a 
n the region centers 
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origin has, then the ““center” having most lattice points within r of it will not be a 
lattice point. 
These facts provide necessary condi,tions for this “center” to be a lattice point: 
these contingencies must not occur. 
One can write these conditions explicitly in two dimensions, and can do SO as 
well for any small finite example. We leave the details to the reader. 
4. Conjectures and fbther remarks 
It is easy to envision how there can be a “center” that is not a lattice point but 
is within r of more lattice points than any lattice point is. It is not so easy to 
picture how else our result can fail. 
This suggests he following questions: 
Is there always a region of radius d/2 about some not-necessarily-lattice point 
that has the maximum number of lattice points among all regions of diameter d in 
S? 
Does a similar result hold for any wider class of regions S? 
It is definitely not true that in this metric any set of lattice points of diameter d 
has radius d/2 about some point. 
Furthermore, not every pushed-down-to-the-center set of lattice points maxi- 
mal among those of given diameter has this property. 
Our result does imply that there is always a lattice point, the sphere of radius r 
about which contains a maximum number of lattice points, among sets of 
diameter 2r in unconfined space. 
We have shown that having fewer than half the lattice points of S in a 
maximum sized subset of diameter 2r is sufficient for a lattice point center of 
radius r to exist when all the ai are odd. The result seems to hold when some of 
the aj are even, but the form and method of proof of an extension is not obvious. 
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