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Abstract
In the article [11] of L. Kunyansky a symmetric integral identity for Bessel
functions of the first and second kind was proved in order to obtain an explicit
inversion formula for the spherical mean transform where our data is given on
the unit sphere in Rn. The aim of this paper is to prove an analogous symmetric
integral identity in case where our data for the spherical mean transform is
given on an ellipse E in R2. For this, we will use the recent results obtained by
H.S. Cohl and H.Volkmer in [7] for the expansions into eigenfunctions of Bessel
functions of the first and second kind in elliptical coordinates.
1 Introduction and Mathematical Background
1.1 Introduction
For a continuous function f , defined on R2, define the spherical mean transform,
Rf of f , by
Rf : R2 × R+ → R,
(Rf)(x, r) =
1
2pi
∫ pi
−pi
f
(
x+ reiθ
)
dθ
where R+ denotes the nonnegative ray [0,∞). Observe that for each point (x, r) ∈
R
2 × R+ the spherical mean transform Rf of f evaluates the integral of f on the
circle with the center at x and radius r.
The spherical mean transform was found to be an applicable tool in various re-
search fields in mathematical physics and science (see [1, 3, 5, 6, 8, 10, 12, 13, 14, 19]).
Hence, in the last two decades many authors have investigated this integral transform
with the aim of determining its kernel, range and its inverse transform R−1. For the
determination of the inverse transform, of course, one has to start with a well-posed
problem in order to guarantee that f can be uniquely recovered and such that no
redundant data is available (i.e., that our problem is not over determined). For this,
one has to restrict the domain of the spherical mean transform into a two dimensional
surface in R2 × R+.
1
In this paper we will be dealing with the problem of finding the inverse transform of
the spherical mean transform R, which is equivalent to the problem of recovering each
function f from its spherical mean transform Rf , in case where Rf is restricted on a
cylindrical surface Γ×R+ where Γ denotes a simple curve in R2. That is, one would
like to reconstruct a continuous function f in case where the integrals of f are given
over any circle with a center on Γ and with an arbitrary radius. This reconstruction
problem was found to be very important in many fields in science related to medical
imaging such as photo and thermoacoustic tomography ([1, 5, 10, 12, 14, 19]).
For the general n dimensional case, inversion formulas for recovering a continuous
function f in Rn, where Rf is restricted to a cylindrical surface of the form Γ× R+
with Γ a hypersurface in Rn, have been found in cases where Γ is equal to various
quadratic surfaces ([2, 9, 11, 15, 16, 17, 20]). One of the classic inversion formulas
for the case where Γ is the unit sphere Sn−1 in Rn was obtained by L. Kunyansky in
[11]. The inversion formula in [11] relies on the following integral identity∫
Sn−1
Y (λ |y − z|) ∂
∂nz
J(λ|x− z|)ds(z)
=
∫
Sn−1
Y (λ |x− z|) ∂
∂nz
J(λ|y − z|)ds(z) (1.1)
which is valid for |x|, |y| < 1, where J(t) = Jn
2
−1(t)/t
n/2−1, Y (t) = Yn
2
−1(t)/t
n/2−1 and
where Jν and Yν denote respectively the Bessel functions of the first and second kind
of order ν. That is, if I(x, y) denotes the integral in the left hand side of equation
(1.1) then I is a symmetric function in the variables x and y, i.e., I(x, y) = I(y, x).
Restricting our discussion to the plane R2, identity (1.1) was proved in [11] by using
the following Fourier expansions
J0
(
λ
∣∣reiφ − Reiθ∣∣) =
∞∑
n=−∞
Jn(λr)Jn(λR)e
in(θ−φ), (1.2)
Y0
(
λ
∣∣ρeiψ − Reiθ∣∣) =
∞∑
n=−∞
Jn(λρ)Yn(λR)e
in(θ−ψ), ρ < R, (1.3)
(see [18, page 23, formula 4.55]). Let x = reiφ and y = ρeiψ be the polar represen-
tations of the points x and y, then using identities (1.2) and (1.3) we obtain, by a
straightforward computation, the following representation of I:
I(x, y) = I (reiφ, ρeiψ) = λ
∞∑
n=−∞
Jn(λr)Jn(λρ)Yn(λ)J
′
n(λ)e
in(ψ−φ)
= λJ0(λr)J0(λρ)Y0(λ)J
′
0(λ) + 2λ
∞∑
n=1
Jn(λr)Jn(λρ)Yn(λ)J
′
n(λ) cos(n(ψ − φ)) (1.4)
which is valid for ρ, r < 1. Thus, since I is symmetric with respect to the variables r
and ρ and with respect to the variables ψ and φ it follows that it is symmetric with
respect to the variables x and y.
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Our main aim in this paper is to obtain an inversion formula for the spherical
mean transform in case where the centers of the circles of integration are given on
an ellipse E in R2, rather than on a circle, by using proper modifications in the
methods introduced in [11]. For this, we will have to find analogous expansions into
eigenfunctions for the Bessel functions of the first and second kind, like in (1.2) and
(1.3), but in elliptical coordinates in order to obtain a similar representation, as in
(1.4), for the function I. This will allow us to prove a similar integral identity to (1.1)
where now integration will be over an ellipse rather than on a circle (the case n = 2
in (1.1)). We will rely on recent results and methods introduced by H. S. Cohl and
H. Volkmer in [7] in order to obtain the corresponding expansions for the elliptical
case.
Before formulating our main results, we will have to introduce some mathemat-
ical notations, definitions and special functions which will be used during the next
sections in the text.
1.2 Mathematical Background
Denote by R2 the two dimensional Euclidean plane and by R+ the ray [0,∞). For
any integer n denote by Jn and Yn respectively the Bessel functions of the first and
second kind of order n.
For a fixed point ξ0 in R
+, denote by Eξ0 the following ellipse
Eξ0 =
{
(x1, x2) ∈ R2 : x
2
1
cosh2 ξ0
+
x22
sinh2 ξ0
= 1
}
(1.5)
in R2. For a point x ∈ R2 denote by x(ξ, η) its representation in elliptical coordinates:
x(ξ, η) = (cosh(ξ) cos(η), sinh(ξ) sin(η)), (ξ, η) ∈ R2. (1.6)
Observe that x(ξ, η) = x(ξ, η + 2mpi) for m ∈ Z and x(ξ, η) = x(−ξ,−η). Thus,
equation (1.6) does not represent the point x in a unique way. We can get a bijective
map in equation (1.6) by restricting the pair of variables (ξ, η) to the domain (0,∞)×
[−pi, pi) which will be necessary, for example, when using the method of change of
variables when performing integration. However, in general we will not assume that
this is the case.
In elliptical coordinates the Helmholtz equation
(△x + k2)U(x) = 0
is given by (
∂2
∂ξ2
+
∂2
∂η2
+ k2(cosh2 ξ − cos2 η)
)
u(ξ, η) = 0
where u(ξ, η) = U (x(ξ, η)) . Using separation of variables u(ξ, η) = u1(ξ)u2(η) yields
the following two equations
3
− u′′1(ξ) +
(
λ− k
2
2
cosh(2ξ)
)
u1(ξ) = 0, (1.7)
u
′′
2(η) +
(
λ− k
2
2
cos(2η)
)
u2(η) = 0. (1.8)
The complete system of eigenfunctions to equation (1.8) is given by
Θ =
{
cen
(
η,
k2
4
)}∞
n=0
⋃{
sen
(
η,
k2
4
)}∞
n=1
with corresponding eigenvalues λ = an(k), n ≥ 0 and λ = bn(k), n ≥ 1. The functions
cen and sen are 2pi periodic with respect to the variable η and are respectively even
and odd with respect to η ([7, Section 4]). The family of functions Θ is orthogonal
with respect to integration on the interval [−pi, pi) in the variable η and it can be
uniquely determined by assuming the following conditions∫ pi
−pi
ce2n
(
η,
k2
4
)
dη = pi, n ≥ 0,
∫ pi
−pi
se2n
(
η,
k2
4
)
dη = pi, n ≥ 1.
The determination of the sign of cen and sen is solved by choosing
ce0(z, 0) =
1√
2
, cen(z, 0) = cos(nz), sen(z, 0) = sin(nz), n ≥ 1
in case where k = 0 and for other values of k the sign is obtained by the continuity
of cen, sen with respect to k together with their values at k = 0.
If f(z) is a 2pi periodic complex function which is analytic in an open strip S
containing the real axis then f has the following expansion
f(z) = α0ce0
(
z,
k2
4
)
+
∞∑
n=1
(
αncen
(
z,
k2
4
)
+ βnsen
(
z,
k2
4
))
(1.9)
where
αn =
1
pi
∫ pi
−pi
f(η)cen
(
η,
k2
4
)
dη, βn =
1
pi
∫ pi
−pi
f(η)sen
(
η,
k2
4
)
dη
and where the series (1.9) converges absolutely and uniformly on any compact subset
of S (see [4, page 664, formula 28.11.1]).
For equation (1.7) we will introduce the following solutions ([4, page 667, formulas
28.20.15-16])
Mc(3)n
(
ξ,
k
2
)
, n = 0, 1, 2, ..., Ms(3)n
(
ξ,
k
2
)
, n = 1, 2, ...
which have the following asymptotic behavior ([4, page 667, formula 28.20.9])
Mc(3)n
(
z,
k
2
)
,Ms(3)n
(
z,
k
2
)
≈ Hn (k cosh z) (1 +O(sechz)) ,ℜz →∞, |ℑ(z)| ≤ pi
2
(1.10)
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where Hn is the Hankel function of order n. We will also introduce the following
solutions ([4, page 667, formulas 28.20.15-16])
Mc(1)n
(
ξ,
k
2
)
, n = 0, 1, 2, ..., Ms(1)n
(
ξ,
k
2
)
, n = 1, 2, ...
which are even and odd respectively with respect to the variable ξ and which have
the following asymptotic behavior ([4, page 667, formula 28.20.11])
Mc(1)n
(
z,
k
2
)
,Ms(1)n
(
z,
k
2
)
≈ Jn (k cosh z) + e|ℑ(k cosh z)|O
(
(cosh z)−
3
2
)
,ℜz →∞, |ℑ(z)| ≤ pi
2
. (1.11)
For every k > 0 define the following functions
uk, vk : R
2 × R2 → R
by
uk(ξ, η, ξ
′, η′) = J0 (k |x(ξ, η)− x(ξ′, η′)|) , (1.12)
vk(ξ, η, ξ
′, η′) = Y0 (k |x(ξ, η)− x(ξ′, η′)|) . (1.13)
2 Main Results
The first main result of this paper, Theorem 2.1, is an explicit inversion formula
of the spherical mean transform where our data is given on the cylindrical surface
Eξ0 × R+. Observe that if the spherical mean transform Rf of a function f is given
on the cylindrical surface Eξ0 ×R+ then this is equivalent that we have the following
data
F (η, r) = (Rf)(x(ξ0, η), r), (η, r) ∈ [−pi, pi]× [0,∞)
and we have to express f via F . In Theorem 2.1 we show how to recover a continuous
function f from its spherical mean transform in case where the circles of integration
have centers on the ellipse Eξ0 . The idea behind the proof of Theorem 2.1 follows
the same method which was introduced in [11] where we use an analogous symmetric
integral identity to (1.1) where integration in our case will be over the ellipse Eξ0 .
This symmetric integral identity is an important result by itself and hence will be
considered as the second main result of this paper. The exact formulation of the
second main result is given in Theorem 2.2.
Theorem 2.1. Let ξ0 > 0 and let f be a continuous function compactly supported
inside the ellipse Eξ0. Then, for any x inside Eξ0 or equivalently for any point x(ξ, η)
such that 0 < ξ < ξ0 we have
f(x(ξ, η))
5
=
1
4
∫ ∞
0
∫ pi
−pi
∂3uk(ξ, η, ξ0, η
′′)
∫ ∞
0
(Rf)(x(ξ0, η
′′), r)Y0 (kr) rdrdη
′′kdk
−1
4
∫ ∞
0
∫ pi
−pi
∂3vk(ξ, η, ξ0, η
′′)
∫ ∞
0
(Rf)(x(ξ0, η
′′), r)J0 (kr) rdrdη
′′kdk.
Theorem 2.2. Let ξ, ξ′ and ξ0 be three real numbers satisfying 0 < ξ, ξ
′ < ξ0. Then,
the following integral
I(ξ, η, ξ′, η′) =
∫ pi
−pi
uk(ξ, η, ξ0, η
′′)∂3vk(ξ
′, η′, ξ0, η
′′)dη′′ (2.1)
is a symmetric function in the variables (ξ, η) and (ξ′, η′). That is, I(ξ, η, ξ′, η′) =
I(ξ′, η′, ξ, η).
Remark 2.3. Observe that the integral identity (2.1) is analogous to the integral
identity (1.1) where now integration is over the ellipse Eξ0 where the infinitesimal
length measure ds(z) is replaced by dη′′.
3 Proofs of the Main Results
Proof of Theorem 2.1: Let ξ0 be a fixed positive real number and let f be a
continuous function with compact support inside the ellipse Eξ0 . Define the following
function
(Gf)(x, k) =
∫
◦
Eξ0
f(y)J0(k |x− y|)dy, (x, k) ∈
◦
Eξ0 × R+ (3.1)
where
◦
Eξ0 denotes the interior of Eξ0 and our aim is to recover Gf from the spherical
mean transform Rf . Using Lemma 4.3 we will immediately be able to recover the
function f .
Let x = x(ξ, η) be the representation of x in elliptical coordinates and let us make
the following change of variables y = x(ξ′, η′) in (3.1) to obtain
(Gf)(x(ξ, η), k)
=
∫ ξ0
0
∫ pi
−pi
f (x(ξ′, η′))J0(k |x(ξ, η)− x(ξ′, η′)|)
(
cosh2 ξ′ − cos2 η′) dξ′dη′
=
∫ ξ0
0
∫ pi
−pi
f (x(ξ′, η′))uk (ξ, η, ξ
′, η′)
(
cosh2 ξ′ − cos2 η′) dξ′dη′. (3.2)
Since ξ, ξ′ < ξ0 we have, by Lemma 4.1, that
uk (ξ, η, ξ
′, η′) = uk (ξ
′, η′, ξ, η)
=
1
4
∫ pi
−pi
(∂3uk(ξ, η, ξ0, η
′′)vk(ξ
′, η′, ξ0, η
′′)− uk(ξ, η, ξ0, η′′)∂3vk(ξ′, η′, ξ0, η′′)) dη′′.
Inserting the last identity into equation (3.2) we obtain that
(Gf)(x(ξ, η), k)
6
=
1
4
∫ pi
−pi
∂3uk(ξ, η, ξ0, η
′′)
∫ ξ0
0
∫ pi
−pi
f (x(ξ′, η′)) vk(ξ
′, η′, ξ0, η
′′)
(
cosh2 ξ′ − cos2 η′) dξ′dη′dη′′
−1
4
∫ pi
−pi
uk(ξ, η, ξ0, η
′′)
∫ ξ0
0
∫ pi
−pi
f (x(ξ′, η′)) ∂3vk(ξ
′, η′, ξ0, η
′′)
(
cosh2 ξ′ − cos2 η′) dξ′dη′dη′′
= I1 + I2. (3.3)
By changing the order of integration in the integral I2, using the definition of the
integral I in equation (2.1) and the fact that ξ, ξ′ < ξ0 we have
I2 = −1
4
∫ ξ0
0
∫ pi
−pi
f (x(ξ′, η′))I(ξ, η, ξ′, η′) (cosh2 ξ′ − cos2 η′) dξ′dη′
= −1
4
∫ ξ0
0
∫ pi
−pi
f (x(ξ′, η′)) I(ξ′, η′, ξ, η) (cosh2 ξ′ − cos2 η′) dξ′dη′
= −1
4
∫ pi
−pi
∂3vk(ξ, η, ξ0, η
′′)
×
∫ ξ0
0
∫ pi
−pi
f (x(ξ′, η′))uk(ξ
′, η′, ξ0, η
′′)
(
cosh2 ξ′ − cos2 η′) dξ′dη′dη′′
where in the first passage we used Theorem 2.2 which guarantees that the integral I is
a symmetric function in the variables (ξ, η) and (ξ′, η′). Hence, returning to equation
(3.3) we obtain that
(Gf)(x(ξ, η), k)
=
1
4
∫ pi
−pi
∂3uk(ξ, η, ξ0, η
′′)
∫ ξ0
0
∫ pi
−pi
f (x(ξ′, η′)) vk(ξ
′, η′, ξ0, η
′′)
(
cosh2 ξ′ − cos2 η′) dξ′dη′dη′′
−1
4
∫ pi
−pi
∂3vk(ξ, η, ξ0, η
′′)
∫ ξ0
0
∫ pi
−pi
f (x(ξ′, η′))uk(ξ
′, η′, ξ0, η
′′)
(
cosh2 ξ′ − cos2 η′) dξ′dη′dη′′
=
1
4
∫ pi
−pi
∂3uk(ξ, η, ξ0, η
′′)
×
∫ ξ0
0
∫ pi
−pi
f (x(ξ′, η′)) Y0 (k |x(ξ′, η′)− x(ξ0, η′′)|)
(
cosh2 ξ′ − cos2 η′) dξ′dη′dη′′
−1
4
∫ pi
−pi
∂3vk(ξ, η, ξ0, η
′′)
×
∫ ξ0
0
∫ pi
−pi
f (x(ξ′, η′))J0 (k |x(ξ′, η′)− x(ξ0, η′′)|)
(
cosh2 ξ′ − cos2 η′) dξ′dη′dη′′
=
[
x = x(ξ′, η′), dx =
(
cosh2 ξ′ − cos2 η′) dξ′dη′]
=
1
4
∫ pi
−pi
∂3uk(ξ, η, ξ0, η
′′)
∫
R2
f(x)Y0 (k |x− x(ξ0, η′′)|) dxdη′′
−1
4
∫ pi
−pi
∂3vk(ξ, η, ξ0, η
′′)
∫
R2
f(x)J0 (k |x− x(ξ0, η′′)|) dxdη′′
7
=
[
x = x(ξ0, η
′′) + reiθ, dx = rdθdr
]
=
1
4
∫ pi
−pi
∂3uk(ξ, η, ξ0, η
′′)
∫ ∞
0
∫ pi
−pi
f
(
x(ξ0, η
′′) + reiθ
)
Y0 (kr) rdrdθdη
′′
−1
4
∫ pi
−pi
∂3vk(ξ, η, ξ0, η
′′)
∫ ∞
0
∫ pi
−pi
f
(
x(ξ0, η
′′) + reiθ
)
J0 (kr) rdrdθdη
′′
=
pi
2
∫ pi
−pi
∂3uk(ξ, η, ξ0, η
′′)
∫ ∞
0
(Rf)(x(ξ0, η
′′), r)Y0 (kr) rdrdη
′′
−pi
2
∫ pi
−pi
∂3vk(ξ, η, ξ0, η
′′)
∫ ∞
0
(Rf)(x(ξ0, η
′′), r)J0 (kr) rdrdη
′′.
Now, using Lemma 4.3 and the definition (3.1) of the function Gf we immediately
obtain Theorem 2.1.
Proof of Theorem 2.2: To simplify notation during the proof of Theorem 2.2
we will use the notation se0 where we define se0 ≡ 0. From Lemma 4.2 it follows that
vk has the following expansion
vk(ξ
′, η′, ξ0, η
′′)
= 2pii
∞∑
n=0
[
Mc(1)n
(
ξ′,
k
2
)
cen
(
η′,
k2
4
)
Mc(3)n
(
ξ0,
k
2
)
cen
(
η′′,
k2
4
)
+Ms(1)n
(
ξ′,
k
2
)
sen
(
η′,
k2
4
)
Ms(3)n
(
ξ0,
k
2
)
sen
(
η′′,
k2
4
)]
(3.4)
which is valid in case where |ξ′| < ξ0. Also, it was proved in [7, Theorem 4.2] that uk
has the following expansion
uk(ξ, η, ξ0, η
′′)
=
1
pi
∞∑
n=0
[
µn
(
k2
4
)
cen
(
iξ,
k2
4
)
cen
(
η,
k2
4
)
cen
(
iξ0,
k2
4
)
cen
(
η′′,
k2
4
)
+νn
(
k2
4
)
sen
(
iξ,
k2
4
)
sen
(
η,
k2
4
)
sen
(
iξ0,
k2
4
)
sen
(
η′′,
k2
4
)]
(3.5)
where µn and νn are functions which depend only on the variable k. Observe that
the expansions (3.4) and (3.5) are analogous to the expansions (1.2) and (1.3) of the
Bessel functions of the first and second kind of order zero where in (3.4) and (3.5)
we use expansions into eigenfunctions in elliptical coordinates rather than expansions
into Fourier series. In [4] the following identities were shown
Mc(1)n
(
ξ′,
k
2
)
= ρn,1(k)cen
(
iξ′,
k2
4
)
,
Ms(1)n
(
ξ′,
k
2
)
= ρn,2(k)sen
(
iξ′,
k2
4
)
8
where the functions ρn,i, i = 1, 2 are given explicitly in [4, page 669, formulas 28.22.1-
2]. Now, differentiating vk with respect to ξ0, multiplying it with uk and then in-
tegrating on η′′ ∈ [−pi, pi] we obtain, after using the orthogonality of the system
{cen}∞n=0 ∪ {sen}∞n=1, that
I(ξ, η, ξ′, η′)
= 2pii
∞∑
n=0
[
µn
(
k2
4
)
ρn,1(k)cen
(
iξ,
k2
4
)
cen
(
iξ′,
k2
4
)
cen
(
η,
k2
4
)
cen
(
η′,
k2
4
)
×cen
(
iξ0,
k2
4
)
∂ξ0Mc
(3)
n
(
ξ0,
k
2
)
+νn
(
k2
4
)
ρn,2(k)sen
(
iξ,
k2
4
)
sen
(
iξ′,
k2
4
)
sen
(
η,
k2
4
)
sen
(
η′,
k2
4
)
×sen
(
iξ0,
k2
4
)
∂ξ0Ms
(3)
n
(
ξ0,
k
2
)]
. (3.6)
Thus, from the last sum it clearly follows that I is a symmetric function in the
variables (ξ, η) and (ξ′, η′).
Remark 3.1. Observe that the expansion (3.6) is analogous to the expansion (1.4) of
the integral I from the circular case to the elliptical case.
4 Appendix
Lemma 4.1. Let (ξ0, η0) and (ξ1, η1) be two points in R
2 and let ξ2 be a positive real
number such that |ξ0| < ξ2. Then, we have the following identity
uk(ξ0, η0, ξ1, η1)
=
1
4
∫ pi
−pi
(vk(ξ2, η, ξ0, η0)∂1uk(ξ2, η, ξ1, η1)
− uk(ξ2, η, ξ1, η1)∂1vk(ξ2, η, ξ0, η0)) dη.
Proof. The radial Bessel function of the second kind Y0(k|·|) is a fundamental solution
for the Helmholtz operator △x + k2 in R2. That is, if
G(x) =
∫
R2
Y0(k|x− y|)g(y)dy, (4.1)
then (△x + k2)G(x) = −4g(x)
where g is any continuous function in R2 with compact support (see [11, page 3]). In
elliptical coordinates the Helmholtz operator has the form
△x + k2 = 1
cosh ξ2 − cos2 η
(
∂2
∂ξ2
+
∂2
∂η2
)
+ k2.
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Hence, using the change of variables
y = x(ξ′, η′), dy =
(
cosh2 ξ′ − cos2 η′) dη′dξ′
in equation (4.1) and then taking the Helmholtz operator we obtain that
−4g (x(ξ, η)) =
(
1
cosh ξ2 − cos2 η
(
∂2
∂ξ2
+
∂2
∂η2
)
+ k2
)
G (x(ξ, η))
=
(
1
cosh ξ2 − cos2 η
(
∂2
∂ξ2
+
∂2
∂η2
)
+ k2
)
×
∫ ∞
0
∫ pi
−pi
vk(ξ, η, ξ
′, η′)g(x(ξ′, η′))
(
cosh2 ξ′ − cos2 η′) dη′dξ′
where we used equation (1.13) relating the function vk with Y0. This implies that
=
(
∂2
∂ξ2
+
∂2
∂η2
+ k2
(
cosh ξ2 − cos2 η)
)
×
∫ ∞
0
∫ pi
−pi
vk(ξ, η, ξ
′, η′)g(x(ξ′, η′))
(
cosh2 ξ′ − cos2 η′) dη′dξ′
= −4g (x(ξ, η)) (cosh ξ2 − cos2 η) .
Thus, vk(ξ, η, ξ
′, η′) is a fundamental solution, at the point (ξ′, η′), for the differential
operator
Lξ,η =
∂2
∂ξ2
+
∂2
∂η2
+ k2
(
cosh ξ2 − cos2 η) .
Let (ξ0, η0), (ξ1, η1) be two arbitrary points in R
2 such that |η0| < pi. Let us use
Green’s Theorem for the functions uk (∂2vk) − (∂2uk) vk and (∂1uk) vk − uk (∂1vk),
where
uk = uk (·, ·, ξ1, η1) , vk = vk (·, ·, ξ0, η0)
on the rectangle
R = {(ξ, η) : |ξ| < ξ2,−pi ≤ η ≤ pi}
where we assume that |ξ0| < ξ2. Using the fact that uk is in the kernel of the operator
Lξ,η (because of formula (1.12) and the fact that J0(k| · |) is in the kernel of the
Helmholtz operator △x + k2) and fact that the rectangle R contains the singularity
points ±(ξ0, η0) of vk we have∮
∂R
[uk (∂2vk)− (∂2uk) vk] dξ + [(∂1uk) vk − uk (∂1vk)] dη
=
∫
R
[
∂
∂ξ
(
∂uk(ξ, η, ξ1, η1)
∂ξ
vk(ξ, η, ξ0, η0)− uk(ξ, η, ξ1, η1)∂vk(ξ, η, ξ0, η0)
∂ξ
)
− ∂
∂η
(
uk(ξ, η, ξ1, η1)
∂vk(ξ, η, ξ0, η0)
∂η
− ∂uk(ξ, η, ξ1, η1)
∂η
vk(ξ, η, ξ0, η0)
)]
dξdη
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=∫
R
[(
∂2
∂ξ2
+
∂2
∂η2
)
uk(ξ, η, ξ1, η1)vk(ξ, η, ξ0, η0)
−
(
∂2
∂ξ2
+
∂2
∂η2
)
vk(ξ, η, ξ0, η0)uk(ξ, η, ξ1, η1)
]
dξdη
= −
∫
R
uk(ξ, η, ξ1, η1)
(
∂2
∂ξ2
+
∂2
∂η2
+ k2
(
cosh ξ2 − cos2 η)
)
vk(ξ, η, ξ0, η0)dξdη
= 4uk(ξ0, η0, ξ1, η1) + 4uk(−ξ0,−η0, ξ1, η1) = 8uk(ξ0, η0, ξ1, η1). (4.2)
On the other hand, we can write more explicitly∮
∂R
[uk (∂2vk)− (∂2uk) vk] dξ + [(∂1uk) vk − uk (∂1vk)] dη
=
∫ ξ2
−ξ2
(∂2vk(ξ,−pi, ξ0, η0)uk(ξ,−pi, ξ1, η1)
−∂2uk(ξ,−pi, ξ1, η1)vk(ξ,−pi, ξ0, η0)) dξ
+
∫ pi
−pi
(vk(ξ2, η, ξ0, η0)∂1uk(ξ2, η, ξ1, η1)
−uk(ξ2, η, ξ1, η1)∂1vk(ξ2, η, ξ0, η0)) dη
−
∫ ξ2
−ξ2
(∂2vk(ξ, pi, ξ0, η0)uk(ξ, pi, ξ1, η1)
−∂2uk(ξ, pi, ξ1, η1)vk(ξ, pi, ξ0, η0)) dξ
−
∫ pi
−pi
(vk(−ξ2, η, ξ0, η0)∂1uk(−ξ2, η, ξ1, η1)
−uk(−ξ2, η, ξ1, η1)∂1vk(−ξ2, η, ξ0, η0)) dη
= I1 + I2 + I3 + I4. (4.3)
Observe that since vk and uk are 2pi periodic then it follows that the integrals I1 and
I3 cancel each other. Now, we claim that I2 = I4. Indeed, since both uk(·, ·, ξ1, η1)
and vk(·, ·, ξ0, η0) are even functions it follows that
vk(−ξ, η, ξ0, η0) = vk(ξ,−η, ξ0, η0),
uk(−ξ, η, ξ0, η0) = uk(ξ,−η, ξ0, η0).
Hence, taking the derivative with respect to ξ on both sides of the last two equations
we obtain that
−∂1vk(−ξ, η, ξ0, η0) = ∂1vk(ξ,−η, ξ0, η0),
−∂1uk(−ξ, η, ξ0, η0) = ∂1uk(ξ,−η, ξ0, η0).
Hence, we have
I4
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= −
∫ pi
−pi
(vk(−ξ2, η, ξ0, η0)∂1uk(−ξ2, η, ξ1, η1)− uk(−ξ2, η, ξ1, η1)∂1vk(−ξ2, η, ξ0, η0)) dη
=
∫ pi
−pi
(vk(ξ2,−η, ξ0, η0)∂1uk(ξ2,−η, ξ1, η1)− uk(ξ2,−η, ξ1, η1)∂1vk(ξ2,−η, ξ0, η0)) dη
Thus, by making the change of variables η 7→ −η in the last integral we see that both
integrals I2 and I4 coincide. Combining equations (4.2) and (4.3) we obtain Lemma
4.1.
Lemma 4.2. Assume that |ξ′| < ξ. Then, the function vk has the following expansion
vk(ξ
′, η′, ξ, η) = 2piiMc
(1)
0
(
ξ′,
k
2
)
ce0
(
η′,
k2
4
)
Mc
(3)
0
(
ξ,
k
2
)
ce0
(
η,
k2
4
)
+2pii
∞∑
n=1
[
Mc(1)n
(
ξ′,
k
2
)
cen
(
η′,
k2
4
)
Mc(3)n
(
ξ,
k
2
)
cen
(
η,
k2
4
)
+Ms(1)n
(
ξ′,
k
2
)
sen
(
η′,
k2
4
)
Ms(3)n
(
ξ,
k
2
)
sen
(
η,
k2
4
)]
into eigenfunctions in elliptical coordinates.
Proof. The proof of Lemma 4.2 is based on the proof of Theorem 5.2 in [7]. There,
the authors derive the expansion into eigenfunctions in elliptical coordinates of the
modified Bessel function of the second kind K0. Here, we will use a slight modification
of the proof introduced in [7] in order to adjust it to the Bessel function of the second
kind Y0.
Since ξ′ 6= ±ξ then for every fixed ξ, ξ′ and η′ the function fξ,ξ′,η′(z) = vk(ξ, z, ξ′, η′)
can be extended, in an open strip containing R, into a 2pi periodic analytic function.
Thus, it has an expansion in the form of (1.9):
vk(ξ, η, ξ
′, η′) = α0(ξ, ξ
′, η′)ce0
(
η,
k2
4
)
+
∞∑
n=1
(
αn(ξ, ξ
′, η′)cen
(
η,
k2
4
)
+ βn(ξ, ξ
′, η′)sen
(
η,
k2
4
))
where
αn(ξ, ξ
′, η′) =
1
pi
∫ pi
−pi
vk(ξ, η, ξ
′, η′)cen
(
η,
k2
4
)
dη,
βn(ξ, ξ
′, η′) =
1
pi
∫ pi
−pi
vk(ξ, η, ξ
′, η′)sen
(
η,
k2
4
)
dη.
Hence, our aim is to find the explicit form of the functions αn and βn.
Now, we are going to use again Lemma 4.1. This lemma was formulated for the
function uk, however it is clear from its proof that it is true when uk is replaced with
any function U(ξ, η) which is in the kernel of the operator Lξ,η, even with respect to
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the variable (ξ, η) (i.e., U(ξ, η) = U(−ξ,−η)) and which is 2pi periodic with respect to
the variable η. Hence, choosing U(ξ, η) = u(ξ)cen
(
η, k
2
4
)
where u is an even function,
which is a solution to (1.7), we have
u(ξ′)cen
(
η′,
k2
4
)
=
1
4
∫ pi
−pi
(
u′(ξ)cen
(
η,
k2
4
)
vk(ξ, η, ξ
′, η′)− ∂1vk(ξ, η, ξ′, η′)u(ξ)cen
(
η,
k2
4
))
dη
where the last identity is true in case where |ξ′| < ξ. Hence, if we define the following
function
f(ξ) =
1
4
∫ pi
−pi
vk(ξ, η, ξ
′, η′)cen
(
η,
k2
4
)
dη, (4.4)
then we have
u(ξ′)cen
(
η′,
k2
4
)
= u′(ξ)f(ξ)− u(ξ)f ′(ξ).
Let us choose u(ξ) = Mc(1)n
(
ξ, k
2
)
, then we have
Mc(1)n
(
ξ′,
k
2
)
cen
(
η′,
k2
4
)
= ∂ξMc
(1)
n
(
ξ,
k
2
)
f(ξ)−Mc(1)n
(
ξ,
k
2
)
f ′(ξ)
=W
[
f,Mc(1)n
(
·, k
2
)]
(4.5)
where W denotes the wronskian. Thus, the wronskian of f and Mc(1)n is equal to a
constant which does not depend on ξ. However, is was proved in [4, page 668, formula
28.20.1] that the wronskian of Mc(1)n and Mc
(3)
n is also equal to a constant. Hence,
there exist constants c1 and c2 which do not depend on ξ such that
f(ξ) = c1Mc
(3)
n
(
ξ,
k
2
)
+ c2Mc
(1)
n
(
ξ,
k
2
)
, ξ > |ξ′|.
However, we claim that c2 = 0. Indeed, taking the analytic extensions of the functions
f,Mc(3)n and Mc
(1)
n in a narrow strip which contains the ray [ξ
′,∞) we see, from
equations (1.10) and (4.4), that both f and Mc(3)n have the same asymptotic expansion
at infinity (observe that f(z) ≈ Y0(k cosh z)) while Mc(1)n behaves like (see equation
(1.11))e|ℑ(k cosh z)|O
(
(cosh z)−
3
2
)
. This implies that c2 = 0 and hence
f(ξ) = c1(ξ
′, η′)Mc(3)n
(
ξ,
k
2
)
, ξ > |ξ′|. (4.6)
In order to find the constant c1 we use the fact that the wronskian of Mc
(1)
n and Mc
(3)
n
is equal to −2i/pi and equation (4.5) in order to obtain that
c1 = − pi
2i
Mc(1)n
(
ξ′,
k
2
)
cen
(
η′,
k2
4
)
.
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Hence, using equations (4.4) and (4.6) we finally obtain that
∫ pi
−pi
vk(ξ, η, ξ
′, η′)cen
(
η,
k2
4
)
dη
= 2piiMc(1)n
(
ξ′,
k
2
)
cen
(
η′,
k2
4
)
Mc(3)n
(
ξ,
k
2
)
, |ξ′| < ξ.
In the exact same way we can show that∫ pi
−pi
vk(ξ, η, ξ
′, η′)sen
(
η,
k2
4
)
dη
= 2piiMs(1)n
(
ξ′,
k
2
)
sen
(
η′,
k2
4
)
Ms(3)n
(
ξ,
k
2
)
, |ξ′| < ξ.
This proves Lemma 4.2.
Lemma 4.3. Let f be a continuous function defined on R2 with compact support,
then f has the following representation
f(x) =
1
2pi
∫ ∞
0
∫
R2
f(y)J0(k|x− y|)dykdk.
Proof. From the inversion formula for the Fourier transform in R2 we obtain that
f(x) =
1
2pi
∫
R2
F(f)(y)eix·ydy
where F(f) denotes the Fourier transform of f . Using the definition of the Fourier
transform we have
f(x) =
1
4pi2
∫
R2
∫
R2
f(z)e−iz·ydzeix·ydy =
1
4pi2
∫
R2
∫
R2
f(z)ei(x−z)·ydydz
=
[
y = keiθ, dy = kdθdk
]
=
1
4pi2
∫
R2
∫ ∞
0
∫ pi
−pi
f(z)eik(x−z)·e
iθ
dθkdkdz
=
1
2pi
∫ ∞
0
∫
R2
f(z)J(k|x− z|)dzkdk
where in the last passage we used the following formula
J0(t) =
1
2pi
∫ pi
−pi
eit cos θdθ
for the Bessel function of the first kind. This proves Lemma 4.3.
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