We propose a novel belief space planning technique for continuous dynamics by viewing the belief system as a hybrid dynamical system with time-driven switching. Our approach is based on the perturbation theory of differential equations and extends Sequential Action Control Ansari and Murphey (2016) to stochastic belief dynamics. The resulting algorithm, which we name SACBP, does not require discretization of spaces or time and synthesizes control signals in near real-time. SACBP is an anytime algorithm that can handle general parametric Bayesian filters under certain assumptions. We demonstrate the effectiveness of our approach in an active sensing scenario and a model-based Bayesian reinforcement learning problem. In these challenging problems, we show that the algorithm significantly outperforms other existing solution techniques including approximate dynamic programming and local trajectory optimization.
Introduction
Planning under uncertainty still remains as a challenge for robotic systems. Various types of uncertainty, including unmodeled dynamics, stochastic disturbances, and imperfect sensing, significantly complicate problems that are otherwise easy. For example, suppose that a robot needs to manipulate an object from some initial state to a desired goal. If the mass properties of the object are not known beforehand, the robot needs to simultaneously estimate these parameters and perform control, while taking into account the effects of their uncertainty; the exploration and exploitation tradeoff needs to be resolved Slade et al. (2017) . On the other hand, uncertainty is quite fundamental in motivating some problems. For instance, a noisy sensor may encourage the robot to carefully plan a trajectory so the observations taken along it are sufficiently informative. This type of problem concerns pure information gathering and is often referred to as active sensing Mihaylova et al. (2002) , active perception Bajcsy (1988) , or informative motion planning Hollinger and Sukhatme (2014) .
A principled approach to address all those problems is to form plans in the belief space, where the planner chooses sequential control inputs based on the evolution of the belief state. This approach enables the robot to appropriately execute controls under stochasticity and partial observability since they are both incorporated into the belief state. Belief space planning is also well suited for generating information gathering actions Platt et al. (2010) . This paper proposes a novel online belief space planning algorithm. It does not require discretization of the state space or the action space, and can directly handle continuous-time system dynamics. The algorithm optimizes the expected value of the first-order cost reduction with respect to a nominal control policy at every re-planning time, proceeding in a receding horizon fashion. We are inspired by the Sequential Action Control (SAC) algorithm recently proposed in Ansari and Murphey (2016) for modelbased deterministic optimal control problems. SAC is an online method to synthesize control signals in real time for challenging (but deterministic) physical systems such as a cart pendulum and a spring-loaded inverted pendulum. Based on the concept of SAC, this paper develops an algorithmic framework to control stochastic belief systems whose dynamics are governed by parametric Bayesian filters.
Related Work in Belief Space Planning
Greedy Strategies Belief space planning is known to be challenging for a couple of reasons. First, the belief state is continuous and can be high-dimensional even if the underlying state space is small or discrete. Second, the dynamics that govern the belief state transitions are stochastic due to unknown future observations. Greedy approaches alleviate the complexity by ignoring long-term effects and solve single-shot decision making problems. Despite their suboptimality for long-term planning, these methods are often employed to find computationally tractable solutions and achieve reasonable performance in different problems Bourgault et al. (2002) ; Seekircher et al. (2011); Schwager et al. (2017) , especially in the active sensing domain.
Trajectory Optimization Methods In contrast to the greedy approaches, trajectory optimization methods take into account multiple timesteps at once and find nonmyopic solutions. In doing so, it is often assumed that the maximum likelihood observation (MLO) will always occur at the planning phase Platt et al. (2010) ; Erez and Smart (2010) ; Patil et al. (2014) . This heuristic assumption results in a deterministic optimal control problem, whereby various nonlinear trajectory optimization algorithms are applicable. However, ignoring the effects of stochastic future observations can degrade the performance van den Berg et al. (2012) . Other methods van den Berg et al. (2012) ; Rafieisakhaei et al. (2017) that do not rely on the MLO assumption are advantageous in that regard. In particular, belief iLQG van den Berg et al. (2012) performs iterative local optimization in the Gaussian belief space by quadratically approximating the value function and linearizing the dynamics to obtain a time-variant linear feedback policy. However, this method as well as many other solution techniques in this category result in multiple iterations of intensive computation and can require a significant amount of time until convergence.
Belief MDP and POMDP Approaches Belief space planning can be modeled as a Markov decision process (MDP) in the belief space, given that the belief state transition is Markovian. If in addition the reward (or cost) is defined as an explicit function of the state and the control, the problem is equivalent to a partially observable Markov decision process (POMDP) Kaelbling et al. (1998) .
A key challenge in POMDPs and belief MDPs has been to address problems with large state spaces. This is particularly important in belief MDPs since the state space for a belief MDP is a continuous belief space. To handle continuous spaces, Couëtoux et al. (2011) introduce double progressive widening (DPW) for Monte Carlo Tree Search (MCTS) Browne et al. (2012) . In Slade et al. (2017) , this MCTS-DPW algorithm is run in the belief space to solve the object manipulation problem mentioned above. We have also presented a motion-based communication algorithm in our prior work, which uses MCTS-DPW for active intent inference with monocular vision Nishimura and Schwager (2018a) .
While MCTS-DPW as well as other general purpose POMDP methods Somani et al. (2013) ; Sunberg and Kochenderfer (2017) are capable of handling continuous state spaces, their algorithmic concepts are rooted in dynamic programming and tree search, requiring a sufficient amount of exploration in the tree. The tree search technique also implicitly assumes discrete-time transition models. In fact, most prior works discussed above are intended for discrete-time systems. There still remains a need for an efficient and high-performance belief space planning algorithm that is capable of directly handling systems with inherently continuous-space, continuous-time dynamics, such as maneuvering micro-aerial vehicles, or autonomous cars at freeway speeds.
Contributions
Our approach presented in this paper is significantly different than the previous approaches discussed above. We view the stochastic belief dynamics as a hybrid system with timedriven switching Heemels et al. (2009) , where the controls are applied in continuous time and the observations are made in discrete time. A discrete-time observation creates a jump discontinuity in the belief state trajectory due to a sudden Bayesian update of the belief state. This view of belief space planning yields a continuous-time optimal control problem of a high-dimensional hybrid system. We then propose a model-based control algorithm to efficiently compute the control signals in a receding-horizon fashion. The algorithm is based on Sequential Action Control (SAC) Ansari and Murphey (2016) . SAC in its original form is a deterministic, model-based hybrid control algorithm, which "perturbs" a nominal control trajectory in a structured way so that the cost functional is optimally reduced up to the first order. The key to this approach is the use of the perturbation theory of differential equations that is often discussed in the mode scheduling literature Egerstedt et al. (2006) ; Wardi and Egerstedt (2012) . As a result, SAC derives the optimal perturbation in closed form and synthesizes control signals at a high frequency to achieve a significant improvement over other optimal control methods based on local trajectory optimization.
We apply the perturbation theory to parametric Bayesian filters and derive the optimal control perturbation using the framework of SAC. To account for stochasticity, we also extend the original algorithm by incorporating Monte Carlo sampling of nominal belief trajectories. Our key contribution is the resulting continuous belief space planning algorithm, which we name SACBP. The algorithm has the following desirable properties:
1. SACBP optimizes the expected value of the first-order reduction of the cost functional with respect to some nominal control in near real-time.
2. SACBP does not require discretization of the state space, the observation space, or the control space. It also does not require discretization of time other than for numerical integration purposes.
3. General nonlinear parametric Bayesian filters can be used for state estimation as long as the system is control-affine and the control cost is quadratic.
4. Stochasticity in the future observations are fully considered.
5. SACBP is an anytime algorithm. Furthermore, the Monte Carlo sampling part of the algorithm is naturally parallelizable.
6. Even though SACBP is inherently suboptimal for the original stochastic optimal control problem, empirical results suggest that it is highly sample-efficient and outperforms other approaches when near real-time performance is required.
Although there exists prior work Mavrommati et al. (2018) that uses SAC for active sensing, its problem formulation relies on the ergodic control framework, which is significantly different from the belief space planning framework we propose here. We show that our SACBP outperforms projection-based ergodic trajectory optimization, MCTS-DPW, and a greedy method on a multi-target tracking example. We also show that SACBP outperforms belief iLQG and MCTS-DPW on a manipulation scenario.
This paper is an extension of the theory and results previously presented by the authors in Nishimura and Schwager (2018b) . Compared to the conference version, we provide a more detailed derivation of the algorithm (Section 2) as well as a thorough mathematical analysis of the control perturbation for stochastic hybrid systems (Section 3 and Appendix A). This analysis leads to a guarantee for SACBP that, with an appropriate choice of the perturbation duration, the algorithm is expected to perform no worse than the nominal policy. Since the nominal policy can be arbitrary, one could even provide an approximately optimal discrete POMDP policy derived offline as a nominal policy to "warmstart" the planning.
In the next section we derive relevant equations and present the SACBP algorithm along with a discussion on computational complexity. Section 3 provides the key results of the mathematical analysis. Section 4 summarizes the simulation results. Conclusions and future work are presented in Section 5.
SACBP Algorithm
We first consider the case where some components of the state are fully observable. We begin with this mixed observability case as it is simpler to explain, yet still practically relevant. For example, this is a common assumption in various active sensing problems Schwager et al. (2017); Le Ny and Pappas (2009); Popovi et al. (2017) where the state of the robot is perfectly known, but some external variable of interest (e.g. a target's location) is stochastic. In addition, deterministic state transitions are often assumed for the robot. Therefore, in Section 2.1 we derive the SACBP control update formulae for this case. The general belief space planning where none of the state is fully observable or deterministically controlled is discussed in Section 2.2. An extension to use a closed-loop policy as the nominal control is presented in Section 2.3. The computation time complexity is discussed in Section 2.4.
Problems with Mixed Observability
Suppose that a robot can fully observe and deterministically control some state p(t) ∈ R np . Other states are not known to the robot and are estimated with the belief vector b(t) ∈ R n b . This belief vector characterizes a probability distribution that the robot uses for state estimation. If the belief is Gaussian, for example, the covariance matrix can be vectorized column-wise and stacked all together with the mean to form the belief vector. We define the augmented state as s (p T , b T ) T ∈ R ns .
Dynamics Model
The physical state p is described by the following ODE:
where u(t) ∈ R m is the control signal. On the other hand, suppose that the belief state only changes in discrete time upon arrival of a new observation from the sensors. This is the usual case for discrete-time Bayesian filtering. We will discuss the more general continuous-discrete time filtering in Section 2.2. Let t k be the time when the k-th observation becomes available to the robot. The belief state transition is given by
where t − k is infinitesimally smaller than t k . Nonlinear function g corresponds to a discrete-time, parametric Bayesian filter (e.g., Kalman filter, extended Kalman filter, discrete Bayesian filter, etc.) that forward-propagates the belief for prediction, takes the new observation y k ∈ R q , and returns the updated belief state. The concrete choice of the filter depends on the instance of the problem.
Equations (1) and (2) constitute a hybrid system with timedriven switching Heemels et al. (2009) . This hybrid system representation is practical since it captures the fact that the observation updates occur less frequently than the control actuation in general, due to expensive information processing of sensor readings. Furthermore, with this representation one can naturally handle agile systems as they are without coarse discretization in time.
Given the initial state s 0 (p(t 0 ) T , b(t 0 ) T ) T and a control trajectory from t 0 to t f denoted as u, the system evolves stochastically according to the hybrid dynamics equations. The stochasticity is due to a sequence of stochastic future observations that will be taken by t f . In this paper we assume that the observation interval t k+1 − t k ∆t o is fixed, and the control signals are recomputed when a new observation is incorporated in the belief, although this assumption is not critical.
Perturbed Dynamics
The control synthesis of SACBP begins with a given nominal control u. Suppose that the nominal control is applied to the system and a sequence of T observations (y 1 , . . . , y T ) is obtained. Conditioned on the observation sequence, the augmented state evolves deterministically. Let s = (p T , b T ) T be the nominal trajectory of the augmented state induced by (y 1 , . . . , y T ). Now let us consider perturbing the nominal trajectory at a fixed time τ < t 1 for a short duration . The perturbed control u is defined as
Therefore, the control perturbation is determined by the nominal control u, the tuple (τ, v), and . Given (τ, v), the resulting perturbed system trajectory can be written as
where Ψ p (t) and Ψ b (t) are the state variations that are linear in the perturbation duration :
The notation ∂+ ∂ represents the right derivative with respect to . The state variations at perturbation time τ satisfy
assuming that τ does not exactly correspond to any of the switching times t k . For t ≥ τ , the physical state variation Ψ p evolves according to the following first-order ODE:
where the chain rule of differentiation and p (t)| =0 = p(t) are used in (11). For a more rigorous analysis, see Appendix A. The dynamics of the belief state variation Ψ b in the continuous region t ∈ [t k , t k+1 ) satisfyΨ b (t) = 0 since the belief vector b(t) is constant according to (2). However, across the jumps the belief state variation Ψ b changes discontinuously and satisfies
2.1.3 Perturbed Cost Functional Let us consider a total cost of the form
where c is the running cost and h is the terminal cost. Following the discussion above on the perturbed dynamics, let J denote the total cost of the nominal trajectory conditioned on the given observation sequence (y 1 , . . . , y T ).
Under the fixed (τ, v), we can represent the perturbed cost J in terms of J as
where ν(t f ) ∂+ ∂ J | =0 is the variation of the total cost with respect to the perturbation. For further analysis it is convenient to express the running cost in the Mayer form Liberzon (2011). Letŝ(t) be a new state variable defined byṡ(t) = c (p(t), b(t), u(t)) andŝ(t 0 ) = 0. Then the total cost is a function of the appended augmented states (ŝ, s T ) T ∈ R 1+ns at time t f , which is given by
(17)
Using this form of the total cost J, the perturbed cost (16) becomes
where
Note that the dot product in (18) corresponds to ν(t f ) in (16). The variationΨ of the appended augmented state follows the variational equation for t ≥ τ :
where the initial condition is given byΨ
The perturbed cost equation (18), especially the dot product expressing ν(t f ), is consequential; it tells us how the total cost changes due to the perturbation applied at some time τ , up to the first order with respect to the perturbation duration . At this point, one could compute the value of ν(t f ) for a control perturbation with a specific value of (τ, v) by simulating the nominal dynamics and integrating the variational equations (11)(14)(22) from τ up to t f .
Adjoint Equations
Unfortunately, this forward integration of ν(t f ) is not so useful by itself since we are interested in finding the value of (τ, v) that achieves the smallest possible ν(t f ), if it exists; it would be computationally intensive to apply control perturbation at different application times τ with different values of v and resimulate the state variation Ψ. To avoid this computationally expensive search, Ansari and Murphey (2016) has introduced the adjoint system ρ with which the dot product remains invariant:
If we let
so that its dot product with Ψ(t f ) equals ν(t f ) as in (18), the time invariance gives
Therefore, we can compute the first-order cost change ν(t f ) for different values of τ once the adjoint trajectory is derived. For t ∈ [t k , t k+1 ) the time derivative of Ψ exists, and the invariance property leads to the following equation:
It can be verified that the following system satisfies (28) with
Analogously, across discrete jumps we can still enforce the invariance by setting
, which holds for the following adjoint equations:
Note that the adjoint system integrates backward in time as it has the boundary condition (24) defined at t f . More importantly, the adjoint dynamics (29)(30) only depend on the nominal trajectory of the system (p, b) and the observation sequence (y 1 , . . . , y T ). The cost variation term ν(t f ) is finally given by
Control Optimization
In order to efficiently optimize (31) with respect to (τ, v), we assume that the control cost is additive quadratic 1 2 u T C u u and the dynamics model f (p, u) is control-affine with linear term H(p)u. Although the control-affine assumption may appear restrictive, many physical systems possess this property in engineering practice. As a result of these assumptions, (31) becomes
So far we have treated the observation sequence (y 1 , . . . , y T ) as given and fixed. However, in practice it is a random process that we have to take into account. Fortunately, our control optimization is all based on the nominal control u, with which we can both simulate the augmented dynamics and sample the observations. To see this, let us consider the observations as a sequence of random vectors (Y 1 , . . . , Y T ) and rewrite ν(t f ) in (32) as ν(t f , Y 1 , . . . , Y T ) to clarify the dependence on it. The expected value of the first order cost variation is given by
where P is the probability measure assciated with the these random vectors. Although we do not know the specific values of P, we have the generative model; we can simulate the augmented state trajectory using the nominal control u and sample the stochastic observations from the belief states along the trajectory.
Using the linearity of expectation for (32), we have
Notice that only the adjoint trajectory is stochastic. We can employ Monte Carlo sampling to sample a sufficient number of observation sequences to approximate the expected adjoint trajectory. Now (34) becomes a convex quadratic in v for a positive definite C u . Assuming that C u is also diagonal, analytical solutions are available to the following convex optimization problem.
minimize
This optimization is solved for different values of τ ∈ (t 0 + t calc + , t 0 + ∆t o ), where t calc is a pre-allocated computation time budget and ∆t o is the time interval between two successive observations as well as control updates. We then search over (τ, v * (τ )) for the optimal perturbation time τ * to globally minimize E[ν(t f )]. There is only a finite number of such τ to consider since in practice we use numerical integration such as the Euler scheme with some step size ∆t c to compute the trajectories. In Ansari and Murphey (2016) the finite perturbation duration is also optimized using line search, but in this work we set as a tunable parameter to reduce the computation time. The complete algorithm is summarized in Algorithm 1. The call to the algorithm occurs every ∆t o [s] in a receding-horizon fashion, after the new observation is incorporated in the belief.
General Belief Space Planning Problems
If none of the state is fully observable, the same stochastic SAC framework still applies almost as is to the belief sate b. In this case we consider a continuous-discrete filter Xie et al. (2007) where the prediction step follows an ODE and the update step provides an instantaneous discrete jump. The hybrid dynamics for the belief vector yields
Algorithm 1 SACBP Control Update for Problems with Mixed Observability
nominal control u, perturbation duration OUTPUT: Optimally perturbed control schedule u 1: for i = 1:N do 2:
Forward-simulate nominal augmented state trajectory (1)(2) and sample observation sequence (y i 1 , . . . , y i T ) along the augmented state trajectory.
3:
Backward-simulate nominal adjoint trajectory ρ i p , ρ i b (29)(30) with sampled observations. 4: end for 5: Compute Monte Carlo estimate:
Solve quadratic minimization (35) with (34). Store optimal value ν * (τ ) and optimizer v * (τ ). 8: end for
, the variational equation is given by
Let the total cost be of the form:
Under the given (τ, v) and (y 1 , . . . , y T ), the variation ν(t f ) of the total cost can be computed as
This is equivalent to
where ρ is the adjoint system that follows the dynamics:
with the boundary condition ρ(t f ) = ∂ ∂b h(b(t f )). Under the control-affine assumption for f and the additive quadratic control cost, the expected first order cost variation (40) yields Forward-simulate nominal belief state trajectory (36) and sample observation sequence (y i 1 , . . . , y i T ) along the belief trajectory.
Backward-simulate nominal adjoint trajectory ρ i (41) with sampled observations. 4: end for 5: Compute Monte Carlo estimate:
Solve quadratic minimization (35) with (42). Store optimal value ν * (τ ) and optimizer v * (τ ). 8: end for
Although it is difficult to state the general conditions under which this control-affine assumption holds, one can verify that the continuous-discrete EKF Xie et al. (2007) satisfies this property if the underlying system dynamics f sys is control-affine.
In the above continuous-time prediction equations, A is the Jacobian of the dynamics function f sys (x(t), u(t)) evaluated at the mean µ(t) and Q is the process noise covariance. If f sys is control-affine, so is A and therefore so isΣ. Obviouslyμ is control affine as well. As a result the dynamics for the belief vector b = (µ T , vec(Σ) T ) T satisfy the control-affine assumption. Mirroring the approach in Section 2.1, we can use Monte Carlo sampling to estimate the expected value in (42). The resulting algorithm is presented in Algorithm 2.
Closed-loop Nominal Policy
In Sections 2.1 and 2.2 we assumed that the nominal control u was an open-loop control trajectory. However, one can think of a scenario where a nominal control is a closedloop policy computed off-line, such as a discrete POMDP policy. Indeed, SACBP can also handle closed-loop nominal policies. Let π be a closed-loop nominal policy, which is a mapping from either an augmented state s(t) or a belief state b(t) to a control value u(t). Due to the stochastic belief dynamics, the control values returned by π in the future is also stochastic for t ≥ t 1 . This is reflected when we forwardpropagate the nominal dynamics. Specifically, each sampled trajectory has a different control trajectory in addition to a different observation sequence. However, the equations are still convex quadratic in v as shown below. For problems with mixed observability, we have
The general belief space planning case also yields a similar equation:
Note that s(τ ) and b(τ ) are both deterministic since the first observation y 1 is not yet taken at τ < t 1 . The expectations in (44) and (45) can be estimated using Monte Carlo sampling.
The forward-simulation of the nominal trajectory in Line 2 of Algorithms 1 and 2 is now with the closed loop policy π, and the equations in Line 7 need to be replaced with (44) and (45), respectively. However, the rest remains unchanged.
Computation Time Complexity
Let us analyze the time complexity of the SACBP algorithm. The bottleneck of the computation is when the forwardbackward simulation is performed multiple times (lines 1-5 of Algorithms 1 and 2). The asymptotic complexity of this part is given by O(N (
, where M forward and M backward are the times to respectively integrate the forward and backward dynamics between two successive observations. For a more concrete analysis let us use the Gaussian belief dynamics given by EKF as an example. For simplicity we assume the same dimension n for the state, the control, and the observation. The belief state has dimension O(n 2 ). Using the Euler scheme, the forward integration takes M forward = O(( ∆to ∆tc + 1)n 3 ) since evaluating continuous and discrete EKF equations are both O(n 3 ). Computation of the continuous part of the costate dynamics (41) is dominated by the evaluation of the Jacobian ∂f ∂b , which is O(n 5 ) because O(n 3 ) operations to evaluate f are carried out O(n 2 ) times. The discrete part is also O(n 5 ). Therefore, M backward = O(( ∆to ∆tc + 1)n 5 ). Overall, the time complexity is O(N (
. This is asymptotically smaller in n than belief iLQG, which is O(n 6 ). See Rafieisakhaei et al. (2017) for a comparison of time complexity among different belief space planning algorithms. We also remind the readers that SACBP is an online method and a naive implementation already achieves near real-time performance, computing control in less than 0.4[s]. By near real-time we mean that a naive implementation of SACBP requires approximately 3 × t calc to 7 × t calc time to compute an action that must be applied t calc [s] in the future. We expect that parallelization in a GPU and a more efficient implementation will result in real-time computation for SACBP.
Analysis of Mode Insertion Gradient for Stochastic Hybrid Systems
The SACBP algorithm presented in Section 2 as well as the original SAC algorithm Ansari and Murphey (2016) both rely on the local sensitivity analysis of the cost functional with respect to the control perturbation. This first-order sensitivity term (i.e. ν(t f ) in our notation) is known as the mode insertion gradient in the mode scheduling literature Egerstedt et al. (2006) ; Wardi and Egerstedt (2012) . In Ansari and Murphey (2016) the notion of the mode insertion gradient has been generalized to handle a broader class of hybrid systems than discussed before. What remains to be seen is a further generalization of the mode insertion gradient to stochastic hybrid systems, such as the belief dynamics discussed in this paper. Indeed, the quantity we can optimize in (35) is essentially the expected value of the first-order sensitivity of the total cost. This is not to be confused with the first-order sensitivity of the expected total cost, which would be a natural generalization of the mode insertion gradient to stochastic systems. In general, those two quantities can be different, since the order of expectation and differentiation may not be swapped arbitrarily. In this section, we provide a set of sufficient conditions under which the order can be exchanged. By doing so we show that 1) the notion of mode insertion gradient can be generalized to stochastic hybrid systems, and 2) the SACBP algorithm optimizes this generalized mode insertion gradient. Through this analysis we will see that the SACBP algorithm has a guarantee that, in expectation it performs at least as good as the nominal policy for an appropriate choice of .
Assumptions
Let us begin with a set of underlying assumptions for the system dynamics, the control, and the cost functions. Without loss of generality, we assume that the system starts at time t = 0 and ends at t = T , with a sequence of T observations (y 1 , . . . , y T ) made every unit time. For generality, we use notation x to represent the state variable of the system in this section, in place of b or s that respectively represented the belief state or the augmented state in Section 2. This means that the analysis presented here is not restricted to belief systems where the dynamics is governed by Bayesian filters, but rather applies to a broader class of systems.
Remark 1. Assumption 2. Dynamics Model. Let x 0 ∈ R nx be the given initial state value at t = 0. Given a control u ∈ U and a sequence of observations (y 1 , . . . , y T ) ∈ R ny × · · · × R ny , the dynamics model is the following hybrid system with time-driven switching:
where x i is the i-th "mode" of the system state defined on [i − 1, i] as:
We also define the final state as
For the transition functions f and g we assume the following:
, the following relations hold:
(2d) for function g, there exist finite non-negative constants K 3 , K 4 , K 5 , K 6 and positive integers L 1 , L 2 such that ∀x ∈ R nx and ∀y ∈ R ny , the following relations hold:
Remark 2. Assumptions (2a) and (2c) are related to the existence and uniqueness of the solution to the differential equation (48) as well as the variational equation under control perturbation. (See Propositions 3 and 15 in Appendix A.) These assumptions are similar to Assumption 5.6.2 in Elijah (1997) . Assumptions (2b) and (2d) Proof. The Bayesian update formula for this system is given by g(b, y) =b (μ,ŝ) T , wherê
is the update step of the Kalman filter. Rearranging the terms, we have
and consequently,
We will show that the function g satisfies Assumption (2d). For the bound on g(b, y),
where we have used (s + 1) 2 ≥ 1 and the Cauchy-Schwarz inequality. Thus,
Similarly, the bound on the Jacobian yields
Therefore,
This shows that the jump function g for the above univariate Gaussian model satisfies Assumption (2d) with (K 3 , K 4 , K 5 , K 6 ) = ( √ 2, √ 2, 1, 1) and (L 1 , L 2 ) = (1, 1).
Proposition 2. Bounded Jump for Categorical Distribution. Let b = (b 1 , . . . , b n ) T ∈ R n be the n-dimensional belief state representing the categorical distribution over the underlying state x ∈ {1, . . . , n}. We choose the unnormalized form where the probability of x = i is given by
. . , m} be modeled by a conditional probability mass function p(y | x) ∈ [0, 1]. Then, the Bayesian update function g for this belief system satisfies Assumption (2d).
Proof. The Bayes rule gives g(b, y) =b (b 1 , . . . ,b n ), where
Therefore, we can easily bound the norm of the posterior beliefb by
as p(y | x) ≤ 1. The Jacobian is simply the diagonal matrix diag(p(y | 1), . . . , p(y | n)), and hence
This shows that the jump function g for the categorical belief model above satisfies Assumption (2d) with (K 3 , K 4 , K 5 , K 6 ) = (1, 1, 0, 0) and (L 1 , L 2 ) = (1, 1).
Furthermore, we assume that there exist finite non-negative constants K 7 , K 8 and a positive integer L 3 such that for all x ∈ R nx and u ∈ B(0, ρ max ), the following relations hold:
Remark 3. Assumption 3 is to guarantee that the cost function is integrable with respect to stochastic observations, which are introduced in Assumption 4. Note that even though the above bound is not general enough to apply to all analytic functions, it does include all finite order polynomials of x(t) 2 and u(t) 2 , for example, since u(t) 2 is bounded by Assumption 1.
Assumption 4. Stochastic Observations. Let (Ω, F, P) be a probability space. Let (Y 1 , . . . , Y T ) be a sequence of random vectors in R ny defined on this space, representing the sequence of observations. Assume that for each Y i all the moments of the 2 norm is finite. That is,
Definition 1. Perturbed Control. Let u ∈ U be a control.
For τ ∈ (0, 1) and v ∈ B(0, ρ max ), define the perturbed control u by
where ∈ [0, τ ]. By definition if = 0 then u is the same as u. We assume that the nominal control u(t) is left continuous in t at t = τ .
Main Results
The main result of the analysis is the following theorem.
Theorem 1. Mode Insertion Gradient. Suppose that Assumptions 1 -4 are satisfied. For a given (τ, v), let u denote the perturbed control of the form (76). The perturbed control u and the stochastic observations (Y 1 , . . . , Y T ) result in the stochastic perturbed state trajectory x . For such u and x , let us define the mode insertion gradient of the expected total cost as
Then, this right derivative exists and we have
is the state variation. The proof of the theorem is deferred to Appendix A. One can see that the mode insertion gradient (77) is a natural generalization of the ones discussed in Egerstedt et al. (2006) ; Wardi and Egerstedt (2012); Ansari and Murphey (2016) to stochastic hybrid systems. Furthermore, by comparing (78) with (39) it is apparent that the right hand side of (78) is mathematically equivalent to E[ν(t f )], the quantity to be optimized with the SACBP algorithm in Section 2.
The fact that SACBP optimizes (77) leads to a certain performance guarantee of the algorithm. In the open-loop nominal control case, the term E[ν(t f )] as in (34) or (42) becomes 0 if the control perturbation v is equal to the nominal control u(τ ). Therefore, as long as u(τ ) is a feasible solution to (35) the optimal value is guaranteed to be less than or equal to zero. Furthermore, in expectation the actual value of E[ν(t f )] matches the one approximated with samples, since the Monte Carlo estimate is unbiased. In other words, the perturbation (τ * , v * ) computed by the algorithm is expected to result in a non-negative mode insertion gradient. If the mode insertion gradient is negative, there always exists a sufficiently small > 0 such that the expected total cost is decreased by the control perturbation. In the corner case that the mode insertion gradient is zero, one can set = 0 to not perturb the control at all. Therefore, for an appropriate choice of the expected performance of the SACBP algorithm is at least as good as that of the nominal control.
The same discussion holds for the case of closed-loop nominal control policies, when the expression for E[ν(t f )] is given by (44) or (45). Therefore, the expected worst-case performance of the algorithm is lower-bounded by that of the nominal policy.
If we have a reasonable nominal policy, this turns into a rather strong guarantee compared to other belief space planning algorithms that can exhibit extremely large regret. For example, the UCT algorithm is known to have a very poor expected performance in the worst case due to its overoptimistic behavior Coquelin and Munos (2007) . Therefore, the Monte Carlo Tree Search methods such as POMCP Silver and Veness (2010) or MCTS-DPW that are reliant on the UCT algorithm inherit this issue.
Simulation Results
We evaluated the performance of SACBP in the following simulation studies: (i) active multi-target tracking with range-only observations; (ii) object manipulation under model uncertainty. All the computation was performed on a desktop computer with Intel Core i7-6800K CPU and 62.8GB RAM. The Monte Carlo sampling of SACBP was parallelized on the CPU.
Active Multi-Target Tracking with Range-only Observations
This problem focuses on pure information gathering, namely identifying where the moving targets are in the environment.
In doing so, the surveillance robot modeled as a single integrator can only use relative distance observations. The robot's position p is fully observable and the transitions are deterministic. Assuming perfect data association, the observation for target i is
where q i is the true target position and v i is zero-mean Gaussian white noise with state-dependent covariance R(p, q i ) = R 0 + ||q i − p|| 2 R 1 . We used 0.01I 2×2 for the nominal noise for the terminal cost, with an intention to reduce the worstcase uncertainty among the targets. This expression for h(p, b) is equivalent to:
where Σ i is the covariance for the i-th target. The nominal control was constantly zero.
We compared SACBP against three benchmarks: (i) a greedy algorithm based on the gradient descent of terminal cost h, similar to Schwager et al. (2017) Dressel and Kochenderfer (2018) . We also implemented the belief iLQG algorithm, but the policy did not converge for this problem. We suspect that the nonconvex terminal cost h contributed to this behavior, which in fact violates one of the underlying assumptions made in the paper van den Berg et al. (2012) .
MCTS-DPW used the same planning horizon as SACBP, however it drew N = 15 samples from the belief tree so the computation time of the two algorithms matched approximately. Ergodic trajectory optimization is not a belief space planning approach but has been used in the active sensing literature. Beginning with the nominal control of zero, it locally optimized the ergodicity of the trajectory with respect to the spatial information distribution based on Fisher information. This optimization was open-loop since the future observations were not considered. As a new observation became available, the distribution and the trajectory were recomputed. All the controllers were saturated at the same limit. The results presented in Figure  1 clearly indicates a significant performance improvement of SACBP while achieving near real-time computation. More notably, SACBP generated a trajectory that periodically revisited the two groups whereas other methods failed to do so (Figure 2) . With SACBP the robot was moving into one of the four diagonal directions for most of the time. This is plausible, as SACBP solves the quadratic program with a box input constraint (35), which tends to find optimal solutions at the corners. MCTS-DPW resulted in a highly non-smooth trajecotry and failed to explore the environment. The greedy approach improved the smoothness, but the robot eventually followed a cyclic trajectory in a small region of the environment. To our surprise, the ergodic method did not generate a trajectory that covers the two groups of the targets. This is likely due to the use of a projection-based trajectory optimization method, which has been recently found to perform rather poorly with rapid replanning Dressel (2018).
Object Manipulation under Model Uncertainty
This problem is identical to the model-based Bayesian reinforcement learning problem studied in Slade et al.
(2017), therefore a detailed description of the nonlinear dynamics and the observation models are omitted. See Figure 3 for the illustration of the environment. A 2D robot attached to a rigid body object applies forces and torques to move the object to the origin. The object's mass, moment of inertia, moment arm lengths, and linear friction coefficient are unknown. These parameters as well as the object's 2D state need to be estimated using EKF, with noisy sensors which measure the robot's position, velocity, and acceleration in the global frame. The same values for t f − t 0 , ∆t o , ∆t c , t calc as in the previous problem were assumed. SACBP used = 0.04[s] and N = 10. Sample robot trajectories (depicted in red) generated by each algorithm. Greedy, MCTS-DPW, and Ergodic did not result in a trajectory that fully covers the two groups of the targets, whereas SACBP periodically revisited both of them. With SACBP, the robot traveled into one of the four diagonal directions for most of the time. This is due to the fact that SACBP optimizes a convex quadratic under a box saturation constraint, which tends to find optimal solutions at the corners. In all the figures, the blue lines represent the target trajectories and the ellipses are 99% error ellipses. The nominal control was a closed-loop position controller whose input was the mean x-y position and the rotation estimates of the object. The cost function was quadratic in the true state x and control u, given by 1 2 x T C x x + 1 2 u T C u u. Taking expectations yielded the equivalent cost in the Gaussian belief space c(b, u) = 1 2 µ T C x µ + 1 2 tr(C x Σ) + 1 2 u T C u u, where Σ is the covariance matrix. We let terminal cost h be the same as c except without the control term. We compared SACBP against (i) MCTS-DPW in the Gaussian belief space and (ii) belief iLQG. We allowed MCTS-DPW to draw N = 190 samples to set the computation time comparable to SACBP. As suggested in Slade et al. (2017), MCTS-DPW used the position controller mentioned above as the rollout policy. Similarly, belief iLQG was initialized with a nominal trajectory generated by the same position controller. Note that both MCTS-DPW and belief iLQG computed controls for the discrete-time models whereas SACBP directly used the continuous-time model. However the simulation was all performed in continuous time, meaning that the control for MCTS-DPW and belief iLQG remained constant over each ∆t o [s] interval. This could explain the overshoot of the belief iLQG trajectory around 2[s] in Figure 3 . Another large overshoot around 11[s] is likely due to the locally optimal behavior of the iLQG solver. Overall, the results presented in Figure 3 demonstrate that SACBP succeeded in this task with only 10 Monte Carlo samples, reducing the running cost to almost 0 within 10[s]. Although the computation time increased from the previous problem due to the continuous-discrete filtering, it still achieved near real-time performance and much shorter than belief iLQG, which took 5945[s] until convergence in our implementation.
Conclusions and Future Work
In this paper we have presented SACBP, a novel belief space planning algorithm for continuous-time dynamical systems. We have viewed the stochastic belief dynamics as a hybrid system with time-driven switching and derived the optimal control perturbation based on the perturbation theory of differential equations. The resulting algorithm extends the framework of SAC to stochastic belief dynamics and is highly parallelizable to run in near real-time. The rigorous mathematical analysis showed that the notion of mode insertion gradient can be generalized to stochastic hybrid systems, which leads to the property of SACBP that the algorithm is expected to perform at least as good as the nominal policy for an appropriate choice of the perturbation duration. Through an extensive simulation study we have confirmed that SACBP outperforms other algorithms including a greedy algorithm, a local trajectory optimization method, and an approximate dynamic programming approach. In future work we are interested to consider a distributed multi-robot version of SACBP as well as problems with hard state constraints. We also plan to provide additional case studies for more complex belief distributions with efficient implementation.
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A Detailed Analysis of Mode Insertion Gradient for Stochastic Hybrid Systems
In this appendix, we provide a thorough analysis of the stochastic hybrid systems with time-driven switching that satisfy Assumptions 1 -4. Our goal is to prove Theorem 1.
A.1 Nominal Trajectory under Specific Observations
First, we analyze the properties of the system x(t) for t ∈ [0, T ] under a given initial condition x 0 , control u ∈ U , and a specific sequence of observations (y 1 , . . . , y T ) sampled from (Y 1 , . . . , Y T ).
Proposition 3. Existence and Uniqueness of Solutions.
Given a control u ∈ U and a sequence of observations (y 1 , . . . , y T ), the system x(t) starting at x 0 has a unique solution for t ∈ [0, T ].
Proof. We will show that each x i for i ∈ {1, . . . , T } has a unique solution, and thus x is uniquely determined as a whole. First, by Assumption (2a), (2c) and the Picard Lemma (Lemma 5.6.3 in Elijah (1997)), the differential equatioṅ
with initial condition x 1 (0) = x 0 has a solution for t ∈ [0, 1]. Furthermore, Proposition 5.6.5 in Elijah (1997) assures that the solution x 1 is unique under Assumption (2a) and (2c). This guarantees that the initial condition for x 2 defined by x 2 (1) = g(x 1 (1), y 1 ) is unique. Therefore, proceeding by induction each x 1 , . . . , x T has a unique solution, which completes the proof.
Corollary 4. Right Continuity. Given a control u ∈ U and a sequence of observations (y 1 , . . . , y T ), the system x(t) starting at x 0 is right continuous in t on [0, T ].
Proof. By Proposition 3 each x i has a unique solution that followsẋ i = f (x, u). Clearly each x i is continuous on
Lemma 5. Let ξ i denote the initial condition for x i . Then, there exists a constant K 9 < ∞ such that for all i ∈ {1, . . . , T },
Proof. Using Assumption (2a) and (2c), the claim follows directly from Proposition 5.6.5 in Elijah (1997) .
Proposition 6. Lipschitz Continuity.
For each i ∈ {1, . . . , T }, let ξ i and ξ i be two distinct initial conditions for x i . Furthermore, let u and u be two controls from U . The pairs (ξ , u ) and (ξ , u ) respectively define two solutions x i and x i to ODEẋ i = f (x i , u) over [i − 1, i]. Then, there exists an L < ∞, independent of ξ i , ξ i , u and u , such that
Proof. The proof is similar to that of Lemma 5.6.7 in Elijah (1997) . Making use of the Picard Lemma (Lemma 5.6.3 in Elijah (1997) ) and Assumption (2c), we obtain
Defining L K 1 e K1 < ∞ completes the proof.
Corollary 7. Uniform Continuity in Initial Conditions. Let u ∈ U be a given control. For each i ∈ {1, . . . , T }, let ξ i and ξ i be two distinct initial conditions for x i . The pairs (ξ , u) and (ξ , u) respectively define two solutions x i and
Note that they share the same control but have different initial conditions, unlike Proposition 6. Then, for any > 0 there exists δ > 0 such that
Proof. By Proposition 6, we find
for all i ∈ {1, . . . , T } and t ∈ [i − 1, i], where L < ∞. Take any δ < L to prove the claim.
Proposition 8. Continuity in Observations. Given a control u ∈ U , the map (y 1 , . . . , y T ) → x(t) is continuous for all t ∈ [0, T ], where x represents the solution to the system under Assumption 2 starting at x(0) = x 0 .
Proof. We will show the continuity of (y 1 , . . . , y T ) → x i (t) for each i ∈ {1, . . . , T } by mathematical induction. First, by Assumption 2 the value of x 1 (t) is solely determined by x 0 and u. Therefore, for any t ∈ [0, 1] the function (y 1 , . . . , y T ) → x 1 (t) is a constant map, which is continuous. Next, suppose that ∀t ∈
and takes initial condition ξ i+1 as well as time t as its arguments. Substituting ξ i+1 = g(x i (i), y i ), F i+1 (g(x i (i), y i ), t) gives the actual value of x i+1 (t).
We will prove the continuity of F i+1 (g(x i (i), y i ), t) as follows. First, note that the map from (y 1 , . . . , y T ) to F i+1 (g(x i (i), y i ), t) is the result of the composition:
The first map is continuous since x i (i) is continuous in (y 1 , . . . , y T ) by the induction hypothesis. The second map is also continuous by Assumption (2b). Lastly, the Corollary
Proposition 9. Bounded State Trajectory. Given a control u ∈ U and a sequence of observations (y 1 , . . . , y T ), the system x(t) starting at x(0) = x 1 (0) = x 0 has the following bound:
where K i is a finite set of sequences of non-negative integers of length i − 1, and α (j1,...,ji−1) i (x 0 ) is a finite positive constant that depends on x 0 and (j 1 , . . . , j i−1 ) but not on any of the observations or the control.
For i = 1 the bound is given by ∀t ∈ [0, 1] x 1 (t) 2 ≤ α 1 (x 0 ) for some finite positive constant α 1 (x 0 ).
Proof. For i = 1, Lemma 5 gives ∀t ∈ [0, 1] x 1 (t) 2 ≤ (1 + x 0 2 ) e K9 α 1 (x 0 ). For i = 2, by Assumption (2d) and the case for i = 1, we have
Then, by Lemma 5, ∀t ∈ [1, 2]
where K 2 = {(0), (L 2 )}, and
are both finite positive constants that depend on x 0 but not on any of the observations or the control. Next, suppose that the claim holds for some i ≥ 2. That is,
where K i and α (j1,...,ji−1) i (x 0 ) are as defined in the statement of the proposition. Making use of this assumption, Assumption (2d) and Lemma 5, we find that for all t ∈ [i, i + 1],
The first two terms in the above sum can be rewritten as
For the last term, we can use (98) and the multinomial theorem to write
where (j (l) 1 , . . . , j (l) i−1 ) is the l-th element in K i . Note that k l is non-negative for all l ∈ {1, . . . , |K i |}. By the induction hypothesis (98), exponent |Ki| l=1 k l j (l) m is also non-negative for all m ∈ {1, . . . , i − 1}.
Thus, substituting (101), (102), and (104) into (100), rearranging the sums and re-labeling the sequences of integer exponents, we can write
is a set of sequences of nonnegative integers of length i, and each α (j1,...,ji) i+1 (x 0 ) does not depend on any of the observations or the control. Here the cardinality of K i+1 is at most finite, since
by (100) and the multinomial theorem. Finally, proceeding by mathematical induction over i ∈ {2, . . . , T } completes the proof.
Proposition 10. Bounded Cost Functions. Given a control u ∈ U and a sequence of observations (y 1 , . . . , y T ), the instantaneous cost c(x(t), u(t)) induced by the state trajectory x(t) has the following bound.
For i = 1 the bound is given by
for some finite positive constant α 1 (x 0 ). Similarly, the terminal cost h(x(T )) is bounded by
Proof. For the instantaneous cost function c(x i (t), u(t)), Assumption 3 along with Proposition 9 yields the following bound:
Making use of the multinomial expansion formula in the same manner as in the proof of Proposition 9, we conclude that
for some finite set K i of sequences of non-negative integers and finite positive constants α (j1,...,ji−1) i (x 0 ). Similarly, for i = 1 we obtain
To bound the terminal cost, note that
by Assumptions (2d) and 3. Since L 3 < ∞, (115) yields a polynomial of x T (T ) 2 and y T 2 of finite terms, for each of which we can use Proposition 9 and apply the multinomial expansion formula to show
for some finite set K T +1 of sequence of non-negative integers and finite positive constants α (j1,...,j T ) T +1 (x 0 ).
A.2 Perturbed Trajectory under Specific Observations
Next, we will perturb the nominal state x of the system while assuming the same initial condition x 0 and the specific observations (y 1 , . . . , y T ) as in Section A.1. The perturbed control is an open-loop perturbation as defined below.
Remark 4. It is obvious that u (t) is piecewise continuous on [0, T ]. Therefore, for v ∈ B(0, ρ max ) we have u ∈ U , i.e. u is an admissible control. Thus, Proposition 3 assures that there exists a unique solution x for the trajectory of the system under the control perturbation. In the remainder of the analysis, we assume that (τ, v) is given and fixed.
Lemma 11. Let , ∈ [0, τ ], and let u , u ∈ U be two perturbed controls of the form (117). Let x 1 , x 1 be the solutions of x 1 for t ∈ [0, 1] by applying u and u respectively to the initial condition x 0 . Then, there exists an L < ∞, independent of , , x 1 and x 1 , such that
Proof. By Proposition 6, we find that
for some L < ∞. Let us derive an upper-bound on the integral on the right hand side. If ≥ ,
where u(t) is the nominal control that both u and u are based on. Since u(t) ∈ B(0, ρ max ), we obtain
Similarly, if < we have
Put these two cases together and substitute into (119) to get
Lemma 12. Let u and x 1 be as in Lemma 11. Then,
where x 1 denotes the solution under the nominal control u ∈ U .
Proof. We will show that the difference norm
converges to 0 as → 0 + . Indeed, (125) becomes
We used the triangle inequality in (128). Now, making use of the fact that ∀t ∈ (τ − , τ ] u (t) = v, Assumption (2c) yields
for any t ∈ (τ − , τ ], where we applied Lemma 11 in (132) with = 0. Similarly,
Therefore, (125) is upper-bounded by
which converges to 0 as → 0 + , since
and
as → 0 + .
Lemma 13. Let x 1 and x 1 be as in Lemma 12. Let Ψ 1 (t) be the right derivative of x 1 (t) with respect to evaluated at = 0. That is,
Then, we have
Proof. Let us express both x 1 (τ ) and x 1 (τ ) in the integral form:
Note that u (t) = u(t) and x 1 (t) = x 1 (t) for t ∈ [0, τ − ], since no perturbation is applied to the system until t > τ − . Therefore,
Making use of Lemma 12, we conclude that
Lemma 14. Let x 1 and x 1 be as in Lemma 12. Then, Ψ 1 (t) = ∂+ ∂ x 1 (t) =0 uniquely exists for t ∈ [τ, 1] and follows the ODE:
with the initial condition Ψ 1 (τ ) given by Lemma 13.
Proof. Taking some a ∈ (τ, 1], let us express x 1 (a) and
x 1 (a) in the integral form:
Thus, we have
where we used ∀t ∈ [τ, a] u (t) = u(t). We will take a measure-theoretic approach to prove that the order of the limit and the integration can be switched in (148) 
by Assumption (2c) and Lemma 11. Furthermore, the chain rule gives
assuming that Ψ 1 (t) exists for t ∈ [τ, a]. Therefore, by the Bochner-integral version of the dominated convergence theorem (Theorem 3 in Diestel and Uhl (1977) , Chapter II), we obtain
This is equivalent to the ordinary differential equation:
It remains to show that the solution Ψ 1 (t) that satisfies (155) does exist and is unique. First, let Ψ 1 and Ψ 1 be two systems that follow (155) and share the same initial condition Ψ 1 (τ ). Then, by Assumption (2c) we have
Existence follows from this inequality in conjunction with the Picard Lemma (Lemma 5.6.3 in Elijah (1997) ). To show the uniqueness, apply the Bellman-Gronwall Lemma (Lemma 5.6.4 in Elijah (1997) ) to the following integral inequality: 
Then, Ψ(t) exists for t ∈ [τ, T ] and follows the hybrid system with time-driven switching:
with Ψ(T ) = ∂ ∂x T g(x T (T ), y T )Ψ T (T ), where Ψ 1 is defined on [τ, 1] as in Lemma 14, and Ψ i for i ≥ 2 is defined on
Proof. The case for t ∈ [τ, 1) follows from Lemma 14, since in this case we have
At t = 1, we obtain
by (47) and the chain rule. Let us define Ψ 2 by Ψ 2 (t) lim →0 + (x 2 (t) − x 2 (t))/ . Similarly to the proof of Lemma 14, one can show that Ψ 2 follows the integral equation: (171) with Ψ 2 (1) = Ψ(1), and that Ψ 2 (t) that satisfies (162) (117). Let Ψ (t) denote the right derivative ∂+ ∂ x (t) evaluated at a particular ∈ [0, τ ). (Note that when = 0 we have Ψ = Ψ.) Then, Ψ (t) exists for t ∈ [τ − , T ] and follows the hybrid system with timedriven switching:
Proof. The proposition can be proven by considering the perturbed control u as the new nominal control, and defining a further perturbation based on this nominal control. Formally, defineũ bỹ
is the same pair of values as for u (t). Since u (t) is left continuous in t at t = τ − ,ũ is a valid perturbed control of the form (117) with u being the nominal control. Here is considered as fixed and the parameters defining this new perturbation are v, τ − , and . This perturbation yields the new perturbed state trajectorỹ x based on the nominal trajectory x . Note that when = 0 we haveũ = u andx = x . We can define the new state variation:
Applying Proposition 15 to this new setting, we find that Ψ(t) exists for t ∈ [τ − , T ] and follows the hybrid system with time-driven switching:
anḋ
On the other hand, notice that the new perturbed control u is actually equivalent to the perturbed control u + that is based on the original nominal control u. Namely,
Consequently, the new perturbed statex is equal to x + , and thus
This completes the proof.
Lemma 17. Let Ψ 1 , . . . , Ψ T be as given by Proposition 16. Then, for Ψ 1 the following holds.
Similarly, for all i ∈ {2, . . . , T } we have
Proof. We begin with the integral equation:
and Assumption (2c), we get
for all a ∈ [τ − , 1]. Thus, by the Bellman-Gronwall Lemma (Lemma 5.6.4 in Elijah (1997) ) it follows that
For general i ≥ 2, apply the Bellman-Gronwall Lemma to the similar integral inequality: (198) to get the result. 
where L i is a finite set of sequences of non-negative integers of length i − 1, and β (j1,...,ji−1) i (x 0 ) is a finite positive constant that depends on x 0 and (j 1 , . . . , j i−1 ) but not on , u , or (y 1 , . . . , y T ).
Proof. The proof of this proposition is similar to that of Proposition 9. Take any ∈ [0, τ ). For i = 2, we have ∀t ∈ [1, 2] Ψ 2 (t) 2 ≤ Ψ 2 (1) 2 e K2 (201)
≤ ∂ ∂x 1 g(x 1 (1), y 1 ) 2 · Ψ 1 (1) 2 e K2 (203)
≤ 2K 1 ρ max e 2K2 K 3 + K 5 y 1 L2 2 + K 4 + K 6 y 1 L2 2
by Assumption (2d), Proposition 16, and Lemma 17. Using Proposition 9, we can bound x 1 (1) by
Substituting (205) into (204) and using the multinomial theorem, one can verify that
for some finite set L 1 and finite β (j1) 1 (x 0 ). Next, suppose that the claim holds for some i ≤ 2. That is, 
where L i and β (j1,...,ji−1) i (x 0 ) are as defined in the statement of the proposition. Similar to the case for i = 2, we have {c(x 1 (t), v) − c(x 1 (t), u(t))} dt = c(x 1 (τ ), v) − c(x 1 (τ ), u(τ )). (212) By Assumption 3 and the continuity of x 1 (t), c(x 1 (t), v) is continuous with respect to t on [τ − , τ ]. Thus, the mean value theorem yields
for somet ∈ [τ − , τ ]. From the triangle inequality and Lemma 11 it follows that
Therefore, lim →0 + x 1 (t) = x 1 (τ ) and
On the other hand, u(t) is continuous on [τ − , τ ] for all sufficiently small , since u is left continuous at τ by Definition 1. Therefore, c(x 1 (t), u(t)) is continuous with respect to t on [τ − , τ ] for small. The mean value theorem gives 1 τ τ − c(x 1 (t), u(t))dt = c(x 1 (t), u(t)) (217) for somet ∈ [τ − , τ ]. Taking the limit → 0 + , the right hand side converges to c(x 1 (τ ), u(τ )). Combining this result with (216), we conclude that
Lemma 20. Given ∈ [0, τ ), u and (y 1 , . . . , y T ), the right derivative of the instantaneous cost function with respect to is given by
. (220) for each i ∈ {2, . . . , T }.
For i = 1 we have ∀t ∈ (τ, 1]
Similarly, the right derivative of the terminal cost function with respect to is given by
h(x (T )) = ∂ ∂x h(x (T )) T Ψ (T ).
Proof. To prove the claim for the instantaneous cost, note that u (t) = u(t) for all t ∈ (τ, T ] and use the chain rule. The case for the terminal cost also follows from the chain rule.
Proposition 21. Bounded Cost Variations. Given ∈ [0, τ ), u and (y 1 , . . . , y T ), the right derivative of the instantaneous cost function with respect to has the following uniform bound: for each i ∈ {2, . . . , T }, where L i is a finite set of sequences of nen-negative integers of length i − 1, and β (j1,...,ji−1) i (x 0 ) is a finite positive constant that depends on x 0 and (j 1 , . . . , j i−1 ) but not on , u , or (y 1 , . . . , y T ).
For i = 1 the bound is given by ∀t ∈ (τ, 1] ∂ + ∂ c(x 1 (t), u (t)) ≤ β 1 (x 0 )
for some finite positive constant β 1 (x 0 ). Similarly, the right derivative of the terminal cost function with respect to has the following bound:
for some finite set L T +1 of sequence of non-negative integers and finite positive constants β (j1,...,j T ) T +1 (x 0 ).
Proof. The proof of this proposition is similar to that of Proposition 10. Take any ∈ [0, τ ). For i ∈ {2, . . . , T }, Assumption 3 along with Lemma 20 yields
By Propositions 9 and 18, we have 
for some finite set L i of sequences of non-negative integers and finite positive constants β (j1,...,ji−1) i (x 0 ). Similarly, for i = 1 we have ∀t ∈ (τ, 1] ∂ + ∂ c(x 1 (t), u (t)) ≤ (K 7 + K 8 x 1 (t) L3 2 ) Ψ 1 (t) 2 (234) ≤ 2(K 7 + K 8 α 1 (x 0 ) L3 )K 1 ρ max e K2 (235)
by Proposition 9 and Lemma 17.
