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Resumen 
El objetivo de este proyecto es determinar una forma adecuada de modelizar y resolver una 
nueva variante del Problema de Equilibrado de Líneas de Montaje.  
Dentro del Assembly Line Balancing Problem se va a tratar la tipología de problemas 
SALBP-2, o sea, la que dado un número de estaciones de trabajo, se desea minimizar el 
tiempo de ciclo. No obstante, se va más allá de este objetivo único, ya que no sólo se busca 
la minimización del tiempo de ciclo sino que, a su vez, también se intenta minimizar, 
posteriormente, el tiempo de la segunda estación más cargada, luego el de la tercera 
estación más cargada, … y así sucesivamente, lo que da pie al término Multi-Min-Max. 
Para resolver el problema de forma óptima se han diseñado dos modelos de programación 
matemática independientes, denominados jerarquizado global y jerarquizado sucesivo, que 
han sido resueltos mediante CPLEX. Cabe comentar que antes se ha ejecutado un 
preproceso para reducir la dimensión de los modelos a resolver. 
Una vez ejecutados dichos modelos exactos sobre una base de datos de 16 problemas de 
referencia (publicados por uno de los investigadores más destacables sobre el problema de 
equilibrado de líneas de montaje, el Dr. Scholl, en su página web), se ha llevado a cabo una 
resolución heurística, ya que el tiempo destinado a la resolución óptima era excesivo a nivel 
industrial la mayoría de las veces. 
Se han diseñado dos procedimientos heurísticos: el primero consiste en resolver los 
programas matemáticos pero limitando el tiempo de resolución a un máximo de 5 horas (de 
diferentes maneras, según los modelos planteados), lo que da lugar a tres opciones de 
resolución posibles; el segundo es un procedimiento heurístico adhoc, que no da resultados 
tan favorables pero que destaca por su rapidez de cálculo. 
Se comprueba que unas sencillas heurísticas utilizadas en la fase de preproceso 
proporcionan unas buenas soluciones iniciales utilizadas en los cálculos posteriores; que los 
modelos de programación matemática diseñados para la resolución óptima nos llevan, en la 
inmensa mayoría de los casos (dependiendo del tiempo de resolución permitido), a valores 
de tiempo de ciclo óptimo; que el primer grupo de heurísticos cumple perfectamente como 
modelo de resolución de casos industriales reales; y que, el segundo, aunque no da 
resultados tan buenos numéricamente como el primero, presenta una rapidez de ejecución 
destacable. 
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1. Introducción 
En el presente proyecto se aborda un problema muy común en el área de la producción: el 
Equilibrado de líneas de montaje. Es así debido a que gran multitud de productos que se 
fabrican hoy en día resultan del ensamblaje de diferentes componentes a lo largo de una 
línea de montaje. 
Las líneas de montaje están compuestas por un conjunto finito de tareas y estaciones de 
trabajo. Las tareas tienen una duración determinada y un conjunto de relaciones de 
precedencia, que condicionan el orden en que éstas pueden ser realizadas. El problema del 
equilibrado consiste básicamente en la asignación de las tareas a las estaciones, respetando 
las precedencias y cumpliendo las diferentes restricciones, con el fin de optimizar una 
función objetivo, que en el caso del proyecto desarrollado consiste en el Multi-Min-Max: 
minimizar el tiempo de ciclo y, posteriormente, hacer mínimo el tiempo de la segunda 
estación más cargada, luego el de la tercera estación más cargada, … y así sucesivamente. 
Poniéndolo en un ejemplo:  
0
2
4
6
8
10
C
ar
ga
 d
e 
tr
ab
aj
o 
[s
]
1 2 3 4 5 6
Estación
Solución 1
   
0
2
4
6
8
10
C
ar
ga
 d
e 
tr
ab
aj
o 
[s
]
1 2 3 4 5 6
Estación
Solución 2
 
Gráfico 1.1 Comparación distribución cargas para explicación Multi-Min-Max 
Si se comparan las dos soluciones se observa que el valor de tiempo de ciclo es el mismo 
(10) pero, indudablemente, la distribución de tareas de la solución 2 es mucho más fiable 
que la de la solución 1.  
El equilibrado de líneas de montaje es un problema muy importante dentro de la industria, ya 
que la producción depende directamente de cómo se asignen las diferentes tareas a las 
estaciones de trabajo disponibles.  
La programación de las tareas en el mundo industrial se ha planteado de muchas maneras 
diferentes y se ha resuelto con gran variedad de métodos, ya sean exactos o heurísticos. En 
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el proyecto se abarca un nuevo objetivo para la resolución del equilibrado de las líneas: el 
Multi-Min-Max, que es resuelto mediante diferentes modelos de programación matemática y 
procedimientos heurísticos. No obstante, inicialmente se ejecuta una fase de preproceso que 
permite disminuir la dimensión de los modelos, el cual se basa en la programación de 
diferentes procedimientos heurísticos encontrados en la literatura.  
Además, se han diseñado diferentes procedimientos heurísticos para la resolución del 
problema, consistentes en la ejecución de los programas matemáticos durante un tiempo 
determinado. Finalmente se ha diseñado otro procedimiento heurístico independiente de los 
modelos de programación matemática. 
Para la resolución del problema Multi-Min-Max con los modelos exactos se ha usado el 
software de optimización ILOG CPLEX. Para la programación de los diferentes preprocesos, 
heurísticas y macros se ha utilizado en lenguaje Basic. 
1.1. Objetivos del proyecto 
Resolver un nuevo problema de equilibrado de líneas de montaje que consiste en una 
variante de SALBP-2 con una nueva función objetivo, Multi-Min-Max, que busca minimizar el 
tiempo de ciclo y, posteriormente, el tiempo de la segunda estación más cargada, luego el de 
la tercera en carga, … y así repetidamente. 
Diseñar un preproceso que permita disminuir el tamaño de los modelos a resolver, gracias al 
cálculo, principalmente de una primera cota superior del valor del tiempo de ciclo. 
Diseñar, para la resolución óptima del problema, dos modelos de programación matemática: 
el jerarquizado global y el jerarquizado sucesivo. 
Diseñar dos grupos de procedimientos heurísticos: uno que deriva de la limitación del tiempo 
de ejecución de los modelos de programación matemática y otro adhoc. 
Finalmente, con todas las experiencias y resultados obtenidos, recomendar para qué casos 
usar cada uno de los métodos diseñados. 
Para evaluar la calidad de todos los procedimientos diseñados, se comparan los resultados 
obtenidos con 16 problemas test que derivan, con todas sus respectivas variaciones de 
diferente número de estaciones, en una base inicial de 274 ejemplares a resolver, de los 
cuales se dispone de sus características y de sus valores óptimos de tiempo de ciclo. Dichos 
ejemplares son los problemas test que suele usar la comunidad internacional para probar 
nuevos procedimientos de resolución del Problema de Equilibrado de Líneas de Montaje. 
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1.2. Alcance del proyecto 
En este proyecto se resuelve el problema de equilibrado de líneas de montaje con una 
función objetivo Multi-Min-Max, con las siguientes hipótesis, que son las del SALBP: 
- Líneas simples 
- Tareas indivisibles 
- Las tareas sólo tienen entre ellas relaciones de precedencia 
- Las duraciones de las tareas son independientes de las estaciones a las que son 
asignadas y del orden en que se procesen 
- Los datos son conocidos (deterministas), y se dispone de un tiempo de ciclo o 
número de estaciones fijado (en nuestro caso se conoce el número de estaciones) 
- La línea es serial 
- La tasa de entrada de las piezas a la línea es fija 
- Las estaciones están igualmente preparadas para realizar cualquiera de las tareas 
que componen el proceso de montaje del producto 
Para comprobar la eficiencia y eficacia de los procedimientos diseñados, como ya se ha 
comentado, se aplican a una base de 16 problemas test, que derivan en 274 ejemplares, y 
para los cuales se dispone de la totalidad de sus valores de definición (tareas, duraciones, 
precedencias inmediatas) y de los valores óptimos de tiempo de ciclo. Los ejemplares 
probados con éxito finalmente contienen una gran variedad de número de estaciones (desde 
3 hasta 30), de tareas (desde 29 hasta 148), de precedencias (desde 32 hasta 181) y de 
media de duraciones individuales de las tareas (desde 6 hasta 1355 unidades de tiempo), 
hecho que apoya a la validez real del proyecto. 
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2. Estado del arte del Problema de Equilibrado de 
Líneas de Montaje 
El ALBP (Assembly Line Balancing Problem), problema de equilibrado de líneas de montaje, 
ha sido estudiado por diferentes autores a lo largo de la historia y en la actualidad es objeto 
aún de muchas investigaciones debido a su importancia dentro del mundo industrial. 
Para realizar el estado del arte del problema de equilibrado de líneas de montaje, en primer 
lugar, se hace una breve introducción histórica a éstas, se introducen los conceptos 
principales que las caracterizan y se tratan también sus posibles clasificaciones; se sigue 
con una explicación de las diferentes tipologías de problemas de líneas y de los diferentes 
algoritmos de resolución de la literatura. Finalmente se acaba con un resumen de las 
principales funciones objetivo utilizadas hasta el momento. 
2.1. Líneas de montaje 
2.1.1. Introducción histórica 
Las líneas de montaje se han visto históricamente ligadas con la automatización industrial. 
En 1799 se tiene constancia que el americano Eli Whitney las introdujo para ensamblar 
repetitivamente componentes para formar una pieza final, fue el inventor del sistema de 
manufactura americano. De todas formas, el concepto de línea se puede aplicar ya cientos 
de años antes en el proceso de montaje de barcos en Venecia. Henry Ford, ya en 1913, 
instaló la primera línea de montaje móvil con el fin principal que ha perdurado en los tiempos: 
reducir los costes y permitir la producción masiva. 
2.1.2. Conceptos principales 
La explicación de los conceptos descritos a continuación está basada principalmente en el 
libro de Scholl (1999, capítulo I) y en los artículos de Pinto, Dannenbring y Khumawala 
(1983) y Scholl y Becker (2006). 
Una línea de montaje tiene como objetivo crear un determinado producto, ya sea final o 
intermedio, agregando conjuntos de piezas de manera predefinida. 
Para realizar dicho montaje, se dispone principalmente de un número de estaciones (fijo o 
variable, dependiendo de la tipología del problema) y de unas determinadas tareas, que se 
ven caracterizadas cada una de ellas por su duración y entre ellas por diferentes relaciones, 
ya sean, por ejemplo, de precedencia o de incompatibilidad, entre otras posibilidades. 
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A continuación se exponen los conceptos más significativos de los problemas de líneas de 
montaje: 
• Tarea: se dice de la unidad de trabajo indivisible la cual tiene asociada una duración. 
La totalidad de la línea se divide en el conjunto de tareas. 
• Estación: es una parte de la línea de montaje. Cada estación está formada por un 
conjunto de tareas a ejecutar. Su naturaleza puede ser variada: desde cualquier tipo 
de maquinaria hasta mecanismos especializados. Los operadores de la estación 
pueden ser humanos o robotizados. 
• Tiempo de ciclo: es el tiempo disponible en cada estación de la línea para completar 
aquellas tareas que le hayan sido asignadas. Del total de la línea, el tiempo de ciclo 
se entiende que es el mayor de todas las estaciones. 
• Relaciones de precedencia: comúnmente se representan con diagramas de 
precedencias. Son las restricciones sobre el orden en el cual las diferentes tareas 
pueden ser llevadas a cabo en la línea. Una tarea cualquiera no se puede ejecutar 
hasta que no se hayan efectuado todas las que la precedan de forma inmediata. 
• Tiempo de trabajo de cada estación: es la suma de tiempos de las tareas que 
conforman la estación en cuestión. 
• Tiempo muerto: para cada estación, es la diferencia entre el tiempo de ciclo y el 
tiempo de trabajo. 
• Carga de trabajo: es el conjunto de tareas las cuales están asignadas a una estación 
en concreto. 
2.1.3. Tipos de líneas de montaje 
En la literatura se pueden encontrar diversas clasificaciones de las líneas de montaje, 
dependiendo de diferentes conceptos y de su tipología. 
A continuación se resumen las principales clasificaciones propuestas por Becker y Scholl 
(2006), Scholl (1999), Plans (1999) y Ghosh y Gagnon (1989, p.637-670). Anteriormente, no 
obstante, se grafica un esquema que será de gran utilidad para seguir la correspondiente 
explicación: 
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Esquema 2.1 Tipos de línea de montaje según características 
I. Tipos de líneas de montaje según su arquitectura 
a) Línea serial: las estaciones son simples y están colocadas en serie. Las tareas pasan 
de una estación a la siguiente utilizando algún tipo de mecanismo, el más común es 
la cinta transportadora. 
b) Línea con estaciones en paralelo: se caracterizan por tener un mínimo de dos 
estaciones iguales que realizan paralelamente las mismas tareas, colocando en 
consecuencia los equipos a utilizar tantas veces como estaciones en paralelo 
existan. 
Esta tipología de línea se acostumbra a usar para solucionar el problema que surge 
cuando la duración de alguna de las tareas es mayor que el tiempo de ciclo, ya que 
Flujo de piezas: 
sincrónica, 
asincrónica, 
alimentación 
Disciplina de 
entrada de 
piezas: fija, 
variable 
Tipo de 
operador: 
manual, 
robotizada 
Duración de las 
tareas: determinista, 
estocástica, 
dependiente 
Tipo de 
producto: 
simple, mixta, 
múlti-modelo 
Arquitectura línea: 
serial, estaciones 
paralelas, paralelas, 
dos lados, cerrada, 
U
TIPOS DE 
LÍNEA DE 
MONTAJE 
…SEGÚN…
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entonces el valor promedio de la duración de la tarea se reduce proporcionalmente al 
número de estaciones. 
c) Líneas paralelas: esta tipología consiste, como su mismo nombre indica, en colocar 
varias líneas en paralelo, dependiendo de las necesidades del proceso. Puede servir 
para desarrollar modelos múltiples, asignando una línea a cada modelo o familia de 
modelos. 
d) Líneas de dos lados: son dos líneas seriales en paralelo con la característica que en 
lugar de una estación simple se tienen parejas de estaciones opuestas una en cada 
lado de la correspondiente línea, procesando simultáneamente una misma pieza. Se 
acostumbran a utilizar para realizar productos en los que se tiene que implantar 
objetos en ambos lados; un ejemplo claro podría ser el montaje de un ferrocarril, 
donde se tienen que colocar las mismas piezas a lado y lado (puertas, ruedas, 
cristales,…). 
e) Líneas cerradas o circulares: se caracterizan por tener un recorrido cerrado 
(normalmente una cinta) que abastece a todas las estaciones. Todos los operadores 
actúan de la misma manera exceptuando el que acaba el proceso, el cuál tiene la 
función de quitar el objeto final de la línea de montaje. 
f) Líneas en forma de U: se caracterizan por tener distribuidas su secuencia de tareas 
en forma de U. Se utilizan principalmente para balancear la carga de las estaciones 
ya que el número de posibles combinaciones entre tareas y estaciones es más 
grande. Esto es así ya que el sistema de producción se hace más flexible: las 
estaciones pueden trabajar en dos partes de la línea, situándose una al frente de la 
otra. 
II. Tipos de líneas de montaje según su flujo de piezas 
a) Líneas sincrónicas: el tiempo de ciclo de todas las estaciones es el mismo. En 
consecuencia, todas las piezas pasan de una estación a otra al mismo tiempo, 
evitando los pulmones entre estaciones. 
b) Líneas asincrónicas: se dan cuando las estaciones tienen velocidades de proceso 
diferentes; en este caso se necesita que las estaciones estén relacionadas a través 
de pulmones, que tienen la función de almacenar las piezas que se han procesado 
anteriormente en la línea. 
c) Líneas de alimentación: la línea principal recibe piezas o subconjuntos de líneas de 
alimentación donde se realizan sub-ensamblados; dichas líneas producen algún tipo 
de producto intermedio que después alimentan a la línea principal. Cuando se trata 
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con esta tipología de líneas se tiene que tener en cuenta que a parte de equilibrarlas 
se tienen que sincronizar las diferentes tasas de producción. 
III. Tipos de líneas de montaje según el tipo de productos que trabajan 
a) Líneas simples: se caracterizan por procesar un único tipo de producto, además las 
estaciones realizan repetitivamente las mismas tareas. 
b) Líneas mixtas: en esta tipología de líneas se pueden producir variantes de un 
producto principal. Las operaciones a realizar, aún así, son muy semejantes para 
cada una de las variantes. La producción en estas líneas no implica tiempos de 
preparación debido a la igualdad de las operaciones, en consecuencia, la secuencia 
producida por el proceso puede ser arbitraria.  
c) Líneas multi-modelo: a diferencia del tipo anterior, en esta tipología sí que varían los 
procesos de producción entre un modelo y otro. En consecuencia, se produce por 
lotes de productos y se tienen en cuenta los tiempos de preparación de la línea para 
cambiar de un producto a otro. 
En un principio, Ghosh y Gagnon (1989, p.637-670), sólo distinguían dos grupos dentro 
apartado II, el single-model y el multi/mixed model, agrupando en este último los 
apartados b y c de la clasificación anterior; no es hasta el año 1995 cuando Scholl (1995) 
acaba con la diferenciación en los tres tipos expuestos. 
IV. Tipos de líneas dependiendo de las duraciones de las tareas 
a) Líneas deterministas: se caracterizan por el hecho que todos los tiempos de las 
tareas son conocidos. 
b) Líneas estocásticas: en esta tipología, la duración de alguna (o todas) las tareas es 
aleatoria o probabilística; esto es debido a que la variabilidad de las duraciones es 
significativa. 
c) Líneas dependientes: las duraciones de las tareas son dependientes de alguna 
variable, las cuales son, típicamente, el tipo de estación a la que ha sido asignada, la 
secuencia o el operador. 
En referencia a las clasificaciones III y IV, Ghosh y Gagnon (1989, p.637-670) han sido 
los que han trabajado más estos conceptos, llegando a proponer el siguiente esquema: 
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Esquema 2.2 Clasificación de Ghosh&Gagnon (1989, p.637-640) 
 
V. Tipos de líneas según la disciplina de entrada de las piezas a la línea 
a) Líneas de entrada fija: se caracterizan por tener la llegada de las piezas a intervalos 
regulares. Teniendo en cuenta clasificaciones anteriores, si la línea en cuestión es 
sincrónica este intervalo será el tiempo de ciclo. 
b) Líneas de entrada variable: a diferencia del tipo anterior, la tasa de entrada de las 
piezas a la línea es variable. 
VI. Tipos de líneas según el tipo de operador de las operaciones 
a) Líneas manuales: este tipo de líneas tienen operadores humanos, sean o no 
automatizadas. 
b) Líneas robotizadas: se caracterizan porque los operadores son robots y sus procesos 
están totalmente automatizados.  
2.2. Tipos de problemas de líneas 
Una vez se tienen clasificados los problemas de líneas, se trata de plantear el tipo de 
problema que se quiere resolver. Dicho tipo estará directamente relacionado con el objetivo 
que se quiere alcanzar en los resultados de la línea. 
Assembly Line Balancing Problem
Single Model Multi/Mixed Model
Deterministic (SMD) Stochastic (SMS) Deterministic (MMD) Stochastic (MMS) 
Simple Case (SALBP) 
General Case 
Simple Case (SALBP)
General Case 
Simple Case (SALBP)
General Case 
Simple Case (SALBP) 
General Case 
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En la literatura, los problemas más comunes trabajados se remiten a dos grupos: los de 
equilibrado de líneas (ALBP: Assembly Line Balancing Problem) y los que se encargan de su 
diseño (ALDP: Assembly Line Design Problem). Aún así, se pueden encontrar otros tipos 
minoritarios, como por ejemplo los DLBP, en los que se quiere equilibrar líneas de 
desmontaje, y que han aparecido debido a la necesidad de desmontar eficientemente un 
producto ya ensamblado. 
A continuación se exponen las principales características de los tipos de problemas más 
comunes. 
2.2.1. Problemas de equilibrado de líneas de montaje (ALBP) 
Este tipo de problemas tiene como objetivo asignar las tareas que son necesarias para 
ensamblar un producto entre las diferentes estaciones disponibles que forman la línea de 
montaje en cuestión. 
A este primer objetivo se le añaden una serie de restricciones (relaciones de precedencia e 
incompatibilidad, …) que hacen diferenciar los diferentes subtipos de este tipo de problemas. 
Cada tipo de problema puede describir una situación muy diferente y particular; en 
consecuencia, existen variadas modelizaciones dependiendo de los detalles concretos de 
cada uno de los planteamientos. 
En los problemas clásicos, por ejemplo, se requiere encontrar el número mínimo de 
estaciones o el tiempo de ciclo mínimo requerido para procesar las tareas, cumpliendo 
siempre sus relaciones de precedencia y optimizando una medida de eficiencia.  
Por ejemplo, según Baybars (1986, p.909-932), una línea está equilibrada si en plena 
utilización de sus recursos, los tiempos libres en cada estación sumados son mínimos. 
También dice que si se consigue que todas las estaciones duren exactamente el mismo 
tiempo, entonces la línea tiene equilibrio perfecto. De lo contrario, Baybars concluye que la 
tasa de producción de la línea viene determinada por su cuello de botella, en este caso la 
duración de la estación más lenta. 
Los ALBP han sido objeto de gran variedad de clasificaciones, las más conocidas y las que 
han perdurado en el tiempo son, sin embargo, las siguientes: 
- Baybars (1986, p.909-932) distingue dos tipos de problemas: el simple 
(SALBP: Simple Assembly Line Balancing Problem), y el general (GALBP: 
General Assembly Line Balancing Problem). 
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- Ghosh y Gagnon (1989, p.637-670) plantean cuatro tipos de problemas a 
diferenciar: el simple determinista, el simple estocástico, el multi/mixto 
determinista y el simple multi/mixto estocástico. 
A continuación se exponen las características de los problemas más importantes. 
Antes, no obstante, se grafica un esquema que será de gran utilidad para seguir la 
correspondiente explicación. Dicho esquema engloba las clasificaciones propuestas por 
Baybars (1986, p.909-932), Ghosh y Gagnon (1989, p.637-670), Scholl (1999), Rekiek  [et 
al.] (2002, p.163-174), Graves (1983, p.522-545), Becker y Scholl (2006), Scholl y Becker 
(2006), Pinto (1983) y Plans (1999).  
 
Esquema 2.3 Tipos de problemas de equilibrado de líneas de montaje 
I. SALBP: Simple Assembly Line Balancing Problem 
Corresponde al Problema Simple de Equilibrado de Líneas. 
Este tipo de problemas engloban los problemas de equilibrado más sencillos: normalmente 
se consideran líneas simples, donde las tareas son indivisibles y sólo se presentan entre 
ellas relaciones de precedencia. Las duraciones son independientes de las estaciones a las 
que son asignadas y del orden en que se procesan. Además los datos son conocidos 
(determinista), se tiene un tiempo de ciclo o número de estaciones fijado y la línea es serial. 
Finalmente, la tasa de entrada de las piezas a la línea es fija y las estaciones están 
igualmente preparadas para realizar cualquiera de las tareas que componen el proceso de 
montaje del producto. 
Teniendo en cuenta las anteriores características comunes, no obstante, se pueden 
distinguir cuatro casos distintos de SALBP: 
a) SALBP-1: se caracteriza por disponer de un tiempo de ciclo asignado (o tasa de 
producción) y desea minimizar el número de estaciones que se requiere para llevar a 
ALBP (Assembly Line Balancing Problem) 
SALBP GALBP 
SALBP-1 SALBP-FSALBP-E SALBP-2 UALBP MOALBP RALBP MALBP 
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cabo el proceso. Es muy común que se de cuando la demanda externa puede ser 
estimada y un nuevo sistema de montaje vaya a ser instalado. 
b) SALBP-2: a diferencia del caso anterior, se parte de un número de estaciones fijado y 
se desea minimizar el tiempo de ciclo de la línea de montaje en cuestión. Se 
acostumbra a presentar dicho problema cuando la línea de montaje ya existe. 
c) SALBP-E: se busca maximizar la eficiencia de la línea de montaje, o lo que es 
equivalente, se desea minimizar el producto del número de estaciones y el tiempo de 
ciclo.  
d) SALBP-F: en este caso no se busca maximizar ni minimizar ningún valor sino que se 
limita a encontrar, si existe, una solución factible para una combinación cualquiera de 
tiempo de ciclo y número de estaciones. 
Baybars (1986, p.149-166) en su obra propuso las formas de modelización clásicas para los 
problemas SALBP-1 y SALBP-2. 
II. GALBP: General Assembly Line Balancing Problem 
Correspondiente al Problema General de Equilibrado de Líneas. 
Esta tipología de problemas, los GALBP, engloban a todos aquellos problemas de 
equilibrado de líneas de montaje que no son SALBP. Los más comunes son los que tienen, 
por ejemplo: modelos mixtos, estaciones en paralelo, procesamientos alternativos, tiempos 
de proceso variables, … Se caracterizan por dar cabida a problemas más reales y 
cuotidianos que los SALBP. 
Se destacan cuatro tipos diferentes de problemas GALBP: 
a) UALBP (U-line Assembly Line Balancing Problem): se caracterizan por, en vez de 
tratar con una línea serial, trabajar con una de tipo U. Como comentan Becker y 
Scholl (2006), en una línea de tipo U las estaciones pueden ser colocadas de tal 
manera que se pueden manejar a la vez dos piezas en diferentes posiciones de la 
línea. Como se puede consultar en diferentes ejemplos (como en Ajenblit y 
Wainwright (2003) y en Bartholdi (1993, p.2447-2461)), en esta tipología de línea hay 
un mayor número de posibilidades de asignar las tareas a las estaciones, con lo que 
el problema se puede resolver de manera más eficiente que cuando se tiene una 
línea serial. También se pueden distinguir: UALBP-1 (minimizar el número de 
estaciones), UALBP-2 (minimizar el tiempo de ciclo) y UALBP-E (maximizar la 
eficiencia de la línea). 
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b) MALBP (Mixed-Model Assembly Line Balancing Problem): equilibrado de líneas con 
modelos mixtos; se caracterizan por tener varios modelos de un mismo producto, 
teniendo un conjunto de tareas común a realizar en la totalidad de los modelos y sin 
tener en cuenta tiempos de preparación de la línea. Al igual que en las tipologías 
anteriores, también se presentan problemas MALBP-1, MALBP-2 y MALBP-E. 
c) RALBP (Robotic Assembly Line Balancing Problem): equilibrado de líneas 
robotizadas; se desea optimizar la ejecución de las tareas en la línea, considerando 
tanto la asignación de las tareas a cada una de las estaciones como la destinación 
de cada uno de los robots a las diferentes estaciones. 
d) MOALBP: Multi-Objective Assembly Line Balancing Problem: equilibrado de líneas 
con objetivos múltiples; se caracterizan por buscar varios objetivos a la vez 
combinando, por ejemplo, minimizar el número de estaciones, el coste o el número 
de pulmones, y maximizar la eficiencia,… Como concluye Rekiek [et al.] (2002, 163-
174), la mayoría de los problemas de equilibrado de líneas buscan cumplir objetivos 
múltiples. 
Una vez realizada esta primera clasificación, se tiene que tener en cuenta que, a su vez, los 
dos tipos de problemas tratados (SALBP y GALBP), se pueden subdividir teniendo en cuenta 
dos conceptos más: 
- El tipo de producto que se procesa en la línea: modelo simple y modelo mixto (o 
múltiple) 
- La variabilidad de las duraciones de las tareas: determinista o estocástico. 
2.2.2. Problemas de diseño de líneas de montaje (ALDP) 
Estos problemas tratan las líneas de producción desde una perspectiva diferente: se 
consideran las posibles características de diseño de la línea antes que la asignación de las 
diferentes tareas a las estaciones. 
Los problemas de diseño de líneas de montaje comprenden otros interrogantes, como por 
ejemplo: la especificación de las dimensiones de los espacios de almacenaje y los 
pulmones, los sistemas de transporte, la selección del equipo de manufactura entre un 
conjunto de posibilidades para cada operación de manufactura, … ; y siempre acaban 
teniendo en cuenta la asignación de tareas y el equilibrado. 
Rekiek [et al.] (2002, p.163-174) concluyen que diferentes factores han generado nuevos 
problemas de diseño, requiriendo el diseño (y rediseño) de líneas de producción. Estos 
factores son, entre otros, la actualización de los sistemas de producción caracterizados por 
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una vida útil corta, un alto grado de automatización, la aparición de nuevos equipos de 
trabajo para llevar a cabo la manufactura, nuevas tecnologías, … 
2.3. Algoritmos de resolución de problemas de equilibrado de 
líneas 
Como ya es sabido, los problemas de optimización se pueden resolver mediante dos  tipos 
de métodos: los exactos (basados en programación matemática y procedimientos de 
programación dinámica y branch&bound, que encuentran una solución óptima) y los 
heurísticos (algoritmos que, normalmente en tiempo breve y de manera no compleja, dan 
una solución del problema). 
Como se expone en Plans (1999), los métodos exactos garantizan una solución óptima, con 
la problemática que sólo pueden utilizarse, normalmente, en casos con un reducido número 
de tareas, ya que cuando se tiene un gran número de variables y de restricciones, el 
problema se hace intratable por problemas de tiempo de cálculo y recursos. Esto es debido a 
que el problema de equilibrado de líneas de montaje es de carácter combinatorio. Por eso 
han aparecido tantos métodos heurísticos de resolución eficiente para problemas reales. 
2.3.1. Algoritmos para la resolución de SALBP’s 
Las diferentes investigaciones en referencia a los SALBP’s han concluido en muchos 
modelos que resuelven SALBP-1 pero en pocos para el 2. No obstante, diferentes autores 
proponen que, para la resolución de ejemplares SALBP-2, se use el mismo procedimiento 
que se usa para el SALBP-1 pero variando el tiempo de ciclo: la solución es la de menor 
tiempo de ciclo que proporcione un número de estaciones igual al que se dispone. 
Una de las mayores aportaciones sobre SALBP’s se puede encontrar en Scholl y Becker 
(2006), que presenta un completo estado del arte y concluye que los métodos disponibles 
son buenos para resolver problemas de tamaño medio, pero que se requieren mejoras para 
que se puedan usar en la resolución de ejemplares de mayores dimensiones. 
En dicho trabajo se resumen también diferentes procedimientos branch&bound para la 
resolución de SALBP-1’s, entre los que destaca el FABLE de Johnson (1988, p.240-253), 
EUREKA  de Hoffman (1992) y el SALOME de Scholl y Klein (1997, p.319-334). También 
concluyen que la mayoría de los métodos heurísticos están basados en reglas de prioridad y 
procedimientos enumerativos, como por ejemplo el algoritmo de Hoffmann (1963, p.551-
562). Posteriormente, se han presentado descripciones detalladas de este tipo de 
procedimientos, como las que se pueden encontrar en Talbot (1986), Scholl y Voß (1996, 
p.217-244) y Scholl (1999). 
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Además de los trabajos anteriormente citados, se pueden encontrar también diferentes 
estudios, que se clasifican a continuación en tres categorías: programación matemática, 
trabajos de branch&bound y programación dinámica, y heurísticos: 
I. Algoritmos exactos (programación lineal mixta) 
Una de las primeras modelizaciones del problema como Programación Lineal Binaria fue la 
propuesta por White (1961, p.274-276), que constituye un trabajo usado posteriormente 
como base para muchos otros investigadores, modelizando: 
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con: 
xi,j  es la variable que indica si la tarea i se realiza en la estación j, 
entonces toma 1 (0 en el caso contrario). 
ti  expresa la duración de la tarea i. 
Tmax  es el valor máximo del tiempo de ciclo. 
M  expresa un valor lo suficientemente grande 
F  es el conjunto de tareas las cuales no tienen sucesoras. 
P(i)  son el conjunto de tareas predecesoras inmediatas de i. 
n  es el número de tareas que conforman la línea. 
m  corresponde al número de estaciones. 
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mmin, mmax son el número mínimo/máximo de estaciones de trabajo. 
La primera restricción obliga a que una tarea sólo pueda ser asignada a una estación; la 
segunda limita el tiempo de ciclo dentro de cada estación de trabajo; y la tercera expresa la 
precedencia de i respecto a h. 
Analizando la función objetivo se observa que los coeficientes cj obligan a que no se asignen 
tareas en las últimas estaciones sin completar antes las primeras disponibles. Además, 
como dichos coeficientes van creciendo con el número de las estaciones, se penaliza el no 
asignar las tareas a la primera estación disponible. 
Diez años después, proponen un cambio en los coeficientes de la función objetivo  
Thangavelu y Shetty (1971, p.61-68) con la intención de mejorar el funcionamiento del 
modelo comentado anteriormente ya que, en algunos casos (sobretodo los de un gran 
número de tareas), surgían problemas de inestabilidad numérica:: 
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Se destacan también las aportaciones Baybars (1986, p.909-932) y de Ghosh y Gagnon 
(1989, p.637-670). En el primero se presenta un estado del arte de los algoritmos exactos 
para la resolución de SALBP’s; en el segundo se completa dicho estudio incluyendo métodos 
heurísticos. 
Valero (1991) resuelve un modelo de programación lineal teniendo en cuenta los recursos 
consumidos por las tareas, las incompatibilidades entre parejas de tareas y considerando 
diferentes tipos de estaciones de trabajo. 
Un trabajo completo y detallado de síntesis se encuentra en Plans (1999), el cual trata de 
manera extensa diferentes modelos expuestos por diversos autores. 
II. Trabajos de branch&bound y programación dinámica 
La obra de referencia de la programación dinámica aplicada al problema de equilibrado de 
líneas es Held, Kart y Shareshian (1963, p.442-459). 
Talbot y Patterson (1984, p.85-99) proponen un algoritmo branch&bound que tiene un 
funcionamiento correcto para un número de tareas inferior a 50, tal y como se demuestra en 
Baybars (1986, p.149-166). 
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También cabe destacar la obra de Baybars (1986, p.909-932). Dicho autor expone un 
estudio referente a múltiples algoritmos branch&bound, discutiendo la funcionalidad de cada 
uno de ellos dependiendo, por ejemplo, del número de estaciones del ejemplar a resolver.  
Once años más tarde se publica el algoritmo SALOME. Klein y Scholl (1997, p.319-334) lo 
proponen, basándose en un branch&bound bidireccional. Existen dos variantes del mismo, el 
SALOME-1 y el SALOME-2: el primero es útil para la resolución de SALBP-1 mientras que el 
segundo se utiliza en la resolución del SALBP-2. 
III. Algoritmos heurísticos 
Una primera obra de referencia que trata algoritmos heurísticos para la resolución de los 
SALBP’s es la realizada por Talbot, Patterson y Gehrlein (1986, 430-454). Dichos autores 
hacen una primera clasificación de los algoritmos heurísticos según las características de los 
ejemplares más destacados publicados hasta la fecha de realización de su estudio. 
 
Esquema 2.4 Tipos de algoritmos heurísticos según Talbot, Patterson y Gehrlein (1986, p.430-454) 
A continuación se comenta dicha clasificación:  
- Heurísticas de una sola pasada: las que usan reglas de decisión simples; 
destacan las de Moodie y Young (1965, p.23-29), Tongue (1960, p.21-39) y 
Helgeson y Birnie (1961, p.394-398). 
De una sola 
pasada 
Aproximación a 
partir de exactos 
De backtracking 
(retroceso) 
De composición 
Algoritmos 
heurísticos 
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- Heurísticas de composición: basadas en la composición de reglas de 
decisión; destacan el algoritmo COMSOAL de Arcus (1966, p.259-278). 
- Reglas de backtracking (retroceso): a destacar el algoritmo MALB de Dar-El 
(1973, p.343-356) y la heurística de Hoffman (1963, p.551-562). 
- Aproximación partiendo de algoritmos exactos: estas heurísticas, entre las 
que se destacan las de Talbot y Patterson (1984), el FABLE de Johnson 
(1988, p.240-253) y el algoritmo de Held, Kart y Shareshian (1963, p.442-
459), se caracterizan por partir de un procedimiento exacto al cual se le limita 
el tiempo de ejecución. 
Como conclusión, Talbot, Patterson y Gherlein (1986, p.430-454), exponen que los 
algoritmos con backtracking son los mejores, ya que consiguen obtener soluciones óptimas 
(o casi) de problemas considerablemente grandes con un tiempo bajo de proceso. 
Otra obra anterior a destacar por su aportación de síntesis es la realizada por Dar-El (1975, 
p.302-310). Dicho autor realiza una comparación detallada de diez heurísticas clasificadas 
dentro de las de una sola pasada. 
También cabe destacar el trabajo de Hackman, Magazine y Wee  (1989, p.916-923). 
Consiste en un algoritmo branch&bound al cual se le aplica una heurística para reducir la 
dimensión del árbol de búsqueda, resultando una heurística útil para la resolución tanto de 
SALBP-1 como de SALBP-2. 
En referencia a la resolución de problemas tipo SALBP-2, Klein y Scholl (1996, p.367-385) 
concluyen que la mayoría de investigadores, para la resolución de esta variante, usan la 
repetición de los métodos usados para SALBP-1. 
Desde otra vertiente, también se han propuesto heurísticas basadas en algoritmos 
genéticos: Rubinovitz y Levitin (1995, p.343-354); recocido simulado: Suresh y Sahu (1994, 
p.1801-1810); tabu search; colonias de hormigas: Baykasoglu [et al.] (2003). 
2.3.2. Algoritmos para la resolución de GALBP’s 
Una de las obras que ofrece más información actualizada sobre lo que concierne a los 
algoritmos de resolución de GALBP’s es el trabajo de Becker y Scholl (2006). 
Otra obra a destacar, en la que se puede encontrar un resumen completo de los 
procedimientos que se han usado para resolver problemas de equilibrado de líneas, es la de 
Erel y Sarin (1998, p.414-434). 
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Para la resolución de los GALBP existen trabajos muy variados y con una metodología 
distinta dependiendo de las características del problema concreto. En cuanto a 
procedimientos heurísticos y/o metaheurísticos se pueden destacar, entre otros: Gen (1996, 
631-634), Voss (1994, p.183-194) , Pastor [et al.] (2002, p.1317-1323), Vilarihno y Simaria 
(2002, p.1405-1420), Erel, Sabuncuoglu y Aksu (2001, 3003-3015), Arcus (1966, p.259-277), 
Buxey (1974, p.1010-1021), Bautista y Pereira (2003), Ponnambalam (2003, p.669-690), 
Ruvinobitz y Leivitin (1995, p.343-354),  Kim, Kim y Kim (1996, p.397-409), Park, Park y Kim 
(1997, p.321-332), Bhattatchajee y Sahu (1988, p.67-77), Spina (2003, p.573-583),  Erel y 
Gokcen (1999, p.194-204) y Phonganant [et al.] (2001). 
También se han resuelto GALBP’s utilizando procedimientos exactos: Urban (1998, p.738-
741), Johnson  (1983, p.1309-1324), Sarin, Erel y Dar-El (1999, p.525-535), Scholl y Klein 
(1999, p.721-736), Nicosia, Pacciarelli y Pacifici (2002, p.99-113), Miltenburg (1998, p.1-23) y 
Miltenburg y Wijngaard (1994). 
Independientemente de la técnica de resolución utilizada, se destacan los siguientes trabajos 
por las diferentes características que tienen en cuenta de las líneas de montaje que se 
estudian: Agraval (1985, p.403-421), donde se tiene en cuenta la proximidad física de las 
estaciones una vez realizada la distribución de las tareas; Miyazaki y Ohta (1987, p.681-
690), donde no sólo se tienen en cuenta la minimización del número de estaciones, sino que 
también minimizan la suma de las duraciones de las tareas de la estación más cargada de 
entre las soluciones iguales, sin la necesidad de resolver dos problemas por separado: el de 
minimización de estaciones y el de tiempo de ciclo; Sarker y Harris (1988), donde se 
comentan las aplicaciones del Just In Time; Dar-El y Mazer (1989, p.2105-2116), en el que 
se introduce la problemática del stock intermedio; y McClain y Moodie (1991), donde se 
expone la importancia de los stocks intermedios del inicio de la línea frente a los situados en 
las últimas estaciones. 
2.3.3. Algoritmos para la resolución de ALDP’s 
La obra de referencia para este tipo de problema es Rekiek [et al.] (2002, p.163-174) donde, 
además de realizarse un amplio estado del arte sobre los diferentes métodos existentes para 
el diseño de líneas de montaje, se concluye que la herramienta principal para la resolución 
de este tipo de problemas está basada en los algoritmos branch&bound. 
Otras aportaciones a destacar en este tipo de problemas son las siguientes: He y Kusiak 
(1997), Rubinovitz y Bukchin (1993, p.497-500), Bukchin y Tzur (2000, p.585-598), Pinnoi y 
Wilhem (1998).  
Un número reducido de artículos tratan otras problemáticas muy concretas, como las que se 
plantean a continuación: líneas en U en Ajenblit y Wainwright (2003); estaciones paralelas en 
Exposición y Resolución del caso Multi-Min-Max en el Problema de Equilibrado de Líneas de Montaje Pág. 27 
 
Bard (1989, p.721-736); líneas mixtas en Ponnambalam, Aravindan y Subba Rao (2003, 
p.669-690); problemas con estaciones diferentes en Nicosia, Pacciarelli y Pacifici (2002, 
p.99-113); líneas paralelas en Suer (1998, p.467-470). 
En cuanto a los problemas que destacan por sus restricciones, cabe destacar: restricciones 
de capacidad en Moon [et al.] (2002, p.605-621); tiempos de proceso estocásticos en Sarin, 
Erel y Dar-El (1999, p.525-535); restricciones de incompatibilidad en Park, Park y Kim (1997, 
p.321-332); tiempos de proceso dependientes del tipo de operario en Corominas, Pastor y 
Plans (2003); datos de entrada no conocidos con seguridad o no disponibles, como tiempos 
de proceso difusos en Gen, Tsujimura y Li (1996, p.631-634); tiempos de proceso 
dependientes de la secuencia de productos en Spina, Galantucci y Dassisti (2003, p.573-
583); líneas de montaje multi-productos en Pastor [et al.] (2002, p.1317-1323); alternativas 
de proceso en Pinto, Dannenbring y Khumawala (1983); líneas de montaje multi-objetivos en 
Kim, Kim y Kim (1996, p.397-409); alternativas de equipos de manufactura en Bukchin y Tzur 
(2000, p.585-598); problemas que ubican la carga de las estaciones en una cierta ventana 
de tiempo en Pastor y Corominas (2000, p.23-45). 
2.3.4. Principales funciones objetivo para el Problema del Equilibrado de 
Líneas de Montaje 
La información relatada en este apartado ha sido obtenida a partir del trabajo de síntesis 
efectuado en Plans (1999). 
La función objetivo principal para los problemas SALBP-1 ha consistido, históricamente, en 
minimizar el número de estaciones de trabajo dado un tiempo de ciclo: 
[ ]
{ }
trabajodeestacionesdemáximonúmerom
jestaciónlaexistesijy
donde
yzMIN
j
m
j
j
:max
1;1,0
:
max
1
∀∈
= ∑
=
 
En referencia a los SALBP-2, se ha buscado minimizar el valor del tiempo de ciclo para un 
número de estaciones fijado: 
[ ]
ciclotiempoelesTdonde
TzMIN =
 
La existencia de estaciones en paralelo se modeliza con una pequeña en la función objetivo 
del SALBP-1: 
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Como se ha comentado, una de las funciones objetivo iniciales es la de White (1961, p.274-
276), caracterizada por ser una de las primeras efectuadas para programación lineal binaria: 
[ ]
{ } jix
mmjcMc
donde
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ji
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ji
Fi
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F es el conjunto de elementos sin sucesores, y como ya es sabido, i se refiere a las tareas y j 
a las estaciones, mmin, mmax son el número mínimo/máximo de estaciones de trabajo. 
Posteriormente, Thangavelu y Shetty (1971, p.61-68) proponen un cambio en el coeficiente 
de White para evitar la inestabilidad numérica: 
entecontrariamc
Fimmjttc
ji
mj
Fk
kiji
0
max1min*
,
)1min(
1,
=
∈+=⎥⎦
⎤⎢⎣
⎡=
+−
∈
+∑ K  
y, en consecuencia, la nueva función objetivo resulta: 
[ ] jin
i
m
j
ji xczMIN ,
1 1
, *∑∑
= =
=  
Otro tipo de función objetivo es la que minimiza el producto del número de estaciones por el 
tiempo de ciclo (muy usada en la variedad SALBP-E): 
[ ] TmzMIN ⋅=  
Siguiendo según Plans (1999), históricamente también se ha deseado minimizar el tiempo 
de ocio de la línea o el tiempo de ocio relativo al número de estaciones: 
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Otra aportación a la minimización del tiempo de ocio de la línea (I) se encuentra en Bennet y 
Bird (1976, p.195-201). Siendo w un valor muy grande: 
[ ] ∑ ∑
= =
+⋅=
m
j
m
j
IIwzMIN
1 1
2  
Según Plans (1999), históricamente también se ha buscado la minimización del flow-time, 
que es el tiempo que tarda el producto desde que es lanzado a la línea hasta que sale 
terminado: 
[ ] FzMIN =  
Así como de la discrepancia (entre la suma de las duraciones de las tareas asignadas a las 
estaciones y un tiempo de ciclo ideal T), del coste de la línea (minimización del coste de las 
estaciones) y del coste unitario (minimización del coste por unidad de producto). 
En referencia a minimizar las discrepancias, se puede destacar la aportación de Pastor 
(1994), que minimiza las discrepancias con relación a un tiempo de ciclo ideal, quedando: 
[ ] ( )−+
=
+= ∑ jjm
j
zMIN δδmax
1
 
donde el primer término del sumatorio es la diferencia por exceso entre la suma de 
duraciones de las tareas asignadas a la estación j y el tiempo de ciclo ideal T, y el segundo 
es la diferencia por defecto. 
Plans (1999) también recoge otra función objetivo relativa a las líneas de montaje: la de 
minimización de operarios inexpertos: 
[ ] ∑
=
=
max
1
m
j
jrzMIN  
donde rj tomará el valor de 1 si el operario asignado a la estación j es inexperto. 
Se destaca el modelo de Miyazaki y Ohta (1987, p.681-690), donde se pretende minimizar el 
número de estaciones y el tiempo de ciclo a la misma vez, quedando: 
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donde las yj son las variables de existencia de las estaciones y T es el tiempo de ciclo 
variable. De esta manera, entre dos asignaciones posibles de tareas a una estación, se 
escogerá la que dé un tiempo de ciclo menor. 
Finalmente, otra función objetivo encontrada en Scholl (1999) es la siguiente: 
[ ] ( )2
1
∑
=
−=
m
j
jttzMIN  
donde m es el número de estaciones, tj la carga de la estación j y t  el tiempo medio de carga 
de las estaciones. Dicha función objetivo busca la homogeneización de la distribución de la 
carga de trabajo. 
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3. Descripción del caso Multi-Min-Max en el 
Problema de Equilibrado de Líneas de Montaje 
El problema de equilibrado de líneas de montaje se ha abarcado con diferentes objetivos a lo 
largo de la historia, y cada uno de éstos ha derivado en una modelización y proceso de 
resolución determinado. 
En este proyecto se trabaja con una nueva función objetivo dentro del caso genérico SALBP-
2: el Multi-Min-Max, introducida en Pastor (2004). Dicha función objetivo consiste, para el 
problema de estudio, en minimizar el tiempo de ciclo (es decir, la carga de la estación más 
cargada), luego la carga de la segunda estación más cargada, luego la carga de la tercera 
estación más cargada, y así sucesivamente. 
Existen muchos problemas en los que se desea un objetivo Mínimax, es decir minimizar el 
máximo valor alcanzable: problemas de localización, discrepancia respecto a un valor ideal, 
cargas de estaciones en líneas de montaje,… La resolución óptima de éstos garantiza que el 
máximo valor es lo mínimo posible, pero no considera qué pasa con los demás valores, los 
cuales pueden tener gran relevancia. La función Multi-Min-Max, a diferencia de la Mínimax, 
sí que tiene en cuenta dichos valores.  
En el problema de equilibrado de líneas de montaje puede tener gran importancia el 
considerar el segundo valor máximo, el tercero, el cuarto,… y así sucesivamente. Imagínese 
el ejemplo expuesto en el gráfico 3.1:  
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Gráfico 3.1 Comparación distribución cargas para explicación Multi-Min-Max 
Evidentemente no es lo mismo una distribución de la carga de trabajo de 10, 10, 10, 4, 3, 3, 
como la que presenta la solución 1, que una igual a 10, 6, 6, 6, 6, 6, como la que presenta la 
solución 2. Si se comparan las dos soluciones se observa que el valor de tiempo de ciclo es 
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el mismo (10) pero, indudablemente, la distribución de tareas la solución 2 es mucho más 
fiable que la de la solución 1.  
Para comparar la fiabilidad de ambas soluciones obsérvese que la solución 1 presenta tres 
estaciones críticas, de modo que si alguna de las tareas que las forman sufre algún retraso, 
esto repercutirá directamente en el tiempo ciclo de la línea. En cambio, la solución 2 sólo 
tiene una estación crítica, de modo que las únicas tareas que podrían incrementar el tiempo 
ciclo (si se retrasaran) serían las que forman dicha estación. 
Por otro lado, como se puede observar en el ejemplo anteriormente comentado, el objetivo 
Multi-Min-Max también ayuda a obtener una distribución homogénea de la carga de trabajo  
entre las diferentes estaciones.  
Aunque no es el objetivo principal del Multi-Min-Max, dicha función objetivo presenta una 
ventaja añadida respecto a otras funciones que sólo buscan la homogeneización de la 
distribución de la carga de trabajo, como podría ser, por ejemplo, minimizar para la totalidad 
de las estaciones, la suma del cuadrado de la discrepancia entre el tiempo medio de carga 
de las estaciones y la carga de la estación en cuestión: 
[ ] ( )2
1
∑
=
−=
m
j
jttzMIN  
donde m es el número de estaciones, tj la carga de la estación j y t  el tiempo medio de carga 
de las estaciones. 
En este proyecto se procede a resolver el problema Multi-Min-Max diseñando dos modelos 
exactos de programación matemática, y dos grupos de procedimientos heurísticos, que se 
explican en detalle en el siguiente apartado. Para comprobar la eficacia y eficiencia de los 
diferentes procedimientos de resolución, se resuelven problemas ya predefinidos en la 
literatura. Las especificaciones concretas de cada uno de estos 16 problemas (precedencias, 
duraciones de las tareas, …), así como el valor óptimo encontrado de tiempo de ciclo para 
diferentes números de estaciones (lo que da una base inicial de ejemplares a resolver de 
274), se obtienen de la página web: http://www.assembly-line-balancing.de/, la cual reúne un 
conjunto de problemas test que la comunidad científica internacional utiliza para probar la 
calidad de sus trabajos y estudios. 
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4. Resolución del problema 
Para la resolución del problema se plantean tanto procedimientos exactos como heurísticos. 
Los procedimientos exactos se basan en programación matemática. Las dimensiones de los 
modelos de programación matemática se pueden reducir en una primera etapa de 
preproceso en la cual: 
1) Se busca una solución factible que proporciona una cota superior del tiempo 
de ciclo. 
2) Para cada tarea, se busca el rango de estaciones a las que puede ser 
asignada. 
Para la resolución de los programas matemáticos se utiliza el software de ILOG OPL Studio 
en versión 3.7, con el optimizador CPLEX 9.0. Para la etapa de preproceso y algunas 
heurísticas, se ha trabajado con el Visual Basic en la interfaz del Microsoft Excel y sus 
macros, obrando así debido a la gran importancia de poder trabajar los diferentes algoritmos 
leyendo datos de hojas de cálculo de excel, así como la escritura de los diferentes resultados 
en las mismas.  
En referencia a la tecnología utilizada, todas las ejecuciones se han realizado en un 
ordenador personal con procesador Intel® Pentium® IV CPU 3.00GHz 512MB RAM. 
A continuación se exponen los procedimientos de resolución exacta y heurística diseñados, 
así como los resultados alcanzados. 
4.1. Resolución exacta mediante programación matemática 
Como se acaba de comentar, se propone una etapa inicial de preproceso para reducir las 
dimensiones de los modelos a resolver. La función principal del preproceso consiste en 
encontrar una cota superior del tiempo de ciclo, para un número de estaciones dado, y en 
encontrar, para cada tarea, el rango de estaciones a las que puede ser asignada. 
4.1.1. Preproceso 
En la etapa de preproceso se realizan dos acciones principales: la determinación de una 
cota superior del tiempo de ciclo y del rango de estaciones a las que puede ser asignada 
cada tarea. 
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4.1.1.1. Determinación de la cota superior de tiempo de ciclo 
Se desea calcular una cota superior del tiempo de ciclo. Para ello se programa una 
heurística que proporciona una solución factible del mismo, programando un proceso basado 
en resolver problemas SALBP-1: se parte de valor de tiempo de ciclo igual a la duración de 
la tarea más larga; a partir de este valor se calcula (utilizando una heurística típica de 
SALBP-1) un valor del número de estaciones; si éste no coincide con el que número de 
estaciones que se tienen, se incrementa el valor de tiempo de ciclo en una unidad y se 
vuelven a calcular las estaciones; y así sucesivamente hasta encontrar el valor del número 
de estaciones deseado. La cota superior del tiempo de ciclo es el valor con el que el 
procedimiento heurístico ha  encontrado el valor del número de estaciones dado. 
Como paso previo a las heurísticas, se explica: 
a) Cálculo de la matriz de precedencias totales: 
Los problemas test a ensayar proporcionan, para cada ejemplar, la siguiente 
información: número de tareas, duración de cada una de las tareas y precedencias 
inmediatas entre ellas (expresadas pareja a pareja). 
En primer lugar se genera una matriz inicial de precedencias inmediatas: una matriz 
cuadrada (de dimensiones número de tareas por número de tareas) con un 1 en la 
posición (i,j) si la tarea i precede a la j. 
Para obtener la matriz precedencias totales se ha programado la siguiente 
metodología: 
- Añadir unos a la diagonal principal de la matriz inicial; la matriz en cuestión se 
denominará matriz A. 
- Llegados a este punto se realiza un proceso iterativo; primero se calcula A2, y 
se hacen igual a 1 todos los valores que son mayores o iguales a 1. Esta 
matriz se denomina A’2. Se compara A’2 con A, y si son iguales, fin. 
- Se calculan A4 y A’4. Si A’4 coincide con A’2, fin. 
- Se calcularán A8, A16, … con sus respectivas A’ hasta que una de ellas sea 
igual a la precedente. 
b) Cálculo de pesos de cada tarea: 
Dichos pesos se usarán para priorizar la asignación de las tareas respecto a las 
otras. 
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Se calculan dos variantes de estos pesos. La primera es la suma de los tiempos de 
los descendentes de cada tarea; la segunda es la suma de tiempos de los 
antecesores. En ambos casos se incluye la duración de la tarea de la cual se está 
calculando el peso. 
Un algoritmo basado en asignar las tareas según el primero de los pesos coincide 
con el algoritmo de Helgeson&Birnie con pesos del ejemplar directo; según el mismo 
algoritmo, la segunda variante es el peso del ejemplar inverso. 
A continuación se exponen las diferentes heurísticas probadas para el cálculo del tiempo de 
ciclo inicial. Recuérdese que para calcular dicho valor se usa un procedimiento iterativo de 
resolución del problema SALBP-1, como se ha explicado anteriormente. 
Heurística 1: procedimiento inicial  
Dada la matriz global de precedencias se calcula el número de siguientes de cada tarea 
sumando los elementos de cada columna. Las tareas son ordenadas de menor a mayor 
valor creando la lista de tareas a secuenciar. 
El algoritmo consiste en ir asignando las tareas en el orden estricto descrito, de forma que si 
la tarea no cabe en la estación que está siendo completada, se abre nueva estación. El 
resultado final es un número determinado de estaciones. 
El proceso es iterativo, como se ha explicado anteriormente, hasta obtener un número de 
estaciones igual al dado. 
Esta heurística destaca por su rapidez de ejecución; no obstante, las soluciones obtenidas 
son mejorables, por lo que se procede a programar el algoritmo de Helgeson&Birnie.  
Heurística 2: “H&B”, Helgeson&Birnie 
Dada la matriz global de precedencias se calculan los pesos de las diferentes tareas 
multiplicando dicha matriz por el vector de duraciones de las mismas. Estos pesos tendrán 
gran importancia ya que serán determinantes a la hora de ir asignando las tareas. 
Dicho algoritmo tiene tres conceptos clave: los valores de los pesos, las tareas candidatas y 
el tiempo disponible en la estación en cuestión. Una tarea es candidata si tiene todas sus 
precedentes ya asignadas. 
La ejecución del mismo consiste en ir asignando las tareas a las estaciones por orden 
estricto de pesos, siempre y cuando la tarea sea candidata y su duración sea menor al 
tiempo disponible de la estación. Si la candidata de más peso no cabe, se prueba con la 
segunda, y así hasta probar todas las candidatas posibles. Cuando no hay ninguna que 
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quepa, se abre una nueva estación y se vuelve a empezar. El resultado final es un número 
determinado de estaciones. 
El proceso iterativo sigue el mismo concepto que en la heurística anterior. 
Esta heurística destaca por los buenos resultados obtenidos para los tiempos de ciclo, que 
mejoran respecto la heurística explicada anteriormente, y en alguno de los casos,  encuentra 
valores muy próximos a los óptimos históricos.  
Llegados a este punto se tiene ya el núcleo de la heurística del preproceso definido, pero se 
cree conveniente crear un nuevo programa que permita calcular, de una sola vez, las cotas 
superiores de los tiempos de ciclo para todos los ejemplares de un mismo problema. La idea 
consiste en aprovechar los resultados que se van obteniendo para un determinado número 
de estaciones como valores iniciales de los siguientes ejemplares: 
El primer cálculo de tiempo de ciclo sigue el mismo esquema (utilizando como valor inicial la 
duración de la tarea más larga) y a partir de aquí es cuando hay una pequeña variación: una 
vez encontrado este valor final de tiempo ciclo para un determinado número de estaciones, 
para el siguiente ejemplar será usado como valor inicial (a diferencia del uso de la duración 
de la tarea más larga), y así sucesivamente.  
El resultado final de la ejecución de este enlazado es un archivo de hoja de cálculo donde 
hay una sub-hoja para cada uno de los problemas a resolver y donde se pueden encontrar 
los valores finales del preproceso para cada uno de los ejemplares, o sea, una cota superior 
de tiempo de ciclo para todas las configuraciones diferentes de número de estaciones para 
un mismo enunciado de problema a probar. 
Llegados a este punto, se dispone de una cota superior del valor del tiempo de ciclo para 
todos los ejemplares de los 16 problemas test utilizados en la posterior experiencia 
computacional. Los resultados concretos de estos valores se pueden consultar en la tabla 
A.1.1 de los anexos. A continuación se muestra una tabla resumen con los valores obtenidos 
en el preproceso: número de ejemplares de cada problema con la desviación media de los 
mismos respecto a los tiempos de ciclo óptimos: 
 
Problema Ejemplares Desviación (%) 
Buxey 8 4,38% 
Sawyer 8 4,78% 
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Lutz1 5 1,87% 
Gunther 10 5,59% 
Killbridge 9 1,40% 
Hahn 8 0,27% 
Warnecke 27 4,46% 
Tonge 23 2,45% 
Wee-mag 28 2,24% 
Arcus1 20 2,48% 
Lutz2 20 4,26% 
Lutz3 21 3,03% 
Mukherje 24 0,76% 
Arcus2 25 1,01% 
Barthold 13 0,34% 
Barthold2 25 3,05% 
TOTAL 274 2,61% 
Tabla 4.1 Resumen de resultados del preproceso 
Como se puede observar, la heurística de Helgeson&Birnie proporciona unos resultados  
aceptables, ya que se obtiene una diferencia media respecto al valor óptimo de tiempo de 
ciclo de tan sólo un 2,61%. 
4.1.1.2. Rango de estaciones para cada tarea 
Una vez determinada una cota superior del tiempo ciclo se puede calcular la primera y última 
estación a las cuales una tarea podrá ser asignada. Dichos valores permiten reducir las 
dimensiones del programa matemático, ya que se elimina la opción de asignar una tarea a 
una estación donde, por cuestiones de tiempo/precedencias, no es posible su ejecución. 
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El rango de posibles ubicaciones de las tareas depende, para una tarea determinada, de la 
suma de tiempos de las tareas que se deben realizar después de ella (incluyendo la propia 
tarea), de la suma de duraciones de las tareas que se han de realizar con anterioridad 
(incluyendo, también, la propia tarea), del valor de la cota superior del tiempo de ciclo y del 
número de estaciones de trabajo. 
La explicación de esta idea en un caso crítico es la siguiente: si se asigna la tarea inicial a la 
última estación de trabajo no existirá espacio temporal suficiente para que se puedan realizar 
el resto de tareas. Este razonamiento se podría llevar a cabo para cada una de las tareas, 
expresándolo matemáticamente de la siguiente manera: 
⎥⎥⎥
⎤
⎢⎢⎢
⎡ += ∑
ciclotiempo
tt
primera sprecedenteii  
⎥⎥⎦
⎥
⎢⎢⎣
⎢ +−= ∑
ciclotiempo
tt
múltima esdescendentii  
donde: primerai y últimai son el rango de posible ubicación de la tarea i, ti es su duración, m 
el número de estaciones, tiempo ciclo es el valor de la cota superior encontrado por 
heurística y tprecedentes/descendentes forma la duración de las tareas anteriores/posteriores de i 
(incluyéndose ella misma). 
4.1.2. Diseño de modelos de programación matemática 
Para la resolución exacta del problema Multi-Min-Max se han diseñado dos modelos de 
programación matemática: el modelo jerarquizado global y el modelo jerarquizado sucesivo. 
4.1.2.1. Modelo jerarquizado global 
Se trata de ponderar en la función objetivo los diferentes valores de las cargas de las 
respectivas estaciones, ordenadas de más grandes a más pequeñas, de manera que tenga 
más importancia minimizar la primera carga que la segunda, y así repetidamente. 
[ ] K++++= 44332211 ···· TTTTZMIN αααα  
Se resuelve un único modelo de programación matemática con unos valores adecuados 
para K,,,, 4321 αααα  Dichos valores deben ser lo suficientemente diferentes para poder 
jerarquizar, es decir, minimizar T1 (que es la mayor carga de trabajo o tiempo de ciclo), a 
continuación (y respetando el valor mínimo para T1) minimizar T2 (que es la segunda mayor 
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carga de trabajo), a continuación (y respetando los valores mínimos para T1 y T2) minimizar 
T3, y así sucesivamente. 
Parámetros 
n: nº de tareas (i = 1, …, n) 
ti: duración de la tarea i 
m: nº de estaciones (j = 1, …, m) 
mk ααααα >>>>>>>> L321: , siendo ( )mkkmk ,...,110 == −α  
iP : conjunto de tareas precedentes inmediatas de la tarea i 
ii LE , : primera y última estación donde puede asignarse la tarea i 
 
Variables 
{ }1,0∈ijX , 1 si la tarea i se realiza en la estación j 
kT  es la k-ésima mayor carga de trabajo (es decir, 1T  es el tiempo de ciclo) 
jZ  es la carga real de trabajo de la j-ésima estación 
{ }1,0∈jkY , 1 si la estación j tiene la k-ésima mayor carga de trabajo ( kT ) 
 
Función Objetivo 
[ ] ∑
=
=
m
k
kk TZMIN
1
·α  
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Restricciones 
? En tareas 
• ∑
=
=i
i
L
Ej
ijX 1    (i = 1, …, n) 
Toda tarea i debe asignarse a una única estación j comprendida entre 
la primera y ultima estación donde puede ser asignada 
 
• 
[ ]∑∈∀ ≤⋅ii LEji jiji ZXt ,,/ K  (j = 1, …, m) 
La carga real de trabajo de toda estación j no puede ser inferior a la 
suma de duraciones de las tareas que tiene asignadas 
 
• ∑ ∑
= =
⋅≤h
h
i
i
L
Ej
L
Es
ishj XsXj·   iPhi ∈∀∀ ,  
Si la tarea h es precedente inmediata de la tarea i, la estación a la que 
se asigna la tarea i debe ser igual o superior a la estación de trabajo a 
la que se asigna la tarea h  
 
 
? En estaciones 
• ∑
=
=
m
k
jkY
1
1   (j = 1, …, m) 
Toda estación sólo puede ser la k-ésima más cargada 
• ∑
=
=
m
j
jkY
1
1   (k = 1, …, m) 
La carga k-ésima sólo puede presentarse en una de las estaciones 
• 1TZ j ≤    (j = 1, …, m) 
Ninguna estación puede presentar una carga de trabajo mayor que el tiempo de 
ciclo 
RESTRICCIONES 
COMUNES              
EN TODOS LOS 
MODELOS 
 
(*)
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• 2
1
1
≥⎟⎟⎠
⎞
⎜⎜⎝
⎛+≤ ∑−
=
kYMTZ
k
p
jpkj   (j = 1, …, m) 
Sólo será activa para cada estación la restricción que corresponda a la carga de 
trabajo correspondiente de dicha estación. Es decir, será activa aquella 
restricción en la que jZ  i kT  coincidan. 
Cálculo de M: 
Durante la etapa de prueba e implementación del modelo matemático se experimentó con 
las siguientes opciones para el valor del parámetro M (siendo TCX la cota superior del 
tiempo de ciclo encontrada en la etapa de preproceso): 
 1.- ∑
=
=
n
i
itM
1
 
 2.- ( )itTCXM min−=  
 3.- ( ) ⎟⎠
⎞⎜⎝
⎛ ⋅−−−= ∑
=
TCXmtTCXM
n
i
i 1,0max
1
 
Como la primera opción siempre era menos ajustada que cualquiera de las dos siguientes se 
decidió utilizar, finalmente: 
( ) ( ) ⎟⎟⎠
⎞
⎜⎜⎝
⎛ ⎟⎠
⎞⎜⎝
⎛ ⋅−−−−= ∑
=
TCXmtTCXtTCXM
n
i
ii 1,0max,minmin
1
 
4.1.2.2. Modelo jerarquizado sucesivo 
Partiendo de los mismos parámetros y variables definidos en el modelo jerarquizado global 
en este caso se trata de resolver los siguientes modelos de manera sucesiva. Antes, sin 
embargo, cabe aclarar que en todos ellos, además de las restricciones propias, se deben 
añadir las restricciones comunes citadas anteriormente (*) 
Modelo 1: 
[ ] ( )mZZZZMAXZMIN ;;;; 321 K=  
que se linealiza: 
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[ ] 1TZMIN =  
• 1TZ j ≤  (j = 1,…, m) 
Ninguna estación puede tener asignada una carga de trabajo mayor que el 
tiempo de ciclo 
El resultado es 1T  
 
Modelo 2: 
Conocido 1T , se definen las variables { }1,01 ∈jY  ( )mj ,,1K= , que valen 1 si jZ  es la 
expresión lineal que adopta el valor de 1T  (es decir, si la carga de trabajo de la estación j 
adopta el valor T1) y 0 en caso contrario 
[ ] 2TZMIN =  
• ∑
=
=
m
j
jY
1
1 1 
Una y sólo una estación es definida como la más cargada   
• 1TZ j ≤   (j = 1, …, m) 
Ninguna estación puede tener asignado un tiempo mayor que el tiempo de ciclo 
• 112 jj YMTZ ⋅+≤  (j = 1, …, m) 
Queda no activa aquella restricción en la que 1T  coincide con jZ  y todas las 
demás están activas: es decir, 2T  tomará el valor de la estación más cargada 
exceptuando la 1ª más cargada.  
con 
1
1
1
11 −
−
−=
∑
=
m
Tt
TM
n
i
i
 
El resultado es 2T  
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Modelo 3: 
Conocidos 1T  y 2T , se definen las variables { }1,01 ∈jY  y { }1,02 ∈jY  ( )mj ,,1K= , que valen 
1 si jZ  es la expresión lineal que adopta el valor de 1T  y 2T , respectivamente, y 0 en caso 
contrario. 
[ ] 3TZMIN =   
• ∑
=
=
m
j
jY
1
1 1  
Una y sólo una estación es definida como la 1ª más cargada   
• ∑
=
=
m
j
jY
1
2 1   
Una y sólo una estación es definida como la 2ª más cargada   
• 121 ≤+ jj YY     (j = 1, …, m) 
Una estación no puede ser definida simultáneamente la 1ª y la 2ª más cargada  
• ( )1211 1 jjj YTYTZ −+⋅≤   (j = 1, …, m) 
Las estaciones que no sean definidas como ni la 1ª ni la 2ª más cargadas 
deberán tener una carga real menor o igual a la 2ª más cargada 
• 22113 jjj YMYMTZ ⋅+⋅+≤   (j = 1, …, m) 
con 
2
21
1
11 −
−−
−=
∑
=
m
TTt
TM
n
i
i
    y   
2
21
1
22 −
−−
−=
∑
=
m
TTt
TM
n
i
i
 
Quedan no activas aquellas restricciones en las que 12 TyT  coinciden con jZ , 
es decir: 3T  tomara el valor de la estación más cargada exceptuando la 1ª y 2ª 
más cargadas 
El resultado es 3T  
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Modelo 3<s<m: 
Conocidos 1T , 2T , …, 1−sT , se definen las variables { }1,01 ∈jY , { }1,02 ∈jY , …,  
( ) { }1,01 ∈−sjY  ( )mj ,,1K= , que valen 1 si jZ  es la expresión lineal que adopta el valor de 
1T , 2T , …, 1−sT , respectivamente, y 0 en caso contrario. 
[ ] sTZMIN =  
• ∑
=
=
m
j
jkY
1
1  ( )1,,1 −= sk K  
Una y sólo una estación es definida como la k-ésima más cargada   
• ∑−
=
≤
1
1
1
s
k
jkY   (j = 1, …, m) 
Una estación no puede ser simultáneamente definida como la 1ª,  2ª, …y k-ésima 
más cargada 
• ⎟⎠
⎞⎜⎝
⎛ −+⋅≤ ∑∑ −
=
−
−
=
2
1
1
2
1
1
s
k
jks
s
k
jkkj YTYTZ  (j = 1, …, m) 
Las estaciones que no sean definidas como ni la 1ª ni la 2ª … etc. más cargadas 
deberán tener una carga real menor o igual a la 2−s  más cargada 
• ∑−
=
⋅+≤
1
1
s
k
jkksj YMTZ    (j = 1, …, m) 
con ( )1
1
11
−−
−
−=
∑∑ −
==
sm
Tt
TM
s
p
p
n
i
i
kk  
Queda activa aquella restricción en la que sT  no coincida con jZ : es decir, sT  
tomara el valor de la estación más cargada exceptuando la 1ª, la 2ª, …y la 1−s  
más cargadas 
El resultado es sT  
Conocido 1T , 2T , …, 1−mT  está fijado el valor de mT .  
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4.1.3. Implementación en OPL-Studio de ILOG y macros de lanzamiento 
A continuación se introduce brevemente la implementación de los procedimientos diseñados. 
El objetivo es implementar los programas en lenguaje matemático al lenguaje propio de 
programación usado por el ILOG y que acepte el CPLEX. En los anexos se pueden consultar 
en detalle las diferentes estructuras de las hojas de cálculo de entrada/salida de datos, el 
detalle de los códigos traducidos de los modelos de resolución así como el contenido de las 
macros automatizadoras.  
Las macros utilizadas para la automatización de las resoluciones, sirven para encadenar 
diferentes acciones. En primer lugar se efectúa una hoja de cálculo en la que se colocan 
todos los ejemplares del mismo problema (con distinto número de estaciones) que se deben 
resolver, la macro que procede a la resolución del problema trabaja de la siguiente forma: 
1.-  Realiza la etapa inicial de preproceso con el ejemplar a resolver, obteniendo 
una cota superior del tiempo de ciclo y, para todas las tareas, calcula la 
primera y última estación en la que pueden ser asignadas. 
2.-  Con dichos datos y los de partida, se realiza una llamada a CPLEX para que 
resuelva el problema y obtenga la solución óptima, que es grabada en la hoja 
de cálculo de resultados de dicho ejemplar (a su vez, también escribe el 
tiempo de resolución empleado en la correspondiente hoja de cálculo). 
3.- Se vuelve a 1.- si hay algún otro ejemplar a resolver. 
 
4.1.4. Experiencia computacional: ejemplares 
Los dos modelos de programación matemática diseñados han sido aplicados a los 
problemas test propuestos en la base de datos de http://www.assembly-line-balancing.de/. 
La base de problemas resueltos se pueden encontrar en la tabla 4.1 del apartado 4.1.1.1 
Dichos problemas forman un grupo completo y variado de ejemplares a resolver ya que 
presentan un gran repertorio de número de estaciones (desde 3 hasta 30), de tareas (desde 
29 hasta 148), de precedencias (desde 32 hasta 181) y de media de duraciones individuales 
de las tareas (desde 6 hasta 1355 unidades de tiempo). 
4.1.5. Experiencia computacional: análisis de resultados 
En esta primera fase del estudio, se ha intentado resolver exactamente el máximo número 
de ejemplares posibles con los dos modelos matemáticos planteados, permitiendo un límite 
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máximo de tiempo de cinco horas de cálculo, que se toma como un valor de tiempo 
industrialmente razonable. 
¿Qué se opina que es un tiempo razonable a nivel industrial? A partir de este punto del 
proyecto siempre se ha considerado el mismo criterio temporal. Se cree razonable que un 
problema concreto (es decir, un ejemplar de un problema con un número determinado de 
estaciones) se debería resolver con un tiempo no superior a 18000 segundos. Este valor de 
5 horas se ha estimado así ya que en el mundo industrial se traduciría en resolver un 
problema de planificación de una línea de montaje cualquiera en un plazo de turno a turno, o 
sea, lo que serían unas 8 horas: se permiten 5 de resolución, y las restantes tres se usan 
para plantear el problema en cuestión y adecuar la línea de montaje a la nueva configuración 
de diseño. 
La forma de realizar el experimento computacional ha sido la siguiente: primeramente se ha 
experimentado con el modelo jerarquizado sucesivo, empezando siempre por los ejemplares 
de menos estaciones de trabajo dentro de cada problema. Se ha decidido que cuando un 
ejemplar determinado no llega a una solución exacta en el tiempo permitido, los ejemplares 
sucesores en número de estaciones ya no son probados en esta etapa del proyecto (debido 
a que no parece factible que se resuelvan de forma exacta si en el ejemplar de menos 
estaciones no alcanza una solución óptima). La experiencia computacional posterior (con las 
heurísticas basadas en estos modelos matemáticos pero con un tiempo de cálculo limitado) 
pone en constancia que esta decisión ha sido un razonamiento correcto. 
Una vez probados todos los problemas con el modelo jerarquizado sucesivo, se ha 
descartado el problema Barthold2 para las siguientes pruebas, ya que su gran magnitud 
agota la memoria y capacidad de cálculo del optimizador empleado. 
Llegados a este punto, se intentan resolver los diferentes problemas con el modelo 
jerarquizado global, que como se ve en la tabla 4.2 adjuntada a continuación, es capaz de 
resolver menos ejemplares de forma exacta que los que había resuelto el modelo 
jerarquizado sucesivo. 
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Modelo Ejemplares resueltos Porcentaje del total (%) 
Jerarquizado global 42 40% 
Jerarquizado sucesivo 63 60% 
TOTAL 105 100% 
Tabla 4.2 Resumen resultados resoluciones exactas 
Los datos concretos de los 105 problemas resueltos en esta etapa del proyecto, se pueden 
consultar en la tabla A.2.1 de los anexos. Analizando los ejemplares resueltos se comprueba 
que un conjunto de 42 ejemplares resueltos por el jerarquizado global son también resueltos 
por el modelo jerarquizado sucesivo. 
Cómo era previsible, con estos modelos de programación matemática no se ha podido llegar 
a todos los resultados óptimos, ya que los tiempos de ejecución son demasiado largos como 
para que las resoluciones de los problemas en un entorno industrial real sean factibles.  
De este conjunto de ejemplares resueltos, se puede obtener una media del tiempo de 
resolución para los 42 ejemplares que se han resuelto ambos modelos planteados. También 
se expresan los tiempos mínimos y máximos de resolución: 
 
Modelo T mínimo [s] T medio [s] T máximo [s]
Jerarquizado global 2 1077 16890 
Jerarquizado sucesivo 4 555 17998 
Tabla 4.3 Tiempo medio, máximo y mínimo de resoluciones exactas 
Como se puede observar, en los ejemplares resueltos exactamente por ambos modelos, la 
media del tiempo de resolución es muy inferior en el modelo jerarquizado sucesivo que en el 
jerarquizado global. Es cierto que para resoluciones muy cortas (menos de 30 segundos, 
que se dan en problemas de menos de 7 estaciones), la gran mayoría de veces es más 
rápido el global (con muy poca diferencia), pero esto no es representativo y decisivo ya que 
cuando los tiempos aumentan situándose ya en miles de segundos, el sucesivo es mucho 
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más rápido en todos los casos que el global, y de una manera mucho más significativa y 
importante que el hecho anterior. 
¿Cómo valorar y comparar cuantitativamente diferentes soluciones? 
A continuación se propone un parámetro, denominado δ, para comparar cuantitativamente 
dos soluciones del problema Multi-Min-Max. Dicho parámetro tiene en cuenta la 
minimización de las cargas máximas de trabajo, las unidades de tiempo reducidas y en qué 
estación se disminuyen. El parámetro δ es definido como sigue: 
1
*
2
3
1
21
100
100...100100100
−
=
−−
⋅
⋅Δ++⋅Δ+⋅Δ+⋅Δ= nest nest
nestnestnest
TCδ
δ  
donde:  ∆j es la diferencia positiva, negativa o nula, de cargas en la estación j, entre la peor y 
la mejor solución de las dos que se comparan, o lo que es lo mismo, la cantidad de unidades 
de tiempo que rebaja (o aumenta) la solución más favorable respecto la otra; nest es el 
número de estaciones de trabajo del ejemplar en cuestión y TCδ=* es el valor de tiempo ciclo 
de la mejor solución. 
Por ejemplo, dadas las dos soluciones siguientes de un mismo ejemplar: 
Solución 1: 50-48-46-44; 
Solución 2: 50-47-46-45; 
Cualitativamente se observa que la solución 2 es mejor que la 1, ya que a igualdad de 
tiempo de ciclo, minimiza la carga de la segunda estación más cargada.;, en consecuencia 
se dice que la solución 2 asume el parámetro de referencia, δ =*, y se comparará la solución 
1 con ella. Calculando δ de la solución 1: los valores de las discrepancias son, 
respectivamente: 0, 1, 0, -1; el número de estaciones es 4 y el tiempo ciclo de la solución de 
referencia es 50, quedando: 
02,0
10050
100)1(100010011000
3
234
=⋅
⋅−+⋅+⋅+⋅=δ  
δ es un parámetro de comparación, o sea que sirve para mirar cuánto peor es una solución 
comparada con otra. Como se puede observar, δ da más peso a la diferencia de carga de 
las estaciones más cargadas, ya que la calidad de la solución mejora si las diferencias 
temporales de carga se dan en las estaciones más largas. La solución respecto a la que se 
compara, tiene asignado el valor del parámetro de referencia, δ=*. Cuanto mayor sea el valor 
de δ, peor será la solución que se está comparando con la de referencia. 
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A continuación se adjunta una tabla con los valores medios de δ para los 42 ejemplares 
resueltos con los dos modelos, calculados de los ejemplares resueltos exactamente: 
 
Modelo δ media 
Jerarquizado global 1,01E-06 
Jerarquizado sucesivo * 
Tabla 4.4 δ media por modelos 
Analizando las resoluciones efectuadas hasta el momento, cuando las distribuciones de las 
cargas de trabajo de las soluciones de los dos modelos de programación matemática no 
coinciden, la solución de referencia mejor es siempre la encontrada por el modelo 
jerarquizado sucesivo (por eso aparece un * en la tabla). Cabe comentar pero, como se 
puede intuir por el valor tan pequeño del parámetro δ del jerarquizado global, que en un 
83,8% de los ejemplares las dos soluciones son iguales, con lo que a los dos modelos se les 
asigna el valor de referencia δ=*.  
El hecho que en alguna de las resoluciones exactas las distribuciones solución no sean las 
mismas en ambos modelos es debido a que, con el jerarquizado global, el optimizador puede 
parar pero no alcanzar la solución óptima por los valores de los coeficientes α de la función 
objetivo; en cambio, con el modelo jerarquizado sucesivo siempre que se para se alcanza 
una solución óptima, ya que cada submodelo se dedica íntegramente a minimizar una carga 
determinada. 
La tabla de resultados detallada de este apartado, se puede consultar en la tabla completa 
de resultados A.2.1 que se presenta en los anexos. 
Se puede concluir que los dos modelos de programación matemática probados son  
correctos en lo que se refiere en minimizar el primer tiempo de ciclo de la línea de montaje, 
con el inconveniente que en muchas ocasiones, como se puede observar, no logran 
garantizar una solución exacta en el tiempo permitido; sin embargo se recuerda que el 
objetivo del proyecto va más lejos: se quiere minimizar el tiempo ciclo, pero a continuación 
también el tiempo de la segunda estación más cargada, luego la tercera, y así 
sucesivamente … lo que es el Multi-Min-Max. Desde este punto de vista, posteriormente, se 
podrán evaluar más a fondo los modelos, con sus respectivas heurísticas derivadas, ya que 
se obtendrán las soluciones a las cinco horas, aunque sólo sean factibles y no óptimas, lo 
cual permite comparar entre ellos y decidir para qué casos es mejor cada uno (con las 
respectivas heurísticas de limitación temporal). 
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En vista de los resultados anteriores, se decide que el siguiente paso en el proyecto sea el 
diseño de procedimientos heurísticos que puedan obtener un resultado a los ejemplares, por 
mucho que no sea fruto de un cálculo exacto, en las cinco horas de tiempo de cálculo 
permitido. 
4.2. Procedimientos heurísticos 
Se han diseñado dos tipos de procedimientos heurísticos: el primer tipo consiste en resolver 
los modelos exactos limitando el tiempo de cálculo, y el segundo es un procedimiento adhoc 
que disminuye mucho el tiempo de cálculo. 
4.2.1. Heurísticas grupo 1: derivadas modelos exactos 
Este primer grupo de procedimientos heurísticos consiste en establecer una limitación 
temporal en la resolución de los modelos exactos; de esta forma se busca la solución, óptima 
o factible, que se pueda obtener de los diferentes ejemplares en el tiempo establecido. 
La estructura planteada consiste en permitir, para cada ejemplar, un tiempo máximo de 
cálculo factible a nivel industrial y establecido en 18000 segundos, 5 horas. 
Como se observa a continuación, para el modelo jerarquizado global se puede limitar 
directamente el tiempo a 18000 segundos, ya que un único modelo resuelve todo el 
problema. En el modelo jerarquizado sucesivo, en cambio, la solución depende de varios 
submodelos a resolver, con lo que se debe decidir cómo se reparte la totalidad del tiempo 
entre los submodelos que forman el modelo; este reparto se plantea de dos maneras 
distintas, definiendo dos funciones que se explican a continuación. 
4.2.1.1. Funciones de distribución del tiempo de cálculo 
Como se ha comentado, a los diferentes ejemplares a resolver usando el modelo 
jerarquizado global se les puede limitar el tiempo de cálculo a 18000 segundos, ya que se 
trata de un único modelo a resolver. 
El modelo jerarquizado sucesivo consta de la ejecución encadenada de diferentes 
submodelos: el primero se encarga de minimizar el tiempo de ciclo, a continuación, y 
teniendo en cuenta este valor, otro modelo minimiza la carga de la segunda estación más 
cargada, y así sucesivamente. En consecuencia se necesita repartir los 18000 segundos 
entre más de un submodelo; para ello se plantean dos posibilidades diferentes: 
- La función 1 consiste en asignar todo el tiempo que requiera (con un máximo 
de 18000 segundos, lógicamente) al primer submodelo (que minimiza el 
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tiempo de ciclo); a continuación, si el primer submodelo no ha usado la 
totalidad de los 18000 segundos, se ejecuta el submodelo 2 limitando el 
tiempo de cálculo al que queda, y así sucesivamente hasta agotar los 18000 
segundos de tiempo de cálculo entre los submodelos que se hayan podido 
ejecutar. 
- La función 2 consiste en asignar siempre al submodelo que se va a resolver 
la mitad del tiempo disponible; de esta manera, por ejemplo, siempre se limita 
el tiempo de resolución del primer submodelo a un máximo de 9000 
segundos. Una vez finalizada la resolución del primer submodelo, se calcula 
el tiempo disponible y se limita el tiempo de ejecución del segundo 
submodelo a la mitad del tiempo disponible, y así sucesivamente. En el caso 
que se llegue al último submodelo del problema, se le asigna todo el tiempo 
restante de resolución hasta completar los 18000 segundos. 
En la función 2 hay que tener en cuenta lo siguiente: los valores de  1T , 2T , …, mT  que se 
van obteniendo al resolver los programas matemáticos son óptimos, siempre que no se 
suspenda el proceso de búsqueda antes de garantizar la optimalidad de dichos valores. 
Cuando la optimización se para antes de que acabe, se van chequeando los valores de  1T , 
2T , …, dT  obtenidos cuando se resuelva el modelo para calcular 1+dT , ya que, al no estar 
garantizada la optimalidad, dichos valores 1T , 2T , …, dT  pueden ir mejorando; 
evidentemente, las Tj se van actualizando a los mejores valores alcanzados. 
Los códigos de las diferentes programaciones se pueden consultar en los anexos, así como 
las macros y hojas de entrada de datos y resultados. 
4.2.1.2. Análisis de resultados 
A continuación se comparan los resultados de las diferentes heurísticas de este primer 
grupo: la resultante del modelo jerarquizado global, la denominada función 1 y la 
denominada función 2 (las dos derivadas de la diferente limitación temporal del modelo 
jerarquizado sucesivo). 
En primer lugar se ha procedido a ejecutar la heurística derivada de la limitación de tiempo 
del modelo jerarquizado global. Se actúa así ya que, como se ha podido observar en 
apartados anteriores, parece que ésta será la heurística que dará más problemas a medida 
que los ejemplares a resolver vayan aumentando su tamaño. Los ejemplares para los que no 
se obtiene ni una solución factible con esta primera heurística, ya no entrarán a formar parte 
de la base de ejemplares usada para comparar las heurísticas y obtener conclusiones de 
este apartado. 
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La conclusión principal obtenida tras la ejecución de la heurística resultante del modelo 
jerarquizado global, es que ésta no alcanza resultados factibles para ejemplares de más de 
20 estaciones de trabajo, con lo que éstos ya no entran a formar parte de la de ejemplares a 
resolver con las otras funciones (además de, como ya se ha comentado, aquellos ejemplares 
en que el modelo jerarquizado global limitado de tiempo no obtenga solución factible). El 
motivo principal de este hecho es que, cuando hay muchas estaciones, los coeficientes de la 
función objetivo (alphas) que multiplican las cargas en la función objetivo adoptan valores 
muy elevados, cosa que dificulta la tarea del optimizador. 
En consecuencia, la base de ejemplares usada para resolver y obtener conclusiones por 
comparación entre los diferentes procedimientos heurísticos de este primer grupo, se expone 
en la siguiente tabla: 
 
Factor Valor 
Ejemplares resueltos 121 
Tiempo total resolución [s] 3.077.863 
Tabla 4.5 Principales valores destacables de las resoluciones 
El tiempo total de resolución equivale a más de 35 días de cálculo, que proporciona una 
base más que aceptable de datos y resultados para poder sacar conclusiones de todos los 
factores que se tratan en este apartado. 
Posteriormente, para comprobar si se pueden alcanzar soluciones con las funciones 
derivadas del modelo jerarquizado sucesivo en ejemplares de más de 20 estaciones, y se ha 
obtenido en todos los casos algún resultado factible en menos de 18000 segundos. 
Los primeros resultados se obtienen analizando qué modelos son mejores siguiendo el 
concepto del Multi-Min-Max. En la primera tabla 4.6, se estudian las soluciones obtenidas 
teniendo en cuenta cuáles de ellas es de mejor calidad; para ello, en la tabla global de 
resultados A.2.2 del anexo, entre todos los resultados concretos de las resoluciones, se 
pueden encontrar los valores de las cargas de trabajo, ordenadas de mayor a menor, hasta 
que una solución minimiza más que otra o la empata (es la misma idea comentada en la 
explicación del parámetro δ). 
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Ganador % ejemplares 
Empate todos: global, función 1 y función 2 43,90 
Empate función 1 y función 2 37,80 
Únicamente función 1 2,44 
Únicamente función 2 7,32 
Únicamente modelo jerarquizado global limitado en tiempo 8,54 
Tabla 4.6 Comparación entre soluciones 
Analizando la tabla anterior se concluye que las dos funciones derivadas de la limitación de 
tiempo del modelo jerarquizado sucesivo son las que obtienen un mejor resultado, con casi 
la mitad de los ejemplares ganadores; luego se presenta un empate de las tres heurísticas 
de valor muy significativo, del orden de un 45%, dejando con muy poco margen los 
ejemplares en los cuales el modelo jerarquizado global limitado en tiempo es el que da una 
mejor solución.  
Como se puede observar, las funciones 1 y 2 destacan por su gran igualdad, eso sí, con un 
ligero mejor valor para la función 2. Este resultado es debido al hecho que con la función 2, 
como ya se ha explicado anteriormente, siempre se asigna la mitad del tiempo disponible, de 
esta forma, por mucho que se utilice todo un submodelo, siempre queda tiempo disponible 
de resolución para el siguiente, con lo que se pueden ejecutar más modelos que con la 
función 1, minimizando más cargas de trabajo. 
Que sea mayoritariamente mejor el sucesivo que el global es debido principalmente a los 
ejemplares en los cuales el modelo jerarquizado sucesivo agota todo su tiempo de 
resolución en el primer submodelo: el global está las 5 horas minimizando el primer tiempo 
de ciclo pero en menor medida también la segunda carga, la tercera, … mientras que el 
sucesivo se las pasa íntegramente sólo minimizando el tiempo ciclo, con lo que este primer 
valor ya mejora al encontrado con el jerarquizado global. 
Cabe resaltar que en los ejemplares en los que se presenta un empate, en cuestión de 
tiempo es mejor el sucesivo ya que, aunque en ejecuciones con duraciones muy pequeñas a 
veces es más rápido el global, cuando los tiempos de resolución aumentan es más veloz el 
jerarquizado sucesivo, con ambas de sus funciones.  
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Otro resultado a destacar es el valor de las desviaciones respecto al valor óptimo del tiempo 
de ciclo; como ya se ha comentado, no es el objetivo del proyecto, pero sí un buen primer 
punto de partida para la siguiente minimización de las cargas sucesivas de trabajo: 
  
 
Según modelo/función Valor desviación (%) 
Modelo jerarquizado global 0,52% 
Función 1 0,26% 
Función 2 0,26% 
Tabla 4.7 Valores desviación 
 
Como se puede observar en la tabla anterior, los valores de las desviaciones promedio de 
los tiempos de ciclo de los diferentes modelos son realmente buenos: ningún valor supera el 
1% y el más alto es de tan sólo 0,52%, dato que constata la calidad de los trabajos 
efectuados en el estudio. 
Si se comparan los dos modelos primarios, se puede observar que el modelo jerarquizado 
sucesivo (con funciones 1 y 2) es ligeramente mejor que el global, mientras que las dos 
funciones tienen gran igualdad en este concepto. 
A continuación se evalúan cuantitativamente las diferentes soluciones, usando el parámetro 
δ. Como ya se ha explicado, este parámetro cuantifica la calidad de las soluciones otorgando 
diferentes pesos a las disminuciones de las cargas presentes en una solución respecto a 
otra. Así, la solución con δ=* será la usada como referencia para encontrar el δ de sus 
rivales. Cuanto mayor sea la δ, peor será la solución estudiada. 
A continuación se adjunta una tabla resumen con los valores de δ medios para las 3 
heurísticas ensayadas: 
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Según modelo/función Valor parámetro δ 
Modelo jerarquizado global 0,29 
Función 1 0,02 
Función 2 0,03 
Tabla 4.8 Valores δ 
Con este parámetro se puede observar la superioridad de los 2 modelos heurísticos 
derivados de la diferente limitación de tiempo del modelo jerarquizado sucesivo respecto al 
del jerarquizado global. Asimismo, se vuelve a destacar la gran igualdad entre las funciones 
1 y 2. 
4.2.2. Heurística grupo 2 
Una vez llegados a este punto del proyecto, se procede a diseñar una heurística adhoc. 
La estructura principal de la heurística de grupo 2 consiste en usar la heurística del 
preproceso (algoritmo de Helgeson&Birnie), obteniendo una primera distribución de cargas; a 
partir de aquí se procede a dividir el problema inicial en diferentes subproblemas, tal y como 
se explica a continuación. 
El esquema de trabajo que intenta mejorar la solución proporcionada por la heurística de 
Helgeson&Birnie, según el Multi-Min-Max consiste en realizar los siguientes pasos: 
1- Ejecutar la heurística Helgeson&Birnie para obtener una primera solución factible. A partir 
de esta solución se bloquea/fija la estación más cargada con las tareas que contiene y se 
toma como TC el de esta estación. 
2- Dividir la línea de montaje en dos sublíneas que contendrán las tareas que quedan fuera 
de la estación bloqueada y sus precedencias. 
3- Resolver ambos subproblemas utilizando el algoritmo de Helgeson&Birnie y, para cada 
uno de ellos, fijar las tareas de la estación que resulte más cargada.  
 
4- Se repite la resolución de los subproblemas en las sublíneas restantes y se procede de la 
misma forma a partir del paso 3. 
A continuación se comenta el funcionamiento de la heurística diseñada con uno de los 
ejemplares resueltos, en concreto el Lutz1 con 8 estaciones. 
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Se procede a ejecutar la heurística de Helgeson&Birnie, obteniendo la siguiente distribución 
de cargas en las diferentes estaciones: 
1802-1860-1816-1664-1946-1834-1598-1620 
Como se puede observar, en la quinta estación se presenta la carga máxima, que supone el 
valor del tiempo de ciclo, con lo que se va a fijar esta estación con las tareas que la forman; 
esto permite trabajar con los dos subproblemas restantes: el que forman las tareas 
asignadas a las estaciones 1 hasta 4 y el que componen las de las estaciones 6, 7 y 8. 
Ejecutando la heurística de Helgeson&Birnie a la primera sublínea (estaciones 1 hasta 4) se 
obtiene la siguiente distribución de cargas: 
1802-1828-1654-1858 
Se reduce el tiempo de la segunda estación más cargada, que pasa de 1860 a 1858, con lo 
que se mejora acorde con el objetivo Multi-Min-Max. 
Ejecutando la heurística inicial a la segunda sublínea (estaciones 6, 7 y 8), se obtiene: 
1790-1598-1664 
Se reduce el valor de carga máxima desde 1834 hasta 1790, lo que suponen 44 unidades de 
tiempo. 
Si se vuelve a ejecutar la heurística con las estaciones 1, 2 y 3 obtenidas de la primera 
sublínea, se obtiene: 
1802-1780-1702 
Se reduce la carga mayor desde el valor 1828 hasta 1780, lo que suponen 48 unidades de 
tiempo. 
Llegados a este punto, las distribuciones de cargas obtenidas de las diferentes subdivisiones 
ya no varían, presentándose en consecuencia, la siguiente distribución final (ordenada de 
mayor a menor valor): 
(inicial) 1946-1860-1834-1816-1802-1664-1620-1598 
(final) 1946-1858-1802-1790-1780-1702-1664-1598 
Si se grafican los resultados anteriores se obtiene la siguiente representación: 
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Gráfico 4.1 Comparación solución heurística inicial con la obtenida con la Multi-Min-Max 
Para valorar cuantitativamente la mejora obtenida, se usa de nuevo el parámetro δ. Para 
poder evaluar la mejoría de la solución encontrada con la heurística diseñada, primero se 
calcula δ de la solución de Helgeson&Birnie respecto la óptima (encontrada con el modelo 
jerarquizado) y, posteriormente, se calcula δ de la solución encontrada con la nueva 
heurística respecto a la solución óptima. 
Recuérdese la expresión de δ: 
1
*
2
3
1
21
100
100...100100100
−
=
−−
⋅
⋅Δ++⋅Δ+⋅Δ+⋅Δ= nest nest
nestnestnest
TCδ
δ  
y las distribuciones de cargas respectivas: 
(óptima) 1860-1818-1808-1784-1752-1738-1702-1678 
(inicial)  1946-1860-1834-1816-1802-1664-1620-1598 
(final)  1946-1858-1802-1790-1780-1702-1664-1598 
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Aplicando la expresión de δ, la distribución de cargas de la solución de Helgeson&Birnie 
supone una δ de 4,6464 mientras que la heurística diseñada obtiene una δ de 4,6451, o sea 
que se logra mejorar la solución siguiendo el objetivo Multi-Min-Max. 
Si se grafica la solución encontrada comparada con la solución óptima, se obtiene: 
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Gráfico 4.2 Comparación solución óptima jerarquizado con la obtenida con la heurística diseñada 
Este procedimiento heurístico se ha probado en un total de 10 ejemplares de 5 problemas 
diferentes. En 4 de ellos se mejora el resultado de la heurística de Helgeson&Birnie, mientras 
que en 6 la distribución de tiempos no varia. A continuación se adjunta una tabla que resume 
los resultados obtenidos: 
 
Ejemplar δ inicial δ final 
Lutz 1 (8 estaciones) 4,6464 4,6451 
Gunther (8 estaciones) 3,2386 3,2225 
Gunther (11 estaciones) 4,2719 4,2717 
Killbridge (7 estaciones) 0,0256 0,0254 
Lutz1 (11 estaciones)  0,0343 0,0343 
Exposición y Resolución del caso Multi-Min-Max en el Problema de Equilibrado de Líneas de Montaje Pág. 59 
 
Buxey (7 estaciones) 4,2981 4,2981 
Buxey (10 estaciones) 3,0003 3,0003 
Sawyer (10 estaciones) 3,0003 3,0003 
Sawyer (13 estaciones) 7,7704 7,7704 
Killbridge (6 estaciones) 1,0978 1,0978 
Tabla 4.9 Resultados pruebas grupo heurístico 2 
Los resultados anteriores, ampliados con las distribuciones de cargas completas, se pueden 
consultar en la tabla A.2.3 de los anexos. 
Aunque a nivel de resultados este segundo procedimiento heurístico no iguala al primero 
(como se puede observar con los valores de la columna de δ iniciales de la tabla 4.9), 
destaca por su gran rapidez de ejecución; en consecuencia se recomienda como 
herramienta de resolución rápida, que puede ser muy útil para tener una buena solución de 
partida en un tiempo muy corto. 
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Conclusiones 
Con el diseño y prueba de una etapa inicial de preproceso, unos modelos de programación 
matemática de resolución exacta y dos grupos de procedimientos heurísticos acordes con el 
Multi-Min-Max,  se efectúa un estudio completo del problema planteado. 
En el problema de equilibrado de líneas tiene gran importancia el considerar el segundo valor 
máximo de carga, el tercero, el cuarto, … además del tiempo de ciclo (valor de carga de la 
estación más cargada); y cobra esta importancia ya que se permite mejorar en el concepto 
de fiabilidad de la línea: no es lo mismo una distribución de la carga de trabajo de 10, 10, 10, 
4, 3, 3 que una que resulte 10, 6, 6, 6, 6, 6; se observa que el valor de tiempo de ciclo es el 
mismo (10) pero, indudablemente, la segunda distribución de cargas de trabajo es mucho 
más fiable que la primera mencionada, hecho que resalta la importancia del Multi-Min-Max. 
El preproceso efectuado determina con gran rapidez una buena cota superior del tiempo de 
ciclo para los posteriores resoluciones exactas y heurísticas, como se ha podido observar 
con los valores de las discrepancias respecto a los valores óptimos. 
Los modelos matemáticos programados, el jerarquizado global y el sucesivo, son de gran 
calidad en dos sentidos: el primero de ellos es que en su resolución exacta, partiendo de una 
buena cota, casi óptima, de tiempo de ciclo, consiguen mejorarlo y llegar al óptimo histórico; 
el segundo es que cumplen perfectamente con el Multi-Min-Max: no se quedan sólo en la 
minimización del tiempo de ciclo, sino que van minimizando las sucesivas cargas, en función 
del tiempo disponible de ejecución. 
El primer grupo de heurísticas de resolución, las que se basan en la limitación temporal de la 
resolución de los modelos exactos, cumplen muy bien con su principal objetivo: encontrar 
una muy buena solución con un tiempo razonable a nivel industrial, no sólo a nivel de tiempo 
de ciclo, sino también cumpliendo con el Multi-Min-Max. Destacar también la buena 
asociación entre las funciones de reparto de tiempo efectuadas, que dan dos alternativas de 
resolución posibles para el modelo que, como se comentará a posteriori, se recomienda para 
futuras resoluciones. 
Se concluye que, aunque la calidad de los dos modelos es muy satisfactoria, es mejor el 
modelo jerarquizado sucesivo (derivado en las funciones 1 y 2) que el global limitado de 
tiempo. El primero de los motivos es su multifuncionalidad independiente de la magnitud de 
los problemas a probar: el modelo jerarquizado global no encuentra soluciones factibles en 
cinco horas para problemas de más de 20 estaciones, cosa que no sucede con el sucesivo. 
El motivo principal de este hecho es que, en el global, cuando hay muchas estaciones, los 
coeficientes de la función objetivo (alphas) que multiplican sus respectivas cargas en la 
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función objetivo asumen valores muy grandes e inabarcables, cosa que dificulta la tarea del 
optimizador. Este hecho no ocurre con el modelo sucesivo ya que, el primero de sus 
submodelos, por ejemplo, sólo se dedica a minimizar el tiempo de ciclo, y con cinco horas 
siempre encuentra una buena solución que posteriormente se completará con las posteriores 
ejecuciones de los submodelos restantes. Otro motivo a destacar es el temporal: este factor 
tiene sentido cuando no son necesarias las limitaciones temporales ya que los resultados se 
obtienen completamente en menos de cinco horas; es cierto que para resoluciones muy 
cortas (menos de 30 segundos, que se dan en problemas de menos de 7 estaciones), la 
gran mayoría de veces es más rápido el global (con muy poca diferencia), pero esto no es 
representativo y decisivo ya que cuando los tiempos aumentan situándose ya en miles de 
segundos, el sucesivo es mucho más rápido en todos los casos que el global, y de una 
manera mucho más significativa y importante que el hecho anterior. 
Centrándose en el modelo jerarquizado sucesivo limitado de tiempo, como se ha podido 
observar en los resultados adjuntados en la memoria, lo más destacable es la igualdad entre 
las dos funciones; aún así, cuando se comparan directamente las dos, sus diferencias serán 
debidas a que, la función 2, a diferencia de la función 1, no permite ejecutar durante la 
totalidad del tiempo disponible cada submodelo, sino que sólo la mitad, restando siempre 
tiempo para el submodelo posterior en orden, pero dando menos tiempo de resolución a los 
primeros. 
El segundo grupo heurístico destaca por su gran rapidez de ejecución. Además, cumple con 
el Multi-Min-Max no quedándose con la minimización única del tiempo de ciclo, trabajando 
también la de las sucesivas cargas haciendo diferentes subproblemas del principal. Se 
recomienda como herramienta de resolución rápida, para tener una buena solución factible y 
posible en un tiempo muy corto que permita obtener una primera visión de una muy posible 
solución futura. 
Finalmente, se concluye que la base de los problemas testados constituyen un muy buen 
conjunto de datos amplios y representativos, ya que se ha trabajado con problemas con gran 
abanico de número de estaciones (desde 3 hasta 30), de tareas (desde 29 hasta 148), de 
precedencias (desde 32 hasta 181) y de media de duraciones individuales de las tareas 
(desde 6 hasta 1355 unidades de tiempo), hecho que apoya a la validez real del proyecto y 
de sus conclusiones. 
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Costes del estudio efectuado 
El estudio expuesto en el proyecto se ha realizado en las instalaciones del Instituto de 
Organización y Control (situado en la planta 11 de la Escuela Técnica Superior de Ingeniería 
Industrial de Barcelona). 
El coste del estudio se va a desglosar en tres apartados diferenciados: el coste del material 
informático utilizado, el coste del material fungible y el coste de las horas invertidas por los 
autores del proyecto. 
El coste del material informático se expresa en la siguiente tabla: 
 
Descripción Coste adquisición [€] Coste sobre el proyecto [€]
PC laboratorio de cálculo 1190 133 
Licencia software ILOG 2990 59 
Impresora láser laboratorio 1990 8 
Servidor del instituto 3015 13 
TOTAL INFORMÁTICA  213 
Los valores económicos de los mismos y sus valores de amortización han sido 
proporcionados por el Instituto. Asimismo, para la obtención de los datos expresados en la 
columna de “Coste sobre el proyecto”, se han tenido en cuenta la amortización, el número de 
usuarios de los servicios, el coste residual y el tiempo de uso para la realización del proyecto. 
El coste del material fungible de oficina se valora en 60 €. 
El coste de las horas invertidas por los autores del proyecto es el siguiente: 
€360.33€242695 =⋅⋅
hora
personas
persona
h
 
En consecuencia, el coste total del estudio resulta 33.633 €.  
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Impacto ambiental del estudio 
Como se ha podido observar, el estudio efectuado en el proyecto, la exposición y resolución 
del caso Multi-Min-Max en el problema del equilibrado de líneas de montaje, está aplicado 
sobre ejemplares genéricos de líneas de montaje. En consecuencia, no se ha trabajado en 
una línea industrial real de la cual se puedan extraer referencias de valores concretos. Aún 
así, se va a explicar qué impacto ambiental sería el resultante de la aplicación del resultado 
del estudio en un caso industrial real. 
La consecuencia principal de la aplicación del Multi-Min-Max a un caso real, refiriéndose a la 
temática del impacto ambiental, vendría dada por la mejora de la eficiencia de la línea de 
montaje en cuestión. 
Esta mejora en la eficiencia seria causada por la minimización de las cargas de trabajo de 
las diferentes estaciones que conforman la línea, hecho que repercutiría directamente en el 
consumo de electricidad (o combustible) y en la disminución de tiempo de trabajo para 
realizar un producto determinado, minimizando también, en consecuencia, las duraciones de 
las emisiones a la atmósfera. 
Las mejoras y reducciones anteriormente comentadas afectarían directamente al impacto 
ambiental, que se puede desglosar en aspecto económico, medioambiental, social y 
energético. 
En referencia al aspecto económico, una reducción del combustible empleado por la 
empresa repercutiría directamente en la reducción del coste de importación del combustible 
en cuestión (o de los usados primariamente para la creación del mismo). 
En el aspecto medioambiental, la reducción del combustible empleado, afecta directamente 
en la disminución de la importación de petróleo u otros combustibles, evitando posibles 
catástrofes medioambientales, como podrían ser los vertidos al mar. La reducción en las 
emisiones provocan la minimización de las nieblas contaminantes, atacando directamente al 
problema del cambio climático. 
En referencia al aspecto social, al reducir las emisiones se mejora la calidad de vida, debido 
a la reducción de las nieblas contaminantes, de los problemas respiratorios, de las 
catástrofes medioambientales, del efecto invernadero y del problema del cambio climático. 
Finalmente comentar que el aspecto energético se ve reflejado en los anteriores puntos, 
gracias a él hay un cambio que repercute en el aspecto económico, social y medioambiental. 
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