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A discrete complex-valued bidirectional associative memory (CVBAM) is considered. The
input and output of CVBAM are bipolar complex numbers, of which the two components
take the value of either −1 or 1. We prove that the stored patterns are all fixed points of
CVBAMprovided certain sufficient conditions are satisfied. It is shown that each fixed point
belongs to a fixed point group which consists of four fixed points. Supporting numerical
results are provided.
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1. Introduction
With the development of signal and image processing involving complex-valued data, there has been an increasing
demand for complex-valued neural networks (CVNN) [1], of which the input, output, activation function and connection
weights are complex numbers. The property and performance of CVNN have been widely explored. The back-propagation
algorithm and its improved version for the complex-valued multi-layer perceptrons (MLP) are proposed in [2–4]. The
approximation ability of complex-valuedMLP is investigated in [5]. The complex-valued radial basis function (RBF) network
together with its learning algorithm is proposed in [6,7]. Complex-valued MLP and RBF are successfully applied to several
problems such as classification, signal processing [8] and image recognition [9]. Apart from the investigation on the
complex-valued feed forward neural networks, the complex-valued recurrent neural networks also have been studied. A
complex-valuedmulti-state Hopfield neural network(HNN) has been presented in [10,11], which can be used to reconstruct
noisy gray-scale images. The stability of complex-valued multi-state bidirectional associative memory (BAM) and its
learning algorithm is studied in [12]. The most significant feature of CVNN is that they are more suitable to process the
phase information of complex-valued signals than real-valued neural networks [13], and complex-valued recurrent neural
networks can more efficiently deal with gray-scale images [10–12].
The first requirement for the BAM is that each stored pattern should be perfectly recalled when it is supplied to the
network as an input, i.e., each stored pattern should be a fixed point of the network. In [14], the fixed points of real-valued
BAM are discussed, and a sufficient condition is given to ensure all the stored patterns to be fixed points of the network. In
this paper, we investigate the property of fixed points of CVBAM, and specify certain sufficient condition for the fixed points.
It is also shown that each fixed point belongs to a fixed point group which consists of four fixed points.
The rest of the paper is organized as follows. In Section 2, we introduce the CVBAMmodel and its bidirectional associative
memory procedure. In Section 3, we discuss the fixed point property of CVBAM. In Section 4, a few numerical experiments
are carried out to support our theoretical results.
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2. Complex-valued BAM
We use Cm{−1,1} to denote am dimensional bipolar complex-valued vector space, which is defined by
Cm{−1,1} =

(a1, a2, . . . , am) ∈ Cm|Re(ap), Im(ap) ∈ {−1, 1}, p = 1, 2, . . . ,m

. (1)
Let {(aj, bj)}Jj=1 be a given set of sample patterns, where aj = (aj1, aj2, . . . , ajm) ∈ Cm{−1,1}, bj = (bj1, bj2, . . . , bjn) ∈ Cn{−1,1}. By
the Hebbian rule we define the weight matrix of the network as follows. The connection weight from neuron p in La layer
to neuron q in Lb layer is
sqp =
J−
j=1
bjq(a
j
p)
∗, (2)
and the connection weight from neuron q in Lb layer to neuron p in La layer is
wpq =
J−
j=1
ajp(b
j
q)
∗. (3)
From (2) and (3), it is easy to know that sqp = w∗pq. The complex activation function of the network is defined as
f (ξ) = sgn(Re(ξ))+ sgn(Im(ξ))i, (4)
where sgn(·) is a sign function
sgn(α) =

1, for α ≥ 0
−1, for α < 0. (5)
Let the network initial state in LA layer is a(0) = (a1(0), a2(0), . . . , am(0))T ∈ Cm{−1,1}, and set t = 0. Then, the memory
procedure goes as follows.
Step 1. Update the net input yq and the output bq(t) of the qth neuron in LB layer,yq =
m−
p=1
sqpap(t),
bq(t) = f (yq), q = 1, 2, . . . , n.
(6)
Step 2. Update the net input xp and the output ap(t + 1) of the pth neuron in LA layer,xp =
n−
q=1
wpqbq(t),
ap(t + 1) = f (xp), p = 1, 2, . . . ,m.
(7)
Step 3. If a(t + 1) = a(t), stop the iteration, and take b(t) as the association of a(0); else set t = t + 1, and turn to step 1.
3. Fixed point of CVBAM
We first introduce the definition of the fixed point of the network.
Definition 1. If a given pattern (a, b)with its net inputs xp =∑nq=1wpqbq, yq =∑mp=1 sqpap satisfies
ap = f (xp), p = 1, 2, . . . ,m,
bq = f (yq), q = 1, 2, . . . , n, (8)
then (a, b) is called a fixed point of the network.
In what follows, we first present two lemmas. Their proofs are straightforward and omitted. Then, we use them to prove
our main theorem on the fixed points.
Lemma 1. For the network presented in Section 2, if a given pattern (a, b) with its net inputs satisfies
Re(ap)Re(xp) > 0,
Im(ap)Im(xp) > 0, p = 1, 2, . . . ,m,
Re(bq)Re(yq) > 0,
Im(bq)Im(yq) > 0, q = 1, 2, . . . , n,
(9)
then it is a fixed point of the network.
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Lemma 2. For complex numbers u and v, we have
Re(u)Re(v) = 1
4
(uv∗ + u∗v + uv + u∗v∗),
Im(u)Im(v) = 1
4
(uv∗ + u∗v − uv − u∗v∗).
(10)
Theorem 1. For the stored patterns {(aj, bj)}Jj=1, write
KA = max
1≤k≤J
√
2
2
J−
j≠k
 m−
p=1
(ajp)
∗akp


, (11)
KB = max
1≤k≤J
√
2
2
J−
j≠k
 n−
q=1
(bjq)
∗bkq


. (12)
If KA < m and KB < n, then each stored pattern is a fixed point of the network.
Proof. For any pattern (ak, bk), k = 1, 2, . . . , J , denote its net input in La layer by
xkp =
n−
q=1
wpqbkq =
n−
q=1
J−
j=1
ajp(b
j
q)
∗bkq
=
n−
q=1

akp(b
k
q)
∗bkq +
J−
j≠k
ajp(b
j
q)
∗bkq

= 2nakp +
J−
j≠k
ajp
n−
q=1
(bjq)
∗bkq
= 2nakp + C, (13)
where C =∑Jj≠k ajp∑nq=1(bjq)∗bkq. Then we have
(akp)
∗xkp = 2n(akp)∗akp + (akp)∗C = 4n+ (akp)∗C, (14)
akp(x
k
p)
∗ = ((akp)∗xkp)∗ = 4n+ (akp)C∗, (15)
akpx
k
p = 2n(akp)2 + akpC, (16)
(akp)
∗(xkp)
∗ = (akpxkp)∗ = 2n((akp)∗)2 + (akp)∗C∗. (17)
For C =∑Jj≠k ajp∑nq=1(bjq)∗bkq, we have
|C | =
 J−
j≠k
ajp
n−
q=1
(bjq)
∗bkq
 ≤ J−
j≠k
|ajp|
 n−
q=1
(bjq)
∗bkq

= √2
J−
j≠k
 n−
q=1
(bjq)
∗bkq
 ≤ 2KB. (18)
Using Lemma 2 and (14)–(18), we have
Re(akp)Re(x
k
p) =
1
4

(akp)
∗xkp + akp(xkp)∗ + akpxkp + (akp)∗(xkp)∗

= 1
4

8n+ 2n(akp)2 + ((akp)∗)2+ (akp)∗C + (akp)C∗ + akpC + (akp)∗C∗
= 1
4

8n+ (akp)∗C + (akp)C∗ + akpC + (akp)∗C∗
= 2n− Re(akp)Re(C)
≥ 2n− |Re(akp)| |Re(C)|
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≥ {2n− |C |}
≥ 2{n− KB}
> 0.
Similarly, we have
Im(akp)Im(x
k
p) =
1
4

(akp)
∗xkp + akp(xkp)∗ − akpxkp − (akp)∗(xkp)∗

= 2n− Im(akp)Im(C)
≥ 2{n− KB}
> 0.
We can also prove that
Re(bkq)Re(y
k
q) ≥ 2{m− KA} > 0,
Im(bkq)Im(y
k
q) ≥ 2{m− KA} > 0.
Thus, (ak, bk) is a fixed point by using Lemma 1. We thus complete the proof. 
Next, we turn to investigate the group of fixed points. For ξ ∈ Cm{−1,1} and η ∈ Cn{−1,1}, write
G1(ξ, η) =

(ξ, η),−(ξ, η), (iξ, iη),−(iξ, iη), (19)
G2(ξ) = {ξ,−ξ, iξ,−iξ}. (20)
We note that G1(ξ, η) and G2(ξ) are closed, respectively, i.e., for (u, v) ∈ G1(ξ, η), z ∈ G2(ξ), we have G1(u, v) =
G1(ξ, η),G2(z) = G2(ξ).
Theorem 2. If a pattern (a, b) is a fixed point of the network and its net inputs satisfy
Re(xp)Im(xp) ≠ 0, p = 1, 2, . . . ,m,
Re(yq)Im(yq) ≠ 0, q = 1, 2, . . . , n, (21)
then any pattern in G1(a, b) is a fixed point and G1(a, b) is called a fixed point group.
Proof. Since (a, b) is a fixed point, it follows from (21) that
Re(ap)Re(xp) > 0, Im(ap)Im(xp) > 0, p = 1, 2, . . . ,m,
Re(bq)Re(yq) > 0, Im(bq)Im(yq) > 0, q = 1, 2, . . . , n.
Write (a˜, b˜) = (ia, ib) and let x˜p, y˜q be the corresponding net inputs, then
x˜p =
n−
q=1
wpqb˜q =
n−
q=1
wpq(ibq) = i
n−
q=1
wpqbq = ixp, (22)
y˜q =
m−
p=1
sqpa˜p =
m−
p=1
sqp(iap) = i
m−
p=1
sqpap = iyq. (23)
In terms of Lemma 2, we have
Re(a˜p)Re(x˜p) = 14 (a˜
∗
p x˜p + a˜px˜∗p + a˜px˜p + a˜∗p x˜∗p)
= 1
4
(a∗pxp + apx∗p − apxp − a∗px∗p)
= Im(ap)Im(xp) > 0,
Im(a˜p)Im(x˜p) = 14 (a˜
∗
p x˜p + a˜px˜∗p − a˜px˜p − a˜∗p x˜∗p)
= 1
4
(a∗pxp + apx∗p + apxp + a∗px∗p)
= Re(ap)Re(xp) > 0.
Similarly, we have
Re(b˜q)Re(y˜q) = Im(bq)Im(yq) > 0,
Im(b˜q)Im(y˜q) = Re(bq)Re(yq) > 0.
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Table 1
The stored patterns {aj, bj}3j=1 .
j aj bj
1 (1−i,−1−i,−1+i, 1+i)T (−1+i,−1+i, 1−i)T
2 (1+ i,−1+ i, 1− i, 1+ i)T (1− i, 1+ i, 1+ i)T
3 (−1+i, 1−i,−1−i, 1+i)T (−1+ i, 1+ i, 1+ i)T
By Lemma 1, (ia, ib) is a fixed point. Since (−a,−b) = (i · ia, i · ib), (−a,−b) is also a fixed point. Finally, (−ia,−ib) is a
fixed point as well. This completes the proof. 
Theorem 3. If the stored patterns {(aj, bj)}Jj=1 satisfy KA < m and KB < n, then {G1(aj, bj)}Jj=1 are fixed point groups of the
network.
Proof. By Theorem 1, {(aj, bj)}Jj=1 are fixed points and
Re(ajp)Re(x
j
p) > 0, Im(a
j
p)Im(x
j
p) > 0, p = 1, 2, . . . ,m,
Re(bjq)Re(y
j
q) > 0, Im(bq)
jIm(yjq) > 0, q = 1, 2, . . . , n.
Consequently,
Re(xjp)Im(x
j
p) ≠ 0, Re(yjq)Im(yjq) ≠ 0.
Using Theorem 2, we see that {G1(aj, bj)}Jj=1 are fixed point groups. 
Note that if the patterns {(aj, bj)}Jj=1 satisfy aj = bj, CVBAM degenerates into a synchronous complex-valued Hopfield
neural network (CVHNN) with non-negative diagonal elements in the weight matrix. So our theoretical results about fixed
points are valid in the case of synchronous CVHNN. Furthermore, due to the one-layer structure of CVHNN the definition of
the fixed point in CVHNN is actually independent of the network updating mode, no matter synchronous or asynchronous.
So the results about fixed points also hold in the case of asynchronous CVHNN. Let {aj ∈ Cm{−1,1}}Jj=1 be the stored patterns
in CVHNN, then we have the following corollaries.
Corollary 1. If the stored patterns {aj}Jj=1 satisfy KA < m, then each stored pattern is a fixed point of CVHNN.
Corollary 2. If the pattern a is a fixed point of CVHNN and its net inputs satisfy
Re(xp)Im(xp) ≠ 0, p = 1, 2, . . . ,m, (24)
then G2(a) is a fixed point group.
Corollary 3. If the stored patterns {aj}Jj=1 satisfy KA < m, then {G2(aj)}Jj=1 are fixed point groups of CVHNN.
4. Numerical examples
4.1. A simple example
First we consider a network with 4 neurons in LA layer and 3 neurons in LB layer. We embed three patterns showed in
Table 1 into the network. The following connection weight matrix {wpq} is learned by using the Hebbian rule:
{wpq} =
 2i 2i 4+ 2i−4+ 2i 2i −2i4+ 2i −2i −4− 2i
−2i 4− 2i 4+ 2i
 .
For this network, we have KA = 2.83 < 4 and KB = 2.83 < 3. So the conditions in Theorem 1 are satisfied. A direct check
shows that all the three patterns are fixed points, and that {G1(aj, bj)} (j = 1, 2, 3) are fixed point groups, just as predicted
by Theorem 1.
4.2. More examples
Note that the result in Theorem 1 is a sufficient condition for the fixed points.We shall verify it pro and con. On one hand,
if the stored patterns satisfy KA < m and KB < n, then by Theorem 1 all the patterns must be fixed points of the network.
On the other hand, if there exist one or more stored patterns which are not fixed points, then by Theorem 1, either KA < m
or KB < n is not satisfied.
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Table 2
m = 30, n = 20, J = 4.
KA KB Fixed points
18.94 < 30 16.80 < 20
√
26.17 < 30 18.80 < 20
√
22.64 < 30 15.77 < 20
√
24.77 < 30 19.19 < 20
√
37.68 > 30 20.72 > 20 ×
34.74 > 30 26.93 > 20 ×
24.64 < 30 23.86 > 20 ×
35.84 > 30 14.94 < 20 ×
Table 3
m = 50, n = 60, J = 7.
KA KB Fixed points
42.65 < 50 59.81 < 60
√
41.72 < 50 55.75 < 60
√
49.01 < 50 56.59 < 60
√
45.21 < 50 48.78 < 60
√
56.58 > 50 68.33 > 60 ×
64.65 > 50 65.06 > 60 ×
47.59 < 50 64.74 > 60 ×
54.75 > 50 52.77 < 60 ×
We use two networks with different number of neurons and stored patterns, one with m = 30, n = 20 and J = 4, and
the other withm = 50, n = 60 and J = 7. The experimental results are showed in Tables 2 and 3, respectively. We see that
if the stored patterns satisfy KA < m and KB < n, then they are all fixed points, represented by the symbol ‘‘
√
’’. And if there
exist one or more stored patterns which are not fixed points, represented by the symbol ‘‘×’’, then either KA < m or KB < n
is not satisfied.
Similar numerical results have also been obtained to support our Theorems 2 and 3 by using the two networks. But, to
save the space, they are not included in the paper.
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