Motivation: Clustering sequences of a full-length cDNA library into alternative splice form candidates is a very important problem.
INTRODUCTION
Full-length cDNA library collections are biologically important data sources representing the transcriptome of an organism. High-throughput sequencing, sequence clustering and analyses enable the rapid, computational assignment of gene names and inference of functions. Yet, the detection of alternative splice candidates is not straightforward and depends * To whom correspondence should be addressed.
on the accuracy of sequence clustering and manual inspection. Recent expressed sequence tag (EST) based analyses by Modrek and Lee (2001) and Kan et al. (2001) estimate that 42-55% of human genes are alternatively spliced. Bioinformatics-driven studies of alternative splicing is very important for a number of reasons, such as frequently detected single-base substitutions in human mRNA splice junctions and the association with one out of six genetic diseases (Krawczak et al., 1992) . Therefore effective and accurate methods for clustering cDNA sequences into alternative splice form candidates are highly desired, which is the aim of the algorithms presented in this paper.
There have been many reports on clustering cDNAs, which can be categorized into two schools of thought. Both strategies have pros and cons, and cDNA library annotators use results of both kinds when they cluster cDNA sequences. One strategy is based on all-pairs comparison of the cDNA sequences (Boguski and Schuler, 1995; Burke et al., 1999; Cariaso et al., 1999; Konno et al., 2001; Miller et al., 1999; Quackenbush et al., 2000) , which is useful especially when we do not have the whole accurate genome data. But these methods often output false positive clusters, as there are many similar but non-related sequences in cDNA libraries.
The second strategy is based on mapping to the whole genome sequence (Florea et al., 1998; Kent, 2002; Ogasawara and Morishita, 2002; Zavolan et al., 2002) . The methods of this group are very powerful especially when we have the complete genome sequence, but they take very large time because the genome size is very large. Moreover, the error rates of cDNA sequences are often better than those genome sequences, and the genome sequences sometimes lack the region to which the cDNAs should be mapped. As a result, these methods fail to map many cDNAs. Thus, the two methods are complementary to each other.
Our study concentrates on improving the accuracy and the speed of the first strategy. All methods referred above as the methods of the first group cluster sequences into one group merely based on ordinary similarity measures. As a result, clustering of unrelated sequences has been frequently observed especially among repeat elements of eukaryotic genomes. To avoid it, we use an alignment technique called the spliced sequence alignment algorithm or more conveniently the spliced alignment algorithm, which considers splice sites. There is no previous work on cDNA clustering of the first group that uses the spliced alignment algorithm.
Splice sites are observed as long gaps in the alignments of cDNAs and genomes of eukaryotes. We call these gaps 'splice gaps'. The splice gaps do not appear so frequently in the case of cDNA-cDNA alignment as in the case of cDNAgenome mapping, but we still see many such gaps in cDNA databases. There are two major cases as follows, both of which our clustering algorithm can handle.
• An unspliced intron exists at the region. We can see the classical donor and acceptor signals (i.e. GT and AG). The splice gap length is larger than 40 in ordinary.
• The two sequences are alternatively spliced. The donor and acceptor signals do not always exist and there is no limitation on the splice gap lengths in this case.
We call these cDNA pairs splicing pairs. The sequence that can produce the other sequence by splicing it is called the template sequence, while the other sequence is called the spliced sequence. In an alternative splice form, there are also pairs which does not have any splice gaps. The most frequent case is that they have different 3 ends. There are also pairs of cDNA sequences whose differences are only frame shifts or small transitions, which should also be grouped together. Our clustering algorithm can handle all these types of splicing pairs.
Ordinary alignment algorithms will give low scores to pairs with many splice gaps or similar gaps even if we use the affine gap penalty in computing the alignment. To detect such pairs with ordinary similarity measures, one must set a low threshold, but it causes many false positives. The spliced alignment algorithm can detect these sequences correctly, while it can also detect at the same time ordinary similar sequences which shares a long overlap. Thus we use the spliced alignment algorithm to cluster cDNA sequences.
Though the spliced alignment algorithm is very useful for comparing cDNAs, it takes large computation time, i.e. O(nm) for aligning two sequences of lengths n and m. To avoid it, we use two filtering techniques to reduce the number of pairs to be checked with the spliced alignment algorithm. One of the two techniques is very novel and we call it the global filter. The other technique uses a traditional hash technique, which we call the local filter. In the experiments using cDNA sequences of FANTOM 1.10 ( Kawai et al., 2001) , we achieved 2-12-fold speedup against the traditional method with only the hash technique. The speedup by the combination of the two filtering algorithms against naive all-pairs comparison is about 4000-20 000-fold. These experiments also reveal the accuracy of our method for clustering cDNAs.
METHODS
Our basic clustering strategy is as follows. First, pairs of sequences that have possibilities to be splicing pair candidates are selected by two independent filtering algorithms described in Sections 2.3 and 2.4. The two filters do not throw away any important pairs that will be determined as splicing pair candidates by the spliced alignment algorithm. Therefore, there is theoretically no decrease in accuracy caused by the use of these two filtering algorithms. Note that the second filtering technique is very novel algorithm based on a novel longest common subsequence (LCS) algorithm. Then the selected pairs are checked by very accurate pairwise comparison based on a spliced alignment algorithm described in Section 2.2. Clusters are then constructed by collecting the detected splicing pair candidates based on the simple strategy described in Section 2.5.
Previous work on the spliced alignment problem
A standard alignment can be computed by a dynamic programming technique in O(nm) time for the sequences of lengths n and m (Needleman and Wunsch, 1970) . But such standard alignment tools are not suitable for aligning a splicing pair of sequences, because they do not take the splice sites into account. There are long gaps (only) in the spliced sequence when we align a splicing pair. The aligned regions of both sequences have very high similarity, say 95-99.9%, and therefore no long gaps will be inserted into the template sequence. Note that the errors (normally <5%) between the aligned regions are due to sequencing errors. The error rates due to transcription are known to be very low. Thus, the minimum similarities between the aligned regions can be estimated while doing sequencing experiments for cDNA library construction. The 5 end and 3 end of a splice gap are called the donor site and the acceptor site, respectively. It is known that most of the splice gaps start with GT and end with AG in the case of unspliced introns. We must consider all these facts when we align two sequences to determine whether they form a splicing pair or not. There are several algorithms for the spliced algorithm problem (Florea et al., 1998 , Gelfand et al., 1996 Huang, 1994; Huang and Zhang, 1996, Mironov et al., 1998; Mott, 1997; Sze and Pevzner, 1997; Usuka et al., 2000) for the spliced alignment problem. Among them, Mott's algorithm (Mott, 1997 ) is a very simple and reasonable modification of the ordinary dynamic programming alignment algorithm to align a splicing pair. If there is a set of consecutive gaps in the alignment that could be considered as a splice gap, Mott's algorithm gives an appropriate splice site penalty (decided by the signals found in the splice site candidate) to the set of consecutive gaps regardless of its length of the region, instead of the ordinary gap score given by the score function. His algorithm runs in O(nm) time where n and m are the lengths of the two sequences, which is the same as the Needleman-Wunsch algorithm.
Modified spliced alignment algorithm
Our aim of the spliced alignment is to determine whether or not a pair of sequences is a splicing pair. Mott's algorithm is not suitable for this purpose though it can align sequences reasonably, because the alignment score obtained by his algorithm is strongly influenced by the number of splice sites. His algorithm aligns sequences by introducing a rather large splice site penalty, i.e. about 20-40 times as large as the score for one mismatch, depending on the bases around the acceptor sites and the donor sites, to avoid an increase in the number of very short gaps. This will cause difficulty in determining whether a pair is a splicing pair or not by its score, because a splicing pair with many splice sites will have a very bad score using his algorithm.
To avoid these drawbacks, we introduce a new problem formulation which we call the spliced alignment problem with a minimum splice gap length (SAPMSGL). In the SAPMSGL, we set a minimum splice gap length when we align the sequences, so that we do not have to worry about the splice gap length even if we use a very small splice gap penalty. One may assume that one should not set minimum splice gap length in the cases of aligning alternative splice sites, as there are also short cDNA-cDNA gaps representing alternative splice sites. But such short gaps are easy to detect with ordinary similarity measures by treating such gaps as ordinary gaps (indels), and we do not have to care about it.
The SAPMSGL is formalized as follows. Let P [1.
.n] ∈ n be the template sequence and C[1..m] ∈ m be the spliced sequence to be aligned where is the set of nucleic acids, and consider an alignment (P , C ) of P and C. P and C are the sequences in which gap characters ('-') are added. To define the score of an alignment, we use the following functions and parameters. Note that we consider a region in C of consecutive internal gaps with lengths larger than t described below is a splice gap.
• match (a, b) : The score function that outputs the score for matching bases a ∈ and b ∈ . These scores are usually given in a table.
• gt i , gt e : The gap scores assigned to an internal and an external gap inserted into the template sequence, respectively. Note that the external gaps are the gaps located before the first base or after the last base of the sequence, and the internal gaps are all the other gaps.
• gs i , gs e : The gap scores assigned to the internal and external gaps in the spliced sequence.
• t: The minimum length of the splice gaps.
• s: The score added to a splice gap that is independent from its length.
• donor(A, i): The score function that outputs the score we add when a donor site begins at the position i of the sequence A.
• acceptor(A, i): The score function that outputs the score we add when an acceptor site ends at the position i of the sequence A.
We assume that we can compute donor(A, i) or acceptor (A, i) in O(1) time. We then define a score s i for the i-th column of the alignment (P , C ).
is the first gap character of a splice gap, the last gap character of a splice gap, another gap character of a splice gap, another internal gap character or an external gap character,
Finally, the SAPMSGL is defined as a problem of finding the alignment of P and C that have the minimum score S(P , C) = 1≤i≤l s i . Note that we can translate this problem into the problem of finding the alignment with the maximum score by changing the signs of all the scores. The largest difference with the Mott's algorithm is the existence of t, the minimum length of a splice gap.
We describe an algorithm for solving the SAPMSGL in Figure 1 . The computation time of this algorithm is O(nm), which is same as Mott's algorithm, and the required memory size is O(n). Note that it is easy to extend it to output the alignment result, but we do not show it here. We do not use an opening gap penalty (Gotoh, 1982) , which is also easy to incorporate.
Using the above algorithm, we determine that the two sequences form a splicing pair if the obtained score is below some threshold h 0 . Reasonably, the threshold should be proportional to the spliced sequence length. Let r 0 be the ratio of the threshold over the spliced sequence length m, i.e. r 0 = h 0 /m. Using information about the lower bound of similarities in the aligned regions (i.e. regions except for splice gaps and external gaps), we can estimate the appropriate r 0 value and consequently we can compute h 0 .
Given a threshold, we can reduce the computation time. We do not have to compute values of N v ,j and S v ,j when v > v if all the N v,j s and S v,j s are not small enough to achieve a score within the threshold. Moreover, if the gap penalties for the template sequences have positive values and all the other parameters (match scores, gap scores, splice gap scores, donor site scores and acceptor site scores) have nonnegative values, we can reduce the time further. In such cases, we can see that the number of gaps in the spliced sequence is at most w = h 0 /min{gt i , gt e }. Hence we do not have to compute the values of N i,j and S i,j of the algorithm in Figure 1 when j − i > w or i − j > n − m + w. This will effectively reduce computation time if w is small and n is close to m. .j ], which we compute by dynamic programming. Figure 2 shows an example of the spliced alignment between two mouse cDNA sequences that encode Plp2 (proteolipid protein 2) and a potential isoform. The template Plp2 sequence has the DDBJ accession number of AK012816 while the potentially spliced sequence has the accession number AK003522. We can see the splice gaps begin with a GT donor site and end with an AG acceptor site. It means that the spliced site shown here can be an unspliced intron, but it can be examined only by mapping to the genome and wet experiments. In the example, we use the same parameters as those used in Results section.
Local filter
Except for the existence of splice gaps, the members of a splicing pair of sequences are very similar to each other, and there are many common substrings between the two sequences. Thus, we can ignore pairs which do not have any sufficiently long common substrings before examining them with the spliced alignment algorithm. As this technique uses local information of the sequences, we call this technique a local similarity filter or simply a local filter. Similar techniques are often used in previous work (Altschul et al., 1990; Kent, 2002; Ogasawara and Morishita, 2002; Usuka et al., 2000) , but they set lengths based merely on experience without theoretical justification. There have been theoretical argument on the substring lengths only for general approximate string matching problems (Navarro and Baeza-Yates, 1999; Sadakane and Shibuya, 2001) . We apply it with a theoretical background, i.e. we never throw away any pairs that will be determined as splicing pair candidates by the spliced alignment algorithm.
Without loss of generality, we can assume that the score for exact matching is 0. Consider the minimum value among the scores for mismatching bases, scores for splice gaps, and gap scores for the template sequence. Let this be p 1 . We assume that p 1 is a positive value, which is true in most cases. Let h 1 = r 1 · m be the threshold of the alignment score for examination where m is the spliced sequence length and q = 1+h 1 /p 1 . Then divide the spliced sequence C into q or more substrings. Let them be C 1 , C 2 , . . .. It is clear that one of them must exactly match some substring of the template sequence; otherwise, the alignment score of the pair exceeds the threshold h 1 . Therefore, we do not have to check a pair if there are no such exactly matching substrings. As we mentioned in the last subsection, the threshold h 1 is proportional to the spliced sequence length m. Therefore, if we divide the sequence into q substrings with roughly equal lengths, the lengths of the substrings are about the same regardless of any pairs.
To find sequences with substrings that exactly match one of these divided substrings, an indexing structure is needed. The simplest structure is a hash table. A hash table that stores all the substrings of length l in a cDNA database of size N (i.e. the sum of the lengths of all the sequences) can be built in O(N) to O(lN) time (depending on hashing algorithms), and the query time is O(l). The suffix arrays (Manber and Myers, 1993) and suffix trees (Gusfield, 1997; Weiner, 1973) are also useful indexing structures, but we prefer to use the hash structure as it is the simplest and as we deal with only a fixed substring length.
The value r 1 should be the same as the value of r 0 in Section 2.2, because we will miss some of the splicing pair candidates that we should not throw away if r 1 < r 0 . However, we can reduce the number of pairs to check by using a smaller r 1 value and, consequently, reduce the total computation time. Thus a smaller r 1 value can be used as a setting for a heuristic clustering algorithm. We will examine the performance of the heuristic approach in the experiment section.
Global filter
The local filter is a very effective technique, but the computation time is still too large for practical use according to the experiments that we will show later. Thus we next propose a novel filtering algorithm to reduce further the number of pairs to check.
When we align a splicing pair, we can easily see that there are many fragments of the spliced sequence in the template sequence in the same order. We can use this fact to filter out further hopeless pairs. As in the previous subsection, we can assume that the score for exact matching is 0 without loss of generality. Let p 2 be the minimum value among the scores for mismatching bases and gap scores for the template sequence, m be the spliced sequence length and h 2 = r 2 · m be the threshold of the score to distinguish splicing pairs. We can easily see that at least m−h 2 /p 2 bases of the spliced sequences appear in the template sequence in the same order; otherwise, the alignment score of the pair will exceed the threshold. Let k = h 2 /p 2 . The sequence of bases that appears in a given sequence in the same order is called a subsequence of that CGCGCATGAACAAACGCTGGAGCTCAGGATT-CATCTCGGA + Sequence 2:
-
GC---TGA-GAA--G----AG----G--TTTCATCT----LCS:
GC TGA AA G AG G TT CATCT Fig. 3 . An example of the LCS. It shows the LCS of two example sequences CGCGCATGAACAAACGCTGGAGCTCAGGATTCATCTC GGA and GCTGAGAAGAGGTTTCATCT in an alignment form.
given sequence. We can eliminate the pairs before examining them with the time-consuming spliced alignment algorithm if the length of the LCS of the pair is smaller than m − k. Figure 3 shows an example of the LCS of two sequences. The LCS of a pair of sequences is known to be computable in O(nm) time (Gusfield, 1997; Hirschberg, 1975) , where n and m are the lengths of the two sequences. However, this time bound is the same as that of the spliced alignment algorithm, and it is not effective to use such slow algorithms for filtering. Therefore, we propose a new algorithm for examining whether or not the LCS of the pair is longer than m − k, which runs in time O(n + k · m) and space O(k + n + m). This algorithm is much faster than the ordinary LCS algorithms if k is small enough. Figure 4 shows the algorithm. The function next_char_position(P , i, c) returns the first position of the base c in P after the position i, which can be computed in a constant time if the alphabet size is constant as is the case for DNA sequences. In this algorithm, we compute positions [i] that stores the smallest d such that the LCS length of P [1..d] and C[1..j ] is j − i, using a dynamic programming technique.
In contrast to the filtering algorithm based on local similarity, the algorithm in this subsection utilizes global similarity. Thus we call it a global similarity filter or simply a global filter. The two filtering algorithms use totally different information, and the set of pairs that are filtered out by the algorithm in this subsection is different from those filtered out by the algorithm in the last subsection. Thus, we expect that we can filter out hopeless pairs very effectively if we use both these filtering algorithms simultaneously.
We should set the r 2 value to the same value as r 0 . If r 2 < r 0 , we might miss some of the splicing pair candidates through filtering. Similar to the heuristic scheme we described in the previous subsection, we can use a smaller r 2 value as a setting in a heuristic version of the algorithm, whose performance we will examine through experiments later.
Clustering scheme
With the filtering algorithms and the alignment algorithm stated above, we can obtain a list of splicing pair candidates. It will induce a directed graph in which a node represents a sequence and an edge represents the relationship of the template sequence and the spliced sequence. As the above spliced alignment algorithm can detect splicing pairs very accurately, we can construct alternative splice forms by just clustering into connected components as follows. If we determine the sequences A and B form a splicing pair candidate, then we combine them into one group. If another sequence C forms a splicing pair candidate with any sequence in the group (i.e. A or B in this case), add C to this group, and do the same for all the other sequences. This can be done in time that is linear to the size of the graph.
Discussions on our algorithm
The algorithm proposed in this section is not good at clustering ESTs. ESTs are substrings of cDNAs and we need to assemble them to make longer sequences (cDNAs) when we cluster them. The easiest way to deal with ESTs is to add the genomic templates or premature cDNA sequences to the set of ESTs as previous methods do in previous work (Boguski and Schuler, 1995; Burke et al., 1999) . Then we can easily deal with the ESTs. Another approach is making the external gap penalties smaller, but we must care the increase in false positives caused by it.
In the previous work of cDNA clustering, tools for masking low-complexity regions like Repeat-Masker (http://ftp.genome.washington.edu/RM/RepeatMasker.html) is often used before clustering. Previous methods needed to use it because a pair of cDNA sequences will wrongly have a very high score if the two have similar low-complexity regions. It causes many false positives. But we execute more accurate alignment algorithm considering splice sites, and we can achieve high accuracy without using it. We prefer to use RepeatMasker only when we show the alignment of sequences in a cluster.
One might assume that some other methods like BLAST (Altschul et al., 1990) could be used for another filtering stage to improve the performance. But most of the filtering methods used by previous work (Altschul et al., 1990; Kent, 2002; Ogasawara and Morishita, 2002) are based on only hash strategies that are similar to our first filtering stage. If we have more different filtering methods that are very independent from our two strategies, they could further improve the speed of clustering cDNAs, which remain as future work.
RESULTS
In this section, we demonstrate the performance of our clustering algorithms through experiments using sequences of the mouse cDNA database FANTOM 1.10 ( Kawai et al., 2001) , which can be obtained from the RIKEN ftp site (ftp://fantom. gsc. riken.go.jp/fantom/1.10/fantom1.10.seq.gz). Note that an updated version FANTOM 2.1 has been released recently at the ftp site (ftp://fantom.gsc.riken.go.jp/fantom/current). This database contains 21 076 sequences. Thus there are 21 076 × 21 075 = 444 176 700 pairs to check, because we must distinguish the template sequence with the spliced sequence when we compute the alignment score. All the experiments were done on a single IBM RS64III processor with a clock speed of 450 MHz.
In our experiments, we set the score for an exact match to 0, a mismatch to 1, a gap in the template sequence to 1, an internal gap in the spliced sequence to 1 and an external gap in the spliced sequence to 0. We let the minimum splice gap length be 40. We set the splice gap score to 2 and we gave non-GT donor sites and non-AG acceptor sites a small additional penalty of 1 each. The same settings were used for computing the spliced alignment examples in Section 2.2. Figure 5 shows the performance of our algorithm with these settings. We did experiments based on five different ratios. The average accuracy of sequences in FANTOM 1.10 is 99.1% according to the report (Kawai et al., 2001) . Thus, we estimate that the average ratio of the spliced alignment score over the spliced sequence length for an actual splicing pair is around 0.02, and we believe that the reasonable ratio value (r) should be around 0.03. For the FANTOM cDNA set, the substring lengths for hashing are 30, 27, 22, 15 and 14 for the ratio settings of 0.01, 0.02, 0.03, 0.04 and 0.05, respectively. In the previous cDNA mapping papers (Kent, 2002; Ogasawara and Morishita, 2002) , they say the length for hashing should be around 14, but larger length could be used without large loss of accuracy, based on the experiences. Note that we check all the substrings of the same lengths, while they use only small number of substrings that are located around 5 end and 3 end regions of cDNAs, and it does not contradict with our usage of substring lengths.
Performance of our algorithms
According to the figure, filtering becomes more difficult and takes much more time if the ratio r becomes larger. The total computation time is essentially determined by the number of pairs that passed through the two filters, as the time for filtering can be ignored. The number of pairs to check using the spliced alignment algorithm is only about 1/4000 to 1/20 000 (depending on the setting of the ratios) of all the 444 176 700 pairs, which means a 4000 to 20 000-fold speedup against a very naive brute-force algorithm. The figure also shows that it is about 2-12-fold speedup against a method without our novel global filter.
Comparison with annotations
We next examined the the accuracy of our algorithms by comparing the clusters with a human-curated clusters called MGI clusters, in which 21 076 cDNA sequences were clustered into 15 295 groups of unique genes (Kawai et al., 2001) . Table 1 shows the comparison results with the MGI clusters. According to it, most of our clusters are identical to the MGI clusters. The identical clusters are about 87.5% (13 384/15 295 when the ratio is 0.01) to 89% (13 625/15 295 when the ratio is 0.05) of the MGI clusters (that are 77-86% of our output). Within these, 69% (r = 0.01) to 75% (r = 0.05) of the MGI clusters with more than 1 sequence are identical to our results according to the table. Examination of the clusters revealed that many of non-identical clusters are partially identical to the MGI clusters. When r = 0.05, about 12% of our clusters are over-split clusters compared with the MGI clusters. There are only a small number of over-clustered clusters and overlapping clusters in our results. This is because we do not consult either the template mouse genome sequences or any known genes in public databases, and alternative splicing sequences without their common template sequence in the cDNA database are difficult to be clustered with our algorithm. Even if we do not have reference information (e.g. genomic sequences or preexisting clusters), our clustering algorithm misclusters only 11 out of 100 human-annotated clusters. This performance can significantly enhance the expert annotation or sequence analysis of large sequence sets.
Let us look in detail at two of the MGI clusters that were annotated by human experts. There is a cluster of four cDNA sequences that were annotated as P lp2 (proteolipid protein 2) (Means et al., 2000) . The spliced alignment of two of them appears in Figure 2 . Three of the sequences have the accession numbers AK003522, AK011282 and AK012816. The remaining one sequence (2810425P20) has not been submitted to DDBJ yet, but was designated by MGI as P lp2 marker. We succeeded in clustering these sequences correctly, regardless of the ratio settings in Figure 5 . Note that the common template of this cluster seems to be the P lp2 sequence AK012816, according to our results. Another cluster is known to be related to a gene called T ex9 (testis expressed gene 9), which contains three cDNA sequences (Chen et al., 1998) with the DDBJ accession numbers AK018568, AK012189 and AK008505. Our algorithm clustered these three sequences into two clusters regardless of the ratio settings. One cluster contains only AK018568 while the other contains AK012189 and AK008505. The reason why our result is different from the MGI cluster of T ex9 is that the FANTOM database does not contain any common template sequence of these three sequences: our algorithm would cluster the three sequences into one cluster if a common template sequence was present.
We also compared our results with a genome mapping results by (Zavolan et al., 2002) at http://genomes.rockefeller. edu/˜mihaela/Splice/20K/ (August 22, 2002). We call the cluster set SPLICE VARIATION. Table 2 shows the comparison. About 77-82% of our clusters (48-52% of non-singleton clusters) are identical to SPLICE VARIATION clusters. The table also indicates that our result especially in the case of r = 0.05 is more similar to the SPLICE VARIATION cluster set than the MGI cluster set.
Performance of the heuristic algorithms
Finally, we clustered the sequences using the heuristic version of our algorithm. We varied the r 1 and r 2 parameters used in the filtering stages while we did not change the r 0 parameter The 'Clusters' column shows the ratio settings for computing clusters, except for the 'MGI clusters' row that shows the numbers of the MGI clusters. The 'Comparison (total)' columns show the comparisons of our clusters to the SPLICE VARIATION clusters including singleton clusters. The 'Comparison (size ≥ 2)' columns show the comparisons of our clusters to the SPLICE VARIATION clusters without including singleton clusters. The ID, CB, SP and OV columns indicate the numbers of our clusters that are identical to the SPLICE VARIATION clusters, those that are combined with others to form the SPLICE VARIATION clusters (over-split), those that are split in the SPLICE VARIATION cluster set (over-clustered) and those that overlap with some of the SPLICE VARIATION clusters, respectively.
for the final spliced alignment. Figure 6 shows the results. We fixed the r 0 value at 0.05 in all the experiments. The results demonstrate that varying the thresholds of the local similarity filter is very effective. In the cases r 1 = 0.03 and r 1 = 0.04, the results did not differ from the result of the exact algorithm using r 1 = 0.05. The accuracy does not decrease significantly even if we set r 1 = 0.01. Only five splicing pair candidates were missed with this setting. The algorithm with the setting r 1 = 0.01 is about five times faster than the exact algorithm. Thus, we can effectively reduce the computation time by changing the threshold of the local similarity filter with only a very small loss of accuracy. On the other hand, varying the threshold of the global filter negatively affects the accuracy. 
DISCUSSION
We have described a new efficient method to cluster sequences of full-length cDNA libraries based on an accurate spliced alignment algorithm. To decrease the computational time of the algorithm, we implemented two algorithms, which are used to filter out sequence pairs that do not meet the threshold settings before applying the second time-consuming spliced alignment algorithm. With these techniques we achieved 2-12-fold speedup without a loss of accuracy against the traditional hash-based approach. It is 4000-20 000-fold speedups against a naive brute-force approach. Most of our clusters turned out to be identical to the annotated clusters. We also developed an effective heuristic algorithm that is several times faster than the exact algorithm. The accuracy of the heuristic algorithm is very close to the exact algorithm. Alternative splice form detection, mutation analyses or DNA motif analyses from huge cDNA-derived data sets are dependent on the clustering methods. Therefore, both fast and accurate algorithms are required to support efficiently biological evaluation and interpretation. Kochiwa et al. (2002) did comprehensive analyses on alternative splicing patterns in the FANTOM database. Our work will further enhance the speed of these kind of cDNA research. Future tasks include the further sophistication of our algorithms to enhance the computation speed, integration of our algorithms with cDNA mapping algorithms to increase accuracy and the automatic construction a secondary databases of splice site motifs derived from cDNA databases.
