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Cap´ıtulo 1
Cadenas de Markov con un nu´mero
finito de estados
Este cap´ıtulo constituye una introduccio´n a las cadenas de Markov con un nu´mero finito de
estados. Citemos algunos t´ıtulos de referencia: Aldous y Fill [3], Feller [30], Isaacson y Madsen
[53], Kemeny y Snell [59] y Seneta [92]. Siempre sen˜alaremos situaciones en las cuales el espacio
de estados no es finito, por ejemplo Rd.
1.1. Cadenas de Markov
1.1.1. Definiciones y notaciones ba´sicas
Sea E = {1, 2, · · · , r} un espacio de estados finito. Una matriz de transicio´n en E es una
matriz P , de dimensio´n r × r, con coeficientes todos ≥ 0, y donde la suma de cada fila vale 1:
P = (pij)1≤i,j≤r, ∀i, j ∈ E, pij ≥ 0 y ∀i ∈ E, Σj∈E pij = 1
P tambie´n se llama matriz estoca´stica: cada fila de P es una distribucio´n de probabilidad sobre
E.
Una cadena de Markov sobre E con matriz de transicio´n P es una sucesio´nX = (X0, X1, X2, · · · )
de variables aleatorias con ı´ndices en N y con valores en E tal que ∀n ≥ 0, se verifica:{
P (Xn+1 = in+1 | Xl = il, 0 ≤ l ≤ n) = P (Xn+1 = in+1 | Xn = in)
P (Xn+1 = j | Xn = i) = pij
La primera igualdad expresa la propiedad de Markov : la ley de Xn+1 condicional al pasado
(Xn, Xn−1, · · · , X1, X0) depende u´nicamente del estado del u´ltimo instante Xn = in: la i-e´sima
fila de P no es otra que la ley (Xn+1 | Xn = i). La segunda igualdad nos dice que estas transi-
ciones son independientes de n; se dice que la cadena es homoge´nea. Estudiaremos igualmente
en este curso cadenas de Markov no-homoge´neas, en las cuales la transicio´n Pn en el tiempo n
depende de n.
La fo´rmula de las probabilidades totales muestra que la ley de X esta´ completamente carac-
terizada por P y por la ley inicial µ0 de X0 (denotada X0 ∼ µ0), las leyes finito-dimensionales
esta´n dadas por:
P (X0 = i0, X1 = i1, · · · , Xn = in) = µ0(i0) pi0i1pi1i2 · · · pin−1in
1
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Rec´ıprocamente, es fa´cil verificar que si la ley de X es de esta forma, X verifica la propiedad de
Markov y es una cadena homoge´nea de matriz de transicio´n P .
Por convencio´n, denotaremos una probabilidad sobre E por un vector fila 1× r. Si µn es la
distribucio´n de Xn, entonces la distribucio´n de Xn+1 es µn+1 = µnP , producto por la izquierda
del vector fila µn por la matriz P . En efecto,
P (Xn+1 = j) =
∑
i∈E
P (Xn+1 = j | Xn = i)P (Xn = i)
En particular, Pn es la potencia n-e´sima de P y se verifica: µn = µ0Pn.
1.1.2. Ley invariante y ergodicidad.
Una pregunta importante es la siguiente: ¿bajo que´ condiciones existe una probabilidad pi
sobre E tal que µn → pi (por ejemplo para la norma l1 sobre Rr), independientemente de la
distribucio´n inicial? Si este es el caso, se dice que la cadena es ergo´dica. Otra pregunta es a que
velocidad esta convergencia tiene lugar.
Siendo uno de los objetivos de este curso la simulacio´n de leyes pi, vamos a responder a esta
pregunta reformulada de la siguiente manera: sea pi una probabilidad sobre E (es suficiente
conocer pi salvo un factor multiplicativo):
Determinar una transicio´n P tal que: ∀µ0, µ0Pn → pi.
En este problema disponemos de mucha libertad para escoger P . As´ı P se puede seleccionar
bajo diferentes criterios, por ejemplo la facilidad de construccio´n (cadena reversible), la menor
complejidad algor´ıtmica, o au´n ma´s la velocidad de la convergencia. Desafortunadamente, en
lo que concierne a la velocidad, las respuestas teo´ricas que tienen un intere´s pra´ctico para la
seleccio´n efectiva de P son ma´s bien raras, salvo en casos muy particulares donde la velocidad
puede ser factorizada con precisio´n.
Si una convergencia de este tipo tiene lugar, µ0Pn+1 → piP , pero tambie´n se tiene que
µ0P
n+1 → pi. pi verifica entonces necesariamente la condicio´n:
pi = piP
Una probabilidad pi, que verifica lo anterior, es una medida invariante para P . En efecto, si
X0 tiene distribucio´n pi, Xn tambie´n tiene distribucio´n pi para todo n ≥ 0. Por otra parte, si
la distribucio´n de la cadena es invariante por traslaciones, X es estacionaria. Veremos que si P
es irreducible, tal medida invariante existe y es u´nica (caso E finito). Pero esto no es suficiente
para garantizar la ergodicidad.
1.1.3. Cadena irreducible: existencia y unicidad de la medida invariante
La transicio´n P es irreducible si, para todo par (i, j) ∈ E2, existe un entero n(i, j) ≥ 1 t.q.
Pn(i,j)(i, j) > 0. En la pra´ctica, estableceremos la irreducibilidad al proponer, para todo (i, j),
un camino C(i, j) de i hacia j (i 7→ j ), de longitud n(i, j) realizable con una probabilidad >0:
C(i, j): i = i1 7→ i2 7→ i3 7→ · · · 7→ in(i,j) = j
con pil,il+1 > 0 para l = 1, n(i, j)− 1. Se dice entonces que el estado i se comunica con el estado
j.
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Una condicio´n de irreducibilidad fuerte se cumple cuando se puede seleccionar un mismo
k = n(i, j) comu´n a todos los (i, j) ∈ E2: todos los estados se comunican a trave´s de caminos de
la misma longitud k. Se dice entonces que la transicio´n es regular (o que P es primitiva), P k
tiene todos sus te´rminos >0. Veremos que para E finito: P regular ⇔ P ergo´dica.
Notacio´n : No importa que A sea un vector o una matriz, escribiremos A > 0 (resp. A ≥ 0)
si todos sus coeficientes son > 0 (resp. ≥ 0).
Proposicio´n 1.1 Si P es irreducible y E es finito, existe una nica medida invariante pi tal que
pi > 0, es decir: ∀i ∈ E, pii > 0.
Demostracio´n ([91]):
1. Si 1 = t(1, 1, · · · , 1) es el vector unidad de Rr, P1 = 1. Existe v 6= 0 t.q. vP = v.
2. Llamemos |v| al vector de coordenadas |vi|. Demostremos que |v|P = |v|. Puesto que
siempre se verifica vj =
∑
i viPij , |vj | ≤
∑
i |vi|Pij , supongamos que para un estado j0, esta
desigualdad es estricta. Dado que P es estoca´stica,
∑
i |vi| =
∑
ij |vi|Pij >
∑
j |vj | lo que no es
posible. As´ı para todo j, |vj | =
∑
i |vi|Pij y |v| es autovector por la izquierda para la matriz
P asociado al autovalor 1. Dado que
∑
j |vj | 6= 0, existe una medida invariante pi asociada a
P, pii =
|vi|P
j |vj | (para probar la existencia de pi, hay que sen˜alar que solamente hemos usado la
propiedad “E finito”).
3. Mostremos que cada pii > 0. Puesto que P es irreducible, ∃ l t.q. A = (I +P )l > 0 (tomar
l = supi,j n(i, j)). Entonces 0 < piA = 2lpi, es decir pi > 0.
4. Si uP = u, verifiquemos que u tiene todas sus coordenadas del mismo signo. Hemos visto
que para un tal u, |u|P = |u|, y entonces u+ = 12(u+ |u|) es tambie´n autovector de P asociado
a 1. Se presentan dos casos: (i) u+ = 0 y entonces u ≤ 0; (ii) u+ 6= 0. Del punto 3 se desprende,
u+ > 0 y por consiguiente u > 0.
5. Sean pi y pi′ dos medidas invariantes; u = pi − pi′ es el autovector asociado a 1, y tal que∑
i ui = 0. Como consecuencia del punto 4, esto no es posible a no ser que u = 0: hay, entonces,
unicidad de la medida invariante. 2
1.1.4. El Teorema de Perron-Frobenius
El resultado precedente es en parte una consecuencia del teorema siguiente, u´til para el
estudio del comportamiento asinto´tico de sistemas dina´micos lineales y con coeficientes ≥ 0
([36]; [57]; [69]; [92]).
Teorema 1.1 (Perron-Frobenius) Sea A una matriz r × r con coeficientes ≥ 0, A 6= 0.
(1) Existe λ0 > 0 y u0 ≥ 0 no nulo t.q. Au0 = λ0u0. Entonces
(2) Si λ es otro autovalor (en C) de A, |λ| ≤ λ0. Adems si |λ| = λ0, η = λλ−10 es una raz de
la unidad y para p ∈ N, ηpλ0 es un autovalor de A.
(3) Si existe k t.q. Ak > 0, λ0 es de multiplicidad 1 y se puede escoger u0 > 0. Todo otro
autovalor verifica |λ| < λ0.
Demostracio´n: Nos limitaremos al caso A > 0. El punto (3) sera´ una consecuencia fa´cil pues
so´lo hay que sen˜alar que (λk, u) es un par (autovalor, autovector) de Ak cuando (λ, u) lo es para
A.
◦ Autovalor/autovector de Frobenius: Sea P el conjunto de probabilidades en E. Definamos
la funcio´n continua h : P →R+ :
h(m) = inf
i=1,r
Am(i)
m(i)
.
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Como P es un subconjunto compacto de Rr, existe un elemento ma´ximo λ0 de h(P) y una
probabilidad m0 t.q. h(m0) = λ0. Mostremos que m0 es un λ0-autovector de A. Por definicio´n
de h, Am0(i) ≥ λ0m0(i) para todo i. Si la desigualdad es estricta para algu´n i, siendo A > 0,
A(Am0 − λ0m0) > 0 , es decir h(Am0) > λ0, lo que contradice la definicio´n de λ0. As´ı, Am0 =
λ0m0 y m0 > 0.
◦◦ El espacio propio de Frobenius tiene dimensio´n 1: Sea u un λ0-autovector de A (si u es
complejo, u es tambie´n autovector y tomaremos R(u) y Im(u) como autovectores reales). Sea
c = infi=1,r
u(i)
m0(i)
. Se tiene para todo i: u(i) ≥ cm0(i) y es fa´cil ver que si, para algu´n ı´ndice, la
desigualdad es estricta, esto contradice la definicio´n de c. En consecuencia, u = cm0 y el espacio
propio de Frobenius es de dimensio´n 1.
◦ ◦ ◦ So´lo resta ver que todo otro autovalor λ verifica |λ| < λ0. Sea v 6= 0 un λ-autovector y
δ = infiAii, δ > 0. Puesto que (A− δI)v = (λ− δ)v, se tiene para todo i:
|λ− δ| |v(i)| ≤
∑
j
(Aij − δIij) |v(j)|
sea adema´s: ∀i, (δ + |λ− δ|) |v(i)| ≤∑j Aij |v(j)|. Volviendo a la definicio´n de λ0, se obtiene:
λ0 ≥ (δ + |λ− δ|)
Si λ 6= λ0, esto implica |λ| < λ0 (ma´s precisamente, λ esta´ dentro de la bola abierta con centro
en δ, 0 < δ < λ0 y de radio λ0 − δ). 2
Volvamos al contexto de una cadena de Markov. Si P = tA es una matriz estoca´stica,
λ0 = 1. En efecto, es suficiente escribir Au0 = λ0u0 y sumar las coordenadas de cada uno de
esos vectores: las columnas de A suman 1, y puesto que
∑
i u0i 6= 0, 1 = λ0. Un resultado
importante es que todo autovalor λ de P verifica |λ| ≤ λ0, esta desigualdad es estricta si λ 6= λ0
y esto pasa si P es regular.
1.2. Resultados de ergodicidad
1.2.1. El teorema de Frobenius
El teorema de Frobenius junto con la reduccio´n a la forma cano´nica de Jordan de P permiten
obtener fa´cilmente la condicio´n necesaria y suficiente de ergodicidad siguiente,
Proposicio´n 1.2 Supongamos que P es irreducible. Entonces P es ergdica si y slo si P es
regular.
Demostracio´n :
⇒ Puesto que P es irreducible, P admite una u´nica medida invariante pi > 0 tal que para toda
distribucio´n inicial µ0, µ0Pn → pi. En particular Pn →
∏
donde
∏
> 0 es la matriz tal que
cada l´ınea es pi. Deducimos entonces que para un k bastante grande, P k > 0: P es regular.
⇐ Como P es irreducible, llamemos pi a su medida invariante.
Usaremos la reduccio´n de Jordan de P sobre C y a la izquierda ( [44], §35). Sean λ0 =
1, λ1, · · · , λs los autovalores de P , de multiplicidades respectivas 1, r1, · · · , rs. Asociada a estos
autovectores, se puede construir une base de Jordan de Rr, el l-e´simo espacio E = E l, asociado
a λ = λl (de multiplicidad r = rl) generado por los vectores e1, e2, · · · , er tales que: e1P = λe1
y eiP = ei−1 + λei para i = 2, r. Para l = 0, se tomara´ pi como autovector. Cada espacio El es
estable para P . Ahora es fa´cil verificar que si u ∈ El, uPn = λnl Ql(n), donde Ql(n) es un vector
de El con coordenadas polinomiales en n de grados ≤ rl − 1.
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Sea ahora µ0 una distribucio´n inicial, y µ0 = αpi+
∑
l=1,r vl, donde vl ∈ El, su descomposicio´n
en la base de Jordan. Se verifica:
µ0P
n = αpi +
∑
l=1,s
λnl Ql(n)
Como consecuencia del punto (3) del teorema de Perron-Frobenius, |λl| < 1 si l ≥ 1. Entonces
µ0P
n →
n→∞ αpi. Porque µ0P
n es una probabilidad, su l´ımite tambie´n, sea α
∑
i pii = 1 = α. As´ı la
ergodicidad de P queda demostrada. 2
Comentario : Llamemos ρ = ρ(P ) = sup{|λ| , λ autovalor de P , λ 6= 1}, y p + 1 el mayor
orden de multiplicidad de los autovalores de mo´dulo ρ. Si P es ergo´dica, ρ < 1, y (??) da:
‖µ0Pn − pi‖1 ≤ Cnpρn (1.1)
Para que esta fo´rmula sea u´til, se deben controlar: ρ, esto es el autovalor subdominante; p su
orden de multiplicidad; y C que depende de µ0 y de la expresio´n expl´ıcita de la base de Jordan.
Salvo casos muy particulares, el control expl´ıcito (1.1) se torna imposible, lo que limita su intere´s
pra´ctico.
Otros controles, ma´s burdos pero expl´ıcitos, existen. Su debilidad esta´ ligada al hecho de que
la acotacio´n geome´trica en δn, que ellos otorgan, se cumple so´lo para un δ muy cercano de 1.
Describamos dos de estos controles.
1.2.2. Lema de contraccio´n para P
Proposicio´n 1.3 (Kemeny y Snell, [59]) Supongamos que P es regular: ∃k ≥ 1, t.q. ε =
infi,j P kij > 0. Ahora si escribimos [x] la parte entera de x, pi la medida invariante de P , y
r el cardinal de E, se verifica:
‖µ0Pn − pi‖1 ≤ r(1− 2ε)[
n
k
]
Demostracio´n : Sera´ suficiente establecer el resultado para k = 1, el caso regular k ≥ 1 se
deducira´ trabajando con la matriz de transicio´n Q = P k. Supongamos que ε = infi,j Pij > 0.
Comencemos por establecer el lema de contraccio´n siguiente,
Lema 1.1 Sea x ∈ Rr, M0 = ma´xxi, m0 = mı´nxi, M1 = ma´x(Px)i y m1 = mı´n(Px)i.
Entonces P es una contraccin en el sentido de que
m0 ≤ m1 ≤M1 ≤M0 y 0 ≤ (M1 −m1) ≤ (1− 2ε)(M0 −m0)
Demostracio´n del lema: Sea l un ı´ndice t.q. xl = m0 y x′ ∈ Rr, con la misma coordenada l
que x, las otras coordenadas de x′ valen M0. Puesto que P ≥ 0,
(Px)i ≤ (Px′)i =M0 − (M0 −m0)pil ≤M0 − (M0 −m0)ε
Entonces M1 = sup(Px)i ≤M0 − (M0 −m0)ε. Haciendo el mismo razonamiento para el vector
−x, se obtiene: −m1 ≤ −m0− (−m0+M0)ε. El resultados enunciado se obtiene sumando estas
dos desigualdades.2
Sea ahora x = tδj donde δj es la ley inicial concentrada en j. Para Mn y mn definidas como
antes, pero asociadas a Pn, se cumple:
mn ≤ Pnij = (Pnx)i ≤Mn y 0 < ε ≤ m1 ≤ mn ≤ Mn ≤M1 = 1
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Las sucesiones (mn) y (Mn) son adyacentes, de l´ımite comu´n pij y verifican mn ≤ pij ≤ Mn. Se
deduce que
∣∣∣pij − Pnij∣∣∣ ≤Mn −mn ≤ (1− 2ε)n. 2
Veremos en el cap´ıtulo 3 que la utilizacio´n del coeficiente de contraccio´n de Dobruschin
permite obtener un mejor control:
‖µ0Pn − pi‖1 ≤ 2(1− rε)n
1.2.3. Ergodicidad y acoplamiento de cadenas de Markov
Al contrario de los desarrollos precedentes, que son algebraicos, el que viene sera´ puramente
probabilista. E´l se basa en la te´cnica de acoplamiento, concebida aqu´ı en el contexto de las
cadenas de Markov (Doeblin, [27]; Aldous, [3]; Lindvall, [68]; Thorisson, [97]). Comencemos por
definir la nocio´n general de acoplamiento de medidas. Luego construiremos un acoplamiento
particular en el caso de las cadenas de Markov, acoplamiento que nos permitira´ controlar la
velocidad de la convergencia.
Desigualdad de Acoplamiento.
Sea (F,F) un espacio medible, Q una medida sobre (F 2,F⊗2), µ y ν dos medidas sobre
(F,F). Decimos que Q es un acoplamiento de µ y de ν si µ (resp. ν) es la primera (resp. la
segunda) marginal de Q. Hay varias maneras de construir acoplamientos, desde el acoplamiento
independiente Q = µ⊗ ν hasta los acoplamientos con dependencias. Recordemos que la norma
de la variacio´n total para una medida se define por
‖µ‖V T = 2 sup{|µ(A)| | A ∈ F} = sup
A ∈F
µ(A)− inf
A ∈F
µ(A)
Si F = E es finito, esta norma coincide con la norma l1: ‖µ‖V T =
∑
i∈F |µi| = ‖µ‖1. Se tiene el
resultado fundamental siguiente:
Lema 1.2 Si Q es un acoplamiento de µ y de ν, y si ∆ es la diagonal de F 2, se verifica:
‖µ− ν‖V T ≤ 2Q(∆c)
Demostracio´n : Se tiene: µ(A)− ν(A) = Q(A×E)−Q(E ×A) ≤ 2Q(∆c); igualmente para
ν(A)− µ(A). Se obtiene entonces la desigualdad anunciada. 2
Se dice que el acoplamiento es maximal si se verifica la igualdad. Existen condiciones que
aseguran la existencia y permiten la construccio´n del acoplamiento maximal.
Un acoplamiento de cadenas de Markov.
Vamos a proponer aqu´ı un primer acoplamiento natural de cadenas de Markov. Otros aco-
plamientos ma´s eficientes sera´n estudiados en el cap´ıtulo 5. Sea P una matriz de transicio´n sobre
E, X = (X0, X1, X2, · · · ) y Y = (Y0, Y1, Y2, · · · ) dos cadenas independientes con la misma matriz
de transicio´n P , X0 ∼ µ y Y0 ∼ ν. Sea T = inf{n ≥ 0 t.q. Xn = Yn} el tiempo en que las dos
trayectorias se cruzan por la primera vez. Definamos el acoplamiento siguiente Q = (X ′, Y ′):{
X ′ ≡ X si t < T ,
Y ′t = Yt y Y ′t = Xt en otro caso
A partir del instante T , la trayectoria de Y ′ no es otra que la de X: T es el instante de aco-
plamiento de las dos cadenas X y Y . Y ′ es una cadena de Markov de matriz de transicio´n P ,
Q = (X ′, Y ′) es un acoplamiento de (X,Y ). A partir de esta construccio´n, se obtiene el resultado
siguiente:
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Proposicio´n 1.4 Supongamos que ε = infij Pij > 0 y denotemos por pi la ley invariante de P .
Entonces:
(1) Desigualdad de acoplamiento: ‖µPn − νPn‖1 ≤ 2P(T > n).
(2) El acoplamiento tiene xito: P(T > n) →
n→∞ 0; se verifica tambin P(T > n) ≤ 2(1− ε)
n.
(3) En particular, para la seleccin ν = pi, se tiene: ‖µPn − pi‖1 ≤ 2(1− ε)n.
Demostracio´n :
(1) Se deduce de la desigualdad de acoplamiento porque (T > n) = (X ′n 6= Y ′n) = ∆c.
(2) Resta evaluar P(T > n). Se tiene la descripcio´n:
(T > n) =
⋃
a∈En+1
{Xj = aj , Yj 6= aj , j = 0, n}
Como las variables Xj y Yj independientes, se verifica:
P(T > n) =
∑
a∈En+1
P (X0 = a0, · · · , Xn = an)×A(a)
con A(a) = P(Y0 6= a0, · · · , Yn 6= an) = [1 − νa0 ]
∏
j=1,n P(Yj 6= aj | Yj−1 6= aj−1). Pero, para
todo B ⊂ E no vac´ıo, se cumple:
P(Yj 6= aj | Yj−1 ∈ B) = P(Yj 6= aj , Yj−1 ∈ B)P(Yj−1 ∈ B)
=
∑
b∈B P(Yj 6= aj | Yj−1 = b)P(Yj−1 = b)
P(Yj−1 ∈ B) ≤ (1− ε)
porque, en efecto, P(Yj 6= aj | Yj−1 = b) ≤ (1− ε). Esto conduce al resultado enunciado.
(3)So´lo basta recordar que si Y0 ∼ pi, entonces Yn ∼ pi para todo n. 2
Veremos en el cap´ıtulo 5 que otros acoplamientos ma´s finos son posibles, y permiten mejorar
el control de la velocidad de convergencia.
1.3. Reversibilidad y medida invariante
Las matrices de transicio´n pi-reversibles van a jugar un papel crucial en la construccio´n de
algoritmos de simulacio´n.
Decimos que la matriz de transicio´n P sobre E es pi-reversible si verifica la ecuacio´n de
balance detallado:
∀i, j ∈ E: piipij = pijpji (1.2)
La primera consecuencia es que pi es una medida invariante para P . En efecto, para todo j:∑
i piipij =
∑
i pijpji = pij
∑
i pji = pij , es decir que piP = pi. Tambie´n, cada vez que se construya
una matriz de transicio´n que verifique (2.3), se sabra´ que pi es invariante para esta matriz de
transicio´n.
El segundo comentario concierne a la distribucio´n de (X0, X1): si la distribucio´n inicial es
X0 ∼ pi y si la transicio´n de la cadena es P , entonces la ley de la pareja (X0, X1) es sime´trica;
en efecto:
P (X0 = j,X1 = i) = pijpji = piipij = P (X0 = i,X1 = j)
En particular, la transicio´n de X1 a X0 es tambie´n P
P (X0 = i | X1 = j) = P (X0 = i,X1 = j)
P (X1 = j)
= pji
La cadena X, de ley inicial pi, es reversible.
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1.4. Ergodicidad para un espacio de estados general
Presentaremos aqu´ı los resultados de ergodicidad que parecen ser a la vez los ma´s u´tiles y los
ma´s fa´ciles de manipular. En el contexto de este curso, se supondra´ siempre conocida la medida
invariante de la transicio´n (se quiere simular pi dada, y se tendra´ P construida de tal manera que
pi sea invariante para P ). Tambie´n el objetivo buscado es muy distinto al del modelaje aleatorio,
donde la pregunta inicial es reconocer cuando una cadena con matriz de transicio´n P admite
una medida invariante y una solucio´n estacionaria (cf. Meyn-Tweedie [75] o Duflo [29]).
Los resultados relativos al caso de un espacio discreto esta´n expuestos en Feller ([30], tomo
1) e Isaacson y Madsen [53]; los relativos a un espacio de estados general (del tipo E = Rp) han
sido estudiados por Tierney ([98], [99]).
La nocio´n de irreducibilidad no cambia para un espacio discreto infinito. Por el contrario,
debe ser redefinida para un espacio de estados general. Exceptuando estos cambios, diremos que
el nu´cleo de transicio´n P , pi-irreducible, es perio´dico si existe un entero d ≥ 2 y una sucesio´n
{E1, E2, · · · , Ed} de d conjuntos no vac´ıos t.q., para i = 0, 1, · · · , d− 1 y x ∈ Ei,
P (x,Ej) = 1 para j = i+ 1 (mod d)
De lo contrario, diremos que P es aperio´dica.
1.4.1. Espacio de estados discreto
Este es el caso en el cual E es finito o numerable, provisto de la σ-a´lgebra de todos sus
subconjuntos. Consideremos una cadena con matriz de transicio´n P .
Proposicio´n 1.5 ([30], tomo 1, p. 394; [53], Teorema III.2.2)
Sea P una matriz de transicin irreducible y aperidica sobre un espacio discreto E. Entonces
las dos proposiciones siguientes son equivalentes:
(i) Existe una ley invariante pi para P .
(ii) P es ergdica: ∀ν, νPn → pi
Adems, la ley invariante es nica y pi > 0.
La existencia de una ley invariante esta´ garantizada si E es finito, se tienen las equivalencias:
Caso E finito : P ergo´dica ⇔ P aperio´dica e irreducible ⇔ P regular
1.4.2. Espacio de estados general
Sea (E, E) un espacio medible, donde E admite una familia generatriz numerable (por ejemplo
(Rp, B(Rp))). Un nu´cleo de transicio´n sobre (E, E) es una funcio´n P : E × E → [0, 1] tal que:
(i) Para todo x ∈ E, P (x, ·) es una probabilidad en E
(ii) Para todo A ∈ E , x 7→ P (x,A) es medible.
La transicio´n de la cadena esta´ definida por: P (Xn+1 ∈ A | Xn = x) = P (x,A).
El nu´cleo P , de medida invariante pi, se dice pi- irreducible si para todo A ∈ E t.q. pi(A) > 0,
y todo x ∈ E, existe un entero n = n(x,A) t.q. Pn(x,A) > 0. Escribiremos Px la ley de la
cadena que parte de x. Se dice que la cadena es recurrente si para todo A t.q. pi(A) > 0, se
verifica:
◦ Px(Xn ∈ A i.v.) > 0 para todo x
◦◦ Px(Xn ∈ A i.v.) = 1 pi-c.s. en x
La cadena es Harris-recurrente si la segunda igualdad se verifica para todo x.
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Se tiene entonces el resultado siguiente ([98], Teorema 1), ‖·‖V T es la norma de la variacio´n
total de una medida (‖µ‖V T = 2 sup{|µ(A)| , A ∈ E}),
Proposicio´n 1.6 ([98],[99]) Sea P una transicin de medida invariante pi, pi-irreducible. En-
tonces, P es recurrente y pi es la nica medida invariante. Si adems P es aperidica, entonces
pi-c.s. en x:
‖Pn(x, ·)− pi(·)‖V T −→ 0n→∞
Tierney establece tambie´n un resultado que sera´ u´til para el estudio del muestreador de un
modelo de Gibbs sobre Rd,
Corolario 1.1 ([98]). Sea P una transicin pi-irreducible tal que piP = P. Si para todo x P (x, ·)
es absolutamente continua con respecto a pi(·), entonces P es Harris-recurrente.
1.5. Ejercicios
Ejercicio 1.1 Clculo de An para una matriz diagonalizable
Suponga que A es una matriz r × r diagonalizable, de autovectores por la izquierda
x1, x2, · · · , xr, asociados a los autovalores λ1, λ2, · · · , λr. Denotemos por C a la matriz cuyas
filas esta´n en el orden x1, x2, · · · , xr, y sea D la matriz diagonal, Dii = λi, i = 1, r.
(i) Verificar que A = C−1DC. Deducir la expresio´n de An.
(ii) Demostrar que si se escribe C−1 = ( ty1, ty2, · · · , tyr), tyi es autovector por la derecha
de A para λi. Deducir que An =
∑
i=1,r λ
n
i
tyixi.
(iii) Aplicacio´n: Verificar que la transicio´n P,
P =

1/2 7/24 1/6 1/24
1/6 11/24 1/6 5/24
1/2 7/24 1/6 1/24
1/6 5/24 1/6 11/24

admite como autovalores/autovectores
Autovalor Autovector por la izquierda Autovector por la derecha
1 pi = x1 = (13 ,
1
3 ,
1
6 ,
1
6) y1 = (1, 1, 1, 1)
1/3 x2 = (12 ,
1
2 , 0,−1) y2 = (1,−1, 1,−1)
1/4 x3 = (0, 12 , 0,−12) y3 = (−53 , 73 ,−53 , 13)
0 x4 = (12 , 0,−12 , 0) y4 = (13 , 13 ,−53 , 13)
Dar el valor de P 5 con cuatro decimales. Para la distribucio´n inicial µ0 = (1, 0, 0, 0), ¿cua´nto
difiere µ0P 10 de pi?
Ejercicio 1.2 Irreducible y aperidica ⇒ regular
Demostrar directamente que si P es una matriz de transicio´n finita, irreducible y aperio´dica,
P es regular.
Ejercicio 1.3 Transicin particular sobre un espacio producto
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Sea una cadena con matriz de transicio´n P sobre E = {0, 1, 2, 3, · · · }. Se define la matriz de
transicio´n R sobre E × E:
r(i,j),(k,l) = pikpjl
(i) Demostrar que r(n)(i,j),(k,l) = p
(n)
ik p
(n)
jl .
(ii) Demostrar que si P es irreducible y aperio´dica, lo mismo vale para R.
Ejercicio 1.4 Un modelo de meteorologa markoviana
Un re´gimen meteorolo´gico se describe por los tres estados: s =sol, n =nuboso y p =lluvia, y,
por las probabilidades de transicio´n, dadas en este orden, por la matriz:
P =
 0,5 0,5 00,5 0,25 0,25
0 0,5 0,5

¿Es irreducible la cadena? ¿aperio´dica? ¿regular? Determinar su medida invariante pi. ¿Es pi
reversible la cadena? Sobre la base de diversos controles de la velocidad de ergodicidad (diagona-
lizacio´n, contraccio´n, coeficiente de contraccio´n (cf. cap´ıtulo 3)), evaluar ‖νPn − pi‖. Determinar
N t.q., para toda distribucio´n inicial ν :
sup
n≥N,ν,j
| νPn(j)− pi(j) |< 10−3
Ejercicio 1.5 Irreducibilidad y aperiodicidad sobre un espacio numerable
¿Cua´les son las propiedades de irreducibilidad, aperiodicidad y regularidad, de una matriz
de transicio´n P cuya primera fila y primera columna son > 0?
Ejercicio 1.6 Transicin que posee “el mal del pas”
(1) Una matriz de transicio´n es doblemente estoca´stica (D.E.) si la suma de cada una de sus
columnas es 1. Verificar que si P es D.E., la distribucio´n uniforme es invariante para P . Si pi
es la u´nica medida invariante de P , demostrar la equivalencia: P es D.E. y reversible ⇔ P es
sime´trica.
(2) Sea el paseo al azar sobre E = {1, 2, 3, 4} con barreras reflejantes, de transicio´n
P =

0,5 0,5 0 0
0,5 0 0,5 0
0 0,5 0 0,5
0 0 0,5 0,5

¿es P reversible? ¿es P regular?
(3) Se dice que una matriz de transicio´n tiene “el mal del pa´ıs” si verifica (R)
(R): ∀i, j, pii ≥ pij
Por otra parte, se dice que una transicio´n es invariante por permutaciones si todo par de
filas se cambia por permutacio´n de columnas, ( P) : ∀i 6= l, ∃σ t.q.∀k, pl,k = pi,σ(k).
(3-1) Verificar que para P definida en (2), P y P 2 verifican (P).
(3.2) Demostrar que si P es sime´trica y verifica (P), P 2 verifica (R) (usar la desigualdad del
producto escalar).
Para P definida en (2), mostrar que P 4 verifica (R).
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Ejercicio 1.7 Ergodicidad sobre un espacio numerable
(i) Sea una transicio´n P sobre E = {0, 1, 2, 3, · · · } que verifica{
p0j 6= 0 ⇔ j = 0, 1
Si i ≥ 1: pij 6= 0 ⇔ j = i− 1 o i+ 1
¿Es P irreducible? ¿aperio´dica?
(ii) Se especifica P por: p00 = p01 = 12 y para i ≥ 1, pi,i−1 = 2
i+1−1
2i+1
, pi,i−1 = 12i+1 .
Determinar la probabilidad invariante pi de P si ella existe. ¿P es ergo´dica?
Ejercicio 1.8 Cadenas de Markov, inversin del tiempo y reversibilidad
Sea X = (X0, X1, · · · , Xn) una cadena de Markov sobre En (E finito y n fijo), con distribu-
cio´n inicial µ0, de transiciones (no-homoge´neas) Pk, k = 0, n − 1. Denotemos µk la ley de Xk,
k = 0, n.
(i) Demostrar que, despue´s del retorno del tiempo, y si Xn ∼ µn, el proceso retornado
Xr = (Xn, Xn−1, · · · , X0) verifica la propiedad de Markov, y que es una cadena de Markov de
transiciones (Qk, k = n, 1) :
Qk(ik, ik−1) = P (Xk−1 = ik−1 | Xk = ik) = µk−1(ik−1)
µk(ik)
Pk−1(ik−1, ik)
(ii) Precisar Q si la cadena es homoge´nea, de transicio´n P , la distribucio´n inicial es la medida
invariante pi. ¿Bajo que condicio´n se verifica Q(j, i) = P (i, j)?
Ejercicio 1.9 Cadenas de Markov y campos de Markov
Nos colocamos en el contexto del ejercicio anterior.
(i) Demostrar que X = (X0, X1, · · · , Xn) posee la propiedad de Markov bilateral siguiente
(hablamos de un campo de Markov): para todo k, 0 < k < n:
P (Xk = ik | Xl = il, 0 ≤ l ≤ n y l 6= k) = Bk(ik | ik−1, ik+1) = Pk−1(ik−1, ik)Pk(ik, ik+1)[Pk−1Pk](ik−1, ik+1)
(ii) Rec´ıprocamente, si X posee esta propiedad de Markov bilateral, ma´s las dos propiedades
de Markov naturales “de borde”, mostrar que X es una cadena de Markov (sobre un subintervalo
de N, hay entonces equivalencia entre la propiedad de Markov causal (cadena) y no-causal
(campo); esta equivalencia nos llevara´ sobre N2).
(iii) Consideramos la cadena homoge´nea y estacionaria sobre E = {−1,+1} con matriz de
transicio´n p = P (Xn = 1 | Xn−1 = 1) y q = P (Xn = −1 | Xn−1 = −1), 0 < p, q < 1. Determinar
la transicio´n bilateral Q(y | x, z), para x, y y z en E. Demostrar que esta matriz de transicio´n
puede escribirse
Q(y | x, z) = Z−1(x, y) exp{x(h+ β(y + z))}
donde h = 12 log
p
q y h =
1
4 log
pq
(1−p)(1−q) ( Z
−1(x, y) es la constante de normalizacio´n que hace
de Q una probabilidad en x). Interpretar las situaciones: h = 0 (p = q); β = 0 (p+ q = 1).
Ejercicio 1.10 Cadena de Markov con rgimen markoviano y cadena de Markov escondida
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Sean P1, P2 dos transiciones regulares sobre E = {a, b, c} con medidas invariantes pi1, pi2. Sea
X = (Xn) un proceso sobre E definido por:
• I = (In), In ∈ {1, 2} es una cadena de Markov homoge´nea cuya transicio´n esta´ determinada
por: P (In 6= In−1 | In−1) = p. I es el re´gimen de X,
•• Si sabemos que In, ((Xn | In), n ≥ 0) es una cadena de Markov inhomoge´nea de transi-
ciones (PIn) ((X | I) es entonces una cadena de Markov inhomoge´nea).
(1) Demostrar que (X, I) = (Xn, In)n es una cadena de Markov de la que se determinara´ la
transicio´n P . Verificar que si 0 < p < 1, P es regular.
(2) Verificar que X = (Xn) no es una cadena de Markov.
Ejercicio 1.11 Procesos de Markov de memoria 2
Sea el proceso de Markov sobre {0, 1}, de memoria dos, y de transicio´n:
pab,c = P (Xn+2 = c | Xn = a,Xn+1 = b), a, b, c ∈ {0, 1}
Demostrar que Yn = (Xn, Xn+1) es una cadena de Markov. Determinar su transicio´n P . Si cada
pab,c > 0, verificar que P 2 > 0 y entonces que P es regular. ¿Como se generalizan estos resultados
al caso de una memoria de orden p?
Ejercicio 1.12 Prdida de la propiedad de Markov por agregacin de estados
Sea X una cadena de Markov con transicio´n P sobre E = {a, b, c}. Sea Y el proceso asociado
con dos estados {{a, b}, c} (se agregan los dos estados a y b):
Y = {a, b} si X ∈ {a, b}, Y = c si X = c
Demostrar que en general, Y no es una cadena de Markov. (ver que P (Y2 = c | Y0 = x0, Y1 =
{a, b}) depende en general de x0 para x0 = c).
Los ejercicios siguientes se refieren a la simulacio´n de variables aleatorias de base. Sobre
esta materia, se podra´ consultar Devroye [19], Jonhson y Kotz [54] y Robert [88].
Ejercicio 1.13 Simulacin de una variable de funcin de distribucin F conocida
Sea X una v.a. de funcio´n de distribucio´n F conocida, y
F−(u) = inf{x ∈ R;F (x) ≥ u}
(F− = F−1, la funcio´n inversa de F , si F es continua). Demostrar que si U es la distribucio´n
uniforme sobre [0, 1], F−(U) tiene distribucio´n F .
Aplicaciones: obtener la simulacio´n de distribuciones: exponencial; exponencial sime´trica; Cauchy;
Pareto; Gamma Γ(κ, λ); en el caso en que el ı´ndice κ es entero.
Ejercicio 1.14 Simulacin de una distribucin discreta
(1) Sean p1, p2, · · · , pk, k probabilidades de suma 1, y xi =
∑
j=1,i pj , i = 1, k. Verificar que
si U es uniforme sobre [0, 1], P (xi ≤ U < xi+1) = pi.
(2) Deducir un me´todo de simulacio´n de la distribucio´n discreta P (X = ai) = pi, i = 1, k.
(3) Aplicaciones. Simular las distribuciones siguientes: Bernoulli B(p); binomial B(n, p) (pro-
poner dos me´todos); geome´trica G(p) (proponer dos me´todos); Poisson P (λ).
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Ejercicio 1.15 Simulacin de la distribucin gaussiana y distribuciones conexas
(1) Justificar el hecho de que X =
∑
i=1,12(Ui − 0,5) es aproximadamente una ley normal
esta´ndar si las Ui son i.i.d. uniformes sobre [0, 1].
(2) Me´todo de Box-Muller : verificar anal´ıticamente que si U1 y U2 son uniformes sobre [0, 1]
e independientes, entonces las dos variables X1 y X2 definidas abajo son (exactamente) N (0, 1)
e independientes:
X1 =
√
−2 logU1 cos(2piU2), X1 =
√
−2 logU1 sin(2piU2)
(3) Deducir la simulacio´n de las distribuciones χ2n, Tn, Fn,m
Ejercicio 1.16 Generacin de una ley de Poisson, proceso de Poisson y distribuciones exponen-
ciales
(1) Demostrar que si X1,X2, · · · son distribuciones exponenciales i.i.d. de para´metro λ, y si
N es una distribucio´n de Poisson de para´metro λ,
P (N = k) = P (X1 + · · ·Xk ≤ 1 < X1 + · · ·+Xk +Xk+1)
Deducir un procedimiento de simulacio´n de la distribucio´n de Poisson.
Denotando Sk =
∑
j≤kXj , S0 = 0, el proceso de Poisson de intensidad λ sobre R+ esta´ dado
por la sucesio´n P = {Sk, k ≥ 0}.
(2) Proceso de Poisson borrado: Demostrar que si borramos de manera i.i.d. con probabilidad
p (e independiente de P) los puntos del proceso P, se obtiene un proceso de Poisson de intensidad
λp cuyos intervalos de separacio´n constituyen una sucesio´n i.i.d. de exponenciales de para´metro
λp.
Ejercicio 1.17 Mtodo de simulacin por aceptacin-rechazo
(1) Queremos simular X una v.a. real de densidad f concentrada en [0, 1].
Sea g la densidad sobre [0, 1] de una distribucio´n fa´cil de simular (por ejemplo la uniforme),
y M una constante tal que sobre [0, 1]: f(x) ≤Mg(x). Definimos el algoritmo siguiente:
1-Simular z siguiendo g e, independientemente, u siguiendo la ley U([0, 1])
2-Aceptar x=z si Mg(z)×u≤ f(z)
3-Si no repetir 1.
Demostrar que x tiene una distribucio´n con densidad f .
(2) ¿Co´mo generalizar este resultado siX esta´ concentrada sobre un intervalo )α, β(, intervalo
eventualmente de longitud infinita ?
(3) Aplicaciones: construir un simulador de
→ la ley Γ(λ, κ) , κ ≥ 1, de densidad, f(x) = Γ(κ)−1λκe−λxxκ−11(x > 0)
→ la ley β(a, b), a ≥ 1 y b ≥ 1, de densidad Γ(a+b)Γ(a)Γ(b)xa−1(1− x)b−11(x ∈]0, 1[)
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Cap´ıtulo 2
Simulacio´n usando Cadenas de
Markov
2.1. El problema y el me´todo
Sea E = {1, 2, · · · , r} un espacio de estados finito, y pi una distribucio´n de probabilidad sobre
E: ¿Co´mo obtener un valor de la variable X con distribucio´n pi?
Si r, el cardinal de E, no es muy grande (del orden del millar), se simula pi por el me´todo
cla´sico : se forma la sucesio´n creciente en [0, 1] que define la funcio´n de distribucio´n de X ∼ pi,
(i) F0 = 0 y para 0 < i ≤ r, Fi =
∑
j≤i pij ;
(ii) se simula una distribucio´n uniforme U en [0, 1], y
(iii) se guarda el valor x = x(U) si Fx−1 < U ≤ Fx
A pesar de que este me´todo de simulacio´n es directo y exacto, e´l es inaplicable cuando el cardinal
de E es muy grande. Por ejemplo para el espacio producto E = {0, 1}10×10, (x ∈ E es el valor
de una variable de presencia o ausencia en la malla cuadrada {1, 2, · · · , 10}2 hasta 100 puntos),
r = 2100 ' 1,27× 1030 : no hay manera de poder colocar en la memoria 1,27× 1030 valores Fj .
Notemos que este ejemplo es de “taman˜o pequen˜o”: los valores son binarios y el taman˜o de la
ventana es pequen˜o. Un problema real en ima´genes hara´ intervenir un valor de r = 256512×512!
(256 niveles de gris, imagen con 512× 512 pixeles).
El me´todo de simulacio´n usando cadenas de Markov.
La idea es simular aproximadamente pi como una distribucio´n l´ımite de una cadena de Markov
ergo´dica X de transicio´n P . Esto implica :
(1) proponer una transicio´n P sobre E tal que piP = pi (P es pi invariante).
(2) asegurar la ergodicidad de la cadena : νPn → pi.
(3) saber a partir de que valor n0 se puede decir que para n ≥ n0, νPn esta´ cercana de pi.
As´ı, para una distribucio´n inicial ν arbitraria, y si n0 es bastante grande, νPn0 genera aproxi-
madamente a pi. Si se quiere una muestra aproximada de pi, se recomienza independientemente
esta operacio´n (se tienen entonces cadenas independientes); o ma´s aun, sobre la misma cadena,
se espacian con un valor K grande los valores sucesivos, νPn0 , νPn0+K , νPn0+2K , y se sigue
as´ı de manera recursiva.
Muchas selecciones de P son posibles : desde el punto de vista puramente parame´trico, P
depende de r(r − 1) para´metros, y la invarianza de pi impone r − 1 restricciones de igualdad :
el conjunto de transiciones ergo´dicas que convergen a pi contiene un abierto no vac´ıo de R ; se
dispone entonces de (r − 1)2 grados de libertad en la seleccio´n de P .
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En relacio´n a los puntos (1) y (2), la seleccio´n de P debe responder a la comodidad de la
implementacio´n pra´ctica y a una buena eficiencia algor´ıtmica. A este nivel, el conocimiento
pra´ctico juega un papel importante.
El punto (3) es dif´ıcil: ¿cuando se podr´ıa aceptar que la cadena que comienza con una
distribucio´n ν entro´ en su re´gimen estacionario? Como se ha visto en el primer cap´ıtulo, el
control teo´rico sobre la velocidad de ergodicidad es inoperante en la practica en la mayor´ıa de
los ejemplos reales. Presentaremos en el cap´ıtulo 5 reglas emp´ıricas que permiten probar si la
cadena ha entrado dentro de su re´gimen estacionario ([86]). Aqu´ı de nuevo, el conocimiento
previo y la experiencia pueden ser ma´s u´tiles que los resultados teo´ricos no expl´ıcitos, o cuando,
a pesar de ser expl´ıcitos, son ineficaces puesto que otorgan una mayoracio´n en ρn para un valor
de ρ muy cercano de 1.
Este punto (3) y la dificultad de responderlo esta´n en el origen de muchos desarrollos teo´ricos:
(i) el estudio del feno´meno del cutoff para una cadena de Markov ([24], [91], [108]; cf. cap´ıtulo
5): la convergencia hacia pi se hace de manera abrupta alrededor de un instante de corte (cutoff).
Antes de este instante, ‖νPn − pi‖ permanece grande, hacie´ndose esta norma exponencialmente
pequen˜a despue´s.
(ii) la simulacio´n exacta por acoplamiento desde el pasado ( [84], [61], [78]; cf cap´ıtulo 5) :
la simulacio´n se hace desde un tiempo pasado −T y el procedimiento permite asegurar que X0
sigue exactamente la distribucio´n pi si T es bastante grande.
Antes de pasar a dos grandes familias de procedimientos de simulacio´n (Gibbs, Me´tropolis),
resumamos las propiedades que debe verificar la transicio´n P :
(1) P es pi-invariante
(2) P es irreducible y aperidica
Entonces, ∀ ν, νPn → pi
Una manera simple de verificar (1) es construir P que sea pi-reversible,
(1′) P es pi-reversible : ∀i, j ∈ E, piipij = pijpji
En cuanto a (2) ella es equivalente al hecho de que P sea regular,
(2′) : ∃k ≥ 1 tal que P k > 0
Notemos desde ahora que en los procedimientos de construccio´n de P que vamos a desarrollar,
es suficiente conocer pi salvo un factor multiplicativo, es decir conocer para todo i ∈ E la forma
pii = c ei, donde los ei son expl´ıcitos, pero no la constante de normalizacio´n c = (
∑
i ei)
−1.
2.2. El muestreador de Gibbs
La construccio´n del muestreador de Gibbs (tambie´n llamado dina´mica de Glauber) no es
posible sino para un espacio de estados producto, E = F1×F2×· · ·×Fn o potencia E = Fn. Este
me´todo de simulacio´n fue introducido por los hermanos Geman ([37], [39]) con el fin de resolver
problemas de reconstruccio´n en el tratamiento de ima´genes. Para simplificar la presentacio´n,
supondremos que E = Fn es un espacio potencia finito. Nada cambia fundamentalmente para
un espacio producto general E =
∏
i=1,n Fi de componentes Fi finitas.
Algunas notaciones : se define S = {1, 2, · · · , n} como el espacio de sitios; E = FS = Fn;
F el espacio de estados en cada sitio; x = (xi, i ∈ E) una configuracio´n sobre el conjunto
de sitios (es un elemento de E); para un subconjunto no vac´ıo A ⊂ S del conjunto de sitios,
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xA = (xi, i ∈ A ) y si A 6= S, xA = (xi, i /∈ A) (para simplificar, se escribira´ xi por x{i}y xi por
x{i}). Finalmente, se denota pii(· | xi ) la distribucio´n condicional a xi en el sitio i :
pii(xi | xi) = pi(xi, x
i)
pii(xi)
donde pii(xi) =
∑
ai∈F pi(ai, x
i) es la distribucio´n marginal sobre S\{i}. Se supondra´n conocidas
expl´ıcitamente estas distribuciones condicionales. De esta manera, el contexto en el cual el
muestrador de Gibbs puede ser construido es el siguiente:
Contexto requerido para el Muestreador de Gibbs :
(1) E = Fn (o esp. producto)
(2) ∀i ∈ S, las distribuciones pii(· | xi) son conocidas
2.2.1. Muestrador de Gibbs
Consideremos la sucesio´n de visitas 1 7→ 2 7→ · · · 7→ (n−1) 7→ n correspondientes a un barrido
del conjunto de sitios S. Sea x = (xi) una configuracio´n inicial, y = (yi) una configuracio´n final.
La transicio´n P del muestrador de Gibbs para este barrido que hace pasar de x a y se define
por :
P (x, y) =
∏
i=1,n
pii(yi | y1, y2, · · · , yi−1, xi+1, xi+2, · · · , xn)
En el i-ie´simo paso de este barrido, se cambia el valor xi en el sitio i por yi siguiendo la
distribucio´n condicional pii(· | y1, · · · , yi−1, xi+1, · · · , xn) : en el condicionamiento, los (i − 1)
primeros valores x han sido ya cambiados, mientras que los (n − i − 1) u´ltimos no lo han
sido todav´ıa. Este algoritmo es secuencial o as´ıncrono. Se distingue fundamentalmente de los
algoritmos simulta´neos, s´ıncronos, o paralelos que estudiaremos ma´s adelante.
Proposicio´n 2.1 Supongamos que pi > 0. Entonces pi es invariante para P y P > 0. Ms
precisamente, para ε = infi,x pii(xi | xi) , se tiene, para todo x, y : P (x, y) ≥ δ = εn > 0. En
particular, para toda distribucin inicial ν, νP k −→ pi
k→∞
.
Demostracio´n :
Invarianza de pi : para mostrar que pi es P -invariante, es suficiente constatar que P =
∏
i∈S Pi y
que pi es Pi-invariante, Pi correspondiente al i-e´simo paso del barrido. En efecto, si dos transicio-
nes P y Q admiten pi como medida invariante, la transicio´n compuesta PQ admite igualmente
pi como medida invariante porque pi(PQ) = (piP )Q = piQ = pi. Mostremos entonces que pi es
invariante para Pi. Pi hace pasar de un estado u a un estado v donde so´lo la coordenada i ha
sido cambiada, y esto con probabilidad pii(vi | ui),
Pi(u, v) =
{
pii(vi | ui) si ui = vi
0 si no
Con v fijo, solamente las configuraciones u donde ui = vi pueden llevar a v :∑
u
pi(u)Pi(u, v) =
∑
ui
pi(ui, vi)pii(vi | vi) =
∑
ui
pi(vi, vi)pii(ui | vi) = pi(v)
pi es invariante para Pi.
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Regularidad de P : para cada x, pi(x) > 0. As´ı, ε = infi∈S,x∈E pii(xi | xi) > 0 : para todo x, y ∈ E,
P (x, y) ≥ δ = εn > 0. 2
Comentarios.
(i) Es suficiente que pi sea conocida salvo un factor para as´ı construir P : si pi(x) = ce(x), la
probabilidad condicional pii(· | ·) no depende de c.
(ii) P no es pi-reversible a pesar de que cada Pi lo sea (una composicio´n de transiciones
pi-reversibles no es necesariamente pi-reversible, cf. ejercicio).
(iii) Todo otro barrido de S, σ(1) 7→ σ(2) 7→ · · · 7→ σ(n) visitando todos los sitios (σ es
entonces una permutacio´n de {1, 2, · · · , n}) da el mismo resultado. Es fa´cil ver que se obtiene
el mismo resultado de ergodicidad para un barrido de longitud N , visitando todos los sitios,
ciertos sitios pueden ser visitados varias veces.
(iv) Se demostrara´ en el cap´ıtulo 3 que se pueden hacer barridos sucesivos que cambian en
el curso del tiempo, la transicio´n en el k-e´simo barrido siendo P (k) : una condicio´n suficiente de
ergodicidad de la cadena inhomoge´nea (P (k)) es que el k-e´simo barrido satisfaga (iii), al estar
el nu´mero N(k) uniformemente acotado en k.
(v) En la pra´ctica, parece razonable iterar en promedio 100 veces los barridos para simular
pi.
Ejemplo 2.1 Simulacin del modelo de Ising
Consideremos el conjunto de sitios constituidos por la malla cuadrada S = {1, 2, · · · , n}2,
F = {−1,+1}, E = FS . El modelo de Ising con interaccio´n de los 4 vecinos ma´s cercanos
(denotado v.m.c.) se define de la manera siguiente : notemos por x ∈ E, U(x) = h∑i∈S xi +
β
∑
〈i,j〉 xixj , donde h, β son dos para´metros reales, y 〈·, ·〉 es la relacio´n de vecindad de los
4-v.m.c. : para i, j ∈ S, 〈i, j〉 ⇔ ‖i− j‖1 = 1. La distribucio´n pi de energ´ıa U se define por
pi(x) = Z−1 exp{h
∑
i∈S
xi + β
∑
〈i,j〉
xixj} (2.1)
donde Z = Z(h, β) =
∑
y∈E expU(y) es la constante de normalizacio´n que hace de pi una
probabilidad. La condicio´n de positividad de pi se verifica y es fa´cil ver que la distribucio´n
condicional en i, depende solamente de los vecinos ∂i = {j ∈ S : 〈i, j〉} de i por intermedio de
vi =
∑
j∈∂i xj (cf. cap´ıtulo 4 sobre los campos de Markov) :
pii(xi | xi) = pii(xi | x∂i) = Z−1(h, β, vi) exp{xi(h+ βvi)}
con Zi(h, β, vi) = 2 cosh(h+βvi). Notemos que a pesar de que la constante global Z es incalcula-
ble (e inu´til en la construccio´n del algoritmo), las constantes Zi son expl´ıcitas (e indispensables
para la construccio´n del algoritmo).
La situacio´n h = 0 da una distribucio´n donde todas las marginales Xi son equidistribuidas
sobre F = {−1,+1}. Si adema´s β > 0 , hay correlacio´n espacial, que crece a medida que β se
hace grande. En este caso, se puede tomar ε = (1 + e8β)−1; para β = 1, ε ' 3,4 × 10−4; se
entiende que la positividad de esta constante es esencial para garantizar la ergodicidad, ella, sin
embargo, es inoperante para tener un control real de la velocidad de ergodicidad.
Ejemplo 2.2 Textura de niveles de gris y el Φ-modelo
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Ma´s generalmente, el muestreador de Gibbs permite la simulacio´n de una gran clase de
densidades asociadas a un modelo de Gibbs sobre E = FN donde F ⊂ R, por ejemplo F =
{0, 1, 2, · · · , 255}
pi(x) = Z−1 expU(x)
En ana´lisis de ima´genes, F es un conjunto de niveles de gris; un modelaje cla´sico de textura de
niveles de gris es el siguiente ( [40], [39]) :
U(x) = θVd(x) donde Vd(x) =
∑
〈i,j〉
Φd(xi − xj), Φd(u) = 11 + (ud )2
La ventaja de estos Φ-modelos con respecto a los modelos gaussianos es que permiten los con-
trastes |xi − xj |, importantes en sitios vecinos, all´ı donde un modelo gaussiano no lo permite
(porque le dan un peso exp−(xi−xj)2 muy de´bil). θ y d son dos para´metros que controlan el tipo
de textura: los contrastes ma´s importantes se permiten si d aumenta, θ controla la correlacio´n
espacial. Para este modelo, la distribucio´n condicional en el sitio i es
pii(xi | x∂i) = Z−1(x∂i) exp{θ
∑
j:〈i,j〉
Φd(xi − xj)}
con Z(x∂i) =
∑
xi∈F
exp{θ
∑
j:〈i,j〉
Φd(xi − xj)}
2.2.2. Muestreador de Gibbs con barrido aleatorio
Sea ν una probabilidad sobre S. El muestreador de Gibbs con barrido aleatorio corresponde
al algoritmo siguiente : sea x el estado inicial,
(1) se selecciona un sitio i, independientemente del pasado, usando ν
(2) se cambia el valor xi en este sitio proponiendo yi con la distribucio´n pii(· | xi)
La nueva configuracio´n es y = (yi, xi). La transicio´n Q asociada se concentra en los cambios en
a lo sumo un sitio:
Q(x, y) =
∑
i=1,n
νi1(xi = yi)pii(yi | xi)
Proposicio´n 2.2 El muestreador de Gibbs aleatorio es ergdico y converge a pi siempre que ν y
pi son > 0.
Demostracio´n : Como en la demostracio´n precedente, es fa´cil ver que pi es invariante para
Q. Demostremos que Qn > 0. Sea ε = infi,x pii(xi | xi), ε > 0. Sean x, y ∈ E arbitrarios.
En el ca´lculo de la transicio´n Qn(x, y), existe una seleccio´n de barrido aleatorio que visita
sucesivamente todos los sitios 1 7→ 2 7→ 3 → · · · 7→ n, esto con la probabilidad ν1ν2 · · · νn > 0,
el i-e´simo cambio que sustituye a xi por yi. Notemos ∆ = ν1ν2 · · · νn. Se obtiene entonces la
minoracio´n :
Qn(x, y) ≥ ∆
∏
i=1,n
pii(yi | y1, y2, · · · , yi−1, xi+1, xi+2, · · · , xn) ≥ ∆εn > 0
De hecho, la minoracio´n puede ser mejorada porque el argumento es cierto para todo barri-
do definido por una permutacio´n de {1, 2, · · · , n}. Se obtiene entonces Qn(x, y) ≥ ∆n!εn; por
ejemplo, para un barrido aleatorio uniforme de S, Q(x, y) ≥ n!( εn)n. 2
Comparacio´n de estrategias para barridos.
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Amit y Grenander [4] comparan las estrategias de barrido para el caso espec´ıfico gaussiano
(ver ma´s adelante el muestreador de una distribucio´n continua sobre Rp) y para el criterio
de la velocidad de ergodicidad νPn → pi. Este contexto permite obtener un control de los
autovalores de la transicio´n de un barrido a partir de la covarianza de la variable y de la matrix
de visita de los sitios. Su conclusio´n es la siguiente: (1) el barrido aleatorio parece preferible
al barrido sistema´tico; (2) existen malos barridos sistema´ticos. Esto no permite sin embargo
rechazar los barridos sistema´ticos perio´dicos: ma´s simples desde un punto de vista algor´ıtmico,
son probablemente eficientes si los sitios sucesivos visitados esta´n alejados (lo que hace, en
promedio, un barrido aleatorio).
2.2.3. Muestrador con barridos s´ıncronos
Una manera de acelerar la simulacio´n es la de efectuar los n cambios simulta´neamente y de
manera independiente: hablamos entonces de cambios s´ıncronos o simulta´neos. La transicio´n
R(x, y) esta´ dada por:
R(x, y) =
∏
i∈S
pii(yi | xi)
Recalquemos la diferencia con el muestrador de Gibbs secuencial: aqu´ı el condicionamiento en el
sitio i es en (x1, x2, · · · , xi−1, xi+1, xi+2, · · · , xn) mientras que en el algoritmo secuencial lo era
en (y1, y2, · · · , yi−1, xi+1, xi+2, · · · , xn).
Para que estos cambios sean efectuados simulta´neamente, es necesario disponer de una
ma´quina con arquitectura paralela: un microprocesador se vincula a cada sitio i, i ∈ S, es-
tos procesadores realizan simulta´neamente e independientemente los cambios xi 7→ yi siguiendo
las distribuciones pii(· | xi).
Desafortunadamente, a pesar de que R es ergo´dica, pi no es en general invariante para R y
este me´todo por paralelizacio´n total no permite simular pi. Se tiene el resultado siguiente :
Proposicio´n 2.3 Muestreador con barridos sncronos.
La transicin R es regular. Existe entonces una distribucin µ tal que para toda distribucin
inicial ν, νRn → µ. En general, pi no es invariante para R, y entonces µ 6= pi. µ se llama
distribucin virtualmente asociada a pi.
Demostracio´n : Para ε = infi,x pii(xi | xi), infx,y R(x, y) ≥ εn : R es regular. Por otra parte,
es fa´cil ver que pi no es en general invariante para R (cf. ejercicio). 2
En general, no se sabe dar una fo´rmula expl´ıcita anal´ıtica de µ: las relaciones entre µ y la
distribucio´n de origen pi no son conocidas. En uno de los ejercicios, se estudia un caso particular
del modelo de Ising (2.1) donde µ puede ser dada de manera expl´ıcita: se constata que pi y µ
son muy dis´ımiles. Por ejemplo, si los vecinos de i para pi son los 4-v.m.c., aquellos de µ son los
4 vecinos diagonales. Esto lleva a pensar que distribucio´n virtual y la distribucio´n de origen son
“bastante diferentes”.
Simulacio´n de pi por paralelizacio´n parcial.
Se pueden proponer algoritmos parcialmente paralelos para la simulacio´n de pi. Para precisar
esto, retomemos el contexto del ejemplo (2.1) del modelo de Ising.
Sobre S = {1, 2, · · · , n}2, n par, consideremos la particio´n en dos colores : S = B ∪N , B =
{i = (i1, i2) t.q. i1+ i2 es par}, N = S\B (en el contexto donde S es un tablero de ajedrez n×n,
B es el conjunto de n
2
2 cuadrados blancos, N es el conjunto de
n2
2 los cuadrados negros). Es fa´cil
ver que la distribucio´n de (XB | xN ) (resp. de (XN | xB)) es PB(xB | xN ) =
∏
i∈B pii(xi | x∂i)
(resp. PN (xN | xB) =
∏
i∈N pii(xi | x∂i)).
2.2. EL MUESTREADOR DE GIBBS 21
Consideremos entonces el muestreador de Gibbs para el barrido siguiente de S: se comienza
por visitar los n
2
2 sitios de N , despue´s se termina por la visita de los
n2
2 sitios de B. Notemos P
la transicio´n de este muestreador; puesto que los cambios de sitios de N (resp de B) no hacen
intervenir sino a xB (resp. yN ), se tiene:
P (x, y) = PN (yN | xB)PB(yB | yN )
Este muestreador logra hacer bien la simulacio´n de pi. Si se dispone de una ma´quina paralela,
este algoritmo se realiza en dos iteraciones, cada una efectu´a n
2
2 cambios s´ıncronos. Se tiene
as´ı de un algoritmo de simulacio´n de pi parcialmente paralelo.
Es fa´cil generalizar esta construccio´n para un conjunto S provisto de un grafo de vecindad
para el cual es posible obtener una particio´n de S en k colores, con las propiedades de inde-
pendencia antes sen˜aladas. Si tal es el caso, se ha construido un algoritmo parcial paralelo que
trabaja en k iteraciones.
2.2.4. Muestreador de Gibbs sobre E = Rn (o (Rd)n)
Los resultados de Tierney [98] presentados en el primer cap´ıtulo se ponen fa´cilmente en
pra´ctica en la situacio´n siguiente, la continuidad absoluta es definida con respecto a la medida
de Lebesgue sobre E = (Rd)n:
◦ pi es una distribucio´n con densidad pi(x) > 0.
◦◦ la transicio´n P (x, y) admite una densidad p(x, y) > 0 para todo x, y ∈ E.
◦ ◦ ◦ pi es la medida invariante para P.
En este caso, la cadena de transicio´n P es pi -irreducible, aperio´dica y Harris recurrente. Se
deduce que, para la norma en variacio´n total y para toda distribucio´n inicial ν, νPn → pi.
Ejemplo 2.3 Simulacin de un vector gaussiano
Supongamos que F = R, la distribucio´n de X = (X1, X2, · · · , Xn) es gaussiana de media 0
y de matrix de covarianza Σ, invertible. Si la media es m, sera´ suficiente simular una gaussiana
de media 0 y sumarle luego m.
El muestreador de Gibbs deX consiste en visitar secuencialmente los sitios 1 7→ 2 7→ · · · 7→ n,
el i -e´simo cambio se hace siguiendo la distribucio´n condicional (Xi | y1, · · · , yi−1, xi+1, · · · , xn).
Esta distribucio´n condicional es gaussiana, pudiendo calcularla de manera expl´ıcita cuando Q =
Σ−1 esta´ dada en forma expl´ıcita. La transicio´n P (x, y) admite una densidad, positiva en todas
partes, as´ı como la densidad de X. El muestreador de Gibbs provee de una buena simulacio´n de
pi.
Recordemos que la distribucio´n condicional en el sitio i esta´ dada en funcio´n de los coeficientes
(qij) de Q por :
L(Xi | xi) ∼ N1(−q−1ii
∑
j:j 6=i
qijxj ; q−1ii )
En el caso de un campo gaussiano y markoviano (cf. cap´ıtulo 4), Q = Σ−1 tiene una for-
ma simplificada, pii(xi | xi) dependiente de xi por medio de x∂i, ∂i la vecindad de i para el
grafo markoviano. En particular, qij 6= 0 ⇔ j ∈ ∂i. Coloque´mosnos en S = {1, 2, · · · , n}2 y
consideremos la variable gaussiana X sobre S de densidad :
pi(x) = Z−1 expU(x) ou` U(x) = −1
2
txQx, con txQx = a
∑
i∈S
x2i + b
∑
‖i−j‖1=1
xixj
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Si
∣∣ b
a
∣∣ < 12 , Q es definida positiva y
L(Xi | xi) ∼ N1(− b
a
∑
j:‖i−j‖1=1
xj ;
1
a
).
Este me´todo de simulacio´n puede ser comparado al me´todo cla´sico. Sea Σ = T tT una
descomposicio´n de Cholesky de Σ, ε una muestra gaussiana esta´ndar de taman˜o N = n2 :
entonces, X = Tε es ahora NN (0,Σ). Por la descomposicio´n de Cholesky y para un campo sobre
{1, 2, · · · , 100}2, Σ es de dimensio´n 104 × 104. Para simular por el muestreador de Gibbs, es
necesario efectuar 100 barridos, es decir 100× 104 visitas sucesivas a los sitios, teniendo en cada
visita la simulacio´n de una gaussiana, pero sin la bu´squeda de la forma de Cholesky de Σ.
Ejemplo 2.4 Espacio de estados mixto E = (Λ× R)n
El muestreador de Gibbs se adapta bien a la simulacio´n de un modelo markoviano con espacio
de estados E = (Λ×R)n mixto: Λ = {1, 2, · · · , r} es un espacio cualitativo indicando la marca
λi del sitio i, mientras que R identifica el nivel de gris xi en este mismo sitio i. Estos modelos,
muy u´tiles en ana´lisis de ima´genes o en teor´ıa de sen˜ales, sera´n precisados en el cap´ıtulo 4.
2.3. La dina´mica de Metropolis-Hastings
Propuesta por Metropolis en 1953 ([74]), el algoritmo tomo´ su forma general en el art´ıculo
de Hastings de 1970 ([51]). A diferencia del muestreador de Gibbs, el algoritmo de Metropolis-
Hastings (denotado a partir de ahora M.H.) se puede usar en un espacio de estados E general
(para el muestreador de Gibb, E debe ser un espacio producto).
2.3.1. Construccio´n de la transicio´n de M.H.
Sea E = {1, 2, · · · , r} un espacio de estados finito, pi > 0 una distribucio´n sobre E. Dos
familias de distribuciones son la base del algoritmo,
(i) Q una transicio´n irreducible sobre E, llamada proposicio´n de cambio : Q(x, y) es la
probabilidad de proponer el cambio x 7→ y
(ii) a : E × E →]0, 1] la funcio´n de aceptacio´n del cambio : a(x, y) es la probabilidad de
aceptar el cambio x 7→ y. Se supondra´ que para todo x, a(x, x) = 1 : si uno no se mueve, se
acepta.
El algoritmo de M.H. es entonces el siguiente : sea x el estado inicial :
(1) Se propone el cambio x 7→ y siguiendo Q(x, ·)
(2) Se acepta este cambio con probabilidad a(x, y). Si no, no se modifica el valor x.
La transicio´n P de este algoritmo sera´ entonces :
P (x, y) =
{
Q(x, y)a(x, y) si x 6= y
Q(x, x) +
∑
y:y 6=xQ(x, y)[1− a(x, y)] en otro caso
(2.2)
Hay dos sorteos aleatorios independientes a realizar: el primero siguiendo la distribucio´n Q(x, ·)
sobre E; el segundo bajo una distribucio´n uniforme U sobre [0, 1] : si U ≤ a(x, y), se acepta el
cambio x 7→ y. De lo contrario se permanece en x.
Como se puede constatar, a este nivel, Q y a son independientes de pi. Impondremos a P
la condicio´n de ser pi-reversible, en cuyo caso pi sera´ automa´ticamente P -invariante. Bajo la
condicio´n de irreducibilidad y de aperiodicidad, P sera´ entonces ergo´dica, νPn convergera´ hacia
pi para toda distribucio´n inicial ν.
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2.3.2. pi-reversibilidad de M.H. y ergodicidad
La condicio´n de reversibilidad se escribe:
∀x, y ∈ E, x 6= y : pi(x)q(x, y)a(x, y) = pi(y)q(y, x)a(y, x) (2.3)
Dado que pi > 0 y a > 0, q(x, y) 6= 0⇔ q(y, x) 6= 0 : bajo (2.3), Q es “de´bilmente sime´trica”.
En otros te´rminos, se puede ir de x hacia y, si y solamente si se puede ir de y hacia x. Esto se
verifica, por ejemplo, si Q es sime´trica. En la construccio´n del algoritmo de M.H., se comienza
seleccionando Q ; a tendra´ que verificar :
a(x, y)
a(y, x)
=
pi(y)q(y, x)
pi(x)q(x, y)
, r(x, y) (2.4)
Notemos que para verificar (2.4), es suficiente conocer pi salvo un factor multiplicativo.
Demos dos ejemplos de selecciones cla´sicas de a. Sea F :]0,+∞[→]0, 1], una funcio´n que
verifica la condicio´n:
∀z > 0 : F (z) = zF (1
z
)
Para r definida en (2.4), si a verifica :
a(x, y) = F (r(x, y))
entonces a verifica la condicio´n de reversibilidad (2.4).
Ejemplo 2.5 Dinmica de Barker, F (z) = z1+z [8]
a(x, y) = pi(y)q(y,x)pi(x)q(x,y)+pi(y)q(y,x) . Si Q es sime´trica, a(x, y) =
pi(y)
pi(x)+pi(y) .
Ejemplo 2.6 Dinmica de Metropolis, F (z) = mı´n{1, z}[74]
a(x, y) = mı´n{1, pi(y)q(y,x)pi(x)q(x,y)}. Si Q es sime´trica, a(x, y) = mı´n{1, pi(y)pi(x)}. El algoritmo de Metropolis
toma la forma siguiente:
Algoritmo de Metropolis, el caso Q sime´trico
(i) Sea x el estado inicial: escoger y siguiendo Q(x, ·)
(ii) Si pi(y) ≥ pi(x), guardar y. Volver a (i).
(iii) Si pi(y) < pi(x), lanzar una distribucio´n uniforme U en [0, 1] :
• si U ≤ p = pi(y)pi(x) ,guardar y.
•• si U > p, guardar el valor inicial x.
(iv) Volver a (i).
Ergodicidad de P .
Dado que a > 0, P es ergo´dica si Q es regular. Igualmente, P es irreducible si Q es irreducible.
Bastara´ asegurarse la aperiodicidad de P .
Proposicio´n 2.4 Ergodicidad del algoritmo de M.H.
Supongamos que Q sea irreducible y que a(x, y) verifica la condicin de reversibilidad (2.4).
La ergodicidad de P , y la convergencia νPn → pi para toda distribucin inicial ν, se asegura bajo
una de las condiciones siguientes:
(i) Q es regular.
(ii) ∃x0 t.q. Q(x0, x0) > 0.
(iii) ∃(x0, y0) t.q. r(x0, y0) < 1.
(iv) Q es simtrica y pi no es la distribucin uniforme.
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Demostracio´n : (i) es suficiente dado que a > 0. Para las tres otras condiciones, demostremos
que existe x0 t.q. P (x0, x0) > 0. Esta condicio´n garantiza la aperiodicidad de P . Bajo (ii) o
(iii), utilizando la expresio´n (2.2) que expresa P (x, x) en funcio´n de Q y de a, es fa´cil ver que
P (x0, x0) > 0.
Examinemos (iv). Q siendo irreducible, todos los estados se comunican. Notemos x ∼ y si
q(x, y) > 0 (⇔ q(y, x) > 0). Puesto que pi no es uniforme y que todos los estados se comunican,
existe x0 ∼ y0 tales que pi(x0) > pi(y0). Se tiene entonces:
P (x0, x0) ≥ q(x0, y0)[1− pi(y0)
pi(x0)
] > 0.
2
2.3.3. Ejemplos
Ejemplo 2.7 Distribucin pi obtenida a partir de una energa U : pi(x) = Z−1 expU(x)
Si Q es sime´trica, la dina´mica de Metropolis depende de los cocientes p = pi(y)pi(x) = exp{U(y)−
U(x)} y del signo de ∆U = {U(y) − U(x)}: si ∆U ≥ 0, se guarda y; si no, y se retiene con
probabilidad exp∆U . Denotando por a+ = sup{0, a} , la transicio´n se escribe para x 6= y,
P (x, y) = Q(x, y) exp−[U(x)− U(y)]+.
Ejemplo 2.8 Dinmica de cambio de spins para un modelo de Ising
Consideremos el modelo de Ising (2.1) sobre S = {1, 2, · · · , n}2, el valor del spin en i sera´ de-
notado xi ∈ {−1,+1}, la distribucio´n conjunta sobre E = {−1,+1}S esta´ dada por la energ´ıa
U(x) = h
∑
i∈S xi + β
∑
‖i−j‖1=1 xixj . Sea x una configuracio´n inicial.
Se selecciona la proposicio´n de cambio Q siguiente: se comienza por escoger al azar con
distribucio´n uniforme dos sitios i y j de S ; se propone la configuracio´n y ide´ntica a x en todas
partes salvo en que los valores xi y xj han sido intercambiados :
y{i,j} = x{i,j}, yi = xj e yj = xi
Q es sime´trica. Dado que U no hace intervenir sino las interacciones xixj para sitios vecinos,
∆U(x, y) toma una forma local simple. Si los dos sitios seleccionados por la permutacio´n de
spins son i y j, es fa´cil verificar que, poniendo vk =
∑
l:〈l,k〉 xl, se tiene :
∆U(x, y) = U(y)− U(x) =
{
β(xj − xi)(vi − vj) si ‖i− j‖1 > 1
β(xj − xi)(vi − vj)− β(xj − xi)2 si ‖i− j‖1 = 1
Un paso del algoritmo de Metropolis de cambio de spins requiere entonces :
(i) Sortear dos uniformes independientes definidas en {1, 2, · · · , n}
(ii) El ca´lculo de ∆U(x, y)
(iii) Si ∆U(x, y) < 0, el sorteo de una variable V uniforme en [0, 1] , independiente de (i); se
acepta la permutacio´n de spins si V < exp∆U(x, y). Si no, no se intercambian los spins.
Sea x(0) la configuracio´n inicial en el paso 0. La proposicio´n de cambio Q obliga a permanecer
en el espacio de configuraciones
E0 = Ex(0) = {x ∈ E t.q.
∑
i∈S
xi = N(0) =
∑
i∈S
xi(0)}
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A cada proposicio´n de cambio, el nu´mero de spins de un signo dado es invariante. Sobre E0, Q es
irreducible: en efecto dos configuraciones de E0 se corresponden por (al menos) una permutacio´n
de S y toda permutacio´n es un producto finito de transposiciones. Por otra parte, si x(0) no es
una configuracio´n constante y si β 6= 0, pi no es constante sobre E0, la transicio´n del algoritmo
es aperio´dica. El algoritmo de Metropolis de cambio de spins es entonces ergo´dico sobre E0,
suministrando una simulacio´n de pi |E0 , la distribucio´n pi restringida a E0.
Ejemplo 2.9 El muestrador de Gibbs a barrido aleatorio
El muestrador de Gibbs a barrido aleatorio sobre E = FS es un algoritmo de M.H. para la
dina´mica de Metropolis siguiente:
(1) Seleccionar un sitio i ∈ S al azar bajo la distribucio´n ν (ν > 0) ; la transicio´n Q hace
pasar de x = (xi, xi) a y = (yi, xi), donde yi se escoge siguiendo la distribucio´n pii(· | xi).
(2) Se guarda siempre y : para x e y del tipo precedente, a(x, y) = 1.
Esta seleccio´n corresponde a la dina´mica de Metropolis, a(x, y) = sup{1, r(x, y)}; en efecto :
r(x, y) =
νipi(yi, xi)pii(xi | xi)
νipi(xi, xi)pii(yi | xi) ≡ 1
Ejemplo 2.10 Simulacin sobre un espacio provisto de un grafo irreducible
Supongamos que E (no necesariamente espacio producto) esta´ provisto de una estructura de
grafo G sime´trico, es decir de una relacio´n de “vecindad” x ∼ y sime´trica para x 6= y. Se define
la vecindad de x como V(x) = {y | y ∼ x} y se supone que para todo x, v(x) = |V(x)| > 0,
donde |A| es el cardinal de A. Se dira´ que el grafo G es irreducible si para todo x, y ∈ E, existe
un camino que va de x a y.
Consideremos ahora la proposicio´n de cambio uniforme de x hacia uno de sus vecinos,
q(x, y) =
{ 1
v(x) si y ∼ x
0 en otro caso
Q es una transicio´n sime´trica, irreducible si G es irreducible.
Ejemplo 2.11 Un problema de corte maximal de un grafo
Especifiquemos E y pi en el contexto de un problema de corte maximal de un grafo. Sea
S = {1, 2, · · · , n} un conjunto de n sitios, y w = {wij , i, j ∈ S} un conjunto de pesos reales
y sime´tricos sobre S × S : para todo i, j ∈ S, wij ∈ R y wij = wji. Pongamos E = P(S) el
conjunto de subconjuntos de S, y para A ∈ E,
U(A) =
∑
i∈A,j /∈A
wij
El problema a resolver es el siguiente: buscar A minimizando U(A). Usaremos para esto un
algoritmo de recocido simulado (cf. cap´ıtulo 3). Describiremos aqu´ı el algoritmo de simulacio´n
de la distribucio´n piβ siguiente :
piβ(A) = Z−1(β) exp{−βU(A)}
La relacio´n entre la simulacio´n de piβ y la minimizacio´n de U es la siguiente, e´sta es la heur´ıstica
del recocido simulado : el conjunto Mβ de las modas de piβ tiende, cuando β → +∞, hacia el
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conjunto M donde U alcanza su mı´nimo. As´ı, la simulacio´n de piβ para β grande se concentra
aproximadamente alrededor de M .
Algoritmo de Metropolis para la simulacio´n de piβ.
(1) Los u´nicos cambios autorizados son A 7→ B donde B difiere de A en exactamente un
sitio; dos casos se presentan :{
(i) B = A ∪ {s} si |A| < n y si s /∈ A o
(ii) B = A\{s} si |A| ≥ 1 y s ∈ A
Notemos que B 7→ A es posible si A 7→ B lo es: el grafo de comunicacio´n asociado A ∼ B es
sime´trico.
(2) Se selecciona s uniformemente sobre S : si s ∈ A, se toma B = A\{s}; si s /∈ A, se toma
B = A ∪ {s}. En estos dos casos, q(A,B) = 1n ; si no, q(A,B) = 0.
Q es sime´trico e irreducible. Notemos que Q no es regular, puesto que all´ı donde ella no es nula,
ella cambia la paridad de un subconjunto.
(3) Evaluar ∆U = U(B) − U(A) : para (i), ∆U = ∑j /∈B wsj −∑i∈Awis; para (ii), ∆U =∑
i∈B wis −
∑
j /∈Awsj .
(4) piβ esta´ asociada a la energ´ıa −βU . As´ı, si ∆U ≤ 0, se guarda B. En otro caso, se guarda
B con probabilidad p = exp−β∆U .
Al ser Q sime´trica, el algoritmo es ergo´dico ya que U es no constante.
2.3.4. Algunos resultados generales sobre las transiciones pi-reversibles
Sea P una transicio´n ergo´dica y pi-reversible sobre E = {1, 2, · · · , r}, X = (X0, X1, X2, · · · )
una cadena homoge´nea de transicio´n P . Notemos l2(pi) = l2C(pi) el espacio de las funciones reales
definidas sobre E con el producto escalar 〈f, g〉 =∑ f(x)g(x)pi(x). Para toda distribucio´n inicial
ν y todo f ∈ Ω, se tiene [58] :
v(f, pi, P ) = l´ım
T→∞
Var(T−
1
2
T−1∑
t=0
f(Xt)) existe y es independiente de ν.
Proposicio´n 2.5 Espectro de una transicin reversible y valor de v(f, pi, P )
(1) Si P es pi-reversible y ergdica, P es auto-adjunta sobre l2(pi). P es diagonalizable de
autovalores reales que verifican
λ1 = 1 < λ2 ≤ · · · ≤ λr ≤ −1
λr = −1 corresponde al caso de una cadena 2-peridica.
(2) Escojamos los autovectores asociados {e1 = 1, e2, · · · , er} ortonormales en l2(pi). Enton-
ces :
v(f, pi, P ) =
r∑
k=2
1 + λk(P )
1− λk(P )〈f, ek〉
2
pi (2.5)
Comentarios:
(1) λ2 se llama el autovalor subdominante de P : e´l permite identificar el factor de varianza
asinto´tica v(f, pi, P ) en el T.C.L. para T−
1
2
∑T−1
t=0 f(Xt) y, para este criterio, permite comparar
dos transiciones.
(2) ρ2 = sup{|λ2| , |λr|} controla la velocidad de ergodicidad porque ‖νPn − pi‖ ≤ C(ν)ρ2(P )n.
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(3) Los controles expl´ıcitos de λ2 o de ρ2 son en general imposibles. Mayoraciones y minora-
ciones del hueco espectral (”spectral gap”) (1−λ2) de P pueden conseguirse en ([29], Ch.6.II.4,
p. 250).
Demostracio´n:
(1) Poniendo Ph(x) =
∑
P (x, y)h(y), se verifica fa´cilmente, usando la reversibilidad para la
segunda desigualdad, que
〈f, Pg〉 =
∑
f(x)Pg(x)pi(x) =
∑
g(x)Pf(x)pi(x) = 〈Pf, g〉
(2) Descompongamos f en la base de autovectores : f
∑
i=1,r aiei, donde ai = 〈f, ei〉. Si f es
real, ai ∈ R. Se tiene: (i) pi(f) = a1; (ii) Pnf =
∑
i=1,r aiλ
n
i ei. Se calcula la covarianza entre
f(X0) y f(Xn), en el re´gimen estacionario, y para f real:
E(f(X0)f(Xn)) =
∑
i=1,r
aiλ
n
i 〈f, ei〉 =
∑
i=1,r
λni |ai|2 =
∑
i=1,r
λni a
2
i
V ar(f(X0)) =
∑
i=2,r
a2i , et Cov(f(X0), f(Xn))
∑
i=2,r
a2iλ
n
i
Se deduce entonces fa´cilmente (2). 
2.3.5. Comparacio´n de diferentes dina´micas de M.H.
Definiciones y resultados preliminares.
Fijando la transicio´n de la proposicio´n de cambio, vamos a comparar las dina´micas de M.H.
correspondientes a selecciones diferentes de la funcio´n de aceptacio´n a.
Si P y Q son dos transiciones sobre E = {1, 2, · · · , r}, se dice que P domina Q fuera de la
diagonal (lo que notaremos P Â Q) si para todo i 6= j, pij ≥ qij . Sea pi > 0 una probabilidad en
E. Un operador M sobre Ω = RE (es decir una matrix r × r) es positiva si para todo f ∈ Ω,
〈Mf, f〉pi =
∑
i,j
Mijfifjpii ≥ 0
con (Mf)i =
∑
jMijfj .
El resultado siguiente se debe a Peskun [82]. E´l permite establecer la optimalidad de la
dina´mica de Metropolis en la familia de las diferentes selecciones posibles de a (2.4) conduciendo
a una transicio´n P reversible (para Q fijo), o´ptima para el criterio de la varianza ma´s pequen˜a
v(f, pi, P ). Estos resultados han sido generalizados por Tierney [100] en el caso de un espacio de
estados general.
Proposicio´n 2.6 Sean P y Q dos transiciones pi-reversibles tales que P Â Q.
(1) (Q− P ) es un operador positivo. En particular :
CovP (f(X0), f(X1)) ≤ CovQ(f(X0), f(X1))
(2) Para toda f ∈ Ω, v(f, pi, P ) ≤ v(f, pi,Q).
(3) En particular, λ2(P ) ≤ λ2(Q).
Demostracio´n :
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(1) Pongamos hij = pii(δij + pij − qij), donde δij es la funcio´n de Dirac. h ≥ 0 y{ ∑
j hij = pii (P y Q son transiciones)∑
i hij = pij (P y Q son pi -reversibles)
En particular,
∑
ij hij = 1. Se tiene la sucesio´n de igualdades :
〈(Q− P )f, f〉pi =
∑
i,j
(qij − pij)fifjpii =
∑
i,j
[piiδij − hij ]fifj
=
∑
i
f2i pii −
∑
i,j
fifjhi
=
1
2
{
∑
i,j
f2i hij +
∑
i,j
f2j hij − 2
∑
ij
fifjhij}
=
1
2
∑
i,j
(fi − fj)2hij ≥ 0
La relacio´n entre las covarianzas es una consecuencia directa de esta positividad tomando f
centrada.
(2) cf. [82], [58].
(3) A partir de (2) y de (2.5), seleccionando f = e2(P ),
v(f, pi, P ) =
1 + λ2(P )
1− λ2(P ) ≤
r∑
k=2
1 + λk(Q)
1− λk(Q)〈e2(P ), ek(Q)〉
2 ≤ 1 + λ2(Q)
1− λ2(Q)
porque λ2(Q) ≥ λk(Q) para k ≥ 2 y ‖e2(P )‖2pi = 1. 2
Consecuencias.
(1) Optimalidad de la dina´mica de Metropolis.
Fijemos la transicio´n de la proposicio´n de cambio Q. Las selecciones de la probabilidad de
aceptacio´n a que hacen a la transicio´n de M.H. P reversible son aquellas para las cuales
a(x, y) = a(y, x)r(x, y) donde r(x, y) =
pi(y)Q(y, x)
pi(x)Q(x, y)
la dina´mica de Metropolis corresponde a la seleccio´n aM (x, y) = mı´n{1, r(x, y)}. Entonces,{
si r(x, y) < 1, aM (x, y) = r(x, y) ≥ a(x, y)
si r(x, y) ≥ 1, aM (x, y) = 1 ≥ a(x, y)
Si x 6= y,
PM (x, y) = Q(x, y)aM (x, y) ≥ PMH(x, y) = Q(x, y)a(x, y)
Para el criterio de la varianza v(f, pi, P ), la dina´mica PM de Metropolis es o´ptima.
(2) Mejoras del muestreador de Gibbs : Gibbs Metropolizado [70].
En el muestreador de Gibbs con barrido aleatorio, impongamos el cambio (si el sitio i se
escoge por el intercambio) x = (xi, xi)→ y = (yi, xi), para la distribucio´n pii(· | xi) con yi 6= xi.
La probabilidad de transicio´n es
P1(x, y) = νi
pii(yi | xi)
1− pii(xi | xi)
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Para el muestreador de Gibbs Metropolizado y las mismas proposiciones de cambio x 7→ y
q(x, y) =
pii(yi | xi)
1− pii(xi | xi)
(si F = {a, b} es de dos estados, se cambia sistema´ticamente xi en otro valor). Se aceptara´ y
con probabilidad
aM (x, y) = mı´n{1, r(x, y)} = mı´n{1, 1− pii(xi | x
i)
1− pii(yi | xi) }
Para un barrido aleatorio y para x 6= y, la transicio´n es
P2(x, y) = νimı´n{ pii(yi | x
i)
1− pii(xi | xi) ,
pii(yi | xi)
1− pii(yi | xi)} ≥ νipii(yi | x
i) = P1(x, y)
P2 domina P1 : el muestreador de Gibbs Metropolizado es preferible al muestreador de Gibbs
habitual.
Comparacio´n de los algoritmos de Gibbs y de Metropolis.
Cuando E es un espacio producto, se puede definir simulta´neamente el muestreador de Gibbs
(G) y el algoritmo de Metropolis (M). Ma´s generalmente Frigessi et al [33] estudian la familia
de algoritmos pi-reversibles intercambiado las configuraciones sitio por sitio, y comparan los
autovalores subdominantes ρ2. Para un barrido aleatorio, los autores establecen que ρ2 = λ2
para los dos algoritmos. Muestran que si el intercambio de Metropolis es iterado dos veces (o
un nu´mero par de veces k) en cada sitio (algoritmos (Mk)), (G) es preferible a (Mk). La
descripcio´n completa de estos algoritmos de intercambio sitio por sitio para el modelo de Ising
se propone como ejercicio.
2.3.6. Algoritmo de M.H. para un espacio de estados general [98]
Sea E un espacio de estados general, λ una medida de referencia en E. T´ıpicamente, E = Rd
y λ es la medida de Lebesgue. Se estudiara´ tambie´n el caso de espacios del tipo E = ⊕Nd=1Rd en
el contexto de la simulacio´n de procesos puntuales de Gibbs, N corresponde a una cota superior
del nu´mero de puntos de la realizacio´n del proceso. Sea pi la distribucio´n a simular : se supone
que pi admite una densidad con respecto a λ, de nuevo llamada pi y con pi(x) > 0 para toda
configuracio´n x.
Consideremos ahoraQ una transicio´n de proposicio´n con densidad q ,Q(x, dy) = q(x, y)λ(dy).
Para las selecciones y posibles (es decir tales que q(x, y) > 0), la razo´n de M.H. es
r(x, y) =
pi(y)q(y, x)
pi(x)q(x, y)
Por ejemplo, la dina´mica de Metropolis esta´ asociada a la probabilidad a(x, y) = mı´n{1, r(x, y)}.
De manera ma´s general, para una probabilidad a cumpliendo la condicio´n de reversibilidad (2.4)
y poniendo p(x, y) = q(x, y)a(x, y) si x 6= y, 0 en otro caso, la transicio´n de M.H. es
P (x, dy) = p(x, y)λ(dy) + [1−
∫
p(x, z)λ(dz)]δx(dy)
pi es invariante para P . Es necesario asegurar la pi -irreducibilidad y la aperiodicidad de P para
tener la convergencia
∀x ∈ E, ‖Pn(x, ·)− pi(·)‖V T → 0
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El hecho de que la convergencia tenga lugar para todo x esta´ ligado al hecho de que una transicio´n
de M.H. es Harris recurrente (cf. Corolario 2 de [98]).
Si Q es pi-irreducible, P tambie´n lo es. Una condicio´n suficiente de aperiodicidad es
λ{x : 1−
∫
p(x, z)λ(dz) > 0} > 0
Es decir, en un conjunto de λ-medida > 0, no se cambia la configuracio´n con una probabilidad
> 0.
Ejemplo 2.12 Simulacin de un Proceso Puntual de Gibbs en S = [0, 1]2
Presentaremos en el cap´ıtulo 4 los procesos markovianos de objetos. Cuando los objetos se
reducen a un punto de Rd, hablaremos de procesos puntuales. Presentamos aqu´ı estos procesos
puntuales as´ı como su simulacio´n.
Un proceso puntual (denotado de ahora en adelante P.P.) en S = [0, 1]2 es una variable
aleatoria que toma sus estados x en el espacio exponencial de configuraciones E = ∪n≥0Sn.
Si x = (x1, x2, · · · , xn), hay n = n(x) puntos de S en la realizacio´n del P.P., el orden de
enumeracio´n de los puntos se mantiene (habra´ entonces cada vez n! realizaciones equivalentes).
Para una presentacio´n general de modelos de P.P., se puede consultar ([14], [94]).
El P.P. (la medida) de referencia es el P.P. de Poisson (P.P.P.). El P.P.P. de intensidad 1 en
S esta´ caracterizado por :
(i) la probabilidad de que haya n puntos en la realizacio´n es (n!× e)−1.
(ii) si hay n puntos, e´stos esta´n repartidos al azar uniformemente en S.
As´ı, la densidad del P.P.P. es
p(x) =
1
e
∑
n≥0
1(n(x) = n)
n!
dx1 dx2 · · · dxn
Una manera cla´sica de definir otros P.P. es definir su densidad con respecto al P.P.P. Sea U :
E → R una funcio´n de energ´ıa invariante por permutacio´n de coordenadas de x (U(x) = U(σ(x))
para toda permutacio´n σ de coordenadas de x), que verifica la condicio´n de admisibilidad,
Z =
∑
n≥0
1
n!
∫
x∈Sn
expU(x)dx <∞
Entonces la densidad f(x) = Z−1 expU(x) define un P.P. en S. Por ejemplo, U(x) ≡ 0 nos da
el P.P.P. de para´metro 1, U(x) ≡ a da el P.P.P. de intensidad ea. Presentemos algunos modelos
cla´sicos.
Ejemplo : Modelo uniforme de nu´cleo duro (Hardcore model)
Sea r > 0 un radio fijo. Un proceso de nu´cleo duro es un P.P.P. condicionado al hecho de que
dos puntos cualesquiera de la realizacio´n esta´n siempre a una distancia ≥ r. La densidad de un
tal modelo es, si x = (x1, x2, · · · , xn) :
f(x) = c1(∀i 6= j, ‖xi − xj‖ ≥ r)
Por ejemplo en ecolog´ıa, este condicionamiento traduce la existencia de zonas de influencia de
plantas situadas en los sitios xi. En f´ısica, se habla de modelo de esferas no penetrables : existe
un radio de embotellamiento irreducible.
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Ejemplo : Modelo de Strauss
Para una realizacio´n de n = n(x) puntos y para dos constantes reales a y b, el modelo de Strauss
(Strauss, [95]; [87]) es un modelo de energ´ıa
U(x) = an(x) + bs(x)
donde s(x) =
∑
i6=j 1(‖xi − xj‖ < r), para un valor dado r. Se trata de un modelo de Gibbs
de potenciales evaluados en los conjuntos de un solo elemento Φ{i}(x) = a, y de potenciales
de pares Φ{i,j}(x) = b1(‖xi − xj‖ < r). a es un para´metro de intensidad, y b un para´metro de
interaccio´n. Bajo la forma exponencial, la densidad es
f(x) = Z−1βn(x)γs(x), con a = log β y b = log γ
Si se impone n(x) ≤ N <∞, U es admisible. Sin acotar n(x), U es admisible si y so´lo si b ≤ 0
(γ ≤ 1) ([63]). Para γ = 0, se encuentra de nuevo el modelo de nu´cleo duro, γ = 1 es el P.P.P.,
γ > 1 (y n fijo) favorece las configuraciones de agregados, mientras que γ < 1 favorece las
configuraciones ma´s regulares.
Ejemplo: Modelos de interaccio´n de a´reas (cf. Cap´ıtulo 4)
Estos modelos, con un uso ma´s sencillo que el modelo de Strauss, fueron introducidos por
Baddeley y van Lieshout [6]. Sea x = (x1, x2, · · · , xn) una realizacio´n. Coloquemos bolas de
radios r centradas en xi, i = 1, n. Notemos A(x) el a´rea de la unio´n de estas bolas. Los modelos
de interaccio´n de a´reas tienen por densidad
f(x) = Z−1βn(x)γA(x)
Estos modelos son admisibles sin limitacio´n cuando γ > 0 : β regula la intensidad y γ discrimina
entre las situaciones ma´s regulares (γ < 1) y aquellas con formacio´n de agregados (γ > 1).
Estos diferentes modelos de P.P. gibsianos se prestan bien a la simulacio´n usando la dina´mica
de Metropolis ([78], [48], [34]). Se examinara´ separadamente la situacio´n donde n(x) = n esta´ fijo
o no.
(1) Dina´mica de Metropolis : el caso n(x) = n fijo.
f(x) esta´ concentrado en E = Sn. Sea E+ = {x ∈ E, f(x) > 0} el soporte de f .
Simulacio´n de un Proceso Puntual
(i) Proposicio´n de cambio : sea x = (x1, x2, · · · , xn) ∈ E+
• Escoger η = xi ∈ x con la probabilidad uniforme 1n .
•• Reemplazar η por ξ escogido uniformemente en S+(x, η)
donde S+(x, η) es tal que f((x\η) ∪ ξ) > 0 donde (x\η) ∪ ξ = (x\{η}) ∪ {ξ}. La
proposicio´n de cambio es
x 7→ y = (x\η) ∪ ξ
Si E = E+, la densidad de transicio´n es, para x 7→ y, q(x, y) = 1n|S|, 0 en otro
caso.
(ii) Aceptar y con la probabilidad a(x, y) = mı´n{1, f(y)f(x)}. En otro caso, perma-
necer en x.
La transicio´n de Metropolis es ergo´dica si q es irreducible y aperio´dica. Lo que se cumple
si f > 0 en todas partes. En n pasos, se puede pasar de todo x a todo y y dado que a > 0, la
cadena es aperio´dica. Pueden existir situaciones donde q no sea irreducible (cf. ejercicio).
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(2) Dina´mica de Metropolis : el caso sin restricciones.
Para simplificar la presentacio´n, supondremos que E = E+. E es de dimensio´n variable. Diremos
que la densidad f del P.P. es hereditaria si para x ∈ E y ξ ∈ S f(x ∪ ξ ) > 0⇒ f(x) > 0.
(i) Proposicio´n de cambio : sea x ∈ E
• Con una probabilidad p(x), se incorpora un punto ξ seleccionado en S con una densidad
b(x, ·) : y = x ∪ ξ.
• Con probabilidad 1−p(x), se quita uno de los puntos η de x con la probabilidad d(x\η, η),
η ∈ X : y = x\η.
Esto deja un gran margen para la proposicio´n de cambio.
(ii) La probabilidad de aceptacio´n de y es a(x, y) = mı´n{1, r(x, y)} donde{
r(x, x ∪ ξ) = f(x∪ξ)f(x) 1−p(x)p(x) d(x,ξ)b(x,ξ) si y = x ∪ ξ
r(x, y) = 1r(y,x\η) si y = x\η con η ∈ x
Por ejemplo, si p(x) = 1− p(x) ≡ 12 , si b(x, ξ) ≡ 1|S| y d(x, ξ) = 1n si n(x) = n, se tiene{
r(x, x ∪ ξ) = f(x∪ξ)f(x) |S|n si y = x ∪ ξ
r(x, y) = f(x)f(x\η)
n
|S| si y = x\η, η ∈ x
La irreducibilidad de q esta´ asegurada puesto que : para x e y dos estados de E, existe
un camino de longitud n(x) + n(y) que une x con y; es suficiente en efecto pasar de x a la
configuracio´n vac´ıa ∅, y borrar los n(x) puntos de x punto a punto, despue´s, al llegar a la
configuracio´n vac´ıa, se hacen aparecer progresivamente los n(y) puntos de y.
2.4. Ejercicios
Ejercicio 2.1 Distribucin conjunta y distribuciones condicionales
(1) Una distribucio´n conjunta positiva esta´ caracterizada por sus distribuciones condiciona-
les.
Sea pi > 0 una distribucio´n en E = F1 × F2 × · · · × Fn, cada Fi es finito. Sea ωi un estado de
referencia para cada Fi, ω = (ωi). Verificar que la distribucio´n conjunta puede ser reconstruida
a partir de sus distribuciones condicionales en base a la identidad
pi(x) = pi(ω)
n∏
i=1
pii(xi | ω1, · · · , ωi−1, xi+1, xn)
pii(ωi | ω1, · · · , ωi−1, xi+1, xn)
(2) En general y sin restricciones, una familia de n distribuciones condicionales no se
integran en una distribucio´n conjunta.
Sea F1 = {1, 2, · · · ,m1} y F2 = {1, 2, · · · ,m2}, m1 y m2 > 2. Nos damos unas familias de
distribuciones (X | Y = y) y (Y | X = x) respectivamente en F1 y en F2, para y ∈ F2 y x ∈ F1
. Evaluar la dimensio´n parame´trica de estas dos familias si no hay restricciones. ¿Cua´l es la
dimensio´n de un modelo conjunto (X,Y ) general en E × F? Conclusiones.
Ejercicio 2.2 Muestreador de Gibbs para un proceso bivariado con componentes binarias
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Sea S = {1, 2, · · · , n}2 el toro bidimensional, provisto de la relacio´n de 4-v.m.c., relacio´n
prolongada por periodicidad. Se considera en S el proceso bivariado Zi = (Xi, Yi) ∈ {0, 1}2, i ∈ S
con distribucio´n de Gibbs
pi(z) = Z−1 exp[
∑
i∈S
Φ1(zi) +
∑
〈i,j〉
Φ2(zi, zj)] con
Φ1(zi) = αxi + βyi + γxiyi y Φ2(zi, zj) = δxixj + ηyiyj para 〈i, j〉
(1) Determinar las distribuciones condicionales siguientes : pii(zi | zi), pi1i (xi | xi, y) y pi2i (yi |
x, yi).
(2) Construir un muestreador de Gibbs usando las dos familias pi1i y pi
2
i , i ∈ S. Establecer la
ergodicidad de este muestreador.
Ejercicio 2.3 Simulacin de un proceso gaussiano bivariado
En el mismo contexto que el ejercicio anterior, se quiere simular la distribucio´n gaussiana
bivariada en S de densidad
pi(z) = Z−1 exp−{
∑
i∈S
(x2i + y
2
i ) + β
∑
〈i,j〉
(xiyj + xjyi)}, |β| < 12
Determinar las distribuciones condicionales pii(zi | zi), pi1i (xi | xi, y) y pi2i (yi | x, yi). Proponer
dos procedimientos de simulacio´n.
Ejercicio 2.4 Generar una permutacin aleatoria [20]
Se quiere generar una permutacio´n aleatoria de distribucio´n pi uniforme en el conjunto E =
Σn de las permutaciones de {1, 2, · · · , n}. Demostrar que la transicio´n P en E que permuta
dos ı´ndices i y j escogidos al azar es pi-reversible. Deducir una manera de sacar al azar una
permutacio´n.
Ejercicio 2.5 Cadena de Markov de campo de Markov o dinmica espacio-temporal
Se considera S = {1, 2, . . . , n}, F = {0, 1} y la cadena homoge´nea X = (X(t), t ≥ 0) en
E = FS de transicio´n
P (x(t− 1), x(t)) = Z(x(t− 1))−1 exp
∑
i∈S
xi(t)[α+ βvi(t) + γwi(t− 1)] con
vi(t) = xi−1(t) + xi+1(t) y wi(t− 1) = xi−1(t− 1) + xi(t− 1) + xi+1(t− 1)
con la convencio´n zi = 0 si i /∈ S.
(1) ¿Co´mo simular una tal dina´mica por el muestreador de Gibbs? Escribir las distribuciones
condicionales que intervienen.
(2) Poner en pra´ctica esta dina´mica para α = −β = 2 y n = 100. Estudiar la evolucio´n de
manchas Nt = {i ∈ S : Xi(t) = 1} en funcio´n del para´metro γ.
(3) Proponer un modelo ana´logo en S = {1, 2, . . . , n}2 y simularlo.
Ejercicio 2.6 La composicin de transiciones pi-reversibles no es automticamente pi-reversible
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(1) Sean P y Q dos transiciones pi-reversibles en E finito. Demostrar que ∀x, y
pi(x)PQ(x, y) = pi(y)QP (y, x)
(2) Determinar la forma expl´ıcita del muestreador de Gibbs P = P1P2 en el caso F = {0, 1}
y S = {1, 2} (dos barridos), para una distribucio´n pi general con tres para´metros. Deducir que
existe pi tal que P1P2 6= P2 P1, y que el muestreador de Gibbs no es pi-reversible.
Ejercicio 2.7 Muestreadores asncrono y sncrono de un modelo de Ising
Poner en pra´ctica los muestreadores de Gibbs as´ıncrono (o secuencial) y s´ıncrono para el
modelo de Ising pi(x) = Z−1 expβ
∑
〈i,j〉 xixj , β = 0,2, 0,5, 1, sobre el toro bidimensional S =
{1, 2, · · · , N}2, N = 64, provisto del grafo de vecindad de 4-v.m.c.. Comparar los dos tipos de
algoritmos. Calcular la correlacio´n emp´ırica a distancia 1 para una y otra de las simulaciones y
verificar que para la simulacio´n s´ıncrona, e´sta es nula.
Ejercicio 2.8 Simulacin de un modelo de Ising por la dinmica de intercambio de spins
En el mismo contexto que el ejercicio anterior, efectuar la simulacio´n del modelo de Ising
por intercambio de spins, la configuracio´n inicial se haya equilibrada entre los dos spins +1 y
−1. Calcular la correlacio´n emp´ırica a distancia 1. Comparar esta simulacio´n a la obtenida por
el muestreador de Gibbs secuencial.
Ejercicio 2.9 Muestreador de Gibbs gaussiano : una aproximacin directa [111]
Retomemos las notaciones del para´grafo correspondiente a la simulacio´n de un vector gaussiano
pi ∼ Nn(0,Σ), con matriz de covarianza inversa Q = Σ−1 = (qij). Consideremos la situacio´n de
barridos perio´dicos 1 7→ 2 7→ · · · 7→ n de S. Si X(k) es el estado al tiempo k, y X(k + 1) al
tiempo k + 1 despue´s del intercambio en el sitio i = i(k), se tiene
Xi(k + 1) ∼ N(− 1
qii
∑
j 6=i
qijXj(k),
1
qii
)
Si uno parte de un estado inicial X(0) = x(0) ∈ Rn, X(k) es un vector gaussiano para todo
k. Es suficiente mostrar que la media M(k) y la varianza Σ(k) de X(k) tienden respectivamente
a 0 y Σ cuando k →∞.
Sean Ai = I − Bi donde Bi es la matrix n× n con todas sus filas nulas salvo la i-e´sima fila
que vale q−1ii (qi1, qi2, · · · , qin). Sea Si la matrix n×n de coeficientes todos nulos salvo el te´rmino
(i, i) igual a q−1ii .
(1) Verificar que (Xi(k + 1) | X(k)) ∼ N (AiX(k), Si) . Deducir que :
M(k + 1) = Ai(k)M(k) y Σ(k + 1) = Si(k) +Ai(k)Σ(k)
tAi(k)
(2) La distribucio´n pi es invariante para un paso del muestreo, deducir entonces que
Σ(k + 1)− Σ = Ai(k)(Σ(k)− Σ)tAi(k)
As´ı, la ergodicidad del muestreador de Gibbs estara´ asegurada por la convergencia
A(k) = Ai(k)Ai(k−1) · · ·Ai(0) → 0 para k →∞
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(3) Sea 〈x, y〉Q la norma inducida por Q, ‖.‖Q la norma matricial correspondiente. Demostrar
que para este producto escalar, Ai y Bi son proyectores ortogonales. Demostrar que ‖A(n)‖Q ≤
% < 1. Deducir la ergodicidad del muestreador de Gibbs.
Observacio´n : este resultado se extiende a barridos no necesariamente perio´dicos, bajo la
condicio´n de que cada barrido cubra a S y que el nu´mero de pasos de un barrido sea acotado
[111].
Ejercicio 2.10 Muestreo sncrono, distribucin virtual µ asociada a pi
(1) La distribucio´n virtual µ difiere en general de pi. Sea F = {0, 1} y S = {1, 2} y pi definida
en E por : pi(0, 0) = pi(1, 1) = 0,1 y pi(0, 1) = pi(1, 0) = 0,4. Escribir de manera expl´ıcita el
nu´cleo de Gibbs as´ıncrono P y el nu´cleo de Gibbs s´ıncrono Q. Verificar que piQ 6= pi.
(2) Ca´lculo expl´ıcito de la distribucio´n virtual para el modelo de Ising de v.m.c..
En el contexto siguiente, vamos a poder mostrar la distribucio´n virtual µ. pi es un modelo binario
de estados {0, 1} sobre S = {1, 2, · · · , n} provisto de un grafo de vecindad 〈·, ·〉, de densidad
pi(x) = Z−1 expβ
∑
〈i,j〉
xixj
(2.1) Verificar que la distribucio´n condicional en i es
pii(xi | xi) = e
xivi(x)
1 + evi(x)
donde vi(x) = β
∑
j:〈i,j〉
xj
(2.2) Determinar el nu´cleo de muestreo s´ıncrono Q. Verificar que la distribucio´n µ
µ(x) = Γ−1
n∏
i=1
[1 + evi(x)]
es invariante para Q ( Q es tambie´n µ-reversible).
(2.3) Verificar que la distribucio´n µ es markoviana, con conjuntos de c¸liques”
C = {∂i = {j ∈ S : 〈i, j〉}, i ∈ S}
Ejemplo : sea S = {1, 2, · · · , N}2 el toro bidimensional, N par, y 〈i, j〉 la relacio´n de 4-v.m.c.
prolongada por periodicidad. Comparar los grafos de Markov de pi y de µ. Verificar por ejemplo
que si µ+ (resp. µ−) es la distribucio´n marginal de µ en S+ = {i = (i1, i2) ∈ S, i1 + i2 par}
(resp. S− = S\S+), entonces µ = µ+ ⊗ µ− .
Ejercicio 2.11 Muestreador de Gibbs Metropolizado
Demostrar que la transicio´n P del algoritmo de Gibbs Metropolizado es pi reversible e irre-
ducible. Verificar que P 2(x, x) > 0 y caracterizar las configuraciones x t.q. P (x, x) = 0. Deducir
que P es aperio´dica si pi no es la distribucio´n uniforme.
Ejercicio 2.12 Dinmica general de intercambio sitio por sitio [33]
Sea F = {−1,+1}, S = {1, 2, · · · , n}2 el toro bidimensional, 〈i, j〉 la relacio´n de 4-v.m.c.,
con condiciones de bordes perio´dicas y
pi(x) = Z−1 expβ
∑
〈i,j〉
xixj
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Vamos a examinar las dina´micas que surgen de las transiciones Ps donde so´lo un intercambio
es efectuado en s : Ps(x, y) = 0 si xs 6= ys. Para s ∈ S se denota m , m(s) el nu´mero de spins
positivos entre los cuatro vecinos de s. Si se impone :
(i) por una parte, que Ps no depende sino de m
Ps(x, y) = Ps(xs → ys | m) para xs = ys
(ii) por la otra, la simetr´ıa siguiente con respecto a la transformacio´n x 7→ −x
Ps(−xs → −ys | 4−m) = Ps(xs → ys | m)
(1) ¿Cuales son los valores posibles de m? Demostrar que Ps esta´ enteramente determinada
por los cinco para´metros siguientes :
a4 = Ps(−1→ +1 | m = 4) y a3 = Ps(+1→ −1 | m = 4)
a2 = Ps(−1→ +1 | m = 3) y a1 = Ps(+1→ −1 | m = 3)
a0 = Ps(+1→ −1 | m = 2)
(2) Demostrar que Ps es pi-reversible si y solamente si
a3 = a4 exp(−8β) y a1 = a2 exp(−4β)
Se supondra´ que se verifican estas dos condiciones y denotaremos a = (a0, a2, a4) ∈]0, 1]3 los
tres para´metros que definen la dina´mica.
(3) Indicar los valores de a = (a0, a2, a4) para los algoritmos siguientes : (i) Muestreador de
Gibbs; (ii) muestreador de Metropolis.
(4) Demostrar que la dina´mica asociada a una tal transicio´n Ps para un seleccio´n aleatoria
uniforme de s es ergo´dica.
Ejercicio 2.13 Diversas transiciones de proposicin de cambio para la simulacin de una N (0, 1)
[43]
El propo´sito de este ejercicio es poner en evidencia la influencia preponderante de la seleccio´n
de la transicio´n de proposicio´n de cambio q(x → y) en la dina´mica de Metropolis as´ı como del
valor inicial x0. Se quiere simular una distribucio´n pi ∼ N (0, 1). Para esto, escogeremos como
proposiciones de cambio :
(i) q(x, ·) ∼ N (x, 0,5) y x0 = −10
(ii) q(x, ·) ∼ N (x, 0,1) y x0 = 0
(iii) q(x, ·) ∼ N (x, 10) y x0 = 0
La probabilidad de aceptacio´n de y es la de la dina´mica de Metropolis :
a(x, y) = mı´n{1, pi(y)q(x, y)
pi(x)q(y, x)
}
Para cada una de las selecciones, representar gra´ficamente la trayectoria {xt, 0 ≤ t ≤ 500}. Eva-
luar la probabilidad de que no haya cambio en el algoritmo de Metropolis. Probar la gaussianidad
de las muestras y la rapidez para entrar en el re´gimen estacionario N (0, 1).
Ejercicio 2.14 Comparacin de las varianzas de las medias para dos dinmicas de M.H.
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Hemos visto que para dos dina´micas P y Q de M.H. t.q. P Â Q,
V arP (
1
T
T∑
t=0
f(Xt)) ≤ V arQ( 1
T
T∑
t=0
f(Xt))
para T = 1 y cuando T → ∞. Como lo muestra el ejemplo siguiente [100], esto no es cierto en
general para otros valores de T .
Sean las dos transiciones sime´tricas en el espacio E de 4 estados :
P =

0 ,2 ,8 0
,2 0 0 ,8
,8 0 ,2 0
0 ,8 0 ,2
 y Q =

,1 ,1 ,8 0
,1 ,1 0 ,8
,8 0 ,2 0
0 ,8 0 ,2

P y Q son pi-reversibles para pi = (14 ,
1
4 ,
1
4 ,
1
4) y P Â Q. Para f = t(1,−1,−3, 3), verificar que
V arR(f(X0) + f(X1) + f(X2)) =
{
15,4 para R = P
14,8 para R = Q
Ejercicio 2.15 Proceso Puntual : un caso donde Q no es irreducible
En [0, 1]2, y para n(x) ≡ 2, determinar para un proceso de nu´cleo duro el valor maximal r0
de r. Demostrar que para ε > 0 pequen˜o y r = r0 − ε, la transicio´n de proposicio´n q propuesta
para la simulacio´n de un P.P. no es irreducible (proponer dos configuraciones de dos puntos que
no se puedan comunicar entre ellas).
Ejercicio 2.16 Dinmica de Metropolis para el P.P. de Strauss
Programar la simulacio´n por medio de la dina´mica de Metropolis de un proceso de Strauss
con n(x) = n = 50 fijo (so´lo el para´metro b (o γ) influye) y para r = 0,05. Examinar las
configuraciones de las simulaciones para γ = 0,01, 0,5, 1, 2, 10.
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Cap´ıtulo 3
Cadena inhomoge´nea y recocido
simulado
Una cadena de Markov inhomoge´nea sobre un espacio de estados finito E es un proceso de
Markov cuya probabilidad de transicio´n en el instante k depende de k
P (Xk+1 = j | Xk = i) = Pk(i, j)
Una cadena inhomoge´nea esta´, por lo tanto, caracterizada por su distribucio´n inicial ν y la
sucesio´n de sus transiciones (Pk)k≥0. La distribucio´n de (X0, X1, · · · , Xn) es
P (X0 = x0, X1 = x1, · · · , Xn = xn) = ν(x0)
n−1∏
k=0
Pk(xk, xk+1)
la distribucio´n de Xn esta´ dada por el producto matricial νP0P1 · · ·Pn−1.
Utilizando la nocio´n de coeficiente de contraccio´n de una transicio´n P (Dobrushin [26]; [92],
[47], [106] ), comenzaremos por establecer criterios de ergodicidad para una cadena de Markov
inhomoge´nea.
A continuacio´n presentaremos el me´todo y los resultados de Recocido Simulado. Mostraremos
que a un problema de optimizacio´n general:
Optimizar U : E −→ R
podemos asociar cano´nicamente, para un esquema de temperatura (Tk) que converge a 0, y
una dina´mica dada, una cadena de Markov inhomoge´nea que se concentra en los estados que
realizan el ma´ximo de U . La bu´squeda del ma´ximo de U esta´ de esta manera ligado al estudio
de la ergodicidad de esta cadena inhomoge´nea.
3.1. Coeficiente de contraccio´n de Dobrushin
3.1.1. Preliminares
Comencemos por establecer algunas propiedades preliminares. Sea µ una medida sobre E.
La norma de variacio´n de µ esta´ definida por
‖µ‖ ,
∑
x∈E
|µ(x)| = ‖µ‖1
Tenemos la propiedad
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Proposicio´n 3.1 Sean µ y ν dos probabilidades sobre E. Entonces:
(1) ‖µ− ν‖ = 2∑x(µ(x)− ν(x))+ = 2 supA⊂E(µ(A)− ν(A)) ≤ 2.
(2) ‖µ− ν‖ = 2(1−∑x inf{µ(x), ν(x)})
(3) ‖µ− ν‖ = suph:|h|≤1 |
∑
x h(x)(µ(x)− ν(x))|
En particular, dos probabilidades son disjuntas si y solamente si ‖µ− ν‖ = 2.
Demostracio´n:
(1) Sea A = {x : µ(x) ≥ ν(x)}, B = E\A. µ y ν de igual masa,∑
x∈A
(µ(x)− ν(x)) = −
∑
x∈B
(µ(x)− ν(x)) =
∑
x∈E
(µ(x)− ν(x))+ = 1
2
‖µ− ν‖
(2)
1
2
‖µ− ν‖ =
∑
x∈A
(µ(x)− ν(x)) =
∑
x∈E
µ(x)−
∑
x∈B
µ(x)−
∑
x∈A
ν(x) = 1−
∑
x∈E
inf{µ(x), ν(x)}
(3)
‖µ− ν‖ =
∑
x∈E
|µ(x)− ν(x)| ≥ ma´x
|h|≤1
∣∣∣∣∣∑
x∈E
h(x)(µ(x)− ν(x))
∣∣∣∣∣
Para la igualdad, escogemos h(x) =sign(µ(x)− ν(x)). 
La oscilacio´n de una funcio´n f : E → R se define como:
δ(f) = sup
x,y∈E
|f(x)− f(y)| = sup
E
f − inf
E
f
Sea µ(f) =
∑
x f(x)µ(x).
Proposicio´n 3.2 Sean µ y ν dos probabilidades sobre E, f : E → R. Entonces,
|µ(f)− ν(f)| ≤ 1
2
δ(f) ‖µ− ν‖
Demostracio´n: Sea m un real fijo. Como µ y ν tienen igual masa total, tenemos:
|µ(f)− ν(f)| = |µ(f −m)− ν(f −m)| ≤ ‖µ− ν‖ ×ma´x
x∈E
|f(x)−m|
Basta entonces verificar que en el te´rmino de la acotacio´n, ma´xx∈E |f(x)−m| se alcanza para
m = 12(supE f + infE f) =
1
2δ(f). 
3.1.2. Coeficiente de contraccio´n y ergodicidad
Coeficiente de contraccio´n.
Sea P una probabilidad de transicio´n sobre E. El coeficiente de contraccio´n de P se define
por
c(P ) =
1
2
ma´x
x,y∈E
‖P (x, ·)− P (y, ·)‖ (3.1)
Se tiene que 0 ≤ c(P ) ≤ 1. c(P ) = 1 si existe x, y ∈ E tales que P (x, ·) y P (y, ·) son disjuntas
(es decir, tienen soportes disjuntos). Finalmente, c(P ) = 0 significa que todas las proyecciones
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P (x, ·) de P son iguales entre si, e iguales a una distribucio´n pi : P es la transicio´n independiente
de distribucio´n pi.
La proposicio´n siguiente da dos expresiones ma´s de c(P ). Denotemos Ph(x) = P (x, ·)h =∑
z∈E P (x, z)h(z),
Proposicio´n 3.3 Dos expresiones de c(P ).
(1) c(P ) = 1−mı´nx,y
∑
z inf{P (x, z), P (y, z)}.
(2) c(P ) = 12 ma´xx,yma´xh:|h|≤1 |Ph(x)− Ph(y)|
Demostracio´n: Para (1) (resp. (2)) utilizamos la descripcio´n (2) (resp. (3)) de la proposicio´n 3.1
que describe la norma de variacio´n. 
En particular, si ε(P ) = infx,z P (x, z) y r = card(E), tenemos la acotacio´n:
c(P ) ≤ 1− rε(P ) (3.2)
Esta acotacio´n es sencilla e importante desde el punto de vista teo´rico. Por otro lado tenemos
las propiedades de contraccio´n siguientes,
Proposicio´n 3.4 Sean µ, ν dos distribuciones sobre E y P, Q dos transiciones sobre E.
(1) ‖νP − µP‖ ≤ c(P ) ‖ν − µ‖
(2) c(PQ) ≤ c(P )c(Q)
Demostracio´n:
(1) ‖νP − µP‖ = ma´x|h|≤1 |(νP )h− (µP )h|. Pero:
(µP )h =
∑
z
(µP )(z)h(z) =
∑
z,x
µ(x)P (x, z)h(z) =
∑
x
µ(x)
∑
z
P (x, z)h(z) = µ(Ph)
As´ı,
‖νP − µP‖ = ma´x
|h|≤1
|ν(Ph)− µ(P ))h)|
≤ ‖ν − µ‖ ×ma´x
|h|≤1
{1
2
ma´x
x,y
|Ph(x)− Ph(y)|} = c(P ) ‖ν − µ‖
(2)
c(PQ) =
1
2
ma´x
x,y
‖PQ(x, ·)− PQ(y, ·)‖ = 1
2
ma´x
x,y
‖P (x, ·)Q− P (y, ·)Q‖
≤ 1
2
ma´x
x,y
‖P (x, ·)− P (y, ·)‖ c(Q) = c(P )c(Q) (punto (1))

El siguiente resultado controla la oscilacio´n de Pf y compara los valores propios de P en c(P ).
Proposicio´n 3.5 Oscilacin de Pf , valores propios de P y c(P ).
(1) δ(Pf) ≤ c(P )δ(f)
(2) Sea λ 6= 1 un valor propio de P . Entonces, |λ| ≤ c(P ) ≤ 1− rε(P )
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Demostracio´n:
(1) Para dos distribuciones µ y ν, |µ(f)− ν(f)| ≤ 12δ(f) ‖µ− ν‖. Escogiendo µ = P (x, ·) y
ν = P (y, ·), obtenemos:
|(Pf)(x)− (Pf)(y)| ≤ 1
2
δ(f) ‖P (x, ·)− P (y, ·)‖
Basta tomar el ma´ximo en x, y para obtener (1).
(2) Sea λ un valor propio de P , f 6= 0 un valor propio asociado, Pf = λf . f no tiene coordenadas
constantes si λ 6= 1: en efecto, si f tuviese coordenadas constantes, como P es una matriz de
transicio´n, Pf = f = λf , es decir λ = 1. Para este f , utilizamos la acotacio´n de (1):
ma´x
x,y
|Pf(x)− Pf(y)| = |λ|ma´x
x,y
|f(x)− f(y)| ≤ c(P )δ(f)
Como δ(f) 6= 0, obtenemos el resultado anunciado. 
Sea P una probabilidad sobre un espacio medible (E, E) , F y G dos sub σ-a´lgebras de E . El
coeficiente de α-mezcla entre F y G esta´ definido por ([28]),
α(F ,G) = sup{|P(A ∩B)− P(A)P(B)| , A ∈ F , B ∈ G}
La proposicio´n siguiente permite controlar la mezcla y la covarianza de la cadena de transiciones
(Pn) :
Proposicio´n 3.6 Estimaciones de mezcla y de la covarianza de la cadena. Sea X una cadena
de distribucin inicial µ y de transicin P, f : E → R.
(1) Para todo 0 ≤ k < m, y todo µ, tenemos: α(Xk, Xm) ≤ 2c(P k,m).
(2) Para todo 0 ≤ k < m, y todo µ, tenemos: |Cov(f(Xk), f(Xm))| ≤ 2δ2(f)c(P k,m).
(3) En particular, si la cadena es homognea, de transicin P , tenemos:
V ar[
1
N
N−1∑
t=0
f(Xt)] ≤ δ
2(f)
N
1 + c(P )
1− c(P )
Demostracio´n:
(1) Llamemos P a la transicio´n P k,m y ν a la distribucio´n de Xk. Sean A y B dos subconjuntos
de E: P(A ∩B) =∑i∈A,j∈B νiPi,j , P(A) =∑i∈A νi y P(B) =∑l∈E,j∈B νlPl,j . Obtenemos:
∆ = P(A ∩B)− P(A)P(B) =
∑
i∈A
νi{
∑
j∈B
(Pi,j −
∑
l∈E
νlPl,j)}
Escribiendo Pi,j = (δ{i}P )j , se obtiene fa´cilmente la acotacio´n
|∆| ≤
∑
i∈A
νi
∑
j∈B
∣∣(δ{i}P − νP )j∣∣ ≤∑
i∈E
νi
∑
j∈E
∥∥δ{i}P − νP∥∥ ≤ 2c(P )
(2) Llamemos νf y νPf las esperanzas de f(Xk) y de f(Xm). Tenemos:
Cov(f(Xk), f(Xm)) =
∑
i,j∈E
νiPi,j(fi − νf)(fj − νPf)
=
∑
i∈E
νi(fi − νf){P (i, ·)(f − νPf1)}
=
∑
i∈E
νi(fi − νf){P (i, ·)(f − νPf1)− P (l, ·)(f − νPf1)}, de donde
|Cov(f(Xk), f(Xm))| ≤ 2
∑
i∈E
νi |fi − νf | δ(f)c(P ) ≤ 2δ2(f)c(P )
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(3) Basta desarrollar la varianza:
V ar[
1
N
N−1∑
t=0
f(Xt)] =
1
N2
[
N−1∑
i=0
V ar(f(Xt) + 2
∑
0≤t<t′≤N−1
cov(f(Xt, f(Xt′))]
≤ 1
N2
[Nδ2(f) + 2δ2(f)
∞∑
k=1
(N − k)c(P )k] ≤ δ
2(f)(1 + c(P ))
N(1− c(P ))

Ergodicidad de´bil y ergodicidad fuerte
Llamemos Pm,k = PmPm+1 · · ·Pk−1 la transicio´n de m a k.
• La cadena de Markov de transiciones (Pk)k≥0 es de´bilmente ergo´dica si
∀m ≥ 0,∀ν1, ν2, l´ım
k→∞
∥∥∥ν1Pm,k − ν2Pm,k∥∥∥ = 0 (3.3)
•• La cadena de Markov de transiciones (Pk)k≥0 es fuertemente ergo´dica si
∃pi∞ t.q.: ∀m ≥ 0, l´ım
k→∞
(sup
ν
∥∥∥νPm,k − pi∞∥∥∥) = 0 (3.4)
La propiedad de ergodicidad de´bil dice que para todo m hay pe´rdida de memoria de la
distribucio´n de Xm. La propiedad de ergodicidad fuerte dice adema´s que la distribucio´n de la
cadena se estabiliza alrededor de una distribucio´n pi∞ para k grande.
Ergodicidad de cadenas homoge´neas
Veremos en el pa´rrafo siguiente que si la cadena (Pn) admite una sucesio´n de distribuciones
invariantes (pin) (pinPn = pin) que verifiquen
∑
n>0 ‖pin − pin+1‖ < ∞, entonces la ergodicidad
de´bil implica la ergodicidad fuerte. En particular, si la cadena es homoge´nea de transicio´n P y
si P admite una distribucio´n invariante pi, las nociones de ergodicidad de´bil y fuerte coinciden. A
modo de ilustracio´n, mostremos como la ergodicidad de una cadena homoge´nea puede obtenerse
a partir del coeficiente de contraccio´n. Llamemos [x] a la parte entera de un real x, r es el
cardinal de E, ε(P ) = infx,y P (x, y).
Proposicio´n 3.7 Ergodicidad de una cadena homognea de transicin P .
(1) c(Pn) es decreciente.
(2) Si P es regular, c.a.d. y existe m t.q. Pm > 0, entonces
c(Pn) ≤ {1− rε(Pm)}[ nm ] → 0 si n→∞
Este resultado es una consecuencia de la propiedad de sub-multiplicatividad c(PQ) ≤ c(P )c(Q),
de la identidad Pn+k = PnP k y de la divisio´n euclidiana n = mq + s, 0 ≤ s < m, del entero n
por m. Si P es regular, existe pi = pi∞ invariante para P . En consecuencia,
‖νPn − pi∞‖ = ‖νPn − pi∞Pn‖ ≤ ‖ν − pi∞‖ c(Pn) ≤ 2c(Pn)→ 0
La cadena es ergo´dica.
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Ergodicidad de cadenas inhomoge´neas ( [26];[53];[106])
Sea la condicio´n:
∀m, l´ım
k→∞
c(PmPm+1 · · ·Pk) = 0 (3.5)
Proposicio´n 3.8 Criterio de ergodicidad dbil. Una cadena no-homognea es dbilmente erg-
dica si y solamente si ella verifica (3.5).
Demostracio´n:
• (⇐) Para todom y para cualesquiera distribuciones µ, ν, ∥∥µPm,k − νPm,k∥∥ ≤ ‖µ− ν‖ c(Pm,k).
La ergodicidad de´bil es consecuencia de la condicio´n l´ımk→∞ c(Pm,k) = 0.
•• (⇒) Rec´ıprocamente, escojamos como distribuciones iniciales µ = δ{i}, ν = δ{j}, i 6= j.
δ{i}Pm,k no es ma´s que la i-e´sima fila de Pm,k. As´ı,∥∥∥δ{i}Pm,k − δ{j}Pm,k∥∥∥ =∑
l∈E
∣∣∣Pm,k(i, l)− Pm,k(j, l)∣∣∣ ,
y
c(Pm,k) =
1
2
sup
i,j
∥∥∥δ{i}Pm,k − δ{j}Pm,k∥∥∥→ 0 si k →∞

Daremos ahora una condicio´n suficiente de ergodicidad fuerte. Sea (pin) una sucesio´n de distri-
buciones sobre E que verifica ∑
n>0
‖pin − pin+1‖ <∞ (3.6)
(pin) es una sucesio´n de Cauchy sobre el espacio completo (RE , ‖·‖1): existe, por lo tanto, una
distribucio´n pi∞ tal que pin → pi∞.
Sea X = (Xn)n≥0 una cadena de transiciones (Pn). Tenemos el siguiente resultado de ergo-
dicidad,
Proposicio´n 3.9 Criterio de ergodicidad fuerte. Supongamos que existe una sucesin de
distribuciones (pin) invariantes para (Pn), tales que (pin) verifica (3.6) y que la sucesin (Pn)
verifica (3.5). Entonces existe una distribucin pi∞ tal que
sup
ν
‖νP0P1 · · ·Pn − pi∞‖ → 0
Demostracio´n: Ya hemos establecido la existencia de pi∞.
(1) Comencemos por controlar Ai,k = ‖pi∞PiPi+1 · · ·Pi+k − pi∞‖. Tenemos:
pi∞PiPi+1 · · ·Pi+k − pi∞ = (pi∞ − pii)PiPi+1 · · ·Pi+k + piiPiPi+1 · · ·Pi+k − pi∞
= (pi∞ − pii)PiPi+1 · · ·Pi+k
+
k∑
j=1
(pii−1+j − pii+j)Pi+j · · ·Pi+k + (pii+k − pi∞)
de donde deducimos la acotacio´n
Ai,k ≤ 2c(PiPi+1 · · ·Pi+k) +
∞∑
n=i
‖pin − pin+1‖+ ‖pii+k − pi∞‖
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En consecuencia, para todo ε > 0, podemos escoger i y k tales que Ai,k ≤ ε.
(2) De la descomposicio´n, para todo i < n:
νP0P1 · · ·Pn − pi∞ = (νP0P1 · · ·Pi−1 − pi∞)PiPi+1 · · ·Pn + pi∞PiPi+1 · · ·Pn − pi∞
deducimos,
‖νP0P1 · · ·Pn − pi∞‖ ≤ 2c(PiPi+1 · · ·Pn) +Ai,k para k = n− i
La ergodicidad resulta entonces de (3.5) y de (3.6). 
Nota 3.1 .
(1) El control en n de la velocidad de ergodicidad, es decir de supν ‖νP0P1 · · ·Pn − pi∞‖ en
n se obtiene a partir del de c(PnPn+1 · · · ) y del resto de la serie
∑
k≥n ‖pik − pik+1‖ [106].
(2) Una condicin suficiente, muy utilizada en la prctica, que garantiza que∑
n ‖pin − pin+1‖ <∞ es:
(M) : ∀x ∈ E, n→ pin(x) es montona a partir de un cierto rango (3.7)
En efecto,
∑
n ‖pin − pin+1‖ = 2
∑
x
∑
n |pin(x)− pin+1(x)|+. Como slo hay un nmero finito de
x, basta garantizar la convergencia de cada serie numrica con x fijo. La condicin de monotona
(3.7) asegura esta convergencia: en efecto, para n suficientemente grande, |pin(x)− pin+1(x)|+ =
pin(x)− pin+1(x) si (pin(x)) es decreciente, = 0 si no.
(3) Tres condiciones suficientes que garantizan la ergodicidad dbil (3.5) son:
(3.5-1): ∀m ≥ 0, ∏n≥m c(Pn) = 0
(3.5-2): ∀n, c(Pn) > 0 y
∏
n≥0 c(Pn) = 0
(3.5-3): ∀n, ∃k ≥ n tal que c(Pk) = 0.
(4) Una tcnica clsica para controlar c(PiPi+1 · · ·Pi+k) es descomponer el intervalo [i, i+k+1[
en l intervalos sucesivos y adyacentes Is = [τs−1, τs[, s = 1, l. Llamando P (s) = Pτs−1Pτs−1+1 · · ·Pτs−1,
obtenemos:
c(PiPi+1 · · ·Pi+k) ≤
l∏
s=1
c(P (s))
Si adems escogemos τs de modo que P (s) > 0, tenemos c(P (s)) ≤ (1− rε(P (s))). Esta tcnica es
fcil de usar pero est lejos de ser ptima.
(5) La condicin (3.5): ∀m ≥ 0, c(PmPm+1 · · ·Pn) → 0, para todos los m, es necesaria (cf.
ejercicio).
Cadenas inhomoge´neas: Ley de grandes nu´meros y T.L.C.
Sea X = (Xn) una cadena inhomoge´nea, de transiciones (Pn). Si la distribucio´n inicial es ν,
llamaremos Pν a la distribucio´n de la cadena. Llamemos adema´s cn = sup1≤i≤n c(Pi). Tenemos
los dos resultados siguientes:
Proposicio´n 3.10 Ley de Grandes Nmeros (Gantert [35]; [52])
Suponemos que la cadena es fuertemente ergdica y converge a pi∞. Sea f : E → R. Entonces,
1
n
∑
i=1,n f(Xi)→ pi∞(f)
(i) en L2(Pν) si l´ımn n(1− cn) =∞.
(ii) Pν-c.s. si
∑
n≥1
1
2n(1−c2n )2 <∞.
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Proposicio´n 3.11 Teorema Central del Limite (Dobrushin [26]).
Sean fi : E → R, y Sn =
∑
i=1,n fi(Xi). Suponemos que:
(i) Existe c > 0 tal que, para todo i, Var(fi(Xi)) ≥ c
(ii) supi ‖fi‖∞ <∞ y
(iii) l´ımn n
1
3 (1− cn) = +∞. Entonces:
Sn − E(Sn)
V ar(Sn)
1
2
→ N (0, 1)
La constante 13 de (iii) es o´ptima.
Para estos dos resultados, el caso dif´ıcil es aquel en el cual cn → 1−. Supongamos por ejemplo
que cn = 1− ann , 0 < an < n y an →∞. Para la ley de grandes nu´meros, la convergencia tiene
lugar en L2(Pν) y Pν-c.s. si
∑
n a
−2
n <∞. El TCL vale si ann−
2
3 → +∞.
3.2. Optimizacio´n por recocido simulado
Sea U : E → R una funcio´n a minimizar sobre E finito, U∗ = mı´n{U(x) : x ∈ E} y
E∗ = {x ∈ E : U(x) = U∗}. Sea β = T−1 el para´metro inverso de una temperatura T > 0
(T → 0 equivale a β →∞), y piβ la distribucio´n sobre E asociada a U y a β:
piβ(x) = Z−1(β) exp−βU(x).
La heur´ıstica del algoritmo de recocido simulado (que denotaremos de ahora en adelante por
RS) es la siguiente:
Si U(a) < U(b), l´ım
β→+∞
piβ(b)
piβ(a)
= 0.
A baja temperatura (β grande), la distribucio´n piβ se concentra en E∗, el conjunto de los mı´nimos
de U . Ma´s precisamente, si llamamos pi∞ a la distribucio´n uniforme sobre E∗,
pi∞(x) = |E∗|−1 1(x ∈ E∗), entonces: ‖piβ − pi∞‖ → 0 si β →∞
(|A| es el cardinal de A). As´ı, a primera vista, optimizar U equivale a simular piβ para β grande.
Se presentan dos problemas:
(i) ¿Cua´ndo consideramos que β es grande ?
(ii) la convergencia de la simulacio´n de piβ para β grande es muy lenta.
El algoritmo de RS es una respuesta a estos problemas (Kirkpatrick, Gelatt y Vecchi [65]): vamos
a utilizar una dina´mica (Pk) inhomoge´nea en el tiempo, relativa a una sucesio´n (βk) que tiende
al infinito y buscaremos condiciones suficientes que aseguren que la cadena (Pk) es fuertemente
ergo´dica y converge a pi∞. Examinaremos dos casos:
• El caso de un espacio producto E, con la dina´mica del muestreador de Gibbs ([37]; [39]);
• El caso de un espacio de estados E general y de la dina´mica de Metropolis-Hastings (Hajek
[50];[103];[1];[42];[5]).
3.2.1. Recocido simulado para la dina´mica de Gibbs
E = FS donde S = {1, 2, · · · , n} y F es finito. Sea U : E → R. Sin pe´rdida de generalidad,
supondremos que el mı´nimo de U es U∗ = 0 (por lo tanto U toma valores en R+, y para al menos
un x ∈ E, U(x) = 0). La dina´mica del muestreador de Gibbs esta´ asociada a la distribucio´n
piβ(x) = Z−1(β) exp−βU(x)
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y a sus distribuciones condicionales pii,β(xi | xi), i ∈ S. El algoritmo es el siguiente:
Algoritmo de RS para la dina´mica de Gibbs
(i) Escogemos un esquema (βk) ↑ +∞.
(ii) Visitas a S perio´dicas, β = βk en el k-e´simo barrido.
(iii) La transicio´n en el k-e´simo barrido es:
Pk(x, y) =
n∏
i=1
pii,βk(yi | y1, · · · , yi−1, xi+1, · · · , xn)
Sea ∆ = ma´x{U(x)− U(y) : x ≡ y excepto en un lugar}, r el cardinal de E.
Proposicio´n 3.12 Convergencia del RS para la dinmica de Gibbs (Geman D. y Geman S.
[37];[39]).
Si (βk) ↑ +∞ y verifica ∑
k≥0
exp−{n∆βk} = +∞
entonces: ∀x0, l´ımk→∞ P (Xk ∈ E∗ | X0 = xo) = 1. En otras palabras, para toda distribucin
inicial ν, νP0P1 · · ·Pk → pi∞. Si βk = γ log k, esta convergencia tiene lugar si γ ≤ (n∆)−1.
Demostracio´n: pik = piβk es invariante para Pk y pik → pi∞. Basta verificar las dos condiciones
(3.6) y (3.5). Observamos que la convergencia pik → pi∞ no permite obtener (3.6).
(i) Verifiquemos que para todo x, la sucesio´n (pik(x)) es mono´tona para k grande. Fijemos
x. Tenemos:
piβ(x) = {
∑
y∈E
exp−β[U(y)− U(x)]}−1
Pongamos a(y) = U(y) − U(x). Si x ∈ E∗, a(y) ≥ 0, cada exp−βka(y) es decreciente y en
consecuencia (pik(x)) es creciente. Si no,
d(β) = piβ(x)−1 = |{y ∈ E : U(y) = U(x)}|+
∑
a(y)<0
e−βa(y) +
∑
a(y)>0
e−βa(y)
La derivada de d es d′(β) = −∑a(y)<0 a(y)e−βa(y) −∑a(y)>0 a(y)e−βa(y). Si U no es constante,
existe y t.q. a(y) < 0 y el primer te´rmino tiende a −∞ si β →∞. En cuanto al segundo te´rmino,
tiende a 0. As´ı si x /∈ E∗, (pik(x)) es decreciente a partir de un cierto valor.
(ii) pii,β(xi | xi) = {
∑
u∈F exp−β[U(u, xi) − U(xi, xi)]}−1 ≥ (reβ∆)−1 ya que [U(u, xi) −
U(xi, xi)] ≥ −∆. Deducimos que:
Pβ(x, y) ≥ (rnenβ∆)−1 y en consecuencia c(Pβ) ≤ 1− e−nβ∆
La condicio´n suficiente (ii) vale si ∀m,∏k≥m c(Pk) = 0, condicio´n equivalente a∑
k
(1− c(Pk)) = +∞
Para el esquema de temperaturas propuesto, 1− c(Pk) ≥ e−nβk∆ = ( 1k )γn∆. La divergencia tiene
lugar si γn∆ ≤ 1. 
Ejemplo 3.1 Suavizamiento de una curva por minimizacin de la rugosidad
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Queremos reconstruir una curva x : [0, 1] → F ⊂ R , donde F es una malla finita de R.
Tenemos observaciones {yi, i = 0, n} que asociamos a x por el modelo:
yi = xi + εi, i = 0, n donde xi = x(
i
n
)
La rugosidad de una curva x de clase C2 se define por F (x) = ∫ 10 x′′(t)2dt. Su versio´n discretizada
es FD(x) =
∑n−1
i=1 (xi−1 − 2xi − xi+1)2: la rugosidad es de´bil si x es regular. Una reconstruccio´n
discreta de x se puede hacer sobre la base de la energ´ıa
U : E = Fn+1 → R, U(x | y) = γFD(x) + ‖y − x‖22
γ es un para´metro de regularizacio´n: mientras ma´s grande sea γ, ma´s regular sera´ la recons-
truccio´n; mientras ma´s pequen˜o sea γ, mayor sera´ la fidelidad de x a y. Verificaremos que U se
escribe de manera aditiva y local:
U(x | y) =
∑
i
Φi(xi | y) +
∑
i,j
Φi,j(xi, xj | y)
con

Φi(xi | y) = x2i (6γ + 1)− 2xiyi
Φi,j(xi, xj | y) = Φi,j(xi, xj) =

−8γxixj si |i− j| = 1
2γxixj si |i− j| = 2
0 si no
Las distribuciones condicionales se expresan a partir de una energ´ıa condicional:
Ui,β(xi | x ∂i, yi) = −βxi(xi(6γ + 1)− 2yi − 8γ(xi−1 + xi+1) + 2(xi−2 + xi+2)
pii,β(xi | x∂i, y) = expUi,β(xi | x ∂i, yi){
∑
u∈F
expUi,β(u | x ∂i, yi)}−1
3.2.2. Recocido simulado para la dina´mica de Metropolis
Estudiamos ahora RS para la dina´mica de Metropolis, donde suponemos que la transicio´n
de proposicio´n Q es sime´trica. El caso general de las dina´micas de Metropolis-Hastings puede
ser tratado de manera similar. A temperatura T = β−1, la transicio´n es, para x 6= y
Pβ(x, y) = Q(x, y) exp−β[U(y)− U(x)]+
El algoritmo es el siguiente:
R.S. para la dina´mica de Metropolis
(i) escoger un esquema (βk) ↑ +∞. Estamos en Xk = x.
(ii) escoger una proposicio´n de cambio y segu´n Q(x, ·).
(iii)Si ∆U = U(y)− U(x) ≤ 0, tomar Xk+1 = y.
(iv) Si no, generar V con distribucio´n uniforme sobre [0, 1]:
(iv-1) Si V ≤ exp−∆U, tomar Xk+1 = y.
(iv-2) Si no tomar Xk+1 = x.
Supondremos que Q es regular. Sean M = inf{n t.q. Qn > 0}, q = inf{Q(x, y) : x, y t.q.
Q(x, y) > 0} y ∆ = ma´x{U(y) − U(x) : x, y ∈ t.q. Q(x, y) > 0}. Adoptaremos un esquema
de enfriamiento por niveles, cada uno de longitud M , la temperatura permanece constante con
valor β−1k sobre el k-e´simo nivel. Tenemos el siguiente resultado ([50], [42],[107])
3.2. OPTIMIZACIO´N POR RECOCIDO SIMULADO 49
Proposicio´n 3.13 Convergencia del RS para la dinmica de Metropolis.
Si (βk) ↑ +∞ verificando ∑
k≥0
exp−{M∆βk} = +∞
entonces la cadena de RS para la dinmica de Metropolis realiza la bsqueda del mnimo de U, es
decir l´ımk→∞ P (Xk ∈ E∗ | X0 = x0) = 1, siempre que
Si βk = γ log k, la convergencia del RS vale si γ ≤ (M∆)−1.
Demostracio´n: Seguimos el mismo procedimiento que para establecer la convergencia del RS
respecto al muestreador de Gibbs. Llamemos piβ = Z−1(β) exp−βU , pik = piβk y Rk = PMβk . pik
es invariante para Rk y pik → pi∞. La ergodicidad fuerte vale bajo las condiciones (3.6) y (3.5).
El punto (i) se establece como para el muestreador de Gibbs: el hecho de que E sea un
espacio producto no interviene para establecer la monoton´ıa de las (pin(x)).
Falta controlar el coeficiente de contraccio´n de Rβ. Q(x, y) ≥ q > 0 para los cambios posibles
x 7→ y. Q es regular con QM > 0, para x, y ∈ E, existe un camino x = x(0) 7→ x(1) 7→ · · · 7→
x(M) = y de longitud M que une x a y:
Rβ(x, y) ≥ qM exp−β
∑
l=1,M
[U(xl)− U(xl−1)]+ ≥ qM exp−Mβ∆
Tenemos entonces: c(Rβ) ≤ 1 − rqM exp−Mβ∆. De donde se obtiene la primera parte del
resultado. Para el esquema βk = γ log k, 1 − c(Pk) ≥ rqM ( 1k )γM∆. La serie de te´rmino general
1− c(Pk) es divergente si γ ≤ (M∆)−1. 
Los dos resultados precedentes de convergencia del RS en los dos contextos de la dina´mica de
Gibbs y de la dina´mica de Metropolis dan condiciones suficientes no-o´ptimas de convergencia
del recocido simulado. Obtener una condicio´n necesaria y suficiente de ergodicidad fuerte sobre
la sucesio´n (βk) es mucho ma´s dif´ıcil.
Describamos una condicio´n de este tipo obtenida por Hajek [50] en el contexto de la dina´mica
de Metropolis. Suponemos que Q es sime´trica y define la relacio´n de Q-vecindad: x ∼ y ⇔
Q(x, y) > 0. El conjunto Eloc∗ de los mı´nimos locales es el conjunto de los x t.q. U(x) ≤ U(y) si
x ∼ y. La profundidad d(x) de un mı´nimo local x ∈ Eloc∗ es
d(x) = inf{d > 0 : ∃y t.q. U(y) < U(x) y ∃ x  y de nivel ≤ U(x) + d}
donde x y es un camino que va de x a y: para salir del pozo local de U en x a fin de ir hacia
y, mas bajo que x ( U(y) < U(x)), podemos hallar un camino que no suba ma´s que U(x) + d.
Definimos entonces la profundidad ma´xima del paisaje de la energ´ıa U por:
D = ma´x{d(x), x ∈ Eloc∗ \E∗}
La condicio´n necesaria y suficiente de convergencia del RS es:
Proposicio´n 3.14 Condicin necesaria y suficiente de convergencia del RS (Hajek, [50])
l´ım
k→∞
P (Xk ∈ E∗ | X0 = x0) = 1⇐⇒
∑
k≥0
exp−{Dβk} = +∞
Observamos que D ≤ M∆. Para la sucesio´n βk = γ log k, el resultado de Hajek implica el
resultado precedente porque γ ≤ (M∆)−1 ≤ D−1.
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Ejemplo 3.2 Alizamiento de una curva (continuacin)
Retomemos el ejemplo 3.1. Supongamos que el espacio de estados F es el intervalo [−5,+5]
discretizado a pasos de ancho 0,1 (F tiene 101 elementos). Sea ε pequen˜o (ε = 0,1). La propo-
sicio´n de cambio x 7→ z es la siguiente:
(i) decidimos no cambiar nada con probabilidad ε
(ii) escogemos al azar i ∈ S = {0, 1, 2, · · · , n} y cambiamos el valor xi 7→ zi en ese so´lo lugar i
en ±0,1 si xi /∈ {−5,+5}, o zi ∈ {xi o xi± 0,1 si xi = ∓5}, esto con probabilidad Q(x, z) = 1−ε2n ;
(iii) Q(x, z) = 0 si no.
Q es sime´trica, regular, M ≤ 101 × (n + 1). Un ca´lculo directo de ∆U = U(z) − U(x),
condicional a y, da:
∆U = γ(zi − xi)[(zi + xi)(6 + γ−1)− 2yi − 8(xi−1 + xi+1) + 2(xi−2 + xi+2)]
Conservamos zi con probabilidad 1 si ∆U ≤ 0, y si no con probabilidad e−βk∆U .
Ejemplo 3.3 Un problema de recubrimiento
Tenemos N segmentos de longitudes li > 0, i = 1, N con los cuales queremos recubrir, sin
que se superpongan ni sobrepasen, un intervalo de longitud L < l1 + l2 + · · · + lN . Llamemos
S = {1, 2, · · · , N}, E = {A ⊂ S : A 6= ∅ y∑i∈A li ≤ L} y U(A) =∑i∈A li. Recubrir de la mejor
manera el intervalo [0, L] corresponde a optimizar U sobre E. Vamos a describir el algoritmo de
Metropolis para la transicio´n de proposicio´n Q(A,B) siguiente:
(i) Escoger s uniformemente en S.
(ii) Los u´nicos cambios A 7→ B son:
{
Si s ∈ A, pasar a B = A\{s}
Si s /∈ A, pasar a B = A ∪ {s}
Q es una transicio´n irreducible (pasamos de A a B en a lo sumo |A|+ |B| pasos) y sime´trica
(si s /∈ A y B = A ∪ {s}, Q(A,B) = 1N = Q(B,A)). Tenemos
∆U = U(A)− U(B) =

+ls si B = A\{s}
−ls si B = A ∪ {s}
0 si no
As´ı, a la k-e´sima iteracio´n del algoritmo, conservamos con seguridad a B si B = A ∪ {s}, y con
probabilidad exp−βkls si B = A\{s}.
Nota 3.2 Algunos comentarios sobre el recocido simulado
(1) La analog´ıa con el recocido simulado de la metalurgia es justificado. Para el esquema de
temperatura T (k) = T0log k , la condicio´n suficiente de ergodicidad es T0 ≥ N∆. La temperatura
inicial debe ser suficientemente grande, todas las part´ıculas esta´n libres y desordenadas. Luego,
el enfriamiento debe ser suficientemente lento (esquema en (log k)−1), y la cristalizacio´n tiene
lugar, realizando el mı´nimo de energ´ıa.
(2) El RS permite siempre escaparse de un mı´nimo local contrariamente a los me´todos
nume´ricos cla´sicos de optimizacio´n, por ejemplo el me´todo del gradiente: es una condicio´n ne-
cesaria a la convergencia hacia un mı´nimo global. En contrapartida, uno escapa tambie´n del
mı´nimo global y no puede, por lo tanto, haber convergencia casi segura a E∗: la convergencia
del RS tiene lugar en probabilidad y no casi seguramente.
(3) El recocido simulado en horizonte finito K ha sido estudiado por Catoni [15]. El problema
es el siguiente: disponemos de un presupuesto K fijo (el nu´mero de iteraciones autorizadas en
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el algoritmo de RS), y deseamos retener el mejor esquema de enfriamiento triangular T K =
{TK1 > TK2 > · · · > TKK } que minimice:
P (T K) = ma´x
x∈E
P (XK /∈ E∗ | X0 = x)
El resultado es el siguiente: el esquema o´ptimo T K es un esquema con decrecimiento exponencial
y P (T K) = O(K−d) donde d es una caracter´ıstica del paisaje de energ´ıa. Este resultado no es
asinto´tico. No esta´ en contradiccio´n con el resultado de decrecimiento lento de la temperatura
para la convergencia del RS. En cierto sentido, este resultado valida el hecho de que, en la
pra´ctica, los esquemas de enfriamiento utilizados son exponenciales, de tipo TKk = T0ρ
k con T0
suficientemente grande y ρ cercano a 1 (ρ = 0,99): se deja TKk constante por niveles de longitud
lk, k = 1,K (lk a determinar); un esquema de enfriamiento estara´ caracterizado por (T0, ρ, (lk)).
(4) Se puede obtener un control de ‖νP1P2 · · ·Pk − pi∞‖ a partir de la acotacio´n que permite
obtener la ergodicidad fuerte de una cadena inhomoge´nea
‖νP1P2 · · ·Pi+k − pi∞‖ ≤ Ai,k + 2c(PiPi+1 · · ·Pi+k) con
Ai,k = ‖pi∞P1P2 · · ·Pi+k − pi∞‖ ≤ ‖pi∞ − pii‖+
∑
n≥i
‖pii+1 − pii‖
En el cuadro del RS para la dina´mica de Gibbs sobre E = FS , S = {1, 2, · · · , N}, para una
funcio´n U de mı´nimo global 0 (U∗ = 0) y para el esquema βk = log kN∆ , Winkler [106] obtiene el
control siguiente, en funcio´n de m = inf{U(x) : x /∈ E∗},
‖νP1P2 · · ·Pk − pi∞‖ = 0(k−
m
m+N∆ )
La velocidad mejora con la profundidad del mı´nimo global de U respecto al resto del paisaje y
con U localmente regular fuera de E∗.
3.3. Simulacio´n y optimizacio´n con restricciones
Sea C : E → R una aplicacio´n que define la restriccio´n EC = {x ∈ E : C(x) = C∗} donde
C∗ = inf{C(x), x ∈ E}. Supondremos que C no es constante.
Sea U : E → R una energ´ıa, pi(x) = Z−1 exp{−U(x)} la distribucio´n sobre E asociada a
U , U∗,C = inf{U(x) : x ∈ EC}, E∗,C = {x ∈ EC : U(x) = U∗,C}. La distribucio´n de energ´ıa U
restringida a EC es
piC(x) = Z−1C 1{x ∈ EC} exp−U(x)
Sea pi∞,C la distribucio´n uniforme sobre E∗,C . Vamos a responder las dos preguntas siguientes:
• (S): ¿Simular piC?
• (O): ¿Minimizar U sobre EC?
El enfoque intuitivo es el siguiente. Sean β y λ dos para´metros reales positivos y piβ,λ la distri-
bucio´n sobre E de energ´ıa Uβ,λ = β{U(x) + λC(x)} :
piβ,λ(x) = Z−1(β, λ) exp−β{U(x) + λC(x)}
Los siguientes dos resultados son fa´ciles de verificar:
• (S): Si β = 1 y si λ ↑ ∞, entonces pi1,λ → piC .
• (O): Si β ↑ ∞ y si λ ↑ ∞ , entonces piβ,λ → piC,∞.
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Llamemos pik = piβk,λk . Este comportamiento asinto´tico sugiere que construyamos cadenas de
Markov de transiciones (Pk) relacionadas pik. Si (pik) es la distribucio´n invariante de (Pk), la
ergodicidad de las cadenas sera´ cierta bajo (3.6) y (3.5). En el caso en el cual E es un conjunto
producto, escogemos la dina´mica del muestreador de Gibbs: los resultados se deben a los her-
manos Geman [38] (cf. tambie´n [39]). En el caso de un espacio de estados finito general y de la
dina´mica de Metropolis, los resultados se deben a Yao [107].
Si restamos C∗ a C y U∗,C a U , la distribucio´n piβ,λ no cambia: as´ı, sin perdida de generalidad,
supondremos que C∗ = U∗,C = 0.
3.3.1. Simulacio´n y optimizacio´n bajo restricciones para la dina´mica del mu-
estreador de Gibbs
E = FS donde F es finito y S = {1, 2, · · · , n}. Sean (βk) y (λk) dos sucesiones que crecen
hacia +∞, pik = pi(βk, λk) y Pk la transicio´n del muestreador de Gibbs de pik para el barrido
1 7→ 2 7→ · · · 7→ n de S. Llamemos ∆ = ma´x{U(x) − U(y) : x ≡ y salvo en un lugar},
Γ = ma´x{C(x) − C(y) : x ≡ y salvo en un lugar }. ∆ y Γ son > 0. Tenemos el resultado
siguiente:
Proposicio´n 3.15 Simulacin y optimizacin bajo restricciones (dinmica de Gibbs, Geman
D. y Geman S.,[38]; [39]).
(1) Simulacin: fijemos para todo k, βk ≡ 1. La cadena inhomognea (Pk) de parmetros ((1, λk))
converge hacia piC siempre que la sucesin (λk) verifique:∑
k>0
exp(−nΓλk) = +∞
Esta condicin se satisface para λk = λ log k siempre que λnΓ ≤ 1.
(2) Optimizacin: La cadena inhomognea (Pk) de parmetros ((βk, λk)) converge a piC,∞ si las
sucesiones (βk) y (λk) verifican:∑
k>0
exp{−nβk(∆ + λkΓ)} = +∞
Esta condicin se satisface para βkλk = γ log k siempre que γnΓ < 1.
Demostracio´n: Para establecer cada uno de los resultados, basta comprobar (3.6) y (3.5).
(1-(i)) Simulacio´n y (3.6) : basta verificar que (pik(x))k es mono´tona. El me´todo es esta´ndar:
escribimos
pik(x)−1 =
∑
y∈E
exp{(U(x)− U(y)) + λk(C(x)− C(y))}
Dividimos la suma en tres segu´n C(y) sea <, = o > que C(x) y se concluye fa´cilmente.
(1-(ii)) Simulacio´n y (3.5) : la distribucio´n condicional en i vale
pii,k(xi | xi) = {
∑
a∈F
exp[(U(xi, xi)− U(a, xi)) + λk(C(xi, xi)− C(a, xi))]}−1
Estas probabilidades esta´n acotadas inferiormente por L−1 exp−{∆ + λkΓ}, donde L = |F |, y
en consecuencia:
1− c(Pk) ≥ exp−n{∆+ λkΓ}
de donde se obtiene el resultado (1).
(2-(i)) Optimizacio´n y (3.6) : Vamos a utilizar el lema siguiente. Sea (pik = Z−1k exp{−Uk}) una
sucesio´n de distribuciones sobre E.
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Lema 3.1 ([39]) Supongamos que la sucesin (Uk) es tal que se cumplen:
(a) ∀x ∈ E, ∃k0 tal que Uk(x) ≤ Uk+1(x) si k ≥ k0.
(b) ∃x0 ∈ E tal que supk≥0 Uk(x0) < +∞.
Entonces, bajo (a) y (b), la sucesin (pik) verifica (3.6)
La demostracio´n de este lema esta´ a continuacio´n de la del teorema. Verifiquemos que las
condiciones (a) y (b) se satisfacen. Aqu´ı, Uk = βk(U(x) + λkC(x)), (βk) y (λk) ↑ +∞.
Condicio´n (a): si x ∈ EC , C(x) = 0 y U(x) ≥ U∗,C = 0 : (Uk(x)) es creciente. Si x /∈ EC , y si
U(x) ≥ 0, tenemos el mismo resultado. Falta examinar el caso en el cual x /∈ EC y U(x) < 0.
Tenemos:
Uk+1(x)− Uk(x) = (βk+1 − βk)[U(x) + λk+1C(x)] + βk(λk+1 − λk)C(x)
Este crecimiento es positivo a partir de un cierto valor porque C(x) > 0 y λk ↑ +∞.
Condicio´n (b): basta tomar x0 ∈ E∗,C porque entonces, U(x0) = C(x0) = 0, y en consecuencia,
para todo k ≥ 0, Uk(x0) = βk{U(x0) + λkC(x0)} = 0.
(2-(ii)) Optimizacio´n y (3.5): introduciendo el para´metro βk, obtenemos
pii,k(xi | xi) = {
∑
a∈F
expβk[(U(xi, xi)− U(a, xi)) + λk(C(xi, xi)− C(a, xi))]}−1
Estas probabilidades esta´n acotadas inferiormente por L−1 exp−βk{∆+ λkΓ} , y obtenemos la
acotacio´n inferior:
1− c(Pk) ≥ exp−nβk{∆+ λkΓ}
Deducimos el resultado (2). Para el esquema logar´ıtmico, la desigualdad γnΓ < 1 estricta es
necesaria: en efecto exp−nβkλk{Γ + λ−1k ∆} = ( 1k )nγ{Γ+λ
−1
k ∆} ≥ 1k siempre que k sea suficiente-
mente grande. 
Demostracio´n del Lema:
Basta demostrar que para cada x,
∑
k≥0 |pik+1(x)− pik(x)| < ∞. Fijemos un x y llamemos
uk = exp−Uk(x). Tenemos la acotacio´n
|pik+1(x)− pik(x)| = (ZkZk+1)−1 |uk+1Zk − ukZk+1|
≤ (ZkZk+1)−1{uk+1 |Zk+1 − Zk|+ Zk+1 |uk+1 − uk|}
≤ (inf
k
Zk)−2{[sup
k
uk] |Zk+1 − Zk|+ [sup
k
Zk] |uk+1 − uk|}
Ahora bien, supk uk <∞ ya que (Uk(x)) es creciente a partir de un cierto valor. Igualmente, como
E es finito, supk Zk < ∞. Adema´s, infk Zk ≥ exp{− supk Uk(x0)} > 0. Concluimos observando
que las sucesiones (Zk) y (uk) son positivas y decrecientes a partir de un cierto rango. 
En [39], D. Geman da una forma ma´s general de este resultado. En primer lugar, los rela-
jamientos estoca´sticos pueden hacerse sobre subconjuntos Ai (hasta ahora hemos considerado
conjuntos de un so´lo elemento Ai = {i}). Los subconjuntos asociados a cada barrido deben
recubrir S, pero los barridos no son necesariamente perio´dicos. En fin, si el barrido nu´mero k es
de longitud k y tiene (βk, λk) fijos, hace falta una condicio´n mixta sobre (βk, λk) y sobre τk para
asegurar la convergencia de la cadena. Si los τk son acotados, los esquemas logar´ıtmicos γ log k
aseguran las convergencias deseadas si γ es suficientemente pequen˜a.
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3.3.2. Simulacio´n y optimizacio´n bajo restriccio´n para la dina´mica de Me-
tropolis
SeaQ un nu´cleo de proposicio´n sime´trica, irreducible y regular (esta hipo´tesis puede relajarse,
cf. [107]). Sea M el menor entero tal que QM > 0. La transicio´n de Metropolis asociada a
Uk = βk(U(x) + λkC(x)) es, para x 6= y:
Pk(x) = Q(x, y) exp−[Uk(y)− Uk(x)]+
Sean (βk) y (λk) dos sucesiones que crecen hacia +∞. Tenemos entonces:
Proposicio´n 3.16 Simulacin y optimizacin bajo restriccin (dinmica de Metropolis, Yao
[107]).
(1) Para βk ≡ 1, la cadena (Pk) realiza la simulacin de piC siempre que∑
k≥0
exp−{MΓλkM} = +∞
(2) La cadena (Pk) realiza la optimizacin de U sobre E(C) siempre que∑
k≥0
exp−[MβkM{∆+ λkMΓ}] = +∞
Un esquema natural consiste en dejar constante, para niveles de longitud l, los para´metros β y
λ : si l =M y si βk y λk son los valores sobre el k-e´simo nivel, las condiciones de ergodicidad se
obtienen reemplazando en los criterios precedentes el ı´ndice kM por k.
3.4. Ejercicios
Ejercicio 3.1 Contraccin sobre un espacio a 2 estados.
Sean las transiciones P =
(
1− a a
b 1− b
)
y Q =
(
1− a′ a′
b′ 1− b′
)
.
(1) Mostrar que c(P ) = |1− (a+ b)| .
(2) Verificar que c(PQ) = c(P )c(Q).
(3) Para dos distribuciones µ y ν, verificar que ‖µP − νP‖ = ‖µ− ν‖ c(P )
Ejercicio 3.2 Algunos clculos de coeficientes de contraccin.
(1) Sea la transicio´n P =

0 13
1
3
1
3
1
4
1
4
1
4
1
4
0 12
1
2 0
1
2
1
4 0
1
4
.
Calcular c(P ), c(P 2). Comparar c(P 2), c(P )2 y (1− 4 infx,y P 2(x, y)).
(2) Sea la distribucio´n pi(x1, x2) = Z−1 expβx1x2 sobre {−1,+1}2. Consideramos el mues-
treador de Gibbs de transicio´n P ((x1, x2), (y1, y2)) = pi1(y1 | x2)pi2(y2 | y1). Calcular c(P ) y
comparar con la acotacio´n 1− 4 infx,y P (x, y).
(3) Sea la distribucio´n pi sobre E = {1, 2, · · · , r} definida por una familia (ai), pii = Z−1 exp ai.
Describir la dina´mica de Metropolis para la proposicio´n de cambio: ∀i, j ∈ E, q(i, j) = 1r . Dar
una acotacio´n de c(P ) a partir de la oscilacio´n δ(a) de a.
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Ejercicio 3.3 Estudio de la correlacin de una cadena binaria.
Sobre E = {−1,+1}, consideramos la cadena estacionaria X = (X0, X1, · · · ) de transicio´n
P , P (x, x) = a, x = ±1, 0 < a < 1, y de distribucio´n inicial pi = (12 , 12). Sea f : E → R,
f(+1) = −f(−1) = α.
(1) Diagonalizar P y evaluar c(Pn). Calcular cn(a) = cov(f(X0), f(Xn−1)).
(2) Verificar el resultado:
l´ım
n→∞[V ar
1√
n
∑
i=1,n
f(Xi)] = v(a) = v(f, pi, P ) =
1 + λ
1− λ〈f, e〉
2
pi
donde λ es el valor propio de P diferente de 1, y e el vector propio asociado de norma 1 en l2(pi).
Estudiar la funcio´n a 7→ v(a).
Ejercicio 3.4 Sobre la acotacin c(PQ) ≤ c(P )c(Q).
Sea la cadena de transiciones P2n−1 = P , P2n = Q, n ≥ 1, donde
P =
 0 12 121 0 0
1 0 0
 y Q =
 0 1 01
2 0
1
2
0 1 0

(1) Calcular c(P ), c(Q) y c(PQ).
(2) Calcular c(P1P2 · · ·P2n) y comparar a c(P1)c(P2) · · · c(P2n).
Ejercicio 3.5 Sobre la importancia de la condicin: ∀m en (3.5).
Sean las transiciones: P1 =
(
1
3
2
3
1
2
1
2
)
, P2 =
(
1
4
3
4
1
4
3
4
)
, Pn =
(
1
n2
1− 1
n2
1− 1
n2
1
n2
)
si n ≥ 3.
(1) Calcular P1P2 y P1P2P3. Mostrar que Qn = P1P2 · · ·Pn =
(
an 1− an
an 1− an
)
.
(2) Deducir en consecuencia que para n ≥ 2, Xn es independiente de X1. ¿Es este resultado
cierto entre Xm y Xm+n, m ≥ 2, n ≥ 1?
Ejercicio 3.6 Cadena dbilmente ergdica y no fuertemente ergdica.
Mostrar que la cadena siguiente es de´bilmente, pero no fuertemente ergo´dica:
P2n−1 =
(
0 1
1 0
)
, P2n =
(
0 1
1− 12n 12n
)
, n ≥ 1
Ejercicio 3.7 Cadena fuertemente ergdica.
Sea, para n ≥ 2, Pn =
(
1
3 +
1
n
2
3 − 1n
1
2
1
2
)
. Demostrar que (Pn) es fuertemente ergo´dica.
Ejercicio 3.8 Paseo aleatorio con barrera reflectora
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Sean a, c y b = (1 − (a + c)) tres reales > 0 y la transicio´n P sobre E = {1, 2, · · · , n}
caracterizada por: Pi,i+1 = c para 1 ≤ i ≤ n − 1, Pi,i−1 = a para 2 ≤ i ≤ n, P1,1 = a + b y
Pn,n = b+ c.
(1) Identificar la menor potencia r tal que P r > 0. Si b ≥ c ≥ a > 0, verificar que, para este
r, infi,j P r(i, j) = P r(n, 1). Deducir de all´ı una acotacio´n de c(P r).
En todo lo que sigue, tomamos n = 3 y b ≥ c ≥ a > 0 (bk ≥ ck ≥ ak > 0 si estos para´metros
esta´n indexados en k); llamamos Pa,c a la transicio´n de para´metros a y c.
(2) Determinar la distribucio´n invariante de Pa,c y calcular c(Pa,c).
(3) Sea (Pk) la cadena inhomoge´nea de para´metros (ak, ck)k≥1. Para ak = ck → 0, dar una
condicio´n suficiente de ergodicidad fuerte de (Pk). Para ak = 1k y ck =
1√
k
, k ≥ 3, (Pk) ¿es ella
fuertemente ergo´dica?
Ejercicio 3.9 El problema del agente viajero.
Un agente viajero debe visitar (N +1) ciudades V0, V1, · · · , VN : parte de V0, y regresa a ella
al final de su ciclo, y pasa una vez, y so´lo una, por todas las otras ciudades. El conjunto E de tales
ciclos x = (x0, x1, x2, · · · , xN , x0) (x0 ≡ V0) se identifica con el conjunto de las permutaciones
de {1, 2, · · · , N}: si σ es una permutacio´n, el ciclo es
0 7→ σ(1) 7→ σ(2) 7→ · · · 7→ σ(N) 7→ 0
Llamemos d(i, j) la distancia entre las ciudades Vi y Vj . El agente viajero quiere organizar lo
mejor posible su ciclo, es decir, minimizar la longitud U(x) de su ciclo x :
U(x) =
N∑
i=0
d(xi, xi+1)
Consideramos las 4 nu´cleos de proposiciones Q siguientes:
(1) Q1, intercambio de dos ciudades: escogemos al azar dos ciudades xi y xj diferentes
(distintas de V0) e intercambiamos estas dos ciudades en el recorrido.
(2) Q2, intercambio de dos ciudades consecutivas: lo mismo pero sobre xi, xi+1, 1 ≤ i ≤ N−1.
(3) Q3, inversio´n de un segmento: escogemos al azar un par (i, j) con 1 ≤ i < j ≤ N .
Este par define un segmento [xi 7→ xi+1 7→ · · · 7→ xj ] que invertimos [xj 7→ xj+1 7→ · · · 7→ xi].
As´ı xi−1 7→ xi (resp. xj 7→ xj+1) se transforma en xi−1 7→ xj (resp. xi 7→ xj+1), y todo el resto
permanece inalterado.
(4) Q4, insercio´n de una ciudad : escoger i al azar en {1, 2, · · · , N} y j al azar en
{0, 1, 2, · · · , N}. Desplazar xi e insertarlo entre j y j + 1.
Ilustrar gra´ficamente estas cuatro proposiciones de cambio. Estudiar la simetr´ıa y la irredu-
cibilidad de estas transiciones. Describir la dina´mica de Metropolis. Como ejemplo, simular la
distribucio´n piT = Z−1 exp−UT para T = 1, 0,1 y 0,01. Representar los recorridos obtenidos.
Ejercicio 3.10 El problema del agente viajero con restriccin.
Estamos en el contexto del ejercicio precedente. Las (N +1) ciudades pertenecen a p (p ≥ 2)
pa´ıses B0, B1, · · · , Bp−1, y V0 ∈ B0, el pa´ıs de origen del viajero. La restriccio´n es la siguiente:
una vez que uno entra en un nuevo pa´ıs Bj (j 6= 0), debe visitar todas las ciudades de ese pa´ıs
antes de salir (derecho de entrada importante).
(1) Proponer restriccio´n(es) C : E → R+ que reflejen estas reglas.
(2) Programar la optimizacio´n bajo restriccio´n sobre un ejemplo simple.
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Ejercicio 3.11 Matriz con longitud de banda mnima.
A0 = (A0(i, j))i,j=1,n es una matriz para la cual la mayor´ıa de los coeficientes son nulos (ma-
triz rala). Buscamos reagrupar los te´rminos no nulos alrededor de la diagonal por permutaciones
sucesivas de filas y columnas. Sea E la clase de todas las matrices que pueden obtenerse de esta
manera a partir de A0. El problema es minimizar la funcio´n U sobre E:
U(A) =
n∑
i,j=1
d(i, j)1{A(i, j) 6= 0}
para d una pseudo-distancia sobre {1, 2, · · · , n}. Sea Q la transicio´n de proposicio´n de cambio
siguiente: permutamos dos filas, luego dos columnas, las filas permutadas as´ı como las columnas
permutadas se escogen al azar.
(1) Mostrar que Q es sime´trica e irreducible.
(2) Describir el algoritmo de Metropolis a temperatura constante precisando el ca´lculo de
∆U .
(3) Tomar n = 100, (A0(i, j))i,j=1,100 i.i.d. Bernoulli de para´metro 0.05, d(i, j) = |i− j|p,
p = 1, 2, 4. Efectuar el RS para la minimizacio´n de U .
(4) ¿Es regular Q? Que pensar del algoritmo para la proposicio´n de cambio Q′ siguiente:
con probabilidad {12 , 12}, intercambiamos bien dos filas, bien dos columnas, las filas permutadas
(resp. las columnas permutadas) se escogen al azar.
Ejercicio 3.12 Divisin maximal de un grafo.
S = {1, 2, · · · , n} es el conjunto de ve´rtices de un grafo valuado no-orientado, la arista 〈i, j〉
tiene peso bij > 0. Sea E = P(S) el conjunto de subconjuntos de S y U : E → R una funcio´n
definida por:
Para A ⊆ S: U(A) =
∑
〈i,j〉:i∈A,j /∈A
bij
Observamos que ai =
∑
j∈∂i bij donde ∂i = {j ∈ S, 〈i, j〉}. P(S), que no es un conjunto producto,
puede ser puesto en biyeccio´n con Ω = {0, 1}S :
A↔ x = (x1, x2, · · · , xn) con xi =
{
1 si i ∈ A
0 si i /∈ A
Verificamos que U(A) se escribe en funcio´n de x:
U(x) =
∑
i∈S
aixi − 2
∑
〈i,j〉
bijxixj
Esta correspondencia hace de E un conjunto producto y permite utilizar la dina´mica de Gibbs
para la optimizacio´n de U por el RS. Para β > 0, sea piβ(x) = Z−1(β) exp{βU(x)}.
(I) RS para la dina´mica de Gibbs sobre Ω = {0, 1}n.
(I-1) Describir la distribucio´n condicional pii,β(xi | xi). Utilizando la positividad de bij , dar
una minoracio´n uniforme en xi de pii,β(0 | xi) y de pii,β(1 | xi). Deducir en consecuencia que,
uniformemente en x: pii,β(xi | xi) ≥ 12 exp−{βai}.
(I-2) Sea Pβ la transicio´n del muestreador de Gibbs para el barrido sistema´tico 1 → 2 →
3 · · · → n. Dar una acotacio´n del coeficiente de contraccio´n c(Pβ) de Pβ en funcio´n de β y de
a =
∑
i∈S ai.
58 CAPI´TULO 3. CADENA INHOMOGE´NEA Y RECOCIDO SIMULADO
(I-3) Si (βk)k≥1 es una sucesio´n que tiende a +∞, y para Pk = Pβk , dar una condicio´n
suficiente sobre la sucesio´n β que asegure c(P1P2 · · ·Pk)→ 0 si k → +∞.
(II) RS para la dina´mica de Metropolis sobre P(S). Escogemos la transicio´n de proposicio´n Q
siguiente que hace pasar de A→ B:
• con una probabilidad ε, 0 < ε < 1, nos quedamos en A;
•• con una probabilidad 1−ε, escogemos al azar uniformemente un lugar i de S. Se presentan
dos situaciones: (i) si i ∈ A, pasamos a B = A\{i}; (ii) si i /∈ A, pasamos a B = A ∪ {i}. No
esta´ permitido ningu´n otro cambio.
(II-1) Describir la transicio´n Q. Verificar que Q es sime´trica, irreducible y aperio´dica.
(II-2) Mostrar que para todo A,B, Q2n(A,B) > 0 y dar una cota inferior de estas probabi-
lidades. ¿Es mı´nimo este orden r = 2n que garantiza la positividad de Qr?
(II-3) Escribir la transicio´n de Metropolis Pβ(A,B) asociada a la energ´ıa βU .
(II-4) Si i es el lugar que define el paso de A a B, verificar que U(A)−U(B) ≤ ai. Deducir en
consecuencia una acotacio´n de c(P 2nβ ). Dar una condicio´n sobre (βk) que asegure la convergencia
del RS al ma´ximo de U .
Ejercicio 3.13 Divisin maximal de un grafo bajo restriccin.
Estamos en el contexto del ejercicio precedente, el nu´mero n de lugares de S es par, n = 2p.
Proponer un me´todo de optimizacio´n de U bajo la restriccio´n que la divisio´n debe se hacerse en
dos partes iguales:
(1) Sea readaptando las transiciones de modo que uno permanezca en el espacio restringido
E(C) = {A ⊂ S : |A| = p}.
(2) Sea definiendo una restriccio´n C : E → R y utilizando el procedimiento de simulacio´n
bajo restriccio´n.
Ejercicio 3.14 Coloracin de un mapa.
Un mapa es una coleccio´n de n pa´ıses, S = {1, 2, · · · , n}, y un grafo de vecindad sobre
S : 〈i, j〉 si i y j son dos pa´ıses vecinos. Queremos colorear el mapa con K colores F =
{c1, c2, · · · , cK}. Una coloracio´n esta representada por x = (x1, x2, · · · , xn) ∈ E = FS , y quere-
mos hacer una coloracio´n que minimice:
U(x) =
∑
〈i,j〉
1(xi = xj)
Llamamos ∂i al conjunto de vecinos de i, y ni(x) =
∑
j∈∂i 1(xj = xi) el nu´mero de vecinos de i
de color xi. Llamamos N = 12
∑
i∈S | ∂i | el nu´mero de aristas del grafo de vecindad.
(1) Optimizacio´n v´ıa el muestreador de Gibbs. Escogemos el barrido 1 → 2 → · · · → n, y la
longitud de un barrido, fijamos la temperatura a β−1.
(1− 1) Describir pii,β(xi | xi) y demostrar que pii,β(xi | xi) ≥ k−1 exp−β |∂i|.
(1−2) Describir la transicio´n Pβ asociada a un barrido. Dar una acotacio´n de c(Pβ). Dar una
condicio´n suficiente sobre (βk) que garantice que para todo m, l´ımk→∞ c(PmPm+1 · · ·Pk) = 0.
Deducir en consecuencia que mientras ma´s grande es N , ma´s lenta debe ser la convergencia de
(βk) hacia +∞.
(2) Optimizacio´n para la dina´mica de Metropolis. Sea Q la transicio´n de proposicio´n de cambio
siguiente: se escoge un lugar i en S, uniformemente; en este lugar, se propone el cambio xi → yi,
yi 6= xi, yi uniforme sobre F\{xi}; no hay cambio en ningu´n otro lugar.
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(2− 1) Describir Q. ¿Es Q irreducible? Describir el algoritmo de Metropolis a temperatura
constante. ¿Es ergo´dico este algoritmo?
(2− 2) ¿Es Q ergo´dica? (distinguir los casos K ≥ 3 o K = 2).
(3) Experimentar ambos algoritmos sobre un ejemplo de mapa hecho por usted con K = 3
y funcio´n a minimizar
UF (x) =
∑
〈i,j〉
Fi,j
donde Fi,j es la longitud de la frontera comu´n entre los pa´ıses i y j. Para K = 4 y mapas ma´s
complejos, constatar que el teorema de los 4 colores es cierto.
Ejercicio 3.15 Reconstruccin de un sistema de fallas.
No situamos sobre el dominio D = [0, 1]2. Una falla esta´ identificada por una recta d que
divide a D. Por otra parte, una valuacio´n esta´ asociada a esta falla d, Vd : D → {−1,+1},
donde Vd es constante sobre los dos semi-planos definidos por d, +1 sobre uno, −1 sobre el
otro. Sabemos que exactamente n fallas, R = {d1, d2, · · · , dn} intersectan D (conocemos n, pero
no R). En consecuencia, para este sistema R, existe una funcio´n que mide la valuacio´n total
VR : D → R, VR(x, y) =
∑
i=1,n Vdi(x, y).
La informacio´n disponible es la siguiente. Se dispone de m pozos X localizados en m lugares
conocidos de D, X = {(x1, y1), (x2, y2), · · · , (xm, ym)}. En cada uno de ellos, conocemos la
valuacio´n exacta Vi, i = 1,m de la red real.
El problema de reconstruccio´n de R puede ser visto como un problema de simulacio´n bajo
restriccio´n: simular n rectas R, que representan los l´ımites de fallas y dividen a D bajo la
restriccio´n
C(R) =
m∑
i=1
(VR(xi, yi)− Vi)2 mnimo
(1) Realizar la simulacio´n bajo la restriccio´n C de la distribucio´n pi siguiente: las n rectas
valuadas son i.i.d. (Indicaciones: una recta d esta´ parametrizada por un par (r, θ) ∈ R+× [0, 2pi[,
los para´metros polares de d. La ecuacio´n cartesiana de una recta de este tipo es
d(x, y) = x cos θ + y sin θ − r = 0
Consideraremos entonces n rectas independientes y que dividen a D (es necesario determinar el
sub-conjunto ∆ de R+ × [0, 2pi[ aceptable). Escoger al azar una recta d corresponde a escoger
al azar uniformemente un punto de ∆. La seleccio´n de la valuacio´n se puede efectuar as´ı: sea ε
una variable uniforme sobre {−1,+1} independiente de d; la valuacio´n de d en un punto (x, y)
para una recta d es: Vd(x, y) = sign(εd(x, y))).
(2) Mismo problema, pero no conocemos a priori el nu´mero n de fallas que dividen a D.
Ejercicio 3.16 Recocido simulado con dos estados, E = {0, 1} ([101]).
Consideramos la sucesio´n de transiciones donde h0 > h1 > 0, y (an) ↑ +∞:
Pn =
(
1− e−h0an e−h0an
e−h1an 1− e−h1an
)
(1) Tomamos n grande de modo que αn , e−h0an + e−h1an < 1. Mostrar que c(Pn) = 1−αn.
¿Cua´l es la distribucio´n invariante pin de Pn?
(2) Calcular
∑
n ‖pin − pin+1‖. Identificar el l´ımite pi∞ de (pin).
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(3) Dar una condicio´n sobre (an) que asegure que la cadena es fuertemente ergo´dica.
Comentarios Fijamos la distribucio´n uniforme como distribucio´n inicial y observamos que
ek = P (Xk = 1), la probabilidad de que el algoritmo no de el ma´ximo buscado. Fijemos n (el
nu´mero de pasos del R.S.) y consideremos el problema{
Minimizar en = P (Xn = 1)
entre los esquemas: T1 ≥ T2 ≥ · · · ≥ Tn
Tenemos el resultado asinto´tico siguiente ([101], observemos que ahora el esquema no es trian-
gular): la solucio´n esta´ controlada por dos constantes positivas R1 y R2, con R1+ lognh1 ≤ 1T optn ≤
R2 + lognh1 . Comentar este resultado en relacio´n con (3). Por otro lado, para este esquema,
en = 0(n−α) con α = h0−h1h1 .
Ejercicio 3.17 Grafos, rboles, distribuciones invariantes y grandes desviaciones (Ver, [101];
[29])
(1) Consideramos una transicio´n irreducible P sobre E finito. Asociamos a P su grafo (orien-
tado) G: x 7→ y si P (x, y) > 0. Un sub-grafo g de G es un sub-conjunto de flechas. Cada sub-grafo
g esta´ valuado por un peso pi(g) =
∏
x 7→y∈g P (x, y).
Un a´rbol g que conduce a un punto x ∈ E es un sub-grafo de G que reagrupa todos los
puntos de E y para el cual: (i) cada y ∈ E\{x} es el origen de una u´nica flecha en g; (ii) x no es
el origen de ninguna flecha; (iii) no hay ciclos en g. Llamamos G(x) al conjunto de a´rboles que
conducen a x. Demostrar la fo´rmula siguiente (lema de Bott-Mayberry): la u´nica distribucio´n
invariante de P esta´ dada por pi(x) = c
∑
g∈G(x) pi(g).
(2) Nos damos una transicio´n irreducible q sobre E y consideramos el nu´cleo de Metropolis
generalizado siguiente:
PT (x, y) = q(x, y) exp[− 1
T
V (x, y)] para x 6= y, T > 0
donde V es un costo de comunicacio´n sobre E\{(x, x), x ∈ E} que vale +∞ si y solamente si
q(x, y) = 0. PT y q tienen el mismo grafo de comunicacio´n G. Definimos la energ´ıa virtual W
por W (x) = mı´n{V (g), g ∈ G(x)} donde V (g) =∑x 7→y∈g V (x, y).
Demostrar que si T → 0, las distribuciones invariantes piT de PT satisfacen el principio de
grandes desviaciones
l´ım
T→0
T log piT (x) = −[W (x)−W∗] para x ∈ E\E∗
donde W∗ = mı´ny∈EW (y), E∗ = {y ∈ E :W (y) =W∗}.
Cap´ıtulo 4
Diagnstico de convergencia de una
cadena
En la simulacin de una distribucin pi utilizando la dinmica de una cadena de Markov de
transicin P y de distribucin inicial ν, las dos cuestiones centrales son:
(i) Cundo detener las iteraciones (burn-in time) para garantizar que νPn y pi estn cerca?
(ii) Cul es el sesgo de la simulacin ‖νPn − pi‖?
Existen diversos enfoques para responder a estas preguntas.
(A) El primero consiste en acotar la velocidad ‖νPn − pi‖. En el caso de un espacio de
estados finito, se trata de evaluar el hueco espectral (spectral gap) s = 1−|λ| donde λ es el valor
propio de P de mayor mdulo y 6= 1, ya que ‖νPn − pi‖ ≤ C(ν) |λ|n. Las limitaciones de este
control son numerosas:
• La obtencin explcita de cotas apropiadas no se conoce, an para modelos relativamente simples
y a fortiori para modelos ms complejos tiles en la prctica. Esto se debe a la gran dimensin del
espacio de estados E, es decir de la matriz de transicin P .
•• Los resultados tericos existentes son frecuentemente inaplicables. Por ejemplo, si para el
modelo de Ising sobre E = {−1, 1}r, n puede escogerse polinomial en r (cf.[23], [84] y [93];(1)),
las cotas obtenidas sobre los coeficientes polinomiales son tales que el resultado es inaplicable.
• • • Estas acotaciones superiores pueden ser muy pesimistas, conduciendo a valores de n exce-
sivamente grandes. Esta crtica se aplica a fortiori a las acotaciones ms simples y groseras, como
aquellas que se basan en el coeficiente de contraccin.
(B) Un segundo enfoque consiste en proponer diagnsticos heursticos basados en un control
emprico de la convergencia. El lector puede consultar sobre este tema las dos recopilaciones de
artculos, Gilks W.R., Richardson S. y Spiegelhalter D.J. [43] (cf. [86]), y C. Robert [90] ( 2) (cf.
[89] y [17]). Si bien estos mtodos son razonables, ellos no resuelven todos los problemas, como
la metaestabilidad de ciertos regmenes en los cuales la cadena puede permanecer largo tiempo,
haciendo pensar que ella entr en su rgimen estacionario.
(C) Un tercer enfoque, reciente, es el de la simulacin exacta por acoplamiento desde el
pasado (Coupling From The Past, CFTP). En su artculo muy innovador, J.G. Propp y D.B.
1Una direccin sobre cadenas de Markov en general es: http://www.stat.berkeley.edu/˜aldous/book.html
2La direccin electrnica sobre el diagnostico de mtodos MCMC es:
http://www.ensae.fr/crest/statistique/robert/McDiag/
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Wilson (cf. [84], 1996) proponen un algoritmo que resuelve simultneamente los problemas (i) y
(ii), es decir que proponen un algoritmo:
(i’) que detecta automticamente cuando debe detenerse, y
(ii’) que produce una muestra sin sesgo de pi.
La idea de base es la siguiente: simulamos, regresando hacia el pasado, tantas realizaciones
de las transiciones como estados haya (es decir r = |E| transiciones a cada instante, tantas
veces como sea necesario); si existe un instante de tiempo −T < 0 tal que las r cadenas que se
inician en −T se acoplan todas en el instante 0 (0 es el instante de coalescencia de las cadenas),
entonces el estado comn x(0) en el instante 0 sigue exactamente la distribucin pi. La duracin del
algoritmo es aleatoria, pero casi seguramente finita: el algoritmo produce X(0) ∼ pi.
Tal cual, el mtodo es inaplicable porque: (1) necesita un nmero muy grande de operaciones
(si r, el cardinal del espacio de estados E, es muy grande, hacen falta r × T operaciones si el
acoplamiento es en −T ); (2) necesita demasiada memoria (r lugares de memoria para regresar
una unidad en el tiempo). Sin embargo, en casos favorables, la puesta en prctica se beneficia
de simplificaciones importantes que hacen el algoritmo realizable. Tal es el caso estudiado por
Propp y Wilson, donde E tiene una relacin de orden parcial que es preservado por la cadena de
Markov (cadena de Markov montona). Colocndose a la temperatura crtica (una frontera buena
entre la dependencia espacial dbil y fuerte), Propp y Wilson obtienen la simulacin exacta de un
modelo de Ising atractivo sobre una red 512× 512, con un tiempo de acoplamiento del orden de
T = 30 barridos, y un tiempo de realizacin de 10 min. sobre una estacin Sparc.
Por su originalidad y su eficiencia, el artculo de Propp y Wilson ha redinamizado la investi-
gacin sobre la simulacin por cadenas de Markov( 3). Uno de los objetivos es la extensin de CFTP
a contextos distintos al estudiado por Propp y Wilson (E infinito, E sin elemento maximal o
sin orden, dinmica no-montona, modelo no-atractivo), como los procesos puntuales (W. Kendall
[61], O. Ha¨ggstro¨m, M.N.M. Van Lieshout y J. Møller [48], W. Kendall y J. Møller [62]), las
variables multidimensionales sobre Rd ( D.J. Murdoch y P.J. Green, [80], J. Møller [79]), los
campos de Markov no-atractivos (O. Ha¨ggstrom y K. Nelander, [49]). Por otra parte, la seleccin
de un “buen acoplamiento” que reduzca tanto como se pueda E(T∗) es crucial [56]. Para encarar
este problema, J.A. Fill [31] propone otra estrategia, su nuevo algoritmo puede interrumpirse
antes controlando el sesgo de simulacin.
Nos limitaremos aqu a la presentacin de los principales resultados de Propp y Wilson.
Sealemos que el enfoque de V.E. Johnson [55] que utiliza el acoplamiento hacia el futuro de
varias cadenas se encuentra en la interface de los enfoques (B) y (C) (cf. tambin [32]).
(D) Un ltimo enfoque, debido a B. Ycart [110], est asociado al estudio del fenmeno de
convergencia abrupta (o cutoff ) para una cadena. Si este fenmeno est presente, el estudio de un
tiempo de fusin (merging time) ligado al tiempo de cutoff permite proponer un test de parada
que asegura que la cadena entr en su rgimen estacionario ([108],[72],[109] y ( 4 )). El mtodo est
particularmente bien adaptado al caso de un espacio de estados parcialmente ordenado. Este
enfoque permite adems el estudio de este tipo de convergencia abrupta de νP t hacia pi.
Comenzaremos por describir este fenmeno.
3La direccin electrnica sobre la simulacin exacta es: http://dimacs.rutgers.edu/˜dbwilson/exact.html/#surveys
4Disponibles en la direccin http://www.math-info.paris5.fr/˜ycart/
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4.1. Fenmeno de Cutoff y test de parada de una cadena
4.1.1. Convergencia abrupta para una cadena
El fenmeno de convergencia abrupta de una cadena de Markov, o cutoff, ha sido observado
por Diaconis y Aldous. El comportamiento de la convergencia es el siguiente:
Fenmeno de Cutoff: existe t0 (el tiempo de cutoff) tal que ∀ε > 0 ;{ • Si t < (1− ε)t0,∥∥νP t − pi∥∥ ' 1,
• Si t > (1 + ε)t0,
∥∥νP t − pi∥∥ ' o(1).
La convergencia es abrupta alrededor de t0, es peor antes de t0, y mejor despus, sin necesidad
de buscarla ms all de (1 + ε)t0.
De hecho, como lo precisaremos en los dos ejemplos que presentamos, este fenmeno es asint-
tico sobre un parmetro del modelo ligado al nmero de estados de E. Las referencias generales
sobre este fenmeno son Diaconis et altri ([24], [23] y [22]) y Saloff-Coste [91], §2.4.2.
Ejemplo 1: El paseo al azar sobre {0, 1}n
Consideremos el paseo al azar sobre S = {1, 2, · · · , n}, con estados E = {0, 1}n. Aqu, la
asinttica es en n, la dimensin del hipercubo. A cada paso, escogemos un lugar i de S al azar y
cambiamos xi por 1 − xi en este lugar. La transicin es P (x, y) = n−1 si ‖x− y‖1 = 1, 0 si no.
Esta cadena es simtrica, irreducible (pero peridica), y admite la distribucin uniforme pi como
distribucin invariante. Tenemos, para todo estado inicial x y para todo ε > 0 ([21],[22]) :
l´ım
n→∞
∥∥P tx − pi∥∥ = 1 si t ≤ 14(1− ε)n log n
l´ım
n→∞
∥∥P tx − pi∥∥ = 0 si t ≥ 14(1 + ε)n log n
Como t→ ∥∥P tx − pi∥∥ es decreciente, esto nos da una descripcin del modo de convergencia cuando
n es grande: la cadena se mantiene distante (en el mximo) de su distribucin estacionaria pi antes
de (1− ε)t0(n) (t0(n) = 14n log n); luego ella converge abruptamente a pi desde t = (1 + ε)t0(n),
sin necesidad de continuar ms las simulaciones. Una descripcin ms precisa de este modo de
convergencia cerca de t0(n) se encuentra en [22].
Ejemplo 2 : n-muestra de una cadena de Markov ( [72], [110])
Este segundo ejemplo examina una cadena para la simulacin de una n -muestra de una
distribucin pi sobre E = {1, 2, · · · , r}: aqu r est fijo y la asinttica es en n, el tamao de la
muestra. Sea P una transicin sobre E, reversible, ergdica, de distribucin invariante pi. Queremos
simular pi = pi⊗n sobre E˜ = En. Para esto, consideramos la cadena formada por n cadenas
paralelas e independientes de transicin P , la transicin sobre E˜ es,
P˜ ((i1, i2, · · · , in), (j1, j2, · · · , jn)) =
∏
k=1,n
P (ik, jk)
Descomposicin espectral de P . Como P es reversible, sus autovalores son reales,
1 = α1 > α2 ≥ · · · ≥ αr > −1
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La aperiodicidad implica αr > −1. Sea α = ma´x{|α2| , |αr|} : α controla la convergencia de P t
a pi. Sea D = Diag(
√
pii). DPD−1 es simtrica, de valores propios {αl, l = 1, r}, de base propia
ortonormal asociada {Vl, l = 1, r}. Seleccionaremos como primer autovector (asociado al valor
propio 1) V1(i) =
√
pi(i), i = 1, r. Llamemos finalmente w(i) =
∑
l:|αl|=α V
2
l (i), i˜ = (i, i, · · · , i) ∈
E˜, P˜ ti la distribucin en t de la cadena inicializada en i˜.
Tenemos (Proposiciones 2.1 y 2.2 de [110]),
Proposicio´n 4.1 El tiempo de cutoff para P˜ es t0(n) = logn2 log(1/α) y para c > 0 :
(i) Si t > c+logn2 log(1/α) : ∥∥∥P˜ tei − pi∥∥∥ < 12(exp( e−cpi(i))− 1) 12
(ii) Sea i tal que w(i) > 0. Entonces, existe n0(c) t.q. si n > n0(c) y si t < logn−c2 log(1/α) , tenemos:∥∥∥P˜ tei − pi∥∥∥ > 1− 4 exp{ −ecw2(i)8pii(1− pii)}
Demostracin:
(i) Utilizando la desigualdad del producto escalar, verificamos fcilmente que la distancia en
variacin est acotada por la distancia chi-cuadrado
∥∥P ti − pi∥∥ ≤ 12{χ(P ti , pi)} 12 , donde χ(P ti , pi) =∑
l∈E
{P ti (l))− pi(l)}2
pi(l)
Bastar mostrar la desigualdad para la distancia chi-cuadrado, que vale:
χ(P ti , pi) = −1 +
1
pi(i)
∑
l=1,r
V 2l (i)α
2t
l para t ≥ 0
Falta adaptar esta frmula a P˜ y pi. Si D˜ es la matriz diagonal de i = (i1, i2, · · · , in)-isimo trmino√
pi(i1)pi(i2) · · ·pi(in), D˜P˜ D˜−1 es el producto de Kronecker de n copias de DPD−1. El espectro
de D˜P˜ D˜−1 se obtiene as: a toda aplicacin g : {1, 2, · · · , n} → {1, 2, · · · , r}, asociamos
Vg(i) =
∏
l=1,n
Vg(l)(il)
que es el autovector asociado al autovalor (llamando nl = Card(g−1({l}))
αg = αn11 · · ·αnrr
Obtenemos as los rn autovalores/autovectores de D˜P˜ D˜−1. Aislando aquel que es igual a 1,
obtenemos:
χ(P˜ tei , pi) = −1 + ( 1pi(i)
∑
l=1,r
V 2l (i)α
2t
l )
n
Por la seleccin de V1, 1pi(i)V
2
1 (i)α
2t
1 = 1. Como (1 + x) ≤ ex, obtenemos:
χ(P˜ tei , pi) ≤ −1 + exp{n
∑
l=2,r
V 2l (i)
pi(i)
α2tl } ≤ −1 + exp{
n
pi(i)
α2t}
4.1. FENMENO DE CUTOFF Y TEST DE PARADA DE UNA CADENA 65
As, χ(P˜ tei , pi) ≤ η siempre que npi(i)α2t < log(1 + η), es decir, siempre que
t >
log n
2 log(1/α)
− log pi(i)
2 log(1/α)
− log(log(1 + η))
2 log(1/α)
Es el resultado anunciado para c = − log pi(i)− log(log(1 + η)).
(ii) Supondremos c lo suficientemente grande de tal manera que una cota inferior de la
desigualdad sea ≥ 0. Para demostrar la desigualdad, es suficiente encontrar un subconjunto
Ft ⊂ En, tal que para t < (log n− c)/(2 log(1/α)) y ε(c, i) = −e
cw2(i)
8pii(1−pii) , se tiene:
pi(Ft) > 1− 2 exp{ε(c, i)} y P˜ tei (Ft) < 2 exp{ε(c, i)}
Sea i = (i1, i2, · · · , in) ∈ E˜ el valor muestreado por P˜ tei al instante t, y, para i ∈ E, Ni(i) el
nmero de coordenadas de i iguales a i. Entonces Ni es una distribucin binomial Bin(n, P ti ) bajo
P˜ ti , y una distribucin binomial Bin(n, pi(i)) bajo pi. Recordemos que t→ P 2ti es decreciente.
La idea es demostrar que, bajo P˜ tei , el nmero Ni(i) es significativamente superior a npi(i), la
media de Ni(i) bajo pi. Para esto, definamos:
Ft = {i : Ni(i) < n(pi(i) + 12[P
t
i (i)− pi(i)])}
Recordemos que P ti (i) =
∑
l=1,r V
2
l (i)α
t
l . Guardamos t = t(n) par y c = c(n) de manera tal que
t = (log n− c)/(2 log(1/α)). Entonces,
P ti (i) = pi(i) + n
− 1
2 e
1
2
cwi + o(n−
1
2 )
Para este valor de t, E(Ni) excede npi(i) en el orden
√
n. Resta utilizar la desigualdad de Chernov
para distribuciones binomiales :
Lema 4.1 Sea B ∼ Bin(n, p), b ∈]0, 1[, h(p, b) = (1−p1−b )1−b(pb )b. Entonces: P (B > nb) < hn(p, b)
si b > p y P (B < nb) < hn(p, b) si b < p.
Aplicando el lema a p = pi(i) (resp. a p = P ti (i)) y b = pi(i)+
1
2 [P
t
i (i)−pi(i)], se obtiene pi(E˜\Ft)
(resp. P˜ tei (Ft))< exp{ε(c, i) + o(1)}. De donde se concluye el resultado. 
Podemos preguntarnos si existe un control uniforme en el estado inicial i = (i1, i2, · · · , in)
de la cadena. La repuesta es si (Proposicin 2.4, [110]): para toda funcin c(n) → +∞, poniendo
t−(n) = ma´x{0, logn2 log(1/α) − c(n)}, t+(n) = logn2 log(1/α) + c(n), se verifica:
l´ım
n→∞
∥∥∥P˜ t−(n)i − pi∥∥∥ = 1 y l´ımn→∞∥∥∥P˜ t+(n)i − pi∥∥∥ = 0
dado que i = (i1, i2, · · · , in), cada modalidad i ∈ E es de frecuencia asinttica > 0 en i.
4.1.2. Ejemplo 2 (continuacin) : tiempo de fusin y regla de parada [109]
Sea f : E → R y {X(t)}t≥0 = {X1(t), X2(t), · · · , Xn(t)}t≥0 la cadena que comienza en
i˜ = (i, i, · · · , i). La media emprica de f al tiempo t es:
S
(t)
i (f) =
1
n
t∑
m=1
f(Xm(t))
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Definicio´n 4.1 Sean i1 y i2 dos estados tales que f(i1) < Epi(f) < f(i2). El tiempo de fusin
(merging time) de la cadena asociada a (i1, i2, f) es la variable aleatoria :
Ti1,i2(f) = inf{t > 0 : S(t)i1 (f) ≥ S
(t)
i2
(f)}
Sea wi(f) =
∑
l:|αl|=α
∑
j∈E f(j)
√
pij
pii
Vl(i)Vl(j) y 〈f, P ti 〉 la esperanza de f bajo P ti .
Proposicio´n 4.2 ([109] y [110]) Si las dos condiciones siguientes se verifican:
(a) uno de los dos valores wi1(f) y wi2(f) no es cero,
(b) las dos funciones 〈f, P ti1〉 y 〈f, P ti2〉 son crecientes en t;
Entonces:
l´ım
n→∞Ti1,i2(f){
log 2n
2 log(1/α)
}−1 = 1 en Probabilidad
Este resultado permite dar una regla de parada que asegura la convergencia de la cadena P˜ :
si ε > 0 y si n es grande, parar la cadena en T = (1 + ε)Ti1,i2(f) asegura la proximidad de P˜
T
y de pi. Sealemos que (b) se verifica cuando P se reemplaza por P 2 (los valores propios de P 2
son positivos, si se itera la cadena por pasos de 2 y se detiene la cadena en un instante par). Las
condiciones f(i1) < Epi(f) < f(i2) sobre (f, i1, i2) y (b) se obtienen por ejemplo si E posee un
orden parcial ≺, si f es montona, si i1 es minimal y si i2 es maximal en E. Por ejemplo, sobre
E = {−1,+1}n para el orden:
x ≺ y ⇔ ∀i = 1, n : xi ≤ yi
−1 = (xi ≡ −1) es minimal, +1 = (xi ≡ +1) es maximal se puede seleccionar f(x) =
∑
i xi que
es creciente.
Diferentes contextos de aplicacin (5) se desarrollan en [110].
4.2. Simulacin exacta por acoplamiento desde el pasado
4.2.1. Acoplamiento desde el pasado
Expondremos aqu los resultados principales (6) de J.G. Propp y D.B. Wilson ([84], 1996).
Sea P una transicin ergdica sobre E = {1, 2, · · · , r}, de distribucin invariante pi . Se quiere
simular pi segn la dinmica P . Llamemos P (i, ·) la distribucin de la cadena que sale de i luego de
un paso.
Las simulaciones (S). El acoplamiento desde el pasado se define a partir de una sucesin S de
simuladores
S = {f−t(i), t ≥ 1, i ∈ E}
donde f−t(i) tiene como distribucin P (i, ·). Supondremos los generadores St = {f−t(i), i ∈ I}
i.i.d. en el tiempo t ≥ 1 (W. Kendall y J. Møller debilitan esta condicin, [62]). En cuanto a las
variables f−t(i), i ∈ E (t est fijo), ellas no son necesariamente independientes. Veremos tambin
que es posible e interesante que todas ellas provengan de un nico generador Ut uniforme sobre
[0, 1]. El algoritmo evoluciona desde el pasado:
5Cutoff para una cadena con espacio numerable, cadena de nacimientos y de muertes sobre un rbol, sobre R,
red de Jackson
6Propp y Wilson estudian aplicaciones en combinatoria, en mecnica estadstica y en cubrimientos (Ising,
random-cluster, ice, y dimer models).
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• Iteracin entre −t y −t+ 1 (t ≥ 2) :{ • Para cada i ∈ E, simular i 7→ f−t(i) ∈ E
• • Se obtienen as r-transiciones {i 7→ f−t(i), i ∈ E} de − t a − t+ 1.
El flujo de t1 a t2, t1 < t2 : F t2t1 : E → E.
Es la transformacin aleatoria:
F t2t1 = ft2−1 ◦ ft2−2 · · · ◦ f−t1+1 ◦ ft1
F t2t1 (i) es el estado al tiempo t2 de la cadena que ha comenzado en i al tiempo t1. As, F
0
t (t < 0),
el flujo entre el instante t y 0, verifica:
F 0t = F
0
t+1 ◦ ft, con F 00 = Id (4.1)
Esta ltima relacin muestra que F 0t se obtiene recursivamente utilizando r lugares de memoria.
Tiempo y estado de coalescencia para (S) .
T < 0 es un tiempo de coalescencia del algoritmo si F 0T es constante,
∃i∗ ∈ E t.q. : ∀i ∈ E,F 0T (i) = i∗
Las r-cadenas, que comienzan en los r-estados al instante T , se acoplan todas al instante 0: se dice
de nuevo que T es un instante de acoplamiento desde el pasado (coupling from the past, CFTP),
i∗ el estado de coalescencia. La relacin (4.1) nos dice que si T ′ < T , entonces T ′ es todava
un tiempo de coalescencia, el estado de coalescencia al instante 0 permanece intercambiado.
Llamemos F 0−∞ = F 0−T∗ = F
0
−M para todo M ≥ T∗ el valor constante y comn obtenido para el
primer instante de acoplamiento, llamado T∗,
T∗ = inf{t > 0 : F 0−t(·) es constante}
Proposicio´n 4.3 Simulacin exacta por CFTP(S)
Casi seguramente, el acoplamiento tiene lugar en un tiempo finito : P (T∗ <∞) = 1. Adems,
i∗ = F 0−∞ se distribuye siguiendo pi.
Demostracin : Como la cadena es ergdica, existe L <∞ tal que, para todo i, j, PL(i, j) > 0.
As, F tt−L tiene una probabilidad ε > 0 de ser constante. Cada una de las aplicaciones F
0
−L, F
−L
−2L,
· · · tiene probabilidad ε de ser constante, y como estos eventos son independientes, al menos
uno se cumple con probabilidad 1. As c.s. F 0−M es constante si M es lo suficientemente grande.
Se tiene P (T∗ <∞) = 1.
La sucesin St = {f−t(i), i ∈ I}, t = −1,−2, · · · es i.i.d., F−1−∞ a F 0−∞ tienen la misma
distribucin ν. Por otra parte, se pasa de una a otra por P . Se tiene entonces νP = ν, esto es
ν = pi. 
Este resultado ha sido extendido a un contexto mucho ms general par W. Kendall y J. Møller
(Teorema 3.1,[62]).
Comentarios.
(1) La distribucin de la variable S1 = {f−1(i), i ∈ I} es el germen de la simulacin. El test de
parada es implcito al procedimiento.
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(2) Complejidad algortmica. Para obtener F 0t , es necesario efectuar (−t)× r operaciones, lo
que es irrealista si r es grande. Igualmente, r lugares de memoria sern necesarios. Dos proce-
dimientos son posibles: (i) las transiciones St = {f−t(i), i ∈ I} pueden ser construidas a partir
de un nico germen aleatorio U−t, limitando as el nmero de llamadas a un generador aleatorio;
(ii) en el caso de un espacio E con un orden parcial ≺ y de una cadena montona (nocin que
definiremos luego), ser suficiente probar la igualdad F 0T (i) = F
0
T (i) para dos estados solamente.
(3) El procedimiento MCMC es distinto : en efecto, se escoge un estado inicial i0 y se calcula
Fn0 (i0) para n grande: una sola trayectoria es simulada. La dificultad est en la seleccin de n.
(4) Podemos pensar que un buen procedimiento consiste en simular, desde el instante 0 (es
decir hacia el futuro), r cadenas comenzando de r estados, hasta el primer instante T ∗ donde
ellas se acoplan, es decir tal que F T
∗
0 es constante. Esta es la idea estudiada por Jonhson [54] (cf.
tambin [32]). La ventaja consiste en hacer desaparecer el sesgo de la seleccin de un punto inicial
particular i0, la complejidad algortmica se sita entre T ∗ (la de MCMC) y r×T ∗(la de CFTP)) (en
efecto a medida que las trayectorias se acoplan, se disminuye el nmero de operaciones a efectuar).
Esta idea es tanto ms natural que T∗ y T ∗ tienen, como veremos, la misma distribucin. Sin
embargo, F T
∗
0 y F
0
−T∗ no tienen la misma distribucin, y en general, F
T ∗
0 no posee la distribucin
pi. Para convencerse, es necesario considerar una transicin P tal que existe un estado j0 que
tiene un slo predecesor: F T
∗
0 no carga a j0 por lo tanto no puede tener la distribucin pi, porque
pi(j0) > 0 (cf. ejercicio).
(5) Lo que distingue el acoplamiento hacia el pasado del acoplamiento hacia el futuro es que,
para el acoplamiento hacia el pasado, se puede escribir el estado de coalescencia, x(0) = F 0−∞(·):
es como si x(0) fuese el estado al tiempo 0 de la cadena que comienza en −∞. Este estado
tiene distribucin pi. Una escritura e interpretacin de este tipo no es posible para el estado de
acoplamiento hacia el futuro, ya que la cadena comienza en el tiempo fijo 0.
4.2.2. Un nico germen para definir S−t = {f−t(i), i ∈ I}
Sean · · · , U−3, U−2, U−1 una sucesin i.i.d. de variables uniformes sobre [0, 1], y Φ : E×[0, 1]→
[0, 1] una aplicacin medible tal que
∀i, j : P{Φ(i, U−1) = j} = P (i, j)
Se puede entonces seleccionar, para todo i ∈ E : f−t(i) = Φ(i, Ut). En cada instante, una sola
simulacin es necesaria. Es necesario no obstante, evaluar todos los valores Φ(i, Ut) para i ∈ E.
El caso “favorable” de una cadena montona permite eliminar esta dificultad: en este caso,
veremos que es suficiente seguir slo dos trayectorias para identificar el acoplamiento. Esto reduce
considerablemente el nmero de operaciones a efectuar as como la dimensin de la memoria til.
4.2.3. Algoritmo de Monte-Carlo montono
Presentacin general
Supongamos que E est provisto una relacin de orden parcial, llamada x ≺ y, para la cual
existe un elemento minimal 0 y un elemento maximal 1 : ∀ x ∈ E, 0 ≺ x ≺ 1. Supongamos
adems que la regla de actualizacin preserva este orden, es decir:
∀x, y ∈ E t.q. x ≺ y entonces: ∀u ∈ [0, 1] : Φ(x, u) ≤ Φ(y, u)
Diremos que este algoritmo de Monte-Carlo es montono. Definamos entonces:
Φt2t1(x,u) = Φt2−1(Φt2−2(· · ·Φt1(x, ut1), · · · , ut2−2), ut2−1)
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donde u = (· · · , u−1, u0). La monotona del algoritmo asegura que :
∀x ≺ y y t1 < t2,Φt2t1(x,u) ≤ Φt2t1(y,u)
En particular, si u−T , u−T+1, · · · , u−1 son tales que Φ0−T (0,u) = Φ0−T (1,u), entonces −T es
un tiempo de acoplamiento desde el pasado. Estas dos configuraciones 0 y 1 caracterizan el
tiempo de acoplamiento. En efecto, para todo x, las trayectorias {F t−T (x),−T ≤ t ≤ 0} son
“ensanguchadas” ([61]) entre {F t−T (0),−T ≤ t ≤ 0} y {F t−T (1),−T ≤ t ≤ 0}.
Complejidad del algoritmo.
Propp y Wilson proponen el algoritmo siguiente. Se prueba sucesivamente T = 1, 2, 4, 8, · · ·
hasta conseguir un valor 2k tal que Φ0−2k(0,u) = Φ
0
−2k(1,u). Los valores de ut utilizados deben
ser los mismos para dos ensayos que hacen intervenir un mismo instante t. Estos valores de ut
son entonces progresivamente colocados en la memoria.
Para este algoritmo, el nmero de operaciones necesarias para probar la coalescencia es 2×(1+
2+ 4+ · · ·+2k) ≈ 2k+2 (es necesario seguir dos trayectorias, tantas veces como ensayos). Como
T∗ > 2k−1, este nmero de operaciones es a lo sumo 4 veces el nmero ptimo 2T∗: el procedimiento
es razonable.
Ejemplo de un modelo de Ising
Los sistemas de spins atractivos son ejemplos-tipos de modelos que permiten construir una
dinmica de Monte-Carlo montona. El conjunto de sitios es S = {1, 2, · · · , n} y el de estados,
E = {−1,+1}S (|E| = r = 2n). E posee el orden:
x ≺ y ⇔ {∀i ∈ S, xi ≤ yi}
Para este orden, 0 = (xi = −1,∀i) es minimal, 1 = (xi = +1,∀i) es maximal.
Una distribucin pi sobre E se llama atractiva si, para todo i :
x ≺ y ⇒ pii(+1 | x) ≤ pii(+1 | y) (4.2)
donde pii(· | z) es la distribucin condicional en z (realmente en zi) en i. Como no figura en el
sitio i donde el intercambio de spin se ha efectuado, y escribiendo x ↑ (resp. x ↓) la configuracin
(+1, xi) (resp. (−1, xi)), la relacin (4.2 ) es equivalente a
x ≺ y ⇒ pi(x ↓)
pi(x ↓) + pi(x ↑) ≥
pi(y ↓)
pi(y ↓) + pi(y ↑)
Consideremos entonces el algoritmo de Gibbs (secuencial determinista o de barrido aleatorio),
y definamos:
ft(x, ut) =
{
x ↓ si ut < pi(x↓)pi(x↓)+pi(x↑)
x ↑ si ut ≥ pi(x↓)pi(x↓)+pi(x↑)
Si pi es atractiva, los ft definen un algoritmo de Monte-Carlo montono porque ft(x, ut)(i) = +1
y ft(y, ut)(i) = −1 son incompatibles para x ≺ y.
Si se especifica pi como la distribucin de un modelo de Ising de energa U(x)
pi(x) = Z−1 exp{U(x)} con U(x) =
∑
i
αixi +
∑
i<j
βi,jxixj
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la propiedad de ser atractiva es equivalente a la condicin : ∀i, j, βi,j ≥ 0. Si nos colocamos en la
temperatura crtica (β ' 0,441) para un modelo de Ising isotrpico y de 4-v.m.c. sobre una malla
512× 512, Propp y Wilson observan que aproximadamente T = 30 barridos hacia el pasado son
suficientes para la simulacin CFTP del modelo (esto es 10 min. sobre une estacin Sparc).
Otro inters de un algoritmo de Monte-Carlo montono es que permite simular simultneamente
muestras de una distribucin piT dependiente de un parmetro de T, para diversos valores de T
(.omnithermal algorithm”,[84]).
Evaluacin del tiempo de acoplamiento
Instantes de acoplamiento hacia el pasado o hacia el futuro. El tiempo de acoplamiento
T∗ hacia el pasado es el primer instante tal que F 0−t(0) = F 0−t(1). El tiempo de acoplamiento
T ∗ hacia el futuro es el primer t > 0 tal que F t0(0) = F t0(1). Estos dos tiempos tienen la misma
distribucin : en efecto, para cada t > 0, P (T∗ > t), la probabilidad que F 0−t no sea constante, es
igual a la probabilidad de que F t0 no sea constante porque se pasa de F
0−t a F t0 por la traslacin
de +t en el tiempo y que S = {St} es estacionaria (cuidado, F 0−T∗ y F T
∗
0 no tienen las mismas
distribuciones, cf. ejercicio).
Eficiencia de un algoritmo de acoplamiento hacia el pasado Como la duracin del
algoritmo es lineal en T∗, el algoritmo ser tanto ms eficiente cuando ms pequeo sea T∗. Otra
manera de comprender este resultado es la siguiente: el tiempo de acoplamiento T ∗ controla la
convergencia MCMC clsica, porque la desigualdad de acoplamiento da∥∥∥µP k − pi∥∥∥ ≤ P (T ∗ > k)
Ser necesario entonces, dentro de la multiplicidad de las selecciones S = {St} posibles, guar-
dar aquellas que generan trayectorias con una fuerte probabilidad de coalescencia. Se habla de
acoplamientos ptimos (cf. [46], [83], [56]).
Algunas evaluaciones sobre el tiempo de acoplamiento T∗. Permaneceremos dentro del
contexto de un algoritmo de Monte-Carlo montono. Trabajaremos con el tiempo de acoplamiento
hacia el futuro T ∗, conceptualmente ms simple.
Algunas notaciones :
• Para k > 0, d(k) = sup{∥∥µP k − νP k∥∥ , µ, ν distribuciones iniciales}
• el tiempo de mezcla Tmix de P es el primer ndice k tal que d(k) < e−1
• l es la longitud mxima de una cadena que respeta el orden parcial: l = ma´x{k : existe un
camino x1 → x2 · · · → xk t.q. xl ≺ xl+1 para l = 1, k − 1}
Proposicio´n 4.4 Evaluacin de la distribucin de T ∗ (o de la distribucin de T∗).
(1) T∗ y T ∗ tienen la misma distribucin.
(2) l−1P (T ∗ > k) ≤ d(k) ≤ P (T ∗ > k)
(3) P (T ∗ > k) es submultiplicativa :
P (T ∗ > k1 + k2) ≤ P (T ∗ > k1)P (T ∗ > k2)
(4) ∀k : k × P (T ∗ > k) ≤ E(T ∗) ≤ k/P (T ∗ > k)
Demostracin:
(1) Es una consecuencia de la estacionaridad de S = (St).
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(2) Sea x ∈ E, y h(x) la longitud de la cadena ms larga de vrtice x. Sean X0(k) (resp. X1(k))
el estado de la cadena inicializada en 0 (resp. 1) despus de k pasos. Si X0(k) 6= X1(k), entonces
h(X0(k)) + 1 ≤ h(X1(k)). Lo que conduce a:
P (T ∗ > k) = P (X0(k) 6= X1(k))
≤ E[h(X0(k))− h(X1(k))]
= EPk0 [h(X)]− EPk1 [h(X)]
≤
∥∥∥P k0 − P k1∥∥∥ {ma´xh(x)−mı´nh(x)}
≤ d(k)× l
Para establecer la otra desigualdad, consideremos el acoplamiento de dos copias de la cadena,
una con distribucin inicial µ, la otra con distribucin ν, las dos cadenas se acoplan en el primer
instante de encuentro. La monotona implica que las dos copias se encuentran antes de k con una
probabilidad al menos igual a P (T ∗ ≤ k). Deducimos que µP k y νP k son diferentes sobre un
evento de probabilidad ≤ P (T ∗ > k), es decir:∥∥∥µP k − νP k∥∥∥ ≤ P (T ∗ > k)
(3) El evento {F k10 es constante} y el evento {F k1k1 h + k2 es constante} son independientes.
Y si uno ocurre, F k1+k20 es constante. De lo que se concluye la submultiplicatividad.
(4) La minoracin es consecuencia de la positividad de T ∗. Pongamos ε = P (T ∗ > k). Enton-
ces, dada la submultiplicatividad, P (T ∗ > ik) ≤ εi, y
E(T ∗) ≤ k + kε+ kε2 + · · · = k/P (T ∗ ≤ k)

Estos resultados permiten concluir que: “si la cadena es rpidamente mezclante, las trayecto-
rias se acoplan rpidamente”. En efecto, d(k) es, ella tambin, submultiplicativa (cf. captulo 3),
y entonces despus de k = Tmix(1 + log l) pasos, d(k) ≤ 1/el, es decir P (T ∗ > k) ≤ 1/e, ms an :
E(T ∗) ≤ 2Tmix(1 + log l).
Enfoque emprico para la evaluacin de T ∗.
V.E. Johnson [55] estudia empricamente la curva b 7→ T ∗(b) para un modelo de Ising isotrpico
de 4-v.m.c. de parmetro b > 0 (atractivo) sobre une malla 64× 64 :
pib(x) = Z−1(b) exp{b
∑
‖i−j‖1=1
xixj}, x ∈ {−1,+1}64×64
El autor estima T ∗ a partir de 20 simulaciones independientes, obteniendo la estimacin emprica
de la curva b 7→ E(T ∗ | b) y tambin los histogramas de la muestra {T ∗(b, k), k = 1, 20} para
diversos valores del parmetro de correlacin espacial b (su parametrizacin es de estados {0, 1},
su parmetro es β = 2b; el umbral crtico es b ' 0,441 (valor escogido por Propp y Wilson en su
simulacin)). Obtiene los siguientes resultados :
b 0.1 0.2 0.3 0.4 0.5
T ∗(b) 7 15 50 500 200.000
Para valores moderados de b, como 0,3, T ∗ es bastante dbil: no es til iterar un gran nmero
de barridos del muestreador de Gibbs para alcanzar el estado estacionario. Por el contrario, T ∗
presenta rpidamente un crecimiento superexponencial ms all del umbral crtico 0,441.
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4.3. Ejercicios
Ejercicio 4.1 Acoplamiento hacia el pasado o hacia el futuro : F T
∗
0 y F
0
−T∗ no tienen la misma
distribucin.
Consideremos la cadena sobre E = {0, 1} de transicin P (0, 0) = P (0, 1)12 , y P (1, 0) = 1.
(1) Proponer diferentes trayectorias: (i) que se acoplan hacia el pasado; (ii) que se acoplan
hacia el futuro.
(2) Determinar la distribucin de T ∗, el tiempo de acoplamiento hacia el futuro (esta distri-
bucin es la misma que la distribucin de T∗, el tiempo de acoplamiento hacia el pasado).
(3) Verificar, suministrando ejemplos de trayectorias simuladas, que F 0−T∗ carga los dos es-
tados, pero no F T
∗
0 . Demostrar que F
T ∗
0 ∼ δ{0}, y que F 0T∗ ∼ pi = (2/3, 1/3).
Hacer el mismo estudio para la cadena con 3 estados de transicin P =
 0 1/2 1/21 0 0
1/2 0 1/2
.
Ejercicio 4.2 Un caso donde F T
∗
0 tiene distribucin pi
Sea la cadena sobre E = {0, 1} (0 ≺ 1) de transicin, para p, q ∈]0, 1[, y 1− q < p :
P =
(
p 1− p
1− q q
)
Los dos sorteos asociados a dos filas de P (0, .) y P (1, .) se obtienen a partir de una misma
distribucin uniforme U sobre [0, 1] :{ • 0 7→ 1 si U > p y 0 7→ 0 si no
• 1 7→ 1 si U > 1− q y 1 7→ 0 si no
(1) Verificar que el algoritmo es montono.
(2) Determinar la distribucin de T ∗, el tiempo de acoplamiento hacia el futuro.
(3) Verificar que F T
∗
0 ∼ pi = (2− (p+ q))−1(1− q, 1− p), la distribucin invariante de P .
Ejercicio 4.3 Programacin de algoritmos de acoplamiento
(1) Escoger una matriz de transicin ergdica P sobre E = {1, 2, · · · , r} (r = 3, 5, 10, 20). De-
terminar su distribucin invariante pi y su espectro. Hacer selecciones para las cuales un algoritmo
de Monte-Carlo montono es posible (para el orden natural sobre E).
(2) Proceder a simular por acoplamiento hacia el pasado. Identificar T∗, el tiempo de aco-
plamiento hacia el pasado, y el valor retornado x(0). Repetir la experiencia N veces (N =
100, 1000, ...) de manera independiente y evaluar: la distribucin emprica de T∗ (esperanza, va-
rianza emprica, y tambin su min y su max), la estimacin pi de pi, como la distancia Chi2 χ(pi, pi).
(3) Rehacer el procedimiento si un algoritmo montono existe y comparar los resultados.
(4) Para una precisin χ(pi, pi) anloga, ¿cuntas simulacionesMCMC sern necesarias? Proceder
a efectuar esta simulacin, y repetirla 1000 veces. Comparar los resultados.
(4) Programar el algoritmo de acoplamiento hacia el futuro. Verificar empricamente que T ∗,
el tiempo de acoplamiento hacia el futuro, tiene la misma distribucin que T ∗. Dar la distribucin
emprica del estado de acoplamiento hacia el futuro.
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Los ejercicios que siguen tratan sobre el acoplamiento de variables aleatorias (o de procesos)
y fueron extrados del artculo de T.H.T. Thorisson [97]. Una referencia general sobre el aco-
plamiento es el libro de T. Lindvall [68]. Demos la definicin general del acoplamiento de dos
distribuciones.
Definicin : acoplamiento de dos distribuciones. Sean µ y ν dos distribuciones sobre el
mismo espacio medible (E, E). Una variable (X,Y ) sobre (E×E, E × E) efecta un acoplamiento
de µ y de ν si X ∼ µ y Y ∼ ν.
Existen siempre acoplamientos: por ejemplo el acoplamiento independiente µ⊗ ν, el acopla-
miento dependiente a partir de una misma variable uniforme U (X = F−1µ (U) y Y = F−1ν (U)),
pasando por muchas otras posibilidades. Este “grado de libertad” en la seleccin del acoplamiento
permite obtener resultados ms o menos interesantes. La dificultad de un mtodo de acoplamiento
es : “como seleccionar un acoplamiento bien adaptado al problema considerado”. Recordemos
que la distancia en variacin entre µ y ν est definida por :
‖µ− ν‖ = sup{|µ(A)− ν(A)| : A ∈ E}
Ejercicio 4.4 Desigualdad de acoplamiento
Sea (X,Y ) un acoplamiento de µ y de ν. Demostrar la desigualdad de acoplamiento :
‖µ− ν‖ ≤ P (X 6= Y ).
Si (X,Y ) verifica la igualdad, se dice que el acoplamiento es maximal. Existe siempre un aco-
plamiento maximal.
Ejercicio 4.5 Acoplamiento de una distribucin binomial y de una distribucin de Poisson con
la misma media
(1) Acoplamiento de una distribucin de Bernoulli y de una distribucin de Poisson.
Sea p ∈]0, 1[, X ∼ Ber(p) y Y ∼ P(p). Sea I ∈ {0, 1}, independiente de X y de Y , definida por
: P (I = 0) = ep(1− p). Pongamos :{
X ′ = 0⇔ Y = 0 y I = 0
X ′ = 1⇐⇒ Y > 0 donde I = 1
Verificar que (X ′, Y ) es un acoplamiento de X y de Y (es realmente un acoplamiento maximal).
Verificar que : P (X ′ 6= Y ) = p(1− e−p) ≤ p2.
(2) Sean Xi ∼ Ber(pi), i = 1, n, n distribuciones de Bernoulli independientes, Yi ∼ P (pi),
i = 1, n, n distribuciones de Poisson independientes, X =
∑
iXi y Y =
∑
i Yi (Y es una
distribucin de Poisson de media
∑
i pi). Proponer un acoplamiento de X y de Y a partir de
n-acoplamientos (X ′i, Yi) de Xi y de Yi, i = 1, n. Utilizando la inclusin :
(X ′ 6= Y ) ⊆
n⋃
i=1
(X ′i 6= Yi),
deducir la desigualdad de Chen-Stein :
‖L(X)− L(Y )‖ ≤ 2
n∑
i=1
p2i .
(3) Aplicacin :
‖Bin(n, p)− P(np)‖ ≤ 2np2 = 2λ
2
n
si λ = np.
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Ejercicio 4.6 Dominacin estocstica
Para dos variables aleatorias reales, se llama X ¹ Y la relacin de dominacin estocstica: para
todo x ∈ R, FX(x) ≤ FY (x).
Sean X y Y dos distribuciones tales que X ¹ Y , (Xi, i = 1, n) (resp. (Yi, i = 1, n)) una n-
muestra de X (resp. una n-muestra de Y ), SX =
∑
Xi y SY =
∑
i Yi. Demostrar que SX ¹ SY .
Indicacin : usaremos los acoplamientos elementales dependientes (F−1X (Ui), F
−1
Y (Ui)) de Xi y de
Yi, i = 1, n, donde (Ui, i = 1, n) es una muestra U [0, 1].
Ejercicio 4.7 Acoplamiento maximal de dos cadenas ([46], [83])
Para dos cadenas discretas de transicin P sobre (E, E), verificar que la transicin P siguiente
es un acoplamiento de P y de P sobre (E, E)⊗ (E, E) :
P[(i, i), (k, k)] = pik
P[(i, j), (k, k)] = inf{pik, pjk}
P[(i, j), (k, l)] = δ−1ij {(pik − pjk)+(pil − pjl)−}
donde δij 12
∑
k |pik − pjk|. Este acoplamiento es maximal.
Ejercicio 4.8 El acoplamiento multigamma ([68],[56],[80])
El espacio de estados es E ⊂ Rd. Sea f(· | x) une densidad de transicin difusa y ergdica con
distribucin invariante pi. Supongamos que :
∀x, y ∈ E : f(y | x) ≥ r(y) ≥ 0 con 0 < ρ =
∫
r(y)dy < 1.
Sean R(y) = ρ−1
∫
r(u)du,Q(y | x) = (1−ρ)−1 ∫ y−∞[f(u | x)−r(u)]du, U1 y U2 dos distribuciones
uniformes independientes sobre [0, 1]. Se define la funcin de actualizacin Φ :
Φ(x,U1, U2) =
{
R−1(U2) si U1 < ρ
Q−1(U2 | x) si no
(1) Verificar que : P (Yn+1 ≤ y | Yn = x) = ρR(y)+ (1−ρ)Q(y | x). Deducir que Φ(x,U1, U2)
tiene distribucin f(· | x). Si hay acoplamiento, “se hace en un slo paso”, ¡para todas las trayec-
torias!
(2) Demostrar que el tiempo de acoplamiento (hacia el pasado), usando esta actualizacin, es
c.s. finito.
(3) Dado que R−1 se llama con una probabilidad fija, igual a ρ, se puede proponer el algoritmo
siguiente de simulacin exacta de pi : (i) sortear T∗ el tiempo de acoplamiento con distribucin
geomtrica de parmetro ρ; (ii) sortear Y−T∗ con distribucin r(·)/ρ; (iii) simular hacia el futuro la
distribucin de la cadena con transicin Q−1(U2 | Yt−1)→ Yt . Verificar que Y0 ∼ pi.
Comentarios : este acoplamiento permite extender los resultados de Propp y Wilson a un es-
pacio de estados continuo. Es necesario sin embargo notar que el campo de aplicacin es limitado:
(1) la funcin de minoracin r(·) tiene el riesgo de ser muy pequea en la prctica (la esperanza del
tiempo de acoplamiento es ρ−1), y a menudo r(·) ≡ 0; (2) es necesario conocer explcitamente las
constantes de normalizacin que intervienen en las densidades. Murdoch y Green [80] responden
en parte a estas preguntas.
Ejercicio 4.9 Control de la velocidad de convergencia ‖νPn − pi‖ por acoplamiento
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Sea P una transicin sobre un espacio general (E, E), verificando, para ν una probabilidad
sobre (E, E) :
∃ε > 0 t.q., ∀x ∈ E, ∀A ∈ E : P (x,A) ≥ εν(A)
Sea x ∈ E un estado fijo,X∗ la distribucin de la cadena que comienza en x, Y ∗ la distribucin de la
cadena que comienza a partir de su distribucin invariante pi. Vamos a construir un acoplamiento
multigamma (X,Y ) = (Xn, Yn)n≥0 de X∗ y de Y ∗ (cf. ejercicio precedente). En n = 0, tomamos
X0 = x y Y0 ∼ pi . La simulacin en el paso n 7→ n+ 1 es la siguiente:{
(a) con probabilidad ε : tomar Xn+1 = Yn+1 = y donde y ∼ ν
(b) si no tomar Xn+1 ∼ P (Xn,.)−εν(·)1−ε , Yn+1 ∼ P (Yn,.)−εν(·)1−ε
las dos simulaciones de (b) provienen de la misma distribucin uniforme. Las cadenas van a
terminar por acoplarse en el sentido siguiente: luego de encontrarse, digamos al instante de
acoplamiento T (no importa que la causa sea (a) o (b)), continuarn sus trayectoria unidas:
∀t ≥ T , Xt ≡ Yt.
(1) Verificar que (X,Y ) es un acoplamiento de X∗ y de Y ∗ .
(2) Usando la desigualdad de acoplamiento, demostrar que :
‖Pnx − pi‖ ≤ P (T > n) ≤ (1− ε)n
(3) Si E = {1, 2, · · · , r} es finito si P es regular (∃m t.q. δ = inf{Pm(i, j), i, j ∈ E} > 0),
deducir de (2) que
‖Pnx − pi‖ ≤ (1− rδ)[
n
m
].
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Cap´ıtulo 5
Campos de Markov, problemas
inversos y reconstruccin bayesiana
En este captulo veremos como la asociacin de un modelo markoviano con un criterio de
seleccin bayesiano, nos proporciona una herramienta matemticamente rigurosa, as como numri-
camente eficaz, para la resolucin de problemas inversos.
Comenzaremos por definir la nocin de campo de Gibbs y su relacin con los campos de
Markov. En primer lugar, daremos modelos de reticulados definidos en un conjunto finito de
sitios S = {1, 2, · · · , n}. Luego introduciremos la nocin de procesos markovianos de objetos, que
generalizan a los procesos puntuales de Markov y que son conceptos bsicos para la geometra
aleatoria.
A travs de algunos ejemplos de problemas inversos en la teora de sen˜ales y de imgenes, se
mostrar como el modelaje markoviano puede capturar adecuadamente la informacin a priori que
se tiene sobre el problema, la cual es fundamental para su resolucin. Luego, veremos como los
algoritmos aleatorios, de simulacin o de optimizacin, cuya construccin est relacionada con nuestro
criterio, dan mtodos numricos estructurados y eficientes para resolver un problema inverso.
5.1. Modelo de Gibbs y campo de Markov en un conjunto finito
Sea S = {1, 2, · · · , n} un conjunto finito dotado de una medida referencial ν. Si F es discreto,
se escoger como F a la σ−lgebra discreta y si F es finito, entonces ν ser la medida de contar.
Si F = Rp, entonces F ser la σ−lgebra de Borel y ν ser en general, una medida absolutamente
continua con respecto a la medida de Lebesgue. Sea E = FS , E = F⊗S y µ = ν⊗S . Una
configuracin en S se denota como x = (x1, x2, · · · , xn), y z.
Referencias: Para conocer ms sobre modelos de Gibbs en una red finita, se recomienda
revisar los siguientes textos: Besag ([10]), Kinderman y Snell ([64]), Prum ([85]) y Guyon ([47]).
El delicado tema de los campos de Gibbs en redes infinitas, escapa a los objetivos de este curso;
no obstante, siempre se puede consultar el libro de Georgii [41], que es fundamental para el
tema.
5.1.1. Modelo de Gibbs
Sea U una aplicacin medible de E en R. Un modelo de Gibbs en (E, E) de energa U es una
distribucin pi absolutamente continua con respecto a µ, de densidad pi tal que
pi(x) = Z−1 expU(x)
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Esta notacin slo tiene sentido cuando la energa U es admisible; es decir, si
Z =
∫
E
exp{U(y)} µ(dy) <∞.
Una densidad de este tipo es estrictamente positiva. Al revs, toda densidad estrictamente positiva
se escribe de esta manera, tomando como funcin de energa U = log pi. Especifiquemos ahora el
modelo.
Sea C una familia de subconjuntos de S que incluye, por convencin, al conjunto vaco y a los
subconjuntos de un solo elemento de S. Un subconjunto cualquiera A de C se denomina una
claque. Diremos que U es la deriva del potencial Φ = {ΦA, A ∈ C} si
U =
∑
A∈C
ΦA
donde ΦA : FA → R, el potencial restringido a la claque A ⊂ S, slo depende de las coordenadas
de x en A, ΦA(x) = ΦA(xA). Denotaremos como piΦ el campo asociado a Φ; mas, si no hay lugar a
ambigedades, omitiremos el subndice Φ. Si se desea generar un modelo no saturado, escogeremos
C diferente de P(S). Cuando A = {i} (resp. A = {i, j}, A = {i, j, k}...), nos referiremos a un
potencial de conjunto unitario (resp. un potencial de pares, de tripletas, . . .).
5.1.2. Especificacin condicional y propiedad de Markov
Distribuciones condicionales
Las distribuciones condicionales piB(· | xB), B ⊂ S, provienen de la energa
UB(xB | xB) =
∑
A∈C:A∩B 6=∅
ΦA(x)
piB(xB | xB) = Z−1B (xB) expUB(xB | xB)
donde ZB(xB) =
∑
aB
expUB(aB | xB) es la constante de normalizacin.
Grafo de Markov de un modelo de Gibbs
A una familia de claques C se le asocia el grafo de vecindades de Markov G = G(C) simtrico
siguiente, donde 〈i, j〉 representa la existencia de una arista entre i y j,
Si i 6= j en S: 〈i, j〉 ⇐⇒ ∃A ∈ C tal que {i, j} ⊂ A (5.1)
Sea ∂B = {j ∈ S : ∃i ∈ B t.q. 〈i, j〉} la frontera de la vecindad de B. Es fcilmente verificable que
la distribucin condicional piB(· | xB) slo depende de xB a travs de x∂B. En particular, pii(. | xi)
depende de xj slamente cuando j es un vecino de i,
pii(xi | xi) = pii(xi | x∂i)Z−1i (x∂i) expUi(xi | x∂i)
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5.1.3. Campo de Markov y campo de Gibbs
Supongamos que F es discreto. Un campo de Markov $ sobre E = FS asociado a un grafo
simtrico G, es una distribucin tal que, para todo subconjunto B de S, la distribucin condicional
es local en el siguiente sentido:
$B(· | xB) = $B(· | x∂B)
Definamos ahora al conjunto C(G) de claques asociadas a G : ∅ y los conjuntos unitarios perte-
necen a C(G), un subconjunto A de S con por lo menos dos puntos, ser una claque cuando
A ∈ C(G)⇐⇒ ∀i, j ∈ A, 〈i, j〉 (5.2)
Proposicio´n 5.1 (Hammersley-Clifford, [10],[85],[47])
(i) Todo campo de Gibbs pi con familia de claques C es un campo de Markov de grafo G
definido por (5.1).
(ii) Recprocamente, todo campo de Markov $ de grafo G que verifique la condicin de po-
sitividad: ∀x ∈ E, $(x) > 0, es un campo de Gibbs para la familia de claques C definida en
(5.2).
La relacin (i) acaba de ser explicada. Precisemos (ii). Los potenciales de Gibbs (ΦA, A ∈ C)
del campo de Markov se obtienen a partir de la formula de inversin de Mœbius: sea 0 un estado
de referencia de F ; entonces, si A ∈ C(G), y si 0B es la configuracin de 0 sobre B,
ΦA(x) =
∑
B⊂A
(−1)|A\B|HB(x) donde HB(x) log
{
$B(xB | x∂B)
$B(0B | x∂B)
}
Identificabilidad de los potenciales. Diremos que la representacin en potencial Φ es identificable
si Φ → piΦ es inyectiva. Si la energa U (resp. el potencial ΦA) se modifica como U + c (resp.
como ΦA+c) donde c es una constante, la distribucin pi asociada no cambia. Falta pues imponer
condiciones para que Φ sea identificable. Es fcil verificar que las restricciones siguientes hacen
que Φ sea identificable,
∀A 6= ∅,ΦA(x) = 0 para todo x ∈ E siempre que ∃i ∈ A con xi = 0 (5.3)
Existen otras colecciones de restricciones que permiten garantizar que Φ sea identificable; por
ejemplo; las del anlisis de la varianza. Esas condiciones de identificabilidad muestran toda su
importancia en el anlisis estadstico de los modelos log-lineales. En este contexto son secundarias.
5.1.4. Ejemplos
Modelos de Ising en el cubo d-dimensional
Sea S = {1, 2, · · · , N}d, F = {−1,+1} y sea la relacin de vecindad en los 2d-v.m.p.:
〈i, j〉 ⇐⇒ ‖i− j‖1 = 1. El modelo de Ising de campo exterior h y de interaccin de pares β, es el
modelo de energa
U(x) = h
∑
S
xi + β
∑
〈i,j〉
xixj
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Los auto-modelos de Besag ([10]; [47], §2.2.3)
Definicio´n 5.1 Un campo pi con valores reales (F ⊂ R) es un auto-modelo si su distribucin pi
es de energa U
U(x) =
∑
S
Φi(xi) +
∑
{i,j},i6=j
βi,jxixj (5.4)
Slamente son aceptables los potenciales de conjuntos unitarios y los potenciales de pares; los
potenciales de pares tienen la forma particular Φ{i,j}(xi, xj) = βi,jxixj (automticamente, βi,j =
βj,i). Para cambiar la medida de referencia en xi, escribamos Φi(xi) = αixi+Ci(xi). Las energas
condicionales son
Ui(xi | xi) = xi(αi +
∑
j:j 6=i
βi,jxj) + Ci(xi) (5.5)
Para cada i, L(Xi | xi) perteneciente a la familia exponencial de densidades
fi(xi;xi) = Z−1(xi)g(xi) exp{xi × θi(xi)}, con θi(xi) = αi +
∑
j:j 6=i
βi,jxj (5.6)
La propiedad ms importante de una familia de este tipo es que si las distribuciones condicionales
son de la forma (5.6), ellas definen un modelo conjunto, el auto-modelo (5.4) ( [10]; [47], propiedad
2.3.). Veamos algunos ejemplos.
Modelo auto-binomial. Las distribuciones binomiales condicionales, L(Xi | xi)
∼ Bin(m; pi(xi)), i ∈ S , de parmetros
pi(xi) = [1 + exp−{αi +
∑
j:j 6=i
βi,jxj}]−1
son las distribuciones condicionales de un auto-modelo de potenciales
Φi(xi) = αixi + log(mxi) y Φ{i,j}(xi, xj) = βijxixj
Es suficiente observar que una distribucin binomial B(m, p) admite la representacin exponencial
P (X = x) = exp{x log p1−p + log(mx ) +m log(1− p)}.
Modelo auto-logstico. Este es el modelo precedente con m = 1. El modelo tiene energa
U(x) =
∑
i
αixi +
∑
i6=j
βijxixj
Los modelos auto-binomiales permiten la simulacin de una gran variedad de texturas. La di-
versidad de modelos (nmero de niveles de gris y distribucin marginal, comportamiento de la
correlacin, isotropa o no, inhibicin, formas organizadas, . . .) se obtienen jugando con los parme-
tros m (nmero de niveles de gris), ∂i, la forma y la talla de la vecindad, α y β los valores de los
parmetros de las interacciones. La dinmica utilizada para la simulacin es o bien la dinmica de
Gibbs, o bien la dinmica de Metrpolis de cambio de spins (cf. Cross y Jain [18]; [47], §2.2.4.).
El modelo auto-poissoniano corresponde a F = N, teniendo por distribuciones condicionales
los sitios i de las distribuciones de Poisson de parmetros
λi(xi) = exp{αi +
∑
j:j 6=i
βi,jxj}
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Este modelo es admisible si, y slamente si, para todo i, j, βij ≤ 0. La distribucin conjunta admite
como potenciales Φi(xi) = αixi + log(xi!), Φ{i,j}(xi, xj) = βijxixj .
Los modelos gaussianos son los modelos auto-normales : efectivamente, la distribucin
NS(µ,Σ) de energa cuadrtica U(x) = −12
t(x− µ)Q(x− µ), de potenciales
Φi(xi) = −12qiix
2
i + αixi y para i 6= j, Φ{i,j}(x) = βijxixj
donde Q = (qij) = Σ−1, αi =
∑
j∈S qijµj , βij= −12qij .
Recprocamente, la familia de distribuciones gaussianas unidimensionalesN (ai+
∑
j:j 6=i cijxj , vi),
i ∈ S, se reduce a una gaussiana multidimensional si la matriz Q definida por qii = v−1i y
qij = − cijνi , es simtrica y definida positiva. Q es claramente la inversa de la matriz de covarian-
za de la distribucin conjunta, distribucin de media µ = (I − C)−1a (C es la matriz de las cij
completada por 0 en la diagonal).
Modelo de regiones coloreadas (Strauss, [96])
Este modelo es particularmente simple y muy til en el anlisis de imgenes. Consideremos
un modelo X con estados cualitativos F = {c1, c2, · · · , cK} (K colores, K modalidades, . . .) y
definido en S finito con una relacin de vecindad 〈i, j〉 dada. Una configuracin de X es vista por
las K regiones coloreadas Sk = {i ∈ S : xi = ck}, k = 1,K. Estas regiones forman una particin
de S. Definamos los potenciales{
Φi(xi) =
∑
k αk1(xi = ck)
Φ{i,j}(xi, xj) =
∑
k 6=l βk,l1[(xi, xj) = (ck, cl)]
La energa asociada a una configuracin x es
U(x) =
∑
k
αknk +
∑
k<l
βk,lnkl (5.7)
donde nk es el nmero de sitios de color ck y nkl el nmero de sitios vecinos de colores {ck, cl}. El
parmetro αk regula la importancia marginal del color ck; mientras mayor sea ck, ms importante
ser la regin Sk. βk,l controla la verosimilitud de configuraciones vecinas (ck, cl); si se desea
vetar a la vecindad de dos colores ck y cl, se escoger βkl grande y negativa; al contrario, las
configuraciones vecinas (ck, cl) sern bastante probables si βkl > 0 es grande. Notemos que, como∑
k nk = n, el modelo est mal parametrizado: se puede fijar, por ejemplo αK = 0. Si losK colores
son intercambiables (los αk son idnticos, los βk,l son todos iguales con un mismo coeficiente β),
la energa es descrita por el nico parmetro β, lo cual vale cuando n(x) =
∑
〈i,j〉 1(xi = xj)
U(x) = −βn(x) (5.8)
Mientras mayor sea β positivo, mayor ser la probabilidad de observar regiones regulares.
Modelo en un espacio de estado mixto F = Λ× Rd
El espacio de estados F puede ser multidimensional. Supongamos por ejemplo que Z =
(X,Y )) es un valor en Λ×Rd donde, con la imagen del ejemplo precedente, Λ = {c1, c2, · · · , cK}.
Un modo clsico de modelar Z es definiendo jerrquicamente la distribucin: primero se propone
un modelo para X; luego, para cada x ∈ ΛS , se propone una familia de modelos condicionales
para (Y | x). Por ejemplo, X es un modelo de K colores, de energa (5.7). Una realizacin x
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define, entonces, una particin de S en K subconjuntos y se escoge para (Y | x) un modelo tal
que las realizaciones de Y en cada una de las regiones diferentes sean independientes entre ellas,
siendo {Yi, i ∈ Sk} una textura del nivel de gris de Tk, k = 1,K. Para Tk se puede seleccionar un
modelo gaussiano d-dimensional, correlacionado o no al interior de cada regin, o un Φ-modelo
que penalice menos a los gradientes pronunciados de Y . Es este el tipo de modelo usado para la
segmentacin de texturas por C. Graffigne ([45]).
Dinmica de un campo de Markov
Los modelos de dinmicas espaciales (o modelos espacio-temporales) describen numerosos
fenmenos en ecologa, epidemiologa, meteorologa, economa o en geografa espacial. Son tambin
modelos tiles para el anlisis de series de imgenes, la deteccin del movimiento y, ms generalmente,
la robtica. De esos modelos, presentaremos las Cadenas de Markov-Campos de Markov (MCMF,
[9]).
Un proceso MCMF X = (X(t), t ∈ N) es antes que nada una cadena de Markov en el
tiempo, siendo X(t) = (Xi(t), i ∈ S) el estado en el tiempo t. Luego, para un grafo G de
vecindad instantnea 〈i, j〉G sobre S (tambin denotada 〈i, j〉), (X(t) | X(t− 1) = x) es un campo
de Gibbs, condicional de x, con potenciales Φx = (ΦxA).
Una clase de modelos simples y manejables es la siguiente: sea x (resp. y) el estado en el
tiempo t− 1 (resp. t): la transicin P (x, y) proviene de dos familias de potenciales
P (x, y) = Z−1(x) exp{
∑
A
ΦA(y) +
∑
A,B
ΦB,A(x, y)}
(ΦA) son los potenciales instantneos asociados al grafo G. (ΦB,A) son potenciales que definen
la interaccin temporal entre los sitios. Estn asociados a G−, un grafo orientado (t − 1) → t el
cual determina la influencia de (i, t − 1), el sitio i en el instante t − 1, sobre (j, t), el sitio j en
el instante t. Por ejemplo, una dinmica de estados {0, 1} es :
P (x, y) = Z−1(x) exp{α
∑
〈i,j〉−
xiyj + β
∑
〈i,j〉
yiyj}
Estos modelos se prestan bien para la simulacin: una vez simulado X(t) = x, se simula el
campo de Markov (X(t) | x), por ejemplo con el muestreador de Gibbs, sobre la base de las
distribuciones
pii(yi | x, yi) = Z−1(x, yi) exp{
∑
A:i∈A
[ΦA(y) +
∑
B
ΦB,A(x, y)]}
Estas distribuciones se explican fcilmente. Permiten de igual forma un estudio estadstico simple
de esos modelos a travs de la pseudoverosimilitud (PV)
PL(x(1), x(2), · · · , x(T ) | x(0)) =
∏
t=1,T
∏
i∈S
pii(xi(t) | x(t− 1), xi(t))
Cuando la transicin Pθ pertenece a una familia exponencial de parmetro θ, esta pseudoverosi-
militud es cncava en θ y los algoritmos determinsticos usuales convergen al nico estimador del
mximo de PV.
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5.2. Procesos puntuales de Gibbs
En el captulo presentamos algunos modelos de procesos puntuales. Estos modelos son defi-
nidos por su densidad en referencia a un proceso de Poisson. De manera ms general, los modelos
de Gibbs pueden ser definidos por objetos u pertenecientes a una coleccin F de subconjuntos
cerrados de Rd (cf. Matheron [73], [94]). En general, se supone que F es un espacio mtrico se-
parable y localmente compacto. Por ejemplo u = (x, r) ∈ R2×R+ es un disco centrado en x y
de radio r > 0. Se habla tambin de proceso puntual marcado cada vez que u = (x,m), x ∈ Rp
tomando en cuenta la ubicacin del objeto y m, la marca, que contiene las otras informaciones
sobre el objeto: talla, orientacin, forma, . . . Tales modelos de la geometra estocstica son tiles en
anlisis de imgenes cada vez que la observacin (degradada o no) pertenece a un espacio continuo
La presentacin que nosotros damos aqu sigue el desarrollo del artculo de van Lieshout ([105]).
Una configuracin de objetos es un conjunto no ordenado x = {x1, x2, · · · , xn} de objetos de
F . El espacio de todas las configuraciones es el espacio exponencial E = ⊕n≥0Fn. Sea µ una
medida finita y no atmica sobre F . Para el modelo de referencia sobre F , el proceso poissoniano de
objeto (PPO), el nmero de objetos en la ventana de observacin sigue una distribucin de Poisson
de media µ(F ). Adems, si n objetos estn presentes, ellos estn uniformemente distribuidos e
independientemente los unos de los otros sobre F : P (xi ∈ B) = µ(B)µ(F ) . En particular, no existe
interaccin entre los objetos .
Para construir un proceso espacial con interaccin, especificaremos la densidad p : E → R+
del nuevo proceso respecto al del PPO. La distribucin del nmero de objetos es
qn = P (N = n) =
e−µ(F )
n!
∫
Fn
p({x1, · · · , xn})dµ(x1) · · · dµ(xn)
y condicionalmente a (N = n), la distribucin espacial es
pn(x1, · · · , xn) = µ(F )
ne−µ(F )
n! qn
p({x1, · · · , xn})
Sea ∼ una relacin simtrica y reflexiva sobre F : por ejemplo dos objetos son vecinos si su
interseccin es no vaca. Una clase particular de densidades es la de los modelos de Gibbs con
interacciones de pares
p(x) = αβn(x)
∏
xi∼xj
g(xi, xj) = αβn(x) exp
∑
xi∼xj
Φ(xi, xj) (5.9)
α, β son dos constantes > 0, n(x) es el nmero de objetos, y g : F × F → R+ es la funcin de
interaccin (Φ es el potencial de interaccin), el producto se extiende a los objetos xi y xj tales
que i < j. La funcin p debe ser integrable; es decir, Φ debe ser admisible.
El caso g ≡ 1 corresponde al proceso de Poisson de intensidad βµ(.); g(x, y) ≡ 0 si ‖x− y‖ <
r en el proceso con ncleo duro de radio r. El proceso de Strauss (cf. captulo 2 y [95]) corresponde
a g ≡ γ, γ una constante. γ < 1 da configuraciones regulares (modelo con inhibicin), γ > 1
y n(x) ≤ n0 configuraciones con agregaciones (modelo con atraccin). Este ltimo modelo no es
considerado en la literatura porque: (i) no es admisible (sin la restriccin n(x) ≤ n0) y (ii) conduce
a configuraciones muy inestables oscilando entre un P.P.P. y un proceso fuertemente agregado
(cf. [77]).
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5.2.1. Propiedades de Markov
Si u ∈ F y u /∈ x = {x1, x2, · · · , xn} con p(x) > 0, y para el modelo (5.9), la relacin
p(x ∪ {u})
p(x)
= β
∏
xi:xi∼u
g(xi, u)
depende de u y slo objetos xi de x vecinos de u. Esta propiedad es comparable a la de los campos
de Markov. La relacin p(x∪{u})p(x) mide la densidad condicional para que un objeto sea ubicado en
u siendo conocida la configuracin x alrededor. La definicin precisa de un objeto markoviano es
de Ripley y Kelly [87]
Definicio´n 5.2 Un objeto aleatorio de densidad p es markoviano en la relacin ∼ si para todo
x de E
(a) p(x) > 0 implica p(y) > 0 si y ⊂ x (propiedad de herencia)
(b) Si p(x) > 0, p(x∪{u})p(x) depende nicamente de u y de N (u, x) = {xi ∈ x : u ∼ xi}, los
vecinos de u en x.
Ripley y Kelly establecen as la equivalencia del teorema de Hammersley-Clifford: un proceso
de objetos de densidad p : E → R+ es markoviano si y slo si
p(x) =
∏
y⊂x, y claque
q(y) (5.10)
El producto se extiende a las claques y ⊂ x, siendo las claques definidas relativamente en la
relacin ∼ sobre F × F . All tambin, como para los procesos sobre una red discreta, se impone
por convencin que el conjunto vaco y todos los conjuntos unitarios sean claques. q : E → R+ es
una funcin de interaccin general.
Esos modelos verifican la propiedad de Markov global siguiente: sea A un subconjunto me-
dible de F ; entonces la distribucin de X ∩ A condicionalmente a X ∩ Ac depende de X en la
vecindad de N (A) ∩Ac = {u ∈ Ac : u ∼ a para un a ∈ A}
L(X ∩A | X ∩Ac)L(X ∩A | X ∩N (A) ∩Ac)
Los proceso markovianos de objetos fueron generalizados por Baddeley y Møller ([7]) al
proceso de objetos a los vecinos ms cercanos: para estos modelos, la interaccin (es decir la
relacin de vecindad) puede depender de la configuracin. Por ejemplo, dos objetos de x son
vecinos, xi ∼x xj si estn en una misma componente conexa de ∪xi∈xxi. Una versin especifica del
teorema de Hammersley-Clifford existe para estos modelos ([7]), la generalizacin de la propiedad
de Markov espacial se puede encontrar en ([77], [60]).
5.2.2. Un ejemplo: el proceso de interaccin de reas
Sea (F, d) el espacio mtrico de los objetos. Un proceso de interaccin de rea ([6]) se define
por la densidad
p(x) = αβn(x)γ−ν(S(x))
β, γ > 0 son dos constantes, S(x) = ∪i=1,nB(xi, r) es la reunin de d-bolas de radio r centradas
en los puntos de la realizacin x, ν es una medida totalmente finita y regular sobre F . A la
inversa del proceso de Strauss, esta densidad es admisible sin limitacin sobre γ. Adems, como
ν(S(x)) ≤ ν(F ) < ∞ uniformemente en x, la densidad con respecto al PPO de densidad βµ(.)
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est uniformemente acotada. γ < 1 corresponde a una distribucin regular de objetos, ms regular
a medida que γ sea pequen˜o (proceso de inhibicin); γ > 1 hace aparecer los agregados.
Para la relacin u ∼ v ⇐⇒ B(u, r) ∩ B(v, r) 6= ∅ (aun si d(u, v) < r), este proceso es
markoviano en el sentido de (5.10) y para la funcin de interaccin q{
q(∅) = α ; q(a) = βγ−ν(B(a,r))
∀k ≥ 2, q({y1, · · · , yk}) = γ(−1)kBkcon Bk = ν(∩i=1,kB(yi, r))
Este proceso tiene potenciales de todos los rdenes. Como veremos, estos modelos de inhibicin
(γ < 1) estn bien adaptados para la reconstruccin de objetos : as como un criterio de AIC para
la seleccin de un modelo penaliza una dimensin demasiado importante, un modelo de inhibicin
penalizar la reconstruccin de muchos objetos en los casos en los cuales en la imagen original un
solo objeto est presente.
5.3. Modelizacin de Gibbs y problemas inversos
La utilizacin de modelos de Gibbs para la resolucin bayesiana de problemas inversos ha co-
nocido un desarrollo importante a partir del artculo fundador de los hermanos Geman ([37],
IEEE-PAMI, 1984). Los dominios cubiertos son muy amplios: el anlisis de imgenes, el trata-
miento de sen˜ales, la reconstruccin tridimensional, la deteccin del movimiento, la robtica y ms
generalmente, el reconocimiento de formas.
Los artculos sobre estos temas son numerosos. Es indispensable que el lector motivado por
estos problemas consulte esos trabajos: all encontrar elementos importantes sobre los fenmenos
mismos, el proceso de formacin de la observacin y otros aspectos ad hoc especficos de la si-
tuacin estudiada, expuestos a menudo de manera no matemtica, pero cruciales para una buena
comprensin del problema y para su solucin. Nosotros no tocaremos esos aspectos, limitndonos
a citar algunas obras de referencia sobre el tema: D.Geman [39], Li [67], Chalmond [16], y, en
el contexto de la teora de sen˜ales, O’Ruanaidh y Fitzerald [81]. En estas obras se encontrarn:
(i) una bibliografa detallada; (ii) indicaciones acerca del problema delicado de la seleccin de
los parmetros que intervienen en los modelos, en particular para la seleccin del parmetro de
regularizacin; (iii) el tratamiento efectivo de problemas. Se puede tambin consultar [47] (§2 y
§6). Presentaremos algunos problemas inversos, su modelaje y su resolucin bayesiana, poniendo
en prctica algoritmos aleatorios.
5.3.1. Formacin de la imagen y reconstruccin bayesiana
Formacin de la imagen
Sea x = {xs, s ∈ S} una imagen (una sen˜al, una forma, . . .) a reconstruir, xs ∈ F , donde S
es un conjunto finito de sitios. La imagen observada y es definida por el modelo de degradacin
y = f(H(x), b), y = {yt, t ∈ T}, yt ∈ F , T finito
H es un filtro, generalmente local (mas no siempre, por ejemplo en la tomografa). b es el ruido.
f y H resumen la deformacin determinista. Supondremos que el modelo tiene ruido b, que la
deformacin (f ,H) es conocida y que (x, b) → (x, y) es inversible, es decir que b se explique
unvocamente en (H(x), y)
b = g(H(x), y) (5.11)
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T no es necesariamente idntico a S: por ejemplo, en el caso de la tomografa por rayos X, S
es el conjunto de pixels de la imagen x a reconstruir, T es el conjunto de rayos disponibles
(orientaciones×longitud de barrido) y |T | ¿ |S| [25]. La situacin en la que H es desconocido
cubre la deconvolucin ciega. No es esencial que xs y yt tomen sus valores en el mismo espacio
de estados F .
El mtodo de reconstruccin bayesiana
Restaurar x, o filtrar x, es proponer una estimacin x̂(y) de x sobre la base de la observacin y.
Si el cardinal de T es muy inferior al de S, el problema es fuertemente subdeterminado. Tambin
diremos que est mal planteado. A fin de enfrentar las dificultades relacionadas con el paso x→ y
(ruido, deformacin, subdeterminacin), los mtodos bayesianos proponen integrar una informacin
a priori sobre el objeto x a reconstruir, informacin cuyo objetivo es llenar las indeterminaciones
encontradas. Esta informacin a priori debe ser elegida conjuntamente por el experto (quien
conoce de manera fina el problema y tiene un modelo a priori sobre x)y por el ingeniero (quien
sabe qu es un modelo y lo que deben ser las cualidades numricas de un algoritmo). La mecnica
es la siguiente:
(1) Se escoge una “buena” informacin a priori sobre x, expresada en trminos de U(x). Mien-
tras ms importante sea U(x̂) ms razonable es x̂ para el experto y x̂ es ms probable para la
distribucin a priori P (x) = Z−11 exp{U(x)}.
(2) Suponiendo el modelo de ruido b independiente de x, y de la energa V (b), la densidad
conjunta (x, y) es, segn (5.11)
P (x, y) = Z−12 exp{U(x) + V (g(H(x), y)}
(3) Se escoge x̂(y) de acuerdo a la distribucin a posteriori (X | y)
P (x | y) = Z−1(y) exp{U(x) + V (g(H(x), y)}
Ntese que P (x, y) y P (x | y) tiene, salvo una constante s en y , la misma energa.
(4) Se pone en prctica por un algoritmo aleatorio el criterio de seleccin para x̂(y).
El trmino en V mide la relacin a los datos, el trmino en U la regularidad a priori del objeto x.
El mtodo consiste entonces en hacer una seleccin de x̂, por un lado coherente con la informacin
a priori y por el otro bien ajustado a las observaciones y (V grande), esos dos trminos varan en
sentidos inversos. U(x) es un factor de penalizacin sobre x.
MAP, MPM, MPE y ICM
En las fases (3) y (4), la seleccin debe ser precisada.
El Mximo a posteriori ([37]) El MAP minimiza el costo promedio asociado a la funcin de
costo global C(x, x̂) = 1(x 6= x̂),
x̂(y) = Argma´x
x
P (x | y) ≡ Argma´x
x∈E
{U(x) + V (g(H(x), y)}
El algoritmo de bsqueda de x̂ es un algoritmo de optimizacin. El recocido simulado es uno de
los algoritmos (en este caso, aleatorio) adaptados a la bsqueda del MAP.
El Modo posterior mximo (MPM, [71]): esta seleccin minimiza el costo promedio para la
funcin aditiva y local C(x, x̂) =
∑
s∈S 1(xs 6= x̂s),
x̂(y) = {x̂s = Argma´x
xs∈F
P (xs | y), s ∈ S}
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P (xs | y) es la marginal de X en el sitio s, condicionalmente al conocimiento global de y.
En general, no se conoce la expresin analtica de la distribucin marginal. El algoritmo se basa
entonces en la simulacin de la distribucin condicional (X | y). Si los modelos sobre x y sobre b
son markovianos, si H es un filtro de soporte acotado, la distribucin a posteriori es markoviana
local. El muestreador de Gibbs es entonces un buen algoritmo para realizar estas simulaciones.
Las probabilidades son obtenidas por el mtodo de Monte Carlo.
La Esperanza posterior mxima (EPM): cuando xs ∈ F ⊂ R, un criterio, anlogo al MPM
pero referido a la esperanza, es la seleccin EPM,
x̂(y) = {x̂s = E(Xs | y), s ∈ S}
All tambin, el clculo de la esperanza reposar en la simulacin de la distribucin (X | y).
El “Modo condicional iterativo” (ICM, Besag, [11]) es una variante determinista y muy
rpida del recocido simulado para la la reconstruccin MAP. Se basa en la lectura de la identidad
siguiente,
P (x | y) = Ps(xs | xs, y)P (xs | y)
As, relajar el valor xs en s proponiendo en modo condicional de (Xs | xs, y) slo aumentar la la
probabilidad P (x | y). Se deduce el algoritmo:
(i) Se escoge una sucesin de barrida de sitios, por ejemplo peridica.
(ii) Si s = sk es el sitio visitado en el tiempo k, slo el valor en este sitio se cambia a
xs(k + 1) = Argma´x
xs
Ps(xs | xs(k), y)
Ps(xs | xs(k), y) se expresa analticamente, el algoritmo es muy rpido. Por el contrario, como
en todo algoritmo de optimizacin determinista, es crucial partir de una buena inicializacin. La
experiencia muestra que hay que detener al algoritmo luego de un nmero pequen˜o de iteraciones
(aprox. 5 barridas, cf. [11]). En efecto, si k → P (xs(k+1) | xs(k), y) no para de crecer, se observa
en algunos problemas reales que no hay convergencia para la sucesin de imgenes (x(k))k≥0.
5.4. Algunos ejemplos
5.4.1. Carcter markoviano de la distribucin a posteriori P (x | y)
Supongamos que las energas U(x) y V (b) provienen respectivamente de los potenciales Φ =
{ΦC(x), C ∈ C} y Ψ = {ΨD(b), D ∈ D}. La energa condicional es entonces
U(x | y) =
∑
C
ΦC(x) +
∑
D
ΨD(g(H(x), y)
Supongamos adems que la funcin de convolucin H sea local (1)
H(x) = {Hs(x(Vs)), s ∈ S}
donde Vs es una ventana local centrada en s. Luego, la energa condicional es local y vale
1Esto no ocurre en tomografa: la dependencia en x en el pixel s hace intervenir todos los xt tales que t y s
estn sobre un mismo rayo. Los mtodos markovianos no pueden ser puestos en prctica tan directamente (cf.[25]).
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U(x | y) =
∑
C
ΦC(x) +
∑
D
Ψ∗D∗(x, y)
donde Ψ∗D∗(x, y) = ΨD[(gs(Hs(x(Vs)), ys), s ∈ D)] y D∗ = ∪s∈DVs
La nueva familia de claques para P (x | y), que permitir construir las especificaciones en x y los
algoritmos de simulacin o de optimizacin, es: C∗= C ∪ D∗ donde D∗ = {D∗, D ∈ D}.
Examinemos el caso particular de un modelo de ruido b independiente. ViendoNs la vecindad
de s para la distribucin a priori, la vecindad de dependencia de la distribucin condicional Ps(· |
xs, y) es
N ∗s= N s ∪ V 2s donde V 2s = {t ∈ S : ∃u ∈ S t.q. s y t ∈ Vu}
5.4.2. Segmentacin de imgenes
Un bonito ejemplo de segmentacin es aquel estudiado por los hermanos Geman [37]. La
segmentacin puede ser mejorada introduciendo, adems del proceso x que representa los niveles
de gris, un proceso de bordes δ. Este modelo de bordes refuerza la segmentacin an si δ no
es observada inicialmente. Una eleccin sensata de un modelo a priori para (x, δ) da origen a
reconstrucciones ms eficientes. Este ejemplo se ha convertido en un clsico de la literatura, como
podr constatar el lector ([37]; [39]; [47], §2.4, ejemplo 3).
Describamos un ejemplo importante ms sencillo que el anterior. Sea x una imagen sobre S.
Suponemos que el espacio de estados corresponde a K modalidades cualitativas (K colores, K
etiquetas en un problema de teledeteccin, . . . ). La observacin ys en el sitio s se distribuye
L(ys | xs = k) ∼ Fk(ys), ys ∈ G, k = 1,K
siendo estas distribuciones independientes en cada sitio. El modelo a priori escogido para x es
el modelo de regiones de colores de Strauss (5.7), con modelo de energa
U(x) =
∑
k
αknk +
∑
k<l
βk,lnkl.
Ya se ha discutido con anterioridad el efecto que tiene la eleccin de los parmetros α y β sobre
la configuracin de la imagen x, en particular sobre el rol de regularizacin de β. Si escribimos
Fk(ys) = exp{uk(ys)}, la energa a posteriori est dada por
U(x | y) = U(x) +
∑
s∈S
uxs(ys) (5.12)
Para un modelo en el cual los K estados son intercambiables, un slo parmetro β caracteriza
a U(x). En este caso la energa condicional en s puede escribirse como,
Us(xs | xs, y) = βns(x) + uxs(ys) (5.13)
Dos ejemplos clsicos de ruido son los siguientes:
1. Ruido de transmisin de canal: F = G, y P (ys 6= xs) = ε, uniformemente sobre los (K − 1)
valores diferentes a xs.
2. Respuesta ys multidimensional : esta es la situacin ms comn en teledeteccin, donde el
satlite enva, para cada pixel, las respuestas multiespectrales de p-receptores, F = Rp. En
el caso de una respuesta Gaussiana, Fk ∼ Np(µk,Σk).
Les energas (5.12) y (5.13) se escriben fcilmente en este caso.
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5.4.3. Deteccin de rupturas en una sen˜al
La versin para seales de un problema de segmentacin es el problema de deteccin de rupturas
en una seal, donde no necesariamente conocemos el nmero de clases ([81],[66]).
Describamos el marco de este problema. Un proceso de rgimen no observable xt ∈ F , (t ∈
S = {1, 2, · · · , n}), gobierna una sen˜al observable y = {ys, s ∈ S}, ys ∈ Rp. El problema consiste
en detectar los momentos de cambio de rgimen o momentos de ruptura.
Si r = {rt, t ∈ S}, es el proceso, con valores en {0, 1}, de los instantes de ruptura (rt = 1 si
hay una ruptura en t), escogeremos como modelo a priori para r el modelo Bernoulli, siendo los
ri Ber(p) i.i.d.,
P (x) = C exp{−αnr} con α = log 1− p
p
donde nr es el nmero de rupturas. Siendo que α ∈ R regula la densidad de rupturas, un valor
positivo grande penaliza la ocurrencia de un gran nmero de rupturas.
Denotemos S = I1∪I2∪· · ·∪Inr+1 a la particin asociada a cada zona de rgimen homogneo. Si
la verosimilitud de un modelo sobre el l-simo intervalo se estima usando q(y(Il), θ̂l), con energa
u, la distribucin a posteriori est dada por
P (r | y) = C exp{−αnr +
nr+1∑
l=1
u(y(Il), θ̂l)} (5.14)
Examinemos, por ejemplo el caso en el cual el cambio de rgimen afecta nicamente a la media,
yt = µl + εt si t ∈ Il, ε ∼ BB(0, σ2)
Sobre el intervalo Il, esta media se estima con yl, y la variancia residual con σ̂2(r) =
1
n
∑
l=1,nr+1
∑
t∈Il(yt − yl)2.
En este caso la energa a posteriori est dada por
U(r | y) = n
2
log σ̂2(r)− αnr
5.4.4. Reconocimiento de objetos
Consideremos un ejemplo de reconocimiento de un objeto modelado sobre el espacio con-
tinuo R2. Seguiremos nuevamente la exposicin de [105]. La imagen inicial es una foto ”gra-
nulada”(“pellets”) extrada del lbum de texturas de Brodatz [13]. Esta foto est escaneada en
S = 128×128 pixels (hemos pasado a un espacio de sitios discretos). Los granos se tratarn como
discos con radio fijo de 4 pixels. Supondremos que la degradacin es aditiva Gaussiana
ys = Hs(x) + εs, s ∈ S
donde el soporte de la funcin de ruido Hs est contenido en la ventana 3× 3 centrada en s, con
pesos relativos 4 en el centro, 2 en los 4 v.m.c., y 1 en los 4 v.m.c. diagonales. La varianza del
ruido se estima por muestreo de la distribucin de los niveles de gris de y.
Una reconstruccin de x por mxima verosimilitud conduce a la siguiente observacin: los gra-
nos se identifican correctamente pero el mtodo puede hacer aparecer agregados alrededor de los
verdaderos objetos. Esto se explica fcilmente: al no haber un trmino de penalizacin, la verosimi-
litud aumenta con la dimensin del modelo y agregar granos en ciertas regiones puede mejorar
la verosimilitud sin degradacin (los granos se recubren). Una manera de hacer desaparecer este
efecto es imponer un modelo de inhibicin, por ejemplo el modelo de inhibicin de Strauss o el
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modelo de interaccin de reas de Baddeley-van Lieshout, como distribucin a priori para x. Estos
modelos penalizarn la agregacin injustificada de granos. Verificamos as que la reconstruccin por
MAP no presenta estos defectos de las respuestas mltiples.
En [105], el autor utiliza, tanto para la simulacin, como para la optimizacin, una dinmi-
ca de procesos de nacimiento y muerte (PNM, [76]). Esta dinmica se define sobre la imagen
discretizada. Para la optimizacin por recocido simulado, van Lieshout establece una condicin
suficiente sobre el esquema de temperaturas para asegurar la convergencia [104]. Son preferibles
las dinmicas de Metropolis a las de PNM [78].
Si se quiere trabajar directamente sobre el objeto continuo x ⊂ R2 , los resultados de [98]
permiten controlar la convergencia de las simulaciones. El problema de convergencia del recocido
simulado en este espacio sigue abierto. Sin embargo, la experiencia muestra que una buena
aplicacin del recocido simulado sobre un espacio de estados E ⊂ Rp continua “funcionando
bien”.
5.5. Ejercicios
Ejercicio 5.1 Restricciones de identificabilidad (5.3) para un potencial
Si F tiene K estados y S tiene n sitios, un campo sobre E = FS depende de (Kn−1) parmetros.
Mostrar que esta dimensin se consigue usando la representacin en potencial bajo las restricciones
(5.3).
Ejercicio 5.2 No se pueden ”pegar”distribuciones condicionales arbitrarias
(1) A×B tiene m×n elementos. Cul es la dimensin paramtrica conjunta de las dos familias
de distribuciones condicionales sin restricciones {f(x | b), b ∈ B} sobre A y {g(y | a), a ∈ A}
sobre B? Cul es la dimensin de una distribucin conjunta sobre A×B? Conclusin.
(2) Sobre Z, y para un espacio con K estados, se considera un ncleo homogneo pi(y | x, z) =
P (X0 = y | X−1 = x,X1 = z). Cul es la dimensin de este ncleo? Evale el nmero de restricciones
que deben imponerse para que las distribuciones correspondan a las de un proceso markoviano
con dos v.m.c.
(3) Considere la familia de distribuciones binomiales, homogneas, pi(X0 = x | X−1 =
x−1, X1 = x1) = B(m, θ(·)) donde θ(.) expA(.)1+expA(.) con A(.) = α + β(x−1 + x+1)2. Estas distri-
buciones condicionales se ”pegan”bien?
Ejercicio 5.3 Procesos Markovianos sobre un arreglo triangular
Sobre un arreglo triangular plano, considrese el campo de Markov binario invariante por traslacin
con 6 v.m.c.. Describa las claques, los potenciales, las distribuciones condicionales. Identificar
los submodelos: isotrpico; reversible (∀A, ΦA(xA) es invariante por permutacin de los ndices de
x en A); el modelo sin potenciales de orden > 2.
Ejercicio 5.4 Modelo de Markov con ruido
Sea X el campo de Markov binario con 2-v.m.c. sobre S = {1, 2, · · · , n}. La transmisin X → Y
se lleva a cabo con un ruido de canal, independiente sitio a sitio, con distribucin: P (Xi = Yi) =
1− ε = 1−P (Yi 6= Xi), 0 < ε < 1. Escribir la distribucin de (X,Y ). Es Y un campo de Markov?
Es (X | Y ) un campo de Markov? Escriba las distribuciones condicionales.
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Ejercicio 5.5 Modelo bivariado sobre {0, 1}2
Considere el modelo bivariado sobre S = {1, 2, · · · , n} de energa
U(x, y) = α
∑
i
xi + β
∑
‖i−j‖=1
xixj + γ
∑
i
yi + δ
∑
i
xiyi
(1) Detalle un algoritmo de simulacin de (X,Y ).
(2) Slo y es observado. Describa los algoritmos MAP y MPM de reconstruccin de x.
(3) Se observan n gaussianas Z, independientes, t.q. L(zi | x, y) = L(zi | yi) = N (µ(yi), σ2).
Determinar la distribucin conjunta de (X,Y, Z) y verificar que pi(y, z | x) = ∏i pi(yi, zi | x).
Calcular pi(yi = 0, zi | x) y pi(yi = 1, zi | x). Obtener pi(zi | x), pi(z | x) y pi(x, z). Observamos z.
Dar el algoritmo MPM de reconstruccin de x.
Ejercicio 5.6 Cadena con ruido observada cada dos sitios
Considere el campo binario sobre S = {0, 1, 2, 3, · · · , 2n} de energa
U(x) = α
∑
i
xi + β
∑
‖i−j‖=1
xixj + γ
∑
‖i−j‖=2
xixj
(1) S est particionada en P∪I, el conjunto de sus ndices pares y de sus ndices impares. Deter-
minar la distribucin piI(xI | xP ). Verificar que (XI | xP ) es una cadena de Markov, independiente
si γ = 0.
(2) Suponga que γ = 0. Se observa Yi, slo para i ∈ P , de distribucin: P (Yi = xi) =
1−P (Yi 6= xi) = ε, siendo estas variables independientes sitio a sitio. Se observa yP . Determinar
las distribuciones de pii(xi | xi, yP ) para i ∈ S (examinar separadamente los casos i ∈ I y i ∈ P ).
Proponer un algoritmo de reconstruccin de (x | yP ).
Ejercicio 5.7 Degradacin exponencial
Se quiere reconstruir un objeto x ∈ {0, 1}S , S = {1, 2, · · · , n}. Escogemos el siguiente modelo
para x :
pi(x) = Z−1 exp{β
∑
〈i,j〉
xixj}, β > 0
La observacin disponible y = (yi)i∈S (y ∈ (R+)S), degradacin de x, sigue el siguiente modelo
: (i) Para todo i, L(yi | x) = L(yi | xi) = Exp(λ(xi)) (distribuciones exponenciales, λ(0) y
λ(1) conocidos); (ii) Estas distribuciones son independientes entre ellas. Determinar la distri-
bucin conjunta de (x, y), su energa as como la distribucin a posteriori (x | y). Identificar las
distribuciones condicionales (xi | xi, y). Describir el algoritmo de reconstruccin MPM de x.
Ejercicio 5.8 Distribucin condicional y distribucin marginal de un campo de Gibbs
Sea X = (Xi, i ∈ S) un campo de Markov binario sobre Ω = {0, 1}S , S = {1, 2, · · · , n}, de
distribucin pi :
pi(x) = Z−1 expU(x), donde U(x) = α
∑
S
xi + β
∑
〈i,j〉
xixj
(1) Sea k un sitio de S. Determinar la energa y los potenciales de la distribucin de (Xk | xk).
(2) Escribiendo pik(xk) = pi(0k, xk)+pi(1k, xk), identifique la energa de la distribucin marginal
pik de X sobre A = S\{k},. Constatar la aparicin de un nuevo potencial Φ∂k. Describir el nuevo
grafo de vecindades de pik (analizar separadamente los casos | ∂k |≤ 1 y | ∂k |> 1).
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Ejercicio 5.9 Segmentacin y modelo (5.12)
Considere la energa de segmentacin definida en (5.12) as como los dos modelos de ruido descritos
en esa seccin (ruido de canal, ruido gaussiano).
1. Determinar la distribucin a posteriori pi(x | y) y las distribuciones condicionales pii(xi |
xi, y). En caso de un modelo de ruido gaussiano, examinar las dos situaciones: (i) las poblaciones
se distinguen nicamente por sus medias (µk); (ii) las poblaciones se distinguen nicamente por
sus varianzas. Describir los procedimientos de reconstruccin MAP y MPM.
2. Aplicacin : sea S = {1, 2, · · · , 64}2. Escoger una particin de tres colores y an˜adir ruido;
reconstruir la particin inicial.
Ejercicio 5.10 Deconvolucin
Sobre el toro de una dimensin, S = {1, 2, · · · , 64}, considrese la sen˜al Gaussiana autoregresiva
de energa U(x) = − 1
2σ2
(
∑
i x
2
i + 2c
∑
i xixi+1), |c| < 12 . La sen˜al observada es una convolucin
perturbada por un ruido blanco Gaussiano N(0, σ2b ),
Yi =
p∑
k=−p
θkXi−k + εi
El filtro y la varianza del ruido son conocidos. Describir la distribucin a posteriori (X | y),
precisando sus potenciales y sus distribuciones condicionales pii(xi | xi, y).
Ejercicio 5.11 Deteccin de rupturas
Consideremos el modelo (5.14) que describe la distribucin a posteriori en un problema de deteccin
de rupturas de medias. Para la reconstruccin por MAP, se utiliza una dinmica de Metropolis
con un ncleo de proposicin q(r, r′) sobre {0, 1}n : (i) se escoge un punto i de {1, 2, · · · , n} al azar
; (ii) r′i = 1 − ri, y r′j = rj en los otros puntos. Es q irreducible? simtrico? Calcular la variacin
de energa para r → r′. Describir el algoritmo de optimizacin asociado.
Se desea mejorar el ncleo q en q′ : (i) para un r t.q. nr = 0 o n, q′(r, r′) = q(r, r′); (ii) si no,
se lanza una Bernoulli de parmetro p. Si vale 1, tomamos q′(r, r′) = q(r, r′); si no, escogemos al
azar una de las nr rupturas de r, y la trasladamos a la derecha o a la izquierda con la misma
probabilidad si las dos plazas estn libres. En caso contrario no hacemos nada. Describir el ncleo.
Mostrar que es irreducible y simtrico. Escribir un algoritmo de optimizacin.
Ejercicio 5.12 Tomografa Gamma en imaginera mdica ([12])
Para establecer un diagnstico sobre el estado de un rgano x, se hace ingerir una sustancia
radioactiva al paciente. Este producto se concentra en el rgano y emite fotones que son captados
y amplificados. Se obtiene as una imagen Gamma y de x. Las concentraciones en el rgano
sonx = (xs, s ∈ S), xs ∈ F = {c1, c2, · · · , cK}, K valores ordenados y > 0. Las emisiones de
fotones y = {yt, t ∈ T} son observadas sobre una red T ; ellas siguen un modelo independiente
en cada sitio t, de distribuciones
L(yt | x) = P (λt(x)) con λt(x) =
∑
s∈S
ht,sxs
El ncleo (ht,s)t∈T,s∈S es una caracterstica conocida del instrumento. Se propone la utilizacin del
siguiente modelo a priori sobre x
pi(x) =
C∏
s xs
exp{γ
∑
〈r,s〉
|log xr − log xs|}
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(1) Determinar las distribuciones condicionales a posteriori pis(xs | xs, y).
(2) Se quiere estimar MAP utilizando un recocido simulado con la dinmica de Metropolis
para el siguiente ncleo de proposicin: (i) se escoge un sitio i de S al azar ; (ii) en ese sitio i,
escribiendo ck = xs , xs se reemplaza por x′s escogido al azar sobre {ck−1, ck, ck+1} (con las
correcciones naturales en los extremos de F ), dejando iguales los dems valores. Verificar que q es
simtrico e irreducible. Calcular la variacin de energa para este esquema de actualizacin. escribir
un algoritmo de optimizacin.
Ejercicio 5.13 Descompresin de imagen
X es una imagen con valores sobre S = {1, 2, · · · , n}2, n = 3m. Se transmite la informacin
Y = {yc, c ∈ C} donde yc =
∑
Vc
xi, Vc la ventana 3 × 3 alrededor del punto c = (2 + 3i, 2 +
3j), i, j = 0,m − 1 de S. Proponer un modelaje a priori de x que permita su reconstruccin a
partir de y si : (1) x es un modelo de valores de gris con variacin regular;(2) x es un modelo de
3 niveles de gris, con cambios bruscos en la frontera .
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