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Abstract— This paper studies the distributed average
tracking problem pertaining to a discrete-time linear time-
invariant multi-agent network, which is subject to, concur-
rently, input delays, random packet-drops, and reference
noise. The problem amounts to an integrated design of
delay and packet-drop tolerant algorithm and determining
the ultimate upper bound of the tracking error between
agents’ states and the average of the reference signals. The
investigation is driven by the goal of devising a practically
more attainable average tracking algorithm, thereby extend-
ing the existing work in the literature which largely ignored
the aforementioned uncertainties. For this purpose, a blend
of techniques from Kalman filtering, multi-stage consen-
sus filtering, and predictive control is employed, which
gives rise to a simple yet comepelling distributed average
tracking algorithm that is robust to initialization error and
allows the trade-off between communication/computation
cost and stationary-state tracking error. Due to the inher-
ent coupling among different control components, conver-
gence analysis is significantly challenging. Nevertheless,
it is revealed that the allowable values of the algorithm
parameters rely upon the maximal degree of an expected
network, while the convergence speed depends upon the
second smallest eigenvalue of the same network’s topol-
ogy. The effectiveness of the theoretical results is verified
by a numerical example.
Index Terms— Distributed average tracking, reference
noise, input delay, packet-drop, multi-agent system.
I. INTRODUCTION
For a multi-agent plant operating through a network of
devices, the capability of distributed average tracking (DAT),
measured by the tracking error between each agent’s state
and the average of a set of reference signals via a distributed
protocol, depends on the agent dynamics, the network topol-
ogy, the class of control algorithms, as well as the reference
signals. It has been recognized that when the agent dynamics,
the reference signals, and the network topology are given, and
the control algorithm has been designed, the reference noise,
input delay, and network transmission failures will also lead
to degrading control performance. This paper considers the
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DAT problem for discrete-time multi-agent systems, in which
both the agents’ states and the control inputs are updated in a
discrete-time manner. The effect of linear time-invariant agent
dynamics, noise-corrupted reference signals, and unreliable
transmission networks subject to random packet-drop are
investigated. Each agent’s local input will be implemented via
a multi-stage algorithm. The objective is to investigate what
may affect the tracking error in this setting, and whether it
is possible to achieve practical DAT, i.e., the stationary-state
tracking error can be made arbitrarily small, and how.
The capability of distributed average tracking is a significant
attribute of multi-agent systems, which has proven useful for
distributed sensor fusion [2]–[4], distributed optimization [5],
and multi-agent coordination [6]–[10]. For single-integrator
plants, a consensus algorithm and a proportional-integral al-
gorithm are investigated respectively in [11] and [12], wherein
both algorithms could track the average of stationary ref-
erences with zero tracking errors. The proportional-integral
control offers additional robustness against initialization er-
rors. Meanwhile, more advanced design methods have been
exploited to track time-varying references [13], sinusoid refer-
ences with unknown frequencies [14], and arbitrary references
with bounded derivatives [15]. Recently, the study on DAT has
been expanded to handle complicated agent dynamics, e.g.,
double-integrator dynamics [16], [17], generic linear dynamics
[8], [18], and nonlinear dynamics [19], [20], with performance
analysis [21]–[23], privacy requirements [24], and for balanced
directed networks [25], [26]. By introducing a “damping”
factor, the algorithm of [27] ensures DAT with small errors
while being robust against initialization errors. Inspired by the
proportional algorithm, a multi-stage DAT algorithm was lately
proposed in [28] based upon a cascade of DAT filters, which
is capable of achieving DAT with bounded errors. For more
details on DAT, a recent tutorial is available [29].
In spite of significant progress on DAT, the study on prac-
tical issues, such as delay and noise, is only to emerge [30].
Indeed, it is generally recognized, and intuitively clear, that the
convergence of DAT algorithms can be constrained by trans-
mission failures, input delays, as well as reference noise, which
all likely result in negative effect on the convergence of the
closed-loop system. For linear systems with small input delays,
the control algorithm without delay compensation might still
work, since linear systems possess a certain robustness margin
to small delays [31]; yet the convergence will generically
fail for relatively large delays. In practice, a reference signal
might represent a target or a dynamic process, for which
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the measurement is inevitably corrupted by random noise.
However, the effect of reference noise has been commonly
ignored. Apart from that, since the communication network
is shared by all agents, packet-drops ubiquitously exist, and
therefore should be fully addressed, particularly when the data
transmission rate is large.
This paper proposes a practical DAT design which can con-
currently tolerate input delays, random packet-drops, and ref-
erence noise. For this purpose, a blend of the techniques from
multi-stage consensus filtering, predictive control, and Kalman
filtering is employed. This work extends the existing work to a
more realistic setting where the idealized assumptions, which
are seldom possible in practice, are removed. To the best of
the authors’ knowledge, this work presents the first multi-stage
design that takes reference noise, input delays, packet-drops
all into consideration, which are perceived as main sources
of control design difficulty for multi-agent systems. With this
defining feature, the analysis reveals that an expected network
topology plays a central role in ensuring the convergence of
the proposed DAT algorithm, wherein the allowable values of
the algorithm parameters rely upon the maximal degree of the
expected network, while the convergence speed depends on the
second smallest eigenvalue of the same network’s topology. It
should be noted that due to the additional algorithm compo-
nents and their inherent couplings, the convergence analysis
is significantly more challenging than the existing ones.
The rest of this paper is organized as follows. In Section II,
notation and mathematical preliminaries are presented. In
Section III, the problem is defined. In Section IV, the DAT al-
gorithm is designed with the aid of Kalman filtering, predictive
control, and multi-stage consensus filtering. The performance
of the proposed algorithm is analyzed in Section V. Section VI
presents numerical examples to verify the theoretical results.
Finally, Section VII concludes the paper.
II. PRELIMINARIES
A. Notation
Let R+ denote the set of real numbers and Z+ the set
of positive integers. Let Rn and Rm×n denote respectively
the set of n-dimensional real vectors and the set of m × n
real matrices. Let In ∈ Rn×n be the n-dimensional identity
matrix, 1n ∈ Rn the n-dimensional vector with all ones,
and 1m×n ∈ Rm×n the m × n matrix with all ones. For
a vector x ∈ Rn, the norm used is defined as ‖x‖2 ,
(|x1|2 + · · ·+ |xn|2)1/2. The transpose of matrix A is denoted
by AT. The diagonal matrix with ai (i = 1, 2, . . . , n) being
its ith diagonal element is denoted by diag{a1, a2, . . . , an}.
Let A−1 denote the inverse of matrix A. The smallest and
largest eigenvalues of A are given respectively by λmin(A) and
λmax(A). Let ‖A‖2 ,
√
λmax(ATA). It is assumed that all
the vectors and matrices have compatible dimensions, which
may not be shown if clear from the context. For a set S,
let |S| denote its cardinality, i.e., the number of elements
in S. Let E(·) be the mathematical expectation and P(·) be
the probability function. The normal probability distribution is
denoted by N(·).
B. Graph Theory
A graph is defined by G , (V, E), where V is the set of
nodes and E ⊆ V × V is the set of edges. A graph is undirected
if (i, j) ∈ E ⇐⇒ (j, i) ∈ E for all i, j ∈ V . This paper
considers undirected graphs. For node i, the set of its neighbors
is defined as Ni = {j ∈ V | (j, i) ∈ E}. The adjacency
matrix of G is given by A = [aij ] ∈ RN×N , where aij = 1
if (j, i) ∈ E , and aij = 0 otherwise. The degree of node i
is defined as di =
∑N
j=1 aij = |Ni|. The maximum degree
of G is given by dmax = max{d1, d2, . . . , dN}. The degree
matrix is given by D = diag{d1, d2, . . . , dN} ∈ RN×N . The
Laplacian matrix of G is defined as L = D − A ∈ RN×N . A
graph is connected if, for any pair {i, j}, there exists a path
connecting i to j. For graphs G = (V, E) and G′ = (V, E ′) with
the same node set, their union is given by G∪G′ , (V, E∪E ′).
C. Observability and Controllability
Definition 1 ([32]): A matrix pair [F (k), G(k)] with k ∈
Z+ is said to be completely observable if the observability
Gramian
O(k, l) :=
k∑
i=l
i−1∏
j=l
F (j)
TGT(i)G(i)
i−1∏
j=l
F (j)
 ,
defined for l < k, is positive definite for some k and l.
Furthermore, the pair is said to be uniformly (completely)
observable if there exists a positive integer n and positive
constants α1 and α2 such that
0 ≤ α1I ≤ O(k, k − n) ≤ α2I,
for all k ≥ n.
Definition 2 ([32]): A matrix pair [F (k), G(k)] with k ∈
Z+ is said to be completely controllable if the controllability
Gramian
C(k, l) :=
k−1∑
i=l
 k−1∏
j=i+1
F (j)
G(i)GT(i)
 k−1∏
j=i+1
F (j)
T ,
defined for l < k, is positive definite for some k and l.
Furthermore, the pair is said to be uniformly (completely)
controllable if there exists a positive integer n and positive
constants β1 and β2 such that
0 ≤ β1I ≤ C(k, k − n) ≤ β2I,
for all k ≥ n.
III. PROBLEM DESCRIPTION
Consider a network of N ∈ Z+ agents, labeled from 1 to
N . Agent i, i = 1, . . . , N , follows the following discrete-time
multi-stage dynamics:
x1i (k + 1) = x
1
i (k) + u
1
i (k − τ)
x2i (k + 1) = x
2
i (k) + u
2
i (k − τ)
...
xni (k + 1) = x
n
i (k) + u
n
i (k − τ), (1)
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where xpi (k) is the state of agent i at stage p, u
p
i (k −
τ) is the input of agent i at stage p subject to an in-
put delay τ , and k ∈ Z+ is the time variable. A graph
G , (V, E) is used to describe the information flows
among the agents, where V , {1, . . . , N} is the node set
and E , {(i, j) | node i can share information with j, i, j =
1, . . . , N} is the edge set. Throughout this paper, it is assumed
that graph G is connected.
Because information is exchanged through the network,
there usually exist packet-drops particularly when the data
transmission rate is high. It is common and reasonable to
delineate packet-drops by independent Bernoulli processes.
Specifically, let θij be a random variable indicating whether
the transmission between two neighboring agents i and j is
successful, i.e.,
θij =
{
0, with probability pij ,
1, with probability 1− pij ,
(2)
where 0 ≤ pij < 1 is the packet-drop rate. For non-
neighboring agents, θij = 0 with probability 1. Due to
the random packet-drops, the de facto information exchange
network, denoted by G˜ , (V, E˜), is by nature a random
network. At each time instant, G˜ takes a value from the set
{G1, . . . ,Gs}, s = 2|E|, with the probability
P(G˜ = Gm) =
∏
i=1,i<j
([θij ]m(1−pij)+(1− [θij ]m)pij), (3)
where m = 1, . . . , s and and [·]m means that it takes values
from the graph indexed by m.
Each agent has a reference signal ri, which is governed by
ri(k + 1) = ri(k) + vi(k) + wi(k)
zi(k + 1) = hiri(k + 1) + ϑi(k + 1),
(4)
where vi(k) ∈ R is the input, zi(k) ∈ R is the measurement,
and hi ∈ R+ is the measurement gain. The process noise
wi(k) ∈ R and measurement noise ϑi(k) ∈ R follow
independent normal probability distributions, i.e.,
wi(k) ∼ N(0, φi(k))
ϑi(k) ∼ N(0, ψi(k)),
where φi(k) , E[wi(k)2] is the variance of the process noise,
and ψi(k) , E[ϑi(k)2] is the variance of the measurement
noise. The following assumption is made on the reference
signals.
Assumption 1: The reference signals satisfy the following
properties:
(i) the expectation E[ri(k)] approaches a constant, as k →
∞;
(ii) ρ1 ≤ φi(k) ≤ ρ2 and µ1 ≤ ψi(k) ≤ µ2, where
ρ1, ρ2, µ1, µ2 ∈ R+.
The primary objective of this paper is to design distributed
input sequence for the system (1) such that all agents can track
the average of the N noisy reference inputs in the sense that,
for all i = 1, 2, . . . , N ,
lim sup
k→∞
∥∥∥∥∥E
[
xni (k)−
1
N
N∑
i=1
ri(k)
]∥∥∥∥∥
2
≤ δ, (5)
where δ is a pre-desired constant, which can be arbitrarily
small.
IV. ALGORITHM DESIGN
In this section, the control input sequence is designed for the
multi-stage system (1) to track the average signal of the noisy
references (4), which gives the following DAT algorithm:
u1i (k) = −
N∑
j=1
θijaij
(
xˆ1i (k|k − τ)− xˆ1j (k|k − τ)
)
+ α
(
rˆi(k|k − τ)− xˆ1i (k|k − τ)
)
u2i (k) = −
N∑
j=1
θijaij
(
xˆ2i (k|k − τ)− xˆ2j (k|k − τ)
)
+ α
(
xˆ1i (k|k − τ)− xˆ2i (k|k − τ)
)
...
uni (k) = −
N∑
j=1
θijaij
(
xˆni (k|k − τ)− xˆnj (k|k − τ)
)
+ α
(
xˆn−1i (k|k − τ)− xˆni (k|k − τ)
)
, (6)
where xˆpi (k|k − τ) and rˆi(k|k − τ) are respectively the
predicted states of agent i and reference i at time instant k
using the measurement information up to time instant k − τ ,
and  > 0 and α > 0 are two gain parameters to be designed.
The agent state predictor is given by
xˆ1i (k − τ + 1|k − τ)
= xˆ1i (k − τ |k − τ − 1)
+ kx
(
x1i (k − τ)− xˆ1i (k − τ |k − τ − 1)
)
+ u1i (k − τ)
xˆ2i (k − τ + 1|k − τ)
= xˆ2i (k − τ |k − τ − 1)
+ kx
(
x2i (k − τ)− xˆ2i (k − τ |k − τ − 1)
)
+ u2i (k − τ)
...
xˆni (k − τ + 1|k − τ)
= xˆni (k − τ |k − τ − 1)
+ kx (x
n
i (k − τ)− xˆni (k − τ |k − τ − 1))
+ uni (k − τ),
(7)
where kx > 0 is the predictor gain, while the states of agent i
from k − τ + 2 to k are predicted by
xˆ1i (k − τ + l|k − τ)
= xˆ1i (k − τ + l − 1|k − τ) + u1i (k − τ + l − 1)
xˆ2i (k − τ + l|k − τ)
= xˆ2i (k − τ + l − 1|k − τ) + u2i (k − τ + l − 1)
...
xˆni (k − τ + l|k − τ)
= xˆni (k − τ + l − 1|k − τ) + uni (k − τ + l − 1),
l = 2, . . . , τ.
(8)
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Because the reference signals are subject to both input delay
and noise, its design needs a combination of the predictive
control and Kalman filtering techniques. Specifically, the fol-
lowing predictor for the reference signals is designed:
rˆi(k − τ + 1|k − τ)
= rˆi(k − τ |k − τ − 1)
+ kr (rˆi(k − τ)− rˆi(k − τ |k − τ − 1))
+ vi(k − τ),
rˆi(k − τ + l|k − τ)
= rˆi(k − τ + l − 1|k − τ) + vi(k − τ + l − 1),
l = 2, . . . , τ,
where kr > 0 is a predictor gain and rˆi(k) is the estimate
obtained via the Kalman filter
rˆ−i (k + 1) = rˆi(k) + vi(k) (9a)
p−i (k + 1) = pi(k) + φi(k) (9b)
ki(k + 1) =
hip
−
i (k + 1)
h2i p
−
i (k + 1) + ψi(k + 1)
(9c)
rˆi(k + 1) = rˆ
−
i (k + 1) + ki(k + 1)(zi(k + 1)− hirˆ−i (k + 1))
(9d)
pi(k + 1) = (1− ki(k + 1)hi)p−i (k + 1), (9e)
in which ki(k) ∈ R is the Kalman gain, rˆ−i (k) ∈ R and
rˆi(k) ∈ R are, respectively, the priori and posteriori estimates
of ri(k), p−i (k) , E
[
(ri(k)− rˆ−i (k))2
]
is the mean-squared
priori estimate error, and pi(k) , E
[
(ri(k)− rˆi(k))2
]
is the
mean-squared posteriori estimate error. The initial states of the
Kalman filter, rˆi(0) and pi(0) ≥ 0, are chosen randomly.
Time Update
(“Predict”)
Measurement Update
(“Correct”)
Fig. 1. The estimate process of the discrete-time Kalman filter.
The estimate process alluded to above is delineated in Fig. 1.
As shown, the Kalman filter performs two operations: time
update and measurement update. The time update equations
are (9a) and (9b), while the measurement update equations are
(9c)–(9e). The time update equations “predict” the state and
estimate errors at time k + 1 from those at time k, while the
measurement update equations adjust the priori estimate by
using the measurement zi(k) according to the Kalman gain
ki(k), which is obtained by minimizing pi(k).
Substituting the input (6) into system (1) leads to the closed-
loop system
x1i (k + 1)
=x1i (k)− 
N∑
j=1
θijaij
(
xˆ1i (k|k − τ)− xˆ1j (k|k − τ)
)
+ α
(
rˆi(k|k − τ)− xˆ1i (k|k − τ)
)
x2i (k + 1)
=x2i (k)− 
N∑
j=1
θijaij
(
xˆ2i (k|k − τ)− xˆ2j (k|k − τ)
)
+ α
(
xˆ1i (k|k − τ)− xˆ2i (k|k − τ)
)
...
xni (k + 1)
=xni (k)− 
N∑
j=1
θijaij
(
xˆni (k|k − τ)− xˆnj (k|k − τ)
)
+ α
(
xˆn−1i (k|k − τ)− xˆni (k|k − τ)
)
,
(10)
which can be written in a vector format as
x1(k + 1) =x1(k)− L˜xˆ1(k|k − τ)
+ α
(
rˆ(k|k − τ)− xˆ1(k|k − τ))
x2(k + 1) =x2(k)− L˜xˆ2(k|k − τ)
+ α
(
xˆ1(k|k − τ)− xˆ2(k|k − τ))
...
xn(k + 1) =xn(k)− L˜xˆn(k|k − τ)
+ α
(
xˆn−1(k|k − τ)− xˆn(k|k − τ)) ,
(11)
where
xp(k) = [xp1(k), x
p
2(k), . . . , x
p
N (k)]
T
xˆp(k|k − τ) = [xˆp1(k|k − τ), xˆp2(k|k − τ), . . . , xˆpN (k|k − τ)]T
rˆ(k|k − τ) = [rˆ1(k|k − τ), rˆ2(k|k − τ), . . . , rˆN (k|k − τ)]T.
Here, L˜ is a stochastic Laplacian matrix, changing within
the possible set {L1, L2, . . . , Ls}, where Lm = [lij ]m is the
Laplacian matrix associated with Gm, i.e.,
[lij ]m =

N∑
q=1
[θiq]maiq, i = j,
−[θij ]maij , i 6= j.
For future use, let
[lij ]m = E[[lij ]m] =

N∑
q=1
(1− piq)aiq, i = j,
−(1− pij)aij , i 6= j.
The following gives a useful result regarding the expecation
of the Laplacian matrix L˜. The result will be employed in the
convergence analysis in the next section.
Lemma 1 ([33]): For multi-agent system (10) with a con-
nected communication network, the expected Laplacian ma-
trix, L , E[L˜], has only one zero eigenvalue, i.e.,
0 = λL,1 < λL,2 ≤ · · · ≤ λL,N .
The advantages of the multi-stage DAT system (10) are
as follows: firstly, it does not involve integral control actions
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or input derivatives, thus exhibits robustness to initialization
errors; secondly, the proposed multi-state scheme enables
the possibility of making a trade-off among the communica-
tion/computation cost (i.e., the number of stages), the tracking
error and the convergence time; thirdly, the proposed scheme
takes input delay, packet-drops, and reference noise into con-
sideration, making it more feasible for practical applications.
V. CONVERGENCE ANALYSIS
In this section, the convergence of the proposed algorithm
embedded in system (10) is analyzed. It is first to show that
the Kalman filter (9) is stable.
Lemma 2: If the second part of Assumption 1 holds, then
the Kalman filter (9) is stable, i.e.,
lim
k→∞
E[rˆi(k)− ri(k)] = 0. (12)
Proof: It follows from (ii) of Assumption 1 that the ref-
erence (4) is uniformly observable and uniformly controllable.
That is, the matrix pair [1, ψ−
1
2
i (k)hi] is uniformly observable,
and the matrix pair [1, φ
1
2
i (k)] is uniformly controllable. The
stability result (12) then follows immediately from [32].
In what follows, the performance of the multi-stage DAT
system (10) is analyzed. Let
r∗ , lim
k→∞
E[r(k)] = [r∗1 , r∗2 , . . . , r∗N ]T, r∗ ∈ RN ,
where r∗i , limk→∞ E[ri(k)], i = 1, . . . , N . Note that r∗
is well defined due to Assumption 1. The following result
characterizes agents’ stationary states in terms of r∗.
Lemma 3: For the multi-agent system (10) with a con-
nected communication network, if Assumption 1 holds,  ∈
(0, 1
2dmax
), α ∈ (0, 1 − dmax), and kx, kr ∈ (0, 1), then
xp,∗ , limk→∞ E[xp(k)] exists and is given by
xp,∗ = (αI+ L)−pαpr∗.
Proof: Without loss of generality, only the first-stage
state is analyzed here. The proof for the other stages is similar
and is hence omitted.
Replacing k − τ with k in (7) yields
xˆ1i (k + 1|k) = xˆ1i (k|k − 1) + kx(x1i (k)
− xˆ1i (k|k − 1)) + u1i (k).
(13)
Let e1i (k) = x
1
i (k)− xˆ1i (k|k − 1). Subtracting (13) from (10)
leads to
e1i (k + 1) = e
1
i (k)− kxe1i (k) = (1− kx)e1i (k). (14)
Applying (8) recursively gives
xˆ1i (k|k − τ)
= xˆ1i (k − 1|k − τ) + u1i (k − 1)
= xˆ1i (k − τ + 1|k − τ) +
τ∑
l=2
u1i (k − τ + l − 1)
= xˆ1i (k − τ |k − τ − 1) +
τ∑
l=2
u1i (k − τ + k − 1)
+ u1i (k − τ) + kx(x1i (k − τ)
− xˆ1i (k − τ |k − τ − 1))
= xˆ1i (k − τ |k − τ − 1) +
τ∑
l=1
u1i (k − τ + l − 1)
+ kx(x
1
i (k − τ)− xˆ1i (k − τ |k − τ − 1)).
(15)
Similarly, applying (10) recursively yields
x1i (k) = x
1
i (k − τ) +
τ∑
l=1
u1i (k − τ + l − 1). (16)
Subtracting (16) from (15) leads to
xˆ1i (k|k − τ)
=x1i (k) + kx(x
1
i (k − τ)− xˆ1i (k − τ |k − τ − 1))
+ xˆ1i (k − τ |k − τ − 1)− x1i (k − τ)
=x1i (k) + kxe
1
i (k − τ)− e1i (k − τ)
=x1i (k) + (kx − 1)e1i (k − τ).
(17)
It follows from (14) and (17) that
xˆ1i (k|k − τ) = x1i (k)− e1i (k − τ + 1). (18)
For the reference signals, define e′i(k) = rˆi(k)− rˆi(k|k − 1).
It then follows that
e′i(k + 1) = e
′
i(k)− kre′i(k) = (1− kr)e′i(k), (19)
and
rˆi(k|k − τ) = rˆi(k)− e′i(k − τ + 1). (20)
Using (18) and (20), it follows from (10) that
x1i (k + 1)
=x1i (k)− 
N∑
j=1
θijaij
(
x1i (k)− x1j (k)
)
+ 
N∑
j=1
θijaij
(
e1i (k − τ + 1)− e1j (k − τ + 1)
)
+ α (rˆi(k)− e′i(k − τ + 1))
− α (x1i (k)− e1i (k − τ + 1)) .
(21)
Since x1i (k) and e
1
i (k−τ+1) are independent of θij at time k,
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taking mathematical expectation on both sides of (21) yields
E[x1i (k + 1)]
=E[x1i (k)]− 
N∑
j=1
E[θij ]aijE
[
x1i (k)− x1j (k)
]
+ 
N∑
j=1
E[θij ]aijE
[
e1i (k − τ + 1)− e1j (k − τ + 1)
]
+ α (E[rˆi(k)]− E[e′i(k − τ + 1)])
− α (E[x1i (k)]− E[e1i (k − τ + 1)]) .
(22)
It then follows from (2) that E[θij ] = 1− pij , which together
with (22) leads to
E[x1i (k + 1)]
=E[x1i (k)]− 
N∑
j=1
(1− pij)aij
(
E[x1i (k)]− E[x1j (k)]
)
+ 
N∑
j=1
(1− pij)aij
(
E[e1i (k − τ + 1)]− E[e1j (k − τ + 1)]
)
+ α (E[rˆi(k)]− E[e′i(k − τ + 1)])
− α (E[x1i (k)]− E[e1i (k − τ + 1)]) .
Let
E[∆x1i (k)] , E[x1i (k)]− E[x1i (k − 1)]
E[∆e1i (k)] , E[e1i (k)]− E[e1i (k − 1)]
E[∆rˆi(k)] , E[rˆi(k)]− E[rˆi(k − 1)]
E[∆e′i(k)] , E[e′i(k)]− E[e′i(k − 1)].
It follows that
E[∆x1i (k + 1)]
=E[∆x1i (k)]− 
N∑
j=1
(1− pij)aij(E[∆x1i (k)]− E[∆x1j (k)])
− 
N∑
j=1
(1− pij)aij(∆E[e1j (k − τ + 1)]
− E[∆e1i (k − τ + 1)])
+ αE[∆rˆi(k)]− αE[∆e′i(k − τ + 1)]
− αE[∆x1i (k)] + αE[∆e1i (k − τ + 1)].
(23)
Define
E[∆x1(k)] = [E[∆x11(k)],E[∆x12(k)], . . . ,E[∆x1N (k)]]T
E[∆e1(k − τ + 1)] = [E[∆e11(k − τ + 1)],E[∆e12(k − τ + 1)],
. . . ,E[∆e1N (k − τ + 1)]]T
E[∆rˆ(k)] = [E[∆rˆ1(k)],E[∆rˆ2(k)], . . . ,E[∆rˆN (k)]]T
E[∆e′(k − τ + 1)] = [E[∆e′1(k − τ + 1)],E[∆e′2(k − τ + 1)],
. . . ,E[∆e′N (k − τ + 1)]]T.
Eq. (23) can be written as
E[∆x1(k + 1)] = [(1− α)I− L]E[∆x1(k)]
+ (αI+ L)E[∆e1(k − τ + 1)]
+ αE[∆rˆ(k)]− αE[∆e′(k − τ + 1)].
(24)
Using (14) and (19), Eq. (24) can be rewritten in a compact
form as E[∆x1(k + 1)]E[∆e1(k − τ + 2)]
E[∆e′(k − τ + 2)]

=M
 E[∆x1(k)]E[∆e1(k − τ + 1)]
E[∆e′(k − τ + 1)]
+ α
 E[∆rˆ(k)]0
0
 ,
(25)
where
M ,
 (1− α)I− L αI+ L −α0 (1− kx)I 0
0 0 (1− kr)I
 . (26)
Taking mathematical expectation on both sides of (4) leads to
E[ri(k + 1)] = E[ri(k)] + E[vi(k)].
Based on Assumption 1 and (12), one has
lim
k→∞
E[rˆi(k)]→ r∗i (k), (27)
which further leads to limk→∞ E[∆rˆ(k)]→ 0.
Due to (27), as k →∞, Eq. (25) becomes E[∆x1(k + 1)]E[∆e1(k − τ + 2)]
E[∆e′(k − τ + 2)]
 = M
 E[∆x1(k)]E[∆e1(k − τ + 1)]
E[∆e′(k − τ + 1)]
 .
(28)
It follows that the system (28) is asymptotically stable if and
only if all the eigenvalues of the matrix M lie within the
unit circle. Furthermore, (26) suggests that the eigenvalues of
the matrix M coincide with the eigenvalues of the matrices
(1− α)I− L, (1− kx)I and (1− kr)I.
For the matrices (1 − kx)I and (1 − kr)I, by choosing
kx, kr ∈ (0, 1), all the eigenvalues of the two matrices are
within the unit circle. For the matrix (1−α)I− L, it follows
from (3) that L =
∑s
m=1 P(G˜ = Gm)Lm. Denote the ith
eigenvalue of L by λL,i. According to the Gerschgorin disc
theorem, the expected Laplacian matrix has all its eigenvalues
located within [0, 2dmax], where dmax is the maximum degree
of the expected graph G. It thus follows that
0 = λL,1 < λL,2 ≤ · · · ≤ λL,N ≤ 2dmax.
Since L is a symmetric matrix, the matrix (1− α)IN − L is
symmetric. Consequently, all the eigenvalues are real and are
given by
λi = 1− α− λL,i. (29)
Since α ∈ (0, 1−dmax) and  ∈ (0, 12dmax ), it follows that the
eigenvalues of (29) satisfy λi ∈ (0, 1), i ∈ {1, . . . , N}. As
all eigenvalues of M are within the unit circle, the dynamical
system (28) is asymptotically stable.
Let x1,∗ denote the expected steady state. That is,
x1,∗ , lim
k→∞
E[x1(k)] = [x1,∗1 , x
1,∗
2 , . . . , x
1,∗
N ]
T ,
where x1,∗i , limK→∞ E[x1i (k)], i = 1, 2, . . . , N , represents
the expected steady state at stage 1 of agent i. As the asymp-
totic convergence of (28) is ensured, x1,∗ is well defined. The
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system (28) is asymptotically stable, i.e., E[∆e1(k−τ+2)]→
0, E[∆e′(k − τ + 2)]→ 0, E[∆x1(k)]→ 0 as k →∞. As a
result,
lim
k→∞
E[x1(k + 1)]→ E[x1(k)]→ x1,∗. (30)
It follows from (17) and (19) that E[e1i (k)] → 0 and
E[e′i(k)]→ 0 as k →∞, which further leads (18) and (20) to
E[xˆ1i (k|k − τ)]→ E[x1i (k)]
E[rˆi(k|k − τ)]→ E[rˆi(k)], as k →∞.
(31)
Eq. (11) gives
E[x1(k + 1)] =E[x1(k)]− LE[xˆ1(k|k − τ)]
+ α
(
E[rˆ(k)]− E[xˆ1(k|k − τ)]) . (32)
Using (27), (30) and (31), it follows from (32) that
x1,∗ = x1,∗ − Lx1,∗ + α (r∗ − x1,∗) .
The expected steady-state equilibrium at the first stage is then
given by
x1,∗ = (αI+ L)−1αr∗. (33)
For the remaining n− 1 stages, it can be shown similarly that
xp,∗ = (αI+ L)−1αxp−1,∗, (34)
where xp,∗ , [xp,∗1 , x
p,∗
2 , . . . , x
p,∗
N ]
T ∈ RN , p = 1, 2, . . . , n,
represents the expected steady state at stage p and xp,∗i ,
limk→∞ E[xpi (k)], i = 1, 2, . . . , N . Combining (33) and (34)
gives
xp,∗ = (αI+ L)−pαpr∗.
The proof is thus completed.
The main result of this section is the following theorem.
Theorem 1: For the system (10) with a connected com-
munication network, if Assumption 1 holds,  ∈ (0, 1
2dmax
),
α ∈ (0, 1− dmax), and kx, kr ∈ (0, 1), then
lim sup
k→∞
‖r¯∗1N − xn,∗‖2 ≤
(
α
α+ λL,2
)n
‖r˜∗‖2,
where r˜∗ , (r∗ − r¯∗1N ) and r¯∗ , 1N
∑N
i=1 r
∗
i .
Proof: It follows from Lemma 3 that
xp,∗ = (αI+ L)−pαpr∗.
The eigenvalues of the matrix (αI+ L)−p are given by
λ′i =
(
1
α+ λL,i
)p
,
where λL,i denotes the ith eigenvalue of the matrix L, and vi
is the corresponding eigenvector. The columns of the matrix
V = [v1,v2, . . . ,vN ] are orthonormal. Consequently, L can
be expressed as L = V ΛLV
T =
∑N
i=1 λL,iviv
T
i , where
ΛL = diag{λL,1, λL,2, . . . , λL,N} and v1 = 1√N 1N . Hence,
xp,∗ =(αI+ L)−pαpr∗
=(αV IV T + V ΛLV
T )−pαpr∗
=(V (αI+ ΛL)V
T )−pαpr∗
=
N∑
i=1
(
1
α+ λL,i
)p
viv
T
i α
pr∗
=
N∑
i=1
(
α
α+ λL,i
)p
viv
T
i r
∗
=
N∑
i=2
(
α
α+ λL,i
)p
viv
T
i r
∗ + v1vT1 r
∗
=
N∑
i=2
(
α
α+ λL,i
)p
viv
T
i r
∗ +
1
N
1N×Nr∗
=
N∑
i=2
(
α
α+ λL,i
)p
viv
T
i r
∗ + r¯∗1N .
(35)
It follows from (35) that
lim sup
k→∞
‖r¯∗1N − xn,∗‖2
=
∥∥∥∥∥
N∑
i=2
(
α
α+ λL,i
)n
viv
T
i r
∗
∥∥∥∥∥
2
≤
(
α
α+ λL,2
)n ∥∥∥∥∥
N∑
i=2
viv
T
i r
∗
∥∥∥∥∥
2
≤
(
α
α+ λL,2
)n ∥∥∥∥∥
N∑
i=1
viv
T
i r
∗ − v1vT1 r∗
∥∥∥∥∥
2
≤
(
α
β
)n
‖r˜∗‖2,
where r˜∗ := (r∗ − r¯∗1N ).
On the one hand, Theorem 1 shows the possibility of achieving
mean-squared DAT in the presence of input delay, reference
noise, and packet-drops. As the stage number n goes to
infinity, the tracking error will approach zero, i.e, the control
objective (5) will be achieved. On the other hand, a larger stage
number n will induce a higher communication/computation
cost for the agents, indicating that there exists trade-off be-
tween the tracking error and communication/computation cost.
VI. SIMULATION
In this section, a numerical example is presented to verify
Theorem 1.
A system consisting of N = 4 nodes is considered. The
communication network topology is given in Fig. 2. Assume
that the packet-drop probability pij = 0.5, ∀ (i, j) ∈ E .
The actual network topology can vary from one of the eight
network topologies shown in Fig. 3 due to packet-drops. Their
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1 2
3 4
Fig. 2. The communication network topology
1 2
3 4
(a) G1
1 2
3 4
(b) G2
1 2
3 4
(c) G3
1 2
3 4
(d) G4
1 2
3 4
(e) G5
1 2
3 4
(f) G6
1 2
3 4
(g) G7
1 2
3 4
(h) G8
Fig. 3. The possible actual network topologies
corresponding Laplacian matrices are given respectively by
L1 =

1 −1 0 0
−1 2 −1 0
0 −1 2 −1
0 0 −1 1
 , L2 =

0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

L3 =

0 0 0 0
0 1 −1 0
0 −1 2 −1
0 0 −1 1
 , L4 =

0 0 0 0
0 0 0 0
0 0 1 −1
0 0 −1 1

L5 =

1 −1 0 0
−1 1 0 0
0 0 1 −1
0 0 −1 1
 , L6 =

1 −1 0 0
−1 1 0 0
0 0 0 0
0 0 0 0

L7 =

1 −1 0 0
−1 2 −1 0
0 −1 1 0
0 0 0 0
 , L8 =

0 0 0 0
0 1 −1 0
0 −1 1 0
0 0 0 0
 .
The expected Laplacian matrix L is given by
L = P(G˜ = G1)L1 + P(G˜ = G2)L2 + · · ·+ P(G˜ = G8)L8.
Fig. 4 shows the expected network topology G, the network
topology corresponding to L. The reference signals are gov-
1 2
3 4
0.5
0.5
0.5
Fig. 4. The expected network topology
erned by (4), with φi = 0.01 and ψi = 1. Finally, the
parameters are chosen as  = 18 , α =
1
2 , and kx = kr =
1
2 .
The input delay is set to τ = 5.
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(a) n=10.
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Fig. 5. Tracking error of thenth stage of xi(k) under the DAT algorithm
(6).
Fig. 5 shows the tracking error 1N
∑N
i=1 ri(k)−xni (k) under
the proposed algorithm embedded in system (10) without
employing the Kalman filter and state predictor to handle
the input delays, packet-drops, and noisy reference signals.
It can be observed that the system cannot track the average
of the reference signals; instead, the tracking error diverges
eventually.
Fig. 6 shows the tracking error of the proposed DAT algo-
rithm with the Kalman filter and state predictor for different
stage number n. It can be seen that in both cases the tracking
error will finally reach a steady value. Furthermore, as the
stage number gets larger, the tracking error gets smaller, which
is consistent with Theorem 1.
Fig. 7 shows respectively the trajectories of ‖r¯(k)1N −
xn(k)‖2 and δ =
(
α
β
)n
‖r˜(k)‖2. The red line corresponds
to the trajectory of
(
α
β
)n
‖r˜(k)‖2, while the blue line to
the trajectory of ‖r¯(k)1N − xn(k)‖2. It can be seen that
as k → ∞, the inequality lim sup ‖r¯(k)1N − xn(k)‖2 ≤(
α
β
)n
‖r˜(k)‖2 holds eventually.
VII. CONCLUSION
This paper demonstrates that DAT algorithms can be seri-
ously hampered by reference noise, packet-drops, and input
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Fig. 6. Tracking error of thenth stage of xi(k) under the DAT algorithm
(6).
delays; however, it is still possible to achieve practical DAT
by employing appropriate control techniques, such as Kalman
filtering and predictive control, to deal with those negative
effects.
In summary, the following statements are drawn from this
work.
• An explicit expression of the expected stationary states
of the agents is obtained and given in terms of the
expected values of the references, which also depends
on the control gains as well as the number of processing
stages.
• The mean-squared tracking error is ultimately upper
bounded by the average difference among the reference
signals, and as the number of stages goes to infinity, the
tracking error will varnish, achieving practical DAT in
the sense of mean square.
These results shed new lights on the studies of distributed av-
erage tracking and cooperative control of multi-agent systems.
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