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Abstract
Using the path integral measure factorization method based on
the nonlinear filtering equation from the stochastic process theory,
we consider the reduction procedure in Wiener path integrals for a
mechanical system with symmetry that describes the motion of two
interacting scalar particles on a special smooth compact Riemannian
manifold - the product of total space of the principal fiber bundle
and the vector space. The original manifold, the configuration space
of this system, is endowed with an isometric free proper action of a
compact semisimple unimodular Lie group. The proposed reduction
procedure leads to the integral relation between path integrals that
represent fundamental solutions of the inverse Kolmogorov equations
on the initial and reduced manifolds. For the case of reduction onto
the zero-momentum level, the reduction Jacobian is obtained, which
is an additional potential term to the Hamiltonian.
1 Introduction
In this paper we consider the path integral “quantization” of a special me-
chanical system with symmetry. This system describes the motion of two
interacting scalar particles on the product manifold consisting of a smooth
compact finite-dimensional Riemannian manifold and a finite-dimensional
vector space. In the studied problem, a free isometric smooth action of a
1
compact semisimple unimodular Lie group is given on the original manifold.
We also require that the system be invariant with respect to the actions of
this group.
From the symmetry of our problem it follows that configuration space of
the mechanical system (the original manifold) can be regarded as the total
space of the principal fiber bundle pi′ : P×V → P×G V. This means that the
configuration space of the reduced mechanical system is P×G V, which is the
total space of the associated bundle for the principal fiber bundle P(M,G).
The main problem we will study in the paper is the behaviour of the
original path integral under the reduction performed in our system, namely,
the transformation of the path integral when the initial space is changed for
the reduced one.
Earlier in our works [1–4], this problem was investigated for a simpler case
- the motion of a scalar particle on a manifold with a given group action.
There, the Wiener path integrals representing solutions of the backward Kol-
mogorov equations were considered. These path integrals were determined
by the method proposed by Belopolskaya and Dalecky in [5, 6]. In accor-
dance with this method, the measure of the path integral is generated by a
stochastic process, which is a solution to the stochastic differential equation
given on the manifold.
The main advantage of this method is the peculiar use and determina-
tion of local stochastic differential equations on charts of the manifold. Local
stochastic differential equations are defined using exponential mappings and
therefore are the Stratonovich equations. This is necessary for transform-
ing local equations in a covariant way in case of changing the charts. On
overlapping of the charts the local stochastic differential equations and their
solutions transform into each other. This property enables one to define a
global stochastic process from the local processes and therefore, the path
integral on a manifold representing a global evolution semigroup. Local evo-
lution semigroups, the superposition of which leads to a global semigroup,
are represented by path integrals over measures defined by local stochastic
differential equations. This allows us to deduce the transformation of the
path integral on a manifold from the transformation of path integrals for
local evolutionary semigroups. In turn, these transformation are actually
based on the transformations of local stochastic differential equations. Note
that the similar method is also valid for determining stochastic processes on
the vector and principal bundle [6].
Belopolskaya and Dalecky’s approach to the definition of stochastic pro-
cesses (and the corresponding semigroups) was used in our works, where we
studied the procedure of reduction of path integrals. There it was discov-
ered [1, 2] that the reduction of the path integrals for a mechanical systems
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with symmetry, which leads to the factorization of the path integral measure,
can be performed using the nonlinear filtering equation from the theory of
the stochastic processes. A similar approach was later developed in [7].
The main result of our previous work on the reduction of path integrals
is the conclusion about the non-invariance of the path measure during re-
duction, the calculation of the corresponding reduction Jacobian and its ge-
ometric representation.
The mechanical system that we used in our studies of the reduction pro-
cedure in path integrals is similar by their geometric properties to the pure
Yang-Mills theory. The initial configuration spaces in both dynamic systems
are the principal fiber bundles. In addition, the reduction leads to the or-
bit space where reduced evolution takes place. Therefore, with regard to
the path integral quantization, the mechanical system can, in a sense, be
considered as a finite-dimensional model of the Yang-Mills theory.
The choice of the mechanical system to study the path integral reduction
procedure in the present article is due to the fact that this system is an analog
of a field system that describes the interaction of a Yang-Mills field with a
scalar field. Note that in the case of the interaction of the electromagnetic
field with the scalar field, a similar geometric representation was in used [8]
2 Definitions
We consider the path integrals representing the solution of the backward
Kolmogorov equation given on a smooth compact Riemannian manifold P˜ =
P × V:
(
∂
∂ta
+
1
2
µ2κ
[△P(pa) +△V(va)]+ 1
µ2κm
V (pa, va)
)
ψtb(pa, ta) = 0,
ψtb(pb, vb, tb) = φ0(pb, vb), (tb > ta),
(1)
where µ2 = ~
m
, κ is a real positive parameter, V (p, f) is the group-invariant
potential term: V (pg, g−1v) = V (p, v), g ∈ G, △P(pa) is the Laplace–
Beltrami operator on a manifold P and △V(v) is the Laplacian on the vector
space V. In the local chart (UP × UV , ϕ), ϕ = (ϕA, ϕa), of the manifold P,
where the point (p, v) is represented by the coordinates (QA, fa), △P has the
following form1
△P(Q) = G−1/2(Q) ∂
∂QA
GAB(Q)G1/2(Q)
∂
∂QB
, (2)
1In our formulas we assume that there is sum over the repeated indices. The indices
denoted by the capital letters ranged from 1 to nP = dimP , and the small Latin letters,
except i, j, k, l, – from 1 to nV = dimV .
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where GAB(Q) are the components of the matrix which is inverse to the
matrix GAB of the components of the initial Riemannian metric given in the
coordinate basis { ∂
∂QA
}, G = det(GAB).
In the same chart, △V is given by
△V(f) = Gab ∂
∂fa∂f b
,
where matrix Gab is inverse to the matrix Gab representing the metric on
V. By the assumption used in the paper, the matrix Gab consists of fixed
constant elements. It is admitted that Gab may have off-diagonal elements.
We also assume that the coefficients and the initial function of equation
(1) are properly bounded and satisfy the necessary smooth requirement, so
that the solution of equation, as it follows from [5], can be represented as
follows:
ψtb(pa, va, ta) = E
[
φ0(η1(tb), η2(tb)) exp{ 1
µ2κm
∫ tb
ta
V (η1(u), η2(u))du}
]
=
∫
Ω−
dµη(ω)φ0(η(tb)) exp{. . .}, (3)
where η(t) is a global stochastic process on a manifold P˜ = P × V, formed
from the processes η1(t) and η2(t); µ
η is the path integral measure on the path
space Ω− = {ω(t) = ω1(t) × ω2(t) : ω1,2(ta) = 0, η1(t) = pa + ω1(t), η2(t) =
va + ω
2(t)} given on manifold P˜. This meaure is defined by the probability
distribution of a stochastic process η(t).
In a local chart (UP × UV , ϕ) of the manifold P˜ , the process η(t) is given
by the solution of two stochasic differential equations:
dηA1 (t) =
1
2
µ2κG−1/2
∂
∂QB
(G1/2GAB)dt+ µ
√
κXAM¯(η1(t))dwM¯(t), (4)
and
dηa2(t) = µ
√
κX ba¯dwb¯(t) (5)
(XA
M¯
and X ba¯ are defined by the local equalities
∑nP
K¯=1
XA
K¯
XB
K¯
= GAB and∑nV
a¯=1
X ba¯X ca¯ = Gbc, dwM¯(t) and dwb¯(t) are the independent Wiener processes.
Here and what follows we denote the Euclidean indices by over-barred in-
dices). Note that equations (4) and (5) are the Stratonovich equations.
We will assume that equation (1) has a fundamental solution – the Green
function GP˜(pb, vb, tb; pa, va, ta) , which is the kernel of the semigroup
ψ(pa, va, ta) =
∫
GP˜(pb, vb, tb; pa, va, ta)φ0(pb, vb)dvP˜(pb, vb),
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where dvP˜(p, v) is a volume element on the manifold P˜.
To get a probabilistic representation of the kernel GP˜ , of the semigroup
it is necessary to replace ϕ0 with the delta function in (3). The same can be
done if we consider the limit of the corresponding functions that approximate
the delta function.
The choice of the coefficients of equation (1) from a certain class of func-
tions allows us to use the fundamental solution as a solution to the forward
Kolmogorov equation. Also note that the Schro¨dinger equation can be ob-
tained from the forward Kolmogorov equation if we replace κ for i. But this
does not mean that Feynman integrals can be obtained using this method
from Wiener-type integrals. This transition needs special research.
The global semigroup determined by equation (3) is defined in [5, 6] by
the limit (under the refinement of the time interval) of the superposition of
the local semigroups. In our case it is given by
ψtb(pa, va, ta) = U(tb, ta)φ0(pa, va) = limqU˜η(ta, t1) · . . . · U˜η(tn−1, tb)φ0(pa, va),
(6)
where each of the local semigroup U˜η is as follows:
U˜η(s, t)φ(p, v) = Es,p,vφ(η1(t), η2(t)) s ≤ t η1(s) = p, η2(s) = v.
These local semigroups are also given by the path integrals with the integra-
tion measures determined by the local representatives ϕP˜(ηt) ≡ {ηA1 (t), ηa2(t)}
of the global stochastic process η(t).
In the following, we derive the transformation properties of the path
integral (3) by studying the transformation of the local semigroups U˜η. Since
the potential term of the Hamiltonian operator inessential when performing
path integral transforms, it will be omitted during this process. We will
recover it in our final formulae.
3 Principal fiber bundle coordinates
On the Riemannian manifold P˜ = P×V, the configuration space of our initial
mechanical system, we are given a smooth isometric free and proper action
of a compact semisimple Lie group G: (p˜, v˜) = (p, v)g = (pg, g−1v). That
is, we were given a right action of the group G on P˜ . In a local coordinates
(QA, fa), this action is given as follows:
Q˜A = FA(Q, g), f˜ b = D¯ba(g)f
a,
where D¯ba(g) ≡ Dba(g−1), and by Dba(g) we denote the matrix of the finite-
dimensional representation of the group G acting on the vector space V. In
particularly,
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In coordinates, the right action of the group G on P means that
F (F (Q, g1), g2) = F (Q, Φˆ(g1, g2)),
where the function Φˆ determines the group multiplication law in the space
of the group parameters.
The Riemannian metric of the manifold P˜ can be written as follows:
ds2 = GAB(Q)dQ
AdQB +Gab df
adf b. (7)
We note, that the components of the metric are not arbitrary, but must
satisfy certain relations due to the isometric action of the group G on P˜.
In particularly, the metric tensor GAB(Q) satisfies the following relation:
GAB(Q) = GDC(F (Q, g))F
D
A (Q, g)F
C
B (Q, g), (8)
with FBA (Q, g) ≡ ∂FB(Q, g)/∂QA. A similar relation for the tensor Gpq,
Gpq = GabD¯
a
p(g)D¯
b
q(g), (9)
can be derived from the linear isometrical action of the group G in the vector
space V.
The Killing vector fields for the metric (7) given on the manifold P˜ are the
vector fields on P and V. In local coordinates (QA, f b), they are representedas
as KAα (Q)∂/∂Q
A with KAα (Q) = ∂Q˜
A/∂aα|a=e and Kbα(f)∂/∂f b with
Kbα(f) = ∂f˜
b/∂aα|a=e = ∂D¯bc(a)/∂aα|a=ef c ≡ (J¯α)bcf c.
The generators J¯α of the representation D¯
b
c(a) satisfy the commutation rela-
tion [J¯α, J¯β] = c¯
γ
αβ J¯γ, where the structure constants c¯
γ
αβ = −cγαβ .
Based on [10], we conclude that the action of a group G on the manifold
P˜ leads to the principal fiber bundle pi′ : P ×V → P ×G V.2 This allow us to
regard the initial manifold P˜ as a total space of this principal fiber bundle
P(M˜,G). By M˜ we denoted the orbit space manifold P ×G V – the base
space of the bundle pi′. From this it follows that we can express the local
coordinates (QA, fn) of the point (p, v) ∈ P˜ in terms of the coordinates of
the principal fiber bundle.
As coordinates in this principal bundle we will use the adapted coordi-
nates. Such coordinates for the principal bundle were used, for example,
in [2–4, 8, 11–15]. As for the coordinates for the principal bundle similar
to that given in this article, we can refer to [2, 3, 8, 16–18]. Note that the
2pi′ : (p, v)→ [p, v], where [p, v] is the equivalence class formed by the relation (p, v) ∼
(pg, g−1v).
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main application of adapted coordinates are the calculations in gauge field
theories.
Adapted coordinates consist of coordinates associated with the base space
of the principal bundle and the remaining coordinates dealing with the group
manifold. Also in their definition, the main role is played by the local sub-
manifold of the total space of the bundle. This submanifold has the transver-
sal intersection with each of the orbits. When determining the adapted coor-
dinates for our principal fiber bundle P(M˜,G), such local surface Σ is chosen
in the totall space of the principal fiber bundle P(M,G).
In this case, the local section σi of P(M,G), σi : Ui → Σi ∈ pi−1P (Ui),
x = piP(p) are used to define the local section σ˜i of P(M˜,G), pi′ · σ˜i = id:
σ˜i([p, v]) = (σi(x), a(p)v),
where a(p) is the group element such that p = σi(x)a(p). Thus, σ˜i sends
[p, v] to some element (p˜, v˜) ∈ P × V .
From
(σi(x), a(p) v) = (p a
−1(p), a(p) v) = (p, v) a−1(p),
it follows that
σ˜i([p, v]) = (p, v) a
−1(p).
This is similarly to the case of the principal fiber bundle P(M,G). Therefore
we can say that the image of σ˜i is a local surface Σ˜i in P × V.
Due to the local isomorphisms of the principal fiber bundle P(P ×G V,G)
and the trivial principal bundles Σ˜i×G → Σ˜i we can introduce a new atlas on
P(P ×G V,G) with charts that are related to the submanifolds {Σ˜i}. The co-
ordinate functions of these charts (U˜i, ϕ˜i), where U˜i is an open neighborhood
of the point [p, v] given on the base space P ×G V , are such that
ϕ˜−1i : pi
′−1(U˜i)→ Σ˜i × G and
ϕ˜i : Σ˜i × G → pi′−1(U˜i).
To implement this general scheme for determining adapted coordinates, we
must first present in coordinates its main elements. The local submanifold
Σ in P is given by the system of equations χα(Q) = 0, α = 1, ..., nG . So, the
point with the coordinates Q∗A, {χα(Q∗A) = 0}, belongs to Σ. Note that the
coordinates Q∗A are dependent coordinates.
The group coordinates aα(Q) of a point p ∈ P are defined by the solution
of the following equation:
χα(FA(Q, a−1(Q))) = 0.
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This group element carries the point p to the submanifold Σ, so that
Q∗A = FA(Q, a−1(Q))).
The coordinates of a point (p, v) ∈ Σ˜ are (Q∗A, f˜a). Therefore, the coor-
dinate functions look as follows:
ϕ˜−1i : (Q
A, f b)→ (Q∗A(Q), f˜ b(Q), aα(Q) ),
where
f˜ b(Q) = Dbc(a(Q)) f
c,
(D¯bc(a
−1) ≡ Dbc(a)).
The coordinate function ϕ˜i
ϕ˜i : (Q
∗B, f˜ b, aα)→ (FA(Q∗, a), D¯cb(a)f˜ b).
Thus, we have demonstraited how can be defined the special local bundle
coordinates (Q∗A, f˜ b, aα) on the principal fiber bundle pi′ : P ×V → P×G V .
These adapted coordinates include the dependent coordinates Q∗A.
Note that, in principle, independent local coordinates can also be de-
termined in our bundle. This is the case when the local submanifold Σ
can be define parametrically: QA = Q∗A(xi). The invariant coordinates xi,
i = 1, ..., nM, which can be identified with the coordinates given on the base
manifold M, together with the group coordinates aα are used in this case
as coordinates of the point p ∈ P. It is also necessary that the equality
nM + nG = nP holds true. If so, then the invariant coordinates xi(Q) are
determined from the equation
Q∗A(xi) = FA(Q, a−1(Q))).
In addition, now we have the following equality: χα(Q∗A(xi)) = 0. So, the
point (p, v) ∈ P˜, whose coordinates were (QA, f b), obtains the adapted coor-
dinates (xi(Q), f˜a(f), aα(Q)). The replacement of the coordinates (QA, f b)
of a point (p, v) for a new coordinates is performed as follows:
QA = FA(Q∗(xi), aα), f b = D¯bc(a)f˜
c, (10)
where aα = aα(Q) is obtained as before. It is this adapted coordinates will
be used in article.
In the sequel we will deal, in fact, only with the local expressions that
are given on a separate chart. We assume that these local expressions can
be ”glued” and we are able to restore the global expressions.
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It is not difficult to obtain the representation for the Riemannian metric
given on P×V in terms of the principal bundle coordinates (xi, f˜ b, aα) which
we have just introduced on the principal fiber bundle. This can be made by
taking the following differentials:
dQa = FABQ
∗B
j dx
j + FAα da
α
df c =
∂D¯cb(a)
∂aα
f˜ bdaα + D¯cb(a)df˜
b,
where FAα (Q, a) ≡ ∂F
A
∂aα
(Q, a), Q∗Bi (x) ≡ ∂Q
∗B(x)
∂xi
.
Because of the equality
FAα (Q, g) = u¯
β
α(g)F
A
B (Q, g)K
B
β (Q),
where u¯αβ is an inverse matrix to the matrix v¯
α
β (a) =
∂Φα(b,a)
∂bβ
∣∣
b=e
(Φ is a
group function which defines the group multiplication in the space of group
parameters), the differential df c can be rewritten as
df c = Krβ(f˜)D¯
c
r(a)u¯
β
µda
µ + D¯cb(a)df˜
b,
where Krβ(f˜) = (J¯β)
r
b f˜
b is the component of the Killing vector field.
The replacement of the coordinates (QA, fa) for the adapted coordinates
(xi, f˜ b, aα) leads to the following components of the Riemannian metric de-
fined on the manifold P˜ in the basis {∂/∂xi, ∂/∂f˜ b, ∂/∂aα} :
Gij(x, a) = Q
∗A
i (x)GAB(Q
∗(x))Q∗Bj (x) = Gij(x, e),
Giβ(x, a) = Q
∗A
i (x)GAB(Q
∗(x))KBδ (Q
∗(x))u¯δβ(a) = Giδ(x, e)u¯
δ
β(a),
Gαβ(x, f˜ , a) = (GABK
A
µK
B
ν +GrpK
r
µK
p
ν )u¯
µ
α(a)u¯
ν
β(a)
= (γµν(x)) + γ
′
µν(f˜))u¯
µ
α(a)u¯
ν
β(a) ≡ dµν(x, f˜)u¯µα(a)u¯νβ(a).
These components were obtained taking into account the isometry of the
action of the group G on P˜. As a result we have
GA˜B˜ =
 Gij(x, e), 0 Giδ(x, e)u¯δα(a)0 Gab Gaµ(f˜)u¯µα(a)
Gjδ(x, e)u¯
δ
β(a) Gbν(f˜)u¯
ν
β(a) dµν u¯
µ
α(a)u¯
ν
β(a)
 (11)
Note that this metric can also be written in terms of the components
(A αi ,A
α
p ) of the mechanical connection that exists in the principal fiber
bundle P(M˜,G). These components are determined as follows:
A
α
i (x, f˜) = d
αβKCβ GDCQ
⋆D
i , A
α
p (x, f˜) = d
αβKrβGrp.
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In this case, the transformed Riemannian metric can be represented in the
following form:
GA˜B˜ =
 h˜ij + A µi A νj dµν 0 A µi dµν u¯να(a)0 Gab A µa dµν u¯να(a)
A
µ
j dµν u¯
ν
β(a) A
µ
b dµν u¯
ν
β(a) dµν u¯
µ
α(a)u¯
ν
β(a)
 , (12)
where h˜ij(x, f˜) = Q
∗A
i G˜
H
ABQ
∗B
j , and G˜
H
AB = GAB −GACKCµ dµνKDν GDB. Fur-
ther, we will also denote expressions that include dµν , with a tilde mark above
the character associated with that expression.
The inverse matrix GA˜B˜ to matrix (12) is as follows:
GA˜B˜ =

hij A µm
(γ)
Kaµh
mj −hnj A βn
(γ)
v¯αβ
A
µ
m
(γ)
Kbµh
ni GABNaAN
b
B +G
ab −GECΛβEΛµCKbµv¯αβ
−hkiA εk
(γ)
v¯βε −GECΛεEΛµCKaµv¯βε GBCΛα
′
BΛ
β′
C v¯
α
α′v
β
β′
 . (13)
Here ΛβE = (Φ
−1)βµχ
µ
E , h
ij is an inverse matrix to the matrix hij = Q
∗A
i G
H
ABQ
∗B
j
with
GHAB = GAB −GADKDα γαβKCβ GCB.
Also, for the mechanical connection formed from the orbit metric γµν we use
the following notation:
A
µ
m
(γ)
= γµνKAν GABQ
∗B
m .
By χαB we denote χ
α
B = ∂χ
α(Q)/∂QB|Q=Q∗(x), (Φ)αβ = KAβ χαA is the Faddeev-
Popov matrix, N bB = −Kbµ(Φ)µνχνB ≡ −KbµΛµB is one of the components of a
particular projector on a tangent space to the orbit space. (This projector
was defined in [16, 17].
The determinant of matrix (12) is equal to
detGA˜B˜ = (det dαβ) (det u¯
µ
ν(a))
2 det
(
h˜ij G˜
H
BbQ
∗B
i
G˜HAaQ
∗A
j G˜
H
ba
)
, (14)
where G˜HAa = −GABKBµ dµνKbνGba, G˜Hba = Gba −GbcKcµdµνKpνGpa.
Note that the determinant on the right hand side of (14) is the determi-
nant of the metric defined on the orbit space M˜ = P ×G V of the principal
fiber bundle P(M˜,G). In what follows we will denote this determinant by H .
Also note that in the matrix GA˜B˜, the upper left quadrant of the matrix
(13) is the matrix that represents the inverse metric to the metric in the orbit
space of our principal fiber bundle.
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4 Transformation of the stochastic process and
the semigroup resulting after changing co-
ordinates
Our next task should be the determination of a new stochastic process, which
should correspond to the newly obtained coordinates on the manifold. Ac-
cording to the definition of the path integral (global semigroup), which we
use in the article, the path integral on the manifold is obtained as the limit
of the superposition of local evolution semigroups. Therefore, we can re-
strict ourselves to finding local semigroups that are determined by new local
stochastic processes. As such a local process, we will take exactly the one
that has the following components (xi(t), f˜a(t), aα(t)). A local process with
such a components is a local representative of the global process ζ(t) on the
manifold P˜. Note that (xi(t), f˜a(t)) describe the local stochastic evolution
on the base manifold M˜ of the principal fiber bundle.
Based on the replacement of the initial coordinates with the adapted ones,
the transformation of local random processes occurs as follows:
ηA1 (t) = F
A(Q∗B(xi(t)), aα(t)), ηa2(t) = D¯
a
c (a(t))f˜
c(t). (15)
This transformation is the phase space transformation of the stochastic pro-
cesses on which it is known that it does not change the probabilities.
This means the following. If we restrict the local semigroup
U˜η(s, t)φ0(p, v) = Es,(p,v)φ0(η1(t), η2(t)), s ≤ t, η1(s) = p, η2(s) = v
for the process η(t) to the chart (U(p,v), ϕP˜) with
ϕP˜(η(t)) = {ηϕP˜1 (t), ηϕ
P˜
2 (t)} ≡ {ηA1 (t), ηa2(t)},
where this semigroup can be be represented as
U˜η(s, t)φ0(p, v) = Es,ϕP˜ (p,v)φ0
(
(ϕP˜)−1(ηϕ
P˜
1 (t), η
ϕP˜
2 (t))
)
,
ηϕ
P˜
1 (s) = ϕ
P˜(p), ηϕ
P˜
2 (s) = ϕ
P˜(v),
then as a result of the phase space transformation (15) of the local stochastic
processes we get
U˜η(s, t)φ0(p) = Es,ϕ˜P˜ (p,v)φ0
(
(ϕ˜P˜)−1(ζ ϕ˜
P˜
(t))
)
= Es,ϕ˜P˜ (p,v)φ˜0
(
ζ ϕ˜
P˜
(t)
)
, (16)
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with
(
ϕ˜P˜
)−1
=
(
ϕP˜
)−1
◦ (F, D¯) and φ˜0 = φ0 ◦ (ϕ˜P˜)−1.
Therefore, changing the coordinates leads to the replacement of the mea-
sure used to calculate the expectation values. Now measure is defined by the
probability distribution of the local processes ζ ϕ˜
P
(t) = (xi(t), f˜a(t), aα(t)).
According to method developed in [5,6], to define the global process and the
global semigroup, it is necessary that the local processes are consistent with
each other on overlapping of the charts. In our case, this consistency fol-
lows from the transformation properties of local stochastic equations. These
equations are the Stratonovich equations.
5 Stochastic differential equations for the trans-
formed process
Local stochastic differential equations for the process ζ(t), which defines the
integration measure in the evolution semigroup obtained as a result of the
transformation of the process η(t), can be derived by the Itoˆ differentiation
formula together with using the initial stochastic differential equations (4)
and (5). Since the adapted coordinates depend on the intial coordinates
as xi(Q), aα(Q) and f˜a(Q, f), we should differentiate (by Itoˆ) the following
functions: xi(η1(t)), a
α(η1(t)) and f˜
a(η1(t), η2(t)). Let us consider, for exam-
ple, how the stochastic differential equation for the component xi(t) of the
local process ζ(t) is obtained.
The Itoˆ differential of xi(t) can be written as
dxi(t) =
∂xi
∂QA
(η1(t))dη
A
1 (t) +
1
2
∂2xi
∂QA∂QB
(η1(t))dη
A
1 (t)dη
B
1 (t),
where
∂xi
∂QA
(F (Q∗(x), a)) = FˇBAG
H
BC(Q
∗(x))Q∗Cm (x)h
mi(x)
in which FˇBA ≡ FBA (F (Q∗(x), a), a−1) is the inverse matrix to the matrix FAB .
Using (4) on the right hand side of the expression for dxi(t) and perform-
ing the necessary transformations, we obtain
dxi(t) =
1
2
(µ2κ)bi(x(t))dt + µ
√
κX iM¯(Q
∗(x(t)))dwM¯(t), (17)
where
bi = d−1/2H−1/2
∂
∂xj
(d1/2H1/2hij) + A µn
(γ)
hnid−1/2H−1/2
∂
∂f˜ b
(d1/2H1/2Kbµ)
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with Kbα′ = (J¯α′)
b
c f˜
c, and X i
M¯
is determined by the following equality:
X i
M¯
(Q∗(x(t))) = ∂x
i
∂QA
XA
M¯
(η1(t)), η
A
1 = F
A(Q∗(x), a), which leads to
X iM¯(Q
∗(x)) = T iD(Q
∗(x))NDC (Q
∗(x))X cM¯(Q∗(x)).
This expression is written in terms of two projection operators. One of
them, NDC = δ
D
C −KCµ ΛµC , is the projection operator onto the subspace which
is orthogonal to the Killing vector field space. In our case, this operator is
taken on the submanifold Σ, that is, NDC = N
D
C (Q
∗(x)).
The second operator,
T iD = (P⊥)
B
D(Q
∗(x))GHBL(Q
∗(x))Q∗Lm (x)h
mi(x),
with the properties T iDQ
∗D
j = δ
i
j and T
i
DQ
∗B
i = (P⊥)
B
D, is defined by using
the projection operator P⊥ on the tangent plane to the submanifold Σ of the
manifold P:
(P⊥)
A
B = δ
A
B − χαB(χχ⊤)−1βα(χ⊤)Aβ .
Here (χ⊤)Aβ is a transposed matrix to the matrix χ
ν
B:
(χ⊤)Aµ = G
ABγµνχ
ν
B, γµν = K
A
µGABK
B
ν .
The projection operators have the following properties:
(P⊥)
A˜
BN
C
A˜
= (P⊥)
C
B, N
A˜
B (P⊥)
C
A˜
= NCB .
Note that from the above definition of XA
M¯
it follows that
∑
M¯ X
i
M¯
Xj
M¯
=
hij(x), where hij is the metric in the base space M of the principal fiber
bundle P(M,G).
Taking into account that f˜a = f˜a(Q, f), aα = aα(Q), the local stochas-
tic differential equations for the stochastic variables f˜a(t) and aα(t) can be
derived in the same way as it was done for xi(t). They are as follows:
df˜a(t) =
1
2
(µ2κ)ba(x(t), f˜(t))dt+µ
√
κXaM¯(Q
∗(x(t)), f˜(t))dwM¯(t)+Xab¯ dw
b¯(t)),
(18)
where the function Xa
M¯
= NaAXAM¯(Q∗(x)), Xab¯ = X ab¯ and
ba = d−1/2H−1/2
∂
∂xj
(d1/2H1/2A µm
(γ)
hmj)Kaµ
+ (Gab +GABNaAN
b
B)d
−1/2H−1/2
∂
∂f˜ b
(d1/2H1/2) +
∂
∂f˜ b
(GABNaAN
b
B).
(The last term of the previous expression is equal to 2GABΛµAΛ
ν
B(J¯µ)
a
b (J¯ν)
b
cf˜
c.)
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The stochastic differential equation for aα(t) is given by
daα(t) =
1
2
(µ2κ)bαdt + µ
√
κXαM¯(Q
∗(x(t)), a(t))dwM¯(t), (19)
where Xα
M¯
= ΛµA(Q
∗(x))v¯αµ(a))XAM¯(Q∗(x)) and
bα = −d−1/2H−1/2 ∂
∂xj
(d1/2H1/2hnj A βn
(γ)
)v¯αβ +G
BCΛα
′
BΛ
β′
C L¯β′ v¯
α
α′
− GECΛβEΛµC d−1/2H−1/2
∂
∂f˜ b
(d1/2H1/2Kbµ)v¯
α
β .
The coefficients bi, ba and bα of the stochastic differential equations (17),
(18), (19) are obtained as a result of the transformations of the original
equations (4) and (5). Note that they are equal to the coefficients at first
derivatives in the differential generator of the local evolution semigroup asso-
ciated with the local process ζ(t). This differential generator can be derived
by the standard methods from the stochastic theory and coinsides with the
operator obtained from the initial differential operator 1
2
(△P+△V) after the
transition to the adapted coordinates.
Also we note that in obtained stochastic differential equations the dif-
fusion terms are actually determined up to an arbitrary orthogonal trans-
formations [20]. But this does not affect the measure in the path integral,
since it can be compensated by the orthogonal transformations of the Wiener
processes: (wA˜)
′
= OA˜
B˜
wB˜. This transformations keep the measure invariant.
Next we will use stochastic differential equations to derive a nonlinear
filtering stochastic differential equation of our problem. This equation will
allow us to factorize the measure in the path integral, which represents a
local evolution semigroup.
But before that, the local stochastic differential equations we obtained
must be slightly transformed. The reason for this is that they must have
a certain dependence on the diffusion coefficients. Namely, the form of the
equations should be as follows:
dxi =
1
2
(µ2κ)bidt+ µ
√
κX˜ im¯ dw˜
m¯
df˜a =
1
2
(µ2κ)badt+ µ
√
κ(X˜am¯ dw˜
m¯ + X˜ab¯ dw˜
b¯)
daα =
1
2
(µ2κ)bαdt+ µ
√
κ(X˜αm¯ dw˜
m¯ + X˜αβ¯ dw˜
β¯ + X˜αb¯ dw˜
b¯) (20)
Now the Wiener processes w˜m¯, w˜b¯, w˜β¯ are independent of each other. We see
that to get (20) from the previous stochastic differential equations (17), (18),
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(19), it will not be enough if we only replace X i
M¯
dwM¯ with X im¯dw
m¯+X iα¯dw
α¯,
and similarly other diffusion terms.
The coefficients of the previous stochastic differential equations are re-
placed in accordance with [21, 22] as follows:
X im¯dw
m¯ +X iα¯dw
α¯ = X˜ im¯dw˜
m¯,
Xam¯dw
m¯ +Xaβ¯dw
β¯ +Xab¯ dw
b¯ = X˜am¯ dw˜
m¯ + X˜ab¯ dw˜
b¯
Xαm¯dw
m¯ +Xαβ¯ dw
β¯ = X˜αm¯ dw˜
m¯ + X˜αβ¯ dw˜
β¯ + X˜αb¯ dw˜
b¯.
This replacement can be achieved with the help of the orthogonal transfor-
mation of the Wiener processes wM¯ and wb¯. So, such a replacement has not
change the path integral measure.
The main requirement imposed on diffusion coefficients is that the local
stochastic process with the stochastic differential equations (20) must has the
same differential generator of the local evolution semigroup as the process
gaverned by the previous stochastic equations. This requirement leads to the
equations for determining the diffusion coefficients:
1. X˜ im¯X˜
j
m¯ = h
ij,
2. X˜ im¯X˜
a
m¯ = A
µ
m
(γ)
Kaµh
mi,
3. X˜am¯X˜
b
m¯ + X˜
a
b¯ X˜
b
b¯ = G
ABNaAN
b
B +G
ab,
4. X˜ im¯X˜
α
m¯ = −hniA βn
(γ)
v¯αβ ,
5. X˜am¯X˜
α
m¯ + X˜
a
b¯ X˜
α
b¯ = −
(
γµν + hijA µi
(γ)
A
ν
j
(γ)
)
Kaµv¯
α
ν ,
6. X˜αm¯X˜
β
m¯ + X˜
α
a¯ X˜
β
a¯ + X˜
α
ε¯ X˜
β
ε¯ =
(
γµν + hijA µi
(γ)
A
ν
j
(γ)
)
v¯αµ v¯
β
ν .
The first equation means that X˜ im¯ = (h
ij)1/2. Then from the second equation
we can find that X˜am¯ = X˜
k
m¯A
µ
k
(γ)
Kaµ. Substituiting such representations for
diffusion coefficients in the third equation, we obtain that
X˜ab¯ X˜
b
b¯ = (γ
αβKaαK
b
β +G
ab).
This was obtained using the equality GABNaAN
b
B = (γ
αβ + hijA αi
(γ)
A
β
j
(γ)
)KaαK
b
β.
So we can write that X˜a
b¯
= (γαβKaαK
b
β +G
ab)1/2.
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Next, we find the representation for X˜α
b¯
. To do this, we first replace X˜am¯
and X˜αm¯ of the fifth equation for their already known representations. After
simplifying the resulting expression, we get
X˜ab¯ X˜
α
b¯ = −γµβKaµv¯αβ .
Assuming that X˜α
b¯
= X˜c
b¯
Zαc , we obtain the equation for Z
α
c :
(γαβKaαK
c
β +G
ac)Zαc = −γµβKaµv¯αβ , or
RacZαc = −γµβKaµv¯αβ .
Therefore, we can write that Zαc = (R
−1)ca(−Kaµγµβvαβ ). Therefore, this
solution implies that X˜a
b¯
= X˜c
b¯
Zαc .
In a similar way, one can find a representation for the diffusion coefficient
X˜α
β¯
using the sixth equation:
X˜αβ¯ = v¯
α
α′ Y˜
α′
β¯ with Y˜
α′
β¯ = (γ
α′β′ − γα′µKaµ(R−1)abKbνγνβ
′
)1/2.
The stochastic process, which is solution of the stochastic differential
equations (20), will be denoted by ζ˜(t). The differential generator for the
semigroup related with this process is the same as for the process obtained
from the solution equations (17), (18), (19). The process ζ˜(t) generate the
same path integral measure as the process ζ(t). This means that we could
transform the process η(t) to our process ζ˜(t) from the very beginning, and
therefore the equality (16) also extends to the semigroup associated with
ζ˜(t).
The global semigroup for the process ζ˜(t) is obtained as a limit of the
local semigroups based on the local process ζ˜ ϕ˜
P˜
(t):
ψtb(pa, va, ta) = limqU˜ζ˜ϕ˜P˜ (ta, t1) · · · · · U˜ζ˜ϕ˜P˜ (tn−1, tb)φ˜0(xa, f˜a, θa), (21)
where by U˜
ζ˜ϕ˜P˜
we denote
U˜
ζ˜ϕ˜P˜
(s, t)φ˜(x0, f˜0, θ0) = Es,(x0,f˜0,θ0)φ˜(x(t), f˜(t), a(t)),
with x(s) = x0, f˜(s) = f˜0, a(s) = θ0. (22)
6 Factorization of the path integral measure
Factorization of the path integral measure in the path integrals for dynamical
system with symmetry was considered in our works [1,1,2,4]. There, as well
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as in [7], it was shown that this procedure is based on the use of stochastic
differential equation from the theory of nonlinear filtering. [21, 22].
This equation describes the evolution of the conditional mathematical
expectation of the signal process with respect to the σ–algebra generated
by an observable process. In our case, we consider the stochastic process
a(t) as a signal process. As an observable process, there will be a process
consisting of x(t) and f˜(t). Note that that this observable process describes
the stochastic evolution on the base space M˜ of the principal fiber bundle
P(M˜,G).
The properties of the conditional mathematical expectation of the Markov
processes allow us to express each local semigroup (22) of the global semi-
group (21) as follows:
U˜
ζ˜ϕ˜P˜
(s, t)φ˜(x0, f˜0, θ0) = E
[
E
[
φ˜(x(t), f˜(t), a(t)) | (F(x,f˜))ts
]]
. (23)
The nonlinear filtering equation is derived for the conditional mathemat-
ical expectation on the right–hand side of (23),
ˆ˜
φ((x(t), f˜(t)) ≡ E
[
φ˜(x(t), f˜(t), a(t)) | (F(x,f˜))ts
]
.
In [21, 22], the nonlinear filtering stochastic differential equation for
fˆ(t) = E[f(Z, t)|Ytt0]
is defined as follows:
dfˆ(t) = E[ft + fzϕ+
1
2
fzz(XX
T)|Ytt0 ]dt
+E
[
f(ϕ1 − ϕˆ1) + fz(XXT1 )|Ytt0
]
(X1X
T
1 )
−1(dY − ϕˆ1dt) (24)
We can regard the processes xi(t) and f˜a(t) as a process Yt of the above
equation: (
dxi
df˜a
)
=
1
2
(µ2κ)
(
bi
ba
)
dt+ µ
√
κ
(
X˜ im¯ 0
X˜am¯ X˜
a
b¯
)(
dw˜m¯
dw˜b¯
)
. (25)
The role of the process Zt is played by the stochastic process a
α(t):
daα =
1
2
(µ2κ)bαdt+ µ
√
κ(X˜αm¯ X˜
α
b¯ X˜
α
β¯ )
dw˜m¯dw˜b¯
dw˜β¯
 .
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With such identifications one can find the explicit representations for the
terms of the equation (24). The resulting nonlinear stochastic differential
equation in our case is as follows:
d
ˆ˜
φ(x(t), f˜(t)) = µ2κ
{
− 1
2
[
d−1/2H−1/2
∂
∂xj
(d1/2H1/2hnj A βn
(γ)
)
+GECΛβEΛ
µ
C d
−1/2H−1/2
∂
∂f˜ b
(d1/2H1/2Kbµ)
]
E
[
L¯βφ˜(x, f˜, a)|(Fx,˜f)ts
]
+
1
2
(GBCΛα
′
BΛ
β′
C )E
[
L¯α′L¯β′ φ˜(x, f˜, a)|(Fx,˜f)ts
]}
dt
−µ√κA βn
(γ)
X˜nm¯E
[
L¯βφ˜(x, f˜, a)|(Fx,˜f)ts
]
dw˜m¯
−µ√κ A˜ βa X˜ab¯E
[
L¯βφ˜(x, f˜, a)|(Fx,˜f)ts
]
dw˜b¯ (26)
This equation can be simplified if we apply the Peter-Weyl theorem to
the function φ˜. This can be done since φ˜ depends on a group variable a, and
thus, it is a function on a group G. By this theorem
φ˜(x, f˜ , a) =
∑
λ,p,q
cλpq(x, f˜)D
λ
pq(a),
where Dλpq(a)
3 are the matrix elements of an irreducible representation T λ of
a group G: ∑qDλpq(a)Dλqn(b) = Dλpn(ab).
From the properties of the conditional mathematical expectations, it fol-
lows that
E
[
φ˜(x(t), f˜(t), a(t))|(Fx,˜f)ts
]
=
∑
λ,p,q
cλpq(x(t), f˜(t)) E
[
Dλpq(a(t))|(Fx,f˜)ts
]
≡
∑
λ,p,q
cλpq(x(t), f˜(t)) Dˆ
λ
pq(x(t), f˜(t))
where
cλpq(x(t), f˜(t)) = d
λ
∫
G
ϕ˜(Q∗(t), θ)D¯λpq(θ)dµ(θ),
dλ is a dimension of an irreducible representation and dµ(θ) is a normalized
(
∫
G dµ(θ) = 1) invariant Haar measure on a group G.
It can be shown that the conditional mathematical expectation Dˆλpq sat-
isfies the linear matrix equation:
dDˆλpq = Γ
µ
1 (Jµ)
λ
pq′Dˆ
λ
q′qdt+ Γ
µν
2 (Jµ)
λ
pq′(Jν)
λ
q′q′′Dˆ
λ
q′′qdt
−(Jµ)λpq′Dˆλq′q
(
A
β
n
(γ)
X˜nm¯dw˜
m¯ + A˜ βa X˜
a
b¯ dw˜
b¯
)
. (27)
3Now we have introduce another notation for the matrix elements of an irreducible
representation in order to distiguish them from those that were used earlier.
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In this equation, (Jµ)
λ
pn are the infinitesimal generators of the representation
Dλ(a). They are determined as (Jµ)
λ
pq ≡ (∂D
λ
pq(a)
∂aµ
)|a=e, so that
L¯µD
λ
pq(a) =
∑
q′
(Jµ)
λ
pq′D
λ
q′q(a).
Regarding the explicit form of the coefficients Γµ1 and Γ
µν
2 we notice that
they can be easily obtained from (26). Also note that in notation of the
conditional expectations Dˆλpq(x(t), f˜(t)) we omit the existing dependencies
on the initial points: x0 = x(s), f˜
a
0 = f˜
a(s) and θα0 = a
α(s).
Based on the approach to solving linear matrix stochastic differential
equations, which was developed in [23,24], we write the solution of our equa-
tion (27) as follows:
Dˆλpq(x(t), f˜(t)) = (
←−exp)λpn(x(t), f˜(t), t, s) E
[
Dλnq(a(s)) | (Fx,f˜)ts
]
, (28)
where
(←−exp)λpn(x(t), f˜(t), t, s) =←−exp
∫ t
s
{
µ2κ
[1
2
dαν(x(u), f˜(u))(Jα)
λ
pr(Jν)
λ
rn
−1
2
1√
dH
∂
∂xk
(√
dHhkmA νm
(γ)
(x(u))
)
(Jν)
λ
pn
−1
2
(GECΛνEΛ
µ
C)
1√
dH
∂
∂f˜ b
(√
dHKbµ
)
(Jν)
λ
pn
]
du
−µ√κ
[
A
ν
k
(γ)
(x(u))X˜km¯(u)(Jν)
λ
pndw˜
m¯(u) + A˜ νa X˜
a
b¯ (u)(Jν)
λ
pndw˜
b¯(u)
]}
(H, A˜ νa depend on x(u) and f˜(u)) (29)
is a multiplicative stochastic integral. This integral is defined as a limit of the
sequence of time–ordered multipliers that have been obtained as a result of
breaking of a time interval [s, t], [s = t0 ≤ t1 . . . ≤ tn = t]. In (29), the time
order of these multipliers is indicated by the arrow directed to the multipliers
given at greater times.
Thus, (28) and (29) give us the necessary representation for Dˆλpq. There-
fore, the local semigroup (23) can now be rewritten in the following form:
U˜
ζ˜ϕ˜P˜
(s, t)φ˜(x0, f˜0, θ0) =
∑
λ,p,q,q′
E
[
cλpq(x(t), f˜(t))(
←−exp)λpq′(x(t), t, s)
]
Dλq′q(θ0),
(30)
where it was taken into account that
E
[
Dλnq(a(s)) | (Fx,f˜)ts
]
= Dλnq(a(s)) = D
λ
nq(θ0).
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Then the global semigroup (21), which is formed as a superposition of
the local semigroups similar to (30), is written symbolically as follows:
ψtb(pa, va, ta) =
∑
λ,p,q,q′
E
[
cλpq(ξ(tb))(
←−exp)λpq′(ξ(t), tb, ta)
]
Dλq′q(θa),
(ξ(ta) = pi
′ ◦ (pa, va)), (31)
where the global process ξ(t) = (ξ1(t), ξ2(t)) is defined on the manifold M˜ =
P ×G V. The local stochastic evolution of the process ξ(t) is given by the
solution of the stochastic equations (25).
Thus, we have transformed our original path integral (3), and now it is
represented by the right-hand side of (31), i.e., as the sum of the matrix
semigroups (the path integrals) on the manifold M˜.
The differential generator (the Hamilton operator) of these matrix semi-
groups is
1
2
µ2κ
{[
△M˜ + hni
( 1√
d
∂(
√
d )
∂xn
+ A νn
(γ)
1√
d
∂(
√
dKbν )
∂f˜ b
) ∂
∂xi
+
(
hmiA µm
(γ)
Kaµ
1√
d
∂(
√
d )
∂xi
+ (Gab +GABNaAN
b
B)
1√
d
∂(
√
d )
∂f˜ b
) ∂
∂f˜a
]
(Iλ)pq
−2hniA βn
(γ)
(Jβ)
λ
pq
∂
∂xi
− 2hnkA βn
(γ)
A
µ
k
(γ)
Kaµ(Jβ)
λ
pq
∂
∂f˜a
−2(γαβKaαKbβ +Gab)A˜ βa (Jβ)λpq
∂
∂f˜ b
−
[ 1√
dH
∂
∂xi
(√
dHhniA βn
(γ)
)
+ (GECΛβEΛ
µ
C)
1√
dH
∂(
√
dHKbµ )
∂f˜ b
]
(Jβ)
λ
pq
+(γαβ + hijA αi
(γ)
A
β
j
(γ)
)(Jα)
λ
pq′(Jβ)
λ
q′q
}
. (32)
(Here (Iλ)pq is a unity matrix.)
This operator acts in the space of the sections Γ(M˜, V ∗) of the associated
co-vector bundle (we consider the backward equation) E∗ = P˜ ×G V ∗λ , P˜ =
P × V. The scalar product in the space of the sections of the associated
co-vector bundle is given by the following form:
(ψn, ψm) =
∫
M˜
〈ψn, ψm〉V ∗λ
√
d(x, f˜)dvM˜(x, f˜), (33)
where dvM˜(x, f˜) =
√
H(x, f˜)dx1...dxnMdf˜ 1...f˜nV is the Riemannian volume
element on the manifold M˜.
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Equality (31) is in fact the relation between the path integrals. On the left
side, we have the path integral from (3) representing the solution of equation
(1). An expression with matrix semigroups (path integrals) on the reduced
space is on the right. The resulting equality can be reversed. In this case,
one can find a representation of the semigroup associated with the process
ξ(t) in terms of the original path integral.
How this can be done was shown in [2,4]. There, at first a similar equality
was rewritten for the Green functions – the kernels of the corresponding
semigroups. Then, after introducing the local finite covering of the manifold
P, the inversion of the equality was performed on charts of P that are related
with the charts of the principal fiber bundle P(M,G). The gluing of the
local Green functions Gλmn was carried out using the transition coordinate
functions defined on charts of the principal fiber bundle. Thus, the local
relations between the Green’s functions, which were established by inverted
equality, can be extended to global ones. Therefore, it allows us to find the
relation for the Green functions given on global manifolds, as well as for path
integrals corresponding to them.
In our case, when we are dealing with the manifold P˜ and the princi-
pal fiber bundle P(M˜,G), a similar approach leads to the relation between
the Green functions and, therefore, to corresponding relation between path
integrals. For Green functions, this relation is as follows:
Gλmn(xb, f˜b, tb; xa, f˜a, ta) =
∫
G
GP˜(pbθ, vbθ, tb; pa, ta)D
λ
nm(θ)dµ(θ),
(x, f˜) = pi′(p, v). (34)
The path integral which represent the Green function Gλmn is written sym-
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bolically as
Gλmn(pi
′(pb), pi
′(vb), tb; pi
′(pa), pi
′(va), ta) =
E˜ ξ(ta)=pi′(pa,va)
ξ(tb)=pi
′(pb,vb)
[
(←−exp)λmn(ξ(t), tb, ta) exp{
1
µ2κm
∫ tb
ta
V˜ (ξ1(u), ξ2(u))du}
]
=
∫
ξ(ta)=pi′(pa,va)
ξ(tb)=pi
′(pb,vb)
dµξ exp{ 1
µ2κm
∫ tb
ta
V˜ (x(u), f˜(u))du}
×←−exp
∫ tb
ta
{
µ2κ
[1
2
dαν(x(u), f˜(u))(Jα)
λ
pr(Jν)
λ
rn
−1
2
1√
dH
∂
∂xk
(√
dHhkmA νm
(γ)
(x(u))
)
(Jν)
λ
pn
−1
2
(GECΛνEΛ
µ
C)
1√
dH
∂
∂f˜ b
(√
dHKbµ
)
(Jν)
λ
pn
]
du
−µ√κ
[
A
ν
k
(γ)
(x(u))X˜km¯(u)(Jν)
λ
pndw˜
m¯(u) + A˜ νa X˜
a
b¯ (u)(Jν)
λ
pndw˜
b¯(u)
]}
(35)
The semigroup having this kernel acts in the space of th equivariant functions
on P˜:
ψ˜n(pg, vg) = D
λ
mn(g)ψ˜n(p, v).
The isomorphism of these functions with the functions ψn ∈ Γ(M˜, V ∗) is
given by
ψ˜n(F (Q
∗(x), e), D¯bc(e)f˜
c) = ψn(x, f˜).
We can consider the transformation of the original path integral (3) lead-
ing to the integral relation between the Green functions GP˜ and Gλmn which
are the kernels of the corresponding semigroups, as the reduction procedure
that is performed in the path integral for the dynamical system with a sym-
metry. The semigroup having the Green’s function Gλmn as a kernel describes
the ”quantum” evolution of a reduced dynamical system that occurs when
the initial dynamical system, in accordance with the theory of constrained
systems, is reduced to a nonzero-momentum level. In the next section will
be considered the particular case of the path integral reduction – reduction
to the zero-momentum level.
7 Reduction to zero-momentum level
In order to get the representation of the Green function in terms of the
path integral in the case of reduction to zero-momentum level, we first put
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λ = 0 in (35). This means that in this case we are dealing with the scalar
Green functions. Now the reduced Green function describes the “quantum”
evolution on the manifold M˜ – the orbit space of the principal fiber bundle.
As follows from (32), the infinitesimal generator of the stochastic process ξ(t)
of this case is the Laplace–Beltrami operator on M˜, △M˜, together with the
terms that are linear in the partial derivatives with respect to x and f˜ .
The stochastic process ξ(t) is locally presented by two processes (xi(t), f˜a(t)):
dξiloc(t) =
1
2
µ2κ
(
bi
ba
)
dt+ µ
√
κ
(
X˜ im¯ 0
X˜am¯ X˜
a
b¯
)(
dw˜m¯
dw˜b¯
)
.
The drift coefficients bi and ba of this equation include the terms that depend
on partial derivatives of d which is the determinant of the metric dαβ(x, f˜)
given on the orbit of the principal fiber bundle:(
bi
ba
)
=
(
b˜i
b˜a
)
+
( hij A µm
(γ)
Kbµh
mi
A
µ
m
(γ)
Kaµh
nj GABNaAN
b
B +G
ab
)( 1√
d
∂
∂xj
√
d
1√
d
∂
∂f˜b
√
d
)
.
It is these terms lead to the additional terms of the infinitesimal generator
for the process ξ(t).
One can get rid of these additional terms by using the path integral
transformation known as the Girsanov transformation. In our case, this can
be done as follows.
The stochastic process ξ(t) should be replaced for a new process ξ˜(t) with
the stochastic differential equations
dξ˜iloc(t) =
1
2
µ2κ
(
b˜i
b˜a
)
dt+ µ
√
κ
(
X˜ im¯ 0
X˜am¯ X˜
a
b¯
)(
dw˜m¯
dw˜b¯
)
.
This transformation changes the measure µξ for the measure µξ˜ in such a
way that the Radon-Nicodim derivative of the measure µξ with respect to
the measure µξ˜ will be as follows:
dµξ
dµξ˜
(ξ˜(t)) = exp
∫ t
ta
[
µ2κ < A−1
1
2
(b− b˜), dw > −1
2
(µ2κ)2||A−11
2
(b− b˜)||2dt
]
,
(36)
where in our case we have
µ2κ < A−1
1
2
(b− b˜), dw >= 1
4
µ
√
κ
[
(X˜ im¯ σi + X˜
a
m¯ σa)dw˜
m¯ + X˜ab¯ σa dw˜
b¯
]
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with σi =
∂
∂xi
(ln d) and σa =
∂
∂f˜a
(ln d). The second term under the integral
in (36) is given by
||A−11
2
(b− b˜)||2 =
1
16
[
hijσiσj + 2h
kj
A
µ
k
(γ)
Kaµσaσj +
(
(γαβ + hklA αk
(γ)
A
β
l
(γ)
)KaαK
b
β +G
ab
)
σaσb
]
(37)
The terms with the differentials w˜ in (36) can be transforme with the Itoˆ
identity. This identity is obtained by differentiation exp(σ(x(t), f˜(t)) by Itoˆ
formula. As a result we get
exp
∫ tb
ta
4 < A−1
1
2
(b− b˜), dw(t) >=
(
exp(σ(x(tb), f˜(tb))
exp(σ(x(ta), f˜(ta))
)
× exp
{
−
∫ tb
ta
[1
2
σib˜
i +
1
2
σijh
ij +
1
2
σab˜
a + σiah
in
A
µ
n
(γ)
Kaµ
+
1
2
σab
(
(γαβ + hklA αk
(γ)
A
β
l
(γ)
)KaαK
b
β +G
ab
)]
dt
}
(38)
In this expression b˜i and b˜a are given by
b˜i =
1√
H
∂
∂xj
(√
Hhij
)
+ A µn
(γ)
hni
1√
H
∂
∂f˜ b
(√
HKbµ
)
,
and
b˜a =
1√
H
∂
∂xj
(√
HhmjA µm
(γ)
)
Kaµ + (G
ab +GABNaAN
b
B)
1√
H
∂
∂f˜ b
(√
H
)
+
∂
∂f˜ b
(
GABNaAN
b
B
)
.
The result of the Girsanov transformation is the following:
dµξ
dµξ˜
(ξ˜(t)) =
(
exp(σ(x(tb), f˜(tb))
exp(σ(x(ta), f˜(ta))
)1/4
× exp
{
−1
8
µ2κ
∫ tb
ta
(△M˜σ + 14 < ∂σ, ∂σ >M˜)du} (39)
where by < ∂σ, ∂σ >M˜ we denote the following quadratic form obtained with
the inverse metric on M˜:[
hijσiσj + 2h
kj
A
µ
k
(γ)
Kaµσaσj +
(
(γαβ + hklA αk
(γ)
A
β
l
(γ)
)KaαK
b
β +G
ab
)
σaσb
]
.
24
We note the reduction Jacobian is similar in form to that which was obtained
earlier in [1,2] for the case of the mechanical system related with the principal
fiber bundle P(M,G). The Jacobian is also coinsides by its structure with
the quantum potential obtained in [25] for the same principal bundle.
Thus, in the case of the reduction to the zero-momentum level we get the
following integral relation:
d
−1/4
b d
−1/4
a GM˜(xb, f˜b, tb; xa, f˜a, ta) =
∫
G
GP˜(pbθ, vbθ, tb; pa, va, ta)dµ(θ),
where we use the following notation: db = d(xb, f˜b), da = d(xa, f˜a).
The semigroup which is determined by the Geen function GM˜ acts in the
Hilbert space with the scalar product (ψ1, ψ2) =
∫
ψ1(x, f˜), ψ2(x, f˜)dvM˜.
The Green function GM˜ is presented by the path integral as follows:
GM˜(xb, f˜b, tb; xa, f˜a, ta)
=
∫
ξ˜(ta)=(xa,f˜a)
ξ˜(tb)=(xb,f˜b)
dµξ˜ exp
{
1
µ2κm
∫ tb
ta
V (ξ˜1(u), ξ˜2(u))du
}
× exp
{
−1
8
µ2κ
∫ tb
ta
(△M˜σ + 14 < ∂σ, ∂σ >M˜)du},
(x, f˜) = pi′(p, v), σ = σ(ξ˜1(u), ξ˜2(u)).
The transition to the Schro¨dinger equation is performed from the forward
Kolmogorov equation. The Green function GM˜ satisfies this equation with
respect to the variables (xb, f˜b, tb). The operator of the forward Kolmogorov
equation is
Hˆκ =
~κ
2m
△M˜ −
~κ
8m
[
△M˜σ +
1
4
< ∂σ, ∂σ >M˜
]
+
1
~κ
V.
At κ = i this forward Kolmogorov equation becomes the Schro¨dinger
equation with the Hamilton operator Hˆ = − ~
κ
Hˆκ
∣∣
κ=i
.
8 Conclusion
In the article it was shown the reduction procedure in the path integrals
can also be applied to the principal fiber bundles having the more complex
structure. The resulting reduction Jacobian for the case of the reduction to
the zero-momentum level has the same form as the Jacobian for the reduction
associated with the standard principal bundle whose base space is an ordinary
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manifold. This means that the resulting Jacobian has the same geometric
representation.
We also note that using the same approach, it is possible to realize the
path integral reduction in case of the nonzero-momentum level. In this case,
applying the Girsanov transformation, the transformation of the multiplica-
tive functional should be taken into account.
In conclusion, we note the problems concerning with the transition to
global expressions from local ones. The assumption that by the local expres-
sions one can able to restore the global expressions can only be true in some
cases. First of all, this is the case when the principal fiber bundle P(M,G)
is trivial. It takes place, for example, when the local submanifolds {χα = 0}
form the global submanifold of the manifold P. Note that P(P ×G V,G) will
be also trivial.
As a consequence, we come to a local isomorphism of the trivial principal
fiber bundle P(M,G) and the trivial principal bundle piΣ : Σ×G → Σ [8,19].
Therefore, the charts of the total space P are expressed through the charts
of the global submanifold Σ. And constrained global variables, defined on Σ,
can be used as the coordinate functions of these charts. It folows that in this
case, for the trivial principal fiber bundle P(P ×G V,G), we have a bundle
isomorphism ϕ˜ : Σ˜× G → P × V which enables us to define the charts with
adapted coordinates on this bundle.
The second possibility arises when having non-trivial principal bundle,
we restrict our consideration to the domain defined by the submanifold Σ.
This is the case of the gauge theories, where the gauges are ”unresolved”, i.e.,
the cannot be paramerically given. And considerstion forsed to be restricted
by the Gribov horizon. The principal bundle coordinates are introduced as
in [19].
Finally, it can be assumed the case when there is a sufficient number of
consistent between themselves surfaces with the necessary properties. Then
these surfaces plays the role of the sections in the principal fiber bundle.
Then the principal bundle coordinates are determined in a standard way.
Despite its relevance, mainly for gauge theories, a full understanding of
these issues has not yet been achieved. Therefore, further research is needed
to further study these problems.
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