Abstract. We propose a geometric multigrid method for solving linear systems arising from irregular boundary problems involving multiple interfaces in two and three dimensions. In this method, we adopt a matrix-free approach; i.e., we do not form the fine grid matrix explicitly and we never form nor store the coarse grid matrices, as many other robust multigrid methods do. The main idea is to construct an accurate interpolation which captures the correct boundary conditions at the interfaces via a level set function. Numerical results are given to compare our multigrid method with black box and algebraic multigrid methods.
Introduction.
In many applications and simulations-for instance, in the simulation of epitaxial thin film growth using the island dynamics model [7, 9, 14] or water simulation modeled as incompressible two-phase flow [26] -one needs to solve second order elliptic partial differential equations (PDEs) of the form −∇a(x)∇u = f on Ω, (1.1) where Ω = ∪ m i=1 Ω i and {Ω i } are disjoint subsets. Let Γ i = ∂Ω i be the (internal) interface. The model problem is to solve the PDE subject to boundary conditions on ∂Ω and coupling conditions on Γ i , i = 1, 2, . . . , m. We say the model problem is of Dirichlet type if a Dirichlet boundary condition is used on Γ i , and of interface type if jump conditions are used instead. For instance, the epitaxial thin film growth simulation can be modeled as an irregular boundary problem of Dirichlet type, and water simulation modeled as interface type. We shall make these more precise in sections 2 and 3.
The challenge in solving irregular problems is that the shapes of the interfaces can be very complex and do not, in general, align with any Cartesian grid. One approach is to use finite element or finite volume discretizations together with unstructured triangulated grids [13, 18] , which can easily adapt to complex geometries. However, the interfaces often move in each time step in a time-dependent calculation, e.g., water surfaces. In such a case, one needs to do regridding in every time step, which can be expensive.
An alternative approach is to use the level set formulation [22] to represent complex interfaces on an Eulerian grid, typically a Cartesian grid. No regridding is necessary. Instead, the level set function is updated, or evolved, in each time step according to the level set equation. In this paper, we adopt this approach for representing interfaces.
Discretization methods have been proposed to solve elliptic PDEs with an interface; see, for instance, [19] (see also the references therein for other methods). Regardless of which method is used, one needs to solve a linear system arising from the discretization, which is the most time-consuming part, in a time-dependent calculation. For example, in [19] , preconditioned conjugate gradient (PCG) with incomplete Cholesky factorization as preconditioner is used to solve the linear system. Although PCG is more efficient than classical relaxation methods, as pointed out in [19] , the rate of convergence still depends on the mesh size h. In practice, the convergence rate is often observed to be O(h −1 ). Moreover, the complexity constant depends on PDE coefficients and geometry. Thus, for large problems and nonsmooth PDE coefficients on complex domains, many PCG iterations are required to obtain accurate solutions. Another preconditioner based on deflation can be found in [12] , which shows improved results for discontinuous coefficient problems.
In this paper, we are interested in efficient iterative methods for solving linear systems arising from irregular boundary problems involving multiple (possibly moving) interfaces in two and three dimensions. In addition to the issue of mesh size dependence of convergence rate, memory storage for the fine grid matrix addresses another issue since the problem size in real applications can be in the order of millions, despite whether the fine grid matrix is sparse. In the following sections, we propose a geometric multigrid method which employs a matrix-free approach; i.e., we do not form the fine grid matrix explicitly. Specifically, we just need the discretization stencil at each grid point. Also, we never form nor store the coarse grid matrices, which is a common practice in many robust multigrid methods. What is necessary is the geometric information of the interface which is given implicitly through the level set functions. The main idea of our approach is to construct an interpolation which captures the correct boundary conditions at the interface. Thus, we allow jump discontinuity at the interface as well as multiple interfaces. To the best of our knowledge, the issue of multiple interfaces has not been addressed much in the multigrid literature.
Multigrid has been proved numerically and theoretically to be an efficient method for solving elliptic PDEs with smooth coefficients on simple geometries such as rectangular grids [5, 15, 28, 31] . The convergence rate is often independent of the mesh size, and typically is around 0.1 to 0.2-textbook multigrid efficiency. However, when the coefficients are not smooth-for instance, they have jump discontinuities of order 10 3 or higher-the convergence rate of standard multigrid can be very slow. Such problems often arise in practice; for instance, in water simulation modeled by incompressible two phase flow, the density ratio 1000:1 of water to air leads to a jump discontinuity of order 10 3 . Algebraic multigrid (AMG) [25] uses purely algebraic techniques to select coarse grid points based on the notion of strong connections and to define the interpolation operator based on algebraic smoothness. Because of its algebraic nature, geometry and dimensionality are not needed in the construction. Instead, the nonsmoothness of the PDE coefficients and the underlying geometry are exploited implicitly through the matrix entries by the matrix-dependent interpolation. However, for problems of Dirichlet type, we found that the AMG coarse grid matrices tend to be much denser than for the smooth coefficient case where a factor of 1/4 and 1/8 reduction in the number of nonzeros is usually observed on the coarse grid matrices in two and three dimensions, respectively. Moreover, since the coarse grid operators are generated algebraically by the Galerkin process, they have to be precomputed, and additional storage is required. However, we note that aggressive coarsening technique has been discussed in [28] to address the issue of denser AMG coarse grid matrices.
Another robust approach is the black box multigrid method [10, 11] (see also [2] ). It assumes the matrix is formed by a five-point or nine-point discretization on a (logically) rectangular grid. But other than this assumption, the algorithm is completely algebraic. The coarse grid matrices are formed by the Galerkin process. To handle the nonsmooth coefficients, operator-dependent interpolation is constructed based on the discretization stencil information. The idea is to apply a robust one-dimensional (1D) interpolation (cf. section 2.2) to noncoarse grid points lying on coarse grid lines in two dimensions. To obtain a 1D three-point stencil from a two-dimensional (2D) five-point/seven-point stencil, a lumping technique is used. However, it does not take into account that an interface with zero boundary condition might exist, which can lead to poor interpolation weights. We shall explain this in more details in section 2.3. Because of the five-point or nine-point stencil structure of the fine grid matrix, all the coarse grid matrices, in general, have the nine-point stencil sparsity pattern. Thus the number of nonzeros of the coarse grid matrices is not influenced by the number or the shape of the interfaces, as opposed to the AMG approach. However, due to the use of the Galerkin process, it suffers from the same storage problem as AMG.
Other robust multigrid approaches include matrix-dependent [23, 24, 32] , agglomeration [20, 29] , and energy minimization [30] . Some of these methods are restricted to two dimensions only, and most of them use Galerkin coarsening, and hence extra storage is needed for the coarse grid operators. Besides, the numerical results presented are mainly for 2D problems, and PDEs involving multiple interfaces are not discussed. Recently, Adams and Li [1] proposed a 2D immersed interface multigrid method. Black box multigrid interpolation is used for grid points away from the interface, and Taylor expansion with a need of change of coordinate is used to derive interpolation weights for grid points near the interface. The three-dimensional (3D) case and multiple interfaces are not discussed, in which case the calculations would possibly be more involved. From their numerical results, the convergence of their multigrid method slows down with increasing jump sizes. Our proposed multigrid method maintains a more uniform convergence with respect to mesh size and the size of the jumps (cf. section 5).
We note that a capacitance matrix preconditioning approach has been studied in [3] . It shows a much improved convergence than PCG for one interface, i.e., m = 1. However, it deteriorates when m increases since the associated Schur complement problem becomes denser as more interfaces exist. Such a phenomenon commonly happens in the thin film simulation where small islands start to appear at different regions.
In the following, section 2 will describe the proposed multigrid for Dirichlettype problems. In section 3, a modified multigrid method is described for interfacetype problems. An analysis is given in section 4 to justify the better accuracy of our interpolation. In section 5, the proposed multigrid method is compared with PCG, AMG, and blackbox multigrid methods in several numerical examples. Finally, concluding remarks are given in section 6.
Irregular boundary problem of Dirichlet type.
In the simulation of the growth of epitaxial thin films using the island dynamics model [9, 14] , growth is described by the creation and subsequent motion of island boundaries. For a continuous adatom-density ρ(x, t), the diffusion equation is
where D is the diffusion coefficient, F is the flux of atoms to the surface, and σ 1 is the capture number for nucleation. The numerical boundary condition for ρ on a square grid is periodic. For each of the islands, if irreversible aggregation or growth is assumed, the boundary condition imposed on the island boundaries will be of Dirichlet type:
To track the large number of individual interfaces (island boundaries) that coalesce or are created by nucleation, a level set formulation has been used [9, 14] . In this formulation, the closed curves of the island boundary, Γ = ∪ m i=1 Γ i , are represented as the zero level set of a function, φ(x, t), i.e.,
The motion of the curves Γ are evolved by the level set equation
where v n is the normal velocity on the level set which can be given by a jump condition of ρ across island boundaries in the normal direction. To summarize, in each time step, perform the following computations:
1. Compute an approximation to the normal velocity, v n . 2. Update φ by solving (2.4). 3. Solve the diffusion equation (2.1) for ρ, with the internal boundary condition (2.2). The location of the boundary is implicitly given by (2.3). The diffusion equation can be discretized by a finite difference method [9, 19] , which results in a symmetric linear system. In [9] , PCG is used to solve the linear system, and an average of 50 PCG iterations is needed in each time step. Note that for the incomplete Cholesky factorization preconditioner, one needs extra storage for the incomplete factor. In this paper, the proposed multigrid solver typically requires much fewer iterations.
2.1. Boundary-capturing multigrid. Robust multigrid methods have been proposed for solving diffusion equations, for example, [2, 10, 16, 23, 25, 27, 29, 30, 32] ; see also [8] for a recent survey. However, many of these methods focus primarily on the nonsmoothness of the PDE coefficient a(x) in (1.1). In numerical experiments, typically only one single interface is considered and is usually aligned with the fine grid. Moreover, the Dirichlet boundary condition on the interface is seldom discussed. It is tempting to believe that Dirichlet boundary condition is easier to deal with since it is essentially just a Poisson problem defined on a domain with complex boundary shape, and classical multigrid should work well. However, since the Dirichlet boundary condition decouples the unknowns near the interface, if one ignores this fact and attempts to interpolate across the interface, the poor interpolation will slow down the multigrid convergence. We shall come back to this point in section 2.3.
The discretization of (1.1) by finite difference or finite element methods will lead to a linear system of the form
The multigrid algorithm consists of two basic steps: smoothing and coarse grid correction. For elliptic problems, relaxation methods-in particular, Gauss-Seidel-are effective smoothers. We note that in each Gauss-Seidel iteration, the ith component of the solution is updated by using its neighboring values. Hence, the stencil information at the ith grid point is sufficient and the entire matrix A is not needed. In the coarse grid correction step, the fine grid error is solved approximately on the coarse grid. The coarse grid matrix, A H , is often obtained by the Galerkin process:
where P is the interpolation operator. In general, A H is not a submatrix of A h , and hence one needs to store all the coarse grid matrices formed by the Galerkin coarsening. Employing the matrix-free multigrid approach, we obtain the coarse grid operators by direct discretization using an appropriate coarse grid representation of the level set function φ H . More precisely,
where the fine grid point x h j coincides with the coarse grid point x H i . The construction of the interpolation operator, P , will be described in the following sections, and the restriction operator is defined as the transpose of P . V-cycle is to be used in the multigrid iteration.
One dimension.
To obtain an efficient multigrid algorithm, we need to define the interpolation operator P l appropriately, especially across the interfaces. When interpolating the coarse grid solution u H , we do not want to interpolate solution values across the interface. The idea of treating regions where the problem behaves very differently has also been exploited in solving linear complementarity problems using multigrid methods [4, 21] .
As shown in Figure 2 .1, at the noncoarse grid point x h 2i−1 , if simple linear interpolation is used to approximate u h 2i−1 by
there will be a large approximation error to the fine grid solution since u 
(Note: u h (Γ) = 0 due to the Dirichlet boundary condition.) The location of Γ of the island boundary can be easily determined by the level set function φ(x). Recall that Γ is on the zero level set of φ, i.e., φ(Γ) = 0. Interpolating the values of φ linearly, one obtains
We note that in multigrid literature, e.g., [15] , a robust 1D matrix-dependent interpolation can be defined as where a, b, and c are the values of the three-point discretization stencil, [a c b] , at x h 2i−1 . This interpolation formula can be interpreted as solving a local PDE, energy minimization, preserving flux continuity, or Gaussian elimination; see a recent survey in [8] . If the null space of the underlying PDE consists of constant functions, then c = −(a + b). In the case of constant coefficient PDE, i.e., a = b, then (2.6) will result in linear interpolation, which is well known to be optimal for multigrid. If constants are not in the null space, an alternative formula could be used,
so that linear interpolation can still be recovered in the constant coefficient case. Both black box multigrid and AMG use the interpolation formula of (2.6) in one dimension if standard coarsening were to be used. 
respectively. The interpolation given by (2.6) coincides with our geometric interpolation (2.5), whereas that by (2.7) results in piecewise constant interpolation, which violates the necessary order condition [6, 17] for multigrid. However, as we shall see in the next section, neither of these two formulae will give the correct interpolation in two dimensions.
Higher dimensions.
The 1D geometric interpolation can be extended to two dimensions by applying the 1D technique to each dimension. Consider a generic 2D coarse grid cell as shown in Figure 2.2(a) . The values at the coarse grid point u H i , i = 1, 3, 7, 9, are given by the coarse grid correction process. For noncoarse grid points lying on the coarse grid lines (grid points 2, 4, 6, 8), we apply the 1D interpolation. For instance,
θ 1 For the other noncoarse grid point (grid point 5), since the values of the neighboring grid points have been determined either by the coarse grid values or by the 1D interpolation, its value is obtained by solving a local PDE problem using the neighboring values as boundary values. Since this local problem consists of a single unknown (grid point 5) only, we need only the stencil information at this point. More precisely, suppose the discretization stencil at x
Then the interpolation at x h 5 is given by
It is in effect the same as applying one Gauss-Seidel sweep to the interior noncoarse grid points.
Black box vs. geometric interpolation. We remark that black box multigrid, unlike in one dimension, gives rise to a different 2D interpolation. Specifically, when interpolating the noncoarse grid points lying on coarse grid lines, for instance, grid point 2 in Figure 2 .2(a), black box multigrid considers the five-point/nine-point stencil defined at that coarse grid point. A 1D three-point stencil is obtained by lumping the first and third rows of the stencil values to the center row. Then the robust interpolation is applied to this three-point stencil. For example, consider grid point 2 in Figure 2 .2(a), (b) with two different locations of the interface Γ. Considering the fine grid, the five-point stencils are given by
respectively, where θ is as indicated in the figure. (This finite difference discretization is used in [19] .) Applying the lumping idea, the three-point stencils obtained are
respectively. Using the robust interpolation formula (2.6), the resulting 1D interpolations at grid point 2 are then given by
respectively. For the case as shown in Figure 2 .2(a), where the interface is located between coarse grid points 1 and 3, it is reasonable to interpolate grid point 2 using the value only at grid point 3. However, we note that the interpolation weight is different from that of our geometric interpolation (2.5). For the case as shown in Figure 2 .2(b), since the interface is not located between the coarse grid points 1 and 3, one would expect to use linear interpolation, which, unfortunately, is not the case here. Besides it seems no reason for the interpolation weights to be affected by θ, the vertical distance between grid point 2 and the interface. If the other 1D interpolation formula (2.7) is used instead, the corresponding interpolations at grid point 2 are, respectively,
and u
This time, the interpolation formula will give the correct linear interpolation for the case of Figure 2 .2(b), but for the case of Figure 2 .2(a) the result would be the first order piecewise constant interpolation, which violates the necessary order condition [6, 17] for multigrid. Hence, neither methods will lead to a robust 2D interpolation if the interface information is obtained purely algebraically via the discretization stencils.
The numerical results in section 5 verify the slower convergence rate of black box multigrid.
Three dimensions. The extension of our interpolation operator to three dimensions is similar to that of two dimensions. Figure 2. 3 shows a generic coarse grid cell; the corners of the cube represent eight coarse grid points. We first apply the 1D interpolation to the noncoarse grid points lying on the coarse grid lines. Second, for the noncoarse grid points lying on the six coarse grid planes, we solve a local 2D problem. However, the discretization stencil at those grid points is actually a 3D seven-point stencil. To obtain a 2D five-point stencil, we lump the stencil values above and below the plane on which the noncoarse grid point lies to the center stencil value. We note that the interface information has already been used in the interpolation of coarse grid edges, and we do not find that the lumping procedure causes any deterioration in convergence, contrary to the case of black box multigrid. Finally, the interpolation value at the noncoarse grid point right at the center of the cube is obtained by solving a local 3D problem as in two dimensions; see (2.8) .
Remark. The restriction operator can be constructed in the same way as the interpolation operator; i.e., the restriction is applied to either side of the interface. It turns out that such a restriction will be different from the transpose of the interpolation constructed above. However, numerical results show that the resulting multigrid convergence is essentially the same as that using the transpose of the interpolation, and hence it is not discussed further here. 
Coarse representation of φ.
On very coarse grids, the coarse level set functions fail to resolve the boundaries of small islands. Thus, the interpolation becomes less accurate on very coarse grids. One could use the level set function on the finest grid for all the other coarse grid calculations. However, it turns out that there is not much influence on the resulting multigrid convergence. Thus, we do not consider this issue here for the Dirichlet-type problems. We note, however, that the coarse representation of φ for the interface-type problems cannot be neglected.
Irregular boundary problem of interface type.
This problem is often simply known as the interface problem. One example is the model of two-phase flow, such as simulations involving water [26] , by the incompressible Navier-Stokes equations:
where u is the fluid velocity, ρ is the fluid density, µ is the fluid viscosity, D is the viscous stress tensor, and F is a body force. The surface tension is given by the last term where σ is the surface tension, κ is the curvature of the interface, d is the normal distance to the interface, δ is the Dirac delta function, and n is the unit outward normal. The pressure p satisfies the Poisson equation
where the density ratio of water and air is 1 to 1000; i.e.,
ρ(x) = 1000 if x is in the region of water, 1 ifx is in the region of air.
In the general case, jump conditions are given to specify the solution behavior near the interface, and they are usually written in the form 
a) O(h) approximation error results at the kink if linear interpolation is used. (b) Jump-preserving interpolation near interface with jump conditions
where [ · ] n denotes the jump in magnitude in the normal direction, and α and β are given functions. In contrast with the Dirichlet-type problem, in the numerical solution of interface-type problems, all the unknowns are coupled throughout the computational domain.
As in the previous section, we are interested in matrix-free multigrid preconditioning, and hence the coarse grid operators are obtained by direct discretization. The multigrid algorithm using V-cycle is also used here. However, the interpolation has to be modified to capture the appropriate jump conditions on the interface.
Jump-preserving interpolation.
Since the model equation is linear, we can always consider the residual equation for the error. Without loss of generality, we assume α = β = 0. Consequently, the solution is continuous except for its first derivative in the normal direction. Thus, the solution typically exhibits a kink at the interface location; see Figure 3 .
1(a). If linear interpolation is applied naively, an O(h)
error would result because of the kink, leading to poor coarse grid correction. Hence, we must incorporate the jump conditions in the construction of the interpolation operator to correctly capture the boundary effect.
We observe that away from the interface, the solution usually behaves smoothly and so linear interpolation will be sufficient; see 
where s L and s R are the slopes of p L (x) and p R (x), respectively. Applying the jump conditions, we have 
Fig. 3.2. Jump-preserving interpolation near interface with multiple interfaces.
if x h 2i−1 > Γ, and by
Note that only the level set function defining the location of Γ and the diffusion is needed.
We remark that the robust 1D interpolation described in the previous section coincides with our geometric interpolation if the interface aligns with the fine grid.
The extension to higher dimensions is similar to the case of Dirichlet-type problems; we apply the 1D interpolation dimension-by-dimension, and hence it is not repeated here.
Multiple interfaces.
On finer grids, there will be at most one interface point between two consecutive coarse grid points lying on the same coarse grid line. However, on coarser grids, it is possible to have more than one interface point, as shown in Figure 3. 2. In the construction of the interpolation, we need to incorporate the jump conditions across all the interfaces between two consecutive coarse grid points.
We describe the construction of our interpolation for two interfaces; other cases are similar. Between two interfaces, we use linear interpolation as before. Thus, we have three linear interpolation polynomials with slopes s 1 , s 2 , and s 3 , i.e., 
We can solve for the value of s 1 and hence s 2 and s 3 . The interpolated value can then be given by one of the linear polynomials, depending on the location of x h 2i−1 . 4. Analysis. It is well known in the multigrid literature that fast multigrid convergence relies on accurate coarse grid correction, which in turn requires accurate interpolation between coarse and fine grids; see, e.g., [15, 31] . In this section, we present an analysis to show that our boundary-capturing and interface-preserving interpolations are more accurate than the naive linear interpolation, which results in first order accuracy only. More precisely, the proposed interpolations are both second order accurate.
Irregular boundary problem of Dirichlet type.
We first consider the 1D case. If the Dirichlet boundary condition at the interface is ignored and standard linear interpolation is applied to two consecutive coarse grid points, as shown in Figure 2 .1, the error can be very large since u 
where u Γ is the value of u h at Γ. (Note: With the Dirichlet boundary condition, u Γ = 0. But the result turns out to be independent of the value of u Γ .) Then the error of linear interpolation is
We remark that only first order accuracy results, even if linear interpolation is used. Moreover, the constant of the first order term can be arbitrarily large, depending on the values of the first derivatives of u h on both sides of Γ.
For the boundary-capturing interpolation, since we identify the location of Γ and then apply linear interpolation accordingly, we readily have the second order accuracy result by the standard Taylor expansion analysis. 
The boundary-capturing interpolation in higher dimensions is extended from one dimension. Thus, the analysis for higher-dimensional interpolations is essentially the same as that for the 1D case, and hence they are omitted here.
Irregular boundary problem of interface type.
The analysis for interface problems is not as straightforward as it is for Dirichlet problems since we do not know the value of u h at the interface, and we also have to take into account the jump conditions.
Consider Figure 3 .1 in one dimension. We first show that linear interpolation is only first order accurate. 
where νh = Γ − x h 2i−2 . Proof. By a similar calculation as in Lemma 4.1, we have
Using the jump condition
the error formula becomes
Hence, if a R /a L = 1, only first order accuracy results. Also, the error becomes bigger for a large jump in the coefficient.
The large error that occurred in linear interpolation is essentially due to not using the jump conditions. In the jump-preserving interpolation, we try to preserve the jump conditions, and as a result, second order accuracy can be restored. 
Proof. By the construction of the jump-preserving interpolation described in section 3.1, it is straightforward to compute the formula forũ h 2i−1 :
where µ = 2 − ν. Applying Taylor expansion on u H i − u H i−1 and using the jump condition (4.1), we obtaiñ
Now, using the Taylor expansions of u
The analysis for two and three dimensions is similar. So, we just present the 2D analysis for easy exposition. Consider the generic coarse grid cell, as shown in Figure 2 .2. Since the analysis for the two interface locations (and other possible cases) is almost identical, we focus on the one on the left where the interface goes between grid points 1 and 2, 4 and 5, and 7 and 8. 
Proof. Since the construction of the 2D jump-preserving interpolation is derived from the 1D interpolation, it is straightforward to show that the errors of approximation at the noncoarse grid points 2, 4, 6, and 8 are second order (cf. Lemma 4.4). Now, consider the interior noncoarse grid point 5. Using the ghost fluid method [19] , the discretization stencil at grid point 5 is given by
where a is the harmonic average:
Hence, the jump-preserving interpolation at grid point 5 (cf. (2.8)) leads to the approximation formulã
The error of the approximation is then given bỹ
Note thatũ
can be written as
since the jump-preserving interpolation ofũ 
where νh = distance between grid point 4 and the interface. Substituting (4.4) and (4.5) into (4.3) and using (4.2), we havẽ
With the ghost fluid discretization [19, p. 163] , the fine grid solution satisfies the following jump condition at the interface:
As a result, the approximation error ofũ
= O(h 2 ).
Numerical results.
In the following, we compare the convergence results of our geometric multigrid methods with PCG, AMG, and black box multigrid 2 for different irregular boundary problems. We remark that the purpose of the comparison is to demonstrate the effectiveness of the proposed method. Both AMG and black box multigrid are designed for problems in which geometric multigrid approach does not apply, for instance, problems with complex geometries and lack of geometric information. For all the multigrid methods, two pre-and two post-Gauss-Seidel smoothings are used. The multigrid iterations are stopped when the relative residual norm is less than 10 −6 . The multigrid V-cycle is used. We note that the AMG coarsening in general is different from the standard coarsening. Thus the number of coarse grid points as well as the number of nonzero entries in the coarse grid matrices can be quite different from the black box and our multigrid methods. To fairly compare the three methods, we report the work units used by the multigrid methods in place of the number of multigrid cycles. Here, one work unit is equal to the total amount of floating point operations involved in one V-cycle with standard coarsening and coarse grid matrices obtained from direct discretization. In other words, one V-cycle of the geometric multigrid is one work unit. The work unit of PCG is normalized by equating one Gauss-Seidel smoothing to one matrix vector multiplication. The work for one incomplete Cholesky preconditioning step is also considered as one matrix vector multiplication. The work unit of AMG is obtained from comparing the total number of nonzeros in all the coarse grid matrices with that from the geometric multigrid.
Example 1. We first compare the iterative methods by a 2D irregular boundary problem of Dirichlet type. The PDE coefficient a(x) = 1, and the source term is f (x) = 1. The interfaces are circles and hence do not align with any coarse grids (as well as the finest grid). The interfaces and sample solutions are shown in Figure 5 .1. Table 5 .1 shows the convergence results of different methods. As noted in section 1, the convergence rate of PCG deteriorates with decreasing mesh size; the number of work units indeed doubles as h is reduced by half. Among the multigrid methods, black box multigrid (BMG) requires more work units to obtain convergence since the interpolation for the noncoarse grid points lying on coarse grid lines does not correctly capture the Dirichlet boundary condition, as explained in section 2.3. Our geometric multigrid (GMG) and AMG show about the same efficiency. However, we note that our geometric multigrid does not require the storage of the coarse grid matrices, whereas AMG has to store all the coarse grid matrices. We shall address the memory issue in the next example.
For all the multigrid methods, the convergence deteriorates slightly when the mesh size h decreases, but it improves when the number of interfaces increases. This is due to the Dirichlet boundary condition; each interface defines an independent problem, and hence Gauss-Seidel smoothing becomes more like a direct solver.
Example 2. We next compare the multigrid methods to a 3D irregular boundary problem of Dirichlet type. The interfaces are arrays of spheres; see convergence results are shown in Table 5 .2. For 3D problems, our geometric multigrid is much more efficient than PCG and AMG. The convergence results for black box multigrid are not available since the code at MGNet is for two dimensions only. PCG shows a similar convergence behavior to that in two dimensions. It is interesting to note that the iteration counts for AMG are often less than 10, and yet the work units are usually more than three times higher. This is because the number of nonzero entries in the coarse grid matrices is much greater than those obtained from standard coarsening, especially in three dimensions. As a result, more work is needed to perform Gauss-Seidel smoothing on each coarse grid. To illustrate the point, we report typical numbers of nonzeros in the coarse grid matrices obtained from AMG coarsening 3 and standard coarsening as shown in Table 5 .3. For our geometric multigrid, a reduction of a factor of 8 results since direct discretization is used. For AMG, the reduction factor is less than 2; in fact, the number of nonzeros even increases when it goes from the finest to the first coarse grids. Moreover, the total number of nonzeros increases with the number of interfaces. Apart from taking more flops, AMG also needs to store all the coarse grid matrices, which amounts to almost four times that of the fine grid matrix. Note that our geometric multigrid 
. Solutions to the irregular boundary problem of interface type in (left) two dimensions and (right) three dimensions (a contour plot).
method does not store any of the coarse grid matrices. We remark that an aggressive coarsening strategy [28, Appendix A] for AMG has recently been proposed to address the memory issue.
Example 3. We now compare the multigrid methods to a 2D irregular problem of interface type. A similar example is also used in [1] (with only one circle interface). Here, the interfaces are arrays of circles, and the jump conditions are as in (3.1), where α = β = 0, and
In the numerical experiments, we fix a − = 1 and vary a + from 1 to 10 6 . A solution where there are 4 circle interfaces are shown in Figure 5 .3. The convergence results are given in Table 5 .4. The first row indicates the values of a + chosen. This time, black box multigrid is more efficient than Dirichlet-type problems since no unknowns are decoupled. Its convergence is comparable to our geometric multigrid and insensitive to jump size but deteriorates when the mesh size decreases or when the number of interfaces increases. AMG requires more work than the other two methods, which is again due to denser coarse grid matrices. Also, the convergence of AMG deteriorates with the number of interfaces. PCG requires a lot more work units for interface problems, and convergence is slowed down by the mesh size, the size of the jump, and the number of interfaces.
Example 4. Finally, we compare the multigrid methods to a 3D irregular boundary problem of interface type. The interfaces are arrays of spheres, and the jump conditions are as in Example 3. A solution where there are 4 sphere interfaces is shown in Figure 5 .3. Table 5 .5 shows the convergence results of PCG, the geometric multigrid method, and AMG. As in Example 3, our geometric multigrid is relatively insensitive to the mesh size and the size of the jump. The convergence of AMG and PCG, on the other hand, deteriorates with the number of interfaces and decreasing mesh size.
Conclusions.
We have proposed an efficient geometric multigrid method for solving irregular boundary problems in two and three dimensions. The (fine and) coarse grid matrices are obtained from direct discretization, and hence no extra memory storage is needed, as opposed to the Galerkin approach used by AMG and black box multigrid. It is assumed that the interface location is captured by a level set function. As such, we have defined a second order accurate interpolation by capturing the appropriate boundary conditions at the interfaces. Theoretical analysis has been presented to justify the accuracy of our interpolation. Numerical results for problems with multiple interfaces in multiple dimensions have been given to compare our multigrid method with AMG and black box multigrid, which have been shown in the literature to be efficient multigrid solvers for interface problems with a single interface. We have shown that even without extra storage for coarse grid matrices, the convergence of our multigrid method is insensitive to the mesh size, the size of the jump, and the number of interfaces, whereas the convergence of the other two multigrid methods shows a poorer convergence in some cases.
