Abstract-Anomaly detection is a very worthwhile question. However, developing effective anomaly detection methods for complex and large data remains a challenge which needs to compare the similarity of each time series based on the idea that anomaly is less and different. There are already some deep learning models based on GAN for anomaly detection that demonstrate validity and accuracy on time series data sets. In this paper, we propose an unsupervised model-based anomaly detection named LVEAD, which assumes that the anomalies are objects that do not fit perfectly with the model. For better handling the time series, we use the LSTM model as the encoder and decoder part of the VAE model. Considering to better distinguish the normal and anomaly data, we train a re-encoder model to the latent space with generated data. Experimental results of several benchmarks show that our method outperforms state-of-the-art anomaly detection techniques and achieves, on average, 5% improvements in AUC.
I. INTRODUCTION
Anomaly detection is widely used in many fields, such as network communication to find abnormal information flow [1] , financial field [2] like credit card fraud, industrial field for sensor anomaly [3] , medical imaging like optical coherence tomography (OCT) [4] and time series where a rich body of literature proposed [5] - [8] . Anomaly detection is to find different patterns in the data which often contain important information, and these patterns are not caused by random deviations. In time series, anomaly sequences are defined as sub-sequences that exists for a period of time in one long time series, which are different form other sub-sequence. It also compensates for the limitations of point anomalies. An example of the anomaly sequence is shown in Fig.1 .
Compared with the classification problem [9] has a certain number of categories, the abnormal data represent different from the normal and are difficult to collect and label all the anomalies. In additional, the complexity of the anomalies causes great difficulty in classification. Generally, most of anomaly detection methods are based on the similarity to determine the degree of abnormal data, and the time complexity is O(N 2 ) [10] , [11] . In the face of high-dimensional data and relatively large data volume, the traditional anomaly detection method has high time complexity. However, in reality, anomaly detection is not Anomaly Sequence a simple two-category classification, which the anomalies are more unknown and not always minority. We don't know the percentage of anomalies in advance. So the methods found by similarity comparison are not necessarily true anomalies. If the normal and abnormal are distinguished from the feature extraction, the imbalance of the training sample will result in an unsatisfactory algorithm.
In this paper, we propose an unsupervised model-based deep learning anomaly detection method based on the assumption that those do not fit perfectly with the model are anomalies. Our proposed method uses the VAE-reEncoder architecture. We use long-term and short-term memory (LSTM) to model the normal time series under the variational auto-encoder model. After generating new data, we encode it to obtain new potential vectors, and optimize the reconstruction error and potential vector error. During the test, mixed data of abnormal and normal are input, and the new data of abnormal data under normal circumstances are generated for comparison. Meanwhile, the features of latent spatial vector representation are used to compare the newly generated data. We named our approach LSTM-VAE-reEncoder Anomaly Detection(LVEAD).
The contribution of this paper can be summarized as follows.
(1) We design an unsupervised Variational Autoencoder reencoder with LSTM encoder and decoder that can perform anomaly detection effectively on high dimensional time series; (2) A simple and effective algorithmic method that can be reproduced at any time. (3) We design a generic framework for anomaly detection in time series data and the experimental results on several benchmark data show that the proposed method outperforms baseline models in AUC;
The rest of this paper is organized as follows. Section II reviews the related work. Section III introduces the LVEAD framework and describes the training and architecture of the network. Section IV shows the experimental results that our method outperforms other state-of-the-art method on several benchmarks.
II. RELATED WORK
The traditional anomaly detection [10] , [12] - [14] uses similarity method to reduce dimensionality and distinguish between normal and anomaly data, which based on the assumption that anomalies are minority class and different. The result obtained by this method in the real data is not necessarily a true anomaly.
More recent attention in the literature has been focused on model-based anomaly detection [15] - [17] . Joshi et al. [18] studied the Hidden Markov Model (HMM) for anomaly detection, which built a Markov model after extracting features and calculated the anomaly probability from the state sequence generated by the model. Ahmad et al. [19] proposed Hierarchical Temporal Memory (HTM) that derived from neuroscience that simulates spatial and temporal patterns for model in streaming data. As for Autoregressive Integrated Moving Average model (ARIMA) [20] creates a model by the correlation among data for non-stationary time series and the prediction result of the model is judged anomaly by the threshold.
In more recent years, one of the most influential accounts of anomaly detection is using deep learning. Malhotra et al. [21] proposed a prediction-based model based on LSTMs and used the distribution of the prediction errors to compute anomaly scores. However, this approach is not suitable for time series affected by external factors not captured by sensors, making them unpredictable. Bayer and Osendorfer [22] used variational inference and RNNs to model time series data and introduced stochastic recurrent networks (STORNs), which were subsequently applied to anomaly detection in robot time series data [23] . An and Cho [24] proposed a method based on a VAE and introduced a novel probabilistic anomaly score that takes into account the variability of the data with the reconstruction probability. Seebock et al. [25] trained an Autoencoder and utilized a one-class SVM [26] on the compressed latent space to distinguish between normal and anomaly patches. Schlegl et al. [4] presented the AnoGAN framework, in which they create a rich generative model of normal sample using a GAN. Assuming that the model cannot properly reconstruct abnormal samples, they classify query samples as either anomalous or normal by trying to optimize the latent code based on a novel mapping score, effectively also leading to a delineation of the anomalous region in the input data. Houssam Zenati et al. [27] proposed Adversarial Learned Anomaly Detection (ALAD) based on bi-directional GANs, that derives adversarial learned features for the anomaly detection task based on AnoGAN and uses reconstruction errors based on these adversarial learned features to determine if a data sample is anomalous. Our proposed LVEAD method is more suitable to time series data for we use bidirectional bow-tie LSTM to encoder and decoder the input to get better representation under dimensionality reduction. In contrast to variety GANs, which simply lets the data generated by the generator fool the discriminator, so unreasonable data situation may occur when generating data. Whereas, the variation generated by VAE is to use existing data to generate potential vector under the encoder, which is subject to Gaussian distribution and can well retain the characteristics of the original data, so that the generated data will be more reasonable and accurate. So we combine the advantages of both, using the VAE-reEncoder model.
III. PROPOSED METHOD
The pipline of the model is shown in Fig. 2 . Our model is based on the principle of training the model with normal data sets and using mixed data sets when testing. When there is abnormal data, the model generates data for that data under normal circumstances. Moreover, we encode the newly generated data to get the new latent vector again. For normal data, the potential space generated by data coding is similar to the potential space generated by the first coding, while the potential space generated by abnormal data changes greatly. Therefore, by comparing the similarity between the generated data and the original data and the difference between the latent layer vectors, we can conclude that our model will only produce data similar to the normal time series, and the data generated by the abnormal data have a large difference, while the data generated by the normal data have a small difference.
A. Model
The structure of LSTM-VAE-reEncoder is shown in the We use bidirectional LSTM-VAE. Because the LSTM model is more suitable for processing time series data, we use the bow-tie model to remove noise to some extent when encoding. And for time series data, we can't guarantee that the importance weights between time points are different, so using bidirectional LSTM can make each time point equal, he does LSTM from left to right, then LSTM from right to left. And then combine the two results into the following formula, where o t is the output, − → S 1 t and − → S 2 t represent the hidden layer from the hidden layer to the back and the back to the front. We used a bow-tie model to remove noise to some extent when encoding. For the input data, the reconstructed data x can be obtained by the first part passing through the decoder.
The second part is the discriminator D. For the original time series to be true, the reconstructed data is judged to be false, so that the difference between the reconstructed data and the original data is continuously optimized. The third part is to encode the reconstructed time series to obtain the potential vectorẐ of the reconstructed data, and compare the difference between the two potential vectors. There have been papers demonstrating that similar potential spaces can produce visually similar high-dimensional data. By inverse mapping the high-dimensional image to an additional encoder network of lower dimensional potential space and learning through the model. So we explore the reasoning of the model by using the latent vector representation. In the training process, the normal data distribution can generate a unique representation under ideal conditions, so that unknown abnormal data samples can be found at the data level.
B. Training Objective
In the training process, we train the model with normal samples, so the encoder, decoder and reconstruction encoder are suitable for normal samples. According to the model, we define the loss function as three parts, so that the generator is optimized based on the context information of the input data.
The first part is the reconstruction error function, which is used to narrow the difference between the original time series and the reconstructed data, so that the generator optimizes according to the context information of the input data.
The second part is the feature matching error of the discriminator for the antagonistic learning. The feature matching is proved to reduce the instability of the training. We update G based on the internal representation of D, and calculate the L2 distance between the original feature representation and the generated image, respectively.
The third part is the potential vector error. The above two loss functions can force the generator to learn reliable context-correlated data. We remap the generated time series to the potential space and compare the loss of the two coding networks.
For the model, the entire loss function can be expressed as
Where w adv , w rec , w enc are weighting parameters that adjust the effect of the individual loss function on the overall objective function. For anomalous inputs, it will not minimize the distance between the input and the image generated in the feature space, as the G and E networks are optimized only for normal samples.
In the test phase, when the model inputs an exception sample, the difference between the generated reconstruction sequence and the regenerated potential vector and the original data is huge, so we can set the overall anomaly score by this S = s i : A ( x i ) , x i ∈ D , A ( x i ) is the abnormal score of each sample, and the calculation formula is as follows.
(8) where α and β are the parameters to constrain the penalty term, and α + β = 1, α > 0, β > 0. Finally, the anomaly score needs to be normalized to the interval of [0, 1] as the formula. The more abnormal the data, the larger the abnormal score is close to 1. By setting the thresholdϕ, as long as A(x) > ϕ, we consider the sample to be abnormal.
IV. EXPERIMENTAL RESULT This section introduces the different types of benchmark data sets we used and the baseline methods we compared to demonsatrate the effectiveness of our proposed method in unsupervised anomaly detection.
A. Data sets
To illustrate the effectiveness of our proposed method, four types of time series data, Sensor, Motion, Image and Network intrusion, is got from UCR public data set [28] and UCI public data set [29] . The details can be seen in Table I . The data we select is relatively large regardless of the length of the sequence or the size of the data set. Due to the high proportion of outliers in the KDD99 dataset, "normal" data is considered abnormal. For other data sets, we choose the minority class as anomaly class. We split 20% of the data as test data.
To validate our method, we consider AnoGAN [4] , ALAD [27] , MLP-VAE [24] and Isolation Forest [30] as the baseline algorithms. Isolation Forest is a state-of-the-art traditional ensemble anomaly detection method which uses random hyperplane to cut the data space. In contrast, AnoGAN uses GAN's model to generate data that compares pixel-level differences between raw and generated data. And ALAD is an improvement based on above method with additional discriminators to improve the encoder. As for MLP-VAE, it uses reconstruction probability from the variational Autoencoder. We set parameter w = 1 for training phase. Rather than precision or recall, AUC (Area Under the ROC Curve) [31] is the common metrics to measure performance in anomaly detection.
B. Performance Evaluation
We performed experiments on accuracy on seven data sets and used AUC as the criterion. From the Table II we can see that our method has been greatly improved on 8 out of 10 data sets, increased by at least 0.8% on most data sets, and the most improved data set is TwoLeadECG, which is improved by at least 13%. It shows that our model has good anomaly detection ability for sequence data. And when compared with traditional anomaly detection algorithms, our deep learning algorithm is not weaker than traditional machine learning. 
C. The distribution of Anomaly Score
In order to verify that the anomaly score metric is effective in distinguishing anomalies, we choose ECGFiveDays as the experimental data, and the AUC value of our algorithm can be close to 1 under this experimental distribution. Fig. 4 shows the distribution of anomaly scores after 16 cross-validations of 26 anomalous samples and 20 normal samples. The x-coordinate is the time point and the y-coordinate is the anomaly score. The blue region is the abnormal score distribution of the normal sample, the red region is the abnormal score distribution of the abnormal sample, the blue poly-line is the mean of the normal sample score, and the red poly-line is the mean of the abnormal sample score. The scores for nonabnormal executions show a specific pattern of change, and the maximum value does not exceed 0.15, and the mean and variance are smaller than the abnormal execution; the range of abnormal scores is very large, up to about 0.35. Among them, the most severe change in the abnormal score is the time interval [49, 90] , indicating that the most common anomaly occurs during this time range, resulting in an abnormal subsequence. Analysis from the graph makes it easy to distinguish anomaly from normal.
D. Parameters Analysis
Because the anomaly score we design Equation 8 is constrained by parameters α and β, in order to get better results, we choose different value of parameters α and β varying from (α = 0.2, β = 0.8) to (α = 0.8, β = 0.2). The results can be seen in Fig.5 that when the parameters is (α = 0.6, β = 0.4), the result is better than others in average.
E. Visualization of latent representation and comparison of generated data
In order to verify the difference between the data generated by our model and the original data, we selected the KDD99 dataset and compared it with the normal sequence and the reconstructed sequence on the pixels of the image.
As shown in the Fig. 6 and Fig. 7 , The blue box is the normal sample and the new sample generated by the normal sample. The red box is the abnormal sample and the new sample generated by the abnormal sample. The upper and lower rows are the original time series and the reconstructed sequence, respectively. It can be seen from the experimental results that the samples generated by our normal samples are basically similar and the normal time series is relatively stable, while the abnormal sample time series fluctuations are relatively large, and the generated new samples are significantly different from the original abnormal samples. It indicates that the abnormal sample has a great difference from the original under reconstruction, so the latent variables obtained by the encoder will naturally generate different samples, thereby judging the abnormality.
V. CONCLUSION
In our proposed method, we design an unsupervised deep learning anomaly detection method LVEAD based on the assumption that the anomalies are objects that cannot fit perfectly with the model. The model uses Encoder-Decoder-reEncoder to model the normal time series. VAE is a potential vector generated by encoding the existing data under the encoder, which is Gaussian-distributed and can retain the characteristics of the original data well. The generated data will be more reasonable and accurate. To better represent sequence, we use LSTM for encoder and decoder part. Our results show that the model is able to detect anomalous sequence by using latent vector error and reconstruction error, and performs better than other baseline models. A future line of work can add additional feature like trend for training the model so that the model can better generate normal samples. 
