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BLOW-UP CRITERIA FOR THE NAVIER-STOKES EQUATIONS
IN NON-ENDPOINT CRITICAL BESOV SPACES
DALLAS ALBRITTON∗
Abstract. We obtain an improved blow-up criterion for solutions of the
Navier-Stokes equations in critical Besov spaces. If a mild solution u has max-
imal existence time T ∗ < ∞, then the non-endpoint critical Besov norms must
become infinite at the blow-up time:
lim
t↑T∗
‖u(·, t)‖
B˙
−1+3/p
p,q (R3)
=∞, 3 < p, q < ∞.
In particular, we introduce a priori estimates for the solution based on ele-
mentary splittings of initial data in critical Besov spaces and energy methods.
These estimates allow us to rescale around a potential singularity and apply
backward uniqueness arguments. The proof does not use profile decomposition.
1. Introduction
We are interested in blow-up criteria for solutions of the incompressible Navier-
Stokes equations
∂tu−∆u+ u · ∇u+∇p = 0
div u = 0
u(·, 0) = u0
(NSE)
in QT := R
3 × (0, T ) with divergence-free initial data u0 ∈ C∞0 (R3). It has been
known since Leray [32] that a unique smooth solution with sufficient decay at
infinity exists locally in time. Furthermore, Leray proved that there exists a constant
cp > 0 with the property that if T
∗ < ∞ is the maximal time of existence of a
smooth solution, then
‖u(·, t)‖Lp(R3) ≥ cp
(
1√
T ∗ − t
)1−3/p
(1.1)
for all 3 < p ≤ ∞. Such a characterization exists because the Lebesgue norms
in this range are subcritical with respect to the natural scaling symmetry of the
Navier-Stokes equations,
u(x, t)→ λu(λx, λ2t), p(x, t)→ λ2p(λx, λ2t). (1.2)
The behavior of the critical L3 norm near a potential blow-up was unknown until
the work of Escauriaza, Seregin, and S˘vera´k [16], who discovered an endpoint local
regularity criterion in the spirit of the classical work by Serrin [41]. In particular,
they demonstrated that if u is a Leray-Hopf solution of the Navier-Stokes equations
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with maximal existence time T ∗ <∞, then
lim sup
t↑T∗
‖u(·, t)‖L3(R3) =∞. (1.3)
Their proof uses the ε-regularity criterion of Caffarelli, Kohn, and Nirenberg [12]
in an essential way, and moreover it introduced powerful backward uniqueness ar-
guments for studying potential singularities of solutions to the Navier-Stokes equa-
tions. The proof is by contradiction: If a solution forms a singularity but remains in
the critical space L∞t L
3
x(QT∗), then one may zoom in on the singularity using the
scaling symmetry and obtain a weak limit. The limit solution will form a singular-
ity but also vanish identically at the blow-up time. By backwards uniqueness, the
limit solution u must be identically zero in space-time, which contradicts that it
forms a singularity. This method was adapted by Phuc [35] to cover blow-up criteria
in Lorentz spaces. Interestingly, backwards uniqueness techniques have also been
employed in the context of harmonic map heat flow by Wang [42]. For a different
proof of the criterion, see [15].
A few years ago, Seregin [37] improved the blow-up criterion of Escauriaza-
Seregin-S˘vera´k by demonstrating that the L3 norm must become infinite at a po-
tential blow-up:
lim
t↑T∗
‖u(·, t)‖L3(R3) =∞. (1.4)
The main new difficulty in the proof is that one no longer controls the L∞t L
3
x norm
when zooming in on a potential singularity. Seregin addressed this difficulty by
relying on certain properties of the local energy solutions introduced by Lemarie´-
Rieusset [27, 31]. However, an analogous theory of local energy solutions was not
known in the half space R3+ := {x ∈ R3 : x3 > 0}.1 In order to overcome this
obstacle, Barker and Seregin [9] introduced new a priori estimates which depend
only on the norm of the initial data in the Lorentz spaces L3,q, 3 < q <∞. This is
accomplished by splitting the solution as
u = et∆u0 + w, (1.5)
where w is a correction in the energy space. The new estimates allowed Barker
and Seregin to obtain an analogous blow-up criterion for Lorentz norms in the half
space. Later, Seregin and S˘vera´k abstracted this splitting argument into the notion
of a global weak L3-solution [39]. We direct the reader to the paper [10] for global
weak solutions with initial data in L3,∞.
Recently, there has been interest in adapting the “concentration compactness +
rigidity” roadmap of Kenig and Merle [26] to blow-up criteria for the Navier-Stokes
equations. This line of thought was initiated by Kenig and G. Koch in [25] and
advanced to its current state by Gallagher, Koch, and Planchon in [20,21]. Gallagher
et al. succeeded in extending a version of the blow-up criterion to the negative
regularity critical Besov spaces B˙
sp
p,q(R3), 3 < p, q <∞. Here, sp := −1+ 3/p is the
critical exponent. Specifically, it is proved in [21] that if T ∗ <∞, then
lim sup
t↑T∗
‖u(·, t)‖B˙spp,q(R3) =∞. (1.6)
This proof is also by contradiction. If there is a blow-up solution in the space
L∞t (B˙
sp
p,q)x, then one may prove via profile decomposition that there is a blow-up
1It appears that this theory has recently been developed in [34].
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solution in the same space and with minimal norm (made possible by small-data-
global-existence results [24]). This solution is known as a critical element. By essence
of its minimality, the critical element vanishes identically at the blow-up time, so
one may apply the backward uniqueness arguments of Escauriaza, Seregin, and
S˘vera´k to obtain a contradiction. The main difficulty lies in proving the existence
of a profile decomposition in Besov spaces, which requires some techniques from the
theory of wavelets [5,28]. A secondary difficulty is obtaining the necessary estimates
near the blow-up time in order to apply the ε-regularity criterion. We note that the
paper [25] appears to be the first application of Kenig and Merle’s roadmap to a
parabolic equation. The nonlinear profile decomposition for the Navier-Stokes equa-
tions was first proved by Gallagher in [18]. The paper [4] contains further interesting
applications of profile decomposition techniques to the Navier-Stokes equations.
In this paper, we obtain the following improved blow-up criterion for the Navier-
Stokes equations in critical spaces:
Theorem 1.1 (Blow-up criterion). Let 3 < p, q < ∞ and u0 ∈ B˙spp,q(R3) be a
divergence-free vector field. Suppose u is the mild solution of the Navier-Stokes
equations on R3× [0, T ∗) with initial data u0 and maximal time of existence T ∗(u0).
If T ∗ <∞, then
lim
t↑T∗
‖u(·, t)‖B˙spp,q(R3) =∞. (1.7)
The local well-posedness of mild solutions, including characterizations of the
maximal time of existence, are reviewed in Theorem 4.2.
Let us discuss the novelty of Theorem 1.1. First, this theorem extends Seregin’s
L3 criterion (1.4) to the scale of Besov spaces and replaces the lim sup condition in
Gallagher-Koch-Planchon’s criterion (1.6). Our proof does not rely on the profile
decomposition techniques in the work of Gallagher et al. [21] and may be considered
to be more elementary. Rather, our methods are based on the rescaling procedure
in Seregin’s work [37]. Regarding optimality, it is not clear whether Theorem 1.1
is valid for the endpoint spaces B˙
sp
p,∞ and BMO−1, which contain non-trivial −1-
homogeneous functions, e.g., |x|−1. Indeed, if the blow-up profile u(·, T ∗) is locally
a scale-invariant function, then rescaling around the singularity no longer provides
useful information.2 It is likely that this is an essential issue and not merely an
artifact of the techniques used here. For instance, one may speculate that if Type
I blow-up occurs (in the sense that the solution blows up in L∞ at the self-similar
rate), then the VMO−1 norm does not blow-up at the first singular time.
As in previous works on blow-up criteria for the Navier-Stokes equations, the
main difficulty we encounter is in obtaining a priori estimates for solutions up to
the potential blow-up time. We also require that the estimates depend only on the
norm of the initial data in B˙
sp
p,q. The low regularity of this space creates a new
difficulty because the splitting (1.5) does not appear to work in the space B˙
sp
p,q
when 2/q + 3/p < 1. One problem is that when obtaining energy estimates for the
2Since the submission of this paper, T. Barker has proven the blow-up criterion
limt↑T∗‖u(·, t)‖B˙
sp
p,∞
= ∞, using Caldero´n-type solutions, under the extra assumption that
u(·, T ∗) vanishes in the rescaling limit [6]. See also the forthcoming work [1] of T. Barker and
the author.
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correction w in (1.5), the operator
(U, u0) 7→
∫ T
0
∫
R3
et∆u0 · ∇U · U dxdt (1.8)
is not known to be bounded for U ∈ L∞t L2x ∩L2t H˙1x and u0 ∈ B˙spp,q. This is because
et∆u0 “just misses” the critical Lebesgue space L
r
tL
p
x with 2/r + 3/p = 1. There-
fore, to obtain the necessary a priori estimates, we rely on a method essentially
established by C.P. Caldero´n [13]. The idea is as follows. We split the critical initial
data u0 ∈ B˙spp,p into supercritical and subcritical parts:
u0 = U0 + V0 ∈ L2 + B˙sq+εq,q . (1.9)
When small, the data V0 in a subcritical Besov space gives rise to a mild solution V
on a prescribed time interval (not necessarily a global mild solution). The supercrit-
ical data U0 ∈ L2 serves as initial data for a correction U in the energy space. We
will refer to solutions which split in this way as Caldero´n solutions, see Definition
2.1, and we construct them in the sequel. Note that the unboundedness of (1.8)
is similarly problematic when proving weak-strong uniqueness in Besov spaces. In
recent work on weak-strong uniqueness, Barker [7] has also dealt with this issue via
the splitting (1.9). We remark that Caldero´n’s original idea was to construct global
weak solutions by splitting Lp initial data for 2 < p < 3 into small data in L3 and a
correction in L2. This idea has also been used to prove the stability of global mild
solutions [2, 19].
Let us briefly constrast the solutions we construct via (1.9) to the global weak L3
solutions introduced by Seregin and S˘vera´k in [39], which are constructed via the
splitting (1.5). The correction term w in (1.5) has zero initial data, which allows one
to prove that an appropriate limit of solutions also satisfies the energy inequality up
to the initial time. For this reason, the global weak L3-solutions are continuous with
respect to weak convergence of initial data in L3. Since the splitting (1.9) requires
the correction to have non-zero initial condition U0, an analogous continuity result
is not as obvious for Caldero´n solutions. We do not seek to prove such a result here
as to avoid burdening the paper technically, but we expect that it may be shown by
adapting various ideas in [7,38]. Using similar ideas, we expect that one could prove
that all Caldero´n solutions agree with the mild solution on a short time interval.
Here is the layout of the paper:
• In Section 2, we prove the existence of Caldero´n solutions that agree with
the mild solution until the blow-up time. This is the content of Theorems
2.5 and 2.6. We also describe the properties of weak limits of Caldero´n
solutions in Theorem 2.7. The splitting arguments for initial data in Besov
spaces are contained in Lemma 2.2.
• In Section 3, we prove Theorem 1.1 using the results of Section 2.
• Section 4 is an extensive appendix that summarizes the local well-posedness
theory of mild solutions in homogeneous Besov spaces and collects well-
known theorems about ε-regularity and backward uniqueness. We include
it for the reader’s convenience and to make the paper self-contained.
Notation is reviewed in the appendix. One important point is that we do not dis-
tinguish the notation of scalar-valued and vector-valued functions.
After completion of the present work, we learned that T. Barker and G. Koch [8]
obtained a different proof of the blow-up criterion (1.7). Their proof treats mild
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solutions by exploiting certain properties of the local energy solutions of Lemarie´-
Rieusset.
Acknowledgments. The author would like to thank his advisor, Vladimı´r S˘vera´k,
as well as Daniel Spirn, Alex Gutierrez, Laurel Ohm, and Tobias Barker for valu-
able suggestions. The author also thanks the reviewer for a careful reading of the
manuscript.
2. Caldero´n’s method
In this section, we present properties of the following notion of solution:
Definition 2.1 (Caldero´n solution). Let 3 < p < ∞ and u0 ∈ Bspp,p(R3) be a
divergence-free vector field. Suppose T > 0 is finite. We say that a distribution u
onQT is a Caldero´n solution onQT with initial data u0 if the following requirements
are met:
u0 = U0 + V0, u = U + V, (2.1)
where
U0 ∈ L2(R3), V0 ∈ B˙sq+εq,q (R3), (2.2)
U ∈ L∞t L2x ∩ L2t H˙1x(QT ), V ∈ Ksq+εq (QT ), (2.3)
q > p, 0 < ε < −sq, (2.4)
and V is the mild solution of the Navier-Stokes equations on QT with initial data
V0, see Theorem 4.7. In addition, U satisfies the perturbed Navier-Stokes system
∂tU −∆U + divU ⊗ U + divU ⊗ V + div V ⊗ U = −∇P, divU = 0 (2.5)
in the sense of distributions on QT , where
P ∈ L2tL3/2x (QT ) + L2(QT ). (2.6)
We require that U(·, t) is weakly continuous as an L2(R3)-valued function on [0, T ]
and that U attains its initial condition strongly in L2(R3):
lim
t↓0
‖U(·, t)− U0‖L2(R3) = 0. (2.7)
Define
Q := (−∆)−1 div div V ⊗ V, p := P +Q. (2.8)
We require that (u, p) is suitable for the Navier-Stokes equations:
∂t|u|2 + 2|∇u|2 ≤ ∆|u|2 − div((|u|2 + 2p)u), (2.9)
and that (U, P ) is suitable for the equation (2.5):
∂t|U |2 + 2|∇U |2 ≤
≤ ∆|U |2 − div((|U |2 + 2P )U)− div(|U |2V )− 2U div(V ⊗ U). (2.10)
The inequalities (2.9) and (2.1) are interpreted in the sense of distributions eval-
uated on non-negative test functions 0 ≤ ϕ ∈ C∞0 (QT ). Lastly, we require that U
satisfies the global energy inequality,∫
R3
|U(x, t1)|2 dx+ 2
∫ t1
t0
∫
R3
|∇U(x, t)|2 dx dt ≤
≤
∫
R3
|U(x, t0)|2 dx+ 2
∫ t1
t0
∫
R3
V ⊗ U : ∇Udxdt, (2.11)
for almost every 0 ≤ t0 < T , including t0 = 0, and for all t1 ∈ (t0, T ].
BLOW-UP CRITERIA FOR NSE IN CRITICAL BESOV SPACES 6
2.1. Splitting arguments. The next lemma allows us to represent critical initial
data as the sum of subcritical and supercritical initial data while preserving the
divergence free condition. See Proposition 2.8 in [7] for a detailed proof
Lemma 2.2 (Splitting of critical data). Let 3 < p < q ≤ ∞ and θ ∈ (0, 1) satisfying
1
p
=
θ
2
+
1− θ
q
. (2.12)
Define s := sp/(1− θ). For all λ > 0 and divergence-free vector fields u ∈ B˙spp,p(R3),
there exist divergence-free vector fields U , V such that u = U + V ,
‖U‖L2(R3) ≤ c‖u‖p/2B˙spp,p(R3)λ
1−p/2, (2.13)
‖V ‖B˙sq,q(R3) ≤ c‖u‖
p/q
B˙
sp
p,p(R3)
λ1−p/q, (2.14)
where c > 0 is an absolute constant.
The proof is by decomposing the Littlewood-Paley projections as
∆˙ju = (∆˙ju)1{|∆˙ju|>λj} + (∆˙ju)1{|∆˙ju|≤λj}, j ∈ Z, (2.15)
with an appropriate choice of λj > 0, j ∈ Z. The divergence-free condition is kept
by applying the Leray projector to the resulting vector fields. Recall that the Leray
projector is a Fourier multiplier with matrix-valued symbol homogeneous of degree
zero and smooth away from the origin:
(P)ij := δij +RiRj , Ri :=
∂i
|∇| , 1 ≤ i, j ≤ 3. (2.16)
Note that B˙sq,q(R
3) is indeed a subcritical space of initial data, since
s− 3
q
= −1 + θ
2(1− θ) > −1. (2.17)
We will often denote ε := s− sq > 0.
2.2. Existence of energy solutions to NSE with lower order terms. In this
section, we will prove the existence of weak solutions to the Navier-Stokes equations
with coefficients in critical Lebesgue spaces. The method of proof is well known and
goes back to Leray [32].
Proposition 2.3 (Existence of energy solutions). Let U0 ∈ L2(R3) be a divergence-
free vector field, and let
a, b ∈ LltLrx(QT ),
2
l
+
3
r
= 1, 3 < r ≤ ∞ (2.18)
be vector fields for a given T > 0. Further assume that div b = 0. Then there exist
a vector field U and pressure P ,
U ∈ L∞t L2x ∩ L2t H˙1x(QT ), P ∈ L2tL3/2x (QT ) + L2(QT ), (2.19)
such that the perturbed Navier-Stokes system
∂tU −∆U + divU ⊗ U + divU ⊗ b+ div a⊗ U = −∇P, divU = 0 (2.20)
is satisfied on QT in the sense of distributions. In addition, U(·, t) is weakly con-
tinuous as an L2(R3)-valued function on [0, T ], and
lim
t↓0
‖U(·, t)− U0‖L2(R3) = 0. (2.21)
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Finally, (U, P ) is suitable for the equation (2.20):
∂t|U |2 + 2|∇U |2 ≤
≤ ∆|U |2 − div((|U |2 + 2P )U)− div(|U |2b)− 2U div(a⊗ U) (2.22)
as distributions evaluated on non-negative test functions 0 ≤ ϕ ∈ C∞0 (QT ), and U
satisfies the global energy inequality∫
R3
|U(x, t2)|2 dx dt+ 2
∫ t2
t1
∫
R3
|∇U(x, t)|2 dx dt ≤
≤
∫
R3
|U(x, t1)|2 dx+ 2
∫ t2
t1
∫
R3
a⊗ U : ∇U dxdt (2.23)
for almost every t1 ∈ [0, T ), including t1 = 0, and for all t2 ∈ (t1, T ].
In the statement above, U div(a⊗ U) is the distribution
〈U div(a⊗ U), ϕ〉 := −
∫ T
0
∫
R3
a⊗ U : (U ⊗∇ϕ+ ϕ∇U) dx dt, (2.24)
for all ϕ ∈ C∞0 (QT ).
Let us introduce some notation and basic estimates surrounding the energy space.
For 0 ≤ t0 < T ≤ ∞, we define Qt0,T := R3 × (t0, T ). If U ∈ L∞t L2x ∩L2t H˙1x(Qt0,T ),
we define the energy norm,
|U |22,Qt0,T := supt0<t<T
∫
R3
|U(x, t)|2 dx+ 2
∫ T
t0
∫
R3
|∇U(x, t′)|2 dx dt′. (2.25)
For simplicity, take t0 = 0. By interpolation between L
∞
t L
2
x(QT ) and L
2
tL
6
x(QT ),
one obtains
‖U‖Lmt Lnx(QT ) ≤ c|U |2,QT , (2.26)
2
m
+
3
n
=
3
2
, 2 ≤ m ≤ ∞, 2 ≤ n ≤ 6. (2.27)
For instance, it is common to take m = n = 10/3. Hence, if a ∈ LltLrx(QT ) is a
vector field as in Proposition 2.3, we have∫ T
0
|U |2|a|2 dx dt ≤ c‖a‖2LltLrx(QT )|U |
2
2,QT , (2.28)∫ T
0
|U |2|a| dx dt ≤ cT 12 ‖a‖LltLrx(QT )|U |
2
2,QT . (2.29)
Let us now recall the tools used to estimate the time derivative ∂tU of a solution
U that belongs to the energy space. To start, we will need to estimate the pointwise
product of u ∈ L2(R3) and v ∈ H˙1(R3):
‖uv‖H˙−1/2(R3) ≤ c‖u‖L2(R3)‖v‖H˙1(R3), (2.30)
see Corollary 2.55 in [3]. For instance, it follows that
‖divU ⊗ U‖
L2tH˙
−3/2
x (QT )
≤ c|U |22,QT . (2.31)
The time derivative ∂tU is typically only in L
2
t H˙
−3/2
x (QT ) unless the nonlinear
term is mollified. Notice also that H˙−3/2(R3) →֒ H−3/2(R3). Suppose (U (n))n∈N is
a sequence of vector fields on QT such that
sup
n∈N
|U (n)|2,QT + ‖∂tU‖L2tH−3/2x (QT ) <∞. (2.32)
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According to the Aubin-Lions lemma (see Chapter 5, Proposition 1.1 in [40]), there
exists a subsequence, still denoted by U (n), such that
U (n) → U in L2(B(R)× (0, T )), R > 0. (2.33)
Since supn∈N‖U (n)‖L10/3(QT ) < ∞, the subsequence actually converges strongly in
L3(B(R)× (0, T )). We will use this fact frequently in the sequel.
For the remainder of the paper, let us fix a non-negative radially symmetric
test function 0 ≤ θ ∈ C∞0 (R3) with
∫
R3
θ dx = 1. For a locally integrable function
f ∈ L1loc(R3) we make the following definition:
θρ :=
1
ρ3
θ
( ·
ρ
)
, (f)ρ := f ∗ θρ, ρ > 0. (2.34)
The proof of the next lemma is well known, and we include it for completeness.
Lemma 2.4 (Solution to mollified Navier-Stokes equation with lower order terms).
Let ρ > 0. Assume the hypotheses of Proposition 2.3. Then there exists a unique U
in the class
U ∈ C([0, T ];L2(R3)) ∩ L2t H˙1x(QT ), ∂tU ∈ L2tH−1x (QT ), (2.35)
satisfying the mollified perturbed Navier-Stokes system in L2tH
−1
x (QT ):
∂tU −∆U + P div(U ⊗ (U)ρ) + P div(U ⊗ b+ a⊗ U) = 0, divU = 0, (2.36)
and such that U(·, 0) = U0 in L2(R3).
Proof. Assume the hypotheses of the lemma and denote T♯ := T in the statement,
in order to reuse the variable T . We will consider the bilinear operator
Bρ(v, w)(·, t) :=
∫ t
0
e(t−s)∆P div v ⊗ (w)ρ ds, (2.37)
defined formally for all vector fields v, w on spacetime, as well as the linear operator
L(w)(·, t) :=
∫ t
0
e(t−s)∆P div(a⊗ w + w ⊗ b) ds. (2.38)
For instance, by classical energy estimates for the Stokes equations, the operators
are well defined whenever v⊗ (w)ρ, a⊗w, w⊗ b are square integrable. Specifically,
due to (2.28) and the energy estimates, we have that B and L are bounded operators
on the energy space, and
|B(v, w)|22,QT ≤ c‖v ⊗ (w)ρ‖2L2(QT ) ≤ c(ρ)T |v|22,QT |w|22,QT , (2.39)
|L(w)|22,QT ≤ c‖a⊗ w‖2L2(QT ) ≤ ‖a‖2LltLrx(QT )|w|
2
2,QT , (2.40)
for all T > 0. Notice that b does not enter the estimate, since div b = 0. In addition,
the operators take values in C([0, T ];L2(R3). Moreover, notice that ‖a‖LltLrx(QT ) ≪
1 when 0 < T ≪ 1. Hence, one may apply Lemma 4.3 to solve the integral equation
U(·, t) = et∆U0 −Bρ(U,U)(·, t)− L(U)(·, t) (2.41)
up to time 0 < T ≪ 1. The integral equation (2.41) is equivalent to the differential
equation (2.36). The solution may be continued in the energy space up to the time
T♯ by the same method as long as the energy norm remains bounded. This will be
the case, since a solution U on QT obeys the energy equality∫
R3
|U(x, t2)|2 dx+ 2
∫ t2
t1
∫
R3
|∇U |2 dx dt =
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=
∫
R3
|U(x, t1)|2 dx+ 2
∫ t2
t1
∫
R3
a⊗ U : ∇U dxdt ≤
≤
∫
R3
|U(x, t1)|2 dx+A(t1, t2)|U |22,Qt1,t2 (2.42)
for all 0 ≤ t1 < t2 ≤ T , where A(t1, t2) := c‖a‖LltLrx(Qt1,t2 ). Then one simply takes
t2 close enough to t1 such that A(t1, t2) ≤ 1/2 to obtain a local-in-time a priori
energy bound. By repeating the argument a finite number of times, one obtains
|U |2,QT ≤ C(‖U0‖L2(R3), ‖a‖LltLrx(QT♯ )). (2.43)
Hence, the solution may be continued to the time T♯. Finally, uniqueness follows
from the construction. This completes the proof.
Proof of Proposition 2.3. We follow the standard procedure initiated by Leray [32]
of solving the mollified problem and taking the limit as ρ ↓ 0. The arguments we
present here are essentially adapted from [39] and [40], Chapter 5, so we will merely
summarize them.
1. Limits. For each ρ > 0, we denote by Uρ the unique solution from Lemma 2.4.
From the proof of Lemma 2.4, recall the energy equality∫
R3
|Uρ(x, t2)|2 dx+ 2
∫ t2
t1
∫
R3
|∇Uρ|2 dx dt =
=
∫
R3
|Uρ(x, t1)|2 dx+ 2
∫ t2
t1
∫
R3
a⊗ Uρ : ∇Uρ dx dt (2.44)
for all 0 ≤ t1 < t2 ≤ T , as well as the a priori energy bound
|Uρ|2,QT ≤ C(‖U0‖L2(R3), ‖a‖LltLrx(QT )). (2.45)
In order to estimate the time derivative ∂tU ∈ L2tH−3/2x (QT ), we rewrite the equa-
tion (2.36) as
∂tU = ∆U − P div(Uρ ⊗ (Uρ)ρ)− P div(a⊗ Uρ + Uρ ⊗ b). (2.46)
Then, due to the estimate (2.28), one obtains
‖∆U − P div(a⊗ Uρ + Uρ ⊗ b)‖L2tH−1x (QT ) ≤
≤ C(‖U0‖L2(R3), ‖a‖LltLrx(QT ), ‖b‖LltLrx(QT )), (2.47)
and in light of (2.30), we also have
‖P div(Uρ ⊗ (Uρ)ρ)‖L2tH−3/2x (QT ) ≤ c‖(U
ρ ⊗ (Uρ)ρ)‖L2tH−1/2x (QT ) ≤
≤ C(‖U0‖L2(R3), ‖a‖LltLrx(QT )). (2.48)
The resulting estimate on the time derivative is
‖∂tUρ‖L2tH−3/2x (QT ) ≤ C(‖U0‖L2(R3), ‖a‖LltLrx(QT ), ‖b‖LltLrx(QT )). (2.49)
By the Banach-Alaoglu theorem and (2.45), there exist U ∈ L∞t L2x ∩ L2t H˙1x(QT )
and a sequence ρk ↓ 0 such that
Uρk
∗
⇀ U in L∞t L
2
x(QT ), ∇Uρk ⇀ ∇U in L2(QT ). (2.50)
In addition, by (2.49) and the discussion preceding Lemma 2.4, the subsequence
may be chosen such that
Uρk → U in L3t (L3loc)x(QT ). (2.51)
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Moreover, the estimate (2.49) allows us to prove that∫
R3
Uρk(x, ·) · ϕ(x) dx→
∫
R3
U(x, ·) · ϕ(x) dx in C([0, T ]), (2.52)
for all vector fields ϕ ∈ L2(R3). In particular,
Uρk(·, t)⇀ U(·, t) in L2(R3), t ∈ [0, T ], (2.53)
and the limit U(·, t) is weakly continuous as an L2(R3)-valued function on [0, T ].
Here is our argument for (2.52), based on Chapter 5, p. 102 of [40]. For each vector
field ϕ ∈ C∞0 (R3), consider the family
Fϕ :=
{∫
R3
Uρ(x, ·) · ϕ(x) dx : ρ > 0} ⊂ C([0, T ]). (2.54)
The family Fϕ is uniformly bounded, since
|
∫
Uρ(x, t) · ϕ(x) dx| ≤ ‖Uρ‖L∞t L2x(QT )‖ϕ‖L2(R3) ≤
≤ C(‖U0‖L2(R3), ‖a‖LltLrx(QT ))‖ϕ‖L2(R3), (2.55)
for all 0 ≤ t ≤ T . It is also equicontinuous:
|
∫
Uρ(x, t2) · ϕ(x) − Uρ(x, t1) · ϕ(x) dx| ≤
≤ |t2 − t1| 12 ‖∂tUρ‖L2tH−3/2x (QT )‖ϕ‖H3/2(R3) ≤
≤ |t2 − t1| 12C(‖U0‖L2(R3), ‖a‖LltLrx(QT ), ‖b‖LltLrx(QT ))‖ϕ‖H3/2(R3), (2.56)
for all 0 ≤ t1, t2 ≤ T . Hence, we may extract a further subsequence, still denoted
by ρk, such that (2.52). By a diagonalization argument and the density of test
functions in L2(R3), we can obtain (2.52) for all vector fields ϕ ∈ L2(R3). This
completes the summary of the convergence properties of Uρk as ρk ↓ 0.
Let us now analyze the behavior of U near the initial time. In the limit ρk ↓ 0,
the energy equality (2.2) gives rise to an energy inequality:∫
R3
|U(x, t)|2 dx+ 2
∫ t
0
∫
R3
|∇U |2 dx dt′ ≤
≤
∫
R3
|U0(x)|2 dx+ C(‖U0‖L2(R3), ‖a‖LltLrx(QT ))‖a‖LltLrx(Qt), (2.57)
for almost every t ∈ (0, T ). This is due to the lower semicontinuity of the energy
norm with respect to weak-star convergence. Since U(·, t) is weakly continuous as
an L2(R3)-valued function, the energy inequality may be extended to all t ∈ (0, T ].
Finally, since U(·, 0) = U0 and lim supt↓0‖U(·, t)‖L2(R3) ≤ ‖U0‖L2(R3) (by taking
t ↓ 0 in (2.2)), we obtain
lim
t↓0
‖U(·, t)− U0‖L2(R3) = 0. (2.58)
We have proven the desired properties of U except for suitability and the global
energy inequality.
Let us now take the limit of the pressures. The pressure P ρ associated to Uρ in
the equation (2.36) may be calculated as P ρ := P ρ1 + P
ρ
2 ,
P ρ1 := (−∆)−1 div div(Uρ ⊗ (Uρ)ρ) (2.59)
P ρ2 := (−∆)−1 div div(Uρ ⊗ b+ a⊗ Uρ). (2.60)
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By the Caldero´n-Zygmund estimates, we have the following bounds independent of
the parameter ρ > 0:
‖P ρ1 ‖L2tL3/2x (QT ) ≤ c‖U
ρ ⊗ (Uρ)ρ‖L2tL3/2x (QT ) ≤
≤ c‖Uρ‖L∞t L2x(QT )‖Uρ‖L2tL6x(QT ) ≤
≤ C(‖U0‖L2(R3), ‖a‖LltLrx(QT )), (2.61)
and similarly,
‖P ρ2 ‖L2(QT ) ≤ c‖a⊗ Uρ + Uρ ⊗ b‖L2(QT ) ≤
≤ c|Uρ|2,QT (‖a‖LltLrx(QT ) + ‖b‖LltLrx(QT )) ≤
≤ C(‖U0‖L2(R3), ‖a‖LltLrx(QT ), ‖b‖LltLrx(QT )). (2.62)
In particular, we may pass to a further subsequence, still denoted by ρk, such that
P ρk1 ⇀ P1 in L
2
tL
3/2
x (QT ), P
ρk
2 ⇀ P2 in L
2(QT ), (2.63)
P ρk ⇀ P := P1 + P2 in L
2
t (L
3/2
loc )x(QT ). (2.64)
Recall that Uρk → U in L3t (L3loc)x. Utilizing this fact in (2.59) and (2.60), we
observe that
−∆P1 = div divU ⊗ U, −∆P2 = div div(a⊗ U + U ⊗ b), (2.65)
in the sense of distributions on QT . Finally, the Liouville theorem for entire har-
monic functions in Lebesgue spaces implies
P1 = (−∆)−1 div divU ⊗ U, P2 = (−∆)−1 div div(a⊗ U + U ⊗ b). (2.66)
Due to the limit behavior discussed above, it is clear that (U, P ) solves the system
(2.20) in the sense of distributions.
2. Suitability. We will now prove that U is suitable for the equation (2.20).
Specifically, we will verify the local energy inequality (2.3) following arguments in
Lemarie´-Rieusset [31] (see p. 318). We start from the mollified local energy equality
∂t|Uρ|2 + 2|∇Uρ|2 =
= ∆|Uρ|2 − div(|Uρ|2(Uρ)ρ + 2P ρUρ)− div(|Uρ|2b)− 2Uρ div(a⊗ Uρ), (2.67)
which is satisfied in the sense of distributions by solutions of (2.36) on QT . Let us
analyze the convergence of each term in (2.2) as ρk ↓ 0. Recall that
P ρk ⇀ P in L
3/2
loc (QT ), U
ρk → U in L3loc(QT ). (2.68)
This readily implies
|Uρk |2(Uρk)ρk → |U |2U in L1loc(QT ), P ρkUρk → PU in L1loc(QT ), (2.69)
|Uρk |2 → |U |2 in L3/2loc (QT ). (2.70)
Moreover, according to the estimates (2.28) and (2.29),
|Uρk |2b→ |U |2b in L1(QT ), (2.71)
Uρk div(a⊗ Uρk)→ U div(a⊗ U) in S ′(QT ). (2.72)
It remains to analyze the term |∇Uρk |2. Upon passing to a subsequence, |∇Uρk |2
converges weakly-star in M(QT ), the space consisting of finite Radon measures on
QT , but its limit may not be |∇U |2. On the other hand, recall that ∇Uρk ⇀ ∇U
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in L2(QT ). Hence, by lower semicontinuity of the L
2 norm with respect to weak
convergence,
lim inf
ρk↓0
∫
E
|∇Uρk |2 − |∇U |2 dx ≥ 0 (2.73)
for all Borel measurable sets E contained in QT . Therefore, upon passing to a
further subsequence,
µ := lim
ρk↓0
|∇Uρk |2 − |∇U |2 (2.74)
is a non-negative finite measure on QT , and (2.2) becomes
∂t|U |2 + 2|∇U |2 =
= ∆|U |2 − div((|U |2 + 2P )U)− div(|U |2b)− 2U div(a⊗ U)− 2µ. (2.75)
3. Global energy inequality. Finally, let us pass from the local energy inequal-
ity (2.3) to the global energy inequality (2.3) in the following standard way (see
Lemarie´-Rieusset [31], p. 319).
Let 0 ≤ η ∈ C∞0 (R) be an even function such that η ≡ 1 for |t| ≤ 1/4, η ≡ 0
for |t| ≥ 1/2, and ∫
R
η dt = 1. Define ηε(t) := ε
−1η(ε−1t). Given 0 < t0 < t1 < T ,
consider
ψε(t) :=
∫ t
−∞
ηε(t
′ − t0)− ηε(t′ − t1) dt′, t ∈ R. (2.76)
The functions ψε are smooth approximations of the characteristic function 1(t1,t2).
Now let 0 ≤ ϕ ∈ C∞0 (R3) such that ϕ ≡ 1 on B(1) and ϕ ≡ 0 outside B(2). Define
Φε,R(x, t) := ψε(t)ϕ
( x
R
)2
, (x, t) ∈ R3+1. (2.77)
Using Φε,R in the local energy inequality (2.3) with 0 < ε≪ 1, we have
−
∫
dψε
dt
ϕ2
( x
R
)|U |2 + 2 ∫ ψεϕ2( x
R
)|∇U |2 ≤
≤
∫
ψε∆
(
ϕ2
( x
R
))|U |2 + 2
R
∫
ψεϕ
( x
R
)
(∇ϕ)( x
R
) · |U |2U
+
4
R
∫
ψεϕ
( x
R
)
(∇ϕ)( x
R
) · PU + 2
R
∫
ψεϕ
( x
R
)
(∇ϕ)( x
R
) · |U |2b
+
4
R
∫
ψεϕ
( x
R
)
a⊗ U : U ⊗ (∇ϕ)( x
R
)
+ 2
∫
ψεϕ
2
( x
R
)
a⊗ U : ∇U, (2.78)
where all the integrals are taken over QT . Since U is in the energy space and
P ∈ L2tL3/2x (QT ) + L2(QT ), we may take the limit as R ↑ ∞ to obtain
−
∫
dψε
dt
|U |2 + 2
∫
ψε|∇U |2 ≤ 2
∫
ψεa⊗ U : ∇U. (2.79)
Moreover, if t0, t1 are Lebesgue points of ‖U(·, t)‖L2(R3), then in the limit as ε ↓ 0,∫
R3
|U(t1)|2 + 2
∫ t1
t0
∫
R3
|∇U |2 ≤
∫
R3
|U(t0)|2 + 2
∫ t1
t0
∫
R3
a⊗ U : ∇U. (2.80)
The case when the initial time is zero is recovered from (2.80) by taking the limit
as t0 ↓ 0, since limt↓0‖U(·, t) − U0‖L2(R3) = 0 was already demonstrated in (2.58).
The proof is complete.
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2.3. Existence of Caldero´n solutions. We are now ready to prove the existence
of Caldero´n solutions.
Theorem 2.5 (Existence of Caldero´n solutions). Let T > 0 and 3 < p < ∞.
Suppose u0 ∈ B˙spp,p(R3) is a divergence-free vector field. Then there exists a Caldero´n
solution u on QT with initial data u0.
Proof. 1. Splitting arguments. Assume the hypotheses of the theorem, and let q ∈
(p,∞). According to Lemma 2.2, there exists 0 < ε < −sq such that for all M > 0,
we may decompose the initial data as follows:
u0 = U0 + V0, (2.81)
where
U0 ∈ L2(R3), ‖U0‖L2(R3) ≤ C(‖u0‖B˙spp,p(R3),M), (2.82)
V0 ∈ B˙sq+εq,q (R3), ‖V0‖B˙sq+εq,q (R3) < M. (2.83)
The decomposition depends on M > 0. By Theorem 4.7, there exists a constant
γ := γ(q, ε, T ) > 0 such that whenever
‖V0‖B˙sq+εq,q (R3) ≤ γ, (2.84)
there exists a unique mild solution V ∈ Ksq+εq (QT ) of the Navier-Stokes equations
on QT with initial data V0, and the mild solution obeys
‖V ‖
K
sq+ε
q (QT )
≤ c(q, ε)‖V0‖B˙sq+εq,q (R3). (2.85)
LetM = γ when forming the decomposition (2.81). The corresponding mild solution
V with initial data V0 exists on QT and satisfies (2.85). Hence,
V ∈ LltLqx(QT ),
2
l
+
3
q
= 1. (2.86)
Let U ∈ L∞t L2x ∩ L2t H˙1x(QT ) be a solution constructed in Proposition 2.3 to the
perturbed Navier-Stokes equation (2.20) with initial data U0 ∈ L2(R3) and coeffi-
cients a = b = V . If u = U + V satisfies the local energy inequality (2.9), then u is
a Caldero´n solution on QT with initial data u0.
2. Suitability of full solution. Let us return to the approximation procedure for
U in Proposition 2.3. Define
uρ := Uρ + V, pρ := P ρ +Q, Q := (−∆)−1 div div V ⊗ V. (2.87)
We will prove that the solution u = U + V with pressure p = P +Q satisfies
∂t|u|2 + 2|∇u|2 = ∆|u|2 − div((|u|2 + 2p)u)− 2µ (2.88)
in the sense of distributions on QT , where µ is a finite non-negative measure on
QT . Let us start from the mollified local energy equality for u
ρ,
∂t|uρ|2 + 2|∇uρ|2 = ∆|uρ|2 − div(|uρ|2(uρ)ρ + 2pρuρ)
−uρ div (uρ ⊗ (V − (V )ρ) + V ⊗ (Uρ − (Uρ)ρ) . (2.89)
This is the same equality as if uρ solved the mollified Navier-Stokes equations (see,
e.g., [31], p. 318), except for the second line, which adjusts for the fact that V solves
the actual Navier-Stokes equations instead of the mollified equations. The distribu-
tion on the second line converges to zero as ρk ↓ 0, and all the other convergence
arguments are as in Step 2 of Proposition 2.3.
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We now demonstrate that there exists a Caldero´n solution which agrees with the
mild solution until its maximal time of existence.
Theorem 2.6 (Mild Caldero´n solutions). Under the assumptions of Theorem 2.5,
there exists a Caldero´n solution u on QT with initial data u0 such that u agrees
with the mild solution NS(u0) until the time min(T, T
∗(u0)).
The mild solution NS(u0) under consideration is constructed in Theorem 4.2.
Proof. 1. Introducing the integral equation. Let U0, V0, V be as in Step 1 of Theorem
2.5. From now on, we will denote T♯ := T in the statement of the theorem, so that
the variable T can be reused.
The set-up is as follows. Recall that for all 0 < T < min(T♯, T
∗),
NS(u0) ∈ K˚p(QT ) ∩ K˚∞(QT ), (2.90)
V ∈ Ksq+εq (QT ) ∩K−1+ε∞ (QT ). (2.91)
Let us define U˜ := NS(u0) − V . Then U˜ ∈ K˚q(QT ) ∩ K˚∞(QT ) for all 0 < T <
min(T♯, T
∗) is a mild solution of the integral equation
W (·, t) = et∆U0 −B(W,W )(·, t)− L(W )(·, t), (2.92)
where we formally define
B(v, w)(·, t) :=
∫ t
0
e(t−s)∆P div v ⊗ w ds, (2.93)
L(w)(·, t) := B(w, V )(·, t) +B(V,w)(·, t), (2.94)
for all vector fields v, w on spacetime. The initial data U0 belongs to the class
U0 ∈ [B˙spp,p(R3) + B˙sq+εq,q (R3)] ∩ L2(R3). (2.95)
First, we will demonstrate that the mild solution of the integral equation (2.92) in
K˚q(QT ) is unique, where 0 < T < min(T♯, T ∗). Notice that in the decomposition
u = U +V of a Caldero´n solution, the vector field U formally solves (2.92). We will
show that in the proof of Theorem 2.5, it is possible to construct U in the space
K˚q(QT ). Therefore, U will satisfy U ≡ U˜ on QT , and the proof will be complete.
2. Existence of mild solutions to integral equation. Let us summarize the local
well-posedness of mild solutions W ∈ K˚q(QT ) to the integral equation (2.92). Our
main goal is to establish estimates on the operators B and L. Then the local exis-
tence of mild solutions in K˚q(QS) for some 0 < S ≪ 1 will follow from Lemma 4.3.
Let 0 < T < min(T♯, T
∗) and v, w ∈ K˚q(QT ). First, observe that L : K˚q(QT )→
K˚q(QT ) is bounded with operator norm satisfying ‖L‖K˚q(QT ) < 1 when 0 < T ≪ 1.
Indeed, according to the Kato estimates in Lemma 4.1,
‖L(v)‖Kq(QT ) = ‖B(v, V ) +B(V, v)‖Kq(QT ) ≤
≤ cT ε2 ‖v‖Kq(QT )‖V ‖Ksq+εq (QT ). (2.96)
That L preserves the decay properties near the initial time follows from examining
the limit T ↓ 0 in the estimates above. One may also show that B is bounded on
K˚q(QT ) with norm independent of T . Finally, due to (2.95), we have the property
lim
T↓0
‖et∆U0‖Kq(QT ) = 0. (2.97)
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Hence, Lemma 4.3 implies the existence of a mild solution W ∈ XS to the integral
equation (2.92) for a time 0 < S ≪ 1. The solution W (·, t) is also continuous
in Lq(R3) after the initial time. As for uniqueness, note that each mild solution
W ∈ K˚q(QT ) of (2.92) obeys the property that W +V ∈ K˚q(QT ) is a mild solution
of the Navier-Stokes equations, so W + V ≡ NS(u0) and W ≡ U˜ on QT .
3. U is in K˚q(QS) for 0 < S ≪ 1. Let us return to the approximations Uρ
constructed in the proofs of Theorem 2.5 and Proposition 2.3. Recall that Uρ solves
the system
∂tU
ρ −∆Uρ + divUρ ⊗ (Uρ)ρ + divUρ ⊗ V + div V ⊗ Uρ = −∇P ρ
divUρ = 0, (2.98)
with initial condition Uρ(·, 0) = U0. By repeating the arguments in Step 2, there
exists a time S > 0 independent of the parameter ρ > 0 and a unique mild solution
W ρ ∈ K˚q(QS) of the integral equation
W ρ(·, t) = et∆U0 −Bρ(W,W )(·, t)− L(W )(·, t), (2.99)
where the operator Bρ is defined by
Bρ(v, w)(t) :=
∫ t
0
e(t−s)∆P div v ⊗ (w)ρ ds. (2.100)
Since U0 ∈ L2(R3), we may shorten the time S > 0 so that W ρ ∈ L∞t L2x(QS).
This assertion follows from applying Lemma 4.3 in the intersection space K˚q(QS)∩
L∞t L
2
x(QS) with 0 < S ≪ 1, once we have the necessary estimates:
‖L(v)‖L∞t L2x(QT ) ≤ cT
ε
2 ‖v‖L∞t L2x(QT )‖V ‖Ksq+εq (QT ), (2.101)
‖Bρ(v, w)‖L∞t L2x(QT ) ≤ c‖v‖L∞t L2x(QT )‖w‖Kq(QT ). (2.102)
In fact, we obtain that W ρ ∈ C([0, S];L2(R3)∩L2t H˙1x(QS). This follows from view-
ingW ρ as a solution of the mollified Navier-Stokes equations (no lower order terms)
with initial data U0 ∈ L2(R3) and forcing term divF , where
F = −W ρ ⊗ V − V ⊗W ρ ∈ L2(QS), (2.103)
since V ∈ K−1+ε∞ (QS) and W ρ ∈ L∞t L2x(QS).
Finally, we pass to the limit as ρ ↓ 0. The only possible issue is that K˚q(QS) is not
closed under weak-star limits, but this will not be a problem because Theorem 4.3
actually gave the uniform bound
‖Uρ‖Kq(QT ) ≤ κ(T ), 0 < T ≤ T0, (2.104)
where κ(T ) is a non-negative continuous function on the interval [0, S] and κ(0) = 0.
Now by taking the weak-star limit along a subsequence ρk ↓ 0, we obtain
‖U‖Kq(QT ) ≤ κ(T ), 0 < T ≤ S. (2.105)
Together with the convergence arguments in Proposition 2.3, this implies that
U ∈ K˚q(QS) is a mild solution of the integral equation (2.92). By the uniqueness
argument in Step 2, U ≡ U˜ on QS .
4. Agreement until T ∗(u0). So far, we have only shown that U ≡ U˜ on a short
time interval [0, S]. After the initial time, the mild solutions NS(u0) and V of the
Navier-Stokes equations are in subcritical spaces:
NS(u0), V ∈ C([t0,min(T♯, T ∗));Lq(R3)) (2.106)
BLOW-UP CRITERIA FOR NSE IN CRITICAL BESOV SPACES 16
for all 0 < t0 < min(T♯, T
∗). We will prove that U˜ is in the energy space and then
argue via weak-strong uniqueness. To do so, one may develop the existence theory
for mild solutions W ∈ C([t0, T ];Lq(R3)) of the integral equation
W (·, t) = e(t−t0)∆U˜(·, t0)−
∫ t
t0
e(t−s)∆P divW ⊗W ds
−
∫ t
t0
e(t−s)∆P div(W ⊗ V + V ⊗W ) ds, (2.107)
where t0 ∈ [T0,min(T♯, T ∗)). Note that whenever U˜(·, t0) ∈ L2(R3), the unique mild
solution W will also be in the energy space. The proof is similar to Steps 2-3. In
this way, one obtains that
U˜ ∈ C([0, T );L2(R3)) ∩ L2t H˙1x(QT ) (2.108)
for all 0 < T < min(T♯, T
∗) and satisfies the energy equality∫
R3
|U˜(x, t2)|2 dx+ 2
∫ t2
t1
∫
R3
|∇U˜ |2 dx dt =
=
∫
R3
|U˜(x, t1)|2 dx+ 2
∫ t2
t1
∫
R3
V ⊗ U˜ : ∇U˜ dx dt, (2.109)
for all 0 ≤ t1 < t2 < min(T♯, T ∗). In fact, by the Gronwall-type argument in
Lemma 2.4, one may actually show that U˜ ∈ L2t H˙1x(Qmin(T♯,T∗)). In addition, we
know that U obeys the global energy inequality (2.3) for almost every 0 ≤ t1 < T♯,
including t1 = 0, and for every t2 ∈ (t1, T♯]. Let us write D := U − U˜ . Then D
obeys the energy inequality∫
R3
|D(x, t2)|2 dx+ 2
∫ t2
t1
∫
R3
|∇D|2 dx dt ≤
≤ 2
∫ t2
t1
∫
R3
(U˜ + V )⊗D : ∇Ddxdt, (2.110)
where t1 := T0/2. To obtain the energy inequality for D, one must write |D|2 =
|U |2+ |U˜ |2 − 2U · U˜ , |∇D|2 = |∇U |2 + |∇U˜ |2 − 2∇U : ∇U˜ , and utilize the identity∫
R3
U(x, t) · U˜(x, t) dx + 2
∫ t
0
∫
R3
∇U : ∇U˜ dx dt′ −
∫
R3
U(x, 0) ·W (x, 0) dx =
=
∫ t
0
∫
R3
(∂tU −∆U) · U˜ + U · (∂tU˜ −∆U˜) dx dt′. (2.111)
This argument is typical in weak-strong uniqueness proofs. The identity (2.3) is
clear for smooth vector fields with compact support, but it may be applied in more
general situations by approximation. As in Lemma 2.4, the energy inequality gives
|D|22,Qt1,t2 ≤ B(t1, t2)|D|
2
2,Qt1,t2
, (2.112)
where we have defined
B(t1, t2) := c(‖U˜‖LltLqx(Qt1,t2 ) + ‖V ‖LltLqx(Qt1,t2 )). (2.113)
One then takes t2 close to t1 such that B(t1, t2) ≤ 1/2 to obtain D ≡ 0 on Qt1,t2 .
The equality U ≡ U˜ may be propagated forward until min(T♯, T ∗) by repeating the
argument (even if ‖U˜‖LltLqx(Qt1,T∗ ) =∞). This completes the proof.
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Finally, here is a result that contains the limiting arguments we will use in
Theorem 1.1. Namely, we demonstrate that a weakly converging sequence of initial
data has a corresponding subsequence of Caldero´n solutions that converges locally
strongly to a solution of the Navier-Stokes equations.
As a reminder, we do not prove that the limit solution is a Caldero´n solution,
though we expect such a result to be true. The issue is that the limit solution does
not evidently satisfy the energy inequality starting from the initial time.
Theorem 2.7 (Weak convergence of Caldero´n solutions). Let 3 < p < ∞ and
T > 0. Suppose (u
(n)
0 )n∈N is a sequence of divergence-free vector fields such that
u
(n)
0 ⇀ u0 in B˙
sp
p,p(R
3). (2.114)
Then for each n ∈ N, there exists a Caldero´n solution u(n) on QT with initial data
u
(n)
0 and associated pressure p
(n) such that the solution u(n) agrees with the mild
solution NS(u
(n)
0 ) until time min(T, T
∗(u
(n)
0 )).
Furthermore, there exists a distributional solution (u, p) of the Navier-Stokes
equations on QT with the following properties:
u0 = U0 + V0, u = U + V, (2.115)
where
U0 ∈ L2(R3), V0 ∈ B˙sq+εq,q (R3), (2.116)
U ∈ L∞t L2x ∩ L2t H˙1x(QT ), V ∈ Ksq+εq (QT ), (2.117)
q > p, 0 < ε < −sq, (2.118)
V is a mild solution of the Navier-Stokes equations on QT with initial data V0, and
U solves the perturbed Navier-Stokes system (2.5) in QT . The vector field U(·, t)
is weakly continuous as an L2(R3)-valued function on [0, T ] and satisfies U(·, 0) =
U0 ∈ L2(R3). The solution (u, p) is suitable in QT in the sense of (2.9), and U
satisfies the local energy inequality (2.1) in QT and the global energy inequality (2.1)
for almost every 0 < t1 < T and for all t2 ∈ (t1, T ].
Finally, there exists a subsequence, still denoted by n, such that the Caldero´n
solutions u(n) converge to u in the following senses:
u(n) → u in L3loc(R3×]0, T ]), p(n) ⇀ p in L3/2loc (R3×]0, T ]), (2.119)
u(n) → u in C([0, T ];S ′(R3)). (2.120)
In particular,
u(n)(·, t) ∗⇀ u(·, t) in S ′(R3), 0 ≤ t ≤ T. (2.121)
Proof. 1. Splitting. Let us assume the hypotheses of the theorem. There exists a
constant A > 0 such that
‖u(n)0 ‖B˙spp,p(R3) ≤ A. (2.122)
We will follow the proof of Theorem 2.5. Let q ∈ (p,∞). The constants below are
independent of n but may depend on p, q, T . According to Lemma 2.2, there exists
0 < ε < −sq such that for all n ∈ N,
u
(n)
0 = U
(n)
0 + V
(n)
0 , (2.123)
where
U
(n)
0 ∈ L2(R3), ‖U (n)0 ‖L2(R3) ≤ C(A,M), (2.124)
V
(n)
0 ∈ B˙sq+εq,q (R3), ‖V (n)0 ‖B˙sq+εq,q (R3) < M, (2.125)
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According to Theorem 4.7, we may choose 0 < M ≪ 1 such that the mild solutions
V (n) with initial data V
(n)
0 exist on QT and satisfy
‖tk+ l2 ∂kt∇lV (n)‖Ksq+εq (QT ) ≤ c(k, l), (2.126)
for all integers k, l ≥ 0.
2. Convergence of V (n). Due to the estimate (2.126) and the Ascoli-Arzela the-
orem, we may pass to a subsequence, still denoted by n, such that
V (n)
∗
⇀ V in Ksq+εq (QT ), ∂kt ∇lV (n) → ∂kt ∇lV in C(K), (2.127)
for all K ⊂ R3×]0, T ] compact and integers k, l ≥ 0. The Navier-Stokes equations
imply
∂tV
(n) = −∆V (n) − P divV (n) ⊗ V (n) (2.128)
in the sense of tempered distributions on QT , and one may estimate the time
derivative ∂tV
(n) by the right-hand side of (2.128):
sup
n∈N
‖∆V (n)‖LltW−2,qx (QT ) + ‖P divV
(n) ⊗ V (n)‖
L
l
2
t W
−1,
q
2
x (QT )
<∞, (2.129)
where 2/l+ 3/q = 1. Hence, there exists a subsequence such that∫
R3
V (n)(x, ·) · ϕdx→
∫
R3
V (x, ·) · ϕdx in C([0, T ]), ϕ ∈ S(R3). (2.130)
By the Caldero´n-Zygmund estimates and (2.126), the associated pressures satisfy
Q(n) := (−∆)−1 div div V (n) ⊗ V (n) ⇀ Q in Ll/2t Lq/2x (QT ). (2.131)
In particular, the convergence occurs weakly in L
3/2
loc (QT ). By similar arguments
as in Step 1 of Proposition 2.3, the pressure satisfies Q = (−∆)−1 div div V ⊗ V ,
and (V,Q) solves the Navier-Stokes equations on QT in the sense of distributions.
Therefore, since V ∈ Ksq+εq (QT ) and V (·, t) ∗⇀ V0 in tempered distributions as
t ↓ 0, we conclude that V is the mild solution of the Navier-Stokes equations on QT
with initial data V0 as in Theorem 4.7. See [31], p. 122, for further remarks on the
equivalence between differential and integral forms of the Navier-Stokes equations.
3. Convergence of U (n). For each n ∈ N, let U (n) ∈ L∞t L2x ∩ L2t H˙1x(QT ), whose
existence is guaranteed by Theorem 2.6, so that the Caldero´n solution
u(n) = U (n) + V (n) (2.132)
agrees with the mild solution NS(u
(n)
0 ) up to min(T, T
∗(u
(n)
0 )). It remains to con-
sider the limit of U (n). The proof is very similar to the proofs of Proposition 2.3 and
Theorem 2.5, so we will merely summarize what must be done. Recall from Step 1
that ‖U (n)0 ‖L2(R3) ≤ C(A,M). We use the energy inequality and a Gronwall-type
argument to obtain
|U (n)|22,QT ≤ C(A,M) (2.133)
Hence, we may take weak-star limits in the energy space upon passing to a subse-
quence. As before, we may estimate the time derivative using the perturbed Navier-
Stokes equations. The result is that
‖∂tU (n)‖L2tH−3/2x (QT ) ≤ C(A,M). (2.134)
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Consequently, we may extract a further subsequence such that U (n) → U in
L3t (L
3
loc)x(QT ), the limit U(·, t) is weakly continuous on [0, T ] as an L2(R3)-valued
function, and∫
R3
U (n)(x, ·) · ϕ(x) dx→
∫
R3
U(x, ·) · ϕ(x) dx in C([0, T ]), ϕ ∈ L2(R3). (2.135)
Now recall the associated pressures P (n) := P
(n)
1 + P
(n)
2 ,
P
(n)
1 := (−∆)−1 div divU (n) ⊗ U (n), (2.136)
P
(n)
2 := (−∆)−1 div div(U (n) ⊗ V (n) + V (n) ⊗ U (n)). (2.137)
By the Caldero´n-Zygmund estimates, we pass to a subsequence to obtain
P
(n)
1 ⇀ P1 in L
2
tL
3/2
x (QT ), P
(n)
2 ⇀ P2 in L
2(QT ), (2.138)
P (n) ⇀ P := P1 + P2 in L
3/2
loc (QT ). (2.139)
Since −∆P1 = div divU ⊗ U and −∆P2 = div div(U ⊗ V + V ⊗ U) in the sense of
distributions on QT , we obtain from the Liouville theorem that
P1 = (−∆)−1 div divU ⊗ U, P2 = (−∆)−1 div div(U ⊗ V + V ⊗ U). (2.140)
Define p := P + Q. It is clear from the limiting procedure that (u, p) satisfies the
Navier-Stokes equations on QT and (U, P ) satisfies the perturbed Navier-Stokes
equations on QT . Each is satisfied in the sense of distributions.
As in the proofs of Step 2 in Proposition 2.3 and Step 2 in Theorem 2.5, re-
spectively, we may show that the limit (u, p) is a suitable weak solution of the
Navier-Stokes equations on QT in the sense of (2.9) and that (U, P ) satisfies the
local energy inequality (2.1) on QT . Moreover, as in Step 3 of Proposition 2.3, (2.1)
implies the global energy inequality (2.1) for almost every 0 < t1 < T and for all
t2 ∈ (t1, T ]. This completes the proof.
3. Proof of main results
We are ready to prove Theorem 1.1. The proof follows the scheme set forth in [37]
except that we use Caldero´n solutions to take the limit of the rescaled solutions.
Proof of Theorem 1.1. Let us assume the hypotheses of the theorem. According to
the chain of embeddings (4.3), we have
u0 ∈ B˙spp,q(R3) →֒ B˙smm,m(R3), m := max(p, q). (3.1)
By the uniqueness results in Theorem 4.2, the notion of mild solution and maximal
time of existence are unchanged by considering the larger homogeneous Besov space.
Thus, without loss of generality, we will assume p = q = m.
1. Rescaling. Let u be the mild solution of the Navier-Stokes equations with
divergence-free initial data u0 ∈ B˙spp,p(R3) and T ∗(u0) < ∞ from the statement of
the theorem. In Corollary 4.6, we proved that u must form a singularity at time
T ∗(u0). By the translation and scaling symmetries of the Navier-Stokes equations,
we may assume that the singularity occurs at the spatial origin and time T ∗(u0) = 1.
Suppose for contradiction that there exists a sequence tn ↑ 1 and constantM > 0
such that
‖u(·, tn)‖B˙spp,p(R3) ≤M. (3.2)
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The solution u(·, t) is continuous on [0, 1] in the sense of tempered distributions (for
instance, because u agrees with a Caldero´n solution on QT ). We must have
‖u(·, 1)‖B˙spp,p(R3) ≤M. (3.3)
Let us zoom in around the singularity. For each n ∈ N, we define
u(n)(x, t) := λnu(λnx, tn + λ
2
nt), (x, t) ∈ Q1, (3.4)
where λn := (1 − tn)1/2. Then u(n) is the mild solution of the Navier-Stokes equa-
tions on Q1 with divergence-free initial data u
(n)
0 = λnu(λnx, tn), and
‖u(n)0 ‖B˙spp,p(R3) ≤M. (3.5)
Let us pass to a subsequence, still denoted by n, such that
u
(n)
0 ⇀ v0 in B˙
sp
p,p(R
3). (3.6)
2. Limiting procedure. We now apply Theorem 2.7 to the weakly converging
sequence (u
(n)
0 )n∈N. For each n ∈ N, there exists a Caldero´n solution u(n) on Q1
with initial data u
(n)
0 such that u
(n) agrees with the mild solution NS(u
(n)
0 ) on Q1.
Furthermore, by passing to a subsequence, still denoted by n, we have
u(n) → v in L3loc(Q1), p(n) ⇀ q in L3/2loc (Q1), (3.7)
where (v, q) solves the Navier-Stokes equations in the sense of distributions on Q1
and satisfies the many additional properties listed in Theorem 2.7. In particular, v ∈
C([0, 1];S ′(R3)). According to Lemma 4.9 concerning persistence of the singularity,
the solution v also has a singularity at the spatial origin and time T = 1.
Next, we observe that the solution v vanishes identically at time T = 1:
v(·, 1) = 0. (3.8)
Indeed, Theorem 2.7 implies that
u(n)(·, 1) ∗⇀ v(·, 1) in S ′(R3), (3.9)
and by the scaling property of u(·, 1) ∈ B˙spp,p(R3),
〈u(n)(·, 1), ϕ〉 = 〈u(·, 1), λ−2n ϕ(·/λn)〉 → 0, ϕ ∈ S(R3). (3.10)
The property (3.10) is a consequence of the density of Schwartz functions in B˙
sp
p,p(R3).
It is certainly true with u(·, 1) replaced by a Schwartz function ψ ∈ S(R3), and
therefore,
|〈u(·, 1), λ−2n ϕ(·/λn)〉| ≤ |〈ψ, λ−2n ϕ(·/λn)〉|+ |〈u(·, 1)− ψ, λ−2n ϕ(·/λn)| ≤
≤ o(1) + c‖u(·, 1)− ψ‖B˙spp,p(R3)‖ϕ‖B˙−sp
p′,p′
(R3)
as n→∞, (3.11)
where 1/p+ 1/p′ = 1, for all ϕ ∈ S(R3).
3. Backward uniqueness. Our goal is to demonstrate that
ω := curl v ≡ 0 on Q1/2,1. (3.12)
Suppose temporarily that (3.12) is satisfied. From the well-known vector identity
∆v = ∇ div v − curl curl v, we obtain
∆v = 0 on Q1/2,1. (3.13)
Now the Liouville theorem for entire harmonic functions and the decomposition
v = U + V ∈ L3(Q1) + L∞t Lqx(Qδ,1), 0 < δ < 1, (3.14)
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from Theorem 2.7 imply that v ≡ 0 on Q1/2,1. This contradicts that v is singular
at time T = 1 and finishes the proof.
We will now prove (3.12). Based on (3.14) and
q = P +Q ∈ L3/2(Q1) + L∞t Lq/2x (Qδ,1), 0 < δ < 1, (3.15)
we have
lim
|x|→∞
∫ 1
1/4
∫
B(x,1)
|v|3 + |q|3/2 dx dt = 0. (3.16)
Recall from Theorem 2.7 that (v, q) obeys the local energy inequality (2.9), so it is
a suitable weak solution on Q1. The ε-regularity criterion in Theorem 4.8 implies
that there exist constants R, κ > 0, K := (R3 \B(R)) × (1/2, 1), such that
sup
K
|v|+ |∇v|+ |∇2v| < κ. (3.17)
Recall the equation satisfied by the vorticity: ∂tω−∆ω = − curl(v∇v). This implies
|∂tω −∆ω| ≤ c(|∇ω|+ |ω|) in K (3.18)
for a constant c > 0 depending on κ. Also, w(·, 1) = 0 due to (3.8). Now, according
to Theorem 4.10 concerning backward uniqueness, ω ≡ 0 in K.
It remains to demonstrate that ω ≡ 0 in B(R) × (1/2, 1). We claim that there
exists a dense open set G ⊂ (0, 1) such that v is smooth on Ω := R3 ×G. With the
claim in hand, let z0 = (x0, t0) ∈ Ω ∩K such that |x0| = 2R. Note that ω ≡ 0 in a
neighborhood of z0. In addition, by the smoothness of v, there exist 0 < ε≪ 1 and
c > 0 depending on z0 such that
|∂tω −∆ω| ≤ c(|∇ω|+ |ω|) in Q := B(x0, 4R)× (t0 − ε, t0 + ε) ⊂ Ω. (3.19)
Hence, the assumptions of Theorem 4.11 concerning unique continuation are satis-
fied in Q, and ω ≡ 0 in Q. This implies that ω ≡ 0 in R3 × (t0 − ε, t0 + ε). Since
z0 ∈ Ω ∩K was arbitrary, we obtain that ω ≡ 0 in Ω. Now the density of G and
weak continuity v ∈ C([0, 1];S ′(R3)) imply ω ≡ 0 on Q1/2,1.
Finally, we prove the claim that there exists a dense open set G ⊂ (0, 1) such
that v is smooth on R3 ×G. Recall from Theorem 2.7 that v = U + V , where V is
the smooth mild solution in Q1 from Theorem 4.7 with initial data V0. To treat U ,
consider the set Π of times t1 ∈ (0, 1) such that U(·, t1) ∈ H1(R3) and U satisfies
the global energy inequality (2.1) for all t2 ∈ (t1, 1]. The latter condition ensures
that
lim
t↓t1
‖U(·, t)− U(·, t1)‖L2(R3) = 0. (3.20)
The set Π has full measure in (0, 1). For each t1 ∈ Π, there exist ε := ε(t1) > 0,
a vector field U˜ ∈ C([t1, t1 + ε];H1(R3)), and pressure P˜ ∈ L∞t L3x(Qt1,t1+ε) such
that
∂tU˜ −∆U˜ + div U˜ ⊗ U˜ + div V ⊗ U˜ + div U˜ ⊗ V = −∇P˜ , div U˜ = 0, (3.21)
in the sense of distributions on Qt1,t1+ε. Furthermore, U˜ is smooth on Qt1,t1+ε.
This may be proven by developing the local well-posedness theory for the integral
equation
U˜(·, t) = e(t−t1)∆U(·, t1)−
∫ t
t1
e(t−s)∆P div(U˜ ⊗ U˜ + V ⊗ U˜ + U˜ ⊗ V ) ds (3.22)
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with U(·, t1) ∈ H1(R3). One must use that ∂kt ∇lV ∈ C([δ, 1];L∞(R3)) for all
0 < δ < 1 and integers k, l ≥ 0. By weak-strong uniqueness for the equation (3.21),
as in Step 4 in Theorem 2.6, we must have that U ≡ U˜ on Qt1,t1+ε. Hence, U is
smooth on Qt1,t1+ε. We define the dense open set G ⊂ (0, 1) as follows:
G :=
⋃
t1∈Π
(t1, t1 + ε(t1)), G ⊇ Π = [0, 1], (3.23)
This completes the proof of the claim and Theorem 1.1.
4. Appendix
This appendix has been written with two goals in mind.
The first goal is to unify two well-known approaches to mild solutions with initial
data in the critical homogeneous Besov spaces. Mild solutions in the time-space
homogeneous Besov spaces were considered in the blow-up criterion of Gallagher-
Koch-Planchon [21], whereas mild solutions in Kato spaces are better suited to our
own needs. In Theorem 4.2, we prove that the two notions of solution coincide and
have the same maximal time of existence. Section 4.3 contains the proof, while
Sections 4.1–4.2 are devoted to background material on Littlewood-Paley theory
and Besov spaces. We also address the subcritical theory in Kato spaces in Theorem
4.7. Our hope is that the details provided herein will equip the reader to fill in any
fixed point arguments we have omitted in Sections 2-3.
The second goal is to collect various results related to the theory of suitable
weak solutions. While the blow-up arguments we have presented are not overly
complicated, they do rely on technical machinery developed by a number of au-
thors starting in the 1970s. We summarize the theory in Section 4.4 and refer to
Escauriaza-Seregin-S˘vera´k [16] for additional details.
4.1. Littlewood-Paley theory and homogeneous Besov spaces. We will now
summarize the basics of Littlewood-Paley theory and homogeneous Besov spaces.
Our treatment is based on the presentation in [3], Chapter 2. The situation is as
follows. There exist smooth functions ϕ and χ on R3 with the properties
supp(ϕ) ⊂ {ξ ∈ R3 : 3/4 ≤ |ξ| ≤ 8/3},
∑
j∈Z
ϕ(2−jξ) = 1, ξ ∈ R3 \ {0}, (4.1)
supp(χ) ⊂ {ξ ∈ R3 : |ξ| ≤ 4/3}, χ(ξ) +
∑
j≥0
ϕ(2−jξ) = 1, ξ ∈ R3. (4.2)
For all j ∈ Z, we define the homogeneous dyadic block ∆˙j and the homogeneous
low-frequency cutoff S˙j to be the following Fourier multipliers:
∆˙j := ϕ(2
−jD), S˙j := χ(2
−jD). (4.3)
For tempered distributions u0 on R
3, the convergence of the sum
∑
j≤0 ∆˙ju0 typ-
ically occurs only in the sense of tempered distributions modulo polynomials (see
p. 28-30 in [31]). To remove ambiguity, we will consider the following subspace of
tempered distributions on R3:
S ′h :=
{
u0 ∈ S ′ : lim
λ→∞
‖θ(λD)u0‖L∞(R3) = 0 for all θ ∈ D(R3)
}
. (4.4)
The subspace S ′h is not closed in the standard topology on tempered distributions.
We will often refer to the condition defining (4.4) as the “realization condition.”
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Let us recall the family of homogeneous Besov seminorms, defined for all tempered
distributions u0 on R
3:
‖u0‖B˙sp,q(R3) :=
∥∥2js‖∆˙ju0‖Lp(R3)∥∥ℓq(Z), s ∈ R, 1 ≤ p, q ≤ ∞. (4.5)
These are norms when restricted to tempered distributions in the class u0 ∈ S ′h.
We now introduce the family of homogeneous Besov spaces,
B˙sp,q(R
3) :=
{
u0 ∈ S ′h : ‖u0‖B˙sp,q(R3) <∞
}
, s ∈ R, 1 ≤ p, q ≤ ∞. (4.6)
This is a family of normed vector spaces. As long as the condition
s < 3/p or s = 3/p, q = 1 (4.7)
is satisfied, B˙sp,q ∩ B˙s1p1,q1(R3) is a Banach space for all s1 ∈ R and 1 ≤ p1, q1 ≤ ∞,
and there is no ambiguity modulo polynomials.
Let us now recall a particularly useful characterization of homogeneous Besov
spaces in terms of Kato-type norms. Our reference is [3] Theorem 2.34. Let 0 <
T ≤ ∞. The following family of norms is defined for locally integrable functions
u ∈ L1loc(QT ):
‖u‖Ksp,q(QT ) :=
∥∥t− s2 ‖u(·, t)‖Lp(R3)∥∥Lq((0,T ), dtt ), s ∈ R, 1 ≤ p, q ≤ ∞. (4.8)
We now define the Kato spaces with the above norms:
Ksp,q(QT ) :=
{
u ∈ L1loc(QT ) : ‖u‖Ksp,q(QT ) <∞
}
. (4.9)
To simplify notation, we will denote
Ksp(QT ) := Ksp,∞(QT ), Kp(QT ) := Kspp (QT ). (4.10)
The caloric characterization of homogeneous Besov spaces is as follows. For all
s < 0, there exists a constant c := c(s) > 0 such that
c−1‖et∆u0‖Ksp,q(Q∞) ≤ ‖u0‖B˙sp,q(R3) ≤ c‖e
t∆u0‖Ksp,q(Q∞) (4.11)
for all tempered distributions u0 on R
3.
We now introduce the time-space homogeneous Besov spaces that appear nat-
urally when solving the Navier-Stokes equations with initial data in homogeneous
Besov spaces. Our presentation follows [3] Section 2.6.3. Let 0 < T ≤ ∞. We have
the following family of seminorms on tempered distributions u ∈ S ′(QT ):
‖u‖L˜rT B˙sp,q :=
∥∥2js‖∆ju0‖LrtLpx(QT )∥∥ℓq(Z), s ∈ R, 1 ≤ p, q, r ≤ ∞. (4.12)
The time-space homogeneous Besov spaces on QT are defined below:
L˜rT B˙
s
p,q :=
{
u ∈ S ′(QT ) : ‖u‖L˜rT B˙sp,q <∞, limj↓−∞‖S˙ju‖L1tL∞x (QT1,T2 ) = 0,
for all 0 < T1 < T2 < T
}
, s ∈ R, 1 ≤ p, q, r ≤ ∞. (4.13)
The second condition in (4.1) is analogous to the realization condition (4.4). We
have that L˜rT B˙
s
p,q∩L˜r1T B˙s1p1,q1 is a Banach space for all s1 ∈ R and 1 ≤ r1, p1, q1 ≤ ∞
provided that (4.7) is satisfied. To simplify notation, we will omit the reference to
T in the norm when T = ∞. We also sometimes employ spaces L˜rδ,T B˙sp,q on the
spacetime domain Qδ,T that are defined in the same way.
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We now review the Bony paraproduct decomposition as described in [3] Section
2.6. Consider the operators
T˙uv :=
∑
j∈Z
S˙j−1u ∆˙jv, R˙(u, v) :=
∑
|j−j′|≤1
∆˙ju ∆˙j′v, (4.14)
defined formally for all tempered distributions u, v on R3. These operators represent
low-high and high-high interactions in the formal product
uv = T˙uv + T˙vu+ R˙(u, v). (4.15)
If the sums defining the paraproduct operators converge, one may use (4.15) to
extend the notion of product to a wider class. Consider
1 ≤ p, p1, p2, q, q1, q2 ≤ ∞, s, s1, s2 ∈ R,
1
p
=
1
p1
+
1
p2
,
1
q
=
1
q1
+
1
q2
, s = s1 + s2. (4.16)
Then one has the estimates
‖T˙uv‖B˙sp,q(R3) ≤ c(s, s1)‖u‖B˙s1p1,q1 (R3)‖v‖B˙s2p2,q2 (R3), (provided s1 < 0), (4.17)
‖R˙(u, v)‖B˙sp,q(R3) ≤ c(s)‖u‖B˙s1p1,q1 (R3)‖v‖B˙s2p2,q2 (R3), (provided s > 0). (4.18)
The additional condition (4.7) will imply that T˙uv, R˙(u, v) ∈ S ′h. The analogous
estimates in time-space homogeneous Besov norms are as follows:
‖T˙uv‖L˜rT B˙sp,q ≤ c(s, s1)‖u‖L˜r1T B˙s1p1,q1 ‖v‖L˜r2T B˙s2p2,q2 , (provided s1 < 0), (4.19)
‖R˙(u, v)‖L˜rT B˙sp,q ≤ c(s)‖u‖L˜r1T B˙s1p1,q1 ‖v‖L˜r2T B˙s2p2,q2 , (provided s > 0), (4.20)
where
1 ≤ r, r1, r2 ≤ ∞, 1
r
=
1
r1
+
1
r2
, 0 < T ≤ ∞. (4.21)
The paraproduct decomposition will play a crucial role in proving estimates on the
nonlinear term.
4.2. Heat estimates in homogeneous Besov spaces. In this subsection, we
recall estimates for the heat equation in time-space homogeneous Besov spaces and
Kato spaces.
Regarding heat estimates of frequency-localized data, the primary observation is
the following, see [3] Section 2.1.2 as well as the appendix of [21]. Let C ⊂ R3 be an
annulus and λ > 0. There exist constants C, c > 0 depending only on the annulus
C such that for all tempered distributions u0 satisfying supp(û0) ⊂ λC,
‖et∆u0‖Lp(R3) ≤ Ce−ctλ
2‖u0‖Lp(R3), 1 ≤ p ≤ ∞, (4.22)
Let 0 < T ≤ ∞ and f be a tempered distribution on QT with spatial Fourier
transform satisfying suppf̂ ⊂ λC × [0, T ]. There exists a constant C > 0, depending
only on the annulus C, such that
‖et∆u0‖Lr2t Lp2x (Q∞) ≤ Cλ
− 2r2 λ3(
1
p1
− 1p2
)‖u0‖Lp1(R3), (4.23)
‖
∫ t
0
e(t−s)∆f(·, s) ds‖Lr2t Lp2x (QT ) ≤ Cλ
2( 1r1
− 1r2
−1)λ3(
1
p1
− 1p2
)‖f‖Lr1t Lp1x (QT ), (4.24)
1 ≤ p1 ≤ p2 ≤ ∞, 1 ≤ r1 ≤ r2 ≤ ∞. (4.25)
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The estimates follow from (4.22) by Bernstein’s inequality and Young’s convolution
inequality. As an application, we obtain
‖et∆u0‖
L˜r2 B˙
sp2+
2
r2
p2,q2
≤ C‖u0‖B˙sp1p1,q1 (R3), (4.26)
‖
∫ t
0
e(t−s)∆P divF (·, s) ds‖
L˜
r2
T B˙
sp2+
2
r2
p2,q2
≤ C‖F‖
L˜
r1
T B˙
sp1+
2
r1
−1
p1,q1
, (4.27)
1 ≤ p1 ≤ p2 ≤ ∞, 1 ≤ q1 ≤ q2 ≤ ∞, 1 ≤ r1 ≤ r2 ≤ ∞. (4.28)
Here, we have employed that P is a homogeneous Fourier multiplier of degree zero
smooth away from the origin, see Proposition 2.40 in [3]. Let us now comment
on continuity in time. Regarding the estimates (4.26) and (4.27), the solutions
belong to the class C([0, T ]; B˙
sp2
p2,q2(R
3)) as long as r1, q1 < ∞ and the realization
condition in (4.1) is met. For example, the realization condition is met whenever
(sp2 +
2
r2
, p2, q2) satisfies (4.7). Because the mild solutions we seek exist in spaces
L˜∞T B˙
sp
p,q with 3 < p <∞, realization will often be automatic.
The second set of estimates we will discuss are the estimates in Kato spaces
that arise naturally from the caloric characterization (4.11) of homogeneous Besov
spaces. We summarize them in a single lemma:
Lemma 4.1 (Estimates in Kato spaces). Let 0 < T ≤ ∞ and 1 ≤ p1 ≤ p2 ≤ ∞
such that
s2 − 3
p2
= 1 + s1 − 3
p1
. (4.29)
In addition, assume the conditions
s1 > −2, 3
p1
− 3
p2
< 1. (4.30)
(For instance, if p2 = ∞, then the latter condition is satisfied when p1 > 3. If
p1 = 2, then the latter condition is satisfied when p2 < 6.) Then
‖
∫ t
0
e(t−τ)∆P divF (·, τ) dτ‖Ks2p2 (QT ) ≤ C(s1, p1, p2)‖F‖Ks1p1(QT ), (4.31)
for all distributions F ∈ Ks1p1(QT ), and the solution u to the corresponding heat
equation belongs to C((0, T ];Lp2(R3)). Let k, l ≥ 0 be integers. If we further require
that
tα+
|β|
2 ∂αt ∇βF ∈ Ks1p1(QT ), (4.32)
for all integers 0 ≤ α ≤ k and multi-indices β ∈ (N0)3 with |β| ≤ l, then we have
‖tk+ l2 ∂kt ∇l
∫ t
0
e(t−τ)∆P divF (·, τ) dτ‖Ks2p2 (QT ) ≤
≤ C(k, l, s1, p1, p2)
( k∑
α=0
l∑
β=0
‖tα+ |β|2 F‖Ks1p1(QT )
)
, (4.33)
and the spacetime derivatives ∂kt ∇lu of the solution u belong to C((0, T ];Lp2(R3)).
Proof. Recall the following estimates on the Oseen kernel (Chapter 11 of [31]). Let
α ≥ 0 be an integer and β ∈ (N0)3 be a multi-index. Then
‖∂αt ∇βet∆P div u0‖Lp2(R3) ≤ c(α, β)t
1
2 (
3
p2
− 3p1
−1−|β|−2α)‖u0‖Lp1(R3), (4.34)
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for all t > 0 and 1 ≤ p1 ≤ p2 ≤ ∞. In addition, the semigroup commutes with
partial derivatives in the space variables.
Let us consider the case when α, β are zero. Suppose that s1, s2, p1, p2, and F
obey the hypotheses of the lemma. Then
‖
∫ t
0
e(t−τ)∆P divF (·, τ) dτ‖Lp2 (R3) ≤
∫ t
0
‖e(t−τ)∆P divF (·, τ)‖Lp2 (R3) dτ ≤
(4.34)
≤ c
∫ t
0
(t− τ) 12 ( 3p2− 3p1−1)‖F (·, τ)‖Lp1(R3) dτ ≤
≤ c
∫ t
0
(t− τ) 12 ( 3p2− 3p1−1)τ s12 dτ × sup
0<τ<T
τ−
s1
2 ‖F (·, τ)‖Lp1(R3) ≤
(4.30)
≤ c
[(s1
2
+ 1
)−1 − 2( 3
p2
− 3
p1
+ 1
)−1]
t
1
2 (
3
p2
− 3p1
+s1+1) × ‖F‖Ks1p (QT ) ≤
(4.29)
≤ c
[(s1
2
+ 1
)−1 − 2( 3
p2
− 3
p1
+ 1
)−1]
t
s2
2 × ‖F‖Ks1p (QT ). (4.35)
This completes the proof of the first estimate. Now let us denote
u(·, t) :=
∫ t
0
e(t−s)P divF (s) ds (4.36)
for all 0 < t ≤ T and observe the identity
u(·, t) = e(t−s)∆u(·, τ) +
∫ t
s
e(t−τ)∆P divF (·, τ) dτ (4.37)
for all 0 < s < t. To prove that u ∈ C((0, T ];Lp2(R3)), one merely estimates
‖u(·, t)− u(·, s)‖Lp2(R3) ≤
≤ ‖e(t−s)∆u(·, s)− u(·, s)‖Lp2(R3) +
∫ t
s
‖e(t−τ)∆P divF (·, τ)‖Lp2(R3) dτ ≤
≤ o(1) + c
∫ t
s
(t− τ) 12 ( 3p2− 3p1−1)τ s12 dτ × ‖F‖Ks1p1(QT ) = o(1) (4.38)
as |t− s| → 0, according to the assumption (4.30) on the exponents.
Let us now demonstrate how to prove the estimates on spatial derivatives. One
estimates the integral in two parts,
‖
∫ t
0
∇le(t−τ)∆P divF (·, τ) dτ‖Lp2 (R3) ≤
≤ c(l)
∫ t
2
0
(t− τ) 12 ( 3p2− 3p1−1−l)‖F (·, τ)‖Lp1(R3) dτ+
+c
∫ t
t
2
(t− τ) 12 ( 3p2− 3p1−1)‖∇lF (·, τ)‖Lp1(R3) dτ ≤
≤ c(l)
∫ t
2
0
(t− τ) 12 ( 3p2− 3p1−1−l)τ s12 dτ × ‖F‖Ks1p1(QT )+
c
∫ t
t
2
(t− τ) 12 ( 3p2− 3p1−1)τ 12 (s1−l) dτ × ‖τ l2∇lF (·, τ)‖Ks1p1(QT ) ≤
≤ c(l, s1, p1, p2)t 12 (s2−l)(‖F‖Ks1p1(QT ) + ‖τ
l
2∇lF (·, τ)‖Ks1p1 (QT )). (4.39)
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The proof of continuity in Lp2(R3) is similar to (4.2) except with spatial derivatives
in the identity (4.37).
The proof of estimates on the temporal derivatives is slightly more cumbersome
due to the weighted spaces under consideration and that the temporal derivatives
do not preserve the form of the equation. By differentiating the identity (4.37) in
time, one obtains
∂tu(·, t) = ∂te(t−s)∆u(·, s)+
+e(t−s)∆P divF (·, s) +
∫ t
s
e(t−τ)∆P div ∂τF (·, τ) dτ, (4.40)
and more generally,
∂kt u(·, t) = ∂kt e(t−s)∆u(·, τ)+
+
k∑
α=1
∂k−αt e
(t−s)∆
P div ∂α−1s F (·, s) +
∫ t
s
e(t−τ)∆P div ∂kτF (·, τ) dτ. (4.41)
(In obtaining the identities, it is beneficial to compare with the differential form of
the equation.) Now set s := t/2 and denote the terms by I, II, and III, respectively.
We estimate
‖I‖Lp2 ≤ c(k)t−k‖u(·, t/2)‖Lp2 ≤ c(k, p2)t−k+
s2
2 ‖u‖Ks2p2(QT ) ≤
≤ c(k, s1, p1, p2)t−k+
s2
2 ‖F‖Ks1p1(QT ), (4.42)
according to our original estimate. Furthermore,
‖II‖Lp2 ≤ c(k)
k∑
α=1
t
α−k+ 12 (
3
p2
− 3p1
−1)‖(∂α−1t F )(t/2)‖Lp1 ≤
≤ c(k, s1, p1, p2)t−k+
s2
2
k∑
α=1
‖τα−1F‖Ks1p1(QT ), (4.43)
and finally,
‖III‖Lp2 ≤ c
∫ t
t
2
(t− τ) 12 ( 3p2− 3p1−1)‖∂kτF (·, τ)‖Lp1 ds ≤
≤ c
∫ t
t
2
(t− τ) 12 ( 3p2− 3p1−1)τ−k+ s12 ds× ‖τk∂kτF‖Ks1p2(QT ) ≤
≤ c(k, s1, p1, p2)t−k+
s2
2 ‖τk∂kτF‖Ks1p2(QT ). (4.44)
This completes the proof of the time-derivative estimates. The proof of continuity
is similar to (4.2) except that one must use the identity (4.2).
Regularity in spacetime may be obtained by applying the temporal estimates
to the spatial derivatives, since the spatial derivatives preserve the form of the
equation.
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4.3. Mild solutions in homogeneous Besov spaces. The goal of this subsection
is to review the well-posedness theory of the Navier-Stokes equations with initial
data in Besov spaces.
Let us recall the notion of a mild solution to the Navier-Stokes equations, i.e., a
tempered distribution u on spacetime that satisfies the integral equations
u(·, t) = et∆u0 −
∫ t
0
e(t−s)∆P div u⊗ u ds (4.45)
in a suitable function space. The operator et∆P div is defined by convolution with
the gradient of the Oseen kernel, see Chapter 11 of [31]. We will often simply write
u(·, t) = et∆u0 −B(u, u)(·, t), (4.46)
B(v, w)(·, t) :=
∫ t
0
e(t−s)∆P div v ⊗ w ds. (4.47)
Distributional solutions to the Navier-Stokes equations are mild under rather gen-
eral hypotheses, as discussed in Chapter 14 of [31]. Small-data-global-existence in
the spirit of Kato’s seminal work [24] is known for divergence-free initial data in
the following spaces:
H˙1/2(R3) →֒ L3(R3) →֒ B˙sp1p1,q1(R3) →֒
B
sp2
p2,q2(R
3) →֒ BMO−1(R3), (4.48)
where 3 < p1 ≤ p2 <∞ and 3 < q1 ≤ q2 ≤ ∞. The case BMO−1(R3) was treated
in [29] and appears to be optimal. Ill-posedness has been demonstrated in [11] in
the maximal critical space B˙−1∞,∞(R
3). Local-in-time existence is known for initial
data in the spaces
H˙1/2(R3) →֒ L3(R3) →֒ B˙spp,q(R3) →֒ VMO−1(R3) (4.49)
as long as 3 < p, q <∞, where
VMO−1(R3) := S(R3)BMO
−1(R3)
. (4.50)
The existence theory for initial data in homogeneous Besov spaces is summarized
in the following theorem.
Theorem 4.2 (Mild solutions in critical Besov spaces). Let 3 < p, q <∞ and u0 ∈
B˙
sp
p,q(R3) be a divergence-free vector field. Then there exists a time 0 < T ∗(u0) ≤ ∞
and a mild solution u of the Navier-Stokes equations such that
u ∈ C([0, T ]; B˙spp,q(R3)) ∩ L˜1T B˙sp+2p,q ∩ L˜∞T B˙spp,q, (4.51)
u ∈ K˚p(QT ) ∩ K˚∞(QT ) ∩ C((0, T ];Lp ∩ L∞(R3)), (4.52)
for all 0 < T < T ∗(u0). In addition, u is the unique mild solution satisfying (4.51)
and the unique mild solution satisfying (4.52). Lastly, if T ∗(u0) < ∞, then the
following two conditions are satisfied:
(i) for all p0 ∈ [p,∞], lim
t↑T∗
‖u(·, t)‖Lp0(R3) =∞, (4.53)
(ii) for all p0 ∈ [p,∞), q0 ∈ [q,∞), and 1 ≤ r0 ≤ ∞ such that sp0 +
2
r0
∈ (0, 3
p0
),
lim
T↑T∗
‖u‖
L˜
r0
T B˙
sp0+
2
r0
p0,q0
=∞. (4.54)
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In the statement, we have utilized the Banach space
K˚sp(QT ) :=
{
u ∈ Ksp(QT ) : t−
s
2 ‖u(·, t)‖Lp(R3) → 0 as t ↓ 0
}
. (4.55)
We will discuss the proof after reviewing two lemmas concerning quadratic equa-
tions in Banach spaces based on Lemma A.1 and A.2 in [19]. (See also Lemma 5
in [2].)
Lemma 4.3 (Abstract Picard lemma). Let X be a Banach space, L : X → X a
bounded linear operator such that I −L : X → X is invertible, and B a continuous
bilinear operator on X satisfying
‖B(x, y)‖X ≤ γ‖x‖X‖y‖X (4.56)
for some γ > 0 and all x, y ∈ X. Then for all a ∈ X satisfying
‖(I − L)−1a‖X < 1
4‖(I − L)−1‖Xγ , (4.57)
the Picard iterates Pk(a), defined recursively by
P0(a) := a, Pk+1(a) := a+ L(Pk) +B(Pk, Pk), k ≥ 0, (4.58)
converge in X to the unique solution x ∈ X of the equation
x = a+ L(x) +B(x, x) (4.59)
such that
‖x‖X < 1
2‖(I − L)−1‖Xγ . (4.60)
Regarding the hypothesis on L, the operator I−L : X → X is invertible with norm
‖(I − L)−1‖X ≤ 1
1− ‖L‖X (4.61)
whenever ‖L‖X < 1. We use this fact in Lemma 2.4 and Theorem 2.6.
Often one applies Lemma 4.3 to an intersection of spaces. For instance, to solve
the Navier-Stokes equations with divergence-free initial data u0 ∈ L2 ∩L3(R3), the
spaceX may be chosen asX := L5t,x∩L∞t L2x∩L2t H˙1x(QT ). Similarly, one may choose
X to include higher derivatives in order to prove higher regularity. Technically, when
one includes more derivatives in the space X , one may need to shorten the time
interval on which Lemma 4.3 is applied and argue that the additional regularity is
propagated forward in time. This is cleverly avoided in [22].
Lemma 4.4 (Propagation of regularity). In the notation of Lemma 4.3, let E →֒ X
be a Banach space. Suppose that L is bounded on E such that I − L : E → E is
invertible and B maps E ×X → E and X × E → E with
max(‖B(y, z)‖E, ‖B(z, y)‖E) ≤ η‖y‖E‖z‖X (4.62)
for some η > 0 and all y ∈ E, z ∈ X. Finally, suppose that
‖(I − L)−1‖Eη ≤ ‖(I − L)−1‖Xγ. (4.63)
For all a ∈ E satisfying (4.57), the solution x from Lemma 4.3 belongs to E and
satisfies
‖x‖E ≤ 2‖(I − L)−1a‖E . (4.64)
Lemma 4.4 does not require the quantity ‖a‖E to be small, but one may have to
increase γ > 0 in order to meet the condition (4.63).
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Proof of Theorem 4.2. Let us assume the hypotheses of Theorem 4.2. Let r > 2
such that sp +
2
r ∈ (0, 3p ).
1. Constructing a local-in-time mild solution. To obtain local-in-time solutions,
we will apply Lemma 4.3 to the integral formulation (4.45) of the Navier-Stokes
equations in the Banach space
XT := L˜
r
T B˙
sp+
2
r
p,q ∩ K˚p(QT ). (4.65)
Note that the realization condition in (4.1) is satisfied, so the time-space homoge-
neous Besov space in (4.65) is complete.
Let us prove that the bilinear operatorB is bounded onXT . In fact, it is bounded
separately on the two spaces in the intersection. To prove that B is bounded on
Kp(QT ), we use Ho¨lder’s inequality,
‖u⊗ v‖
K
2sp
p
2
(QT )
≤ ‖u‖Kp(QT )‖v‖Kp(QT ), (4.66)
and conclude with the heat estimates in Lemma 4.1. That the subspace K˚p(QT ) is
stabilized follows from taking the limit T ↓ 0. To prove boundedness on L˜rT B˙
sp+
2
r
p,q ,
we use the Bony decomposition (4.15). First, apply the low-high paraproduct esti-
mate (4.19) and Sobolev embedding to obtain
‖T˙uv‖
L˜
r
2
T B˙
−1+sp+
4
r
p,
q
2
≤ c‖u‖
L˜rT B˙
−1+ 2
r
∞,q
‖v‖
L˜rT B˙
sp+
2
r
p,q
≤
≤ c‖u‖
L˜rT B˙
sp+
2
r
p,q
‖v‖
L˜rT B˙
sp+
2
r
p,q
. (4.67)
The analogous estimate is valid for T˙vu. Now we combine the heat estimate (4.27),
substituting F := T˙uv + T˙vu, with the low-high paraproduct estimate:
‖
∫ t
0
e(t−s)∆P div(T˙uv + T˙vu) ds‖
L˜rT B˙
sp+
2
r
p,q
≤ c‖u‖
L˜rT B˙
sp+
2
r
p,q
‖v‖
L˜rT B˙
sp+
2
r
p,q
. (4.68)
To estimate the high-high contribution, we apply the property (4.20) to obtain
‖R˙(u, v)‖
L˜
r
2
T B˙
2(sp+
2
r
)
p
2
,
q
2
≤ c‖u‖
L˜rT B˙
sp+
2
r
p,q
‖v‖
L˜rT B˙
sp+
2
r
p,q
. (4.69)
Notice that 2(sp +
2
r ) ∈ (0, 6p ), so the realization condition in (4.1) is satisfied. We
then apply the heat estimate (4.27) with F := R˙(u, v) to obtain
‖
∫ t
0
e(t−s)∆P div R˙(u, v) ds‖
L˜rT B˙
sp+
2
r
p,q
≤ c‖u‖
L˜rT B˙
sp+
2
r
p,q
‖v‖
L˜rT B˙
sp+
2
r
p,q
. (4.70)
This completes the proof of boundedness in L˜rT B˙
sp+
2
r
p,q .
The last step in applying Lemma 4.3 is to obtain the smallness condition (4.57).
Since u0 ∈ B˙spp,q(R3), we have from (4.11) and (4.26) that
et∆u0 ∈ X∞, ‖et∆u0‖XT → 0 as T ↓ 0. (4.71)
Hence, (4.57) will be satisfied as long as 0 < T ≪ 1 depending on u0. This completes
Step 1.
2. Further properties of mild solutions. Our next goal is to prove that a given
mild solution u ∈ XT belongs to the full range of function spaces stated in the
theorem. It is clear from (4.11) and (4.26) that et∆u0 is in the desired spaces, so
we will focus on the mapping properties of the nonlinear term.
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First, suppose u is a mild solution in K˚p(QT ). The integral equation (4.45)
combined with the estimates in Lemma 4.1 allow one to bootstrap u into the space
K˚∞(QT ). The same estimates in Lemma 4.1 also give u ∈ C((0, T ];Lp ∩ L∞(R3)).
We conclude that u belongs to (4.52).
Now suppose u is a mild solution in L˜rT B˙
sp+
2
r
p,q . We may combine the paraproduct
estimates (4.3) and (4.69) in Step 1 with the heat estimates (4.27) to obtain the
mapping property
B : L˜rT B˙
sp+
2
r
p,q × L˜rT B˙sp+
2
r
p,q → C([0, T ]; B˙spp,q(R3)) ∩ L˜∞T B˙spp,q. (4.72)
Demonstrating u ∈ L˜1T B˙sp+2p,q requires a bootstrapping argument that we borrow
from Remark A.2 of [19]. Specifically, suppose that u ∈ L˜r0T B˙
sp+
2
r0
p,q for some r0 > 1
such that sp +
2
r0
> 0. Let us define the exponents
1
l(ε)
:=
1− ε
2
− 3
2p
,
1
r1(ε)
:=
1
r0
+
1
l(ε)
, 0 ≤ ε < sp + 2
r0
. (4.73)
From interpolation, it is clear that u ∈ L˜l(ε)T B˙
sp+
2
l(ε)
p,q . Now consider the additional
restrictions ε > 0 and r1(ε) ≥ 1. One may verify that
sp +
2
l(ε)
= −ε, s1(ε) := 2sp + 2
r0
+
2
l(ε)
= sp +
2
r0
− ε > 0. (4.74)
According to the paraproduct laws (4.19) and (4.20), we have
‖T˙uu‖L˜r1(ε)T B˙s1(ε)p
2
,
q
2
+ ‖R˙(u, u)‖
L˜
r1(ε)
T B˙
s1(ε)
p
2
,
q
2
≤
≤ c‖u‖
L˜
l(ε)
T B˙
−ε
p,q
‖u‖
L˜
r0
T B˙
sp+
2
r0
p,q
. (4.75)
We then apply the heat estimate (4.27) to obtain
B(u, u) ∈ L˜r1(ε)T B˙
sp+
2
r1(ε)
p,q , (4.76)
provided that 0 < ε < sp +
2
r0
and r1(ε) ≥ 1. In fact, by repeating the arguments
with a new value 1 < r˜0 < r0, one may treat the case ε = 0. The final result is that
B(u, u) ∈ L˜max(1,r1)T B˙
sp+min(2,
2
r1
)
p,q ,
1
r0
− sp
2
=
1
r1
. (4.77)
Hence, one may improve 1/r0 by the fixed amount −sp/2 at each iteration. This
completes the bootstrapping argument, so u belongs to the class (4.51).
3. Uniqueness. Suppose that u1, u2 are two mild solutions on QT in the class
(4.51) with the same initial data u0. For contradiction, assume there exists a time
0 < T0 < T such that u1 ≡ u2 on QT0 but u1 and u2 are not identical on QT0,T0+δ
for all 0 < δ < T−T0. Because the solutions are continuous with values in B˙spp,q(R3),
we must have u˜0 := u1(·, T0) = u2(·, T0). When 0 < δ ≪ 1, depending on u1 and u2,
the two solutions on QT0,T0+δ with the same initial data u˜0 fall into the perturbative
regime of Lemma 4.3 in the critical time-space homogeneous Besov spaces. Hence,
the solutions coincide on QT0,T0+δ, which is a contradiction.
Similarly, suppose that u1, u2 are two mild solutions on QT in the class (4.52).
For 0 < δ ≪ 1 depending on u1 and u2, the solutions onQδ fall into the perturbative
regime of Lemma 4.3 in the Kato space K˚p(Qδ). Hence, the solutions coincide on
a small time interval. Uniqueness may be propagated forward in time according to
the subcritical theory in Lp(R3).
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4. Characterizing the maximal time of existence. We now return to the mild so-
lution u that we constructed in Step 1. The solution may be continued according to
the subcritical theory in Lp(R3) and the critical theory in time-space homogeneous
Besov spaces. The result is the following. There exists a time 0 < T ∗(u0) ≤ ∞ such
that for all 0 < T < T ∗(u0), u is the unique mild solution in XT with initial data
u0, and for all T > T
∗(u0), the solution u cannot be extended in XT . The time
T ∗(u0) is the maximal time of existence of the mild solution u with initial data u0.
In the proof, we will denote it simply by T ∗.
Suppose that T ∗ < ∞. Then limT↑T∗‖u‖XT = ∞, since otherwise the solution
can be continued past T ∗. A priori, we know that
(i’) lim
t↑T∗
‖u(·, t)‖Lp(R3) =∞ or (ii’) lim
T↑T∗
‖u‖
L˜rT B˙
sp+
2
r
p,q
=∞. (4.78)
Note that we may avoid writing lim supt↑T∗‖u(·, t)‖Lp(R3) in (i’) because the Lp(R3)
norm is subcritical. It is immediate that (i) implies (i’) and (ii) implies (ii’). We
will now demonstrate the implications in the reverse direction.
Suppose that (i) does not hold. In other words, there exists p ≤ p0 ≤ ∞ such
that u ∈ Kp0(QT∗). By the boostrapping in Kato spaces mentioned in Step 2, we
obtain that
u ∈ K∞(QT∗) ∩ C((0, T ∗];L∞(R3)). (4.79)
Then, we may apply Lemma 4.4 concerning propagation of regularity in the spaces
X = L∞(QT ) and E = X ∩ L∞t Lpx(QT ) with initial data u(·, t0) ∈ Lp ∩ L∞(R3)
and initial time t0 close to T
∗. The lemma prevents ‖u(·, t)‖Lp(R3) from blowing up
as t ↑ T ∗, so (i’) does not hold. This is the same argument as in the last step of
Proposition 4.5.
Now suppose that (ii) does not hold. Then there exists p ≤ p0 <∞, q ≤ q0 <∞,
and r0 > 2 such that sp0 +
2
r0
∈ (0, 3p0 ) and u ∈ L˜
r0
T∗B˙
sp0+
2
r0
p0,q0 . By the arguments in
Step 2, we must have that
u ∈ C((0, T ∗]; B˙sp0p0,q0) ∩ L˜1T∗B˙sp0+2p0,q0 ∩ L˜∞T∗B˙sp0p0,q0 . (4.80)
As in the previous paragraph, we may apply Lemma 4.4 in the spacesX = L˜r0T B˙
sp0+
2
r0
p0,q0 ,
E = X ∩ L˜rT B˙
sp+
2
r
p,q , with initial data u(·, t0) ∈ B˙spp,q ∩ B˙sp0p0,q0(R3) and initial time
t0 close to T
∗. This proves that the norm of u in L˜rT∗B˙
sp+
2
r
p,q stays bounded, so (ii’)
fails. Here it is crucial that u(·, t) is continuous on [0, T ∗] with values in B˙sp0p0,q0(R3),
so that the existence time of the solution with initial data u(·, t0) has a uniform
lower bound. This was not an issue in the subcritical setting. Also, we do not record
here the bilinear estimates necessary to apply Lemma 4.4. They are similar to the
estimates in Step 1.
5. More characterizing. It remains to prove that (i’) is equivalent to (ii’). To
begin, we will show that (ii) implies (i’) by arguing the contrapositive. Suppose
sup
T∗/4≤t≤T∗
‖u(·, t)‖Lp(R3) <∞. (4.81)
By the subcritical theory in Lp(R3), it is not difficult to show that
sup
T∗/2≤t≤T∗
‖∇u(·, t)‖Lp(R3) <∞. (4.82)
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One may interpolate between (4.81) and (4.82) to obtain for all 0 < s < 1,
sup
T∗/2≤t≤T∗
‖u(·, t)‖B˙sp,1(R3) ≤
≤ c(s) sup
T∗/2≤t≤T∗
‖u(·, t)‖s
B˙1p,∞(R
3)
‖u(·, t)‖1−s
B˙0p,∞(R
3)
<∞, (4.83)
see Proposition 2.22 in [3]. Now, let m := max(q, r). By Minkowski’s and Ho¨lder’s
inequalities,
‖u‖
L˜r
T∗/2,T∗
B˙
sp+
2
r
p,m
≤ ‖u‖
Lrt (B˙
sp+
2
r
p,m )x(QT∗/2,T∗ )
≤
≤ c (T ∗) 1r sup
T∗/2≤t≤T∗
‖u(·, t)‖
B˙
sp+
2
r
p,1 (R
3)
<∞, (4.84)
and one concludes that (ii) fails.
Now we will demonstrate that (i’) implies (ii’), again by arguing the contrapos-
itive. Let us assume that ‖u‖
L˜r
T∗
B˙
sp+
2
r
p,q
<∞, so that by the mapping properties of
the nonlinear term in Step 2,
u ∈ C([0, T ∗]; B˙spp,q(R3)). (4.85)
Our goal is to prove that the following quantity is bounded:
‖u‖
L˜∞
T0,T
∗ B˙
3
p
p,q(R3)
<∞, (4.86)
for some 0 < T0 < T
∗. Indeed, interpolating between (4.85) and (4.86), one may
demonstrate that
sup
T0≤t≤T∗
‖u(·, t)‖B˙0p,1(R3) ≤
≤ c sup
T0≤t≤T∗
‖u(·, t)‖sp+1
B˙
sp
p,∞(R3)
‖u(·, t)‖−sp
B˙
sp+1
p,∞ (R3)
<∞. (4.87)
In light of the embedding B˙0p,1(R
3) →֒ Lp(R3), this will complete the proof that (i’)
fails.
To prove (4.86), we will need more estimates for the heat equation. Let C ⊂ R3
be an annulus and λ > 0. Let 0 < T ≤ ∞ and f be a tempered distribution on QT
with spatial Fourier transform satisfying suppf̂ ⊂ λC × [0, T ]. Then
λ‖t 12
∫ t
0
e(t−τ)∆f(·, τ) dτ‖Lr2t Lp2x (QT ) ≤
≤ Cλ2( 1r1− 1r2−1)λ3( 1p1− 1p2 )(‖f‖Lr1t Lp1x (QT ) + λ‖t
1
2 f‖Lr1t Lp1x (QT )),
1 ≤ p1 ≤ p2 ≤ ∞, 1 ≤ r1 ≤ r2 ≤ ∞. (4.88)
Recall the smoothing effect (4.22) of the heat flow. When p1 = p2, one may write
λ‖
∫ t
0
e(t−τ)∆f(·, τ) dτ‖Lp1 (R3) ≤
≤ C
∫ t
2
0
‖∇e(t−τ)∆f(·, τ)‖Lp1(R3) dτ + λ
∫ t
t
2
‖e(t−τ)∆f(·, τ)‖Lp1(R3) dτ ≤
≤ C
∫ t
2
0
(t− τ)− 12 e−c(t−τ)λ2‖f(·, τ)‖Lp1(R3) dτ+
+Cλ
∫ t
t
2
e−c(t−τ)λ
2
τ−
1
2 ‖τ 12 f(·, τ)‖Lp1(R3) dτ ≤
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≤ Ct− 12 ( ∫ t2
0
e−c(t−τ)λ
2‖f(·, τ)‖Lp1(R3) ds+ λ
∫ t
t
2
e−c(t−τ)λ
2‖τ 12 f(·, τ)‖Lp1 (R3) dτ
)
(4.89)
and treat the subsequent integration in time by Young’s convolution inequality. The
case p2 > p1 follows from Bernstein’s inequality. This leads us to a higher regularity
estimate in Besov spaces analogous to Lemma 4.1:
‖t 12
∫ t
0
e(t−s)∆P divF (·, s) ds‖
L˜
r2
T B˙
3
p2
p2,q2
≤
≤ c(‖F‖
L˜
r1
T B˙
sp1+
2
r1
−1
p1,q1
+ ‖t 12F‖
L˜
r1
T B˙
sp1+
2
r
p1,q1
), (4.90)
when also 1 ≤ q1 ≤ q2 ≤ ∞.
Let us return to the proof. We will apply Lemma 4.3 in the following Banach
spaces to obtain (4.86):
YT :=
{
v ∈ L˜rT B˙sp+
2
r
p,q : t
1
2 v ∈ L˜rT B˙
3
p+
2
r
p,q
}
, (4.91)
‖v‖YT := max
(‖v‖
L˜rT B˙
sp+
2
r
p,q
, ‖t 12 v‖
L˜rT B˙
3
p
+2
r
p,q
)
. (4.92)
Let us show that B is a bounded operator on YT with norm κ independent of the
time T > 0. We need only prove boundedness of the upper part of the norm. Now,
according to the low-high paraproduct estimate (4.19) and Sobolev embedding,
‖t 12 T˙vw‖
L˜
r
2
T B˙
sp+
4
r
p,
q
2
≤ c‖v‖
L˜rT B˙
−1+ 2
r
∞,q
‖t 12w‖
L˜rT B˙
3
p
+ 2
r
p,q
≤
≤ c‖v‖
L˜rT B˙
sp+
2
r
p,q
‖t 12w‖
L˜rT B˙
3
p
+2
r
p,q
≤ c‖v‖YT ‖w‖YT , (4.93)
and similarly for T˙wv. According to the high-high estimate (4.20), we have
‖t 12 R˙(v, w)‖
L˜
r
2
T B˙
−1+ 6
p
+4
r
p
2
,
q
2
≤ c‖v‖
L˜rT B˙
sp+
2
r
p,q
‖t 12w‖
L˜rT B˙
3
p
+2
r
p,q
≤
≤ c‖v‖YT ‖w‖YT . (4.94)
Since v, w ∈ XT , there is no ambiguity modulo polynomials in forming the para-
product operators. The bilinear estimate is then completed by combining (4.3) with
(4.3, 4.3) for the low-high terms and (4.69, 4.3) for the high-high terms. By the same
paraproduct estimates and applying (4.3) with r2 =∞, one may show that
B : YT × YT → C((0, T ]; B˙
3
p
p,q(R
3)). (4.95)
This is the property we will use below.
We are ready to conclude. Recall that u ∈ C([0, T ∗]; B˙spp,q(R3)) by (4.85). By
continuity, there exists a time T1 > 0 such that ‖et∆u(·, t0)‖YT1 < (4κ)−1 as t0 ↑ T ∗.
Now we may apply Lemma 4.3 in the space YT1 with u(·, T ∗ − T1) as initial data,
and the result agrees with the mild solution u on the time interval [T ∗ − T1, T ∗].
Therefore, we may take T0 := T
∗ − T1/2 in (4.86) to complete the proof. (In fact,
by similar arguments of re-solving the equation, one may show that (4.86) holds
everywhere away from the initial time.)
Let us also provide the following characterization of the maximal time of exis-
tence.
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Proposition 4.5 (Formation of singularity at blow-up time). Let 3 < p <∞ and
u0 ∈ Lp(R3) be a divergence-free vector field. Let T ∗(u0) > 0 be the maximal time
of existence of the unique mild solution u such that u(·, t) is continuous in Lp(R3).
If T ∗(u0) <∞, then u must have a singular point at time T ∗(u0).
Proof. This argument is based on similar arguments in [23, 36]. Let u be as in the
hypothesis of the proposition and assume that T ∗(u0) < ∞. Following Caldero´n
[13], for all δ > 0, there exist divergence-free vector fields U0 ∈ L2(R3) ∩ Lp(R3)
and V0 ∈ Lp(R3) such that
u0 = U0 + V0, ‖V0‖Lp(R3) < δ. (4.96)
Let V denote the unique mild solution associated to the initial data V0, such that
V (·, t) is continuous in Lp(R3). Futhermore, one may choose 0 < δ ≪ 1 such that
T ∗(V0) ≥ 2T ∗(u0). We will abbreviate T ∗(u0) as T ∗. The remainder U solves the
perturbed Navier-Stokes equations on QT∗ ,
∂tU −∆U + divU ⊗ U + divU ⊗ V + div V ⊗ U = −∇P, divU = 0, (4.97)
with the initial condition U(·, 0) = U0. By the well-posedness theory for the equation
(4.97) as well as the energy inequality, one may prove that U is in the energy space
up to the blow-up time:
U ∈ L∞t L2x ∩ L2t H˙1x(QT∗). (4.98)
Based on the decomposition of u, we obtain
u ∈ L3(QT∗) + L∞t Lpx(QT∗), (4.99)
p ∈ L3/2(QT∗) + L∞t Lp/2x (QT∗), (4.100)
where p := (−∆)−1 div div u⊗ u is the pressure associated to u. Recall now that u
is in subcritical spaces, so one may justify the local energy inequality for (u, p) up
to the blow-up time T ∗. Moreover, (4.99) implies
lim
|x|→∞
∫ T∗
0
∫
B(x,1)
|u|3 + |p|3/2 dx dt = 0. (4.101)
Therefore, by the ε-regularity criterion in Theorem 4.8, there exist constants R, κ >
0, and the set K := (R3 \B(R))× (T ∗/2, T ∗), such that
sup
K
|u(x, t)| < κ. (4.102)
Finally, suppose that u has no singular points at time T ∗. This assumption, paired
with the estimate (4.102), implies that u ∈ L∞(Qǫ,T∗) for some ǫ ∈ (T ∗/2, T ∗).
Consider the bilinear estimates
‖B(v, w)‖L∞t Lpx(QT ) ≤ cT 1/2‖v‖L∞t Lpx(QT )‖w‖L∞(QT )
‖B(v, w)‖L∞t Lpx(QT ) ≤ cT 1/2‖v‖L∞(QT )‖w‖L∞t Lpx(QT ) (4.103)
for all T > 0. Now one applies Lemma 4.4 with the bilinear estimates (4.3) and the
choice of spaces
X := L∞(Qt0,T∗), E := X ∩ L∞t Lpx(Qt0,T∗), (4.104)
for each ǫ < t0 < T
∗. This prevents ‖u(·, t)‖Lp(R3) from becoming unbounded as
t ↑ T ∗ and completes the proof.
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Corollary 4.6. Let u be the mild solution of Theorem 4.2 with initial data u0. If
T ∗(u0) <∞, then u has a singular point at time T ∗(u0).
Lastly, we record an existence theorem for mild solutions with initial data in sub-
critical Besov spaces. Similar results concerning smoothness of solutions belonging
to the critical space L5(QT ) were proven in [14].
Theorem 4.7 (Mild solutions in subcritical Besov spaces). Let 3 < p, q ≤ ∞,
0 < ε < −sp, s := sp + ε, and M > 0. There exists a positive constant κ := κ(s, p)
such that for all divergence-free vector fields u0 ∈ B˙sp,q(R3) with ‖u0‖B˙sp,q(R3) ≤M ,
there exists a unique mild solution u ∈ Ksp(QT ) of the Navier-Stokes equations on
QT with initial data u0 and T
ε
2 := κ/M . Moreover, the solution satisfies
∂kt∇lu ∈ C((0, T ];Lp(R3)) ∩ C((0, T ];L∞(R3)), (4.105)
‖tk+ l2 ∂kt ∇lu‖Ksp(QT ) + ‖tk+
l
2 ∂kt ∇lu‖K−1+ε∞ (QT ) ≤ c(s, p, k, l)M, (4.106)
for all integers k, l ≥ 0. Hence, u is smooth in QT .
4.4. ε-regularity and backward uniqueness. In this section, we record a num-
ber of important theorems relevant for the blow-up procedure in Theorem 1.1. Our
primary reference is the seminal paper of Escauriaza, Seregin, and S˘vera´k [16].
We will now introduce the relevant notation and definitions. For R > 0 and
z0 = (x0, t0) ∈ R3+1, we define the Euclidean balls
B(x0, R) := {y ∈ R3 : |x0 − y| < R}, B(R) := B(0, R), (4.107)
and the parabolic balls
Q(z0, R) := B(x0, R)× (t0 −R2, t0), Q(R) := Q(0, R). (4.108)
Suppose that u : Q(z0, R)→ R3 is a measurable function. We will say that z0 is
a singular point of u if for all 0 < r < R, u 6∈ L∞(Q(z0, r)). In this case, we will
say that u is singular at z0. Otherwise, we will say that z0 is a regular point of u.
We say that (v, q) is a suitable weak solution of the Navier-Stokes equations in
Q(z0, R) if the following requirements are satisfied:
(i) v ∈ L∞t L2x ∩ L2tH1x(Q(z0, R)) and q ∈ L3/2t,x (Q(z0, R)),
(ii) (v, q) solves the Navier-Stokes equations in the sense of distributions onQ(z0, R),
(iii) for all 0 ≤ ϕ ∈ C∞0 (B(R) × (t0 − R2, t0]), (v, q) satisfies the local energy
inequality∫
B(x0,R)
ϕ|v(x, t)|2 dx+ 2
∫ t
t0−R2
∫
B(x0,R)
ϕ|∇v|2 dx dt′ ≤
≤
∫ t
t0−R2
∫
B(x0,R)
(|v|2(∆ϕ + ∂tϕ) + v · ∇ϕ(|v|2 + 2q)) dx dt′, (4.109)
for every t ∈ (t0 −R2, t0].
We say that (v, q) is a suitable weak solution of the Navier-Stokes equations in an
open set Ω ⊂ R3+1 if (v, q) is a suitable weak solution in each parabolic ball Q ⊂ Ω.
Note that we permit the test functions ϕ in the local energy inequality to be
supported near t0, but this is not strictly necessary. Also, one may use the Navier-
Stokes equations to demonstrate that a suitable weak solution u(·, t) is weakly
continuous on [t0 −R2, t0] as a function with values in L2(B(x,R)).
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Let us show that the distributional local energy inequality (2.9) in the definition
of Caldero´n solution implies the local energy inequality (iii) in the definition of
suitable weak solution. Let 0 ≤ η ∈ C∞0 (R) such that η ≡ 1 when |τ | ≤ 1/4, η ≡ 0
when |τ | ≥ 1/2, and ∫
R
η dτ = 1. For all ε > 0, define ηε(τ) := ε
−1η(ε−1τ). Now let
0 ≤ ϕ ∈ C∞0 (B(R)× (t0 −R2, t0]). Define
Φt,ε(x, t
′) := ϕ(x, t′)
(
1−
∫ t′
∞
ηε(τ − t) dτ
)
, t ∈ (t0 −R2, t0), ε > 0. (4.110)
Using Φt,ε as a test function in (2.1) and passing to the limit ε ↓ 0 proves (iii) for
almost every t ∈ (t0 − R2, t0). That the inequality is true for all t ∈ (t0 − R2, t0]
follows from the weak continuity of u(·, t) ∈ L2(B(x,R)).
We will now state the Caffarelli-Kohn-Nirenberg ε-regularity criterion for suit-
able weak solutions, see [12, 16, 30, 33].
Theorem 4.8 (ε-regularity criterion [16]). There exist absolute constants ε0 > 0
and c0,k > 0, k ∈ N, with the following property. Assume (v, q) is a suitable weak
solution on Q(1) satisfying ∫
Q(1)
|v|3 + |q|3/2 dx dt < ε0. (4.111)
Then, for each k ∈ N, ∇k−1v is Ho¨lder continuous on Q(1/2) and satisfies
sup
Q(1/2)
|∇k−1v(x, t)| < c0,k. (4.112)
The ε-regularity criterion may be used to prove that singularities of suitable
weak solutions persist under locally strong limits.
Proposition 4.9 (Persistence of singularity [36]). Let (vk, qk) be a sequence of suit-
able weak solutions on Q(1) such that vk → v in L3(Q(1)), qk ⇀ q in L3/2(Q(1)).
Assume vk is singular at (xk, tk) ∈ Q(1) and (xk, tk) → 0. Then v is singular at
the spacetime origin.
Finally, we recall two theorems concerning backward uniqueness and unique con-
tinuation of solutions to differential inequalities.
Theorem 4.10 (Backward uniqueness [16]). Let Q+ := R
3
+ × (0, 1). Suppose
u : Q+ → R3 satisfies the following conditions:
(i) |ut +∆u| ≤ c(|∇u|+ |u|) a.e. in Q+ for some c > 0,
(ii) u(·, 0) = 0,
(iii) |u(x, t)| ≤ eM|x|2 in Q+, and
(iv) u, ut,∇2u ∈ L2t (L2loc)x(Q+).
Then u ≡ 0 on Q+.
To make sense of condition (ii), one may use that u ∈ C([0, 1];D′(R3+)), due to
condition (iv).
Theorem 4.11 (Unique continuation [16]). Let R, T > 0 and Q(R, T ) := B(R)×
(0, T ) ⊂ R3+1. Suppose u : Q(R, T )→ R3 satisfies the following conditions:
(i) u, ut,∇2u ∈ L2(Q(R, T ))
(ii) |ut +∆u| ≤ c(|∇u|+ |u|) a.e. in Q(R, T ) for some c > 0
(iii) |u(x, t)| ≤ Ck(|x|+
√
t)k in Q(R, T ) for some Ck > 0, all k ≥ 0
Then u(x, 0) = 0 for all x ∈ B(R).
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