In this work we focus on the preconditioning of a Galerkin space-time isogeometric discretization of the heat equation. Exploiting the tensor product structure of the basis functions, we propose a preconditioner that is the sum of Kronecker products of matrices and that can be efficiently applied thanks to an extension of the classical fast diagonalization method. The preconditioner is robust w.r.t. polynomial degree and the time required for the application is almost proportional to the number of degrees-of-freedom, for a serial execution. By incorporating some information on the geometry parametrization and on the coefficients, we keep high efficiency with non-trivial geometry parametrization of the domain.
Introduction
Isogeometric analysis (IGA), introduced in the seminal paper [15] (see also the book [4] ), is an evolution of classical finite element methods. IGA uses spline functions, or their generalizations, both to represent the computational domain and to approximate the solution of the partial differential equation that models the problem of interest. This is meant to simplify the interoperability between computer aided design and numerical simulations. Isogeometric analysis also benefits from the approximation properties of splines, whose high-continuity yields higher accuracy when compared to C 0 piecewise polynomials, see e.g., [8, 3, 25] . In this paper we focus on the heat equation and on its space-time Galerkin isogeometric discretization. Space-time finite element methods originated in the papers [10, 16, 23] and, typically, adopt a discontinuous approximation in time, since this produces a time marching algorithm with a traditional step-by-step format (see e.g. [26] ). Our work, instead, explores the use of smooth approximation in space and time. We focus in particular on the plain Galerkin space-time method, whose well-posedness has been studied, for finite element discretizations and for the heat equation, in the recent papers [28] and [29] . A key issue, when adopting smooth approximation in space and time, is the design of an efficient solver for the space-time system, which is inherently global. This is indeed the aim of this paper. Exploiting the tensor product structure of the spline basis and assuming that the spatial domain does not change with time, the linear system has the structure
where W t is given by the Galerkin discretization of the time derivative, K s is given by the discretization of the Laplacian in the spatial variables, M t and M s are "mass matrices" in time and space, respectively, and γ, ν > 0 are constants of the problem. Adopting an iterative solver, we do not need to form the matrix (1.1) (observe that the cost of formation of the matrices in (1.1) is comparable to the cost of forming a steady-state diffusion matrix) but there is the need of an efficient preconditioning strategy. The main contribution of this paper is the construction of a the preconditioner for (1.1) generalizing the classical fast diagonalization method [20] . Indeed the fast diagonalization, as other fast solvers for (1.1), would require the eigendecomposition of the pencil (W t , M t ) which is numerically unstable. We circumvent this difficulty by introducing an ad-hoc factorization of the time matrices which allows to design a solver conceptually similar to the fast diagonalization method. The computational cost of the setup of the resulting preconditioner is O(N dof ) floating-point operations (FLOPs) while its application is O(N 1+1/d dof ) FLOPs, where d is the number of spatial dimensions and N dof denotes the total number of degrees-of-freedom (assuming, for simplicity, to have the same number of degrees-of-freedom in time and in each spatial direction). Our numerical benchmarks show that the computing time (serial and single-core execution) is close to optimality, that is, proportional to N dof . The preconditioner is robust with respect to the polynomial degree. Furthermore, our approach is optimal in terms of memory requirement: denoting by N s the total number of degrees-of-freedom in space, the storage cost is O(p d N s + N dof ). We also remark that global space-time methods in principle facilitate the full parallelization of the solver, see [7, 12, 18] .
The work [21] is similar to this one but the Galerkin formulation is replaced by a L 2 least-squares variational formulation: this has the advantage that the classical fast diagonalization can be used directly to construct a suitable preconditioner (as in the elliptic case, see [24] ). A comparison of the two approaches is carried out in this paper, showing the higher efficiency of the plain Galerkin method.
Other papers in literature propose isogeometric space-time Galerkin methods but favour a step-by-step structure in time. In [19] , the space-time domain is decomposed into space-time slabs that are sequentially coupled in time by a stabilized discontinuous Galerkin method. Related multigrid solvers have been proposed in [13, 14] . In [2] the authors consider C 0 coupling between the space-time slabs with a suitable stabilized formulation that also yields to a sequential scheme. Space-time isogeometric analysis involving fluid-structure interaction, again based on discontinuous approximation in time, are proposed in [30, 31, 32] .
The outline of the paper is as follows. In Section 2 we present the basics of B-splines and isogeometric analysis. The model problem and its IGA discretization are introduced in Section 3, while in Section 4 we define the preconditioner and we discuss its application. We present the numerical results assessing the performance of the proposed preconditioner in Section 5. Finally, in the last section we draw some conclusions and we highlight some future research directions.
Preliminaries

B-Splines
Given m and p two positive integers, a knot vector in [0, 1] is a sequence of non-decreasing points Ξ := {0 = ξ 1 ≤ · · · ≤ ξ m+p+1 = 1}. We consider open knot vectors, i.e. we set ξ 1 = · · · = ξ p+1 = 0 and ξ m = · · · = ξ m+p+1 = 1. Then, according to Cox-De Boor recursion formulas (see [5] ), univariate B-splines b i,p : (0, 1) → R are piecewise polynomials defined as for p = 0:
where we adopt the convention 0/0 = 0. The univariate spline space is defined as
where h denotes the mesh-size, i.e. h := max i=1,...,m+p {|ξ i+1 − ξ i |}. The interior knot multiplicity influences the smoothness of the B-splines at the knots (see [5] ). For more details on B-splines properties and their use in IGA we refer to [4] . Multivariate B-splines are defined as tensor product of univariate B-splines. We consider functions that depend on d spatial variables and the time variable. Therefore we introduce d + 1 univariate knot vectors Ξ l := {ξ l,1 ≤ · · · ≤ ξ l,m l +p l +1 } for l = 1, . . . , d and Ξ t := {ξ t,1 ≤ · · · ≤ ξ t,mt+pt+1 }. Let h s be the maximal meshsize in all spatial knot vectors and let h t be the meshsize of the time knot vector. Let p be the vector that contains the degree indexes, i.e. p := (p s , p t ), where p s := (p s , . . . , p s ) ∈ N d , that is, we assume to have the same polynomial degree in all spatial directions.
We assume that the following quasi-uniformity of the knot vectors holds. Assumption 1. There exists 0 < α ≤ 1, independent of h s and h t , such that each non-empty knot span
The multivariate B-splines are defined as
where
The corresponding spline space is defined as 
Isogeometric spaces
The space-time computational domain that we consider is Ω × (0, T ), where Ω ⊂ R d and T > 0 is the final time. We make the following assumption. We define x = (x 1 , . . . , x d ) := F(η) and t := T τ . Then space-time domain is given by the parametrization
We introduce the spline space with initial and boundary conditions, in parametric coordinates, as
We also have that X h = X hs ⊗ X ht , where
By introducing a colexicographical reordering of the basis functions, we can write
and then
3)
Finally, the isogeometric space we consider is the isoparametric push-forward of (2.3) through the geometric map G, i.e.
Kronecker product
The Kronecker product of two matrices C ∈ C n1×n2 and D ∈ C n3×n4 is defined as
where the ij-th entry of the matrix C is denoted by [C] i,j . For extensions and properties of the Kronecker product we refer to [17] . In particular, when a matrix has a Kronecker product structure, the matrix-vector product can be efficiently computed. For this purpose, define, for m = 1, . . . , d + 1, the m-mode product × m of a tensor X ∈ C n1×···×n d+1 with a matrix J ∈ C ×nm as a tensor of size 5) where the vectorization operator "vec" applied to a tensor stacks its entries into a column vector as
. . , n l and for l = 1, . . . , d + 1,
3 The model problem
Space-time variational formulation
Our model problem is the heat equation: we look for a solution u such that
where Ω ⊂ R d , T is the final time, γ > 0 is the heat capacity constant and ν > 0 is the thermal conductivity constant. We assume that f ∈ L 2 (0, T ; H −1 (Ω)) and that u 0 ∈ L 2 (Ω). This last assumption guarantees the existence of a liftingū
, see [9] . We introduce the Hilbert spaces
endowed with the following norms
respectively. The variational formulation of (3.1) reads:
where the bilinear form A(·, ·) and the linear form F(·) are defined as
The well-posedness of the variational formulation above is a classical result, see for example [28] .
Space-time Galerkin method
Let X h ⊂ X be the isogeometric space defined in (2.4). We consider the following Galerkin method for (3.2):
Following [28] , let N h :
Thus, we define the norm in X h as 
and
There exists a unique solution u h ∈ X h to the discrete problem (3.3). Moreover, it holds
where u ∈ X is the solution of (3.2).
We have then the following a-priori estimate for h-refinement.
is the solution of (3.2) and u h ∈ X h is the solution of (3.3), then it holds
where C is independent of h s , h t , γ, ν and u.
Proof. We use the approximation estimates of the isogeometric spaces from [1] . We report here only the main steps, since the proof is similar to the one of [21, Proposition 4] .
. Let Π h u be a suitable projection of u in X h , based on the construction of [1] . We have the a-priori bounds
Therefore, we get
which gives (3.4) thanks to Theorem 1. The constants C 1 , C 2 , C 3 and C 4 above are independent of h s , h t , γ, ν and u.
Remark 1. The constants in the estimates of Proposition 1 and of Theorem 1 can be improved by considering a different norm in the functional space X , i.e. by choosing
, as remarked in [28, 29] .
Discrete system
The linear system associated to (3.3) is
The tensor-product structure of the isogeometric space (2.4) allows to write the system matrix A as sum of Kronecker products of matrices as
where for i, j = 1, . . . , n t
Preconditioner definition and application
We introduce, for the system (3.5), the preconditioner
We have again
where W t , K t , K s and M s are the equivalent of (3.7a) and (3.7b), respectively, in the parametric domain, i.e. for i, j = 1, . . . , n t
Thanks to (2.1), the spatial matrices (4.2b) have the following structure
where for k = 1, . . . , d and for i, j = 1, . . . , n s,k
The efficient application of the proposed preconditioner, that is, the solution of a system with matrix A, should exploit the structure highlighted above. When the pencils (
a stable generalized eigendecomposition, a possible approach is the fast diagonalization (FD) method, see [6] and [20] for details. We will see in Section 4.1 that the spatial pencils (
diagonalization, but this is not the case of ( W t , M t ), that needs a special treatment as explained in Section 4.2.
Stable factorization of the pencils (
The spatial stiffness and mass matrices K i and M i are symmetric and positive definite. Thus, the pencils
where the matrices U i contain in each column the M i -orthonormal generalized eigenvectors, and Λ i are diagonal matrices whose entries contain the generalized eigenvalues. Therefore we have for i = 1, . . . , d the factorizations
where I ns,i denotes the identity matrix of dimension n s,i × n s,i . The stability of the decomposition (4.5) is expressed by the condition number of the eigenvector matrix. In particular
where · Mi is the norm induced by the vector norm
where · 2 is the norm induced by the euclidean vector norm. The condition number κ 2 ( M i ) has been studied in [11] and it does not depend on n sub but it depends on the polynomial degree. Indeed, we report in Table 1 the behavior of κ 2 (U i ) that exhibits a dependence only on the degree p s , but stays moderately low for all low polynomial degrees that are in the range of interest. 
Stable factorization of the pencil (
W t , M t )
Numerical instability of the eigendecomposition
While M t is symmetric, W t is neither symmetric nor skew-symmetric. Indeed
where b i,pt (1) b j,pt (1) vanishes for all i = 1, . . . , n t − 1 or j = 1, . . . , n t − 1. A numerical computation of the generalized eigendecomposition of the pencil ( W t , M t ), that is
where Λ t is the diagonal matrix of the generalized complex eigenvalues and U is the complex matrix whose columns are the generalized eigenvectors (with normalization w.r.t. the · Mt -norm), reveals that the eigenvectors are far from M t -orthogonality, i.e. the matrix U * M t U is not diagonal. As seen in Table 2 and Table 3 , the numerically computed condition numbers κ 2 (U) and κ Mt (U) are large and grow exponentially with respect to the degree p t and the level of mesh refinement, in contrast to the spatial case (see Table 1 ). These tests clearly indicate a numerical instability when computing the generalized eigendecomposition of ( W t , M t ). Similar instabilities have also been highlighted in [14] .
Construction of the stable factorization
The analysis above motivates the search of a different but stable factorization of the pencil ( W t , M t ). We look now for a factorization of the form
where ∆ t is a complex matrix with non-zero entries allowed on the diagonal, on the last row and on the last column only. We also require that U t fulfils the orthogonality condition
From (4.8)-(4.9) we then obtain the factorizations
With this aim, we look for U t as follows:
, r ∈ C nt−1 , ρ ∈ C and where 0 ∈ R nt−1 denotes the null vector. In order to guarantee the non-singularity of U t , we further impose ρ = 0. Accordingly, we split the time matrices W t and M t as 
where for the top-left block we have used (4.14). The orthogonality condition in (4.9) holds if and only if r and ρ fulfil the two conditions:
In order to calculate r and ρ, we first find v ∈ C nt−1 such that
then normalize the vector v 1 w.r.t. the · Mt -norm to get
that fulfils (4.15a)-(4.15b). Finally, we get (4.8) by defining To assess the stability of the new decomposition (4.10), we compute the condition numbers κ 2 (U t ) for dyadically refined uniform knot spans and different degrees. Thanks to (4.9), we have κ 2 (U t ) = κ 2 ( M t ). The results, reported in Table 4 , show that the condition numbers κ 2 (U t ) are uniformly bounded w.r.t. the mesh refinement, they grow with respect to the polynomial degree but they are moderately small for all the degrees of interest. As a consequence of (4.9), we also have that κ Mt (U t ) = 1. We conclude that the factorization (4.10) for the time pencil ( W t , M t ) is stable.
Preconditioner application
The application of the preconditioner involves the solution of the linear system
where A has the structure (4.1). We are able to efficiently solve system (4.18) by extending the fast diagonalization method. The starting points, that are involved in the setup of the preconditioner, are the following ones: Table 4 : κ 2 (U t ) for different degree p t and number of dyadic subdivisions n sub .
• for the pencils ( K i , M i ) for i = 1, . . . , d we have the factorizations (4.5);
• for the pencil ( W t , M t ) we have the factorization (4.10).
Then, by defining
, we have for the matrix A the factorization
Note that the second factor in (4.19) has the block-arrowhead structure
where H i and B i are diagonal matrices defined as
ii I Ns + νΛ s and B i := γ[l] i I Ns for i = 1, . . . , n t − 1,
The matrix (4.20) has the following easy-to-invert block LU decomposition
i B i is a diagonal matrix. Summarising, the solution of (4.18) can be computed by the following algorithm. 
Preconditioner robustness: partial inclusion of the geometry
The preconditioner (4.1) does not incorporate any information on the geometry parametrization G. Thus, the performance of A may depend on the geometry map: we see this trend in the numerical tests of Section 5 and, in particular, in the upper tables of Table 5 and Table 7 . However, we can generalize (4.1) by including in the time matrices W t and M t and in the univariate spatial matrices K i , M i for i = 1, . . . , d a suitable approximation of G, without increasing the asymptotic computational cost. A similar approach has been used also in [22] for the Stokes problem and in [21] for a least-squares formulation of the heat equation. We briefly give an overview of this strategy. Referring to Section 2.2 for the notation of the basis functions, we rewrite the entries of the system matrix (3.5) in the parametric domain as
and where we used that
The construction of the preconditioner is based on the following approximation of the diagonal entries only of C:
We interpolate the functions C k,k in (4.23) by piecewise constants in each element and we build the univariate factors ϕ k and Φ k by using the separation of variables algorithm detailed in [21, Appendix C]. The computational cost of the approximation above is proportional to the number of elements, that, when using smooth B-splines, is almost equal to N dof and it is independent of p s and p t and thus negligible in the whole iterative strategy. Then we define
The previous matrix maintains the same Kronecker structure as (4.1):
and where for k = 1, . . . , d and for i, j = 1, . . . , n s,k we define
We remark that the application of (4.24) can still be performed by Algorithm 1. Finally, we apply a diagonal scaling on A and we define the preconditioner as
Remark 2. We remark that when γ and ν do not depend on time, it holds W t = W t and M t = T M t and we can set explicitly W t = W t and M t = M t . However, as in our numerical tests we consider a more general framework in which γ and ν depend on time, we have presented the more general strategy above, that allows to incorporate in A G possible non-constant coefficients.
Computational cost and memory requirement
The linear system (3.5) is neither positive definite nor symmetric, and we choose GMRES as linear solver. In GMRES, the orthogonalization of the basis of the Krylov subspace makes the computational cost nonlinear with respect to the number of iterations. However, as long as this number is not too high, at each iteration the two dominant costs are the application of the preconditioning strategy and the computation of the residual. We assume, for simplicity that for i = 1, . . . , d the matrices K i , M i and K i , M i have dimensions n s × n s and that the matrices W t , M t and W t , M t have dimensions n t × n t . Thus the total number of degrees-of-freedom is N dof = N s n t = n + 1) approximations ϕ 1 , . . . , ϕ d+1 and Φ 1 , . . . , Φ d+1 in (4.23) , that, as mentioned in Section 4.4, has the optimal cost of O(N dof ) FLOPs. We remark that the setup of the preconditioners has to be performed only once, since the matrices involved do not change during the iterative procedure.
The application of the preconditioner is performed by Steps 2-4 of Algorithm 1. Exploiting (2.5), Step 2 and Step 4 costs 4(dn d+1 s
FLOPs. The use of the block LU decomposition (4.21) makes the cost for Step 3 equal to O(N dof ) FLOPs.
In conclusion, the total cost of Algorithm 1 is 4N dof (dn s +n t )+O(N dof ) FLOPs. The non-optimal dominant cost of Step 2 and Step 4 is determined by the dense matrix-matrix products. However, these operations are usually implemented on modern computers in a very efficient way. For this reason, in our numerical tests, the overall serial computational time grows almost as O(N dof ), see Figure 3 in Section 5.
The other dominant computational cost in a GMRES iteration is the cost of the residual computation, that is the multiplication of the matrix A with a vector. This multiplication is done by exploiting the special structure (3.6), that allows a matrix-free approach and the use of formula (2.5). Note in particular that we do not need to compute and to store the whole matrix A, but only its time and spatial factors. Since the time matrices M t and W t are banded with a band of width 2p t + 1 and the spatial matrices K s and M s have roughly N s (2p s + 1)
d nonzero entries, we have that the computational cost of a single matrix-vector product is
The numerical experiments reported in Table 6 of Section 5 show that the dominant cost in the iterative solver is represented by the residual computation. This is a typical behaviour of the FD-based preconditioning strategies, see [21, 22, 24] .
We now investigate the memory consumption. For the preconditioner we have to store the eigenvector spatial matrices U 1 , . . . , U d , the time matrix U t and the block-arrowhead matrix (4.20) . The memory required is roughly n 2 t + dn 2 s + 2N dof . For the system matrix, we have to store the time factors M t and W t and the spatial factors M s and K s . Thus the memory required is roughly
As for the least-squares case [21] , we conclude that, in terms of memory requirement, our approach is very attractive w.r.t. other approaches, e.g. the ones obtained by discretizing in space and in time separately. For example if we assume d = 3, p t ≈ p s = p and n 2 t ≤ Cp 3 N s , then the total memory consumption is O(p 3 N s + N dof ), that is equal to the sum of the memory needed to store the Galerkin matrices associated to spatial variables and the memory needed to store the solution of the problem.
We remark that we could avoid storing the factors of A by using the matrix-free approach of [25] . The memory and the computational cost of the iterative solver would significantly improve, both for the setup and the matrix-vector multiplications. However, we do not pursue this strategy, as it is beyond the scope of this paper. Note that the computational cost of Step 3 in Algorithm 1 does not change, as we have
Numerical Results
In this section we first present the numerical experiments that assess the convergence behavior of the Galerkin approximation and then we analyze the performance of the preconditioners. We also present a comparison with the the least-squares solver of [21] . We consider only sequential executions and we force the use of a single computational thread in a Intel Core i7-5820K processor, running at 3.30 GHz and with 64 GB of RAM.
The tests are performed with Matlab R2015a and GeoPDEs toolbox [33] . We use the eig Matlab function to compute the generalized eigendecompositions present in Step 1 of Algorithm 1, while Tensorlab toolbox [27] is employed to perform the multiplications with Kronecker matrices occurring in Step 2 and Step 4. The solution of the linear system (4.16) is performed by Matlab direct solver (backslash operator "\").
The linear system is solved by GMRES without restart, with tolerance equal to 10 −8 and with the null vector as initial guess in all tests. We consider the same mesh-size in space and in time, by setting h s = h t =: h, and we denote the number of subdivisions in each parametric direction by n sub . We use splines of maximal continuity allowed and of the same degree both in space and in time, i.e. we set p t = p s =: p. The symbol " * " denotes that the construction of the matrix factors of A (see (3.6)) goes out of memory, while the symbol " * * " indicates that the dimension of the Krylov subspace is too high and there is not enough memory to store all GMRES iterates. We remark that in all the tables the total solving time of the iterative strategies includes also the setup time of the considered preconditioner.
Orders of convergence
We consider as spatial computational domain Ω a rotated quarter of annulus, represented in Figure 1a : we rotate by π 2 a quarter of annulus with center in the origin, internal radius 1 and external radius 2 along the axis y = −1. Dirichlet and initial boundary conditions are set such that u(x, y, z, t) = −(x 2 +y 2 −1)(x 2 +y 2 −4)xy 2 sin(t) sin(z) is the exact solution with constants ν = γ = 1.
In Figure 2a we represent the relative errors in 
Performance of the preconditioner: rotated quarter of annulus
We consider again as spatial computational domain Ω the rotated quarter of annulus of Figure 1a and the same exact solution, initial and boundary data as in Section 5.1. We analyze the performance of both A and A G . The maximum dimension of the Krylov subspace is set equal to 100 for both the preconditioners up to n sub = 64. We are able to reach convergence and to perform the tests with A G , n sub = 128 and p = 1, 2, 3 by setting the maximum Krylov subspace dimension equal to 25. In Table 5 we report the number of iterations and the total solving time of GMRES preconditioned with A (upper table) and A G (middle table) . The non-trivial geometry clearly affects the performance of A, but, when we include some information on the parametrization by using A G , the number of iterations is more than halved and it is stable w.r.t. p and n sub . Moreover, the computational times are one order of magnitude lower for the highest degrees and n sub . In the lower table of Table 5 we report Table 6 , clearly show that the dominant cost consists of the matrix-vector multiplications, while the application of the preconditioner takes a small percentage of the total computational time, for example less than 10% for polynomial degree 5 and n sub = 32 or n sub = 64. In Figure 3 we report the setup time and the single application time of A G w.r.t. the number of degrees of freedom. As expected, the setup time is proportional to O(N dof ). What is more interesting is that the application time grows slower than O(N 5/4 dof ), i.e. the FLOPS counting, and it is almost proportional to O(N dof ): this may be explained by the fact that the memory access is the dominant cost due to the high-efficiency of CPU operations, in our case implemented in Matlab Tensorlab [27] .
Performance of the preconditioner: hollow torus
We consider a torus with a hole (Figure 1b ) that is obtained by revolving an eccentric annulus (Figure 1c) along the y axis. For this problem we consider γ = 1 and a separable in space and time, non-constant diffusion coefficient ν. Precisely, we choose exploits an ad-hoc factorization of the time matrices. The preconditioner cost seen in numerical tests, for a serial single core execution, is almost equal to O(N dof ) and does not depend on the polynomial degree. At the same time, the storage cost is roughly the same that we would have by discretizing separately in space and in time, if we assume n t ≤ Cp d N s . Indeed, in this case the memory used for the whole iterative solver is O(p d N s + N dof ). The coupling with a matrix-free approach [25] will lead to a significant improvement of the solver strategy. Our method is also suited for parallelization and this will be an interesting future direction study.
