ABSTRACT. We investigate in more detail the two-state free convolution semigroups {( µ t , µ t )} of pairs of measures whose Jacobi parameters are linear in the convolution parameter t. These semigroups were constructed in [AM10], where we also showed that measures with the analogous property for the usual and free convolution are exactly the classical, resp. free Meixner classes. The class of measures in this paper has not been considered explicitly before, but we show that it also has Meixnertype properties. Specifically, it appears in limit theorems, has a Laha-Lukacs-type characterization, and is related to the q = 0 case of quadratic harnesses.
INTRODUCTION.
The Meixner class of measures consists of the normal, Poisson, gamma, binomial, negative binomial, and hyperbolic tangent distributions. Numerous characterizations of this class are known, starting with [Mei34] , see [Mor82] for a survey. In [AM10] , we obtained a new "dynamical" characterization of the Meixner class: it consists exactly of convolution semigroups {µ t } whose Jacobi parameters {β n (t), γ n (t)} are polynomial functions of the convolution parameter t. Here the Jacobi parameters of a measure are the entries in the tridiagonal matrix for which µ is the spectral measure; see also Section 2.1. In fact, for the Meixner class the Jacobi parameters depend on t linearly:
β n (t) = β 0 t + nb, γ n (t) = (n + 1)[γ 0 t + nc].
In the same paper, we considered the analogous question for other convolution operations coming from non-commutative probability theories. For the most important of these, the free convolution (coming from free probability [NS06] ), there is a well-understood family of measures called the free Meixner class. The measures in this class are very different from those in the classical Meixner class, see Section 2.4. Surprisingly, many characterizations of the classical Meixner class have precise analogs for the free Meixner class, see [Ans03, BB06] and other sources. We showed that for free convolution semigroups, the property similar to the one above holds precisely for the free Meixner class.
Yet another convolution operation was introduced in [BLS96] in relation to what the authors called "conditionally free probability", but is better called two-state free probability theory. As the name indicates, this is a convolution operation c on pairs of measures ( µ, µ), and as such does not really have a classical analogue. The techniques from [Mło09] allowed us to find all pairs ( µ, µ) of measures such that if ( µ t , µ t ) := ( µ, µ) ct then the Jacobi parameters of µ t and µ t are linear with respect to this convolution. However, unlike in the two cases described above, the class of such µ has not been explicitly described before. It consists of measures whose Jacobi parameters do not depend on n for n ≥ 3. In this paper, we show that, without being so identified, this class has in fact appeared in applications: in the two-state free Poisson limit theorem, in the two-state Laha-Lukacs characterization [BB09] , and as a subclass of the q = 0 case of quadratic harnesses [BW05] .
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BACKGROUND.
2.1. Jacobi parameters. Throughout the paper, µ will be a probability measure on R all of whose moments
are finite. Then there is a sequence {P m } ∞ m=0 of monic polynomials, with degP m = m, which are orthogonal with respect to µ. They satisfy a recurrence relation: P 0 (x) = 1 and for m ≥ 0
under convention that P −1 (x) = 0, where the Jacobi parameters [Chi78] satisfy β m ∈ R and γ m ≥ 0. Then we will write In this case for m ≥ N , P m+1 are not uniquely determined. Our convention in this case will be that β m , γ m can be chosen in an arbitrary convenient way.
2.2. Generating functions, cumulants, and convolutions. We will define cumulants and convolution operations via generating functions; see [AM10] for the definitions involving set partitions.
The ordinary moment generating function of µ is
The R-transform (free cumulant generating function) R µ is determined by
and the two-state free cumulant generating function R µ,µ by
Now expanding into (formal) power series
we obtain the free cumulants r k (µ) and the two-state free cumulants R k ( µ, µ).
We now define the free convolution µ ν via
The pair ( τ , τ ) is the two-state free convolution ( µ, µ) c ( ν, ν) if τ = µ ν and also
The Boolean convolution is defined similarly using η.
A free convolution semigroup generated by µ is a family of measures {µ t } such that µ 1 = µ and µ t µ s = µ t+s . The two-state free convolution semigroups {( µ t , µ t )} = ( µ, µ) ct are defined similarly. A priori, our semigroups are indexed by t ∈ N, but in fact, one can always extend the semigroup to t ∈ [1, ∞). If µ is infinitely divisible in the appropriate sense, one has a full convolution semigroup for t ∈ [0, ∞).
Other operations.
We will occasionally use the following notation. B is the Boolean-to-free Bercovici-Pata bijection defined in [BN08] ; it is determined by
Φ is the Jacobi shift, considered for example in [BN09] , determined by
The name comes from the observation that
Finally, the two-variable map
and corresponds to R µ,µ = R ω .
Free Meixner distributions.
The free Meixner distributions µ b,c with mean zero, variance one, and parameters b ∈ R, c ≥ −1 are probability measures with
The general free Meixner distributions are affine transformations of these. More explicitly, the distribution with parameters b, c is
There are numerous characterizations of this class in free probability.
THE TWO-STATE FREE MEIXNER CLASS.
Using the techniques from [Mło09] , in [AM10] we proved the following result.
Theorem 1. Let ( µ, µ) be a pair of measures with Jacobi parameters β m , γ m and β m , γ m respectively.
Assume that neither µ nor µ is a point mass and that for the conditionally free powers ( µ t , µ t ) := ( µ, µ) ct , t ∈ N, all the Jacobi parameters of µ t are polynomials on t. Then
so that µ is a general distribution whose Jacobi parameters do not depend on n for n ≥ 3, and µ is the corresponding free Meixner distribution.
On the other hand, if (3) and (4) hold then, putting
the conditionally free power ( µ t , µ t ) := ( µ, µ) ct exists for t ≥ 0, c + γ 0 t ≥ 0, c + γ 0 t ≥ 0 and we have
In particular, the pair ( µ, µ) is c -infinitely divisible if and only if c ≥ 0 and c ≥ 0. In this case,
where ρ is the free Meixner probability measure which satisfies
Remark 1. An explicit formula for µ t can be obtained from the continued fraction expansion of its Cauchy transform:
, where σ t is the semicircular distribution with mean β 0 t + b and variance γ 0 t + c. The corresponding measure belongs to the Bernstein-Szegő class, and has the form
Proposition 2. Let ρ be a probability measure, a, c ∈ R, b ≥ 0, d ≥ 0. Define µ and ω via
t , µ t = µ t , and define
so that R µt,µt = R ωt and the pairs {( µ t , µ t )} form a two-state free convolution semigroup.
Suppose that
Proof. Using definitions of ω, B, Φ, η, µ in succession, we transform
Therefore by definition of µ t and Φ[·, ·],
So writing
we get
The conclusion follows. 
ω is freely infinitely divisible, and µ t has the Jacobi parameters in equation (6).
In the case that c or c are negative, note that the operations , B, Φ can be defined purely combinatorially (in terms of moments), so they are well-defined operations on (not necessarily positive) functionals, in which case B is even a bijection. So the construction remains valid, as long as µ t , µ t themselves are positive. so that ω, µ t are also free Meixner distributions.
PROBABILISTIC APPEARANCES
Free Meixner distributions arise in many results in free and Boolean probability theories. In this section we describe a number of appearances of the family from Theorem 1 in the two-state-free probability theory, which justify the name "two-state free Meixner class". Other places where distributions with Jacobi parameters constant after step 3 were encountered include Theorems 11 and 12 of [KW05] , examples in [Len07] , as well as [HM07, HM08] and [HKM09] . See also Proposition 7 of [AM10] .
Limit theorems.
(a) In the two-state free central limit theorem, one gets pairs of distributions ( µ, µ) such that
Thus µ = µ has Jacobi parameters constant after step 3.
Laha-Lukacs characterization. A classical paper [LL60] characterizes
Meixner distributions in terms of certain conditional expectations. In [BB06] , the authors obtained a similar characterization of free Meixner distributions. The following is their result for the two-state free independence. Recall that the distribution of an operator X with respect to a state ϕ is the measure µ such that for all n,
Also, one says that X, Y are (ϕ|ψ)-free if all their mixed two-state free cumulants are zero. See the paper quoted below for the rest of the terminology.
Theorem (Theorem 2.1 in [BB09] ). Suppose X, Y are self-adjoint (ϕ|ψ)-free and
for all n. 
Then the ϕ and ψ-moment generating functions
which are defined as formal power series, are related as follows:
) .
Bożejko and Bryc described the corresponding distributions more explicitly in particular cases corresponding to the Gaussian and Poisson regressions. We now provide a complete description. Recall that if ϕ = ψ, then the ψ-distributions of X, Y, S are free Meixner distributions.
Proposition 4. Denote by µ S , µ S the distributions of S with respect to ϕ, ψ, respectively, and by µ, µ the corresponding distributions of X. Then
If (10) also holds with ψ in place of ϕ, for the same b, c, then µ = µ γ 0 b,c δ β 0 is a free Meixner distribution, and
so that µ is a general (up to normalization) distribution with Jacobi parameters constant after step 3.
Proof. From equation (11),
Comparing with the general formula in Proposition 2, we conclude that in that proposition, c = 0, d = 1, t = 2, a = b and b = c. Therefore in terms of the Jacobi parameters of µ S ,
If X has, with respect to ψ, a free Meixner distribution µ = µ 
and under certain technical assumptions (see [BMW07] ),
The authors proved the existence of such processes for a large range of parameters σ, τ, η, θ, γ, in particular connecting the analysis to the Askey-Wilson distributions in [BW09] (the standard Askey-Wilson parameter q = γ + στ ). One reason for the interest in this analysis comes from numerous particular cases.
(a) If γ = 1 and σ = η = 0, the processes automatically have classically independent increments, and each X t has a Meixner distribution, see [Wes93] . (b) For γ = σ = η = 0, the processes are classical versions of processes with free independent increments, and have free Meixner distributions. (c) For σ = η = 0 and −1 ≤ γ = q < 1, the corresponding orthogonal martingale polynomials have Jacobi parameters
where [n] q := 1 + q + . . . + q n−1 is the q-integer. If τ = 0, the process is a (classical version of a) q-Poisson process from [Ans01] . The case where in addition, θ = 0 was considered even earlier in [Bry01] and corresponds to the q-Brownian motion [BKS97] . The challenge of interpreting the general processes with σ = η = 0 as "processes with q-independent increments" remains open. (d) Finally, for γ = σ = τ = 0, the free bi-Poisson processes from [BW07] are shown, in Section 4 of that paper, to have increments freely independent with respect to a pair of states.
We will now extend the last result above. Proposition 4.3 of [BMW07] states that for
there exist orthogonal martingale polynomials for the process. They satisfy recursion relations xP 0 (x, t) = P 1 (x, t),
for n ≥ 3, where
1 − στ and as long as 1 + uv > 0, 0 ≤ στ < 1.
The coefficients in this recursion are linear in t and constant for t ≥ 3, but the corresponding polynomials are not monic. It follows that the Jacobi parameters for the monic orthogonal polynomials for this process (which are not martingale polynomials) are quadratic in t. Therefore they do not form a semigroup with respect to any of the convolutions considered in this paper, unless σ = 0.
Proposition 5. Let q = 0 and σ = 0. Denoting by µ t the distribution of X t , for some {µ t }, the pairs {( µ t , µ t )} form a two-state free convolution semigroup. Also in this case, ρ is a free Poisson distribution.
Proof. Since σ = 0, we have u = η, v = τ η + θ, and the identification with parameters in our Theorem 1 gives β 0 = 0, β 0 = η, b = (τ η + θ), b = 2τ η + θ and γ 0 = 1, γ 0 = 1 + η(τ η + θ), c = c = τ (1 + η(τ η + θ)).
Note that this is a distribution with Jacobi parameters constant after step 3, but not the most general one.
Thus if µ t = µ (1+η(τ η+θ)) 2τ η+θ,τ (1+η(τ η+θ)) δ η t are free Meixner distributions, then the pairs {( µ t , µ t )} form a two-state free convolution semigroup. Also, J( ρ) = (τ η + θ), 2τ η + θ, 2τ η + θ, . . . τ (1 + η(τ η + θ)), τ (1 + η(τ η + θ)), τ (1 + η(τ η + θ)), . . . and ρ is a free Poisson distribution.
Remark 2. Restricting to the τ = 0 case of the free bi-Poisson process gives µ t = µ (1+ηθ) θ,0 δ η t a free Poisson distribution, ρ = δ θ , ω = µ θ,0 is a free Poisson distribution, and µ t = µ ηt+θ,(1+ηθ)t is a free Meixner distribution. Further restriction to θ = 0 gives µ a (non-centered) semicircular distribution, ω the standard semicircular distribution, and µ t = µ ηt,t a free Meixner distribution.
On the other hand, restriction to η = 0 gives µ = µ = ω = µ θ,τ and ρ is a semicircular distribution.
