Bounds for the positive eigenvalues of the p-Laplacian with decaying potential  by Brown, B.M. & Eastham, M.S.P.
J. Math. Anal. Appl. 325 (2007) 734–744
www.elsevier.com/locate/jmaa
Bounds for the positive eigenvalues of the p-Laplacian
with decaying potential
B.M. Brown ∗, M.S.P. Eastham
School of Computer Science, University of Cardiff, Cardiff, CF24 3XF, UK
Received 18 January 2006
Available online 10 March 2006
Submitted by William F. Ames
Abstract
An upper bound is obtained for the positive eigenvalues of the p-Laplacian with decaying potential on
[0,∞). The bound is expressed in terms of the potential and is shown to be the best possible of its kind.
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1. Introduction
Several recent papers have established spectral properties of the radial p-Laplacian which are
direct generalisations of known results for the classical case p = 2. Thus, in [12], the existence
of a countable infinity of eigenvalues was proved for the regular problem on a finite interval with
boundary conditions at the end-points (see also [3,10]). Then in [2,4] the theory for the infinite
interval (0,∞) was developed and, to describe these properties, we recall the usual notation that
the differential equation under consideration is
−(rau′ (p−1))′ + raq(r)u(p−1) = λrau(p−1) (1.1)
on (0,∞) with the boundary condition
u′(0) = 0. (1.2)
* Corresponding author.
E-mail address: malcolm@cs.cf.ac.uk (B.M. Brown).0022-247X/$ – see front matter © 2006 Published by Elsevier Inc.
doi:10.1016/j.jmaa.2006.01.058
B.M. Brown, M.S.P. Eastham / J. Math. Anal. Appl. 325 (2007) 734–744 735Here p > 1, a  0 and the power notation for a function f is
f (p−1) = |f |p−2f
[12, p. 175]. The potential q is continuous on [0,∞), and both u and u′ (p−1) are C1[0,∞).
Finally, λ is the real spectral parameter, and it is said to be an eigenvalue if u ≡ 0 and
u ∈ Lp(0,∞; ra). (1.3)
In [2,4] it was shown that, when q(r) → ∞ as r → ∞, the problem (1.1)–(1.2) has a count-
able infinity of eigenvalues receding to +∞, thus generalising the classical result of Weyl [13],
[11, Section 5.4] for the case p = 2. In [2] it was similarly shown that, when q(r) → 0 as r → ∞,
there is a finite or countably infinite set of negative eigenvalues.
The key tool in this p-theory is an appropriate variant of the Prüfer transformation for the
situation under consideration. In this paper, we use this transformation again to examine the
existence of positive eigenvalues for potentials q(r) → 0 as r → ∞. More precisely and more
generally, we examine the existence of solutions u of (1.1) (λ > 0) satisfying (1.3) but irrespec-
tive of the boundary condition (1.2). When p = 2 and a = 0, there is a considerable literature
devoted to this topic, especially concerned with producing a non-negative number Λ such that
there are no non-trivial solutions satisfying (1.3) when λ > Λ. There are various possibilities for
Λ depending on the nature of q and, for a survey of this topic, we refer to [7, Chapter 3]. For a
typical result when p = 2 and a = 0, suppose that
q = q1 + q2, (1.4)
where
lim sup r
∣∣q1(r)∣∣= L1 (1.5)
and
lim sup r
∣∣q ′2(r)∣∣= L2 (1.6)
as r → ∞, with finite L1 and L2. Then
Λ = {2L21 + πL2 + 2L1(L21 + πL2)1/2}/π2 (1.7)
([1], [7, Theorem 3.2.2]). Thus, in particular,
Λ =
{
4L21/π
2 (L2 = 0),
L2/π (L1 = 0).
(1.8)
In this paper, we show that the Prüfer transformation used in [1,7] has a p-extension which pro-
duces values of Λ for (1.1) which correspond to (1.8) and, in an implicit way, to (1.7). Our main
result is in Section 3, following the necessary Prüfer transformation formulae in Section 2. In
Section 4 we consider the best-possible nature of our extension of (1.7) and finally, in Section 5,
we discuss briefly another similar extension of a result known for p = 2.
2. The generalised Prüfer transformation
We again suppose that q has the form (1.4), where q2(r) → 0 as r → ∞ and (1.5) and (1.6)
hold. To accommodate (1.6), we also assume without further mention that q2 is locally absolutely
continuous in (0,∞). Since we are interested in values of λ > 0, we work in an interval (r1,∞)
where q2(r) < λ, and we define
Q(r) = λ − q2(r). (2.1)
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a different context in [2, Section 4]. Thus
u(p−1) = ρQαrγ {Sp(φ)}(p−1), (2.2)
ra(u′)(p−1) = ρQβrδ{S′p(φ)}(p−1), (2.3)
where
α = −(p − 1)2/p2, β = (p − 1)/p2, γ = −a(p − 1)/p, δ = a/p. (2.4)
Also, Sp is the p-generalisation of the sine function, a primary reference being [9], but here, as
in [4, Section 2.1] and [2, Section 1], we need only recall a few basic properties. Thus Sp is the
solution of
(s′)p + sp/(p − 1) = 1 (2.5)
in [0,πp/2] such that s(0) = 0 and s′(0) = 1, where
πp = 2π(p − 1)1/p/
{
p sin(π/p)
}
. (2.6)
Then S′p(πp/2) = 0, and the continuously differentiable Sp is defined in [πp/2,2πp] by
Sp(x) =
{
Sp(πp − x), πp/2 x  πp,
−Sp(2πp − x), πp  x  2πp. (2.7)
Outside [0,2πp], Sp is defined by 2πp-periodicity. Thus Sp and S′p have the same signs as sinx
and cosx in the corresponding parts of (0,2π). Finally, for all x,∣∣S′p∣∣p + |Sp|p/(p − 1) = 1. (2.8)
With Q defined by (2.1), a similar calculation to that in [2, Section 4] leads to the differential
equations for the Prüfer angle φ and modulus ρ as follows:
φ′ = Q1/p +
(
1
p
Q′
Q
+ a
p − 1
1
r
)
σ − 1
p − 1q1Q
−(p−1)/p|Sp|p, (2.9)
ρ′
ρ
= Q−(p−1)/pq1S(p−1)p S′p −
(
p − 1
p2
Q′
Q
+ a
p
1
r
)
σ ′, (2.10)
where
σ = SpS′ (p−1)p . (2.11)
All we need from (2.9) is the property that
φ′ = Q1/p + O(r−1) (r → ∞), (2.12)
as follows from (2.1), (1.6) and the periodicity of Sp and σ . It is (2.10) which is our primary tool
in the proof of the theorem in the next section and, for this purpose, we require the following
lemma concerning two of the terms in (2.10). In part (ii) of the lemma, we introduce the quantity
k = σ ′(πp/4). (2.13)
The reason for this choice will appear in detail in Section 4 but, briefly, it is needed to derive a
best-possible value of Λ in Theorem 3.1.
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(i) The mean value m of |S(p−1)p S′p| over the interval (0,2πp) is
m = 2(p − 1)/(pπp). (2.14)
(ii) Define
τ = σ ′ − k. (2.15)
Then the mean value μ of |τ | over the interval (0,2πp) is
μ = 4σ(πp/4)/πp. (2.16)
Proof. (i) By (2.7) we have
2πp∫
0
∣∣S(p−1)p S′p∣∣dx = 4
πp/2∫
0
S
p−1
p S
′
p dx = (4/p)
[
S
p
p (x)
]πp/2
0 = 4(p − 1)/p
by (2.8), and the mean value m follows.
(ii) We use the formula σ ′ = |S′p|p − |Sp|p [2, (4.1)] which, by (2.8), gives
σ ′ = 1 − p
p − 1 |Sp|
p. (2.17)
Thus as x increases from 0 to πp/2, σ ′(x) decreases from 1 to −(p − 1). Then, as x increases
further to πp , σ ′(x) increases symmetrically back to 1. Hence, by (2.13) and (2.15),
2πp∫
0
|τ |dx = 4
πp/2∫
0
|τ |dx = 4
πp/4∫
0
{
σ ′(x) − k}dx + 4
πp/2∫
πp/4
{
k − σ ′(x)}dx = 8σ(πp/4)
since σ(0) = σ(πp/2) = 0. The mean value μ now follows. 
3. The value of Λ
Theorem 3.1. Let (1.4) hold, where q2(r) → 0 as r → ∞ and (1.5) and (1.6) hold. Define Λ = 0
if L1 = L2 = 0, and otherwise Λ is the unique positive number such that
Λ−1+1/pL1 + 2Λ−1L2σ(πp/4)/p = πp/2. (3.1)
Then (1.1) has no non-trivial solution u satisfying (1.3) when λ > Λ.
Proof. In this proof we denote by L′ and L′′ numbers which can be taken arbitrarily close to L1
and L2, respectively, by choice of the interval [r1,∞) in which we work. However, neither L′
nor L′′ necessarily has the same value at each appearance. Thus, by (1.5) and (1.6), we have at
the outset∣∣q1(r)∣∣ L′/r, ∣∣q ′2(r)∣∣ L′′/r (3.2)
in [r1,∞).
Following similar ideas to those in [1] and [7, Theorem 3.2.2], we aim to establish an inequal-
ity
ρ(r) (const.)r−A (3.3)
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A < (p − 1)/p. (3.4)
To achieve this, we first write σ ′ = τ + k in the term involving Q′/Q in (2.10). Then, by (2.1)
and (3.2), (2.10) gives
ρ′
ρ
−λ−1+1/p L
′
r
(∣∣S(p−1)p (φ)S′p(φ)∣∣− m)
− λ−1 p − 1
p2
L′′
r
(∣∣τ(φ)∣∣− μ)− a
p
1
r
σ ′(φ)
− kp − 1
p2
Q′
Q
− {λ−1+1/pL′m + λ−1(p − 1)L′′μ/p2}/r, (3.5)
where m and μ are as in Lemma 2.1. When we integrate (3.5) with respect to r , the first three
terms on the right are all treated similarly. Thus, taking the third term, we have
r∫
r1
1
t
σ ′(φ)dt =
r∫
r1
1
t
Q−1/pσ ′(φ)dφ
dt
dt + O(1) (by (2.12))
=
r∫
r1
{
1
t2
Q−1/p − 1
t
1
p
Q−1−1/pq ′2(t)
}
σ(φ)dt + O(1)
= O(1) (3.6)
by (2.1), (3.2) and the boundedness of the periodic function σ . We have a similar situation for
the first two terms on the right of (3.5), where both |S(p−1)p S′p| − m and |τ | − μ are periodic
with mean value zero, and therefore have bounded integrals. Thus, as in (3.6), we have an O(1)
estimate for the corresponding integrals.
Hence integration of (3.5) gives (3.3) with
A = λ−1+1/pL′m + λ−1(p − 1)L′′μ/p2.
Then, if λ > Λ, it follows from (3.1), (2.14) and (2.16) that (3.4) holds if r1 is large enough, and
hence in particular,
ρp/(p−1) /∈ L(r1,∞). (3.7)
Now suppose, by way of contradiction that (1.3) does hold for some λ > Λ. By (2.2)–(2.4)
and (2.8), we have
ρp/(p−1) = Q−1/pra |u′|p + 1
p − 1Q
1−1/pra |u|p.
It then follows from (3.7) and (1.3) that
ra |u′|p /∈ L(r1,∞). (3.8)
With (3.8) in mind, we turn to (1.1), multiply by u and integrate over (r1, r) to obtain
r∫
(Q − q1)ra|u|p = −
r∫ (
rau′ (p−1)
)′
u = −[rau′ (p−1)u]r
r1
+
r∫
ra|u′|p.r1 r1 r1
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by (3.8). Hence
rau′ (p−1)u → ∞
as r → ∞. Thus u′ and u have the same sign for large r . But this is inconsistent with our
assumption (1.3). Thus (1.3) cannot hold for λ > Λ, as required.
In the known case p = 2, (3.1) is a quadratic equation in Λ−1/2 whose solution leads to (1.7)
since then πp = π and σ(π/4) = 12 by (2.11). In general, (3.1) only defines Λ implicitly, but we
note the special cases
Λ =
{
(2L1/πp)p/(p−1) (L2 = 0),
4σ(πp/4)L2/(pπp) (L1 = 0), (3.9)
which generalises (1.8). 
It is not known if there is a formula for σ(πp/4) in terms of p, but we have the following
values computed on the basis of (2.5). Thus when p = 1.4,1.8,2.2,3.0 and 5.0, correspondingly
σ(πp/4) has the values 0.26,0.44,0.54,0.64 and 0.68.
Finally in this section, we note that the requirement that q2(r) → 0 can be relaxed to
lim supq2(r) = 0, as in [1,7], provided that q2 also remains bounded near ∞. We then continue
to have Q > 0 in (2.1) for λ > 0 and the above proof is unchanged.
4. Best-possible nature of Λ
In the case p = 2, the value (1.7) of Λ is known to be best-possible in the sense that, given
any positive λ < Λ, there is a potential q satisfying (1.4)–(1.6) such that (1.1) has a solution sat-
isfying (1.3). The proof of this in [1] and [7, Section 4.6] uses the resonance theory of perturbed
harmonic oscillation ([6, Section 4.11], [7, Theorem 4.2.1]). However, it is not clear that this
theory extends to p = 2, involving as it does at some point the addition formulae for sine and
cosine; and there appears to be no corresponding formulae when p = 2 [9, Section 8].
We adopt a different approach here to show that (3.1) is best-possible. We construct the nec-
essary q separately for the two cases q2 = 0 and q1 = 0. The two constructions can then be
combined to deal with (3.1) in full. Let us consider first q2 = 0 and q = q1 subject to (1.5). The
value of Λ in question is now the first one in (3.9), and we choose λ so that 0 < λ < Λ (if Λ = 0
there is nothing to prove). We recall the signum notation for a function f :
sgnf =
{
1 (f > 0),
−1 (f < 0).
Now consider the two equations
φ′ = λ1/p + a
p − 1
1
r
σ (φ) + λ
−(p−1)/p
p − 1
L1
r
∣∣Sp(φ)∣∣p sgn{S(p−1)p (φ)S′p(φ)} (4.1)
and
ρ′
ρ
= −λ−(p−1)/p L1
r
∣∣S(p−1)p (φ)S′p(φ)∣∣− ap 1r σ ′(φ), (4.2)
which are (2.9) and (2.10) with q2 = 0 and q1 replaced by
−(L1/r) sgn
{
S
(p−1)
p (φ)S
′
p(φ)
}
. (4.3)
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as in (4.3). As in the proof of Theorem 3.1, integration of (4.2) gives
logρ = −λ−(p−1)/pL1m log r + O(1) = −p − 1
p
C log r + O(1),
where C = (Λ/λ)(p−1)/p by (2.14) and (3.9). Then (2.2) and (2.4) give
|u|pra  (const.)r−C,
and (1.3) follows since λ < Λ means that C > 1.
We turn to the second case, where q1 = 0 and q = q2 subject to (1.6). The value of Λ in
question is now the second one in (3.9), and we choose λ so that 0 < λ < Λ. Equations (2.9) and
(2.10) are now
φ′ = Q1/p +
(
1
p
Q′
Q
+ a
p − 1
1
r
)
σ(φ) (4.4)
and
ρ′
ρ
= −p − 1
p2
Q′
Q
τ(φ) − p − 1
p2
Q′
Q
k − a
p
1
r
σ ′(φ) (4.5)
where σ and τ are given by (2.11) and (2.15). By (2.13) and (2.17), we have
τ(x)
{
> 0
(
n − 14
)
πp < x <
(
n + 14
)
πp,
< 0
(
n + 14
)
πp < x <
(
n + 34
)
πp,
(4.6)
for any integer n. Finally at this stage, we note the inequality∣∣σ(x)∣∣ (p − 1)/p (4.7)
for all x, this being an easy consequence of (2.8) and (2.11).
We begin the construction of q by choosing r0 such that
r0 > 2L2πp/λ1+1/p (4.8)
and then choosing R so that
(R − r0)
(
1
2
λ
)1/p
= 3πp. (4.9)
In the interval (r0,R), we consider
q(r) = L2
{
φ(r) − φ(r0)
}/(
rλ1/p
)
, (4.10)
where φ satisfies (4.4). Since however φ′ now appears on both sides of (4.4), we solve (4.4) for
φ′ and consider the equation in the form
φ′ =
{
1 + 1
p
L2
rλ1/p
σ (φ)
Q
}−1{
Q1/p +
(
1
p
L2
λ1/p
φ(r) − φ(r0)
r2Q
+ a
p − 1
1
r
)
σ(φ)
}
(4.11)
where now
Q(r) = λ − L2
{
φ(r) − φ(r0)
}/(
rλ1/p
) (4.12)
by (2.1) and (4.10). Then, provided that
0 φ(r) − φ(r0) πp, (4.13)
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Q(r) >
1
2
λ
in (r0,R). It then follows from (4.11), (4.7) and (4.13) that
φ′(r) > 1
3
(
1
2
λ
)1/p
(4.14)
if, in addition to (4.8), r0 is large enough to make(
1
p
L2
λ1+1/p
2πp
r20
+ a
p − 1
1
r0
)
p − 1
p
<
1
2
(
1
2
λ
)1/p
and {
1 − L2(p − 1)
/(1
2
p2r0λ
1+1/p
)}−1
<
3
2
.
Integration of (4.14) gives φ(r) − φ(r0) > 13 ( 12λ)1/p(r − r0), and this together with (4.9)
and (4.13) implies that there is a point r1 for which
φ(r1) − φ(r0) = πp/2. (4.15)
Since we have yet to choose an initial value for the solution φ of (4.11), we now select
φ(r0) = πp/4, and then we have
φ(r1) = 3πp/4. (4.16)
With (4.6) in mind, we next re-define q in r > r1 by
q(r) = −L2
{
φ(r) − φ(r1) − πp/2
}/(
rλ1/p
) (4.17)
and, because of (4.15) and (4.10), we have continuity of q at r1. Now (4.17) leads to a similar dif-
ferential equation to (4.11), and the initial condition becomes (4.16). Similar reasoning produces
a point r2 > r1 where
φ(r2) = 5πp/4.
We then re-define q in r > r2 by
q(r) = L2
{
φ(r) − φ(r2)
}/(
rλ1/p
)
and again, by (4.16) and (4.17), we have continuity at r2. We continue the construction of q in
this step-by-step fashion so that, in (ri , ri+1),
q(r) = (−1)iL2
[
φ(r) − φ(ri) +
{
(−1)i − 1}πp/4]/(rλ1/p) (4.18)
and
φ(ri) = (2i + 1)πp/4. (4.19)
We note that q(r) = O(r−1) as r → ∞. Further, by (4.6) and (4.19), we have
(−1)i = − sgn τ(φ)
and so
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{
sgn τ(φ)
}
φ′(r)
/(
rλ1/p
)+ O(r−2)
= −L2
{
sgn τ(φ)
}/
r + O(r−2) (4.20)
by (4.11). Thus (1.6) holds.
When (4.20) is substituted into (4.5), we obtain
ρ′
ρ
= −p − 1
p2
L2
λr
∣∣τ(φ)∣∣− p − 1
p2
Q′
Q
k − a
p
1
r
σ ′(φ) + O(r−2).
As in the proof of Theorem 3.1, integration of this equation gives
logρ = −{λ−1(p − 1)L2μ/p2} log r + O(1) = −p − 1
p
C log r,
where C = Λ/λ > 1, by (2.16) and (3.9). Now (1.3) follows as in the first case above.
We can now give the promised reason for the choice of k in (2.13) and (2.15). By (2.13) and
(4.6) we see that sgn τ(x) has mean value zero over the interval (0,2πp). Hence the integral
T (x) =
x∫
0
sgn τ(t) dt
has period 2πp and is therefore, in particular, bounded. Now q(r) in (4.18) involves T (φ) in its
numerator, and thus the boundedness of T (φ) makes q(r) → 0 as r → ∞.
Finally in this section, we note that (4.7) can be used to give a more explicit, but less precise,
variant of (3.1). Thus, if (3.1) is replaced by
Λ−1+1/pL1 + 2Λ−1L2(p − 1)/p2 = πp/2, (4.21)
we continue to have a valid value of Λ, but it is no longer best-possible. Also, the second equation
in (3.9) is replaced by
Λ = 4L2(p − 1)/
(
p2πp
)
,
again giving an explicit but no longer best-possible Λ.
5. Matters arising
5.1. Special values of p
On multiplying (3.1) or (4.21) through by Λ, we obtain a three-term equation which contains
Λ1/p as well as Λ itself. This equation is for any positive integer N a polynomial equation of
degree N in Λ1/N provided that N/p is an integer. Leaving aside N = 2 and p = 2 which is
dealt with in (1.7), the equation can be solved explicitly when N = 3 or 4. This leads to the
values p = 3, 3/2, 4, 4/3 for which Λ can be determined explicitly. For example, when p = 3,
(4.21) becomes
Λ − cL1Λ1/3 − 49cL2 = 0,
where c = 2/π3 = 33/2/(π24/3). By Cardan’s formula, this cubic for Λ1/3 has the explicit solu-
tion
Λ1/3 = α1/3 + β1/3,
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α,β = 1
9
c
{
2L2 ± √
(
4L22 − 3cL31
)}
.
5.2. Integral conditions on q
In the case p = 2, there is a result corresponding to (1.7) when (1.5) and (1.6) are replaced by
the integral conditions
lim sup(log r)−1
r∫
0
∣∣q1(t)∣∣dt = L1, (5.1)
lim sup(log r)−1
r∫
0
∣∣q2(t)∣∣dt = L2. (5.2)
Then (1.7) is replaced by
Λ = 1
2
{
L21 + L2 + L1
(
L21 + 2L2
)1/2} (5.3)
[7, Theorem 3.4.2]. We note that the methods used in [7] here extend to general p, and we simply
sketch the main points which again rely on (2.10).
It is easily proved from (2.8) and (2.17) that∣∣S(p−1)p S′p∣∣ 1p (p − 1)2(1−1/p), |σ ′|max(1,p − 1).
Then integration of (2.10) and use of (5.1) and (5.2) gives (3.3) again but now with
A = λ−1+1/pL′ 1
p
(p − 1)2(1−1/p) + λ−1L′′ p − 1
p2
max(1,p − 1). (5.4)
There is also an obvious result corresponding to [7, Lemma 3.3.2] for general p which, as in [7],
we use with an O(log r) upper estimate, arising from (5.1). The next result is that (3.4) and (5.4)
produce a value of Λ given by the equation
Λ−1+1/pL1(p − 1)1−2/p + Λ−1L2 1
p
max(1,p − 1) = 1,
which corresponds to (3.1) and yields (5.3) when p = 2.
5.3. The essential spectrum
For operators which are still linear but non-self-adjoint, there are five separate recognised
definitions of the essential spectrum [8, Sections 1.4 and 9.1], and one of these continues to
be characterised by the singular sequence property [8, Section 9.1, Theorem 1.3]. The question
which we raise here is whether the ideas in [5] concerning singular sequences have spectral
significance for the non-linear case p = 2 of (1.1).
Keeping a = 0 for simplicity, we extend the definition f (p−1) = |f |p−2f to complex-valued
functions, and then replace the factor exp(ir
√
λ) in [5] by exp(irλ1/p), where λ > 0. As in the
linear case p = 2, we find that∥∥−(f ′ (p−1)m )′ + (q − λ)f (p−1)m ∥∥→ 0
744 B.M. Brown, M.S.P. Eastham / J. Math. Anal. Appl. 325 (2007) 734–744as m → ∞ with ‖fm‖ = 1, the norm being that of Lp(0,∞). The sequence fm also has the
property of weak convergence to zero. Thus, if we introduce the set Σ of real λ such that (1.1)
possesses a singular sequence, we have Σ ⊃ [0,∞). By Theorem 3.1, there are no eigenvalues
λ > Λ embedded in Σ , and the question is whether this situation has a spectral meaning as it
does when p = 2.
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