Introduction
There is a great degree of debate on how to specify long-term reference case scenarios for CO 2 emissions. This is critical first step in ascertaining the extent of the policy effort required to achieve any policy target for CO 2 emissions, and thereby determining the costs involved in achieving such goals.
In the most fundamental sense, specifying a reference scenario means forecasting a path forCO 2 emissions that reflects not only the existing economic and demographic trends, but also the ongoing emissions policies. Most reference case forecasts, however, are based on a multivariate approach and include alternative economic and demographic assumptions, as well as very often even new policy commitments as in the typical "business as usual" projections [see, for example, IEA (2007) , OECD (2012), and EIA (2013) ]. The problem with this conventional approach to establishing reference scenarios is that it introduces rather a great degree of arbitrariness in their definition, and thereby clouds the information it intends to provide -specifically, the extent of the efforts needed and the corresponding costs.
This note uses an ARFIMA approach to provide reference forecasts for global CO 2 emissions based on a univariate statistical analysis, recognizing the presence of long-memory through fractional integration. Our forecasts for CO 2 emissions are strictly based on the most basic statistical fundamentals of the stochastic process that underlies global CO 2 emissions. As such, our forecasts capture the information included in the sample, and implicitly assume that the observed trends will continue in the future. Thus, these forecasts provide the most fundamental reference case forecast of CO 2 emissions.
The methodology we adopt is inspired by a budding literature on the analysis of energy and carbon emissions based on a fractional integration approach[see, for example, Elder and Serletis (2008) , Lean and Smyth (2009) , Gil-Alana et al. (2010) , Barassi et 3 al.(2011) , Tsoumas (2011, 2012) , Barros et al. (2012a Barros et al. ( , 2012b , Liu and Chen (2013) , and Gil-Alana et al. (2015) ]. Measuring the persistence of CO 2 emissions is of utmost importance for the design of energy and environmental policies aiming at reducing the economy's carbon intensity. If CO 2 emissions are stationary, then transitory public policies will tend to have only transitory effects. Permanent changes, therefore, require a permanent policy stance. On the other hand, if CO 2 emissions are not stationary, then even transitory policies will have permanent effects on emissions, and a steady policy stance is less critical. The fractional integration approach goes well beyond the I(0) stationary/I(1) non-stationary dichotomy to consider the possibility that variables may follow a long memory process. 'Long memory' means a significant dependence between observations widely separated in time, and, therefore, the effects of policy shocks may be temporary but long lasting.
Data: Sources and Description
We use annual data for the world's total CO 2 emissions from fossil fuel consumption for the period ranging from 1751 to 2013. These data were obtained from the Carbon Dioxide Information Analysis Centre [Boden et al., 2013] . Aggregate CO 2 emissions are defined as a sum of five global CO 2 emissions components: CO 2 emissions from burning fossil fuels (solid, liquid, gas and gas flaring) and from cement production. 
Fractional Integration

Fractionally-Integrated Processes
A fractionally-integrated process is a stochastic process with a degree of integration that is a fractional number, and with an autocorrelation function that exhibits persistence, albeit neither as an I(0) nor an I(1) process. Nevertheless, its persistence is consistent with a stationary process, where the autocorrelations decay hyperbolically.
Because the autocorrelations die out slowly, the fractionally-integrated processes display long-run rather than short-term dependence, and for that reason are also known as long-memory processes[See, for example, Palma (2007) ].
A time series, = − , where is the coefficients vector, represents all deterministic factors of the process , and = 1, 2, … issaid to be fractionally integrated of order if it can be represented by
where, is the lag operator, is a real number that captures the long-run effect and is (0).
Through binomial expansion, the filter (1 − ) provides an infinite-order L polynomial with slowly and monotonically declining weights
and thus (1) can be rewritten as:
If is an integer, then is a function of a finite number of past observations. In particular, if = 1, then is a unit root non-stationary process and, therefore, the effect of a random shock is exactly permanent. If = 0, then = and the time series is (0) and weakly auto-correlated (or dependent) with auto-covariances that decayexponentially over time. More formally, = 1 , for = 1, 2 , … . and | 1 | < 1.
5
Letting be a real number allows for a richer degree of flexibility in the specification of the dynamic nature of the series, and depending on the value of we can determine different levels of intertemporal dependency. In fact, when is a non-integer number, each depends on its past values way back in time. Moreover, the auto-covariance function satisfies the following property ≈ 1 2 −1 , for = 1, 2, … and 0 < | 1 | < ∞
where ≈ means that the ratio between the two sides of (5) will tend to unity as → ∞.
Assuming that the process, , has a spectral distribution such that the density function ( ) is given by
then, for low frequencies, as → 0 + , we obtain
where, 2 = ( 
| 2 > 0 and ≈ means that the ratio between the two sides of (7) will tend to unity as → 0 + .
In general, the larger the value for the fractional-difference parameter , the greater the degree of persistence. Specifically, we have several cases.
If −0.5 < < 0, then the autocorrelation function decays at a slower hyperbolic rate but the process is called anti-persistent or, alternatively, to have rebounding behavior or negative correlation, because the autocorrelations for lags greater than zero are negative.
If 0 < < 0.5, the process reverts to its mean, but the auto-covariance function decreases very slowly and hyperbolically as a result of the strong dependence on past values. The spectral density function is unbounded at the origin and is said to exhibit long-memory behavior. This means that the effects of a random shock in the innovations of the series are transitory and the series will eventually revert to its 6 mean. Nevertheless, the effects will last longer than in the purely stationary case
If0.5 < < 1,the process becomes more non-stationary in the sense that the variance of the partial sums (5) increases, but the series retains its mean-reverting property.
Finally, if > 1, the process is non-stationary and non-mean-reverting, i.e. the effects of random shocks are permanent.
ARFIMA Processes
An auto-regressive fractionally-integrated moving-average process, ARFIMA for short, is an extension of the traditional ARIMA model that allows for fractional degrees of integration. The autocorrelations of the ARFIMA process decay at a slower rate than the exponential rate associated with the ARMA process and, generally, with short memory processes. ARFIMA models were first introduced by Granger and Joyeux (1980) and Granger (1980 Granger ( , 1981 
where ( ) and ( ) are the polynomials of order and respectively, with all zeroes of ( ) and ( ) given, respectively, by
and lying outside the unit circle, with as white noise. Clearly, the process is stationary and invertible for −0.5 < < 0.5.
The estimation of the parameters of the ARFIMA model is done through maximum likehood. The log Gaussian likelihood was established by Sowell (1992b) , and is
The covariance matrix has a Toeplitz structure:
where, 0 = ( ), and = ( , −1 ) for = 1, 2, … − 1 and = 1, 2, … .
ARFIMA Forecasting and Prediction-Accuracy Assessment
Given the symmetry properties of the covariance matrix, can be factorized as = ′, where = Diag( ) and is lower triangular, so that;
Moreover, let = −1 , = ( 1 , 2 , … , ) ′ and is the × upper left submatrix of .
Let = −
. The best linear forecast of +1 based on 1 , 2 , … is
Moreover, the best linear predictor of the innovations is ̂= −1 , and the one-stepahead forecasts for ̂, in matrix notation, is
The testing for the accuracy of predictions is based on the average squared forecast error, which is computed as
There is a wide diversity of loss functions available and their properties vary extensively. Even so, all of these share a common feature, in that "lower is better."
That is,a large value indicates a poor forecasting performance, whereas a value close Similarly, the variance component tells us how far the variation of the forecast is from the variation of the actual series. Finally, the covariance proportion measures the remaining unsystematic component of the forecasting errors. As expected, the three components add up to one.
The Basic Empirical Results
Model Specification
Estimation results for the ARFIMA( , , )model are presented in Table 1 . The best specification was chosen using the Schwartz Bayesian Information Criterion (BIC) and includes two statistically-significant autoregressive terms, of first and second order, and two statistically-significant moving-average terms, of first and seventh order.
Furthermore, global CO 2 emissions are fractionally integrated with a statistically significant degree of persistence of = 0.354. The confidence intervals for the 9 estimated fractional integration parameters are narrow, in the positive range, and lower than 0.5. This means that, the series are better characterized as 'stationary, but with long memory'. The effects of a one-time random shock in the innovations of these series are transitory, as the series are mean reverting. The effects of the one-time random shocks, however, will last longer than in the purely stationary case. Figure 1 plots the actual values against the in-sample forecasts for globalCO 2 emissions between 1900 and 2013(in-sample forecasts between 1750 and 1899 are available upon request). Table 2summarizes our forecasting accuracy analysis for the in-sample predictions. For the whole sample period, the mean absolute percentage error, MAPE, is 4.64% while the adjusted mean absolute percentage error, AMAPE, is 5.9%, indicating a good forecast performance. Moreover, only 7.8% of the predicted values lie outside the 95% confidence interval. In particular, 4.7% are above the upper limit while 3.1% are below the lower limit. In turn, the U-statistic shows a low level of inequality, suggesting that the forecasts compare very well with actual CO 2 emissions.
In-Sample Global CO 2 Emissions Forecasts
Moreover, the forecasts are unbiased and have small variance proportion. Accordingly, most of the forecast error,95.48%, can be attributed to the covariance component, i.e., the unsystematic forecasts error.
4.3
Out-of-Sample Forecasts of Global CO 2 Emissions
Using data from 1751 to 2008 to estimate the ARFIMA model, we forecast the remaining 5 observations until 2013. The results are shown in Fig. 2 A notable feature of our forecast is that it suggests a continuous slowdown in the increase in the CO 2 emissions. The ARFIMA framework seems to capture quite well the shift in the CO 2 emissions pattern that actually occurred in the last decade due to more active environmental policies worldwide, as well as the more recent financial crisis and its economic aftershocks.
Despite this pattern, our projection suggests a reference path for global CO 2 emissions which, unsurprisingly, does not meet the global CO 2 emission goals designed to stabilize the concentration of CO 2 in the atmosphere at levels consistent with avoiding the most extreme outcomes of climate change.
Comparing the Forecasts with Other Available Reference Forecasts
Next, we compare the forecasts we made with the reference forecasts used by different international organizations. To facilitate comparisons, we focus on projected reference changes at different points vis-à-vis the CO 2 emission levels in 2010. IEA As a reminder, we project 2030, 2040, 2050 CO 2 reference emissions at about 27.4%, 34.4%, 39.8%, above 2010 emission levels, respectively. This suggests that we project a less pessimistic trend of CO 2 emissions into the future. Furthermore, given the slowly declining pattern of marginal changes in CO 2 emissions that we project, the difference 11 between our reference case and the existing reference projections will tend to widen as we move further into the future.
Comparing Our Forecasts with Alternative Policy Scenarios for CO 2 Emissions
The relevance of our lower reference case projections becomes apparent when we consider the paths for CO 2 emissions projected under alternative policy scenarios or required to reach certain emission targets.
For example, the European Union aims to achieve by 2030 a reduction of CO 2 emissions that is equivalent to 40% of 1990 emission levels [see, for example, EC (2014) scenario's objectives, given our reference scenario, this would mean cutting projected additional CO 2 emissions by an additional 33%. The point is that, with our lower projections of CO 2 emissions, the ongoing policy goals are much more attainable.
Conclusions and Policy Implications
In this note we developed alternative new reference forecasts for CO 2 emissions. The reference forecast is based on an ARFIMA model, estimated using global CO 2 emissions data from 1750 to 2013. These new reference forecasts are free from the additional assumptions on demographic and economic variables that are commonly used in most reference forecasts, as they only rely on the intrinsic properties of the stochastic process for CO 2 emissions and all the observed information it incorporates. In this sense they are much closer to their fundamentals.
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Our reference forecast suggests that CO 2 emissions are clearly below the levels suggested by other reference scenarios available in the literature. This is important, as it suggests that the ongoing policy goals are actually much closer to reach than what is often implied by the standard CO 2 reference emission scenarios. This is not to say that policy makers should rest on their laurels and relax their ongoing energy and environmental policy efforts to achieve such targets, but rather that whatever efforts are agreed upon will likely be more effective than what is implicit in the existing reference forecasts. In other words, the current CO 2 emissions targets can be achieved at a much lower overall cost than what is suggested by the conventional reference forecasts.
A possible reaction to the lower emissions path in the new reference scenario presented here could be that it is better to err on the side of caution -that is, it would be better to use the higher projected CO 2 emissions as suggested by other reference forecasts. However, this situation reflects a delicate trade-off between two competing negotiation strategies. On one hand, there is a view that having higher emission reference forecasts increases the likelihood of decisive policy action and thus guarantees that the policies adopted will less likely undershoot the required objectives. On the other hand, there is also the view that, having lower and more realistic reference emissions projections gives a more accurate assessment of the policy efforts that are indeed required, and thus underscores the lower costs involved in mitigation efforts, thereby making all the more likely the adoption of more widespread energy and environmental policy efforts.
Finally, it should be mentioned that we see our new reference forecasts as a benchmark to be compared and contrasted with other reference forecasts generated by either univariate or more complex multivariate models. It ought to be a natural starting point to which other economic or demographic assumptions are to be added upon. Indeed, the evidence for long-term memory in CO 2 emissions that we uncovered through our fractional integration approach suggests that transitory shocks will have temporary although long-lasting effects. Accordingly, in forecasting alternative and more elaborated policy scenarios, a more comprehensive multivariate approach should be pursued. 
