In an earlier paper, the authors proposed three new hybridised variants of gravitational search algorithm and real coded genetic algorithms for unconstrained optimisation problems, by hybridising GSA with Laplace crossover and power mutation. Experiments on a number of test problems, including CEC 2014 benchmarks, showed that the hybridised variant incorporating both Laplace crossover and power mutation emerged a winner in terms of efficiency and reliability by increased exploration and exploitation. This paper extends the hybridised variants proposed in the above paper, for the constrained optimisation making use of the Deb's constraint handling mechanism. The performance of original GSA and the three proposed variants is investigated on a set of 24 constrained benchmark problems as given in CEC 2006. Based on a rigorous analysis of results, it is concluded that the variant hybridising GSA with Laplace crossover and Power mutation outperforms all others.
Introduction
Many real world optimisation problems, arising in economics, science, engineering can be formulated as a constrained nonlinear optimisation problems. Therefore, it is of grave importance to design efficient and reliable numerical techniques which may determine the global optimal solutions of constrained nonlinear optimisation problems. Mathematically a constrained optimisation problem can be written as: bound of i th variable. Several methods are available in the literature for solving the above problems. These methods can be classified into deterministic and probabilistic methods. Deterministic methods require some strong assumptions such as continuity and/or differentiability. Therefore, these methods are applicable to a particular set of problems. But probabilistic methods are more general and do not require any assumptions about the nature of the problem. Genetic algorithm (Back, 1996) , particle swarm optimisation (Kennedy, 2010) , ant colony optimisation (Dorigo and Caro, 1999) , artificial bee colony (Karaboga and Basturk, 2007) , glowworm swarm optimisation Deep, 2015a, 2015b) and differential evolution (Storn and Price, 1997) , etc., are some examples. In original version these algorithms are for unconstrained optimisation problems. Hence, for constrained problems, a constrained handling technique is embedded with unconstrained optimisation method. In literature several constraint-handling methods (Coello, 2002; Coath and Halgamuge, 2003) are available but till recently, penalty-based methods are most popular. But the main drawback of these methods is that they require a careful tuning of penalty parameters, therefore, the penalty approach require a huge computational efforts. In Deb (2000) , proposed a parameter free penalty function approach, which has gained popularity because of its ease in implementation.
Gravitational search algorithm (GSA) (Rashedi et al., 2009; Jiang et al., 2014b ) is a relatively new popular physics inspired optimisation algorithm. Mostly used for unconstrained optimisation. It has been successfully applied in several applications like data clustering, pattern recognition, data mining (Sahoo, 2014) , optimal power flow (Duman et al., 2012) , electricity forecasting (Ju and Hong, 2013) , etc., Khandualo et al. (2014) applied GSA to solve the economic load dispatch problem of a power system. Jiang et al. (2014a) hybridised particle swarm optimisation and GSA and proposed HPSO-GSA and used it to solve economic emission load dispatch problems considering various practical constraints. Pal et al. (2013) combined GSA and a repair technique and proposed an algorithm for dynamic constrained optimisation. Hota and Sahu (2015) proposed a fuzzy-based GSA for the solution of security constrained economic and environmental load dispatch problems. Khajehzadeh and Eslami (2012) applied GSA to solve the optimisation of retaining structures. Yadav and Deep (2013) used GSA to solve constrained optimisation problems in which constraints are handled using parameter-exempt constraint dealing approach by computing constraint violation. Yadav and Deep (2014) also proposed a co-swarm GSA to solve the nonlinear constrained optimisation problems, inheriting the idea of GSA and differential evolution.
With a view to improve the efficiency and reliability of GSA for unconstrained continuous optimisation, in Singh and Deep (2015c) , GSA is hybridised with the Laplace crossover and power mutation both being well tested and well established real coded genetic algorithm (RCGA) operators in Thakur (2007a, 2007b) . The motivation behind the hybridisation is to combine the diversity maintaining power of RCGAs as well as the exploration and exploitation searching capability of GSA. The hybridised versions called LXGSA, PMGSA and LXPMGSA are well tested on a wide variety of benchmarks problems, including CEC 2014 benchmark suite. For details please refer to Singh and Deep (2015c) .
In this paper, GSA and the above three variants are extended to the case of nonlinear constraint optimisation problems by using the famous Deb's rule for handling the constraints. To observe their performance, a test bed of 24 benchmarks function given in CEC 2006 is used. The criteria laid down therein are used to derive conclusions by comparing the objective function value as well as success rate of constraint-GSA in comparison to constraint-LXGSA, Constraint-PMGSA and constraint-LXPMGSA. This paper is organised as follows: In Section 2, the GSA algorithm is explained. In Section 3, the RCGA operators used in this study are reproduced. In Section 4, the constraint-handling mechanism of Deb is mentioned. In Section 5, the proposed hybridised variants are presented. Numerical experiments and results are discussed in Section 6, whereas in Section 7, conclusions are drawn.
Gravitational search algorithm
GSA is a nature-inspired algorithm based on the metaphor of gravity and mass interactions. In this algorithm, the solution of the problem is represented by the position of the particle at specified dimension and quality of the solution is represented by mass of the particle. The mass is higher for better solution. Each iteration of GSA passes through three steps: a initialisation b force calculation c motion.
Consider a system of N particle. The position of i th particle is represented by:
, , , , , for 1, 2, ,
where d i x is the position of i th particle in d th direction.
In initialisation, a population of N particles is distributed randomly in the search space. The velocities of each particle are initialised to zero (it could be non-zero if desired by initialising randomly). The fitness value of i th particle denoted fit i (t). The position of the best particle at step t is denoted by X best (t).
In force calculation, mass of each particle is calculated using a function of fitness of particle, i.e., M i = g(f(X i )), where M i ∈ (0, 1] and g(.) is bounded and monotonically decreasing. The function g is defined in such a way, the best particle has the largest value (normalised) and worst particle has smallest value. Here, the fitness of worst particle is subtracted from the fitness of each particle and it is divided by the difference of the fitness of best particle and worst particle say it m i (t). M i (t) is calculated by normalising m i (t). Thus, after evaluating the current population fitness, the gravitational mass and inertia mass of each particle are calculated as follows:
where M ai is the active gravitational mass, M pi is the passive gravitational mass, M ii is the inertia mass of particle i, fit i (t) is the fitness value of the i th particle at time t. Also, best(t) and worst(t) are the best and worst particle with regard to their fitness value.
For minimisation problem Then the force acting on mass 'i' from 'j' is evaluated by:
where M ai (t) is the active gravitational mass related to particle j, M pi (t) is the passive gravitational mass related to particle i. ε is a small value. G(t) is the gravitational constant and it is calculated by:
R ij (t) is the Euclidean distance between i and j particles and it is defined as follows:
The total force acting on i th particle in dimension d is calculated by:
where rand j is randomly distributed random number in interval (0, 1], Kbest is the set of first k particles with the best fitness value and k is a decreasing function with time.
Initially k is set to the number of particles in the system and it decreases linearly in such a way that at the last iteration k = 1. In motion, first acceleration of each particle is calculated by:
a t is the acceleration of particle i in the dimension d at time t. Then the velocities and next position of particles i in the d th dimension are updated by:
where rand i is randomly distributed random number in the interval (0, 1].
In the initial population, a particle having best fitness value is set to Lbest and in successive iteration the fitness of Lbest is compared with the best particle's fitness in each iteration, i.e., best(t), if it has better fitness than Lbest is updated otherwise Lbest remains same.
RCGA operators used in this study
In this section, the two RCGA operators, used in this study, are explained. For details of the performance of these operators the reader is referred to Thakur (2007a, 2007b) .
Laplace crossover
Laplace crossover (LX) is introduced by Deep and Thakur (2007a) 
Power mutation
Power mutation (PM) operator introduced by Deep and Thakur (2007b) is based on power distribution. PM operator creates a solution y in the vicinity of a parent solution x in the following manner. First, a uniformly distributed random number r ∈ [0, 1] is generated. Then a random number w following power distribution is generated by
, where p is the index of distribution. Offspring y is created by the formula:
( 1 5 ) where v ∈ [0, 1] is a uniformly distributed random number, 
Constraint handling mechanism (Deb, 2000)
In this approach, a penalty term is added to the objective function to penalise infeasible solutions. Therefore the fitness function of the problem defined in (1) is obtained as:
where f worst is the objective function value of the worst feasible solution in the current population. φ j (X i ) refers to the amount constraint violation of i th particle in j th inequality constraint and
is the sum of the constraint violation at X i . Hence, fitness of feasible solutions is determined based on its objective function value whereas the fitness of infeasible solutions depends on the amount of constraint violation and worst feasible solution of the current population. If all solutions are infeasible in the population then f worst is set to zero. Hence two solutions are compared by following rules:
1 a feasible solution is always preferred over an infeasible solution 2 between two feasible solutions, the one having a better objective function value is preferred 3 between two infeasible solutions, the one having smaller constraint violation is preferred.
In this way the infeasible solutions are pushed towards the feasible region. Equality constraints are transformed into inequalities of the form:
T is regarded as feasible if g i (x) ≤ 0 for i = 1,…,q and | h j (x) | -∈ ≤ 0, for j = q + 1,…,n. Here, ∈ is set to 0.0001.
Proposed hybridised variants
In Singh and Deep (2015c) , GSA is hybridised with Laplace crossover (Deep and Thakur, 2007a) which is a RCGA crossover operator and with power mutation (Deep and Thakur, 2007b) which is a RCGA mutation operator. The resulting three hybridised version namely LXGSA, PMGSA and LXPMGSA are compared with the original GSA, with an objective to increase the efficiency and reliability of the original GSA. In the present study, GSA, LXGSA, PMGSA and LXPMGSA are extended to solve constraint nonlinear optimisation problems and four variants are proposed namely constraint-GSA, constraint-LXGSA, constraint-PMGSA and constraint-LXPMGSA.
GSA maintains a dedicated record of the best particle searched by the algorithm, say Lbest. The updation of Lbest depends upon the best particle in the current population. The Lbest is updated if the best particle in the current population has better fitness in comparison to the fitness of Lbest otherwise it remains same which implies that it is not necessary that the best particle of the current population and Lbest are coincident in iteration. Hence, it may happen that few or all particles may reach at worst position in comparison to their position in previous iteration. In the proposed algorithms, the fitness of a particle is the sum of objective function value and the penalty of the constraints. The penalty is zero for feasible particles and absolute sum of normalised value constrains for infeasible particles. The maximum penalty will be the number of constraints in the problem. In box constraint, the particle in the infeasible region may have better fitness than a particle in the feasible region. Since, there is no influence of Lbest on the current population and population updating procedure is independent of feasibility or infeasibility of particles, i.e., algorithm does not give any guarantee for the particle in the next iteration that a feasible particle will remain feasible after updating. Suppose at any iteration, Lbest is feasible and at least one particle is feasible then infeasible particles always have worst fitness as per equation (16). But if all particles are infeasible then f worst is zero and the fitness of infeasible particle is absolute sum of constrained violation, which is at most the number of constrains in the problem. In such a case there is a possibility that the infeasible particle has better fitness in comparison to the fitness of Lbest. Hence, in earlier Lbest updating procedure, Lbest becomes infeasible. In such a case, it is likely that a population will move towards infeasible region inside the box constrains. Therefore if in initial iteration, Lbest is feasible and at some iteration population become infeasible then Lbest also become infeasible. To maintain the feasibility of Lbest, a new Lbest updating mechanism is incorporated in the proposed constrained-GSA and its variants. Lbest is updated if:
1 Lbest is infeasible and best(t) is feasible 2 both are feasible or infeasible but best(t) is better in term of fitness.
The pseudo code of Lbest updating mechanism is shown in Figure 3 . The working procedures of proposed variants are as follows.
Constraint-GSA
Constraint-GSA is a modified version of original GSA for constrained optimisation problems. The working procedure of constraint-GSA has the following two additional features. Firstly, the fitness of particles is evaluated using Deb's rule during the initial generation of random population as well as during each iteration. Secondly, new Lbest update mechanism. The pseudo of constraint-GSA is given in Figure 4 .
Constraint-LXGSA
Each iteration of constraint-LXGSA is carried out as follows. Firstly, the steps of constraint-GSA are performed. Then Laplace crossover is applied on Lbest and a randomly selected particle as shown in Figure 1 and Lbest is updated as per Figure 3 Then the iteration is incremented. 
% for minimisation
Set Lbest = best(t); t = 0 while (t ≤ max_iter) do: 
for each particle i = 1 to N do:
Evaluate fitness fit i of all particles using equation (16) 
Constraint-LXPMGSA
Each iteration of constraint-LXPMGSA is carried out as follows. Firstly, the steps of constraint-GSA are performed. Then Laplace crossover is applied on Lbest and a randomly selected particle as shown in Figure 1 . Lbest is updated as per Figure 3 . Then, power mutation is applied on Lbest as shown in Figure 2 . Lbest is updated as per Figure 3 . Then the iteration is incremented.
Numerical experiments and results
The performance of proposed variants constraint-GSA, constraint-LXGSA, constraint-PMGSA and constraint-LXPMGSA for constrained optimisation problem are tested on 24 benchmark problems taken from the 2006 IEEE Congress on Evolutionary Computation (CEC 2006) (Liang et al., 2006) . Table 1 represents the main characteristics of the 24 benchmark problems. In Table 1 , n is the number of decision variable, ρ = | F | / | S | is the estimated ratio between the feasible region and search space, LI and LE are the number of linear inequalities and linear equality constraints, respectively. NI and NE are the number of nonlinear inequality and nonlinear equality constraints, respectively and AC is the number of active constraints. The proposed variants are coded in MATLAB 7.10.0 and run on Intel(R) Xeon(R) CPU X5660 at 2.80 GHz workstation with 144 GB RAM. The parameters of the algorithm are set G 0 = 100, α = 20, the population size is 50 for all problems and termination criteria is fixed as per CEC 2006 (i.e., maximum function evaluation is 300,000). All variants are run 30 times, making sure that first randomly generated population is used for the first run of all variants, second randomly generated population is used for second run of all variants, and so on. The numbers of feasible runs out of 30 runs are shown in Table 2 . A run is called a feasible run if at least one feasible solution is found in maximum function evaluations during a run. Best, worst, median, average and standard deviation (STD) of the objective function values are calculated of the feasible runs only and shown in Table 3 . From Table 2 , it is concluded that out of 24 problems there are five problems, namely g04, g17, g20, g21, g22 in which none of the variants could get a feasible solution and in 15 problems feasibility rate is 100% by all variants, where feasibility rate is defined as the ratio of the number of feasible runs and total runs. In g05, constraint-LXPMGSA gets only one feasible run but constraint-GSA, constraint-LXGSA and constraint-PMGSA could not get any feasible run. In g10, the feasibility rate of constraint-GSA, constraint-LXGSA and constraint-LXPMGSA is 100% but constraint-PMGSA could not achieve 100%. Similarly, in g13 the feasibility rate of all variants except constraint-GSA is 100%. In g23 constraint-GSA, constraint-LMGSA and constraint-LXPMGSA get only one feasible run. Hence, it is concluded from Table 2 that feasibility rate of constraint-LXPMGSA is better than all other variants considered. -6,961.8139 -6,961.8139 -6,961.8139 -6,961 .8139 -6,961.8139 -6,961.8139 -6,961.8139 -6,961.8139 5.443E-06 -6,961.8139 -6,961.8139 -6,961.8139 -6,961.8139 2.394E-06 -6,961.8139 -6,961.8138 -6,961.8139 -6,961 1.163E-09
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From Table 3 , it is concluded that there are two problems, namely g06 and g08 in which the performance of all variants are approximately same and the performance of constraint-LXGSA, constraint-PMGSA and constraint-LXPMGSA are same on g12. These variants found the optimal solution. There are seven problems, namely g02, g05, g07, g10, g16, g19, g23 in which the performance of constraint-LXPMGSA is better than other variants. There are four problems, namely g03, g11, g13, g15 in which the performance of constraint-LXGSA is better than other variants and in two problems, namely g01 and g24 the performance of constraint-LXGSA and constraint-LXPMGSA is approximately same. In g09, constraint-LXPMGSA find the better 'best' and 'average' but better 'worst' and 'median' are found by constraint-LXGSA. In g14, constraint-PMGSA find the better 'best' and 'median' but better 'worst' and 'average' is found by constraint-LXGSA. In g18, the performance of constraint-GSA is relatively better than other algorithms. From the above discussion, it is concluded that the performance of constraint-LXPMGSA is better than constraint-GSA, constraint-LXGSA and constraint-PMGSA on constrained problems. The complexities of constraint-GSA, constraint-LXGSA, constraint-PMGSA and constraint-LXPMGSA is shown in Table 4 , where T1 is the average computing time of 10,000 function evaluations for all 24 problems and T2 is average computing time for the algorithm with 10,000 function evaluations for all 24 problems. In order to observe the behaviour of constraint-GSA, constraint-LXGSA, constraint-PMGSA and constraint-LXPMGSA with a passage of iterations the convergence plots of the g01, g02, g03, g06, g07, g08, g09, g11, g12, g14, g15, g16, g18, g19 and g24 functions are shown in Figures 5-6 . On the horizontal axis the iterations are shown, whereas on the vertical axis the average best-so-far is shown. Average best-so-far is the average value of objective function in each iteration over 30 runs. For the clear view of g03, the plot of g03 is shown. In two parts in the first part it is plotted for 1 to 50 iterations and in the second part it is plotted 50th iteration onwards. From these plots it is clear that in the initial iterations of constraint-LXPMGSA, first it goes towards infeasible optima if present once a particle comes in feasible region then it moves towards feasible optima. The feasibility rate of all algorithms is not 100% in other functions, therefore plots of the remaining functions is not shown here. , g01, g02, g03, g06, g07, g08, g09, g11, g12, g14, g15, g16, g18, g19, g24 . The null hypothesis is assumed that "there is no difference between algorithms" and alternative hypothesis is "there is difference". The pair wise mean, standard deviation, standard error mean, p-value along with the conclusion of the test are shown in Table 5 . A+ shows that version 2 is significantly better than version 1, A shows the version 2 is alike version 1, A-shows that version 2 is marginally better than version 1, B+ shows that version 2 is significantly worse than version 1 and Bshows that version 2 is marginally worse than version 1.
From Table 5 , it can be concluded that if constraint-GSA vs. constraint-LXGSA is considered then nine out of the 14 problems show that constraint-LXGSA is significantly better than constraint-GSA. If constraint-GSA vs. constraint-PMGSA is considered then seven out of the 14 problems show that constraint-PMGSA is significantly better than constraint-GSA. If constraint-GSA vs. constraint-LXPMGSA is considered then seven out of the 14 problems show that constraint-LXPMGSA is significantly better than constraint-GSA. The p-value of g08 could not be evaluated because the standard error of the difference is 0.
Conclusions
The objective of this paper is to extend the recently proposed unconstrained hybridisation versions of GSA and RCGA operator for the constrained continuous optimisation problems. In order to improve the efficiency and reliability of GSA, it was hybridised with the Laplace crossover and power mutation for the unconstrained continuous optimisation problems. In this paper, the earlier proposed hybridised versions of GSA for unconstrained optimisation problems are extended to the case of constrained optimisation problems. As a result, three new hybridised versions are proposed which are compared with the original GSA on the basis of CEC 2006 benchmarks problems. Based on the criteria laid down in CEC 2006, the supremacy of the hybridised GSA with Laplace crossover and power mutation, it is concluded that the hybridised version combining both the Laplace crossover and power mutation outperforms the original GSA and the other hybridised variants. Further, statistical t-test results conform the above.
