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The basic topic of this study is a graph algorithm that decomposes graphs which we call graph
fragmentation algorithms. The aim is to derive fast algorithms to break an input graph into connected
subgraphs which we call fragments. The original motivation for the research came from data mining
geo-tagged photographs from Flickr. Plotting these geo-tags sometimes reveals recognisable patterns
of cities, countries or continents made purely of dots. Joining those dots within a limited distance of
each other makes a graph many of whose components are cities, attractions, etc. which are densely
connected. A question is then: how can one break the graph into fragments in such a way that its
component structure is preserved?
We give a simple example of a graph fragmentation algorithm. An active vertex v is selected. Next,
v selects an active neighbour u, if any, and v absorbs u by making u inactive and orienting the edge
uv from u to v. If v has no active neighbours then v points to itself, and becomes an inactive root. The
process continues until all vertices become inactive. In the end, the fragments - the objects of interest,
are formed by directed paths pointing to the root vertices of the components. Fragmentation algorithms
can be varied by altering the selection operation. A major difference between the algorithms is how
vertices are selected i.e. probabilistically, deterministically or heuristically. For cycle graphs, we
make a formal analysis of the various fragmentation algorithms. We also study a variation in which
edges are selected instead of vertex, and extend our analysis to circulant graphs.
Many fragmentation algorithms are based on assigning every vertex a unique oriented out-edge,
in which case the subgraph obtained consists of uncyclic components. This generalises the subgraph
formed by the well-known random mapping graph model to which we draw some comparisons.
We next introduce another fragmentation model, the permutation subgraph model. The vertices
of the graph are permuted and examined in permutation order. Starting from the beginning of the
permutation, each vertex points to its first neighbour to the right of it in the permutation, or to itself if
no such neighbour exists. Permutation subgraphs are studied in more detail for a wider class of graph
models including r-regular graphs, random graphs and infinite random graphs on the integers.
Inspired by the interest in triangles in social networks, we also investigate another variation called
triangle-fragmentation, in which every vertex points to the neighbour with which has the highest
number of common neighbours. Although not a linear time algorithm in general, it seems it might
be suitable for decomposing dense graphs. The algorithm is analysed experimentally on planted ℓ
partition model and random geometric graphs. It is also evaluated as clustering algorithm on a number
of real-world graphs including social networks and graphs formed by geo-tagged photographs taken
from Flickr.
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1.1 Mapping the World’s Photos
One of the main motivations behind this work is the research paper by Crandall et al [10] with the
title Mapping the World’s Photos. In this paper, the authors investigate the relationship between
geospatial information and visual and textual content of photographs. A photograph is often tagged
with textual content i.e. the owner’s description of the picture; and geo-tagged i.e. the location
where the photograph is taken. There is an enormous number photographs available online, sites
like Facebook, Flickr process millions of new pictures everyday. Given the immense amount of
information, the photograph resource is a comparable scale corpus with the set of Web pages. Hence,
it is useful to think about the analogies between organising photographs and organising Web pages.
While successful techniques for analysing Web pages exploit a tight relation between content and
structure, existing works that analyse large photo collections have focused primarily either on structure
or content [10]. Therefore, the main goal of the paper is to investigate the interplay between content
i.e. textual tags, image features and position i.e. geo-spatial information of large photo collections.
The paper’s central thesis is that geospatial information can be directly integrated with visual and
textual tag content for organising global-scale photo collections. The main objective of the paper is
therefore to study the relation between location and content in large photo-collections. There are
many tasks involved in such a study, ranging across different disciplines of computer science. Below
we discuss the two tasks which are interesting to us
1. To find the most popular places/location in a large collection of geo-tagged photos.
2. Given the popular photograph locations, to select a visual description or a representative image
for each specific landmark.
For the first task the authors use the mean-shift algorithm, which is often used in computer vision
for image segmentation and object tracking. By treating geo-tagged photos with their latitude and
longitude as points in a two dimensional space, mean-shifting groups points which share the same
mode of distribution. Unlike other popular clustering methods such as k-means, mean-shift does not
4 Research motivation
require a fixed-number of clusters beforehand. Thus, it is suitable for this problem, as the number of
clusters is unknown. However it requires a scale-of-observation as input. This is the radius of the
searching disc within which every data point will be used to estimate the mode of distribution. The
authors used two scales-of-observation: metropolitan-scale with the radius 100km; and landmark-
scale with the radius of 100m. For each scale, the mean-shift procedure is executed to find peaks
of the underlying distribution. By counting the number of distinct photographers have taken photos
within the respective radius of the searching disc centred at each peak, the authors then produce a
popularity ranking of landmarks in each respective location.
For the second task, to select a representative image for each popular landmark. The authors
search for subsets of photos that are visually very similar and select an image from among the most
salient. They posed this as a graph-problem. The graph is constructed by considering each photograph
as a vertex. For each pair of vertices, an edge is added and given a weight indicating the degree of
visual similarities between the pair of photographs. Spectral clustering is then applied to partition
the graph into communities so that vertices with each community are highly similar. For each of the
clusters, the vertex with highest weighted degree is chosen as the representative image.
In this way, the major attractions of cities around world were identified and tagged. The result for
the UK is shown below.
Fig. 1.1 Most photographed landmarks/attractions in the UK as found by Crandall et al [10].
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1.2 Replication of the study in Mapping the World’s photos
The findings in the Mapping the World’s photos paper are intriguing. For instance, in London the most
popular landmark is Trafalgar Square, followed by the Tate Modern as the second-most photographed
landmark in London. But Big Ben and London Eye are only ranked as 3th and 4th. Or that the most
iconic image of the Trafalgar Square is the Nelson’s Column as seen in Figure 1.1, but not the square
itself with the beautiful fountains and, perhaps, the pigeons. Therefore, we decided to replicate the
study in [10] to have a closer look at the photographs in London.
To collect data, we choose Flickr - a popular photo sharing site, and performed crawling on the
users, starting from a group named London by Londoners. After two rounds of breadth-first search, the
dataset consisted of nearly 11,000 users and 15 millions photos, of which 11 million photos contain
textual-tags and 3 million are geo-tagged. For curiosity, we plotted the raw geo-data on the world
map, to have an idea of where, presumably, Londoners have travelled and taken photographs. The
result is shown in Figure 1.2.
Fig. 1.2 Londoners travel across the world. Remote regions in Canada, Russia, South-America and
Africa are significantly less-visible.
Next, we replicated the clustering procedure using mean-shifting. The algorithm is discussed in
detail in Section 12.3.1, below we give a brief description.
Mean shift is an iterative algorithm for locating the mean of an underlying probability distribution
given a set of sample points. The advantage of the mean-shift algorithm is that it requires only a
distance parameter h. It employs an iterative procedure as follows. For each data point p, we impose
a circle with radius h centred at p, the searching disk. Using every point located inside the searching
disk, a weighted mean is calculated. The original p is then shifted to the weighted mean. The process
then recurses until convergence. In practice this is determined if the shifted distance is less than a
constant λ , a parameter of the algorithm.
6 Research motivation
We provide an illustration for the mean shift in Figure 1.3, using a small example from the
geo-locations of the photographs.
Fig. 1.3 An illustration of the mean-shift algorithm. The dots in blue are actual geo-locations of
photographs, imposed on world-map with the faint lines indicating streets/footpaths. The green circles
highlight the searching disk of the queried points. The red, diamond-shaped points are the weighted
means (except 1, which is the starting point).
We start from the data point 1. The weighted mean of every point within the disk of 1 is calculated
and shown as point 2. The process then recurses with 2 as the queried point. After several iterations
it converges at 5 and terminates. The sequence (1,2,3,4,5) highlights the trajectory of the shifted
means from start to convergence.
(a) Result obtained from every data point.
The green circles are kept from Figure 1.3
for comparison.
(b) Result after post-processing.
Fig. 1.4 The figures above show the results from applying mean-shift to every data point. In figure (a),
each dark-blue square represents a convergence i.e. a peak. As there are many peaks in proximity of
each other, a post-processing step can be done by merging those within some distance, say h. The
result after post-processing is shown in figure (b). In which, points that share the same merged-peak
(triangle-shaped) are drawn using the same colour. Note that data points are not necessarily located
within the searching disk of the final peak, this is a feature of the algorithm.
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A problem with mean-shift is its high complexity. This is because, in each iteration, the algorithm
has to perform a range search i.e. searching for points located inside the queried point/mean disk;
then calculate a weighted mean. Furthermore, the algorithm is dependant on the parameter λ to
determine convergence. In our experiments, we set λ = 10−4 and noticed for some data points it takes
the algorithm a few thousand iterations to reach convergence. Overall, on a small dataset consisting of
approximately 4,000 data points, the experimental running time of mean-shift with radius 10, 25 and
50 metres is 180, 360 and 600 seconds, respectively (for more detail see Section 12.6.2). Thus, given
the scale of the dataset, the mean-shift algorithm might not be the best candidate. This motivates us to
examine the problem in more detail.
1.2.1 Clustering geographical data as a graph problem
Inspired by the idea of having a searching disk imposed on each data point to search for neighbours in
its proximity, we can perhaps pose this as a graph problem. More specifically, given the geo dataset
we can create a proximity graph as follows. Given a parameter d the radius of the searching disk,
for every point or vertex v, we connect v to every other points located within the disk centred at v.
The result is then a simple, undirected geographical graph, which captures necessary information for
several operations i.e. range query. Furthermore, plotting the graph on the world map as shown in
Figure 1.5 reveals interesting structure of the underlying data.
Fig. 1.5 An example of proximity graph. The figure presents a dataset consists of approximately 2,000
points. For each pair of vertices, we add an edge if the distance between them is at most d = 100
metres.
8 Research motivation
It is seen from Figure 1.5 that there are several dense regions of points which are presumably
popular locations for taking photographs. When the graph is generated with a correct distance d,
these regions are then very densely connected. On the other hand, some of these dense regions are
connected by sparse subgraphs. Thus, one can relate this to the graph problem that was posed in task
(2) in Section 1.1 that is to identify groups of vertices with dense connections internally and sparser
connections between different groups. This is otherwise known as the community detection problem.
1.3 Objectives and structure of the study
The motivation for this research is to tackle the problem of clustering geometric/geographical points
as a graph problem. That is, given a dataset consists of geo-tags of photographs, a proximity/disk
graph can be constructed by connecting pair of vertices of which its distance is at most a chosen
constant d. The nature of the dataset is that data-points are distributed with bias at popular landmarks.
Consequently, the constructed graph has densely connected components at these locations and is
sparser in between. The objective is to partition the graph to reveal these components.
Our main contribution in this research is the introduction, study and analysis of a new graph
algorithm, which we call graph fragmentation algorithms. The motivation behind this is to study
fast methods to decompose an input graph into connected subgraphs which we call fragments. The
decomposition methods are varied, and can be based on probabilistic, deterministic and heuristic
approaches.
To illustrate the algorithms, a simple graph fragmentation procedure is described as follows. An
active vertex v is selected uniformly at random from the set of active vertices, v then selects a random
active neighbour u, if any. This operation is regarded as the selection operation, vertex v is regarded
as the main vertex and u the neighbour. Next, v absorbs u by making u inactive and orienting the
edge uv from u to v and the other edges of u are deleted. If v has no active neighbours then v points to
itself, and becomes an inactive root.
We provide an overview of the models in Part I. In Chapter 2 we introduce the models and discuss
various decomposition methods which are created by altering the selection operation.
In Part II, we make a formal analysis of the various fragmentation algorithms on cycle graphs in
Chapter 3. In Chapter 6 we study a variation in which edges are selected instead of vertex, and extend
our analysis to circulant graphs.
Another fragmentation algorithm of interest is permutation subgraph fragmentation. The vertices
of the graph are permuted and examined in permutation order. Starting from the beginning of the
permutation (on the left), each vertex points to one of its neighbours to the right of it in the permutation,
or to itself if no such neighbour exists. Permutation subgraphs are studied in more detail for a wider
class of graph models including r-regular graphs and random graphs G(n, p) in Chapter 4 and Chapter
5. Many fragmentation algorithms we study are based on assigning every vertex a unique oriented
out-edge, in which case the subgraph obtained consists of uncyclic components. This generalises the
subgraph formed by random mappings to which we draw some comparisons in Chapter 4.
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Inspired by the interest in triangles in social networks, we study another variation called triangle-
fragmentation in Part III. The model is introduced in Chapter 8. In this version, every vertex points to
the neighbour with which has the largest number of common neighbours. Although not a linear time
algorithm in general, it seems suitable for decomposing dense graphs or graphs with high clustering
coefficient. The algorithm is analysed experimentally on hidden block models in Chapter 9 and
random geometric graphs in Chapter 11.
The triangle-fragmentation approach is evaluated as clustering algorithm on a number of real-world
graphs including social networks in Chapter 10 and on graphs formed by geo-tagged photographs




Given n data points embedded in two dimensional space, we construct a proximity or disk graph as
follows. Fix a constant d - the distance parameter. Consider each data point as a vertex, where each
vertex v has coordinates (vx,vy). For every pair of vertices v,u if the distance between the pair is at
most d, we connect an edge (v,u) i.e. dist(v,u)≤ d where dist is a distant function e.g. Euclidean.
The result is a simple, undirected graph G, a proximity/disk graph.
Fig. 2.1 An example of the proximity/disk graph constructed using the geo-locations of photographs.
The points are plotted on the world map with roads and buildings, etc. so that reader can have a
perspective on the scale of the observation. The figure zooms over the region of Westminster in
which the large white gap is the river, to the right is the south bank, etc. The dots on the south bank
indicate the location of London Eye. The horizontal line near the bottom of the picture indicates the
Westminster bridge and so on.
The nature of the dataset is that there are many dots surrounding popular places for taking
photographs. Consequently, for a correct value d, these vertices are densely connected. Hence, the
objective is to extract these dense components of the graph.
12 Fragmentation algorithms
2.1 Fragmentation process
Let G = (V,E) be a simple, undirected graph. For each vertex v ∈ V , v is marked as active. The
following operation is recursed until options are exhausted
1. Select an active vertex v;
2. Select an active neighbour u;
3. Let v absorbs u, in more detail
(a) Direct an edge (u,v);
(b) u is marked as inactive.
It is often useful to think of a secondary, directed graph G′ = (V ′,E ′) to hold the directed edges. More
particularly, we copy the vertex set of G to G′ i.e. V ′←V and set E ′← /0. Then each time step 3-(a)
is invoked, the new directed edge e.g. (u,v) is added to G′. This edge has a natural orientation with u
being the source, and v being the target i.e. (v← u) to highlight the event that v pulls or absorbs u.
In step 3-(b), u becomes inactive. This means we remove u from the vertex set V =V \{u} along
with its edges E = E \ e(u), where e(u) is the incident edges of u. In other words, u is hidden and
not available for future computation. There may be cases in which the active vertex v has no active
neighbour. In this scenario, typically we let v absorb itself, add the self-loop (v,v), and regard v as a
root. Therefore, in each iteration, exactly one vertex becomes inactive, hence the algorithm terminates
after |V | steps.
The result of the algorithm is held in G′, in which each vertex has out-degree 1. Furthermore, each
connected component of G′ consists of directed paths pointing to the root vertex of that component.
To see this, imagine that from any vertex we can always traverse the directed path until we find a
self-loop which is the root, the traversal then terminates. We call these components the fragments.
The fragments are returned as the output of the algorithm. The first and second steps are the selection
operations and can be easily altered to create a different variation of the basic fragmentation algorithm.
In the following chapters, we will study variations in which selections are based on probabilistic,
deterministic and heuristic approaches.
2.1.1 An example of the fragmentation process
We give an example of a simple fragmentation algorithm. Let G(V,E) be a simple, undirected graph.
Let G′(V ′,E ′) be an empty directed graph. Copy the vertex set of G to G′ i.e. V ′←V . Thus, for every
vertex v ∈V there is a corresponding v′ ∈V ′. An active vertex v is selected uniformly at random from
the set of active vertices. Next, v selects a random active neighbour u, if any. Next, v absorbs u by
making u inactive. We direct the edge (u′,v′) from u′ to v′. If v has no active neighbours then v′ points
to itself, and becomes an inactive root. The process continues until all vertices become inactive. In
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the end, the fragments form a set of components each consisting of directed paths pointing to the root
vertex of the component.

























Fig. 2.2 An example of the fragmentation algorithm on an input graph with four vertices
V = {a,b,c,d}. In each iteration the graph G and G′ are presented in the left and right figure,
respectively. The crossed out vertices are inactive. The dotted lines represent the the incident edges
of inactive vertices. The operations are done in the following order
1. a absorbs b; b is inactive.
2. c absorbs d; d is inactive.
3. a has no active neighbour; a attaches self-loop and becomes inactive.
4. c has no active neighbour; c attaches self-loop and becomes inactive.
5. The algorithm terminates.
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2.2 Related models: random mapping graph
The fragmentation algorithm can be viewed as a mapping process. In the sense that in each iteration
we map a vertex to one of its neighbours or a vertex is mapped to itself. This relationship is represented
by the oriented edge. A related graph model is the random mapping graph (r.m.g). The r.m.g model is
studied in detail by various authors e.g. Bollobas [6], Frieze [22], etc. We give a description of the
model below. A more detailed discussion is included later on in Section 4.2.
Let the input graph G be a complete graph i.e. Kn with V = {1,2, . . . ,n} hence |V |= n. A random
mapping directed graph D f is then constructed as follows. For each vertex i, we map i to one of its
neighbour or itself. Equivalently, a directed edge (i, j) with i as the source and j the target is added to
D f . Since the graph is complete and the queried vertex i is also included, the vertex that i maps to is j
such that 1≤ j ≤ n.
Let D be the set of all possible D f then |D |= nn. If for each vertex, its mapping is chosen from a
uniform distribution and independently from other vertices, then each graph D f occurs with equal
probability. Each D f ∈D is a directed graph in which every vertex has out-degree 1. Each component
of D f contains a loop or a cycle. Thus every component is unicyclic. It follows that the number of
cycles is also the number of components.
Of many results of r.m.g, one highlights the difference between the model compares to fragmen-
tation (considered in 2.1.1) is that the expected number of components of r.m.g of size n is ∼ logn
[6]. Whereas in fragmentation, this number is always 1 as there is always an active pair of adjacent
vertices in the graph, up until the last iteration. The set of all possible of mappings of fragmentation is
a subset of D . In other words, every mapping formed by fragmentation is a valid mapping on r.m.g.
However, the vice versa is not true. Consider the following mapping examples on a K7 graph
Vertex : 1 2 3 4 5 6 7
Example (a) - selections : 3 1 4 3 5 7 6
Example (b) - selections: 2 3 4 5 5 5 4
For the r.m.g model the above examples can be interpreted as: the vertex at index i (in the first row,
which is sorted in increasing order) maps/points to the ith vertex in the example row, for example, 1
points to 3 in example (a). For the fragmentation model, the selections mean: the vertex at index i is
absorbed by the ith vertex in the example row, for example, 1 is absorbed by 3 in example (a). We
choose this representation/interpretation to give the resulting edges the same orientation i.e. 1→ 3,
equivalently, e(1,3) in both models.
Example (a) is a valid mapping of a r.m.g. On the other hand, it is not a valid mapping of
fragmentation since there are pairs of vertices e.g. (6,7) and (3,4) in which one absorbs the other.
This is not possible because any absorbed vertex becomes inactive, thus unable to make any future
selection i.e. double-edges are prohibited. Example (b) is a valid mapping of a fragmentation, it is
also valid on r.m.g and both models produce the same resulting graph (see the figure below).
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In r.m.g each vertex’s mapping can be chosen independently from other vertices. Whereas in
fragmentation the subsequent mappings are dependant on the results of the selections made in previous
iterations. In other words, the construction of a r.m.g can be thought of as a parallel process; while the














1 2 3 7 4 6 5
Fig. 2.3 A comparison of the resulting graphs of r.m.g and the fragmentation considered in example
(a) and (b) on a K7 graph. The previous table shows the mappings selected by the vertices. For r.m.g,
the interpretation is that the vertex at index [i] points to the vertex in the respective index in r.m.g row.
For fragmentation, the vertex at index [i] is absorbed by the vertex indicated in the row below in the
table.
For fragmentation in example (b), the order of operations is as follows. The selections are
generated by following the process introduced in Section 2.1:
1. 2 is selected: 2 absorbs 1, 1 is inactive;
2. 3 is selected: 3 absorbs 2, 2 is inactive;
3. 4 is selected: 4 absorbs 3, 3 is inactive;
4. 4 is selected: 4 absorbs 7, 7 is inactive;
5. 5 is selected: 5 absorbs 4, 4 is inactive;
6. 5 is selected: 5 absorbs 6, 6 is inactive;
7. 5 becomes root, 5 is inactive.
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2.3 Variations of fragmentation
Recall the core procedure of the fragmentation algorithm:
Vertex selection
1. Select an active vertex v;2. Select an active neighbour u. If there is none, u = v;
Graph adjustment
{
3. v absorbs u; u is inactive.
Step one or two can be easily altered to create new variations of the basic fragmentation. The
graph adjustment can also be modified accordingly if required. For example, consider the following
modification to the selection of neighbours:
2. Select all active neighbours of v.
Then the third step needs to be adjusted:
3. v absorbs all neighbours which become inactive.
Let N(v) be the set of neighbours of vertex v. We have a variation of the basic fragmentation:
Algorithm 1: Fragmentation: a vertex absorbs all neighbours I.a
while There remains an active vertex do
Select an active vertex v at random if N(v) is empty then





Let G=G(n, p) a simple, undirected random graph be the input. We are interested in the expected
number of components or fragments. Algorithm 1 proceeds on G as follows. Suppose we start with
no edge. In each iteration, we pick an unvisited vertex v. For each remaining available to connect
vertex u, the edge (v,u) is connected with probability p. Let N(v) be the set of vertices which are
successfully connected to v. Then v absorbs N(v) and forms a new fragment, which is a star graph
with every neighbours pointing to v. Thus, all vertices in N(v) are now inactive and not available to
connect. Further, although v is still active, it is not available to connect. In following iterations, if v is
visited again then it becomes a root. Else, we select an unvisited vertex and the algorithm recurses.
We use an unconventional iteration counter. We increment the number of iterations if and only if
an unvisited vertex is selected in that iteration. That is, the ith iteration marks the iteration in which
the ith unvisited vertex is selected. For instance, the first iteration always discover an unvisited vertex,
let this be v. In the following iteration, if v is selected again, it becomes a root and we do not count.
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Else, an unvisited vertex u is selected and we increment the counter. Since a new fragment is created
when an unvisited vertex is selected , the counter also counts the number of fragments.
Denote by Ai the expected number of available vertices at the start of the ith iteration (A1 = n); by
Xi the expected size of the fragment formed in that iteration. We have
Xi = 1+(Ai−1)p,
thus





If there remains one vertex, the number of fragments increments one last time. Suppose this occurs at
the (t+1)th iteration i.e. At+1 = 1. For convenience let q = 1− p, we have














q j = (n−1)qt − q(1−q
t−1)
1−q
= (n−1)(1− p)t − 1− p
p
(1− (1− p)t−1) = (n−1+ 1
p
)(1− p)t − 1
p
+1.
To solve for At+1 = 1, multiply both sides by p and simplify giving
(np− p+1)(1− p)t = 1.
The left hand side is (np− p+1)(1− p)t ≤ (np+1)e−pt , with approximate equality provided that p
is small i.e. p = ω/n = o(1) and using e−x/(1−x) ≤ (1− x)≤ e−x (0< x< 1). Thus
(np+1)e−pt ∼ 1 hence t ∼ 1
p
log(np+1), the expected number of component.
Hypothetically, in the proximity graph the degree of a vertex might be an indication of its
importance in the network. Intuitively a high degree vertex implies that it lies at a central position,
in proximity of many other vertices. In the basic fragmentation process, vertices are selected with
uniform distribution regardless of theirs properties. Thus, a low-degree vertex can absorb a higher-
degree neighbour with positive probability, which might not be an ideal scenario. In which case, we
can introduce new condition, for example, given a pair of vertices v, u
3. If d(v)≥ d(u) v absorbs u; and vice versa.
Based on this idea and related ideas we are going to introduce and analyse some variations of the
basic fragmentation algorithm in the following chapters.

Part II




Analysis of fragmentation algorithms on
a cycle
3.1 Introduction
In this chapter, we make a theoretical analysis of the fragmentation algorithms introduced in Chapter 2
for the case of a cycle (or path). The analysis is made using a recurrence for the expected number of
fragments formed from a cycle of length L+1 which eventually reduces to a path of length L.
The general procedure for the analysis of the fragmentation algorithms is as follows. For each
variation of the algorithms, we describe the process on the input cycle or path. Where applicable, we
give examples to demonstrate the difference between the variations. Next, we derive a recurrence for
the expected number of fragments. The recurrence is then solved using a generating function (g.f).
We then go through various steps including manipulating the g.f, solving differential equations, etc
to analyse the g.f. Although most of the g.f(s) do not have an explicit series expansion based on a
formula, we were able to extract the asymptotic growth of the coefficients of the g.f. The results of
this study are summarised in Table 3.2, along with those obtained experimentally.
A supplementary introduction to the theory of generating functions is provided in Appendix A.
The materials include g.f manipulations, analyticity and asymptotic of g.f and general procedure for
solving differential equation, which are used extensively in the analysis.
3.2 General notation
Let G(V,E) denote a graph G with V and E being the set of vertices and edges, respectively. Let
G′(V ′,E ′) be an empty graph. We then copy the vertex set of G to G′ i.e. V ′←V , E ′← /0. Objects in
V are denoted without a prime symbol e.g. v. Objects in V ′ are denoted with a prime symbol e.g. v′.
Denote by Ad j(v) the adjacency list of vertex v; and let d(v) be its degree i.e. d(v) = |Ad j(v)|.
Below we explain the procedure of the basic fragmentation algorithm (see Section 2.1.1). For
each vertex v ∈V , v is marked as active. We recurse
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1. Select a pair of adjacent vertices
(a) Select an active vertex v;
(b) Select an active neighbour u, if v has no active neighbour u = v;
2. Let v absorbs u, meaning
(a) Direct an edge (u,v);
(b) u is marked as inactive;
In step one, a vertex v is selected uniformly at random (u.a.r) from the set of active vertex V . Next, v
chooses an active neighbour u at random. If there is no active neighbour, v selects itself i.e. u = v.
We regard v as the main vertex and u the neighbour vertex. Finally, with probability 1: v absorbs u;
we denote this event in symbol by
(v← u) (3.1)
In step two, we make the following modifications to the graph G′ and G. First, in G′ we direct an edge
between vertices v′ and u′ i.e. e(u′,v′). There is a natural orientation of the new edge e(u′,v′): u′ is
the source and v′ be the target. This is to highlight the event (3.1). Next, G is modified as follows.
Vertex u is absorbed and becomes inactive. The vertex u and its associated edges are hidden and
unavailable for any future computation. In symbols
V =V \{u}
and
∀w ∈ Ad j(u) : Ad j(w) = Ad j(w)\{u}
If for any vertex v which has no active neighbour, then by (3.1) v absorbs itself (v ← v) hence a
self-loop is added e(v′,v′). We regard v′ as a root. The process is recursed until there remains no
active vertex in G (V = /0).
At the end of the algorithm, each vertex v′ ∈ G′ has out-degree one. The output of the algorithm
is a set of oriented unicyclic components consisting of trees, rooted on a directed cycle (possibly a
self-loop).
3.2.1 Example
In Figure 3.1, we reproduce the example given in Section 2.1.1 using the notations introduced above.
3.3 Analysis of fragmentation algorithms on a cycle
In the following sections, we analyse the basic graph fragmentation introduced the previous section
with the input as cycle graphs. In each section, we first describe a fragmentation algorithm then
analyse them on a cycle. These sections are structured as follows:
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Fig. 3.1 An example of a cycle with 4 vertices V = (a,b,c,d) i.e. the left figure. Suppose the algorithm
is applied according to the following steps:
1. a absorbs b; b is inactive. In symbol: (a← b).
2. c absorbs d; d is inactive. In symbol: (c← d).
3. a has no active neighbour; a marks itself and is inactive. (a← a)
4. c has no active neighbour; c marks itself and is inactive. (c← c).
In each iteration the graph G and G′ are presented in the left and right figure, respectively. The
dotted line represent the edges of a vertex which becomes inac tive in that iteration. The result of the
algorithm is the graph G′ in the final iteration (bottom-left corner), in which there are two components.
1. A definition of the algorithm is given, the result is summarised in a Proposition.
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2. The proof immediately follows the Proposition. Since the proof is quite lengthy, it is broken
down into several smaller parts in the following order: recurrence formulation, generating
function formulation, solving differential equation to obtain a closed form (if any) of the
generating function and analysis of the asymptotic growth of the coefficient of the generating
function.
3.3.1 Notation used in following analysis
The following notations are used for the rest of the chapter. As we only consider simple path, we
suppress the symbol P that represents the path. We use an unconventional path length, that is let L
denote the length of a path which is the number of vertices on the path P. Denote by NL the expected
number of components formed by applying the algorithm to a path of length L.
3.3.2 I.a: the basic fragmentation algorithm
We abbreviate the basic fragmentation algorithm described above as I.a. The pseudocode of this
algorithm is given below. An example of this variation is provided in Figure 3.1.
Algorithm 2: Basic Fragmentation I.a
∀v ∈V , v is active while V ̸= /0 do
Select an active vertex v ∈V u.a.r Select an active neighbour u if there is none u = v
(v← u) u is inactive: V =V \{u} ∀w ∈ Ad j(u) : Ad j(w) = Ad j(w)\{u}
end
Proposition 1. Suppose the input of the I.a algorithm is a cycle of length L+1. After the first iteration,
the initial cycle breaks into a path of length L. Then, at the end of the algorithm, the expected number
of components is
NL ∼ (L+1)× (1− e−1/2)≈ (L+1)×0.39346
Let the input graph be a cycle of length L+ 1 i.e. it has L+ 1 vertices. In the first iteration,
a random vertex is selected and absorbs one of its neighbour. Hence, exactly one vertex becomes
inactive and the cycle is reduced to a path of length L.
We reindex vertices on the path from 1,2, . . . ,L. In the the second iteration, assuming a vertex at
index i, i.e. vi is selected. Then for 1< i< L, vi absorbs one of its neighbours i.e. vi−1 or vi+1 with
equal probability 1/2. Consequently, the path is broken into two paths of shorter length. Else if the
selected vertex is at either end i = 1 or L, then vi absorbs v2 or vL−1 with probability 1, respectively.
As the process carries on, paths are gradually broken into smaller paths. Eventually broken paths
are reduced to length 0, 1 or 2; for which the number of expected components can be calculated.
Therefore, the expected number of components can be computed using a recurrence, which is derived
in the section below.
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Finally, we note a technical detail. Consider an example for a path of length L = 6
1 2 3 4 5 6 7
Suppose i = 3 (v3 is selected). Then with probability 1/2 the neighbour v2 is chosen
1 (23) 4 5 6 7
Or, the neighbour v3 is chosen
1 2 (34) 5 6 7
Important note. As illustrated above, the absorbed and absorbing vertices are treated as a single
vertex in future calculations. This means that although we can estimate the expected number of
components obtained from a path of length L, we are not able to obtain the distribution of component
sizes using our methods.
1 . . . i−1 i i+1 . . . L
1 . . . i−1 i i+1 . . . L
1 2 3 . . . L
Fig. 3.2 An illustration of the recurrence. Assume the input cycle is broken into a path i.e. we are in
the second iteration. Suppose the path has length L (left figure). In general, there are two cases could
occur:
1. A vertex vi (2≤ i≤ L−1) is selected with probability (L−2)/L. Suppose the event (vi ← vi−1)
occurs (with probability 1/2). The resulting structure consists of two paths of length i−2 and
L− i+1, respectively. Note that if i= 2 and the event (v2 ← v1) occurs, then the left component
has length 0.
2. An end of the path i.e. i = 1 or L is selected with probability 2/L. Suppose v1 is selected, the
event Pr(v1 ← v2) = 1. The result is two paths of length 1 and L−2, respectively.
3.3.2.1 Recurrence
Denote by NL the expected number of components formed by applying the algorithm to a path of
length L. Consider the recurrence for a general case illustrated in Figure 3.2. If the path has length 0
then N0 = 0. If the path has length 1 then N1 = 1; and N2 = 1. Otherwise, if we start with a path of
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N(i) (N0 = 0,N1 = 1,N2 = 1) (3.2)
where i is the index of vertices in the path. Note that if j < s we assume ∑ ji=s N(i) = 0. We have














if i = 2,3...,L−1
(3.3)
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Multiply (3.4) and (3.5) by L and L−1, respectively then subtract (L−1)NL−1 from LNL we get
LNL− (L−1)NL−1 = NL−1+2NL−2−NL−3
LNL = LNL−1+2NL−2−NL−3





3.3.2.2 Generating function formulation
Next, we derive a generating function for NL. Let G(x) = ∑∞0 anxn be an ordinary generating function




an−2− 1nan−3 (n≥ 3;a0 = 0,a1 = 1,a2 = 1) (3.7)

















Three terms can be expressed in closed form involving G(x) as follows. Consider the single term
in the left hand side from (3.8), we have the generating function F(x) = ∑∞0 nanxn = xG′(x), where
G′(x) is the derivative of G(x) (see Section A.1.1 for more details). Note that in F(x) the sum is taken
for n≥ 0. Hence, if the sequence starts from n = 3 then I(x) = ∑∞n=3 = F(x)− x−2x2. Thus, for all















an−3xn =−x3G(x) (right shifting) (3.11)























Since the above series starts from n = 3 as in (3.8), we need to subtract the term where n = 2 which is
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Substituting all these terms into (3.8) we have
x.G′(x)− x−2x2 = x2.G′(x)+ x.G(x)−2x2−2x2G(x)− x3G(x)
x(1− x)G′(x) = x(1+2x− x2)G(x)+ x
(1− x)G′(x) = (1+2x− x2)G(x)+1 (3.12)
which is a first order linear differential equation. The procedure for solving such differential equations
is (see Section A.4 for more details) to rewrite it in the form y′+P(x).y = Q(x), i.e.
G′(x)+
x2−2x−1
1− x G(x) =
1
1− x (3.13)





1−x dx = e2log(x−1)−
(x−1)2
2
Note that the function associated with G(x) in (3.13) can be simplified to i.e.
(
(1− x)+2/(x−1)),
which changes the second term in the exponential function to x− x2/2. Nevertheless, this makes no




































where C is the unknown constant of integration. We now solve for C using initial conditions of G(x).








3.3.2.3 Expanding the OGF.
For the second term in (3.14), we can attempt to convolute the three series ex
2/2,e−x and 1
(1−x)2
as follows (see convolution rule in Section A.1.1.4). The last OGF is well known, it is 1
(1−x)2 =
∑∞0 (n+1)xn. Therefore, we need to convolute e
x2
2 and e−x. Using the power series for the exponential
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+ . . .
The convolution of the two series e−x and ex2/2 yields, let this be E(x)















+ . . .)
Notice the right hand side series contain only even exponent, the coefficients of such series are
separated into odd and even case
[xn]E(x) =
a0bn+a2bn−2+a4bn−4+ · · ·+anb0 (for n is even)a1bn−1+a3bn−3+a5bn−5+ · · ·+anb0 (for n is odd)
where [xn]E(x) denote the nth coefficient of the generating function E(x). It is possible to write down
a formula for the nth coefficient for each even and odd case of this convoluted series. It would be
quite problematic to obtain a further formula when it is convoluted with 1/(1− x)2. We expand this
convoluted series above by a few terms









+ . . . (3.15)
Next, we convolute E(x) and 1/(1− x)2. Let the series E(x) = ∑n cnxn and the series F(x) =
1/(1− x)2 = ∑n dnxn, the convolution of the two series has its coefficients given by
[xn]E(x)F(x) =∑ckdn−k = c0dn+ c1dn−1+ c2dn−2+ · · ·+ cnd0 (3.16)
=
(




















where ci and c j are the even and odd coefficient in (3.15). Note that the odd terms c j are negative, thus
the second summand is negative i.e. we are subtracting the second summand. We give an expansion
of this triple-convoluted series (up to the fifth term, using (3.15) and (3.16) ) below









+ . . .
Finally, the OGF is now given by, using equation (3.14), subtracting the triple-convoluted series
from the series 1/(1− x)2 i.e. G(x) = 1/(1− x)2 −E(x)F(x), for which we have the following
30 Analysis of fragmentation algorithms on a cycle
expansion









x5+ . . . (3.19)
If we calculate the coefficients an for 3≤ n≤ 5 using equation (3.7) then the results are, recall that












a3− 15a2 = 23/12+2/3−1/5 = 143/60
which agree with (3.19).
3.3.2.4 Asymptotic growth of the coefficient of the generating function G(x).
It seems problematic to obtain a closed form for G(x) from equation (3.14). Alternatively, the
coefficients of G(x) can be estimated asymptotically using the analyticity of the function that is
represented by the series i.e. as given in (3.14) . Section A.2.1 provide more details including the main
theorems and an example regarding the analyticity and asymptotic of generating functions. Below we
apply the methods to our problem.














For the first function in (3.20), since e−1/2 is a constant, [xn] f (x) is therefore e−1/2(n+ 1) where
[xn] f (x) is the nth coefficient of the series f (x). The second term is an entire function of x, by Theorem
12 in Section A.2.1, its coefficients are O(εn) for every positive ε , and therefore the coefficients of
f(x) are
[xn] f (x) = e−1/2(n+1)+O(εn) (∀ε > 0,n→ ∞)




n] f (x)∼ (n+1)(1− e−1/2)≈ (n+1)×0.39346
3.3.3 I.b: conditional fragmentation on degree of vertices
In the final section of previous chapter, we discuss that in the proximity graph the degree of a vertex
might be an indication of its importance in the network. In the basic fragmentation that we analysed
previously, vertices are selected with uniform distribution. Thus, a low-degree vertex can absorb a
higher-degree neighbour with positive probability, which might not be ideal. To compensate for this,
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we introduce a conditional absorbing operation. That is, given a pair of adjacent vertices v, u where v
is the main vertex and u the neighbour then
If d(v)≥ d(u) v absorbs u; and vice versa.
We abbreviate this variation I.b, the pseudocode is as follows
Algorithm 3: Basic Fragmentation Conditional on Vertices’ Degree: I.b
∀v ∈V , v is active while V ̸= /0 do
Select a vertex v ∈V u.a.r A vertex w (the vertex to be inactive) if v has no active
neighbour then
(v← v) w = v
else
Select an active neighbour u u.a.r if d(v)≥ d(u) then
(v← u) w = u
else
(u← v) w = v
end
end
w is inactive: V =V \{w} ∀y ∈ Ad j(w) : Ad j(y) = Ad j(y)\{w}
end
The difference between I.a and I.b is that in the latter, the vertex with the higher degree always
absorb the lower. On a cycle, this condition eliminates the case in which, previously, if either one of
the two end-points of a path is selected the path would break it into two. Now, in this case, the path is
only pruned i.e. its length reduced by 1. Hence, the previous recurrence is applicable with a minor
tweak.
1 . . . i−1 i i+1 . . . L
1 . . . i−1 i i+1 . . . L
1 2 3 . . . L
Fig. 3.3 An illustration of the recurrence. The difference between I.a (see Figure 3.2) and I.b (this
version) is in the case where either end point is selected i = 1 or L, say i = 1 i.e. v1 is selected.
Then the event (v2 ← v1) occurs with probability 1. This is because of the additional condition,
d(v1) = 1< d(v2) = 2 hence v2 absorbs v1. In which cases, v1 goes inactive and the remaining path
has length L−1.
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Proposition 2. Suppose the input is a cycle of length L+1. After the first iteration, the remaining










where erfi is the imaginary error function.
Let i denote the index of a vertex in the set {1,2 . . . ,L}. Then similar to (3.2), we have NL =
∑Li=1 N(i) (we assume that ∑
j













if i = 2,3...,L−1
(3.21)





































Multiply the equation for NL and NL−1 with L and L− 1, respectively. Then subtract (L− 1)NL−1
from LNL we have















an−3 (n≥ 3;a0 = 0,a1 = 1,a2 = 1) (3.22)
where the initial conditions a0, a1 and a2 are calculated by hand. Multiply both side of the equation

















3.3.3.1 Generating function formulation
Let G(x) = ∑∞0 anxn be the OGF of an. Using the results in previous section particularly the series in
(3.9), the summands in (3.23) can be written in terms of G(x) as follows, note that as the index of n
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Substituting the OGFs into (3.23) yields






which is a first order linear differential equation. Carrying out the usual procedure, the integrating





x−1 dx = e(x−1)
2/2+2ln(x−1) = (x−1)2.e(x−1)2/2
Plug in the integrating factor, G(x) is given by








3.3.3.2 Finding the indefinite integral of an exponential function contains a polynomial
The integral in the nominator of G(x) has an exponential function that contains a polynomial e(x−1)2/2
which is problematic to integrate. We also encounter this problem frequently in future sections. To
tackle this, we introduce the following workaround which is also useful for future analysis. Let F(x)
be the function in the nominator of (3.24) of which we are trying to find the antiderivative
F(x) = (1− x)(1−2x)e(x−1)2/2 = (2x2−3x+1)e(x−1)2/2
Let e(x) = e(x−1)2/2. Because F(x) contain e(x) and the latter has the form e(x) = e f (x) thus e′(x) =
f ′(x)e f (x) by the chain rule. Hence, the polynomial in F(x) is potentially the product of differentiating
the function in the exponential i.e. f (x) up to some order. Thus, we can try to guess the antiderivative
of F(x) by differentiating f (x) until the polynomial get to same order as the polynomial in F(x) and
34 Analysis of fragmentation algorithms on a cycle
try to rewrite F(x) in terms of the known derivatives. More specifically,
f ′(x) = (x−1)e(x−1)2/2
f ′′(x) = (x2−2x+2)e(x−1)2/2
Then, we rewritte F(x) according to the above functions















the remaining integral i.e.
∫
e(x−1)2/2 is a special function, which is discussed in the section below.
Let I(x) =
∫








where C is an unknown constant. To find C, we have G(0) = 0, e(0) = e1/2 hence
G(0) = 0 = 1− 1
e1/2
(
2I(0)−C) hence C = e1/2+2I(0)









It seems problematic to obtain a formula for the coefficients of G(x), hence alternatively we find the
asymptotic growth of [xn]G(x).
3.3.3.3 The asymptotic of [xn]G(x)
Denote the terms in equation (3.25) from left to right by A(x),B(x),C(x). A(x) is an OGF, it can be
rewritten as A(x) = 2x
(1−x)2 − 1(1−x)2 , and its coefficients are easily extracted [xn]A(x) = 2(n−1)−n =
n−1. The other functions are more problematic.
The function C(x) has a pole at x = 1. Hence, according to Theorem 12.6 (Section A.2.1) the
coefficients of C(x) are well approximated by the principal part of its Laurent expansion [31] about
the pole at x = 1. C(x) contains two functions: 1/(x− 1)2 and 1/e(x) = e−(x−1)2/2; the former is
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(x−1)4+ . . .
(3.26)
The principal part of the expansion is the terms contain (x−1) raised to negative powers i.e. 1/(1−x)2.
We have that [xn] 1
(1−x)2 = n+1, thus [x
n]C(x)∼ (n+1)[e1/2+2I(0)].
The last function B(x) is quite similar to C(x), however with an extra function I(x) =
∫
e(x−1)2/2.
I(x) is a special function, called the imaginary error function erfi(z). It is an entire function which
has the derivative ddz erfi(z) =
2√
π e





). Hence we can expand it about x = 1












+ . . . (3.27)
Finally, we convolute (3.26) with (3.27), but we only need to focus on the terms with negative powers
of which there is only one single term: 11−x . Thus, [x
n]C(x)∼ [xn] 1x−1 =−1.











3.3.4 I.c: reverse of the absorb conditions of algorithm I.b
We modify the absorb condition of I.b as follows. Recall that the condition in I.b states that for a
pair of selected adjacent vertices (v,u), the vertex with the higher degree absorbs the lower. In this
version, we reverse this condition. More specifically, the vertex with lower degree, (regardless of
whether it is the main or the selected neighbour), always absorbs the higher degree vertex. That is,
suppose the pair of selected vertices is vi,v j
(vi ← v j) iff: d(vi)< d(v j)
Further, in the equality case d(vi) = d(v j), the main vertex absorbs the chosen neighbour. We
abbreviate this variation as I.c.
This modification changes the recurrence slightly by having an additional case when either the
next-to-end-points v2 or vL−1 is selected. Suppose it is v2, then with probability 1/2, v2 selects v1 the
end vertex of the path; then the latter absorbs the former (v1 ← v2) because d(v1) = 1< d(v2) = 2,
thus breaking original path into two paths of length 1 and L− 2. Else v2 chooses and absorbs v3
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(v2 ← v3), this is because of the tie breaker rule; hence the path is divided into two paths of length 2
and L−3, respectively.











1 2 3 . . . L
1 2 3 . . . L
1 2 3 4 . . . L
Fig. 3.4 An illustration of the scenario discussed previously. Suppose v2 is selected. Then, v2
selects v1 with probability 1/2. In which case, the event (v1 ← v2) occurs with probability 1 because
d(v1) = 1 < d(v2) = 2. Else, v2 selects v3 and (v2 ← v3) by the tie break rule i.e. the main vertex
absorbs the chosen neighbour.























if i = 3, ..,L−2
















k=3 N(k)). Continuing on as in previous section, by








3.3.4.1 Generating function formulation







an−2− 2nan−3 (n≥ 3,a0 = 0,a1 = 1,a2 = 2) (3.28)
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We have encountered all these series in previous sections. Hence, using results from previous section
(see Section 3.3.3.1), we arrive at the differential equation
G′(x)+
2x(x−2)
1− x G(x) =
1+ x
1− x (3.29)
Solving the differential equation, the integrating factor is: µ(x)= e
∫
2x(x−2)/(1−x)dx = e2ln(x−1)−(x−1)2 =








which again involves finding the indefinite integral of e−(x−1)2 . Thus, we apply the technique that was
introduced in Section 3.3.3.2. First, we find the derivative of the exponential function e(x) = e−(x−1)2 ,
up to second order, because the polynomial in the integral contains x2,
e′(x) =−2(x−1)e−(x−1)2
e′′(x) = (4x2−8x+2)e−(x−1)2
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3.3.4.2 Asymptotic of [xn]
The generating function that we derived in this section is quite similar to that of variant I.b. The only








2 erf(x−1), where erf(z) is the error function. The erf(z) is an entire function which has
the derivative ddz erf(z) =
2√
π e
















To estimate the growth of G(x), again we apply the same method used in Section 3.3.3.3. The functions
in G(x) (except the first, which we can extract its coefficient) has a pole at x = 1. Thus, we expand
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3.4 Fragmentation by selecting the highest degree neighbour
In previous sections, we introduced some variations of the fragmentation algorithms where u.a.r
sampling is used to select a pair of adjacent vertices in every iteration. In the following sections, we
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study different variations of the fragmentation algorithms. In these variations, instead of selecting a
neighbour at random, we select the neighbours which has the highest degree. This selection comes
from the motivation to let the higher degree (which might be an indication of higher importance)
vertex absorbs the lower degree vertex. Hence, these vertices could accumulate some advantage for
future iterations.
Given a pair of adjacent vertices v and u where v is the main vertex and u is the neighbour of
v with highest degree. With the motivation to let the higher degree vertex absorbs the lower, we
introduce the following conditions, we abbreviate this variant as II.c_(i),
1. If d(v)< d(u) then u absorbs v i.e. (u← v);
2. If d(u)> d(v) then v absorbs u i.e. (v← u);
3. Else select either u or v at random i.e. by flipping a coin.
In a cycle or a path, every vertex has degree 2 (except the two end-points in a path). Thus, it is likely
the case that we have to flip coins to decide a winner (the absorber) for many iterations. Alternatively,
we can remove the conditions and make one vertex wins by default. Hence we introduce the two
following variations
• Algorithm II.c_(ii): the main vertex wins by default i.e. Pr(v← u) = 1.




Main: v, neighbour: u
II.c_(i)
Conditional on d(v) and d(u)
a) If d(v) = d(u): Pick at random
b) If d(v)> d(u): v absorbs u
c) If d(v)< d(u): u absorbs v
II.c_(ii) v wins v absorbs u
II.c_(iii) u wins u absorbs v
Table 3.1 Summary of the absorbing rules of the three variations of algorithm II.c - (i), (ii) and (iii).
We summarise the results in this section in the proposition below.
Proposition 4. Suppose the input is a cycle of length L+1. In the first iteration, it is reduced to a
path of length L. Then, the expected number of components NL, as a result of the algorithms, are:
II.c_(i): NL = (L+1)×0.2959
II.c_(ii): NL = (L+1)×0.2919
II.c_(iii): NL = (L+1)×0.3
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1 2 3 . . . L
1 2 3 . . . L
II.c_(i)
1 2 3 . . . L
II.c_(ii)
1 2 3 . . . L
II.c_(iii)
Fig. 3.5 The main difference between II versions compared to I variations is as follows. Suppose v2
is selected (large circle); then with probability 1, vertex v3 is the chosen neighbour (small circle).
This is because v2 have two neighbours v1 and v3 which has degree 1 and 2, respectively. Hence v2
selects the latter, since we always select a vertex with highest degree. Whereas in previous variations
(e.g. algorithm I.a), v1 and v3 is selected with equal probability 1/2.
Furthermore, since d(v2) = d(v3) = 2, the absorbed vertex differs, depending on the tie break
rule. More specifically, for each tie breaker rule, the result is
(i) Either v2 and v3 is selected at random. Thus Pr(v2 ← v3) = Pr(v3 ← v2) = 1/2.
(ii) The main vertex v2 wins i.e. Pr(v2 ← v3) = 1.
(iii) The neighbour vertex v3 wins i.e. Pr(v3 ← v2) = 1.
3.4.1 II.c_(i) - flip a coin if d(v) = d(u)
The notable difference in II.c_(i) is the occurrence of many tie-breakers as all vertices (except the two
end-points) are of degree 2. For instances, consider a triplet {vi−1,vi,vi+1} (2≤ i−1, i+1≤ L−1),
connected in pairs with d(vi−1) = d(vi) = d(vi+1) = 2. Assuming the middle vertex vi is selected, the
following cases happen with equal probability:
vi picks vi−1; then:
(vi ← vi−1) (Pr = 1/4)(vi−1 ← vi) (Pr = 1/4)
vi picks vi+1; then:
(vi ← vi+1) (Pr = 1/4)(vi+1 ← vi) (Pr = 1/4)
which yields the following recurrence.
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3.4.1.1 Recurrence
Using notation from previous sections, let NL be the expected number of components of a path with












































]] if i = 3, . . .L−2
(3.33)














Further, we extend the base cases to L = 3,4 as the above recurrence does not take into account these
cases. Consider a path with length L = 3:
1 2 3
Suppose vertex v2 is selected i.e. i= 2, then using the second case in (3.33) yields N3 = 1/2. However,
the correct answer should be N3 = 1 because if any vertex is selected, it would be absorbed by v2




The path is thus reduced to length L = 2, hence the expected number of components is N2 = 1. The
recurrence above fails in this case because both adjacent vertices of v2 have degree 1 i.e. they are end
points. This, however, is not included in the assumption of the recurrence. We also add to the base
case N4 = N3+ 12 N1 = 3/2, this is because later on the derivation of NL is dependant on NL−1.
We expand NL as given in (3.32) and (3.33). Notice that when summing on i, the sums’ variables
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Subtracting (L−1)NL−1 from LNL yields









3.4.1.2 Generating function formulation
Let G(x) = ∑∞0 anxn be an ordinary generating function for NL. Using the recurrence from (3.36),







(−an−2+2an−3−an−4) (n> 4,a0 = 0,a1 = 1,a2 = 1,a3 = 1,a4 = 3/2)





















Next, we rewrite all the terms in the equation above in terms of G(x). We can use results from the
previous sections (e.g. in Section 3.3.3.1), note that since the sum is taken for n ≥ 5 we need to















an−1xn = xG(x)− (x2+ x3+ x4)
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and so on. Substituting all the sums according to G(x)
xG′(x)− (x+2x2+3x3+6x4) = x(xG′(x)+G(x))− (2x2+3x3+4x4)+ xG(x)
− (x2+ x3+ x4)− 1
2
(
































Then G(x) is given by G(x) =
∫
µ(x)Q(x)dx



















The integrand looks quite problematic for tackling directly. We apply the technique discussed in
Section 3.3.3.2 to try to guess the function. As the integral contains an exponential function e−x3/6+x2/6
which contains a polynomial, we use this as our starting point. Next, we find the derivative of the
exponential function up until a fourth-degree polynomial is obtained. From there we try to manipulate
the integral according to the known derivatives. Particularly, let e(x) = exp
(




. The first and








We can see that the second order derivative contains some terms which are quite similar to the terms
in equation (3.37). Hence we can try to manipulate the integrand in (3.37) as follows (let’s forget the
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By linearity of integration, we get
∫





















Multiply back the factor −1/2, let Y (x) = ∫ xe(x)dx and I(x) = ∫ e(x)dx, we have the final form the
integral ∫
(x4−2x3− x2+4x−2)e(x)dx =−2e′(x)−2e(x)−3Y (x)+2I(x)+C




where C is an unknown constant. To find C, we know G(0) = 0, further e′0) = 0, e(0) = 1 thus





As seen previously, the generating function for the sequence is too problematic to expand. Thus we
evaluate the asymptotic of [xn]G(x). The function G(x) has a simple pole at x = 1. The polynomial
in the denominator has the principal part at x = 1 is 1/(x−1)2. All remaining functions share this
factor. Further, all other functions involve exponential functions. Thus, to get the asymptotic of G(x)
we evaluate the other functions at x = 1. This gives e′(1) = 0, e(1) = e1/12. Thus
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3.4.2 II.c_(ii) - Tie breaker: definitive win for the main vertex
Let there be a pair of selected vertices main and neighbour. Recall that the main vertex is selected
at random from the set of active vertices. The neighbour is the adjacent vertex of the main with the
highest degree.
In this version, if d(main) = d(neighbour) we let the main vertex wins by default. Equivalently,
the event that the main vertex absorbs the neighbour occur with probability 1. For example if v2 is
the main vertex (the next-to-end vertex), then v3 is selected (because v1 has degree 1) and the event
Pr(v2 ← v3) = 1. This eliminates all random tie breakers as seen in the previous variant.
As usual, let NL denotes the expected number of components of a path with length L (N0 = 0,







N0 = 0,N1 = 1,N2 = 1
)
(3.40)




L NL−1 if i = 1,L
1








if i = 3, . . .L−2
(3.41)
This case looks much simpler compared to the previous recurrence. Checking the condition, we see




























Doing similarly for NL−1 then multiply NL and NL−1 by L and L−1, respectively. Subtracting the
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3.4.2.1 Generating function formulation
Let G(x) = ∑∞0 anxn be an ordinary generating function for NL. Using the recurrence from (3.43)
assuming an = 0 if n< 0, replacing NL with an and multiplying both sides of (3.43) yields
nan = (n+1)an−1−an−2+2an−3−an−4 (n≥ 3,a0 = 0,a1 = 1,a2 = 1) (3.44)












Rewritten the equation above in terms of G(x) (using results from previous sections) we get
xG′(x)− (x+2x2) = x(xG′(x)+G(x))−2x2+(xG(x)− x2)− x2G(x)+2x3G(x)− x4G(x)




1− x G(x) = 1 (3.45)
Following the usual routine, the integrating factor is
µ(x) = e
∫ (x3−2x2+x−2)























xe(x)dx and Y (x) =
∫
e(x)dx. We have that at x = 0, G(0) = 0, e(0) = 1, hence −1−
I(0)+Y (0)+C = 0 which implies C = I(0)−Y (0)+1. Therefore
G(x) =
−e(x)− I(x)+Y (x)+ I(0)−Y (0)+1
(x−1)2e(x)
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For the asymptotic of the coefficients of G(x), because e(x), I(x) and Y (x) are entire functions, using












3.4.3 II.c_(iii) - Tie breaker: default loss for the main vertex
This is a reversed case of the previous type. Suppose we selected a pair of adjacent vertices: main and
neighbour. Then the event: the neighbour absorbs the main occurs with probability 1.
For instance, suppose that v2 is selected i.e. it is the main vertex. Next, v2 selects a neighbour
which has the highest degree: v3. It follows that the event (v3 ← v2) occurs with probability 1. This is
because the absorbing condition states that the selected vertex is always absorbed by the neighbour.
Thus, in each iteration, the selected vertex always become inactive. Figure 3.6 provides an illustration
of all possible cases in this algorithm.
Case 1.
1 2 3 . . . L 1 2 3 . . . L
Case 2.
1 2 3 . . . L 1 2 3 . . . L
Case 3.
1 2 . . . i L 1 2 . . . i i+1 L
Fig. 3.6 For this variation, if the main vertex is
1. v1 then (v2 ← v1) occurs with probability 1;
2. v2 then (v3 ← v2) occurs with probability 1;
3. vi for 3≤ i≤ L−2 then the selected neighbour is vi−1 or vi+1 with probability 1/2. In either
case, the selected vertex is always absorbed. Hence, the original path always reduce to two
shorter paths of length i−1 and L− i.
3.4.3.1 The Recurrence
As usual, let NL denotes the expected number of components of a path with length L then it can be
verified that N0 = 0,N1 = 1,N2 = 1. Furthermore, we need to add these cases N3 = 1 and N4 = 3/2.
This is because L = 3 is a special case i.e. there is a single vertex with degree two, but we assume the
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N0 = 0,N1 = 1,N2 = 1
)
(3.47)




L NL−1 if i = 1,L
1






if i = 3, . . .L−2
(3.48)































































3.4.4 II.h - highest degree vertex absorbs lowest degree neighbour
On a cycle, this algorithm proceeds as follows. With probability 1, the input cycle of length L+1
is reduced to a path of length L. In the following iterations, the two end vertices are not selected,
unless the path has length L≤ 2. For L≥ 3, an inner-vertex vi 2≤ i≤ L−1 is chosen at random. If
the main vertex is one of the next-to-end points i.e. i = 2,L−1, it absorbs the end vertex i.e. i = 1,L
with probability 1. Thus the path is reduced to length L−1. In other cases, the path breaks into two
smaller paths, and the following recurrence applies.
3.4 Fragmentation by selecting the highest degree neighbour 49
Algorithm 4: Fragmentaion II.h
∀v ∈V , v is active
while V ̸= /0 do
Select the highest degree vertex v ∈V (if tie pick u.a.r) A vertex w (to be inactive) if v has
no active neighbour then
(v← v) w = v
else
select the lowest degree neighbour u (v← u) w = u
end
w is inactive: V =V \{w} ∀y ∈ Ad j(w) : Ad j(y) = Ad j(y)\{w}
end
3.4.4.1 The Recurrence
Let NL denotes the expected number of components of a path with length L, assuming for j < s the







N0 = 0,N1 = 1,N2 = 1
)
(3.49)

















if i = 3, . . . ,L−2
(3.50)




























3.4.4.2 Generating function formulation







n−2an−4 (n≥ 3,a0 = 0,a1 = 1,a2 = 1)
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Using results from previous sections, we rewrite the terms in the equation above according to G(x)



















































e(x)/x2dx. The latter is undefined at 0,
which is problematic later on when solving the initial conditions to find the constant C by substituting




= (x3+ x2−1)e(x)/x2. Then we can rewrite















And we have removed the pole at 0, which is useful for finding C since we are going to substitute
x = 0. Now G(0) = 0 with any value of C, we need to use other initial conditions, G′(0) = a1 = 1 or
















Thus the first derivative of G(x) is given by














It can be seen that G′(0) = 1 which satisfies the initial condition, however does not provide a hint on
C. Thus, unfortunately we need to proceed to the second order derivative. Let
G′′(x) = β ′(x)︸ ︷︷ ︸
A
− I′(x).γ ′(x)︸ ︷︷ ︸
B
− I(x).γ ′′(x)︸ ︷︷ ︸
D
+C.γ ′′(x)︸ ︷︷ ︸
E







With x = 0, we get e(0) = 1, β ′(0) = 4, γ ′(0) = 0 and γ ′′(0) = 2. It follows that A = 4, B = 0,
D = 2.I(0) and finally E = 2C. Thus, substitute all these values in to G′′(x) we get




e(x)/x− I(x)+ I(0)−1) x2
(x−1)2e(x) (3.53)






xe(x)dx−1)/e5/6 ≈ (n+1)(2.3−0.7558−1)/2.3= (n+1)×0.2366
3.5 Conclusion
In this chapter, we studied some variations of graph fragmentation algorithms on cycle graphs. Using
recurrences and generating function, we computed the expected number of components for each
variation. It is seen that altering the selection rules gives different generating functions and hence the
expected number of components varies.
We summarise the results in this chapter and also Chapter 4 in Table 3.2 below. In which, the
Expected column shows the asymptotic proportion of rooted uni-cyclic components for a cycle Cn of
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length n i.e.
Expected Coefficient = lim
n→∞
E[number of components of Cn]
n
Additionally, we conduct experiments by applying the algorithms to cycles with the number of vertices
scales from n = 5000, . . . ,100000 vertices. For each algorithm, for each value of n we repeat the
experiment for 10 times, then record the averaged number of components.
The experimental numbers of components obtained are plotted in Figure 3.7. Using which, we
calculate the experimental proportion of rooted uni-cyclic components over n and show this under the
Observed column.









Permutation subgraph* 1/3 0.3331
G1-out* 1/4 0.2499
Table 3.2 Table of Summary: the expected and observed value of the number of components.








































































Fig. 3.7 Experiments of fragmentations and mappings on a cycle. For each value of n, we execute each algorithm for 10 times and record the
number of components. The lines show the averaged number of components as a function of n i.e. the number of vertices in the input cycle. Each
line corresponds to a different algorithm i.e. see legends in the right figure. The testing algorithms also include some fragmentation algorithms
introduced in future sections.




In the previous chapter, we studied some variations of fragmentation algorithms. These variations
share a similar iterative procedure: select a vertex (the main vertex), then one of its neighbours (if
any) and remove one vertex among the pair from the current graph. A common problem is that the
introduction of various selection schemes e.g. degree comparison, etc. complicates the computation.
Also, further complications come from letting the main vertex absorb the neighbour, since future
selections are dependant on the outcome of previous iterations.
We notice that in variation II.c_(iii) (see Section 3.4.3), if we let the main vertex point to a
neighbour and then go inactive, the recurrence becomes easier to derive. Motivated by this, we
introduce the following process.
4.1 Permutation subgraph process
Consider the algorithm as given by Algorithm 5 below. Suppose the input is a simple, undirected
graph with G(V,E), we observe that
Proposition 5. Each main vertex is sampled uniformly without replacement from the vertex set. Thus,
the order of selection of main vertices is a permutation of V .
We walk through the procedure of the algorithm. We start by selecting a vertex v u.a.r. Then v
selects a random neighbour u and (u← v). Else, if d(v) = 0 then v becomes a root i.e. (v← v). In
either case, v becomes inactive, regardless of u. Hence, we see that in every iteration a vertex is
selected and removed from the vertex set. In other words, the main vertices are sampled uniformly
without replacement from the vertex set V . Equivalently, the order in which the main vertices are
selected is a permutation of V .
Algorithm 5 provides the pseudocode for the above process.
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Algorithm 5: Permutation subgraph (permSub)
while V ̸= /0 do
Select an active vertex v ∈V u.a.r ;
if v has no active neighbour then
(v← v);
else
Select an active neighbour u u.a.r;
(u← v);
end
v is inactive: V =V \{v} ;
∀u ∈ Ad j(v) : Ad j(u) = Ad j(u)\{v} ;
end
4.1.1 Definition
Let G = G(V,E) be a simple, undirected graph with vertex set V . Let π be a random permutation of
V i.e. π =
(
σ(1),σ(2), . . . ,σ(n)
)
where each σ(i) yields a unique vertex v ∈V . We denote vertices
in π as vi where i is its index in π . A permutation subgraph H is constructed as follows. For each
vertex vi, we direct a single forward edge from vi to one random vertex v j i.e. (vi,v j), if and only if
i< j and there exists an edge (vi,v j) ∈ E(G). In other words, we successively inspect each vertex vi
in π . For each vi, we connect it to one of its neighbour v j chosen at random if and only if v j succeeds
vi in the permutation i.e. i< j. If, for any vertex vi, there is no edge between vi and every vertex that











Fig. 4.1 An example of algorithm, the input graph is shown on the left with V = {a,b,c,d}. Suppose
a permutation is generated π = (a,c,b,d) hence we have v1 = a,v2 = c,v3 = b,v4 = d. Then the
following edges are connected, in order:
1. e(a,b) i.e. e(v1,v3);
2. e(c,b) i.e. e(v2,v3) ;
3. e(b,b) hence b or v3 is a root;
4. e(d,d) hence d or v4 is a root.
The result permutation subgraph H is shown on the right.
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4.1.2 Comparison to the basic fragmentation I.a
The construction of the permutation subgraph can be considered as the reversed process of the basic
fragmentation (variation I.a) see Section 3.3.2. Recall that the I.a fragmentation process is: select the
an active vertex v u.a.r, v selects an active neighbour u u.a.r. Then v absorbs u, u is inactive and we
connect a directed edge e(u,v).
We draw some comparisons between the two processes by the example below.











Desired outcome Any edge points to B Three roots at A,C,D
Algorithm I.a permSub I.a permSub
Main vertex B A or C or D A or C or D B
Probability 1/4 3/4 3/4 1/4
Table 4.1 Input: a star graph on 4 vertices with {B} as its central vertex. The table illustrates the
necessary selections for each algorithm to achieve the same desired outcome.
On the left: the desired outcome is to have an edge point to B. For I.a, it must be that B is the
main vertex, B then absorbs any neighbour say A. The edge e(A,B) is then connected. This occurs
with probability 1/4. On the other hand, for permutation subgraph, to achieve the desired outcome,
it must be that either A,C,D is the main vertex, then the main vertex points to B with probability 1.
Thus, this event occurs with probability 3/4.
On the right: the desired outcome is to have B points to a vertex, hence resulting in three roots
A,C,D. For I.a, this occurs when either A,C,D is selected as the main vertex. The main vertex then
absorbs vertex B with probability 1. Hence, this event occurs with probability 3/4. For permutation
subgraph, this occurs only when B is the main vertex. Then B can point to any of remaining vertices,
consequently generate three roots at A,C,D. This occurs with probability 1/4.
In this sense, the permutation subgraph seems to be a reversed process of the I.a process.
4.1.3 The expected number of components of permutation subgraph
Consider the following observation
Proposition 6. The number of components in H is the number of root vertices.
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From any vertex v which is not a root, we can traverse the path from v forward until we find the
root. Each component can have only one root, because each vertex has out-degree 1. The number of
roots is the number of components.
We abbreviate the permutation subgraph as permSub.
4.1.3.1 The expected number of components of permSub of a cycle
Suppose the input cycle has n vertices. Since the order of inspection π is a permutation of V, there are
n! possibilities and each occurs with an equal probability of 1/n!.
Fix a vertex v. Suppose its two neighbours are u and w. Notice that in order for v to be a root, its
two neighbours have to be selected and become inactive prior to v’s selection.
Assuming vertex v becomes inactive at the kth step (3≤ k ≤ n), then u and w must be inspected at
some step prior to k. Excluding u and w, there remains k−2 vertices to be removed (become inactive)









Excluding v, there are n− k vertices after the kth index with (n− k)! possible arrangements. Hence,




(k−1)!(n− k)! = (n−3)!
(k−3)!(n− k)!(k−1)!(n− k)!
= (n−3)!(k−1)(k−2)














Therefore, the probability for attaching a self-edge to a vertex v is Pr(v) = n!/3.n! = 1/3. As there
are n vertices, the expected number of roots is
E[# roots] = n/3
4.1.4 The expected number of components of permSub of a r-regular graph
A cycle is a 2-regular graph. The previous strategy can be extended to the general case of r-regular
graphs.
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Suppose the input graph is r-regular i.e. d(v) = r : ∀v ∈V . Fix a vertex v, assuming v becomes
inactive at the kth step, then r+1≤ k ≤ n. In order for v to attach a self-edge, all of v’s neighbours
must become inactive at some steps prior to k. As v has r neighbours, we need to fill in k− r−1 other
positions from the population of n− r−1. Thus there are (n−r−1k−r−1) possibilities with (n−r−1k−r−1)(k−1)!
arrangements. Then there are (n− k) vertices to the right of kth, with (n− k)! possible arrangements.




(k−1)!(n− k)! = (n− r−1)!
(k− r−1)!(n− k)!(k−1)!(n− k)!
= (n− r−1)!(k−1)r



























+ · · ·+ (n−1)!
(n−1− r)!







































































































































The probability for attaching a self-edge to a given vertex v is therefore







It is seen that equation (4.5) applies to any vertex v with degree r. Hence we have that
Lemma 1. In the permutation subgraph model, the probability that a vertex v with degree d(v)
becomes a root is
Pr(v is a root) = 1/{d(v)+1}.
In a r-regular graph, as there are n vertices with equal degree r, the expected number of components
is therefore E[# components] = n/(r+1).
4.2 Related models - random mapping graph, 1-out graph
In this section, we discuss some other random graph models which share similarities with the
permutation subgraph. The models are: random mapping graph and k-out graph. These models have
been studied in great details by e.g. Bollobas [6], Frieze [22]. Our intention here is to introduce the
models and compute some properties to compare them with the permutation subgraph.
A random mapping graph (r.m.g) is constructed by having each vertex map to one of its neighbour
or itself. The main difference, compared to permutation subgraph (permSub), is that the inactive
concept is absent i.e. every vertex is available throughout the computation. One can imagine that the
process can be done synchronously, with every vertex independently maps to a chosen vertex. The
result r.m.g is naturally a directed graph, every vertex has out-degree 1. Further, every component in
r.m.g contains exactly one loop, double-edge or directed cycle of length at least 3. We see that it is
not possible in to produce a directed cycle of length at least 2 in the permSub graph.
The k-out graph model generalises random mappings. Let Gk-out be a random directed graph, with





possibilities occurs with equal probability. Similar to the r.m.g, Gk-out can be constructed
synchronously, mapping every vertex to its k neighbours. In this sense, the p.s model is different since
it is constructed iteratively.
If k = 1, then the number of r.m.g is very similar to the number of G1-out. In fact, we see that
G1-out is r.m.g without loops. It is shown in [6] that most results concerning the G1-out transfer to r.m.g
and vice versa. Hence we choose the 1-out graph to generalise and compare with permSub in the
sections below.
4.2 Related models - random mapping graph, 1-out graph 61
4.2.1 The expected number of components of G1-out
To compare with the results of permutation subgraph in Section 4.1.3, we show that
Lemma 2. The expected number of components of G1-out
• of a cycle is
E[# components] = n/4+1/2n−1.












Denote by G the collection of all possible G1-out that can be constructed from an input graph G.




4.2.2 The expected number of components of G1-out of a cycle
Since for each v ∈V : d(v) = 2 hence |G |= 2n. Furthermore, if edges are sampled with the uniform
distribution then the probability of one particular G ∈ G is 1/2n.
As pointed out, each component in G1-out is unicyclic that is formed by a double-edge. Further,
for a pair of vertices (u,v) a double-edge is added with probability Pr = 1/4. As there are n edges,
the expected number of double-edge is therefore n/4. The only other probability is a directed cycle
oriented clockwise or anti-clockwise, an event of probability 2/2n. Thus
E[# components] = n/4+1/2n−1.
4.2.3 The expected number of components of G1-out of a r-regular graph
In this section, we examine the G1-out of a r-regular-graph constructed using the configuration
model [6]. Let G(V,E) be an undirected r-regular graph with V = {1,2 . . .n}; di = r,(∀i ∈ V ) and
∑i di = 2m= rn. Let W =
n⋃
i=1
Wi be a set of 2m labelled vertices |Wi|= di, each W can be considered as
a cell of v ∈V , and for each labelled vertex x, if x ∈Wi then x assumes vertex label vi. A configuration
F is a partition of W into m pairs of vertices. Then, a (multi)graph γ(F) is formed with n vertices and
taking pairs in F as edges.
A picturesque definition for the configuration model is as follows. For each vertex v ∈ V , we
chop its edges in half, leaving a number d(v) (or r in this case) half-edges or stubs. In total, there are
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∑i d(i) = 2m = rn stubs. We then connect the stubs in pairs, selecting each uniformly at random. The
result at the end is a (multi)graph as loops and double-edges are allowed.
We are interested in the number connected components of G1-out of a simple r-regular-graph G.
Let γ be the number of cycles in G1-out, since the components are unicyclic, γ is also the number of
components. Let γk be the number of cycles of length k. Then the number of loops or self-edges is
γ1 = 0. The probability of a double-edge (cycle of length 2) is clearly 1/r2, as there are rn/2 edges,
E[γ2] = n/2r.


































= (2m−1)(2m−3) . . .(1) = (2m)!! (4.6)















(m− k)!.2(m−k) = (2m−2k)!!
configurations containing these k edges. This can be rewritten as





(m− k+1)(m− k+2) . . .(m).2k
(2m−2k+1)(2m−2k+2) . . .(2m)
= N(m).
1
(2m−1)(2m−3) . . .(2m−2k+1)






(2m−1)(2m−3) . . .(2m−2k+1) (4.7)
Let us calculate the number of oriented cycles of length k in the configuration model. A cycle
of length k can be defined as a set of k edges i.e. {e1,e2, . . .ek}, that connect k distinct cells. That
is, for k distinct cells i.e. Wi,Wi+1, . . .Wi+k−1, the edge ei connects a pair of cells (Wi,Wi+1) (with




ways to choose k cells, with k! possible arrangements. To connect each pair
of cells, notice that for each unconnected cell there are r available stubs, after it is connected there





(k!)(r(r−1))k number of oriented cycles. As there are k starting points and 2 directions
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.2k or (n)k.(r(r−1))k/2k (4.8)
Then, the expected number of k-cycles in a configuration is
E[k] =
(n)k.(r(r−1))k












A crude approximation can be that rk.(n)k < (rn)k, and (rn− 1)(rn− 3) . . .(rn− 2k+ 1) < (rn)k.
Which yields E[k]≈ (r−1)k2k , for a fixed k. Finally, in order to form a k-cycle in G1-out, each vertex has
to select others with Pr = 1/r, hence a k-cycle formed occurs with probability Pr = (1/r)k. Note that

























































There is also an apparent difference between r.m.g, G1-out and fragmentation processes when the input
graph is a complete graph G = Kn. In which case, the expected number of components of permSub of
G is 1 i.e. there is exactly one root, which is the last vertex in the permutation π . Also, the subgraph
is a random Hamiltonian path of G. Furthermore, any variation of fragmentation process that were
studied in previous section, the number of components is also 1 i.e. the root is always found in the
last iteration.
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On the other hand, consider simple graphs produced by r.m.g and G1-out. Bollobas [6] shows that
the expected number of components of r.m.g of a Kn graph is ∼ logn. Further, G1-out is a loopless
r.m.g, its expected number of components is: logn−E[# r.m.g without loop]. The number of r.m.g
without loop is the number of derangements of a permutation. This is a well known quantity, the
expected number of derangements is ∼ 1/e. Thus, the expected number of components in G1-out is
∼ log(n/e1/e)≈ log(n/1.444) .
4.3 Conclusion
In this chapter, we introduced the permutation subgraph model - a graph fragmentation variation.
This graph model shares some similarities with the basic fragmentation model (I.a). While the latter
seems problematic to study (as shown in Chapter 3, Section 3.3), it seems more promising to obtain
analytical results with the former. Thus, we analysed a basic property: the expected number of
components of the permutation subgraph model of various graphs, including: a cycle, r-regular-graph
and complete graph. The results are then compared with those of some known models which are 1-out
graph and random mapping graph.
Chapter 5
Permutation subgraph of random graph
G(n, p)
In this section, we study the permutation subgraph of the random graph G(n, p). The permutation
subgraph was introduced in Section 4.1. Its core procedure is: generate a random permutation
π = (v1, . . . ,vn) of the vertex set. We visit each vertex vi ∈ π in order and connect vi to a random
neighbour v j where i< j i.e. v j succeeds vi in π .
We modify the original process. For each vertex vi, instead of selecting a random succeeding
neighbour, we connect vi to first succeeding neighbour v j. That is we connect the edge (vi,v j) if and
only if i < j and there exists (vi,v j) ∈ E and there is no edge (vi,vk) for k < j. In this chapter, we
analyse the following properties of the model in each corresponding section
Section 2: The existence of a giant component;
Section 3: The expected number of components;
Section 4: The location of the root vertices;
Section 5: The probability that the permutation subgraph is connected;
Section 6: The expected path length;
Section 7: The limiting distribution for the size of the left subtree of a vertex.
We begin by introducing the model.
5.1 Definition
Let G(V,E) be a simple, undirected graph with |V |= n; let π = {v1,v2 . . . ,vn} be a random permuta-
tion of V . We denote vertices in π as vi,v j where i, j are its indices in π . A permutation subgraph H
is generated as follows. For each vertex vi, we direct a single forward edge from vi to some vertex v j
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i.e. (vi,v j), if and only if j > i and there exists an edge (vi,v j) ∈ E(G) and no edge (vi,vk) for k < j.
If, for any vertex vi, there is no edge between vi and every vertex that succeeds it in π , then vi fails to
connect, and regarded as a root vertex. Thus, we have
Proposition 7. The number of components in H is exactly the number of root vertices. Further, each
component is a tree rooted at such a vertex.
In this section, we consider the graph G is generated by the random graph G(n, p) model. Thus,
for every pair of vertices u,w ∈V (G), the probability
p = Pr(there is an edge between u and w),
1− p = Pr(there is no edge between u and w).
We prove this transfers directly to H, in such sense that for any vertex vi, the probability that the edge
(vi,vi+1) is included is p, and vice versa for the complementary event.
Among π , let us select a vertex vi. From vi we can make a jump to some vertex v j (i< j) with
probability p; then from v j to vk and so on, in the end we have created a path of an arbitrary length.
This is proved in the following proposition.
Proposition 8. Let there be a path Pi, starting from vertex vi. For any j> i, the probability that vertex
v j is in Pi is exactly p, independently from other vertex.
To construct Pi, we repeat the following procedure. Starting from vertex vi, we examine each
vertex vk (i< k ≤ n) in order. Suppose we have reached a vertex v j−1. Now, there are only two cases:
either v j−1 is in Pi or it is not . In the former case, v j would be in Pi by including the edge (v j−1,v j),
with probability p. In the latter, a vertex vl (i ≤ l < j−1) was the last vertex of Pi, and the edges
(vl,vl+1) . . .(vl,v j−1) are failed to be added. That vl is still being queried for connection. In which
case, the edge (vl,v j) is added with probability p.
In either case, v j is added to the path Pi with probability p independently of the previous history
of the path construction.
This proves our claim.
5.2 The giant component
Theorem 1. Let ε > 0. For all δ > 0 if p> (1+δ )
√
logn√
εn , then for all 1≤ i≤ (1−ε)n, each vi is in the
same component.
We divide the permutation into two segments: the beginning Ω′ and the ending Ω, in which there
are |Ω′|= (1− ε)n, |Ω|= εn (0< ε < 1) vertices, respectively.
Let us construct the path P1 starting from vertex v1, we have shown that for any j > i, the
probability that v j ∈ P1 is p. As P1 spans across the entire the ordering π , one can expect many






Fig. 5.1 The giant component of a permutation subgraph.
ł
vertices to connect directly to P1 as each vertex is sequentially inspected. If we look at the ending
segment, we see that
Lemma 3. For p ≥ (1+ δ )√logn/√εn, with high probability, there are at least A = √εn logn
vertices in Ω, which are all lying in the path P1.
Consider the ending segment Ω, consisting of εn vertices. Let X j be an indicator random variable
that assumes the value 1 if vertex v j ∈Ω is in the path P1 and 0 otherwise, thus E[X j] = p. Furthermore,
let X be their sum, for all vertices in Ω we get
X = ∑
j∈Ω
E[X j] = εnp











and if p> (1+δ )
√
logn√
















→ 0 when n → ∞, we can conclude that with high probability X ≥√
εn logn. Thus, it is implied that there are at least A =
√
εn logn vertices, located within Ω, that are
all connected to P1.
Looking back at the beginning segment Ω′, for those vertices which have not connected directly
to P1, each still has a chance to join P1 indirectly by connecting to those in A. We next prove that
Lemma 4. For any vertex vi ∈Ω′, with high probability, vi is connected to a vertex in A.
Suppose we have constructed the path Pi, which starts from vertex vi for 1< i≤ (1− ε)n, up to
the end of Ω′. Now we begin the construction of Pi in the last segment Ω. Previously, we showed
that in Ω, there are at least A vertices which all lie in the path P1. Hence, using Proposition 8, with
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probability p, the path Pi will connect to the first vertex of A; thus connecting the path Pi to P1. The
probability that the path Pi does not connect to any vertex of A, let this be event R, is
Pr(R) = (1− p)A ≤ e−pA ≤ e−(1+δ ) logn = 1
n1+δ
(5.1)
since A is shown to be at least A =
√
εn logn in Lemma 3. The inequality used is (1− x) ≤ e−x
(0 < x < 1). Taking logs of both side and using Taylor expansion for the left hand side yields
−x− x2/2− x3/3−·· · ≤ −x.
So with high probability, the path starting from the vertex vi will connect to the path from v1. We
can repeat this process as long as there remain vertices which are not within the component we have




and so we see with probability 1−O(n−δ ) all of the first Ω′ vertices in the ordering are connected to
v1 as required.
From Lemma 3 and Lemma 4, there exists a component of size at least f (n)= (1−ε)n+√εn logn
which proves Theorem 1.
5.2.1 Lower bound
Theorem 2. If p≤ 1/ω√n, where ω ≤√n/30, then the maximum component size of the permutation
subgraph of G(n, p) is O(n/
√
ω) w.h.p.
For s< t let F(s, t) be the event that the paths starting at vertices s, t meet at some vertex t ≤ v≤ n.
Then the probability of the complementary event F(s, t) is
Pr(F(s, t)) = (1− p)(1− p2)n−t−1
This occurs because the path from s does not include vertex t and both of the two paths do not touch
some vertex v> t thereafter.
Consider the following inequality
(1− x)t ≥ 1− tx (0≤ x≤ 1) (5.2)
It is seen (5.2) is true for x = 0. Furthermore, consider
t = 1+ · · ·+1≥ 1+(1− x)+(1− x)2+ · · ·+(1− x)t−1 = 1− (1− x)
t
1− (1− x)
thus xt ≥ 1− (1− x)t for 0< x≤ 1, which yields (5.2).
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Consider the probability of the event F(s, t)
Pr(F(s, t)) = 1− (1− p)(1− p2)n−t−1 ≤ 1− (1− p)[1− p2(n− t−1)]
≤ (n− t−1)p2(1− p)+ p
≤ (n− t)p2+ p































Let p = 1/ω
√
n, then provided ω ≤√n/30, E[X ] ≤ n2/(5ω2), and Pr(X ≥ ωE[X ]) ≤ 1/ω . Thus
w.h.p. X ≤ n2/(5ω).
Consider a path P = {1,2,3}, then the events F(1,2), F(1,3) and F(2,3) have occurred. Gen-
erally, given a path of length k, then to form such path there are
(k
2
) ≈ k2 (if k large) paths meet.
Therefore, if some component is size at least n/
√
ω then at least n2/ω paths meet. A contradiction.
5.3 Expected number of components
Theorem 3. The expected number of components of a permutation subgraph of a random graph
G(n, p) is 1p(1− (1− p)n).
In previous section, we showed that
Lemma 5. For a given vertex v with degree d(v), the probability that v becomes a root is
Pr(v is a root) = 1/{d(v)+1}
Proof. See Section 4.1.4.
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By Lemma 5, a vertex with degree k becomes a root with probability 1/(k+1). Hence, let Y be the


















Let f (n) denote the sum above and let F(n) be its ordinary generating function (OGF). Multiply by



























































Substitue r = px1−qx then the summand is ∑k r



























5.4 The root segment Ω
Let us select a vertex v, and assume there are exactly ℓ vertices which are placed after v in the ordering
π . We denote the segment consisting of these ℓ vertices by Ω, and the remaining vertices as Ω′. Now
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the event that v is a root (or equivalently, fails to connect to any vertex that succeeds it) is







Fig. 5.2 Root segment of a permutation subgraph.
Lemma 6. If p→ 0 but p≥ logn/n, then w.h.p for any α > 1 all roots are located in the final segment
of length at most α 1p log
1
p .
To prove the above lemma, we show that with high probability, there is no root in the beginning
segment Ω′ = [1, . . . ,n−α 1p log 1p ].
For any vertex v ∈Ω′, the probability that v is a root is (1− p)ℓ, where ℓ is the number of vertices
succeed v in π . Thus, the expected number of roots in the beginning segment Ω′ is










(as 1− (1− p)n−ℓ ≤ 1)
≤ 1
p









However, ℓ ≤ n must also hold; so by putting p = ω/n, we can bound ω . Substituting p in the
above equation, we get 1ω (logn− logω) ≤ 1/α . With ω = logn, the inequality is simplified to
1− log lognlogn = 1−o(1)≤ 1/α , thus α approaches 1 from above. On the contrary, assuming ω < logn












Thus, it must be that ω ≥ logn.
The expected number of roots is




p = pα−1 → 0
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given that p → 0. Or it might be the case that α is close to 1 that α − 1 → 0, in which case the
expectation is bounded from the above by 1, which is still negligible. Thus given that we choose
ℓ≥ α 1p log 1p w.h.p there would be no root in the Ω′ = [1, . . . ,n− ℓ] segment.
5.5 Probability the subgraph H is connected
Theorem 4. Let R be the event that the permutation subgraph H is connected. Then the probability





(1− (1− p)ℓ) (5.3)
Pr(R) is bounded by
p1/p ≤ Pr(R)≤ pe2−p−1/p
For some ranges of p we have, more precisely,














Fig. 5.3 Examining a permutation from the end vertex backward.
Let us select the last vertex vn in the ordering π and examine each vertex to the left of vn in
succession. Observe that, in order for the current graph segment to be connected, each time a new
vertex vn−ℓ (ℓ= 1,2, . . . ,n−1) is examined, we need to connect vn−ℓ to any of the visited vertices.
For instance, vn−1 connects with vn with probability 1− (1− p) = p; vn−2 connects with the current
segment consisting of {vn−1,vn} with probability (1− (1− p)2) and so on.
Therefore, the probability of the event A¯ℓ that vn−ℓ fails to connect to any of the succeeding
vertices is: Pr(A¯ℓ) = (1− p)ℓ. Hence the probability of the event Aℓ that vertex vn−ℓ connects to
someone is Pr(Aℓ) = (1− (1− p)ℓ).
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To keep the graph H connected, we repeat this process by looking further left from vn until all
vertices have been inspected. Thus, in order for H to be connected, the probability is




























j , then Pr(R) = e
−S(q). We next evaluate S(q).
Switching the order of summation and using ∑n−1k=1 x







































(1+(1− p)+(1− p)2+ . . .(1− p) j−1)





If p→ 1 then S(q)→ 0 thus Pr(R)→ e0 = 1.
If p is given by some constant then is q, so let q = c (0 < c < 1). Consider the series given by
S(q) in (5.4), let an be its nth coefficient, an = 1n
qn
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5.5.1 Bounding Pr(R)










If we expand the sum by ℓ
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ℓ= 3 : q3 +
q6
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ℓ= 5 : q5 + . . .
ℓ= 6 : q6 + . . .













)+ . . .
It can be seen that for the mth coefficient of S(q) such that m = j× ℓ≤ n−1 then the sum associated
with [qm]S(q) is the sum of all positive divisors of m, since j ∈ [1;∞] thus every integer m/ j ≤ n−1
available for ℓ. Else for m> n−1 then clearly not all divisors of m are present.










where d|m denotes the sum over all positive divisors d of m. Let bm be the mth coefficient of S(q),
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in which the generating function for the Harmonic number can be found in Wilf [63]. And since
1−q = p, the inequality simplifies to
− ln(p)≤ S(q)≤− ln(p)/p
Multiply by −1 and raise by e, we get
p≥ Pr(R)≥ p1/p (5.8)
The lower bound from (5.7) is rather crude. It can be seen that
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Pr(R) = e−S(q) ≤ e− q
2
1−q+ln(1−q) = pe2−p−1/p (5.9)
which improves the upper bound for Pr(R) in (5.8).
5.6 Path length
In this section, we analyse the distribution of path lengths. It can be seen that, in the trivial case of
p = 1, for every vertex vi (0≤ i≤ n−1) the forward edge will be directed to its immediate successor
(vi,vi+1) since the graph G(n, p) is complete, each possible edge is present. The subgraph H is
connected with probability 1 and is a Hamiltonian path of G.
Recall Proposition 8, which shows that for a path P starting from vertex vi, for any vertex v j
(i< j) the probability that Pr(v j ∈ P) = p; using which we can calculate the expected length of P.
Lemma 7. For any path P starting from a given vertex v, the probability of having exactly k other
vertices joining P is equal to the probability Pr(Sk) of having k successes in L = n−v Bernoulli trials


































Fig. 5.4 The figure shows the numerical values of the probability Pr(R) as a function of p. The line
1-blue shows the numerical values as given by equation (5.3); along with the two given bounds (2-red
and 3-brown); and the approximation e−
1
pπ
2/6 (4-black). It can be seen that, for approximately p< 0.2
the estimate given by e−
1
pπ
2/6 is quite close. Further, for p > 0.8 the two bounds start to converge,
which provides good approximation to Pr(R).
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Consequently, the average length of all paths starting from v lP is the mean of the binomial distribution
lP = 1+E[Sk] = 1+Lp
0
v1 v2 v3 . . . vk+1
ℓ1 ℓ2 . . . ℓk ℓk+1
L
π
We change our notation slightly. Denote by Pvk a path of length k starting from vertex v. As we
only examine vertices lying on a path, each vertex is labelled according to its order of joining the path
i.e. V (P) = {v1,v2, . . . ,vl}, in which v1 is the starting vertex of Pv1l . Finally, let L be the number of
vertices that succeed v1 in the ordering π i.e. L = n− v1.
To jump from some vertex vi to vi+1, clearly we have to skipped over some number of vertices.
Let ℓi be this number, thus the probability that vi connects to vi+1 is
Pr({vi,vi+1}) = qℓi p
Hence, the probability to each jump in P is: qℓ1 p, . . . qℓk p, respectively; and finally qℓk+1 to cut-off the
path. Thus, we have
Pr({v1,v2}, . . .{vk,vk+1}) = (qℓ1 p)(qℓ2 p) . . .(qℓk p)qℓk+1
= pkqℓ1+ℓ2+···+ℓk+1 = pkqL−k
(5.10)
As the probability to make k jumps is equal, we need to know how many possibilities to make k-jumps?
By counting the total number of vertices which have been skipped over, we have
ℓ1+ ℓ2+ · · ·+ ℓk+1 = L− k (ℓi ≥ 0)
The problem is analogous to the problem of distributing m number of indistinguishable balls into j




possibilities (see Feller [19]). Thus,















which is the binomial distribution of having k successes in L trials b(k;L, p).
The above discussion is rather lengthy. We can derive (5.11) directly from Proposition 8 by
observing that since the probability of joining a path is independent for each vertex succeeds v1, the
sequence of vertex connects/disconnects [to Pv] is simply a sequence of L Bernoulli trials. Thus,
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the probability of the path reaching length k+1 is equivalent to the probability of having exactly k





Thus expected number of vertices joining a path is the mean of the binomial distribution, thus the
average length of a path, starting from a given vertex v is
l(Pv) = 1+E[Sk] = 1+Lp






















From (5.10) and (5.11), the expected number of paths of length exactly k+1, starting with the
first vertex in a segment of L+1 vertices inclusively, is





Thus, summing over all possible values for L, we get the expected number of paths of length exactly
k+1 in H


























5.7 Permutation subgraphs of infinite random graphs
In this section, we extend the random graph G(n, p) to the set integers. For p constant, let
p = Pr(edge between integers i, j)
1− p = Pr(no edge between integers i, j)
Now, fix a vertex v, let there be the a vertex u which is inspected at position ℓ prior to v. Then, let A
be the event that u attaches to v, then
Pr(A) = p(1− p)ℓ−1
Thus the probability that u does not attach to v is:
Pr(A) = 1−Pr(A) = 1− p(1− p)ℓ−1







Fig. 5.5 Permutation subgraph of infinite random graph.
In order to give meaning to this model, for p = p(n), we consider each vertex v has a sliding
window of length n vertices to the left. Within which each edge uv (u < v) exists with probability








(1− p)ℓ) = exp
{
− p(1− (1− p)n+1
1− (1− p)
)}
= exp(−1+(1− p)n+1) = e−1+o(1)
(5.14)
since (1− p)n+1 → e−np = o(1), provided that np→ ∞ i.e. for p> ω/n.
Inspired by this, we propose a limiting model on the integers, in which the number of left children
of a vertex is Poisson with parameter λ , and the probability a vertex is a root i.e. attaches to no one
on the right is e−λ .
5.7.1 Main theorem
Theorem 5. Consider the permutation subgraph on the integers as follows. Suppose each vertex v
has a sliding window of length n vertices to its left. Such that within the window, each edge uv (u< v)
exists with probability p, i.e. u inserts the front edge uv with probability p. In such case, u is regarded
as a child of v.
Suppose p = o(1) but p = ω/n, so that for any fixed k such that k2 p = o(1). For any vertex v, the
probability of v having exactly m≤ k children has the limiting Poisson distribution with parameter
λ = 1. That is, denote by c(v) the number of children of v then




To prove the theorem, we examine the probability that the vertex v has exactly 1,2, . . . ,k number
of left children.
5.7.1.1 For p is positive and small.
The following approximation is important for the rest of our calculations:


















+ . . . ]
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Since 1≤ 1+ 2p3 + 2p
2














e.g. if p≤ 1/2, then: −p− p2 ≤ ln(1− p)≤−p− p2/2. Thus, for small and positive p, we take the
approximation that ln(1− p) =−p(1+O(p)).
5.7.1.2 The Left Component.

















































1− (1− p) = P0
5.7.1.3 Extending to k = 2.














(1− p(1− p)ℓ−1) (5.16)





(1− p(1− p)ℓ−1) = ∏
∞
ℓ=1(1− p(1− p)ℓ−1)
(1− p(1− p)a1)(1− p(q− p)a2) .
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It would be useful to generalise the quantity to k variables in the denominator. Particularly, using the
series 1/(1−x) = 1+x+x2+ . . . we can write 1/(1− p(1− p)a) = 1+O(p). And hence in general




1− p(1− p)a2 . . .
1
1− p(1− p)ak = 1+O(kp) (5.17)














Consider the variables (1− p)1,(1− p)2 . . . as x1,x2 . . . . The summation is then contributed by the





= x1x2+ x1x3+ · · ·+ x2x3+ x2x4+ . . . . . .
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a1 a2 . . . ak v
5.7.1.4 Extending to fixed k.


















(a1 < a2 < · · ·< ak)
(5.20)




















(1− p(1− p)ℓ−1) = e−1(1+O(kp)) (5.22)
















(1− p)a1−1 . . .
Consider the variables in the summation i.e. (1− p)a1−1 as x1, each term of the sum we are interested
is a product of k variables i.e. x1x2 . . .xk of order 1, thus by the multinomial theorem its coefficient is( k
1!1!...
)
= k!. Furthermore, from the multinomial theorem, we can write the following bound for the
summand:





(x1+ x2+ . . .)k−2(x21+ x
2







≤ (x1+ x2+ . . .)k
(5.23)
The lower bound is taken from the fact that the polynomial (x1+ . . .)k contains the summand that we
are bounding. Whereas the quantity we subtract contains every term in the right hand side, with at
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least one repeated term. We show that{










(x1+ . . .)k−2(x21+ . . .)
This is indeed true since any variable exists in the left sum, also exists in the right sum. Furthermore,
the coefficient of any term in the left hand side is less or equal to the coefficient of any term in the







which comes from the terms that have of one variable of order 2, while the rest is of




, yielding the inequality.
The equal case occurs with k = 2, as seen in (5.18).
To complete the bound from (5.23), for the upper bound, we have:









Similarly, for the lower bound:





(x1+ x2+ . . .)k−2(x21+ x
2








































e−1 ≤ Pk ≤ 1k!e
−1




1−(k2) p2−p)e−1, the function of p has the series expansion p/(2− p) = p/2+ p2/4+ p3/8+ · · ·=
O(p). Therefore, for any k2 p→ 0:
e−1
k!





In the previous section, we proved that for p = o(1) but p = ω(1/n), the limiting distribution of left
children was Po(1) for any number of left children k satisfying k2 p = o(1). Thus typically we will
choose λ = 1. However the model is completely general and we do not exclude other values of λ ≥ 0.
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where q = 1− p. When p = O(ε) we have proved λ → 1 where ε → 0 i.e. λ = 1+O(ε) and if
p = 1− ε we can also show that
λ = (1+O(ε)) ln(1/(1− p)) = (1+O(ε)) ln(1/ε).
For ε ≤ p≤ 1− ε , the evaluation of the above sum is more problematic, but every value of λ ≥ 1 is
obtained for some p.
5.7.2 Limiting distribution of left children





with parameter λ = 1, for any number k satisfying k2 p = o(1) to calculate some basic properties of
the left subtree rooted at a given vertex v.
5.7.2.1 The distribution of tree sizes
Consider the permutation subgraph on the integers as follows. Suppose each vertex v has a sliding
window of length N vertices to its left. Note that we replace n with N for the number of vertices of
the sliding window to avoid conflict of notation in the following sections. Within the window, each
edge uv (u< v) exists with probability p i.e. u inserts the front edge uv with probability p. In such
case, u is regarded as a direct child of v.
Suppose p = o(1) but p = ω/N. For any vertex v, the probability of v having exactly m≤ k direct
children, for any fixed k such that k2 p = o(1), has limiting Poisson distribution with parameter λ = 1
i.e.
Pr{c(v) = m} ∼ e
−1
m!
where c(v) denote the number of children of v.
Theorem 6. Consider the limiting distribution. Select a vertex v, let T be the tree rooted at v which
consists of all left descendants of v. Then the size of the left subtree is given by a power law distribution
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5.7.3 The Lagrange Inversion Formula
The following theorem, known as the Lagrange Inversion Formula is important for the proof below.
The theorem statement below is taken from Wilf [63].
Theorem 7 (Lagrange Inversion Formula (LIF)). Let f (u) and φ(u) be formal power series in u, with
φ(0) = 1. Then there is a unique formal power series u = u(t) that satisfies
u = tφ(u) (5.26)
Further, the value f (u(t)) of f at that root u = u(t), when expanded in a power series in t about t = 0,
satisfies
[tn]{ f (u(t))}= 1
n
[un−1]{ f ′(u)φ(u)n}
where the [tn]{ f (u(t))} denote the nth coefficient of the series { f (u(t))}.
5.7.4 Proof of Theorem 6
a1 a2 . . . ak v
Consider a tree T rooted at v. By Theorem 5, the LST is empty with probability e−1, in which
case we say T is an empty root. Otherwise, for any vertex u that is a direct child of v, u is also a root
and its number of children is also given by Theorem 5. Thus, traversing leftward down the tree, we
can calculate the size of tree T by recursively examining each child, as long as there remains any.
Let F(x) be the probability generating function for the size of the left subtree (LST) of the tree
T rooted at v. Now T is either an empty root; or a root that has exactly k children (probability Pk),
which are also roots which have the same distribution for the number of children. Thus:













+ . . .) = xe−1eF
The above functional equation is in the form of (5.26), which can be solved by applying the Lagrange
Inversion Formula. First, rewrite it as
eF = xeF
let w(x) = eF(x), thus
w(x) = xew(x)/e = x(e1/e)w(x) = xcw(x)
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by putting e1/e = c. Next, to apply the LIF, let f (u) = u with φ(u) = cu, note that φ(0) = 1 thus the












y j = ∑
j≥0
k j ln j(c)
j!
u j
Thus, the kth coefficient of the series w(x) is obtained by extracting the (k−1)th coefficient of the
series {cku}= ∑ j k
j ln j(c)
j! u



























Finally to extract the coefficient of F(x), recall that we have put w(x) = eF(x), therefore [xk]F(x) =
[xk]w(x)/e, hence






Fix a vertex u, consider a vertex v (u < v) such that there are k− 1 vertices between u and v; for
1≤ k ≤ n so that u is inside the sliding window of v. The probability of the event R that u connects to
v is
Pr(R) = p(1− p)k−1
this occurs because u disconnects from every vertex prior to v and finally attaches to v. Thus the
probability that u does not connect to v is 1−Pr(R).
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(1− p(1− p)k−1) = e−1+o(1)













5.7.5.1 The expected left component size inside the window.
Informally, in the "infinite" model the probability that the entire left subtree of size m fits in a window
of size N is at most (5.28). So in the sliding window model, for m constant or tending slowly to ∞.
















































And therefore the expected size of the LST is O(
√
N).
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5.8 Conclusion
In this chapter, we studied, in more detail, various properties of the permutation subgraph of a
Erdos-Reyni random graph G(n, p). We showed that, for some specific ranges of the variable p, a
permutation subgraph of a random graph: has a giant component, the location of the roots. Further,
we computed some properties of the subgraph, including: the expected number of components, the
probability that the subgraph is connected and the expected path length. In the remaining sections,
we extend the random graphs to the integers where each vertex v has a sliding window of length n to
its left in which vertices can attach itself to v with some probability. We showed that the number of
children of every vertex (up to some specific value) has the limiting Poisson distribution with λ = 1.
Chapter 6
Analysis of the burn-edge fragmentation
algorithm
6.1 Definition of the burn-edge process
In previous sections, we studied some mapping processes where mappings are made between vertices.
In this chapter, we introduce a process which performs mapping on edges.
Suppose the graph G(V,E) is a simple, undirected graph. Let G′(V ′,E ′) be an empty graph, we
copy the vertex set of G to G′ i.e. V ′←V and E ′← /0. Objects in G is denoted without a prime symbol
i.e. v; objects in G′ is denoted with a prime symbol v′. Generally, in each iteration, the following steps
are done, in order, until options are exhausted.
1. Select an edge e(v,u) in G,
2. Let x and y be the adjacent vertices of v and u, respectively, chosen typically at random. Then x
absorbs v and y absorbs u. This means, we do, for example for u,: remove u from the set of
vertex V = V \{u}; along with its incident edges: ∀w ∈ Ad j(u) : Ad j(w) = Ad j(w)\{u}.
Similarly for v.
3. v and u become inactive.
At the end, all remaining vertices have degree 0 are roots vertices. In more detail, in step one an edge
e(v,u) is selected, typically at random from the set of edges. Next, v and u are mapped to adjacent
neighbours i.e. x and y, respectively. The neighbours x and y are chosen according to some rules
which are discussed in more detail in following sections. We then remove the edge e(v,u) along with
all edges incident with vertices v and u. Alternatively, we can consider that simultaneously, x and y
absorb v and u, respectively. In G′ we direct two edges: (v′,x′) and (u′,y′). The absorbed vertices
become inactive and unavailable for future computation. We call this operation burning the edge
e(v,u).
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We provide an illustration of the process as follows. Suppose we have selected an edge e(v,u), and
there are two adjacent vertices x, y. The operation: burning the edge e(v,u) is equivalent to coalescing
the pairs v,x and u,y to simple vertices. All edges incident with {v,u} are removed. Hence v and u
are considered inactive and are not available for future computations. The directed edges e(v′,x′)
and e(u′,y′) are added to the graph G′. These edges are naturally directed, but in some cases we can












It does not matter to the future of the algorithm which neighbours are chosen. It does, however,
affect the number of components. For example, consider a path of length 2 i.e there is a single edge






Furthermore, if the two latter cases are allowed, then an orientation like u→ v→ y could also occur
at any iteration. In this study, we do not consider these situations. In other words, we do not allow the
vertices of the selected edge to map to each other. More specifically, for a selected edge e(v,u), if
d(v) = 1 then v absorbs itself and becomes root; the same applies to u. There would be situations in
which there is a path of length 3, for which the following decision is made. Assume the selected edge
is e(u,v)
x
u v → x′
u′ v′
At the end of the algorithm, the result G′ is a set of tree-like structures, each with a unique root.
Hence, the number of root vertices is also the number of components.
In the following section, we analyse the edge-burning algorithm on the cycle graph. We then
introduce a variation of the algorithm and analyse it on 2-circulant graph. For illustrations of the
algorithms, we skip the copy graph G′ as seen above. Instead, we just draw the directed edges directly
on the graph G.
The analysis in this chapter are structured similarly to those in Chapter 3, as described in Section
3.3, page 22.
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6.2 Analysis of burn-edge process on cycle graph
Let the input be a cycle C. In the first iteration, a random edge is selected and burned. Consequently,
C is reduced to a path P. Therefore, the number of components of a burn-edge on a cycle C is given
by the same process on a path P with two less vertices. We use an unconventional notation: denote
by L the length of the path which is the number of vertices. It follows that for a path of length L, the
number of edges is L−1. Denote by NL the expected number of components produced by applying
the algorithm to a path of length L.
Let the set V = {1,2, . . . ,L} be the vertex set of a path P of length L. Then the following are the
unique cases for burning the edges in P:
• e(1,2) is burned i.e. the incident edges of the end points;
• e(i, i+1),(2≤ i≤ L−2) is burned i.e. the inner edges.
Note that if L = 1 (a single vertex) then that vertex is a root. For each case listed above, the result is
that the initial path is broken into two paths of shorter length, as illustrated below (the mapping edges
are drawn in dashed lines)
1 2 L →

Burning e(1,2):
1 2 3 4 L
Burning e(3,4):
1 2 3 4 5 6 L
In the first case, the edge incident to either of end-points i.e. e(1,2) (or e(L− 1,L)) is burned.
Then as we forbid the pair of vertices to map to each other, the former maps to itself and becomes a
root; while the latter maps to vertex 3. Another way to think about this is simultaneously vertex 1
absorbs itself; and vertex 3 absorbs vertex 2. The results consists of an isolated vertex and a path of
length L−3.
In the second case, an inner edge is selected which connects the pair of vertices (i, i+ 1) for
2≤ i≤ L−2 is burned. Simultaneously, vertex i−1 absorbs vertex i and i+2 absorbs vertex to i+1.
The results are two shorter path of length i−1 and L− i.
Note that, the absorbed and absorbing are treated as a single vertex in future calculations. This
means that we can estimate the expected number of components from a path of length L. However,
we are not able to obtain the distribution of component sizes using this method.
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1 (23) 4 L
burn e(1,2)
1 2 (i−1, i) (i+1,i+2) L
burn e(i, i+1)
6.2.1 Recurrence formulation
Let the input be a path P of length L with vertex set V = {v1,v2, . . . ,vL}. Furthermore, let the edge
set be E = {e1,e2, . . . ,eL−1} where an edge with index i (1≤ i≤ L−1) connects the pair of vertices
(vi,vi+1).
v1 v2 v3 v4 vL−1 vL
1 2 3 L−1
It can be verified that if L = 1, then NL = 1. If L = 2 the path is a single edge, then N2 = 2 because




N(i) (L≥ 3,N0 = 0,N1 = 1,N2 = 2)
in which i is the index of the burned edge. Hence
N(i) =
1/(L−1)(N1+NL−2) (i = 1,L−1)1/(L−1)(Ni−1+NL−i−1) (2≤ i≤ L−2)























Subtracting (L−2)NL−1 from (L−1)NL, we have the following recurrence
(L−1)NL = (L−2)NL−1+2NL−2 (L≥ 3,N0 = 0,N1 = 1,N2 = 2) (6.1)
6.2.1.1 Generating function formulation
Replace NL by an the recurrence from equation (6.1) can be rewritten as
(n−1)an = (n−2)an−1+2an−2 (n≥ 3,a0 = 0,a1 = 1,a2 = 2)
Let G(x) = ∑n anxn be the generating function of the sequence of an. Multiply both side by xn and








The terms in (6.2) can be rewritten according to G(x) as follows. Note that the summations above are






















Putting everything together, we can rewritte (6.2) as
xG′(x)− x−4x2− (G(x)− x−2x2) = x2G′(x)+ xG(x)−2x2−2(xG(x)− x2)+2x2G(x)






Following the standard routine for solving such differential equations (see Section 12.6 for more
details), we first find the integrating factor µ(x) which is given by
µ(x) = e
∫
(2x2−x+1)/(x2−x) = e2x+2ln(x−1)−ln(x) = (x−1)2e2x/x
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6.2.1.2 Asymptotic of the coefficients [xn]G(x)
We are interested in the number of expected components NL which is given by the nth coefficient
[xn]G(x). It is possible to expand this series. However it is problematic to obtain an exact closed form
of the coefficients because of the last function. Hence we look at the asymptotic growth of [xn].
The first function is a geometric series, of which the coefficients are 1. The second function is
also an elementary series, its nth coefficient is [xn] x
(x−1)2 = n. Let the last function be f (x). It has a
single pole of order 2 at x = 1, then the coefficients [xn] f (x) are well approximated by the coefficients




































(x−1)− . . .
)
Hence
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6.3 Modified burn-edge on circulant graph
In this section, we study a variation of the burn-edge process and extend its analysis on circulant
graphs. A k-circulant graph Ckn is a graph in which there are n vertices V = {0,1,2, . . . ,n−1} such
that the ith vertex is adjacent to the i± j mod n for each j ∈ [1,k]. Thus, the 1-circulant graph is the
cycle Cn i.e. vertex i is connected to vertex i−1 and i+1. The ⌊n/2⌋-circulant graph is the complete
graph Kn.
Consider a 2-circulant graph C2n . The graph can be constructed by firstly generating a cycle of n
vertices. Next we connect every vertex to the vertices at distance 2 from it i.e. the neighbours of the
adjacent vertices. Thus, every odd-index vertex is now connected two nearest odd-index neighbours;
and similarly for even-index vertices. In other words, the graph can be ’decomposed’ into three cycles.
Henceforth, we assume that there are an even number of vertices. Also, we change the indexing of




















1 2 3 4 n
Fig. 6.1 An example of a 2-circulant graph and its decomposition into main, odd and even cycles.
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Definition 1. A main edge is an edge in the ’main’ cycle, connecting the ith vertex where i =
{1,2, . . . ,n} with the (i+1)th, also including the edge (n,1).
Definition 2. An odd/even edge is an edge in the odd/even cycle, connecting the ith vertex where
i= {1,2, . . . ,n} with the (i+2)th for i is odd/even, also including the wrapped around edge e.g. (n,2).
Consider a burn-edge process on C2n , in the first iteration there are two unique cases corresponding
to the type of edge which is burned. The main difference is illustrated as follows:
• Burn main i.e. e(i, i+1):
1 2 i−1 i i+1 i+2 n






In the first case, if a main edge is burned, then the resulting structure is broken. In other words,
imagine the graph is layout in a circle like in Figure 6.1, then it is no longer possible to traverse
the graph clockwise. Whereas in the second case, the resulting structure is still connected with two
bridges: (i− 2, i) and (i, i+ 2). Hence in this case, we can still traverse the graph in a clockwise
manner i.e. i−2, i, i+2.
The effect of burning a main edge on a circulant graph is therefore similar to that of burning
any edge on a cycle. That is, with each edge burned, the resulting object has the same structure as
the input, only with shorter length (with the only exception in the first iteration). On a cycle the
first burned edge reduces it to a path. On a circulant graph, the input graph reduces to the structure
illustrated in Figure 6.2. Thereafter, for cycles, the recurrent structures are paths. For 2-circulant
graph, the object generated is a cycle-like structure. Such that for every vertex i ∈V = {1,2, . . . ,n}, it
is adjacent to the vertices 1< i±1,2< n. We have removed the mod operation (when constructing
the circulant graph), thus the resulting structure is no longer connected in a circulant manner.
This resulting graph has the degree sequence: {4, . . . ,4,3,3,2,2}. We denote a graph with this
topology as C2⊕n . A visualisation for C2⊕n is provided below.
Definition 3. The C2⊕n graph is a graph with n vertices, generated from a 2-circulant with (n+2)
vertices by burning a main edge.
6.3.1 Burning only main edges on C2⊕n
Let the input graph be a C2⊕n . Consider a restricted edge-burning process in which only main-edges
are burned. Suppose an edge e(i, i+1) in C2⊕n (n≥ 5) is burned, then vertices i and (i+1) become
inactive. Consequently, the input graph is broken into two separated substructures. These substructures




Fig. 6.2 The structure generated by burning a main edge from the 2-circulant graph. We denote this
structure as C2⊕n graph, which has the degree sequence {4, . . . ,4,3,3,2,2}.
are, C2⊕i−1 and C
2⊕
n−i−1, thus a recurrence yields. Now we need to examine the two special cases i.e.
burning the first (and last) and the next-to-last main edges.
If the main edge e(1,2) is burned. Then vertex 1 can only map to vertex 3. Whereas vertex 2 has
two options of 3 or 4. In either case, the structure is only pruned with two vertices going inactive. In
the end, the resulting structure is the graph C2⊕n−2.
If the main edge e(2,3) is burned. Vertex 2 can be mapped to 1 or 4; and vertex 3 to 1,4,5. In
either case, 1 then becomes a root. It follows that the resulting structures are C2⊕1 and C
2⊕
n−3.
These special cases are illustrated in the figure below, the directed, dashed-dotted line represent




1 2 3 4 5 n
Burning e(2,3) :
1 2 3 4 5 n
Let the input graph be C2⊕L where L is the number of vertices of the graph. Let the vertex set be
V = {v1,v2, . . . ,vL}. Let the set of main edges be E = {1,2, . . . ,L−1}, in which each edge i connects
the pair of vertices (vi,vi+1). Denote by NL the expected number of components of C2⊕L .
It can be verified that the expected number of components of a C2⊕1 is N1 = 1 since the input is an
isolated vertex. Further, C2⊕2 is N2 = 2 i.e. if the input is a path of length 2 (a single edge) then we
have 2 roots. Further, we have N3 = 1 and N4 = 2, see Figure 6.3. We have the recurrence
NL = ∑
1≤i≤L−1
N(i) (L≥ 4,N0 = 0,N1 = 1,N2 = 2,N3 = 1)
in which i is the index of the selected main edge and assume for s > j the sum ∑ ji=s N(i) = 0 . For
each edge i we have
N(i) =
1/(L−1)NL−2 i = 1,L−11/(L−1)(Ni−1+NL−i−1) 2≤ i≤ L−2
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Carry out similarly for NL−1 then subtract (L−2)NL−1 from (L−1)NL we obtain
(L−1)NL = (L−2)NL−1+2NL−2 (6.5)
C2⊕3 :





1 2 3 4 1 2 3 4 1 2 3 4
Fig. 6.3 Illustration of the base cases, in the figures the dotted lines indicate to-be-removed edges i.e.
incident edges of inactive vertices.
If the input graph is C2⊕3 . Suppose the burned edge is e(1,2), then both vertices have only one
option: map to 3. Next iteration, only 3 remains thus it becomes a root.
If the input graph is C2⊕4 , suppose the burned edge is e(1,2). Furthermore, assuming that 1 points
to 3 and 2 points to 4. Then there remains a single edge e(3,4). Hence 3 and 4 become two roots.
6.3.1.1 Generating function formulation












Equation (6.6) is the same as (6.1) except for the initial conditions. Thus, using results from previous




















A differential equation is then obtained by rearranging the terms
G′(x)+G(x)
2x2− x+1
x2− x = 2x
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6.3.1.2 Asymptotic growth of the coefficients [xn]G(x)
The first three terms of G(x) in 6.8 are three elementary OGFs, of which the coefficients [xn] are
−1,2,n/2, respectively. The last term of G(x) is the same as in Equation 6.4 (page 94) in Section






6.3.2 Burning odd or even edges on C2⊕L
Consider a modified burn-edge process on C2⊕L . For this variation, we only select an odd or even
(odd/even) edge and burn it. Suppose the chosen edge is e(i−1, i+1). We pointed out that by burning
this edge, the resulting structure is connected i.e. by two incident edges of vertex i. Thus, we further
modify the rule by mapping also vertex i. This ensures the resulting structure is disconnected, and
hence it is possible to derive a recurrence to estimate the expected number of components. More
specifically, suppose an edge e(i−1, i+1) is selected, to burn such edge, we perform the following
operations
1. Burn the edge e(i− 1, i+ 1). Particularly, simultaneously, i− 1 is absorbed by vertex j for
some j ̸= i+1; and i+1 is absorbed by vertex k for some k ̸= i−1. If there is no valid j or k,
vertices i−1 or i+1 become root.
2. If there exists an active vertex i, map vertex i to any active vertex h, such that h ̸= i−1, i+1. If
i has no active neighbour, i is mapped to itself.
3. The three vertices i−1, i, i+1 become inactive.
The result is the input graph C2⊕L is broken into two structures of shorter length, particularly, C
2⊕
i and
C2⊕j such that i+ j+3 = L.
Let the input graph be C2⊕L with the vertex set V = {v1,v2 . . . ,vL}. We label the set of odd and
even edges using the index of the left vertex i.e. e1 connects the pair (v1,v3), e2 connects (v2,v4)
and so on. Consequently, the number of odd/even edges is L−2. Furthermore, if L is even then the
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number of odd edges is equal to of even edges; else the number of even edge is one less than the
number of odd edges. Nevertheless this has no effect on the burn-edge process.
v1 v2 . . . vL
e1 e2 . . . eL−1
6.3.2.1 Illustration of base cases: for L = 1,2,3,4
Let NL be the expected number of components of the input graph C2⊕L . Then N0 = 0,N1 = 1. If L = 2
the graph is a single main edge. Since there is no odd/even edge, N2 = 1, i.e. vertex 1 is absorbed by
vertex 2 which then becomes a root (we note that this is a special case).
For L = 3, vertex 1 and 3 have only one option of mapping to 2 then 2 to itself, therefore N3 = 1.
For L = 4, there are two available odd/even edges, burning either edge will generate a path of length
2, thus N4 = 12 N2+
1
2 N2 = 1.
C2⊕3 :
1 2 3 1 2 3 1 2 3
C2⊕4 :
1 2 3 4 1 2 3 4 1 2 3 4
Fig. 6.4 Illustration of burning odd/even edges C2⊕ of length 3 and 4. The dotted lines indicate edges
to be removed; dashed, directed line indicate the mapping and solid line indicate edges remain in the
graph.
For case C2⊕3 , since vertex 1 and 3 cannot map to each other, they map to 2. Then 2 becomes a
root, since 2 is not allowed to map to either vertex of the selected edge.
For case C2⊕4 , assuming the odd edge e(1,3) is selected. Both 1 and 3 maps to 2, then 2 maps to 4
- its only active neighbour.
6.3.2.2 Illustration of the burn-odd/even edge algorithm on the graph C2⊕5
We provide an example for the algorithm on the graph C2⊕5 as follows. Note that this case with L = 5
vertices is not one of the base cases. This example serves as an illustration of the algorithm. Suppose
the edge e(1,3) is burned, the following are the possible selections for vertices 1,3 and then 2
1. Vertex 1 has only one available neighbour 2, thus 1 is absorbed by 2.
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2. Vertex 3 has three available neighbours: 2,4,5, thus one is selected at random hence one of the
events 3 is absorbed by 2,4,5 occurs with equal probability.
3. Recall that vertex 2 cannot map to 1 and 3, thus the only available neighbour is 4. Thus, 2 is
absorbed by 4.
In the end, vertices 1,3 then 2 are absorbed and become inactive. The remaining vertices are 4 and
5. Hence the structure produced is C2⊕2 and N2 = 1 (this is a special case that have been mentioned
above). Hence the expected number of components for this case is 1.
C2⊕5 :
1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
Fig. 6.5 Input graph: C2⊕5 ; burning the edge e(1,3). The dashed edges represent the mapping (absorb)
edge. The solid edge represent the remaining edges after the iteration.
Now suppose the edge e(2,4) is burned. Then, for each vertex to be absorbed i.e. 2,4 then 3 there
are two available options. For vertex 2 the options are 1, 3. Vertex 4 selects either 3 or 5. Vertex 3 can
be absorbed by either 1 or 5. The following table and figure provide illustrations of these cases.
Vertex Absorbed by
2 1 1 1 1 3 3 3 3
4 3 5 3 5 3 5 3 5
3 1 1 5 5 1 1 5 5
Figure (a) (b) (c) (d) (e) (f) (g) (h)
At the end, vertices 1 and 5 remain with degree 0 thus become roots. Hence, for this case, the
expected number of components is 2.
Burning the edge e(3,5) is similar to burning the edges e(1,3), for which the expected number of
components is 1. Thus, combining all three cases of burning the edges e(1,3),e(2,4),e(3,5), we get
N5 = 1/3+2/3+1/3 = 4/3.
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1 2 3 4 5
(a)
1 2 3 4 5
(b)
1 2 3 4 5
(c)
1 2 3 4 5
(d)
1 2 3 4 5
(e)
1 2 3 4 5
(f)
1 2 3 4 5
(g)
1 2 3 4 5
(h)
Fig. 6.6 Input graph: C2⊕5 ; burning the edge e(2,4). The dashed edges represent the mapping (absorb)
edge. The solid edge represent the remaining edges after the iteration.
6.3.2.3 Generating function formulation
Let i be index of the selected edge, the expected number of component is then given by, for L ≥ 5




1/(L−2)NL−3 i = 1,L−21/(L−2)(Ni−1+NL−i−2) 2≤ i≤ L−3
Multiply NL by L−2 and similarly for NL−1 and subtracting (L−3)NL−1 from (L−2)NL yields the
following recurrence
(L−2)NL = (L−3)NL−1+2NL−3. (6.9)
Let ∑n anxn be the OGF that generates NL. Multiply both sides by xn and sum on n ≥ 5 (a0 =












Transform the terms according to G(x) gives
G′(x)(x− x2)+ x− x3−2x4 = 2G(x)(1− x+ x3)+ x2−3x4
G′(x)(x− x2)−2G(x)(1− x+ x3) =−x+ x2+ x3− x4
The differential equation is then
G′(x)+G(x)
2(x3− x+1)
x2− x = x
2−1 (6.10)
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The integrating factor yields
e
∫ 2(x3−x+1)
x2−x dx = ex
2+2x+2ln(1−x)−2ln(x) = (1− x)2ex2+2x/x2













This equation is problematic because later on we need to evaluate G(x) at x = 0 to find the unknown




which is undefined at x = 0. In which case, we can apply the method used in Section 3.3.3.2. That is,
since the function in the integral involves the exponential function e(x) = ex
2+2x, we differentiate e(x)


































where we have substituted D(x) = x
2
(1−x)2e(x) and A(x) =
∫
(x2−2x−2)e(x)dx. Next, we solve for C.
It is seen that G(0) = 0 for any C. Thus we use other initial conditions of G(x). We have the following
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Thus, for G(x), we have the derivatives





From (6.11) we see that D′(0) = 0 thus C.D′(x) = 0, further G′(0) = 1 = a1 which satisfies the initial
condition, however for any values of C. Next, we have D′′(0) = 2 using (6.11). Hence for the second
order derivative of G(x) we have, using (6.14),
G′′(0) = 2A(0)+2C+4 = 2 hence C =−1−A(0).










6.3.2.4 Asymptotic of the coefficients of [xn]G(x)
The first function of G(x) has a simple pole of order 2 at x = 1, for which we have the following series
































x−1 + . . .
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≈ (n+3)× ((−15.8283−1)/e3+1)≈ (n+3)×0.16216
6.3.3 Combination of both processes: burning both main and odd/even edge
In this section, we consider a combination of both types of burn-edge process discussed in the previous
sections. At each iteration we select an edge e at random. If e is a main edge it is burned by letting the
two incident vertices be absorbed by any neighbours (but not each other, as stated in Section 6.3.1).
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Else, e is burned by letting the two incident vertices be absorbed; the vertex inbetween is then also
absorbed (see Section 6.3.2).
Denote by ℓ the total number of edges in the graph C2⊕L which has L vertices. Denote by ℓmain
and ℓe,o the number of main edges and even/odd edges, respectively. Hence, ℓmain = L− 1 and
ℓe,o = L−2 and ℓ= 2L−3. The algorithm then proceeds as follows. With probability ℓmain/ℓ a main
edge is burned generating C2⊕i−1 and C
2⊕
L−i−1. Else with probability ℓe,o/ℓ an even/odd edge is burned
generating C2⊕i−1 and C
2⊕
L−i−2.
Let the vertex set of C2⊕L be V = {v1,v2, . . . ,vL}. Let M be the set of main edges and N the set
of even and odd edges. Further, M = {m1,m2, . . . ,mL−1} where mi is an edge which connects the
pair of vertices (vi,vi+1). Similarly, E = {e1,e2, . . . ,eL−2} where each ei connects the pair of vertices
(vi,vi+2).
1 2 Lm1 m2 mi
mL−2 mL−1
e1 e2 . . . ei . . . eL−2
Fig. 6.7 The input graph C2⊕L
Denote by NL the expected number of components of the input graph. We have N0 = 0; N1 = 1;
N2 = 2 (since it contains one single main edge). The graph with three vertices has 2 main and 1
even/odd edge, it can be verified that N3 = 1/3(N1)×3 = 1; and N4 = 8/5. The combined recurrence








1/(2L−3)NL−2 i = 1,L−11/(2L−3)(Ni−1+NL−i−1) 2≤ i≤ L−2
E( j)
1/(2L−3)NL−3 j = 1,L−21/(2L−3)(N j−1+NL− j−2) 2≤ j ≤ L−3
The above equation can be condensed nicely since the sum are symmetric for M(i) : ∑2≤i≤L−2 Ni−1 ≡
∑2≤i≤L−2 NL−i−1; and for N( j) : ∑2≤ j≤L−3 N j−1 ≡ ∑2≤ j≤L−3 NL− j−2. Multiply NL by (2L− 3) and
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Subtracting (2L−5)NL−1 from (2L−3)NL yields
(2L−3)NL = (2L−5)NL−1+2NL−2+2NL−3 (6.16)
6.3.3.1 Generating function formulation
Let G(x) = ∑∞n=0 anxn be an odinary generating function that generates the sequence NL, from (6.16)
we get
(2n−3)an = (2n−5)an−1+2an−2+2an−3 (n≥ 5,a0 = 0,a1 = 1,a2 = 2,a3 = 1,a4 = 8/5).
(6.17)













































The integral is quite problematic as it contains the exponential which is non-elementary. Furthermore,
later on we will need to evaluate the function at x = 0 to find the constant of integration C. Thus, we
want to cancel out the x in the denominator.
We apply the technique used in Section 3.3.3.2. Notice in (6.19) the denominator contains x−3/2,
thus its antiderivative should contain the factor x−1/2. We proceed by, firstly, finding the derivative
of the function e(x) = ex
2/2+2x/
√
x. Then we rewrite G(x) according to the known derivatives to
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Let e(x) = ex











where C is the unknown constant of integration. We now solve for C. For A(x) we can expand the
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(1− x)2e(x) + [x
n]C
x3/2





• bn the nth coefficients of [xn]
x3/2A(x)
(1−x)2e(x) ; hence from equation (6.21) b0 = 0,b1 = 0,b2 = 0,b3 =
−2,b4 =−12/5,b5 =−3, . . . .
• cn the nth coefficients of [xn]C x
3/2
(1−x)2e(x) ;
• dn the nth coefficients [xn] x(1−x)2 ; we get d0 = 0,d1 = 1,d2 = 2,d3 = 3,d4 = 4,d5 = 6, . . . .
Using the initial conditions of G(x), specifically: a0 = 0,a1 = 1,a2 = 2,a3 = 1,a4 = 8/5; comparing
the coefficients of the above series we get
[x0]G(x) = a0 = c0 = 0,
[x1]G(x) = a1 = c1+d1 = c1+1 = 1,
[x2]G(x) = a2 = c2+d2 = c2+2 = 2,
[x3]G(x) = a3 = b3+ c3+d3 =−2+ c3+3 = c3+1 = 1,
[x4]G(x) = a4 = b4+ c4+d4 =−12/5+ c4+4 = c4+8/5 = 8/5.
Hence, we can conclude that cn = 0 for all n which implies that C = 0. In fact, the function C x
3/2
(1−x)2e(x)
has fractional exponents while G(x) does not have any cn which supports this conclusion.









In this chapter, we studied variations of the burn-edge algorithm in which mappings are done on a
set of edges. We studied the basic algorithm on the cycle graph, then made some modifications and
applied it to 2-circulant graphs. For each graph, we were able to estimate the expected number of
components produced by the algorithms, using recurrence and generating functions.
To conclude the chapter, we carry out some experiments and present the empirical results. Particu-
larly, we generate 2-circulant graphs with the number of vertices n varies from 1000,2000, . . . ,10000.
For each value of n, we execute each algorithm 10 times and take the averaged number of components.
Figure 6.8 presents the observed number of components as a function of varying n. Further, using the
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experimental number of components, we calculate
Observed coefficient =
Average number of components
n
and compare it with the




Table 6.1 shows the above coefficients.
Burn-edge Variation Expected Observed
Burn main edges 0.2970 0.2965
Burn even/odd edges 0.16216 0.162
Burn both types 0.2538 0.2531
Table 6.1 Table of Summary: the expected and observed values of the number of components produced
by variations of burn-edge algorithms on 2-circulant graph.





























































Number of components as a function of n
(b) Legends
Fig. 6.8 The figure shows the experimental number of components of each algorithm on 2-circulant
graph as a function of the number of vertices. In this experiment, the number of vertices n is increased





(a) Burn main edges (b) Burn even/odd edges (c) Burn both types
Fig. 6.9 A visualisation of the burn-edge algorithm on a 2-circulant graph of 50 vertices. The vertices are colour coded according to the resulting
components. The roots can be identified as the vertices with little knots on top (this is due to the limitation of the software). The numbers of
components for each algorithm are, from left to right, 16, 8 and 12. Visually, the graph in the middle seems to have the most consistent colours
distribution. On the contrary, the figure on the left seems to contain several small components mixed together.
Another observation is that in Figure (a) it is quite common to find two roots next to each others. In Figure (b), the roots are often found inside
theirs components. A possible explanation is given by the base cases of each algorithm. When burning only main edges, it is possible to form two
roots in an iteration, see Figure 6.3. Whereas, when burning even/odd edges, only one root is formed at a time, see Figure 6.4. In Figure (c), it
seems we have a mixture of both behaviours.

Part III




Literature review of graph clustering
In Part I and Part II, we introduced and studied graph fragmentation algorithms. In general, the
algorithms take an input graph and fragment it, or in other words they partition the input into a
number of smaller components. Recently, there is an ever increasing interest in clustering problem in
general and graph clustering or community detection in particular [20]. The objective of this task is to
divide a set of objects in such a way that objects in the same group i.e. a cluster are more similar (in
some sense) to each other as opposed to those in other clusters [7] [49]. The desired output of such
problem is then a set of clusters, each consists of objects which are highly similar. In some sense, the
output of the clustering problem are fragments of the input. Thus, we are interested in investigating
the applicability of fragmentation algorithms on such problem. This is the main objective for the
remaining chapters of this thesis. We begin by briefly reviewing the literature on clustering problem.
Clustering is not a specific type of algorithm, instead, it is a general problem to be solved [55].
The term ’cluster‘ is commonly used as a noun to refer to the set of objects or sometimes as a verb i.e.
to partition [18]. On the other hand, ’clustering‘ is often used to refer to the output of the algorithms
i.e. the set of clusters containing the objects of interest. Commonly, there are two types of clusterings:
hard clustering in which each object belongs to at most one cluster and soft clutering in which each
object belongs to a cluster with a degree of certainty, say a probability.
A clustering can be achieved by various algorithms that differ significantly in their understanding
of what defines a cluster and how to efficiently find them [18]. Popular notions of clusters include:
small distances between members, dense areas of the data points space, statistical distributions or
vertices connectivity [55]. Notably, there lacks a general consensus on the definition of a cluster,
which is one of the reasons why there are so many clustering algorithms [18]. The notion of cluster
varies significantly, depending on different models, definitions and settings employed by researchers.
Some popular models of cluster include: centroids-model (k-means algorithm [47]); density-based
model (OPTICS algorithm [26]); probability distribution-based model (Expectation-Maximisation
algorithm [14]), graph-based model (see following sections) and so many more.
As there is no agreed definition of cluster, there is also no objectively correct clustering algorithm
[18]. Therefore, the most appropriate clustering algorithm for a particular problem are often evaluated
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and chosen experimentally. Hence, the general procedure for testing algorithms is to applying it to a
clustering problem whose solution is known a-priori [20]. In which, the problem and the solution
are often regarded as the benchmark and the ground-truth, respectively. The solutions delivered by
the algorithm are then compared with the ground-truth for theirs similarities, using some specific
measures/indices. Finally, the obtained measurements are compared against the results of the current
state-of-the-art algorithms. Thus, the essential tool-set for studying clustering problem consists of:
benchmarks, measures and algorithms in comparison.
In this study, we are interested in two specific settings of clustering: graph and geometric. In
a graph setting, the objects of interest are vertices and edges. The objective here is to divide the
vertices into groups or communities so that there is a higher degree of connectivity for vertices within
a communities, and lower for vertices between different communities [43]. In geometric settings, the
objects of interest are data points embedded in space. The similarity of the objects can be measured
using theirs distance i.e. points in close proximity are considered similar. Thus, the objective in this
setting is to divide points into groups such that the distance between cluster members are minimised.
Chapter’s structure. In this chapter, we focus our attention on the literature on graph clustering
problem. This is to prepare for the following Chapters 8, 9 and 10 which investigate the application of
fragmentation algorithms on graph clustering. Chapter 11 and 12 apply fragmentation on geometric
data in which the former serves as a preparation chapter on the geometric clustering problem.
The remaining sections of this chapter are structured as follows. Section 7.1 defines the graph
clustering/community detection problem. Section 7.2 introduces some popular benchmark graphs
which consists of real-world networks and computer-generated networks. Section 7.3 introduces
measurements for evaluating the performance of clustering algorithms. Section 7.4 briefly introduces
some of the popular graph clustering and community detection algorithms.
The terms: graph clustering and community detection; networks and graphs; groups, partitions,
communities and clusters are used interchangeably.
7.1 Definition and motivation
Graph clustering is the task of dividing vertices of the graph into groups/clusters/communities i.e.
sets of vertices, so that there is a higher degree of connectivity for vertices within a cluster, and lower
for vertices between different clusters.
The problem arises naturally by the observation that many real life networks e.g. social, bio-
chemical and information networks have the tendency for vertices to divide into groups with dense
connection within and sparser between them [20]. For instances, people tend to form groups in their
social or work environments. In fact, a similar behaviour is found to exist in dolphins (see Figure 7.2
page 121, [38]). In protein-protein interaction networks, proteins belong to the same functional group
interact very frequently with each other [20], and therefore the interest in identifying communities
arises naturally when one studies the structures of these networks. Such communities often correspond
to units which share the same features or functions, and can have local properties that are very different
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from their properties at the level of the entire network. We take a closer look at this phenomenon by
examining some real-world networks in the following section.
7.2 Networks
7.2.1 Real world networks
These graphs were obtained by researchers in various studies. The vertices are usually the subjects of
the studies, and the edges are interactions between them. In these cases, the perceived ground-truth
communities are observed by the authors. The formation of these communities is caused by various
factors i.e. human psychological behaviour, geographical factors, or based on the author’s conclusions.
The point is, although, these partitions can be considered the ground-truth communities, it is the result
of some decision making process, either naturally or depending on human psychology. Therefore, the
ground-truth communities might not always yield the best results or the correct answers.
7.2.1.1 The karate club.
Constructed by W. Zachary [64] (see Fig. 7.2, page 121), the network represents a social relationship
between members of a karate club at an American university. It consists of 34 vertices and the
edges connect members who were observed to interact with each other outside the club’s activities.
Eventually, due to some dispute between the teacher and the administrator, the club split into two
separate smaller clubs centred around these two individuals. The separation is then considered as the
ground-truth communities in this graph.
7.2.1.2 The football clubs.
Introduced in [23], the network is a representation of Division I League of the United States’ college
American-football teams. The vertices represent the teams and edges represent regular-season games
between the two teams. The teams are divided into 12 conferences, each contains 8−12 teams. Games
occur more frequently between intra-conference teams. Inter-conference games are less frequent and
depends on geographic factors.
It should be noted that there is an independent conference. Of which, their games are more
geographically dependant i.e. it is more convenient to organise games with geographically closer team.
Therefore, its intra-conference games are actually much less frequent compare to other conferences;
thus having an abnormally inter-intra edge ratio (see Figure 7.2 page 121, grey vertices).
7.2.1.3 Political books.
This graph was compiled by Krebs during the Presidential Selection in the United States in 2004. The
network consists of 105 vertices representing books on American politics, bought from Amazon.com.
The edges represent co-purchasing of books by the same buyers. The ground-truth community in this
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graph is added later by Newman in [23]. The partition of the network is according to each book’s
stated or apparent political alignment i.e liberal or conservative. With an exception for a small number
of books that were explicitly bipartisan or centrist, or had no clear affiliation, which are considered as
neutral.
7.2.1.4 Social network of Bottlenose Dolphins.
The graph was constructed by Lusseau et al, by observations of a community of 62 bottlenose-dolphins
over a period of seven years from 1994 to 2001. The vertices in the network represent the dolphins
and the edges represent associations between each dolphin pair which occur more often than expected
by chance [38]. Later, the dolphins separated into two groups after a dolphin left for a period of time.
Interestingly, the separation is quite transparent from the interactions (edges) between its members;
which can be seen in Figure 7.2, page 121.
7.2.2 Computer generated networks
7.2.2.1 Planted ℓ partition model.
This class of graphs is a popular benchmark for testing graph clustering. It is otherwise known as the
planted ℓ partition model originally introduced in [9] and later considered by the authors from [23].
Thereafter became a standard benchmark graph for testing graph clustering algorithm. It is generated
as follows.
First, we generate a global graph G. Next, we divide the vertices of G into ℓ subsets of equal
size. We then add an extra layer of edges to connect vertices within each subset. Thus, the subgraph
induced by each of these subsets is denser than the global graph G. We call these hidden subgraphs
the planted partitions. The purpose of the model is to test whether an algorithm can recover correctly
these partitions hidden within the global graph G.
In more detail, the global graph G is often generated by, first, construct a random graph i.e.
G(1)(n, p). Next, we divide the vertex set V into ℓ subsets of equal sizes i.e. S = {S1, . . . ,Sℓ} where
each Si, a hidden partition, is a disjoint set of vertices i.e. Si ∩ S j = /0 and S1 ∪ ·· · ∪ Sℓ = V . Let
|Si| = m = n/ℓ, we add an additional edge layer to the partitions by considering each as a random
graph G(2)(m,q). If q = 0, then the graph G is just a normal random graph, and hence there is no
partition to recover. For q> 0, the hidden partitions become denser and G has more apparent cluster
structure.
7.2.2.2 Lancichinetti-Fortunato-Radicchi benchmark graph
It is argued by Lancichinetti et al in [34] that various properties of random graphs are far different
from real networks e.g. degree distribution. Therefore, the application of random graphs in the planted
ℓ partition model does not provide a good reflection of real life network that possess community
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structure. In order to improve this, the authors proposed a model that yields a power law distribution
for the degree and cluster size.
The graph, denoted as LFR graph, requires the following main parameters:
Params = {N, [kmin,kmax],k,µ,τ1,τ2, [cmin,cmax]}
Where
• N: number of vertices;
• [kmin,kmax]: minimum and maximum degree of any vertex;
• k: the average degree of vertices in the graph;
• µ ∈ [0,1]: the mixing parameter;
• τ1, τ2: the power law parameters, the former for generating degree sequence and the latter for
community sizes;
• [cmin,cmax]: community size range.
An important parameter is µ , which decides the number of edges of a vertex to be internal and
external edges. For instance, consider a vertex v with degree d(v), then (1− µ)d(v) would be the
number of internal edge i.e. connecting to vertices in the same community.
The graph generation process is provided below, as described in the original paper [34]:
1. Each vertex is given a degree taken from a power law distribution with exponent τ1. The
extremes of the distribution kmin and kmax are chosen such that the average degree is k [34].
Note that the author does not provide a detailed explanation of this sampling process.
2. Similar to the degree sequence, each community is given a size sampled from a power law
distribution with parameter τ2. So that each community size falls within [cmin,cmax] and all
sizes sum up to N. Denote by smin and smax the sampled minimal and maximal community sizes;
these two are selected so that:
smin > kmin smax > kmax.
This is to ensure that a vertex of any degree can be included in at least one community i.e. it has
enough edges to connect to vertices in the same/different community in all cases, because the
edge rewiring is done after this step. For example, if µ = 0 then each vertex is only connected
to vertices in the same community. Thus, each vertex must be put in a community such that
smin > kmin and smax > kmax so that there are sufficient number of vertices.
3. For each vertex v with degree d(v), it is determined that a fraction of its edges i.e. (1−µ)d(v)
are internal edges; the remaining are external edges.
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4. The community assignment proceeds as follows. At the beginning, all vertices are homeless.
In the first iteration, a vertex v is assigned to a random community. If the community size is
greater than the vertex internal degree i.e. (1−µ)d(v), it is accepted. Otherwise, it is assigned
to another community. In the case that a community is full, the queried vertex replaces a
previously accepted vertex chosen at random. The latter is kicked out and becomes homeless.
The procedure carries on there is no more homeless vertices.
5. The final work is to rewire the edges. The configuration model is used to preserve the sampled
degree sequence. The principal is that for each vertex v, its edges are broken into stubs or
half-edges. Next, a fraction (1−µ)d(v) of the stubs are connected to other stubs of vertices
in its community; and the rest to stubs in other communities. Note that it is possible to have
loops i.e. vertex connects to itself or double-edge, in which case the graph is rejected and
re-generated.
It is seen that the mixing parameter µ determines the community structure of the graph. For
instances, µ = 0 then the communities are simply components and if µ = 1 then there is no community.
(a) µ = 0.1 (b) µ = 0.2 (c) µ = 0.3
(d) µ = 0.5 (e) µ = 1.0
Fig. 7.1 A visualisation of the LFR-benchmark graph with n = 1,000. The cluster sizes vary in
range [20−50] and the value of the mixing-parameter µ increases from 0.1 to 1.0. It is seen that the






(a) The bottlenose-dolphins (b) The football clubs
(c) The political books network (d) The karate club
Fig. 7.2 The input social networks. For each vertex in each network, its colour corresponds to its ground-truth community. (a) The network
bottlenose-dolphins, the two communities are quite easily identifiable given there are very few edges joining the two. (b) The football teams, the
colour represents each team’s conference. There are teams appear to be more closely connected to teams in another conference. This is due to the
games are geographically dependant. (c) Books in orange align with liberal; purple with conservative and green are neutral. (d) Vertex 0 is the
instructor, vertex 33 is the administrator. Visually, the centrality of these two vertices are apparent. One can also roughly identify the separation of
such network, with some difficulties at vertices 13,2,8 which lie between the two groups.
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7.2.2.3 Remarks
Both the planted-ℓ-partition and LFR benchmark graphs are widely used as tools for evaluating
clustering algorithms [20]. While the former is more useful for obtaining analytical results, the latter
is preferred for empirical evaluation. Arguably, a disadvantage of the LFR is that it is less understood
analytically compares to the GN/planted-partition which employs the extensively-studied random
graph model.
Generating LFR graphs requires a wide variety of parameters e.g. mixing parameter µ , degree
range, community size range, power law parameters, etc. (see Table 7.1). However, there seems to be
no agreed, default set of the parameters. Thus it is uncertain how different the networks are given
different set of parameters; or whether the structure of a graph undergoes any changes by altering any
given parameter, etc.
We briefly examine, experimentally, some properties of the LFR graph. Particularly, we are
interested in the clustering coefficient (this metric will be introduced in Section 7.3.2.2 page 126) of
the graph. This is because the clustering coefficient is related to the number of triangles in graphs,
which is a fundamental property of community.
To generate LFR graphs, we use the software package provided by the authors, available at [2].
The parameters used are given in Table 7.1. Note that we only consider non-overlapping communities.
Also, the average clustering coefficient parameter is omitted because it is not always possible to
achieved the desired input as noted in [34].
Parameter Symbol Value
Number of vertices N 10,000
Average degree k 15
Mixing parameter µ [0.1,0.7]
Power law exponent parameter for
degree sequence
τ1 2






Number of overlapping vertices on 0
Average clustering coefficient C omitted
Table 7.1 Parameters for generating LFR graphs
Figure 7.3 (a) shows the experimentally obtained clustering coefficient C (see section 7.3.2 below
for details) as a function of the mixing parameter µ . Each line corresponds to a different parameter of
community size e.g. red - [10,50], brown - [50,100], etc.
Generally, it is seen that C decreases as µ increases. Furthermore, we also noticed that C varies
according to cluster size. Specifically, the larger the cluster sizes, the lower the clustering coefficient
of the graph. For instance, for µ = 0.1, the clustering coefficients are: 0.6,0.3,0.18 for the cluster
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sizes: [10,50] (red), [50,100] (brown) and [100,150] (light green) respectively. This might be due to
that there is not enough edges (as we set k = 15) given the number of vertices in a community to form
triangles.
Beside the clustering coefficient, Figure 7.3 (b) presents the modularity of the ground truth,
which appears to decrease linearly with µ and be independent from cluster sizes. This makes
intuitive sense, since µ is the only factor that determines the number of internal/external edges. For
instance, with µ = 0.1, for every vertex 90% of its edges are connected to vertices within the same
community. Hence, for any cluster the proportion of internal/external edges are 9/1, resulting in very
high modularity Q.
(a) LFR: clustering coefficient (b) LFR: modularity of ground-truth communities
Fig. 7.3 Clustering coefficients of LFR graphs; and modularity of the ground truth communities. The
plots are for a graph with n = 10,000 vertices. Each line corresponds to a different community size
parameter e.g. [10,50] red, etc.
7.3 Evaluation metrics
In this section, we introduce the criteria for evaluating the performance, particularly the accuracy,
of the algorithms. Recall that each input graph has a ground truth community structure [44] which
can be considered the answer to each problem. Hence, we need to derive a criterion to establish how
similar the output is to these apriori communities.
Consider the ground-truth communities. As each vertex belongs to exactly one community, let
the truth communities be the set T = {T1,T2 . . .Ti}, where each Ti is a disjoint set of vertices e.g.
T1∩T2 = /0; and hence T1∪·· ·∪Ti =V . Next, let the set of output communities be C = {C1,C2 . . .C j},
where j may or may not equal i; and each set C j = {v,w, . . .} is a disjoint set of vertices C1∪·· ·∪C j =
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V . Then, we would like a function f (T ,C )→ x ∈ R that evaluates the similarity x between the two
sets.
7.3.1 Pair counting measures
A popular set of measures: Rand [49], Jaccard [28] and Adjusted Rand Index (ARI) [27] are based
on the principal of pair counting. It is computed by counting the number of pairs of vertices which
are classified in the same and different clusters in the two given sets.
More specifically, given the two sets: T - the ground-truth and C - the results, we can consider
this as before and after sets. We count [49]:
• a, the number of pairs of elements that are in the same set in T and in the same set in C ;
• b, the number of pairs of elements that are in different sets in T and in different sets in C ;
• c, the number of pairs of elements that are in the same set in T and in different sets in C ;






Table 7.2 An illustration of all possible pair placements.





possible pair of vertices. The number a then counts the number of true positive i.e.
pairs that are partitioned in the same clusters before and after. The number b counts the number of
true negative i.e. pairs that are in different clusters before and after. The number of errors is counted
by c and d. More specifically, c is the number of false negative i.e. the pairs which are in same
ground-truth clusters but partitioned into different clusters; and d is the number of false positive i.e.
vice versa of c.








However, a weakness of the Rand index is that a and b are equally weighted. In cases where there are
a large number of differences, b becomes enormous and overshadows a,c,d. And hence Rand tends
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Since Jaccard index takes into consideration only the correct pairs over the summation of correct
pairs and the number of disagreements between the partitions, it gives a more accurate similarity
measure between the two partitions.
Another alternative is the Adjusted Rand Index (ARI), which is the corrected-for-chance version
of the Rand index. The ARI assumes the generalised hypergeometric distribution as the model of
randomness, i.e., the T and C partitions are picked at random such that the number of objects in the




where the indices are computed using the formulas introduced by Hubert and Arabie in [27], see
Section C.1.2 for details.
Since Rand, Jaccard and ARI are principally similar; we often present results using ARI since it
is commonly regarded as the best among the three. ARI scores range from [−1,1] with the higher
score indicates the closer match, with 1 being an exact match.
7.3.2 Cluster quality
Previously, we have introduced the pair-counting measures, which are used for comparing the resulting
clusters to the apriori communities. However, as mentioned the apriori communities are not necessarily
the correct or best way to partition the input graph. Therefore, it would be useful to have an alternative
criterion to evaluate the goodness of the resulting communities.
There exists various quality functions for such purpose. Arguably, two of the most popular are:
modularity and clustering coefficient. Each measure bases its definition of goodness on a different
concept of connectivity: the former on edge density, and the latter on the number of closed triangles.
Below we discuss the two.
7.3.2.1 Modularity
Originally introduced by Girvan and Newman in [45], the modularity Q measures the strength of the
partitions of a graph into modules. It hypothesises that a network with high modularity has high-edge
density between vertices within each cluster (high intra-edge) but sparser between different clusters
(low inter-edge). It is based on the idea that a random graph is not expected to have any cluster
structures. So the existence of clusters is revealed by the comparison between the actual edge density
with the expected edge density chosen from a random graph model. In this sense, the concept of
modularity is quite similar to ARI’s.
In brief, the measure is calculated as follows (for more details, see Section C.1.1). Let C be the
set of output clusters. Suppose we select a community c ∈C, let ec be the number of edges with both
ends in c and dc is the degree sum of vertices in c. Let m be the total number of edges in the graph.











The range of value for Q lies in [−0.5,1), with a higher value than 0 suggests the number of edges
within groups exceeds the number expected on the basis of chance. In practice, it is noted that a good
value for community graph lies in the range from 0.3 to 0.7 [45].
(a) Q = 0.4; C = 0 (b) Q = 0.08; C = 0.5
Fig. 7.4 Small example graphs, the communities are indicated by its colours. The left graph has
modularity Q = 0.4 and C = 0. The right graph is a small world network which has a high clustering
coefficient C = 0.5 however the best partition produces only Q = 0.08. The reason for the difference
between Q and C is that the graph on the left has no triangle, thus C = 0. The graph on the right has
many triangles but they are evenly distributed, thus no clustering and Q = 0.08.
7.3.2.2 Clustering Coefficient
Introduced by Watts and Strogatz in [58] to detect whether a graph is a small world network. The
measure is based on the idea that a pair of vertices which have a common neighbour is likely to be
connected. There are two versions of this metric: global clustering coefficient and local clustering
coefficient. Here we only discuss the latter.
The local clustering coefficient of a vertex determines how close its neighbours are to being a
clique. Let there be a graph G(V,E) and suppose we select a vertex v ∈ V . Let d(v) be its degree
and N(v) be its set of adjacent neighbours, thus d(v) = |N(v)|. The local clustering coefficient of v
C(v) is defined by the number of edges between the adjacent neighbours of v, over the number of all






C(v) = 2× |e(u,w) : u,w ∈ N(v);e(u,w) ∈ E|
d(v){d(v)−1} , (7.4)
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where e(u,w) denote the edge between the pair u, w. Note that e(u,w) = e(w,u) which counts as one
single edge. And hence C(v) ∈ [0,1] with 0 indicates there is no mutual neighbour between v and any
its adjacent vertex; and 1 indicates the N(v) is a clique i.e. every neighbour connects to every other
vertex in the neighbourhood. It also follows that C(v) is undefined for vertex v with d(v) = 0 or 1.







The two metrics discussed here are based on two different concepts of connectivity. Placed in the
context of clustering, Q is more dynamic while C is static. In the sense that the modularity Q gives
different values for different partitions of the vertices of the graph into communities. Whereas C
remains constant for each input graph, and therefore, Q would arguably be a more suitable metric for
comparing different outputs of clustering algorithms. In fact, modularity seems to be the preferred






Table 7.3 Q & C of real networks introduced
in Section 10.1.
The two concepts are related in the sense that
a large number of triangles in the cluster increases
the number of edges inside it i.e ec in equation (7.3).
Thus a graph can have both high Q and C. For exam-
ple, consider the left example from Figure 7.4. If we
add more edges to make the two communities, inter-
nally, complete graphs, then we would get Q = 0.45
and C = 0.89. Furthermore, Table 7.3 shows that the
real world networks introduced earlier have relatively
high values of both Q and C.
7.4 Algorithms in comparison
In this section, we give brief descriptions of the community-detection algorithms. For its detailed
description, see Section C.2.
7.4.1 GN: Edge-Betweenness Centrality Clustering
Given a vertex v, its vertex-betweenness is a measure of the influence of a vertex over the flow of
information in a graph. It is defined as the number of shortest paths that pass through v [21]. Girvan
and Newman extend the definition of betweenness to edges in [23]. That is for a given edge e its
edge-betweenness is defined as the number of shortest paths between each pair of vertices that pass
along it. For any pair of vertices, if there is more than one shortest path, each path is assigned an
equal weight such that the total weight adds up to unity.
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The authors observe that if a network contains communities that are only sparsely connected by a
few inter-group edges, then all shortest paths between different communities must use one of these
few inter-group edges. Therefore, the edges connecting communities will have high edge betweenness.
Consequently, by removing these edges, the groups would be separated thus revealing the underlying
community structure of the network.
The algorithm proceeds by greedily calculating the edge betweenness for every edge in the graph,
then removing the one with highest score, until no edge remains. The output of the algorithm is a
dendogram (see e.g. Figure 7.5), which is built by the order of the removed-edges. The height of
each branch is given by the edge-betweenness value of the corresponding edge. To produce the result
partitions, the tree is cut at a suitable height to obtain the desired number of communities.
(a) The karate club (b) Result dendogram
Fig. 7.5 The dendogram of the karate network, produced by the edge-betweenness centrality clustering
algorithm. The figure is taken from the original paper [23].
7.4.2 CNM: Fast Greedy Modularity Optimisation.
The algorithm was introduced by Clauset et al in [8]. It employs a greedy modularity optimisation
strategy. Starting with n communities, with each community contains a single vertex, in each step two
communities whose merger produces the largest increase in Q are joined. The process is repeated for
n−1 steps. At the end, a dendogram is produced, which represents the community structure of the
network.
7.4.3 Louvain Method for Large Networks
This algorithm is based on a greedy modularity optimisation approach. The algorithm, named Louvain
method, was introduced by Blondel et al [5] and was shown to achieve one of the best running times.
It consists of two phases, which are repeated iteratively: first, for each vertex, find the neighbour
which yields the largest gain in modularity. Next, the two are then merged as one super vertex. The
algorithm then continues until there is no further possible merging.
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The efficient factor of the algorithm is due to the fact that ∆Q can be easily calculated when
putting (or removing) a vertex v in a community C using equation (7.3). Finally, it is pointed out in
[20] that the result is dependant on the order of selection of vertices in step one.
7.4.4 Infomap
This algorithm was introduced by Rosvall and Bergstromin in [50]. The authors tackle graph clustering
by employing an approach from information theory. The idea is to describe a graph more efficiently
by using less information than the traditional way of using the full adjacency matrix. The objective
is to optimally compress the information required to describe the information on the network, by
exploiting regularities in the flow of information using random walks as follows [50]:
1. Each vertex in the graph is given a unique name using an efficient method of encoding i.e.
Huffman encoding;
2. Let the walk takes some number k steps. For each step taken, its traversed-vertex is recored
using its unique coding. The whole walk can then be represented by a sequence of vertices’
names obtained from the previous step.
3. Having the walk’s names, the problem of partitioning is then posed as a coding problem i.e. to
find a partition that minimises the expected description length of the coding. The minimisation
is achieved through incorporating greedy search with simulated annealing.
At the end of the algorithm, the result is an efficient coding of the trajectory of the random walk. The
coding consists of two-level description in which the higher-level are the unique names of the major
clusters, which is used to decompose the input graph into respective clusters.
7.5 Conclusion
In this chapter, we introduced the essential tool set for studying graph clustering problem. The
tool set consists of: a set of benchmark graphs for testing; various measurements for evaluating the
performance of the algorithms and finally some popular algorithms for drawing comparison. This
toolset will be used to study and evaluate the performance of graph fragmentation algorithms as a
clustering tool in the following chapters. The literature covering the field of clustering in general and
graph clustering/community detection in particular is immense. As such, this review could only cover
some basic and necessary tools which would be useful for this study. For an in-depth literature review,
we recommend [20].
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(a) Ground-truth communities of the Karate network
(b) GN (c) CNM
(d) Infomap (e) Louvain
Fig. 7.6 The above figures show the communities of the Karate network. Figure (a) shows the
ground-truth community structure of the network. Figure (b) - (e) show the communities produced by
the reviewed algorithms, which are labelled accordingly.
Chapter 8
Introduction to the k-MXT algorithm
Imagine the following scenario: in a large group, a task is given that is to form arbitrary groups, and
the set method is for each individual to join with k others. Imagine that for an individual, the group
consists of people whom they acquainted with and those who are not. And the question is how an
individual would decide? The hypothesis here is that an individual is more likely to select those that
he/she is most familiar with. Another hypothesis is given to quantify the most familiar factor is the
number of mutual friends between two individuals.
To put it in graph terminology, given a simple, undirected graph G(V,E), we want to partition the
graph into smaller subgraphs such that each subgraph is desirably having tighter connections among
its vertices. There can be various definitions of high connectivity, but inspired by the thought scenario
above, we lean toward the definition of having closed-triangles.
The closest metric/measure that is defined in terms of triangles is clustering coefficient which
quantifies how close its neighbours are to being a clique. The local clustering coefficient of a vertex
in a graph is defined as follows. Let N(v) be the set of adjacent vertices of a vertex v, that is
N(v) = {u : e(v,u) ∈ E(G)}
then |N(v)|= d(v) is the degree d(v) of vertex v. The local clustering coefficient C(v) for vertex v is
then given by the proportion of actual edges between the vertices within its adjacent neighbours divided





possible edges, we need to count the number of existing edges between every pair of v’s neighbours.
For every unique edge e(u,w) that exists such that u,w ∈ N(v), we have a closed triangles {v,u,w};




we will use these definitions as a basis for the following algorithm, which is called k-MaX-Triangles
(k-MXT).
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8.1 The k-MXT algorithm
Number of triangles from a vertex perspective. The algorithm proceeds as follows. For each
vertex v ∈V , we examine N(v). For each neighbour u ∈ N(v) we count the number closed triangles
formed on the edge e(v,u) i.e. the triplet {v,u,w} such that all three edges (v,u), (u,w) and (v,w) are
present, that is:
△(v,u) = |w ∈ N(v) : {v,u,w} is a closed triangle|
Alternatively, △(v,u) is cardinality of the set intersection of N(v) and N(u)
△(v,u) = |N(v)∩N(u)|
Number of triangles from an edge perspective. The above description of the number of triangles
is taken on the perspective of each vertex in G. Alternatively, a description that focuses on each edge
can be given as follows. Let G be an edge-weighted graph. Every edge (v,u) ∈ E(G) is given a weight
which is the number of common neighbours of the two incident vertices, that is
w(v,u) =△(v,u) = |Ni∩N j|= |{w : w ∈ N(v)∧w ∈ N(u)}|
Selecting k highest triangles-weighted neighbours. For each vertex v, we select the k neighbours
of v which have the highest weight. We call this set the k-Max-Triangles neighbours of v. In case of
tie, candidates are selected at random. If for any vertex its degree is at most k i.e. d(v)≤ k, then all
adjacent vertices are selected.
Creating the subgraph H. Finally, for each v and a selected vertex u i.e. u is in the k-Max-Triangles
set, we add the edge (v,u) to an empty graph H. Note that the edge (v,u) is naturally directed, but we
can choose to ignore its orientation.
After every vertex made its selection, at most |V |× k edges are added to H. Furthermore, if we
ignore the edges orientation, double edges and self-loop, then H is an undirected subgraph of G,
induced by these edges given by the selections of the vertices, V (H) = |V | and |E(H)| ≤ |V |×k. With
k small, the subgraph H is much sparser compared to G and hence typically contains a larger number
of components. We call the components in H the fragments of G. The fragments are the objects of
interest. For instance, if the objective is to partition the input graph G then the set of fragments is the
output. Furthermore, the membership of each vertex vi is determined by the component it belongs to
in H, which can be examined by any connected components algorithm.
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8.2 Pseudocode
The following pseudocode illustrates the k-MXT algorithm.
Algorithm 6: k-MXT
Input :graph G
Initialisation: empty graph H, V (H) =V (G) foreach edge (v,u) ∈V do
w(v,u) =△(v,u)
end
foreach vertex v ∈V do
Select k-MXT(v) foreach vertex u ∈ k-MXT(v) do


















Fig. 8.1 An example graph G with its weighted edges i.e. w(B,C) = 3 since NB∩NC = {A,E,D},
thus w(B,C) = |NB∩NC|= 3. The red edges show the subgraph H, which is the 1-MXT graph.







Fig. 8.2 2-MXT graph. Compare to 1-MXT, the new edges (A,B),(E,C),(F,C) are visibly drawn,







Fig. 8.3 3-MXT graph. Since there are only two vertices C and D which have out-degree 3 in H, the
only visible different edge compare to 2-MXT is (D,B), since edge (C,E) is now a double-edge.
Chapter 9
The hidden block model
To test the functionality of the k-MXT algorithm, we use the hidden-block model with planted partition
which was introduced in Section 7.2.2.1 (page 118). We review the model’s synopsis below.
First, we generate a global graph G. We then divide the vertices of G into ℓ subsets of equal size -
the hidden partitions. An extra layer of edges is then added to connect vertices within each partition.
Thus, the partition induced by each of these subsets is denser than the global graph G. The purpose
of the model is to test whether an algorithm can recover correctly these partitions hidden within the
global graph G.
In more detail, the global graph G is often generated by, first, construct a random graph i.e.
G(1)(n, p). Next, we divide the vertex set V into ℓ subsets of equal sizes i.e. S = {S1, . . . ,Sℓ} where
each Si, a hidden partition, is a disjoint set of vertices i.e. Si ∩ S j = /0 and S1 ∪ ·· · ∪ Sℓ = V . Let
|Si| = m = n/ℓ, we add an additional edge layer to the partitions by considering each as a random
graph G(2)(m,q). If q = 0, then the graph G is just a normal random graph, and hence there is no
partition to recover. For q> 0, the hidden partitions become denser and G has more apparent cluster
structure.
As introduced in previous section, the output of k-MXT algorithm is a set of subgraphs of the
input graph, which we call fragments. These fragments are created by having each vertex point to its
k neighbours with which it shares the most common neighbours. If each partition is sufficiently dense
then it should contain many triangles, and hence all vertices would be pointing to neighbours within
its partition. This is the motivation for our analysis in this section.
By its nature k-MXT can only be used on graphs with an adequate number of triangles. Thus we
begin by considering the probability p in relation to the number of triangles in the graph G.
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(a) q = 0 (b) q> 0
Fig. 9.1 Hidden block graph example with n = 4,000, ℓ= 4 and m = 1,000.
9.1 The application of k-MXT on the planted ℓ partitions model
9.1.1 The probability p such that there is an adequate number of triangles in the
graph







Let p = n−c this is Θ(n3−3c). If c≤ 2/3 then the expected number of triangles becomes at least linear
with the graph size and hence significant globally.
Lemma 8. Let G = G(n, p). Let X be the expected number of triangles in G associated with vertex v.


















Take a vertex v, let Tv be the number of triangles associated with v. A triangle i.e. the triplet
{v,u,w} associated with v exists with probability p3, and there are (n−12 ) possibilities to select the
remaining pair of vertices. Although the existence of triplets are not exactly independent e.g. {v,u,w}
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by substituting p = n−c. Thus, c = 2/3 is a threshold, in the sense that if we choose c > 2/3,
equivalently p < 1/n2/3, then E[Tv] tends to 0 as n tends to infinity. And on the contrary, with
p > 1/n2/3, the expected number of triangles tends to infinity. In which case, however, it does not
imply that every vertex has an associated triangle. Nevertheless, using the second moment method,
we can show that almost surely there is a triangle associated with each vertex.
Let Xi be an indicator random variable for each triangle associated with vertex v, and let X = ∑Xi
be its sum, then
Var(X) = E[X2]− (E[X ])2 ≤ E[X2] (9.2)
If we substitute t = E[X ] in the Chebyshev inequality (see Theorem 13, section B.1) then
Pr(|X−E[X ]| ≥ E[X ])≤ Var(X)/(E[X ])2
which implies that Pr(X = 0)→ 0 given that Var(X)/(E[X ])2 tends to 0. Following which, we will
now look at the variance of X .






We have, from (9.2),
Var(Xi)≤ E[X2i ] = p3
For the covariance of two variables Xi and X j, notice that if the two triangles do not share a common
edge, then Xi and X j are independent and Cov(Xi,X j) = 0. On the other hand, if the two triangles
share a common edge, then E[XiX j] = p5. Thus, by definition
Cov(Xi,X j)≤ E[XiX j] = p5
For the number of pair of triangle sharing a common edge that associate with v, there are n− 1




to choose the remaining vertices of the triangles, thus there are
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Thus Pr(X = 0)→ 0 as n→ ∞ as desired.









Fig. 9.2 Illustration of triangles in a planted 4 partitions.
As illustrated above, the graph is generated by first generating a global graph G as a G(n, p) with
the addition of some denser subgraphs P1, . . . ,Pℓ, where each Pi is a G(m,q) with m = n/ℓ. In this
section, we are interested in the expected number of triangles which are formed by intra edges i.e.
within partition and inter edge i.e. across partition.
Take a vertex v ∈ P1 and select a vertex u also in P1, the probability that the edge (v,u) is not
present in the global graph G is 1− p. Further, the probability that the same edge is not present in the
hidden partition P1 is 1−q. Hence, let r be the probability that such edge exists, then
Pr(an intra edge (v,u)) = r = 1− (1− p)(1−q) = p+q− pq≈ p+q (9.4)
if pq = o(1).
For a pair of vertices v,u in the same partition, let Xvu = X(intra,vu) be the number of vertices w
with edges (w,u) and (w,v). For a pair of vertices v,x in different partitions, let Yvx = Y (inter,vx) be
the number of vertices w with edges (w,v) and (w,x). We note that these variables do not depend on
the presence or absence of the edge (v,u) or (v,x).
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Lemma 9. Let ℓ = 4 and let q = 2β p. Let (v,u) be an intra-cluster edge and let (v,x) be an
inter-cluster edge. Then
E[X(intra,vu)] = np2(1+β +β 2)
E[Y (inter,vx)] = np2(1+β )
Consequently, let E[X(intra)] = αE[Y (inter)] then
α ≈ 1+ β
2
1+β




remaining vertices in P1 the
probability that the triplet (v,u,w) is formed is r2. Similarly, for each vertex z /∈ P1 the probability the
triplet (v,u,z) is present is probability p2. Thus, the expected number of triangles on the intra edge











= np2(1+β +β 2)
(9.5)
by substituting r ≈ p+q = p(1+2β ), and m = n/ℓ= n/4 thus n = 4m.
For an edge (v,x) in which x /∈ P1 i.e. x ∈ P2, the probability that a triplet (v,x,y) with y being in
either P1 or P2 is rp. And for any other vertex z that is not in the same partition as x and y, the triplet
(v,x,z) exists with probability p2. Thus, the expected number of triangles on an inter edge (v,x) is










p2 ≈ 2mp(r+ p) = np2(1+β ) (9.6)





On the other hand, if we plug in the full expression for r from (9.4) i.e. r = p+ q− pq =
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as p→ 0, this agrees with (9.7).
9.1.3 Threshold for β to avoid selecting inter partition edges.
Let G(V,E) be a graph generated by the hidden-block model with a global graph G(1)(n, p) and
hidden partitions G(2)(m,q). Assuming p is fixed, p = 1/nc with c < 2/3 to ensure sufficient a
number of triangles, and q = 2β p. As β increases, more internal edges are added in each hidden
partition. Consequently, when each partition becomes sufficiently dense, given any vertex the number
of internal triangles associated with that vertex should far exceed the number of external triangles.
Thus k-MXT should produce an accurate partition.
In this section, we are interested in the value for β , which with high probability there would be no
cross-partition edge included. We assume ℓ= 4, and hence the number of vertices in each partition is
m = n/ℓ= n/4.
For convenience, we denote the weight of an intra edge (v,u) and inter edge (v,x) as X and Y
instead of X(intra,vu) and Y (inter,vx) as seen previously. From equation (9.6), we have
E[Y ] = np2(1+β ) = n1−2c(1+β )
E[X ] = np2(1+β +β 2) = n1−2c(1+β +β 2)
For p = n−c and c> 1/2, E[Y ] = O(n−c)→ 0 as n→ ∞. As this case is of little interest, we exclude
it and assume p> n−1/2.
Let us examine Y . Chernoff’s concentration inequality (see Theorem 14, section B.2) states that
Pr{|Y −E[Y ]| ≥ δE[Y ]} ≤ e−δ 2E[Y ]/3 (0< δ < 1) (9.9)
We choose δ =
√
ω/E[Y ] with ω = 9logn. Note that, Chernoff requires 0< δ < 1, which will be
examined shortly below. Then, substitute δ into the Chernoff inequality we get
Pr{|Y −E[Y ]| ≥ δE[Y ]} ≤ e−δ 2E[Y ]/3 = e−ω2/3 = e−3logn = n−3 (9.10)




edges (v,x) to consider, the probability any edge (v,x) deviates is O(n2×
n−3) = O(1/n).
Similarly, we choose δ̂ =
√
ω/E[X ]. Then X is bounded as
Pr{|X−E[X ]| ≥ δ̂E[X ]} ≤ e−δ̂ 2E[X ]/3 = e−3logn = n−3 (9.11)
Hence the probability that any edge (v,u) (with v and u in the same partition) deviates is also O(1/n).
It is seen that Y is unlikely to be more than (1+ δ )E[Y ]; and X is unlikely to be less than
(1− δ̂ )E[X ]. Therefore set
δE[Y ]+ δ̂E[X ]≤ E[X ]−E[Y ]




















9.1.3.1 For c< 1/2.
Recall that Chernoff’s inequality requires that δ =
√





E[Y ] = n1/2−c
√
1+β












as c< 1/2 the left hand side is O(n−ε)→ 0 for n→ ∞. The right hand side is approximately at least
linear for β > 0. Thus the inequality (9.13) is true for any β > 0.
Thus we have the following
Theorem 8. For p≥ 3√logn/n and q= 2β p for any β > 0 constant and k≥ 1. The probability that
k-MXT wrongly chooses an inter-partition edge tends to zero as O(1/n).
9.1.3.2 Remark
In Section 9.3 below we set up experiments with n = 104 and p = 1/
√
n = 0.01. It appears that
separation also occurs with p = 1/
√
n hence c = 1/2; for q/p = 2β = [6,8] hence β = [3,4], see
Figure 9.6 (page 148). Thus, we examine this case below.
9.1.3.3 For c = 1/2.
With c = 1/2, thus p = 1/
√
n. Let β = ω with ω → ∞, the number of intra and inter triangles are
then
E[X ] = β 2+β +1≈ ω2; E[Y ] = β +1≈ ω.
Using the Chernoff inequality for large deviations we have, for Y ,







Whereas for X we can reuse (9.11)
Pr(X ≤ (1−δ )E[X ])≤ e−δ 2E[X ]/3 = e−δ 2ω2/3 (0< δ < 1) (9.15)
thus provided that ω = 3
√
logn/δ for any 0< δ < 1, the above probability tends to 0 or O(1/n3).
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In order to avoid selecting inter-partition edge, it must be
αE[Y ]< (1−δ )E[X ] thus α < (1−δ )ω








Substitute in α we get









Provided c > δ 2/3 this is true for n → ∞ and δ ,c constant. It follows that (9.14) is O(1/n3) as
required. Further, we require that
δ 2/3< c< 1−δ or δ 2+3δ −3< 0,







In our experiments (see Section 9.3 for more details), we set n = 104 and p = 1/
√
n = 0.01 and
observed that separation occured. The experimental results (see Figure 9.5) show that the separation
occurs with q/p = 2β = [6,8] hence β = [3,4].
Whereas using the above calculation with p = 1/
√
n then separation occurs, using (9.16), when
q/p is at least
q
p








9.1.4 Intra-inter edge weight ratio
The G(n, p) model [16] is known to have a rather low clustering coefficient i.e. number of closed
triangles. Nevertheless, it would still be of interest to keep track of the number of triangles formed
by the respective intra or inter edges. For such, we calculate the ratio of the edge-weight as denoted
previously to have an indication of whether there are more triangles within or across the hidden
partitions.
For a pair of vertices v,u in the same partition, denote by Xvu = X(intra,vu) be the number
of vertices w with edges (w,u) and (w,v). For a pair of vertices v,x in different partitions, let
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thus the ratio is < 1 indicates that there are more closed triangles formed by inter-edges from v; and








Fig. 9.3 Suppose vi has the above weighted-edges, then Ratio(vi) = 7/3.
Figure 9.4 shows the plot of an experiment in which n = 104, ℓ = 4 and p = 1/
√
n. The
probability q is set by increasing the ratio q/p = 2β . Thus, each unique value of q, or equivalently
q/p, corresponds to a unique graph with different distribution of intra, inter triangles. For each graph,
we record the Ratio(v) on every vertex; and plot it as a histogram. Finally, we combine the histograms
into a single plot i.e. Figure 9.4. Each colour corresponds to the histogram of a unique value of q/p





















1.548 4.021 7.810 13.001 19.692 27.438
Fig. 9.4 The figure shows the histogram of Ratio(v) as a function of q/p. The graphs are generated with: n = 104, ℓ= 4 and p = 1/
√
n = 0.01.
Each colour corresponds to the histogram of a unique value of q or equivalently q/p = 2β > 1 i.e. purple corresponds to q/p = 2.The dotted-lines
indicate the means of the distribution of Ratio(v) for each value of q/p. As the ratio q/p is increased, the mean increases and the histograms are
flattened.
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9.2 Metrics for evaluation of k-MXT on the hidden block model
9.2.1 Fraction of incorrect directed-edges in k-MXT fragments
Assuming the partitions are indexed from 0,1, . . . ; let C(vi) denote the index of the partition that vi
belongs to, then we can get the index of the hidden partition by C(vi) = ⌊i/ℓ⌋. We define an incorrect
directed-edge as an edge selected by the k-MXT algorithm that connects a pair of vertices from
different partitions. In other words, if the edge (v,u) is added i.e. u is one of the k selected neighbours
of v; and
C(v) ̸=C(u)
then it is an incorrect edge.
Recall that we denote H as a subgraph of G, induced by the directed-edges from the k neighbours
selection of each vertex, and thus V (H) = |V | and E(H)≤ |V |×k. We define an index called fraction
of incorrect directed-edge (FoID), which measures the ratio between the total number of incorrect
edges over the number of edges in subgraph H. That is, for each directed edge in H, we simply count
S(vi,v j) =
1 if C(vi) ̸=C(v j)0 otherwise
Then, the index is defined by
FoID =
∑(vi,v j)∈E(H) S(vi,v j)
|E(H)|
Thus, the values of FoID ranges from [0;1] with 0 indicates that every edge in H is pointing inward
connecting a pair of vertices in the same partition, and a score of 1 being all edges are pointing across
partitions.
9.2.2 Adjusted Rand Index
As each vertex’s final membership is decided by its connected components in H, we are interested
in comparing the connected components in H with the initial hidden partitions. More specifically,
initially, we are given P = {P1, . . . ,P4} where each Pi is a hidden partition and each consists of n/4
number of vertices. Assuming the set of connected components in H is S(H) = {C1,C2, . . . ,Cm}
(m≥ 1) where each Ci is a connected component in H, we would like to know the similarities between
S(H) and P.
For that purpose, we use the Adjusted Rand Index (ARI). The measure was introduced in Section
7.3.1 page 124. We provide a short reminder below.
Given a set S consisting of n elements and two partitions derived from S: X = {X1, . . . ,Xm} and
Y = {Y1, . . .Yn}, where m and n may or may not be equal. The ARI measures the similarities of X and
Y , yielding a score ranges from [−1;1] with 1 being an exact match i.e. there exists an exact match
Xi = Yj for every i, j and furthermore the cardinality of two sets X and Y are equal i.e. n = m.
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9.3 Experiment setting and results
In these experiments, we set ℓ = 4 and conducted two experiments. The objective of the first
experiment is to investigate the accuracy of the algorithm as a function of q/p = 2β ; in which p is
fixed at p= n−c = 1/
√
n thus c= 1/2. The objective of the second experiment is similar i.e. accuracy
as a function of q/p; however with values of p in different thresholds as studied in Section 9.1.3 i.e.
p = n−c with c< 1/2, c = 1/2 and c> 1/2. In more details, the experiments are set up as follows
1. Set n = 104, fix p = 1/
√
n; q is set by increasing q/p = 0,1, . . . ,14. For each unique set of
parameters, we generate 10 different graphs G(n, p) and fragment it with k = 1,2,3,4,5 which
we abbreviate as 1,2,3,4,5-MXT. Figure 9.5 shows the results for this experiment.
2. We experiment with different values of p, and hence we need slightly larger graphs. Particularly,
we set n = 4×104 and ℓ= 4. Thus each partition has size m = 104. We use three different p
values determined by p = n−c with c = 0.4,0.5,0.6 corresponding to the thresholds of c i.e.
c < 1/2, c = 1/2 and c > 1/2. We increase q/p = 0,1, . . . ,10. For this experiment, we only
apply the 5-MXT algorithm to select as many out-edges.
Table 9.1 summarises the parameters used for generating input graphs.









Table 9.1 Experiments with k-MXT on hidden block model with ℓ= 4.
The results are shown in Figure 9.5 and 9.6. A discussion is provided in each figure’s caption.
9.4 Conclusion
In this chapter, we studied the application of the k-MXT algorithm on the hidden ℓ partition model.
We showed that there exists some thresholds of q in relation to p (for some values of p), above which
the algorithm is able to recover the correct hidden partitions with k≥ 2. This indicates that the k-MXT,















































































































































Fig. 9.5 These figures show a summarised plots of the performance of k-MXT algorithm in the first experiment. The primary y-axis (left)
corresponds to the scores for the FoID (blue) and ARI (green). The secondary y-axis (right) corresponds to the number of connected components
(red). It can be seen that there is a difference between 1-MXT and the rest, with the former being a distinct case.
That is, for 1-MXT, although the FoID≈ 0 i.e. the number of incorrect edges is 0 (for q/p≥ 6) the accuracy measure ARI is also near 0. This
is because the 1-MXT breaks the correct hidden partitions into many small fragments (as indicated by the red - # components line). Whereas, to
achieve a high ARI scores, it is required that the number of components to be close to 4 i.e. the number of hidden partitions. Therefore, even
though 1-MXT does not select any incorrect (across partition) edge, its accuracy score is near 0. Picturesquely, 1-MXT produces small fragments
which are contained inside the correct, hidden partitions.
It appears that 2,3,4,5-MXT have a threshold at q/p≈ 8, above which the algorithms find the correct partitions i.e. number of components is
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FoID and ARI as a function of q/p, for 3 different values of c
(a) 5-MXT
Fig. 9.6 The figures plot the Fraction of Incorrect Edge - FoID (left figure) and Adjusted Rand Index - ARI (right figure). The measures are plotted
as a function of the ratio q/p = 2β for three different values of c i.e. p = n−c: c = 0.4 red; c = 0.5 green and c = 0.6 blue.
These values of c corresponds to the threshold of p as analysed in Section 9.7. That is, we established that for c> 1/2 i.e. c = 0.6, then there is
an insufficient number of triangles, thus β needs to be large in order to find the correct partitions. Else, for c≤ 1/2 there exists thresholds, above
which the k-MXT should be able to find the correct partitions.
It is seen that with c = 0.6, although the FoID seemingly approaches 0 however the ARI remains approximately 0. This indicates that there are
some incorrect edges selected. Since the algorithm is very sensitive to cross-partition edges i.e. an incorrect edge would connect two partitions into
a single connected component, the ARI would be diminished. On the other hand, with c == 1/2 and c = 0.4< 1/2, the algorithm reaches the ARI
score of 1 (correct results) much earlier. The sharp rises in both functions indicate the thresholds.
Chapter 10
Application of k-MXT to graph
clustering for real world networks
In this chapter, we study the results produced by the k-MXT algorithm on a set of graphs consisting of
real world networks, in the sense that each vertex represents an object in real life e.g. human, animal,
etc. and the edges represent the interactions between them. Also some artificial networks that are
generated by mathematical models.
These graphs share a common property, that the vertices have the tendency to divide into groups
such that vertices in each group are more tightly connected, compared to the rest. This feature can
be regarded as the community structure of a network. The task of identifying the communities if
they exist in the underlying graph is known as the graph clustering or community detection problem.
Chapter 7 provides a literature review on the problem.
The fundamental idea of triangles, is a foundation of the clustering coefficient which is a common
characteristic of communities found in many real world networks. Recall that the k-MXT algorithm
produces fragments. These are connected components formed by mapping every vertex to its k
adjacent vertices which have the highest number of common neighbours i.e. triangle-fragments. This
motivates us to study the application of k-MXT on networks with community structure.
In this chapter, we study the application of k-MXT to graphs with community structures. More
particularly, we examine the output fragments of these graphs and ask whether such fragments can
be considered communities or parts of communities. In order to do so, we need a set of evaluation
tools. Firstly, we need a set of networks which have apparent community structures and the a-priori
communities are known. For this, we select some networks which were introduced in Section 7.2
(page 117). Secondly, we need a criteria to measure how similar are the apriori communities and the
output; and the goodness of the fragments. We used some measures that were discussed in Section 7.3
(page 123) to compare the results with some popular community detection algorithms (see Section
7.4 page 127).
This chapter is structured as follows. Section 10.1 and Section 10.2 briefly review the testing
networks and evaluation criteria, respectively. Section 10.3 explains the setting of the experiments. In
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Section 10.4 and 10.5, we present the experimental results and discuss a modification to the original
k-MXT algorithm.
By its nature k-MXT can only be used on networks with an adequately large clustering coefficient.
Furthermore, we only consider the case where each vertex belongs to only one (non-overlapping)
community i.e. hard clustering. This is because, for this current version of the algorithm, each
vertex’s community is determined by its connected component; and each vertex belongs to exactly one
connected component.
10.1 Testing networks
We use both real-world and computer-generated networks as testing graphs. For the real world
networks, we use the following:
1. the Karate club,
2. the Bottle-nose dolphins network,
3. the political books network,
4. the football clubs network.
For computed-generated network, we use the Lancichinetti-Fortunato-Radicchi (LFR) benchmark
graph. For more detailed description of these networks, see Section 7.2 on page 117. Below we
provide the visualisations of these networks.
(a) µ = 0.1 (b) µ = 0.2 (c) µ = 0.3
(d) µ = 0.5 (e) µ = 1.0
Fig. 10.1 A visualisation of the LFR-benchmark graph with n = 1,000. The cluster sizes vary in
range [20−50] and the value of the mixing-parameter µ increases from 0.1 to 1.0. It is seen that the






(a) The bottlenose-dolphins (b) The football clubs
(c) The political books network (d) The karate club
Fig. 10.2 The input social networks. For each vertex in each network, its colour corresponds to its ground-truth community. (a) The network
bottlenose-dolphins, the two communities are quite easily identifiable given there are very few edges joining the two. (b) The football teams, the
colour represents each team’s conference. There are teams appear to be more closely connected to teams in another conference. This is due to the
games are geographically dependant. (c) Books in orange align with liberal; purple with conservative and green are neutral. (d) Vertex 0 is the
instructor, vertex 33 is the administrator. Visually, the centrality of these two vertices are apparent. One can also roughly identify the separation of
such network, with some difficulties at vertices 13,2,8 which lie between the two groups.
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10.2 Evaluation/Comparison
In this section, we introduce the criteria for evaluating the performance, particularly the accuracy,
of the algorithms. Recall that each input graph has a ground truth community structure [44] which
can be considered the answer to each problem. Hence, we need to derive a criterion to establish how
similar the output is to these apriori communities.
Consider the ground-truth communities. As each vertex belongs to exactly one community, let
the truth communities be the set T = {T1,T2 . . .Ti}, where each Ti is a disjoint set of vertices e.g.
T1∩T2 = /0; and hence T1∪·· ·∪Ti =V . Next, let the set of output communities be C = {C1,C2 . . .C j},
where j may or may not equal i; and each set C j = {v,w, . . .} is a disjoint set of vertices C1∪·· ·∪C j =
V . Then, we would like a function f (T ,C )→ x ∈ R that evaluates the similarity x between the two
sets. The Adjusted Rand Index (ARI) (see Section 7.3.1 page 124) seems to be the perfect as per the
problem description and hence is our method of choice.
10.3 Experiment setting
For comparison with the k-MXT, we use the community detection algorithms which were introduced
in Section 7.4 (page 127). The algorithms are abbreviated as follows
• Triangles fragmentation as k-MXT, we include 1-MXT and 2-MXT;
• Edge-betweenness clustering as GN;
• Fast modularity optimisation as CNM;
• Fast greedy modularity as Louvain;
• Information encoding as Infomap.
Regarding implementation, the GN and CNM algorithms are executed using the Stanford Network
Analysis Platform (SNAP) library [35]. The Infomap and Louvain are executed using the software
package provided by the authors, available at [1] and [3] respectively. All algorithms are run on a
standard laptop.
10.4 Experimental results
We present the visualisations of the results below.
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10.4.1 Communities of the Karate network
(a) Ground-truth Communities (b) 1-MXT
(c) GN (d) CNM
(e) Infomap (f) Louvain
Fig. 10.3 The above figures show the communities of the Karate network. Figure (a) shows the
ground-truth community structure of the network. Figure (b) - (f) show the communities produced
by the algorithms, which are labelled accordingly. Visually, the result of 1-MXT closely match the
ground-truth communities, the two mismatches occur at vertex 8 and 9. The remaining algorithms
produce more communities than in the ground-truth. The 2-MXT visualisation is excluded above
because it returns a single cluster.
Table 10.1 presents the ARI scores and modularity for the communities produced by each
algorithm. It is seen that the 1-MXT produces the highest score. Hence is the most similar cluster
compares to the ground-truth communities, which agrees with the visual inspection. In terms of
modularity, Louvain algorithm produces the best clusters.
1-MXT 2-MXT GN CNM Infomap Louvain
ARI 0.742 0.000 0.392 0.568 0.590 0.508
Modularity 0.368 0.000 0.400 0.384 0.400 0.415
Table 10.1 Results of clustering algorithms on the karate network.
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10.4.2 Communities of the Dolphins network
(a) Ground-truth Communities (b) 1-MXT
(c) GN (d) CNM
(e) Infomap (f) Louvain
Fig. 10.4 The above figures show the communities of the Dolphins network. Figure (a) shows the
ground-truth community structure of the network. Figure (b) - (f) show the communities produced by
the algorithms, which are labelled accordingly. Overall, all algorithms produce more communities
than the ground-truth. Visually, it is difficult to judge which is the best result. Nevertheless, GN and
Infomap are arguably the closet to resemble the ground truth. The reason is that these algorithms
produce a relatively similar split as in the ground-truth.
Table 10.2 presents the ARI scores and modularity for the communities produced by each
algorithm. The best algorithms according to the ARI and Q score are GN and Infomap, respectively.
1-MXT 2-MXT GN CNM Infomap Louvain
ARI 0.341 -0.010 0.451 0.383 0.401 0.346
Modularity 0.496 0.257 0.519 0.513 0.523 0.518
Table 10.2 Results on the Dolphins network.
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10.4.3 Communities of the Polbook network
(a) Ground-truth Communities (b) 1-MXT
(c) GN (d) CNM
(e) Infomap (f) Louvain
Fig. 10.5 The above figures show the communities of the Political books network. Figure (a) shows
the ground-truth community structure of the network. In the ground-truth network: the orange vertices
represent books align with liberal; and light purple with conservative. The green vertices are neutral
books. Notably, the ground-truth communities appear to be not really well-separated.
Visually, the 1-MXT communities are quite similar to GN’s. However, a major difference is that
1-MXT produces two small clusters i.e. the light-red (2 vertices) and brown (3 vertices) clusters,
which are contained inside the large community consists of green vertices.
According to Table 10.3, GN and Infomap are the best algorithms in terms of ARI and modularity,
respectively.
1-MXT 2-MXT GN CNM Infomap Louvain
ARI 0.511 0.000 0.682 0.638 0.646 0.642
Modularity 0.485 0.000 0.515 0.502 0.526 0.520














10.4.4 Communities of the Football network
(a) Ground-truth Communities (b) 2-MXT (c) GN
(d) CNM (e) Infomap (f) Louvain







Summarised result on real-world networks.
(a) ARI
1-MXT 2-MXT GN CNM Infomap Louvain
Karate 0.742 0.000 0.392 0.568 0.590 0.508
Dolphins 0.341 -0.010 0.451 0.383 0.401 0.346
Polbook 0.511 0.000 0.682 0.638 0.646 0.642
Football 0.454 0.805 0.842 0.447 0.890 0.704
(b) Q
1-MXT 2-MXT GN CNM Infomap Louvain
Karate 0.368 0.000 0.400 0.384 0.400 0.415
Dolphins 0.496 0.257 0.519 0.513 0.523 0.518
Polbook 0.485 0.000 0.515 0.502 0.526 0.520
Football 0.279 0.571 0.601 0.566 0.600 0.600
Table 10.4 Performance of the algorithms on the social/real networks introduced in Section 10.1. Table (a) presents the Adjusted Rand Index scores
of the algorithms. Table (b) presents the modularity of the result communities. The highest scores are highlighted. Note that 1-MXT performs well
on the Karate network and 2-MXT performs well on the Football network, as noted in previous figures.
Results on LFR benchmark graphs.
(a) 2-MXT (b) CNM (c) 1-MXT (d) Louvain (e) Infomap
Fig. 10.7 Performance of the algorithms on the LFR graphs. The plots show the ARI scores as a function of the mixing parameter µ . The different
curves correspond to different community size ranges e.g. [10,50] (red), [50,100] (brown), etc. Due to its high complexity, the GN algorithm was
excluded in this experiment. The algorithms are sorted according to the overall performance from worst (left) to best (right).
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10.4.5 Accuracy
Table 10.4 presents results for the real-world networks. Figure 10.7 shows the ARI results on the LFR
benchmark graphs. From the results of all tests, Infomap appears to be the best algorithm; follows
by Louvain, then 1-MXT/CNM/GN and finally 2-MXT. The recorded performance of the comapred
algorithms i.e. Infomap, Louvain agrees with the findings in [20].
Interestingly, 2-MXT performs very well on the football network and also on LFR but only for
specific parameters i.e. Figure 10.7 (a) red curve. Furthermore, on the LFR tests, 1-MXT appears to
produce better results compares to CNM. However, its performance seems to be dependent on the
community sizes parameter, which determines the number of triangles (hence clustering coefficient)
of the input graph.
10.4.6 Experimental running time
A detailed complexity analysis of the k-MXT algorithm is discussed in Section 12.6.2.2. Here we
provide the experimental running time of the tested algorithms.
The real-world networks are small. Hence to test the complexity/running-time, we need larger
graphs as input. We used two graph models: LFR benchmark and G(n, p). Using the LFR graphs, we
can control the community sizes and maximum degree of the input graphs. The random graph model
is considered as a neutral test i.e. the input graph has no community. Using G(n, p), we can control
the number of vertices and edges. In the experiments, we observed the effect of these parameters
i.e. community sizes, number of vertices, edges and maximum degree, on the running time of the
algorithms.
Table 10.5 summarises the parameters of the input graphs. For each test, we plot the average
running time of each algorithm over 10 executions, as the function of the varied parameters.
Overall, k-MXT appears to have a good running time in cases (a) (b) (c), except for (d) in which
dmax varies. k-MXT running time is dependant on the maximum degree of the graph i.e. dmax, which
is apparent from Figure 10.5-(d) (as analysed in Section 12.6.2.2).
Louvain and Infomap have much better running time on LFR graphs than on G(n, p). These
algorithms do not work very well when the underlying graph does not have a clear community-
structure. A possible reason is that Louvain works by merging the pair vertices which yield the highest
increase in modularity. Since the input has low modularity, such optimisation strategy would be
inefficient.
Infomap seems to have high variable running times across the tests. On the contrary, Louvain’s
running time appears to be consistent.
Also, it is worth noting that both Louvain and Infomap perform significant better when dmax
increases i.e. Figure 10.8(d). In previous tests i.e. LFR1 and LFR2, the graphs are more regular i.e.
the degree distribution is uniform, this is controlled by setting the maximum degree equals to the
average degree. In LFR3, as the max degree parameter is increased, the running time of Louvain is
slightly improved while Infomap’s is significantly reduced.
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Fig. 10.8 Running time is recorded in seconds and is averaged from the results of 10 executions. Note
that we used k = 2 for the k-MXT algorithm i.e. 2-MXT.
In figure (a) we generate random graphs with number of vertices fixed. The plot shows the running
time as a function of average degree k, for k = 10, . . . ,15.
In figure (b) we generate random graphs with average degree fixed. The plot shows the running
time as a function of the number vertices n, for n = 105, . . . ,3.5×105.
In figure (c) we generate two LFR graphs. The first graph, LFR1, with smaller community size
gap; whereas for the second graph, LFR2, we use a larger size gap e.g. [10,103] and [10,104]. The
red (a) curves show results on the LFR1. The blue (b) curves show results on the LFR2. In both
cases, the Louvain and k-MXT running times are relatively fast; whereas the Infomap has apparent
slower running time.
In figure (d) we generate LFR graphs with maximum degree increases i.e. dmax =
50,100,500,1000,5000. We attempted to generate input graphs with dmax = 2000,3000,4000, how-
ever the graph generator did not return results.





Gnp1 G(n, p) 100,000 Varies
Fixed number of vertices
|E|= 106, . . . ,1.5×106 10.8(a)
Gnp2 G(n, p) Varies 750,000
Fixed number of edges;
|V |= 105, . . . ,3.5×105 10.8(b)
LFR1 LFR 100,000 1,500,000
Max degree, average degree = 15.
Size varies, small gap:
[minc,maxc] = [10,103], [103,5×103],etc.
10.8(c)-red
LFR2 LFR 100,000 1,500,000
Max degree, average degree = 15.
Size varies, large gap:
[minc,maxc] = [10,104], [104,2×104],etc.
10.8(c)-blue
LFR3 LFR 100,000 1,500,000
Fixed size range: [10,1000].
Average degree = 15. Max degree varies:
maxD = {50,100,500,1000,5000}
10.8(d)





From the experiments conducted in previous sections, we draw some conclusions on the practical
implications of the k-MXT algorithm. Firstly, it has a relatively good running time if the input
graph is sparse. Secondly, the empirical results are reasonable, however not on par with some of the
current best algorithms (DBSCAN [30]). Furthermore, an apparent weakness is that the quality of the
partitions worsen significantly as k increases. So how can we improve the performance of k-MXT?
Consider the following scenario. Suppose there is a vertex v which belongs in the ground-truth
community P1. Next, v is connected to u ∈ P1 and y ∈ P2. Denote a vertex which has connections to
other partitions as a boundary vertex. Suppose the weights of the edge (u,v) and (v,w) are n and m,
respectively. Further, for v: n is the highest and m is the second highest edge weight.
u v wn m
P1 P2
In this scenario, if 1-MXT is applied, then v selects u. If k = 2, then v selects both. Then, the
likely case is that the communities or components P1 and P2 would be connected, which is a less
desired outcome. This is the weakness of the algorithm i.e. the k-MXT is very sensitive to incorrect






have high weight inter-edges. Thus, by increasing k, the algorithm is more prone to error by choosing
the inter-edges thus joining communities together.
In the following sections, we study a parameterised version of the k-MXT: k-MXT(w) where w is
an additional parameter called minimum weight. The w parameter works as an edge filter: for every
vertex v, we only consider the incident edge which has larger weight than w. Thus, equivalently, the
number of edges in the graph G decreases with w; in other words, G gets sparser with w. Consequently,
if w is set to a correct value i.e. w > m in previous example, then such edge would be filtered out,
leaving only correct edge.
The introduction of w would create the following scenario. Consider a vertex v and its set of
incident edges E(v). If for every edge e ∈ E(v) w(e)< w, then there is no out-edge from v. In such
case, we denote v as an isolated vertex or a noise vertex.
The notion of noise seems to be absent in the field of graph clustering. Consequently, we lack a
set of tools for evaluating results in this category; which is problematic for evaluating the performance
of k-MXT(w). To compensate for this, we consider some modifications to the introduced measures as
follows.
10.5.1 Revised ARI
Let G(V,E) be the input graph. For each vertex v ∈V , let N(v) be its adjacency list. For every edge
e(v,u), the edge is given a weight
w{e(v,u)}= |N(v)∩N(u)|.
Set the minimum weight parameter w. Suppose for a vertex v of which every incident edge has weight
less than w i.e.
w{e(v,u)}< w : ∀u ∈ N(v),
then v is an isolated vertex. At the end of k-MXT, every isolated vertex is a singleton and we can
choose whether to consider it as a community. Generally, we do not consider isolated vertex as
community and remove it from the result.
Now, let T be the set of the ground truth communities, and let I be the set of isolated vertices.
We then remove every isolated vertex from the ground truth communities i.e. Ti \{v} : v ∈ I;Ti ∈T .
We then calculate the ARI measure using the result T ′ and the result communities.
In this sense, we are measuring how similar the resulting partitions is to a subset of the ground
truth communities. Recall that ARI yields a score from [−1,1] where a high scores now indicate the
output partitions supposedly lie within the ground truth communities.
10.5.2 Measuring connectivity of the partitions
In previous section, we used the modularity to measure the connectivity/goodness of the resulting
partitions. Although there is no concept of noise in modularity, the measure can still be computed in
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the absence of isolated vertices since these can be considered a singleton community. Particularly, for






where d(v) is the degree of vertex v, and 2m is twice the number of edges in G. Then, for all
isolated vertices we get Q(I) = ∑v∈I Qv. Thus, the overall modularity of the result partitions might be
undermined if many isolated vertices are included.
Alternatively, we consider measuring the connectivity of the fragments using the clustering
coefficient, which is also based on the concept of triangles.
Suppose the k-MXT(w) produces a partitionP = {P1, . . . ,Pi} (where each Pi is a disjoint set of
vertices), and a set of isolated vertices I. Hence the union of these two sets gives the complete vertex
set I∪P =V .
Let G[Pi] be the graph induced by the vertex set Pi. That is, the graph G(Pi) is formed by the
vertex set Pi and edges from G(E) which have both ends in Pi. We call these community-induced
subgraphs. For each subgraph, we compute the clustering coefficient of G(Pi) as given in equation





Thus, the C(G[P]) (or C for simplicity) now measures the averaged triangle density in the subgraphs
induced by the set of the partitions. In other words, it determines how close these subgraphs are to
being a complete graph; which can be an indication of high connectivity among the partitions.
10.5.3 Experiments
In this section, we measure the performance of k-MXT(w). First, we introduce the set of test graphs.
10.5.3.1 Input graphs
We re-use some of the graphs that were introduced in previous section. To grasp the effect of w, the
input graphs should have sufficient number of triangles. Therefore, we choose the Football network
and the LFR graph model. To make the test more diverse, we generate two LFR graphs, one with
more triangles and one with fewer. More specifically, as pointed out, the triangle density in LFR
graph appears to be dependant on number of edges or cluster sizes. Thus, to increase the number of
triangles in LFR graphs, we choose to add more edges and keep the remaining parameters constant,
see Table 10.6 for details.
Additionally, we include a real-world geographical graph. In this graph, each vertex has a
geographical coordinates i.e latitude and longitude. We then connect every pair of vertices which has






Graph |V | |E| Parameters Clustering coeffcient
Football 115 ≈ 600 Not Applicable 0.41
LFR1 10,000 ≈ 75,000 k = 15,maxD = 50
µ = 0.1,size = [10,1000]
0.06
LFR2 10,000 ≈ 250,000 k = 50,maxD = 100
µ = 0.1,size = [10,1000]
0.12
Geo 3,400 ≈ 250,000 D = 50m 0.72
Table 10.6 Input graphs.
approximately 3,400 vertices and the maximum distance is set at 50 metres. The resulting graph then
has |E| ≈ 250,000 and contains a large amount of triangles, significantly higher than LFR even with
much fewer vertices (see clustering coefficient Table 10.6).
Figure 10.9 plots the density of the edge weight (recall that for an edge e(v,u) its weight w(e) =
|Ad j(v)∩Ad j(u)| where Ad j(v) is the adjacency list of v). Thus, the weight of an edge is the number
of common neighbours of its incident vertices. It is seen that the LFR1 graph has very sparse edge
weight, with the mean edge weight is approximately 1, whereas the Geo graph is very dense.
Fig. 10.9 Density plots of edge weight of the input graphs i.e. from left to right, top row: Football,
LFR1; bottom row: LFR2, Geo. In each plot, the dashed line indicates the average edge weight.
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10.5.3.2 Testing
There are two influential parameters of the algorithm, k and w. In these experiments, we wish to
explore the effect of both parameters. And hence, we conduct the experiments as follows.
To grasp w, we set k = 2 (because k = 1 creates small, uni-cyclic fragments which is less useful
in this case) and increase w = 0, . . . ,11 for Football and LFR; w = 0,20,40, . . . ,220 for Geo graph.
The results for this experiment are presented in Figure 10.11. To grasp k, we fix w close to the
graph’s mean edge-weight, to leave a sufficient number of edges in the underlying graph; and increase
k = 1, . . . ,5. The results for this experiment are presented in Figure 10.12. Note that we ignore
communities whose size is less than 3.
For each output, we recorded six measurements which are divided into two types as follows:
• Measures which have value range [0,1]:
1. Revised ARI (except for the geo graph);
2. Clustering coefficient of the induced subgraphs;
3. Fraction of isolated vertices;
• Measures regarding the structure of the community-induced subgraph:
4. Average size of communities;
5. Number of communities;
6. Average diameter of the induced subgraphs.
Measures (1) and (2) give an indication of the goodness of the result partitions. Additionally, we keep
track of the fraction of isolated vertices (3). This is because if there are very few remaining vertices,
then the resulting clustering coefficient would be less significant. The remaining criteria: (4), (5) and
(6) provide some insights of the community-induced subgraphs.
10.5.3.3 Results
Figure 10.11 and Figure 10.12 present the experimental results. In these figures, for each graph we
produce a pair of plots: one for measures 1,2,3 and the other for measures 4,5,6. The plots are shown
in together in pair. For instances, in Figure 10.11 from left to right, on top row we have the pair for:
Football and LFR1; and bottom row: LFR2 and Geo. A sample interpretation of the result is given in
Figure 10.10.
Figure 10.11 plots performance of the 2-MXT(w) as a function of w. It is seen that as w increases,
the more vertices are isolated. The number of isolated vertices increases sharply when w approaches
the mean weight. Furthermore, we see that
1. The community-induced subgraphs appear to have have relatively high average clustering
coefficient which increases slowly with w.






(a) Plots for Football network (b) Legends
Fig. 10.10 The results for k-MXT(w) as a function of w on the Football network. The pair of plots is
extracted from Figure 10.11. The results are interpreted as follows. The left figure shows the scores
for: ARI, C, Fraction of isolated vertices. For w = 1, . . .6, a small fraction of vertices are isolated.
Furthermore, the resulting fragments have good ARI scores and high clustering coefficient C. For
w≥ 9, all vertices are isolated. Since they are not considered community, all results are 0.
The right figure shows the: number of communities, average community size and average diameter.
The average community size decreases with w, as more vertices are isolated. The number of
community fluctuates around 15 and drops rapidly for w≥ 7, which corresponds to the sharp rise in
the fraction of isolated vertices in figure (a). This is because, most edges in the graph have weight less
than 7 i.e. see Figure 10.9 - (a) for its edge weight distribution. Finally, it appears that the resulting
community-induced subgraphs have relatively low diameter.
It is seen that generally the number of communities varies only slowly with w. Moreover, as more
vertices are isolated, the average size decreases. Notably, there is a spike in the average size of geo
graph’s plot when w = 180, this is due to the decline in number of communities. There is also a
sharp decrease of LFR1’s average sizes when w = 1, which is the average edge weight. Finally, the
community-induced subgraphs appear to have low average diameters in general.
Figure 10.12 shows the performance of 1,2,3,4,5-MXT(w¯) where w¯ denotes the mean edge
weight of the input graph. Overall, the results are similar across all test graphs. Particularly, as the
parameter w is fixed, the fraction of isolated vertices remains a constant. That is, the number of
isolated vertices remains fixed at approximately 0%,40%,25% and 32% of |V | for the football, LFR1,
LFR2 and geo-tagged graphs, respectively. Furthermore, as k increases, the number of communities
decreases and hence the average size also increases. Consequently, the average clustering coefficient
also decreases.
Notably, it appears that k = 2 is a threshold in the algorithm’s performance. That is when k ≥ 2,
the algorithm produces significantly more accurate results, as indicated by the ARI scores (with the
exception of the Geo graph, since there is no ground-truth community).
Compared to the rest, the Geo graph has a minor difference. That is, the average size grows
linearly with k. This is due to the fact that the graph contains significantly more triangles. Hence, the















Fig. 10.11 Performance of k-MXT(w) with varying w on four testing graphs: football, LFR1, LFR2 and geo. In these experiments, k is fixed at 2
i.e. the algorithm used is 2-MXT(w). Furthermore, the minimum weight w is increased from 0 to above the mean edge weight. In these figures, we
keep track of six measures, for which the graphs are plotted in pairs as a function of w. For example, the two top-left figures show the performance
of 2-MXT(w) on the football network; see Figure 10.10 for a sample interpretation of this data. Note there are no ground-truth communities for














Fig. 10.12 Performance of k-MXT(w¯) with varying k for fixed w on four testing graphs: football, LFR1, LFR2 and Geo. In these experiments,
the minimum weight w is fixed at approximately the mean edge weight i.e. the algorithm used is k-MXT(w). Here the number of out-edges k is
increased from 1 to 5. In these figures, we keep track of six measures, plotted as a function of k. The plots are separated according to the testing
graph and the type of the measure. For example, the two bottom-right figures show the performance of k-MXT(w) on the Geo graph. Note that
since Geo graph does not have ground-truth communities, we set ARI = 0 (red).
It appears that, k = 2 is a threshold by which the ARI on Football, LFR1, LFR2 indicates a sharp rise in accuracy. Looking at the secondary
plots, the pink curves (number of communities) illustrate the tendency to break the partitions into many small fragments at k = 1. Transiting to
k = 2, these fragments then join together to form the correct partition, hence ARI = 1.
The Geo graph seems to be a unique case. In the sense that the average size increases with k (hence the number of communities slightly
decreases). This indicates the fragments expand with k. Whereas in LFR graphs, the fragments do not change for 2≤ k ≤ 5. This is due to the fact
that Geo graph contains a significantly higher number of triangles compares to the rest; hence, vertices have many unique neighbours to choose.
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10.5.3.4 Remark.
It was discussed earlier that increasing k should join up communities together. This gives a sense of
hierarchy for the results. Such that the fragments produced by small values of k are nested inside
those produced by larger k. The same effect can be achieved by decreasing w.
The two parameters k and w have different intuitions. By increasing k, we expand the current
communities by connecting communities together to create larger clusters e.g. see Figure 10.12.
Whereas by increasing w, we filter out vertices with lesser triangle-density. Consequently, we condense
the communities and its triangle-density increases e.g. see Figure 10.11.
We show an illustration of the hierarchical structure in Figure 10.13 below.
10.6 Conclusion
In this chapter, we studied the application of the triangle fragmentation algorithm k-MXT on real-
world networks i.e. social and geographical networks. Overall, k-MXT seems to work well on real
world networks if they are sparse, but contain many triangles. The parameter k is important. In
many cases, the algorithm produce better results for k = 2. With k = 1 the results are often less
accurate according to the ARI metric. However, this does not fully reflect the behaviour of the 1-MXT
algorithm. On networks with ground-truth clusters, we observed that this variation tends to break each
ground-truth community into small fragments which could be of size two i.e. a double edge, created
when a pair of vertices point to each other.
The algorithm is sensitive to cross-partition edges. Thus by increasing k it is more likely to select
these edges. To compensate for this, we introduced a parameterised variation k-MXT(w) and test it
on a similar set of input graphs. The results indicate that
1. The community-induced subgraphs appear to have have high clustering coefficient and low
diameter, which could perhaps be small-world subgraphs [59].
2. For networks in which ground-truth communities are present, the algorithm produces high
revised ARI scores. This indicates the fragments lie inside its ground truth communities i.e.
they are the subgraph of these communities.
3. The parameter w is an edge filter. Thus, w should be chosen carefully to ensure a sufficient
number of remaining vertices. Else the results might be less significant since there are many
isolated vertices.
4. The parameter w and k give a naturally hierarchical structure to the clusters. Picturesquely,
fragments can expand or shrink as the effect of varying these parameters.
Experimentally, the k-MXT algorithm has good running time when the graph is sparse and the
maximum degree in the graph is low. This, however, worsen when the maximum degree increases.





(a) k varies: full view (b) w varies: full view
(c) k varies: zoomed (d) w varies: zoomed
Fig. 10.13 Clusters produced by k-MXT(w). Figure (a) and (b) show a full view of the results produced by varying k and w, respectively. Figure
(c) and (d) show a closer look at the structure of the clusters. Note that in Figure (b) and (d) the edges are drawn more transparent to make the
clusters more visible. The example contains a fraction of the geo-tagged dataset. We replicate the experiments in the previous section. Particularly,
the clusters produced here are the results of k-MXT(w) by fixing either w or k and increasing the other; the outputs are shown in Figure (a)(c) and
(b)(d), respectively. It can be seen that the results display a hierarchical structure. The smaller communities, produced by e.g. a small value of k,
are contained inside those produced by larger values of k.

Chapter 11
Experimental study of fragmentation on
geometric graphs.
In preparation for the final chapter which will visit the original motivation of this study i.e. geo-tagged
data, in this chapter we experiment with various fragmentation algorithms on geometric graph in order
to gain some intuition about the algorithms in geometrical settings.
11.1 Geometric data
The original motivation of this study is to tackle the problem of finding popular places at which people
photograph. Particularly, given a spatial dataset consists of geographical coordinates i.e. latitude and
longitude, we wish to identify regions with high density i.e. contains large amount of coordinates.
These regions are then, intuitively, the highly photographed places.
As each data point consists of only two features: latitude and longitude, the task can be considered
as a problem of clustering points in two-dimensional space. Furthermore, in this setting, hypothetically
there are underlying probability distributions of places where people taking photographs, with the
means correspond to popular attractions, see Figure 11.1 for an example. Given only points generated
by these hidden distributions, we are tasked with the objective of grouping together points which are
likely to be generated by the same distribution.
Inspired by the above hypothetical scenario, we introduce some artificial datasets in which points
are generated in 2D space according to some planted distributions. Using these points, we then
construct our graphs by connecting every pair of vertices whose distance is at most some set constants.
The result is then a geometric graph. These graphs are then input to our algorithms, to test if we can
recover the original clusters.
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Fig. 11.1 The figure above shows the locations where photographs are taken in central London. Each
dot pin-points a location where a photograph is taken, in geographical coordinates i.e. latitude and
longitude. The picture consists of thousands of dots, plotted onto the map of London. It is seen
that, there are some regions which are significantly denser, for instances: the red circle: Piccadilly
circus, blue circle: Parliament Square Garden, the purple rectangle: Westminster bridge. These
places are, certainly, popular landmarks where visitors like to take photographs. One can imagine
that, around each landmark, dots are distributed according to some distribution and constraints e.g.
range of visibility, physical constraints, etc.
11.2 Artificial dataset
11.2.1 The ’mouse’ dataset
The ’mouse’ dataset [33] is a synthetic dataset is often used in testing various clustering algorithms.
The name comes from the resulting shape of the dataset, which resembles the famous cartoon character
(see Figure 11.2). It is generated as follows.
Consider three circles C1,C2,C3, centred at c1,c2,c3 with radius r1,r2,r3, respectively. Let C1
be the largest circle while C2 and C3 are of equal sizes, specifically r1 = 2.r2 and r2 = r3. The
centres are then positioned so that C1,C2 and C1,C3 are tangent while C2 and C3 are separated i.e.
||c1,c2||= r1+ r2 and so on.
These circles are now our boundaries inside which we will generate points according to some
distribution with its mean being the circles’ centres. For each circle C1,C2,C3 we put n1,n2,n3 points
inside them, respectively. As C1 is double the size of the others, we put n1 = 2.n2 and n2 = n3. One
can make the test more difficult by having the circles intersect. However, the task is already difficult
with the tangent circles.
Next, we choose the distribution. The most popular option is the Gaussian distribution. For
each point p in circle Ci, we sample each coordinate xp and yp independently, from the Gaussian
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(a) Gaussian mouse (b) Uniform mouse
Fig. 11.2 The ’mouse’ dataset, generated by two different distributions. On the left: Gaussian or
normal distribution. On the right: uniform distribution. The total number of points is 4,000 with
n1 = 2,000 and n2 = n3 = 1,000. The vertices/points are coloured-coded according to its distribution.
distribution i.e. N (µ,σ2) with mean µ and variance σ2. That is,
xp ∼N (xci ,ri/2) yp ∼N (yci ,ri/2),
where xci ,yci is the coordinates of the centre ci and ri is its radius.
We also consider the uniform distribution. Consider two uniformly distributed variables r ∈ [0,1]
and θ ∈ [0,2π). For each point p inside circle Ci its coordinates are then given by [60]
xp =
√
r cos(θ)× ri+ xci yp =
√
r cos(θ)× ri+ yci .
Figure 11.2 shows the examples of the ’mouse’ datasets.
11.2.2 Points in a unit square
In the previous ’mouse’ dataset, there exists a sense of natural clusters i.e. the distribution whence
each point is sampled from. We then question: what if the input data does not have any natural
clusters? What would the algorithms do in such cases? And hence, to investigate this we apply
the algorithms on a neutral dataset, in which points are generated randomly in a unit square in
two-dimensional space. In other words, we generate n points, where the x,y coordinates of each point
p is sampled uniformly at random in [0,1].
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11.2.2.1 Shapes in a unit square.
Given points generated u.a.r in a unit square, we can trim some points to create some specific shapes,
see for example Figure 11.3. It is also interesting to see if the algorithms are able to reproduce these
shapes.
(a) Points in unit square (b) Shapes in unit square
Fig. 11.3 The left figure shows 1,000 points generated randomly in a unit square. Removing a set of
points give us the shapes in the right figure.
11.2.3 Graph construction using spatial points
Given the spatial datasets, we construct the input graphs by connecting every pair of vertices (v,u)
such that
dist(v,u)≤ d,
where dist(v,u) is a distance function and d is a specified constant, the distance parameter. Typically
we use the Euclidean distance i.e. dist(v,u) =
√
(xv− xu)2+(yv− yu)2. In other words, for each
vertex/point v we connect v with every vertex u which lies within a circle Cv with radius d, centred at
v.
11.2.4 Some theoretical foundation of random geometric graph
When input points are generated in a unit square i.e. as in Section 11.2.2 and see for example Figure
11.4, the resulting graph is often known as a random geometric graph (RGG) i.e. G(n,d) where n is
the number of points and d is the radius of each circle. The RGG model is widely studied to model
spatial networks [15] which mainly focuses on connectivity [12] [48] and continuum percolation [48].
Below we review some main points regarding the connectivity of the RGG model on two-dimensional
space.
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For convenience let us replace the radius of each circle by r instead of d as in previous sections.
By definition, each vertex v is connected with every vertex u within a circle with radius r, centred at
v. Let us ignore the case where vertex v lies close to the boundaries that its circle is blocked. The
probability that a vertex u falls in the circle of v is then the circle area i.e.
Pr(u connect v) = πr2, (11.1)
and the complimentary event is
Pr(u does not connect to v) = (1−πr2). (11.2)
Since it is required that πr2 ≤ 1, it is assumed that r is small enough. In general, we can choose
r = r(n) to control this radius parameter.
(a) r = 0.05 (b) r = 0.1
Fig. 11.4 A two-dimensional random geometric graph in a unit square with n = 1,000. On the left:
r = 0.05. On the right: r = 0.1. The graph on the left is not connected as there is one visible isolated
vertices i.e. bottom-left corner. The graph on the right is connected and relatively dense.
As there are n vertices are distributed uniformly and independently in the unit square, the expected
degree of a vertex v is proportional to the area of the bounding circle, that is
E[d(v)] = nπr2. (11.3)
From (11.2), consider the event that vertex v is isolated i.e. d(v) = 0 occurs with probability
Pr{d(v) = 0}= (1−πr2)n−1 ≤ e−πr2(n−1),
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where the inequality comes from: (1− x)≤ e−x for 0< x< 1. If we let πr2n = c logn, then
Pr{d(v) = 0} ≤ e−c logn(1−1/n) = n−c(1−1/n) ∼ n−c. (11.4)
Let Xi be an indicator random variable that assumes value 1 if vertex v is isolated and 0 otherwise;
and let X be its sum i.e. the number of isolated vertices in G. By linearity of expectation, the expected
number of isolated vertices is then
E[X ] =∑
i∈V
Xi = n(1−πr2)n−1 ≤ ne−(πr2(n−1)) ∼ n1−c. (11.5)
For a graph G to be connected, having no isolated vertices is a necessary condition. However, this
condition is not always sufficient for G to be connected. More particularly, it can be seen that
Pr(G is connected)≤ Pr(G has no isolated vertex).
It turns out that the latter is asymptotically sufficient in order for a RGG to be connected. Specifically,
Penrose [48] shows that as n→ ∞, the two distributions have the same limiting behaviour. In other
words
lim
n→∞Pr(G is connected) = limn→∞Pr(G has no isolated vertex).
This leads to the following theorem, due to Penrose [48], Gupta and Kumar [25],
Theorem 9 (Connectivity of RGG). Let G be a RGG in a unit square. Let Xi be an indicator variable
such that Xi = 1 iff vertex vi is isolated. Let X be the number of isolated vertices in G, X = ∑i Xi. Let
πr2n = c logn, then
E[X ] =∑
i∈V
Xi = n(1−πr2)n−1 ≤ ne−(πr2(n−1)) ∼ n1−c.
It follows that
1. If c> 1, then, E[X ]→ 0 and G is connected w.h.p;
2. If c< 1, then, E[X ]→ ∞ and G is disconnected w.h.p.
Furthermore, if r = ω/
√
n then G has a giant connected component.
11.2.4.1 Triangles in RGG.
Take a vertex v, in order to form a triangle e.g. (v,u,w) vertex u and w must fall within the circle of v.
Since u and w are sampled independently, from (11.1) we get
Pr{(v,u,w)}= π2r4.
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If r = ω/
√
n for some fixed ω then
E[△v]≈ n2π2r4 = π2ω2. (11.6)
On the other hand, consider the random graph G(n, p) model. Denote by △′v the expected number








p3 ≈ n2 p3 = ω2n−1/2, (11.7)
Comparing the expected degree for each vertex v and hence the expected number of edges of the of
the two models, we have for RGG
E[d(v)] = nπr2 = πω2 thus E[# edges in RGG] =∑
v
E[d(v)] = nπω2,
compares with G(n, p)
E[d′(v)] = np = ω
√
n thus E[# edges in G(n, p)] =∑
v
E[d′(v)] = ωn3/2.
Thus, it is seen that the G(n, p) model has lower triangle density i.e. (11.6) compares to (11.7), despite
having a much higher edge density.
This difference makes an intuitive sense because in G(n, p) the event v is connected to u and w
does not affect the probability that u and w are connected. On the other hand, in geometric graphs,
given the event that v is connected to both u and w, it is likely that u is also located near to w. Further,
if the vertices are embedded in Euclidean space, then the distance between u and w is at most 2r,
by the triangle inequality. Having many triangles is therefore considered a fundamental property of
geometric graphs, which differs it from random graphs [53]. There is, in fact, an increasing interest in
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11.3 Experiments
For all datasets, we generate n = 4,000. Furthermore, for the ’mouse’ dataset, we set the radius of the
the largest circle at 200, and 100 for the two smaller circles 100.
Beside the k-MXT algorithm, we also consider different versions of the fragmentation algorithm.
We begin by introducing these versions.
11.3.1 Variations of fragmentation algorithm
Recall that the core procedure of the fragmentation algorithm consists of the following steps:
1. select an unmarked vertex v;
2. select k neighbours of v, subject to some functions;
3. direct k edges from v to the selected neighbours;
4. mark the vertices, according to set rules;
5. repeat.
For step 2, in previous sections, we studied some versions in which typically k = 1 and the neighbour
is selected at random. For step 4, we usually consider two variations where the main difference is
which vertex to mark. Particularly, for a pair of vertices (v,u) where v is the selected vertex and u is
the neighbour, if it is stated that
• v absorbs u: then u is marked;
• v points to u: then v is marked.
Steps 2,3 and 4 together make up the mapping process. The process can easily be changed to
create different versions of the fragmentation algorithm. Thus, the following are the variations that
we consider for this experiment i.e. see Table 11.1.
11.3.2 Evaluation
To evaluate the algorithms performance on the mouse dataset, we consider the distributions or the
original circles C = {C1,C2,C3} the ground-truth clusters. For the shapes in unit square dataset, we
consider the two shape in Figure 11.3 (b) as the ground truth. Recall that the output of the algorithms
is a set of connected components K = {K1, . . . ,Ki} where i≥ 1. To evaluate the results, the common
strategy of comparing the ground-truth label and the result-label is not ideal. This is because the
definition of labels here is not well-defined i.e. the indices of the ground-truth clusters and the
resulting components can be change arbitrarily.
Therefore, we evaluate the similarities of the set C and K using the Adjusted Rand Index (ARI).
As introduced in Section 7.3.1, the ARI measures the similarities of two given sets by counting the
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Algorithm Abbreviation Mapping rules
Absorb Nearest Neighbours abNN
Pick a vertex v u.a.r;
v absorbs its k nearest neighbours.
Absorb Random Neighbours arn
Pick a vertex v u.a.r;
v absorbs k random neighbours.
k Nearest Neighbour kNN
For each vertex v ∈V ;
v points to its k nearest neighbours.
Permutation Subgraph permSub
For each vertex v ∈V ;
v points to k random neighbours.
k Max Triangulation k-MXT
For each vertex v ∈V ;
v selects k densest triangles,
see Section 8.1 for details.
Table 11.1 Fragmentation algorithms in comparison
number of pairs of vertices which are classified in the same and different clusters in the two given sets.
Thus the ARI is applicable without any labels. The index ranges in [−1;1] where scores closer to 1
indicate the two sets are highly similar e.g. a score of 1 indicates an exact match. Thus, a high ARI
score indicates the output closely resemble the original clusters.
Evaluation on the RGG might be more problematic since there is no notion of natural clusters,
which is the motivation of the dataset. Thus, we resort to visual inspection.
11.4 Results
We present the experimental results in this section. For each algorithm, we consider different values
of k. Particularly, we set k = [1,5] we execute each algorithm 10 times and take the average score.
Finally, we plot the scores as a function of the distance parameter d.
The figures below presents the ARI scores for the two ’mouse’ datasets and also the shapes in unit
square. It is expected that the ’uniform’ data would be more challenging compared to the ’Gaussian’
dataset. This is arguably apparent from the overall scores i.e. visually, the average scores are lower in
(b) than in (a). Overall, based on the ARI scores, the algorithms can be divided into two groups: kNN,
k-MXT and permSub with better performance; abNN and arn produce lower performance.
It makes intuitive sense that the distance d is an important parameter. The last three algorithms
i.e. kNN, k-MXT and permSub have its peak performance for the right value of d. On the Gaussian
’mouse’, the peak performances are considerably good for k-MXT and permSub. However, on the
uniform ’mouse’, all best scores are below 0.5. Finally, for the shapes dataset, the algorithms can
produce the correct clustering for some given parameters.
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Performance on the: Gaussian mouse dataset
(a) The figures above show result on the Gaussian mouse dataset. The curves show the ARI scores as a function
of the distance d. Each curve corresponds to a unique value of k = 1, . . . ,5. The algorithms are, from left to right,
abNN, arn, kNN, kMXT and permSub; as indicated by its label.
Recall that a high score of ARI indicates the testing algorithm produces a clustering similar to the input.
Hence the algorithms can be ranked (from best to worst) based on its performance as follows: k-MXT, permSub,
kNN, arn and abNN. With correct value of d, the k-MXT is able to produce accurate clusters. The accuracy drops
as d increases as more inter-partition edges are selected. Thus, higher values of k are even more sensitive to the
distance parameter.
Surprisingly, with k = 1 the permSub produces relatively good result. The reason is: as d increases, the size
of the components (which are cycles) produced by permSub also increases. With high value of d, the input graph
is much denser, thus permSub is able to find longer cycles which span within the correct clusters. Furthermore,
given that the input clusters are quite separated e.g. see Figure 11.2-(a), there are not many wrong vertices
included in such paths. See examples below.
(b) permSub: k = 1, d = 10 (c) permSub: k = 1, d = 95 (d) 2-MXT: d = 35
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Performance on the: uniform mouse dataset
Fig. 11.6 Results on the Uniform mouse dataset. The algorithms can be roughly ranked based on
its performance from best-worst: kNN, permSub, k-MXT, arn and abNN. This experiment is more
difficult to achieved higher score, compares to the Gaussian mouse.
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Fig. 11.7 The results on the shapes in unit square dataset. The algorithms can be ranked based on its
performance as follows: kNN, k-MXT, permSub, arn, abNN.
In this test, the two clusters are very well separated. Hence with the correct values of d i.e. d is
less than the minimum distance between any pair of vertices between the clusters. The algorithms will
not choose any incorrect edges. Thus, to achieve high ARI scores, the task is to fully-connect vertices
within each cluster, which can be achieved by increasing k. This is evident from the performance of
permSub. That is, for approximately 0.05≤ d ≤ 0.15, permSub achieve high scores with k ≥ 2.
For kNN, we see that the deterministic behaviour of the algorithm, see Figure 11.8 for an
illustration of the graphs generated by kNN with d fixed and k increases.
The k-MXT achieves good results for d ≤ 0.2 with k ≥ 2. For d ≥ 2, the graph is dense, thus the
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Performance on the: shapes in unit square dataset
The kNN algorithm has a deterministic behaviour. This is because, for each vertex its k nearest
neighbours is determined. The algorithm appears to be very successful in the shapes experiments.
The reason is that if the original clusters are well separated, then we only have to increase the distance
parameters to increase the connectivity of the connected components, which effectively expand the
resulting clusters, see for example Figure 11.8. This also explains why the algorithm permSub works
well in this case. This strategy, however, fails in cases where points in different clusters are in close
proximity i.e. clusters are not well-separated like in the cases of the ’mouse’ datasets.
(a) kNN: k = 1,d = 0.5 (b) kNN: k = 3,d = 0.5 (c) kNN: k = 5,d = 0.5
Fig. 11.8 kNN with d = 0.5 and k = 1,3,5. The pictures show the expansion of components by fixing
d and increasing k. Note that in Figure (a), there are many clusters. Hence, only some of the largest
clusters are coloured while the rest are drawn in grey.
For experiments in RGG, the intention is to investigate the behaviour of the algorithms given
densely connected geometric graph. This is motivated from the observation that in real geographical
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graph i.e. obtained from photograph coordinates are dense. Furthermore, in some cases, attractions
are located in close proximity e.g. Parliament Square Garden and House of Parliament (see Figure
11.1). Hence if we observe the data in these regions at the right level, the dots picture would look quite
similar to a RGG. In which case, we want to test if the algorithm is able to produce separated regions.
(a) abNN(k = 1,d = 0.2) (b) abNN(k = 2,d = 0.2) (c) arn(k = 1,d = 0.2) (d) arn(k = 2,d = 0.2)
(e) kNN(k = 1,d = 0.2) (f) kNN(k = 2,3,4;d =
0.2).
(g) permSub(k = 1,d =
0.2)
(h) permSub(k = 2,d =
0.2).
(i) k-MXT(k= 1,d = 0.2) (j) k-MXT(k= 2,d = 0.2)
Fig. 11.9 Visualisation of the outputs on the random geometric graph. For these figures, the distance
is set at d = 0.2 and k = 1,2. In each figure, the vertices are colour-coded according to its resulting
cluster. Note that there is a single cluster in figure (h), which is coloured in dark-grey. Furthermore,
only the 15 largest clusters are coloured; the remaining clusters are coloured in grey. Each frame
groups together two outputs of the same algorithm with different parameters.
It is seen that the abNN and k-MXT produce relatively well-separated and consistent fragment.
However, there are some tiny fragments contained within larger clusters. The kNN is deterministic as
noted, the same result in Figure (f) is produced different values of k = 2,3,4. The arn and permSub
cluster assignments seem rather random for k = 1.
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11.5 Conclusion
In this chapter, we studied experimentally the application of some graph fragmentation algorithms
on geometric graphs. The graphs that we considered are constructed by connecting points generated
randomly in 2D space. The construction of the graphs is motivated from a real-world dataset consists
of geographical coordinates of the locations where photographs are taken.
For each input graph, we rank the algorithms based on each’s performance, from best-worst, as
follows
• Gaussian mouse: k-MXT, permSub, kNN, arn and abNN.
• Uniform mouse: kNN, permSub, k-MXT, arn and abNN.
• Shapes in unit square: kNN, permSub, k-MXT, arn and abNN.
• Random geometric graph in unit square (based on the separation of clusters): k-MXT, abNN,
kNN, arn and permSub.
Overall, k-MXT arguably has the best performance out of all variations. Follows by permSub and kNN,
the former works surprisingly well in some settings and the latter’s behaviour is rather deterministic.
The abNN and arn do not perform well objectively; however there could be some interesting properties
related to its seemingly random cluster assignments as seen from Figure 11.9.
The experiments conducted in this chapter provide an intuition of the problem that we are going
to present in the next chapter, in which we tackle the original motivation of the thesis.

Chapter 12
Application on geo-tagged data
Our original interest in the topic of this chapter came from studying the paper "Mapping the world
photos" by Crandall et al [10]. In this paper, the major cities of the world are identified and tagged
using mean shift clustering. The results for the UK are shown below [10]
Based on this, we collected geo-tagged photos from Flickr and made an initial investigation by
plotting the geo-tag coordinates on the Earth’s surface see Figure 12.1.
12.1 The dots
What we found really intriguing looking at these simple pictures of dots (see Figure 12.2) is how
quickly our minds identify the dark, dense regions of dots; recognise the patterns and come to a
reasonable conclusion that the subject of the picture is, probably, something that might be quite
familiar to us.
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Fig. 12.1 World map created by geo-tagged photos.
Our guess is that, perhaps, our minds play a game of grouping the dots, and finish extraordinarily
fast. Clearly, relevant prerequisite knowledge is required to recognise the subject. Otherwise, even
though the dots might be connected, the answer is uncertain e.g. see Figure 12.3.
The dots from Figure 12.2 and 12.3 are GPS coordinates extracted from photographs, recorded
as photographers and travellers snapping pictures from every corner of certain cities. Therefore,
these pictures, created by thousands of dots, reflect interesting patterns of human collective behaviour
particularly when travelling i.e. the dense regions are probably the most photographed attractions or
popular observation points whence landmarks can be observed more attractively.
In this chapter, we are interested in studying an application of the triangle-fragmentation algo-
rithm. More specifically, we apply the k-MXT on this spatial dataset with the motivation to identify
sufficiently dense regions of dots. Such motivation is inspired by the observation that if we construct
Fig. 12.2 A picture made of purely dots, can you recognise the subject of this figure?
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Fig. 12.3 How about this one? Answer: see Figure 12.22.
geometric disc-graphs using these data points as input, for a correct distance value, the subgraphs
formed in these dense regions would contain many many triangles; thus applicable for the k-MXT.
In some sense, we are trying to replicate what, hypothetically, our minds are doing: grouping the
dots. Of course there are tremendous difficulties: the immense amount of noise, approximate location
generated from GPS etc. The problem is challenging but nonetheless attractive.
12.2 Data Collection
There are billions of geo-tagged photos, so an enormous corpus of dots that can be used to generate
datasets. For this study, we select Flickr as the main photo-sharing platform as it is easily accessible
and possesses a large database of geo-tagged photos.
For data collection, since Flickr imposes a limit on the number of unique results for each query
with the same parameters, we used two strategies. The first is done by identifying a bounding rectangle
covering the desired region. The bounding rectangle is further divided into x2 unit rectangle for some
desired number x. Finally, for each unit bounding box, we issue a query to collect photographs taken
within.
The second strategy is done by crawling on the Flickr’s users’ network. We wish to collect as
many dots in a specific city, for example, London. Thus, we start from users among a public group,
named ’London by Londoners’. From there, we perform a probabilistic Breadth First Search as
follows. For each user, enqueue if the user’s current location is set at London; otherwise the user is
still enqueued with probability 0.01; while the rest are discarded.
Both strategies work well with certain pros and cons. The former is faster, however generates
squares which have abnormal density (see Figure 12.3, top left). This occurs when there are a large
number of data points (> 4000) within the unit rectangle. The latter is relatively slower, but it also
gathers additional dimensions of data i.e. an underlying network of Flickr’s users.
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Fig. 12.4 Revealing the subject of Figure 12.2. The figure shows, approximately, 45,000 geo-tagged
photos taken in various places in central London. The dots cover a region of roughly 15 km2 square
kilometres. The bounding rectangle has a height of 3km and a width of 5km.
12.2.1 Metadata
For each photograph publicly available for download, Flickr’s API returns the following metadata
{ . . .
" t i t l e " : " P o r t r a i t " ,
" t a g s " : " p o r t r a i t e n g l a n d man london h a t s e a s o n . . .
" l a t i t u d e " : 5 1 . 1 0 1 2 3 ,




• geo-spatial i.e. latitude and longitude and can be empty;
• tags is the photo’s set of textual tags, entered by the user;
in which, we are mostly interested in the geo-spatial metadata to generate our dots pictures.
12.3 Algorithms
In this section, we introduce the algorithms which are used in this experiment. The algorithms are:
mean shift, DBSCAN and k-MXT. These algorithms share an important feature that is only a distance
parameter is required. Furthermore, since they do not require in advance a number of clusters or the
underlying distribution of data, the algorithms are most suitable for this problem.
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12.3.1 Mean shift
Mean shift is a non-parametric technique for locating the maxima of a density function [7]. It is used
as the method of choice for clustering in the paper "Mapping the world photos". Mean shift follows an
iterative procedure to locate the modes of an underlying probability distribution given a set of sample
points. As mentioned, the advantage of the mean-shift algorithm is that it requires only a distance
parameter h i.e. the radius of the circle surrounding each data point.
The mean-shift procedure is computed as follows. Let P = {p1, p2, . . . pn} be the set of input
points. For each point pi, let Ci be a circle with radius h with pi being its centre. Given Ci, we locate
all points p j lie within Ci, equivalently p j are points from which the distance between pi and p j is less
than h i.e. dist(p j, pi)≤ h, using any distance function. Then, using every point p j ∈Ci, we calculate
the weighted mean
m(pi) =
∑p j∈Ci{p j. f (p j, pi)}
∑p j∈Ci f (p j, pi)
, (12.1)
where f (p j, pi) is a kernel function that determines the weight of nearby points for re-estimation
of the mean; hence p j. f (p j, pi) multiplies the coordinate vector p j with the scalar f . We use the
Gaussian kernel
f (p j, pi) = e−{dist(p j,pi)}
2/2h2 . (12.2)
The vector m(pi)− pi is called the mean shift vector, and the initial data-point is then shifted to m(pi)
i.e. pi ← m(pi) and then continue recursively for pi. The recursion stops if the mean converges. In
practice it usually means when dist(m(pi), pi)≤ λ , for some predetermined, typically very small λ ;
or until a maximum number of iteration Tmax is reached. The convergence is then regarded as the
mode of the underlying distribution. Finally, the points which share the same mode (or approximately
close) is put in the same cluster.
12.3.2 DBSCAN
Density-Based Spatial Clustering of Applications with Noise (DBSCAN) [17] is a density-based
clustering algorithm. DBSCAN was chosen for two main reasons. Firstly, it is one of the most
popular clustering algorithms and highly cited in scientific literature. Secondly and more importantly,
DBSCAN only requires a distance parameter. This parameter is known as ε or the radius of the circle
surrounding each data point. Additionally, a secondary parameter minPts - the minimum number of
neighbours, is required. minPts is optional and if unspecified it can be derived from the data set.
We briefly describe the algorithm as follows [62]. The said parameters are used for classifying
points into three categories: core, non-core and noise, as follows. Consider a point p and a circle C
with radius ε , centred at p. The point p is classified as a core point if and only if there are at least
minPts number of neighbours points within C. These points are said to be directly reachable from p.
A point q is reachable from p if there exists a path from p to q formed by p1, . . . , pn where p1 = p
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and pn = q, in which pi for 1< i< n must be a core point in its own disc. The only exception is the
final point q. All points not reachable are noise.
Upon inspection, if a point p is a core point, then it forms a cluster together with all other points
that are reachable from it. The non-core points can be part of a cluster, however they are the boundary
points and cannot be used to reach further points.
Based on these definitions, the algorithm proceeds as follows. Start with a random point p that has
not been visited and retrieve its neighbour set N(p). Mark p as visited. If |N(p)|< minPts, then p is
labelled as noise and another random point is selected to continue. Else, a new cluster Cp is started. It
is then expanded by repeatedly exploring each unvisited neighbour pi ∈N(p). Subsequently if N(pi) is
large enough i.e. |N(pi)| ≥minPts, these neighbours are also added to Cp. Otherwise, pi is considered
as a boundary point of Cp. For any point q which has been labelled as noise (hence not yet part of any
cluster) but later found in a sufficient dense neighbourhood i.e. q ∈ N(p j) : |N(p j)| ≥ minPts, then q
is added to that cluster as a boundary point. The algorithm stops when every vertex is visited.
12.3.3 k-MXT
To cluster spatial data using the k-MXT algorithm, first we generate a geometric graph as follows.
Given the set of points to be clustered, for each point v we add an edge (v,u) to a neighbour vertex u
if and only if
dist(v,u)≤ d
where dist(v,u) is a distance function and d is a specified constant. In the end, a disc-graph G(V,E)
is generated, which is used as the input for our k-MXT algorithm.
12.3.4 Example
Consider an example in which we generate, in total, 20 points randomly over two unit discs, both has
radius 100 and the distance between the centres is 150. And suppose we apply the algorithms with
the following parameters:
• k-MXT: d = 40, k = 1;
• DBSCAN: ε = 40, minPts = 3;
• Mean shift: h = 40, Tmax = 50, λ = 10−4.
For the example, we denote each vertex/data-point by its index/label as in Figure 12.5. Now
suppose vertex 11 is selected, Figure 12.5 (a), (b) and (c) illustrate the procedure involving vertex 11
for mean shift, DBSCAN and k-MXT, respectively. Subsequently, Figure 12.5 (d) (e) (f) show the
clustering results for each corresponding algorithm. To visualise the clusters, vertices in the same
cluster are drawn using the same colour. Additionally, a convex hull is drawn (dash-dotted line) to
cover each cluster where applicable (cluster size is greater than 2). For k-MXT result (Figure 12.5(f))






The algorithm procedures on the example.
(a) Input
(b) Mean shift: the small red dot at vertex 11 denote the
starting point. The blue points illustrate the trajectory
of the shifted means which start from vertex 11, then
shift to vertex 16, thereafter continue shifting toward
centre of mass near the vertices 12,14, etc. Eventually,
it converges near vertex 14 and terminates.
(c) DBSCAN: initially, vertex 11 is selected and classi-
fied as a noise point, since it has only one neighbour 16.
Later on, vertex 16 is queried; since it is a core (red),
11 is then re-classified as a boundary point (yellow) and
added to its cluster. Vertex 12,14,9 are eventually added
to this cluster as core points; and subsequently the re-
maining boundary points 4,19,etc. are added since they
are reachable from these cores.
(d) k-MXT: since vertex 11 has degree 1, the edge
(11,16) is chosen by default. Next, consider vertex 16,
the edges (16,12), (16,9) and (16,14) all have weight
2, thus one is chosen uniformly at random, say (16,14).
Furthermore, since w(12,14) = 3, these two vertices se-
lect each other i.e edge (12,14) and (14,12) are added.
And so on.
(e) Mean shift: result (f) DBSCAN: result (g) k-MXT: result
Fig. 12.5 The algorithms operations and results.
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12.4 Experiment setting
12.4.1 Datasets
We use two datasets. The small set consisting of 4,000 data points within a bounding rectangle
covering St. Paul’s Cathedral and Tate Modern (see Figure 12.7-a), extracted from the larger dataset.
The large set consisting of 45,000 data points covering a larger region of central London (see Figure
12.2).
12.4.2 Algorithm parameters
To calculate distance, we use the latitude-longitude coordinates and treat them as points in a plane,
because the errors are tolerable given the scale (distance) we are looking at. For each algorithm, we
consider three disc radiuses: 10 metres, 25 metres and 50 metres. Additionally, we list the other
parameters used for each algorithm as follows
• k-MXT: k = 1,2,3,4;
• DBSCAN: minPts = 3,20,40,80;
• Mean shift: Tmax = 50; λ = 10−5.
Note that, for k-MXT, the larger k gets, the larger the size of each component. On the contrary,
for DBSCAN, the larger minPts gets, the smaller the size of each component. This is because,
larger value of minPts means the higher number of points is required to be found within any point’s
ε-neighbourhood for that point to be considered a core point. Therefore, as minPts increases, more
points would be labelled as noise, and therefore the clusters’ sizes are reduced.
Fig. 12.6 The discs on each point. Each centre is marked as a red star. The radius of the correspond-
ing disc is 10m, 25m and 50m for the small (turquoise), medium (green) and large (purple) disc,
respectively.
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12.4.3 Visualisation of results
To visualise the clusters produced by the algorithms, for each cluster we draw a convex hull which is
the minimum bounding polygon covering every point within that cluster. Furthermore, to distinguish
the clusters generated by different parameters, we use different colours for the bounding polygons.
Particularly, the colour coding schemes in Table 12.1 is applied to the polygons.
Additionally to improve the visual aspect of k-MXT, we performed two cleaning steps to remove
small, noisy clusters. Firstly, we removed clusters which have size less than a preset value s, which is
typically the average size. These can be considered as noises in the dataset. Secondly, we removed the
polygons lie completely within a larger polygon. It should be noted that the overlapping polygons is
due to the nature of convex hull construction of each cluster. Some alternatives have been considered
i.e. alpha-shape which yield little improvement but also introduce some further problems, hence it is
excluded in the end.
To see the growth or expansion of clusters, as affected by increasing/decreasing the parameter
k/minPts, we overlayed the resulting clusters. For instance, Figure 12.7 (c) (d) (e) and (f) present
results produced by k-MXT, corresponding to k = 1,2,3 and 4, respectively. These figures are
overlayed to produce one single main figure Figure 12.7 (b). This step is done for every algorithm.
Based on initial experimental results, we divided the algorithms’ parameters into groups corre-
sponding to the size of the resulting cluster, as shown in Table 12.1 below. In the following sections
of this chapter, we continue to use this classification to compare and evaluate the algorithms’ results.
Corresponding parameter
Colour
Cluster size Mean shift minPts (DBSCAN) k (k-MXT)
Large 50m 3pt 4 Black
Medium 25m 20pt 3 Red
Small 10m 40pt 2 Blue
Very small 80pt 1 Green









k-MXT applied to the small dataset d = 10m.
(a) Input (b) Results overlaid
(c) Results from k = 1 i.e. 1-MXT (d) Results from k = 2 i.e. 2-MXT (e) Results from k = 3 i.e. 3-MXT (f) Results from k = 4 i.e. 4-MXT
Fig. 12.7 k-MXT algorithms on the small dataset with d = 10m and k = 1,2,3 and 4. For k ≥ 2, some regions are clearly defined. One can roughly





Results of small dataset.
(a) k-MXT (b) DBSCAN (c) Mean-shift
(d) k-MXT (e) DBSCAN (f) Mean-shift







k-MXT on large dataset, d = 10m.
Fig. 12.9 k-MXT(d = 10)m. The results for each k have been overlaid on the same layer, demonstrating the expanding of region/cluster as k is





DBSCAN on large dataset, ε = 10m.
Fig. 12.10 DBSCAN(ε = 10m). As minPts is increased, the number of clusters is decreased as the area of the polygons also decrease. There is no








k-MXT on large dataset, d = 25m.
Fig. 12.11 k-MXT(d = 25m). The green (smallest, k = 1) polygons are very small and its orientation seems quite arbitrary. The blue (k = 2)






DBSCAN on large dataset, ε = 25m.
Fig. 12.12 ]
DBSCAN(ε = 25m). Overall, the picture shows a decent level of clarity. Compare to k-MXT in figure 12.11, the areas of regions produced are







Clusterings produced by 2-MXT(d = 10m), shown on map.
Fig. 12.13 2-MXT(d = 10) metres, layered on London’s map. Some popular tourist attractions are identified and labelled. It can be seen that there




In this section, we evaluate the performance of the algorithms in terms of accuracy and complexity.
12.6.1 Accuracy
Arguably, we lack a common quantitative measure of the classification accuracy for this problem.
Hence, we evaluate the accuracy of the algorithms by visual inspection. More specifically, we inspect
whether the polygons produced by the algorithms cover meaningful regions (see Figure 12.13 for a
map of London with some identified points of interest).
For the small dataset, we can see in Figure 12.8 that each algorithm is able to produce clusters
which cover some dense regions of dots, which correspond to the landmarks: Tate Modern Gallery,
Millennium Bridge and St Paul’s Cathedral. The polygons produced by mean shift seem similar
regardless of the distance h i.e. Figure 12.8 (c) and (f). On the other hand, DBSCAN and k-MXT
produce quite distinct clusters. Among the algorithms, DBSCAN produces the best results i.e. Figure
(b) and (e), being able to closely fit the regions of the said attractions.
For the large dataset, Figure 12.9 and 12.10 show the clusters produced by k-MXT and DB-
SCAN with d,ε = 10 metres. Overall, both results look comparable. Some of 2,3,4-MXT and
DBSCAN(minPts = 3) polygons appear to cover some popular tourist attractions like Trafalgar
Square, Westminster, British Museum etc. For DBSCAN with larger values of minPts, the polygons
become significant smaller hence less visible.
Figure 12.11 and 12.12 present results for d,ε = 25m. Some polygons produced by 2-MXT (blue)
are recognisable i.e. Trafalgar square and Piccadilly Circus. The remaining clusters are rather large,
covering much wider regions which happen to contain many landmarks; thus considered a loss of
accuracy. On the other hand, DBSCAN with minPts = 40,80 produce clear and identifiable regions
of interests.
To improve the performance of k-MXT we can introduce a second parameter w the minimum
weight of an edge. This is equivalent to the minPts parameter of DBSCAN. See section 12.7 for
details. Hereafter, we refer to this algorithm as k-MXT(d,w).
For further test of effectivity, we perform some blind tests. In which, we randomly select a city
which we are not familiar with, collect data then cluster it. Finally, we examine the resulting clusters
for potential meaning. See section 12.8 for results.
12.6.2 Complexity
The overall procedure of k-MXT can be broken down into two main tasks: the graph construction and
the k-MXT fragmenting. We describe a simple version as follows.
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12.6.2.1 Graph construction.
To construct the disc graph, we need to find the vertices inside each disc. The naive approach is
as follows. For each vertex v, we check each vertex u and see if u is in the disc centred at v i.e.
dist(v,u)≤ d. This takes O(n2) operations.
To improve this, we can reduce the number of vertices to be examined as follows. We separate
the x and y coordinates into two arrays. More specifically, suppose each vertex v = 1,2, . . . ,n has its
coordinates as (xv,yv). We then store the coordinates in two arrays
X = {xi : i = 1,2, . . .n} and Y = {y j : j = 1,2, . . . ,n},















Fig. 12.14 An example demonstrates the spatial search procedure. Assume the queried vertex is
v(xv,yv) and there are two vertices u(xu,yu), w(xw,yw). Then, S(xv) = {u,w} and S(yv) = {u}. Thus
the intersection of these two sets gives S(xv)∩S(yv) = {u}. Hence, we find that u is located within
the bounding square centred at v.
For each vertex v = (xv,yv) and each coordinate xv and yv, we locate the values within a fixed
distance from it using range binary search. The result, for each coordinate, is a set of points which
are located within a fixed distance d from the queried point i.e.
S(xv) = {u : |xu− xv| ≤ d} S(yv) = {w : |yw− yv| ≤ d}. (12.3)
As the coordinate arrays are sorted, a search operation on the x and y co-ordinate takes O(logn) for
each vertex; hence O(n logn) overall.
Given S(xv) and S(yv), we want to find the set of vertices of which the distances to v is at most d.
It is seen that the intersection of these two sets i.e. S(xv)∩S(yv) yields the set of points bounded by a
square with width d centred at v, see for example Figure 12.14. To transform the bounding square




we can take the smaller set, say S(xv), then for each u ∈ S(xv) connect (v,u) iff dist(v,u) ≤ D.
Furthermore, it is seen that either S(xv) or S(yv) is required to complete the search procedure.
Therefore, this final operation takes O(n×maxv∈V{|S(xv)| or |S(yv)|}).
Overall, the complexity of the graph construction takes
O(n logn)︸ ︷︷ ︸
sort




{|S(xv)| or |S(yv)|})︸ ︷︷ ︸
connect edges
= O(n2),
since min{S(xv),S(yv)} ≤ n and it is difficult to get an exact bound for the this term. The size of S(xv)
or S(yv) is close to n is close in extreme cases, for example, points are distributed like a cross shape;
or the distance d is set to the maximum between any pair of vertices. Nevertheless, such cases are
rare and d is typically very small. For example, in our experiments with d = 10 metres, the sets S(xv),
S(yv) are, at most ≈ 2,000 points, much smaller compares to n≈ 45,000.
If the data is geo-tagged data at world scale there is a further consideration in the calculation
of (12.3). That is, using the improved-naive method, we can also improve the running time when
calculating using geographical coordinates i.e. latitude/longitude. The problem here is that calculating
the Earth or great-circle distance involves trigonometry which further complicates the computation.
Therefore the motivation is to reduce the number of necessary great-circle distance computations,
using the same method as above.
More specifically, we construct the disk graph in two steps. The first step is to find the bounding
square as in (12.3). This is done using a parameter d′ which is treated as the Euclidean approximation.
This would overestimate the actual earth distance, however can be computed faster. The second step is
to find points within the bounding disk given the bounding square found in step 1. This is done using
parameter d, which treated as the great-circle distance computed accurately using e.g. the Haversine
formula. Essentially, in the first step, we traded precision for speed by using Euclidean; and only
compute the precise distance in the second step.
In experiments, we relate d′ to d using d′ = d× 10−2 + ε . For instance, to construct the disk
graph with radius of 10 metres, we set d = 0.01 (since Haversine returns distance in kilometre) and
d′ = 0.00015. The bounding squares produced by the d′ parameter typically have width ≈ 30 metres.
A sanity check is done by comparing the resulting number of edges with that produced by the naive
method.
Further improvement requires using spatial data structures i.e. R-tree or kd-tree. These are spatial
trees, specialised for indexing spatial data. Using these to find neighbours within a rectangle is
improved. The construction of such trees take, on average, O(n logn). A search query takes O(logn)
on average and O(n) worst. Also, note that both structures’ search operation only supports query by
rectangle. Thus, an additional step is required to locate points within a vertex’s circle.
We use the C++ Boost Geometry library [57] for an implementation of R-tree and the Approximate
Nearest Neighbour (ANN) [11] for kd-tree. Since it is possible to index geographical coordinates,
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or spherical coordinates assuming the Earth is a perfect sphere, with the R-tree, we also include the
running time for graph generation using the great circle distance for comparison.
Table 12.2 presents the running times in seconds for graph construction on the large dataset which
consists of approximately 45,000 data points. The improved naive method works surprisingly well,
its performance is comparable to that of the spatial trees’; and even slightly better when dealing with
spherical distance compares to the R-tree.
Naive Improved Naive R-tree kd-tree
Cartesian Spherical Cartesian Spherical Cartesian Spherical Cartesian
10m 82.1 419.4 1.6 5.6 1.3 9.1 1
25m 82.1 419.4 3.6 13.59 3.1 26.7 1.5
50m 82.1 419.1 6.9 26.35 7.3 65.3 2.6
Table 12.2 Large dataset: n = 45,000. Graph construction time in seconds and averaged over 10
executions. The best running time are highlighted. Interestingly, the improved naive method performs
better than the R-tree when computing the spherical coordinates. Which perhaps hints at a limitation
of the data structure on curved spaces. The naive timings are the same, as all data is processed in each
case.
12.6.2.2 Fragmenting using k-MXT
The fragmenting process consists of the following tasks:
1. For each edge: calculate the number of common neighbours i.e. its weight;
2. For each vertex: select k highest scores;
3. Find the connected components of the resulting graph fragments.
The first task is equivalent to finding the set intersection of two given adjacency lists A(v),A(u)
on each edge (v,u). Suppose vertices are indexed i.e. v = 1,2, . . . ,n then each adjacency list is an
array of integers. Thus, naive set intersection on any edge (v,u) takes O(d(u)×d(v)). Hence overall
it takes O(|E|×d2max) where dmax is the maximum degree in the graph i.e.
dmax = max
{
d(v) : v ∈V}.
An improvement to this task can be achieved if the adjacency lists are sorted. This implies a
O(n× dmax logdmax) of pre-processing i.e. sorting time. Then the computational cost for each set
intersection operation on an edge (v,u) takes at most d(u)+d(v). This is done by scanning both A(v),
A(u) simultaneously i.e. start by having two pointers at A(v)[0] and A(u)[0], increment the pointer
of the former if A(v)[0]< A(u)[0] and vice versa, or both if the two are equal and so on. Hence, the





















Thus the task takes O(|E|×dmax). It is seen that the complexity of this procedure depends on dmax.
Hence, for graphs with low dmax this procedure would perform well. However, for graphs with skewed
degree distribution e.g. power law, dmax can be large thus resulting in a slower running time. In
which case, since this problem is analogous to the problem of identifying triangles in graphs, a better
triangle counting algorithm can be considered. For instance, we considered the forward algorithm by
[52] which has a complexity of O(|E|3/2) (see Section 12.6, at the end of this chapter). On our large
dataset with d = 50m, we have dmax ≈ 1500. Then the forward algorithm takes 80 seconds to finish
while the implemented procedure takes 62 seconds. Nevertheless, in much larger and denser dataset,
the forward method from [52] may help to improve the running time.
The second task is done using a priority queue i.e. min-heap. First, set the size of the heap to k.
Then, iterate through each adjacency list, a vertex is enqueued if its number of common neighbours is
greater than the current root’s; else if draw then e.g. select one at random. Thus, the heap contains
the k largest elements with the root being the smallest. For each insertion, to restructure the heaps
takes O(logk). Hence for each vertex v it takes at most d(v) logk. Therefore, the task takes at most
∑v∈V d(v) logk = logk×2|E|= O(|E|), for fixed k.
The final task is to compute the graph’s connected components. This can be done using any
classical algorithm in linear time in the number of edges in the component i.e using breadth-first
search or depth-first search. With small values of k the resulting fragments are relatively sparse
therefore this task can be done relatively fast e.g. using disjoint-set data structure which runs in linear
time of the number of edges hence O(kn) = O(n).
Overall, the fragmentating process has a running time of









If we ignore the one-off pre-processing, then the complexity is O(|E|dmax). In comparison, DBSCAN
implemented with R-tree or kd-tree has an average complexity of O(n logn) [17]. This is because in
general case that the ε-neighbourhood is typically much smaller than the whole dataset, then a region
query takes O(logn) using the said data structures [17]. For mean shift, a loose theoretical running
time is O(n×Tmax) where Tmax is the maximum number of iterations allowed for each query. In
practice, we usually set the λ (i.e. the distance to determines convergence) at 0.5m, and notice that the
mode converges in relatively fewer iterations than Tmax. DBSCAN is executed using the R package
"dbscan" [40], a fast reimplementation of the original algorithm in C++. Mean shift is executed using
the R package MeanShift [39].
Table 12.3 presents the overall running time of the algorithms. The results of the small experiments
show the mean shift has the slowest running time; hence it was excluded in the large experiment.
Furthermore, in both experiments, DBSCAN outperforms the current implementation of k-MXT. For
k-MXT, it is seen that the running time for the clustering procedure seems to scale quadratically with
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the distance, which determines the number of edges in the graph hence dmax. This is probably due to





10m 24,305 0.03 0.02 180
25m 115,250 0.33 0.04 360
50m 225,000 0.47 0.05 600
Large Set
(45,000 points)
10m 300,000 0.56 0.38
25m 1,400,000 8.55 1.35
50m 4,400,000 61.5 4.12
Table 12.3 Running time in seconds. Note: for k-MXT, the pre-processing and graph construction
time is excluded.
12.6.3 A measure of density
A recurring issue when evaluating the performance of this type of problem is the lack of a meaningful
measure. Therefore, we often resort to visual inspection in an attempt to evaluate goodness of the
results. Which leads us to the question: What makes a cluster look better than the others?
Figure 12.15 shows six result clusters covering the region of Trafalgar square, taken from the
large dataset. For which, we have the following polygon-algorithm correspondence
(a): 2-MXT(d = 25m); (b): 2-MXT(d = 25m,w = 20);
(c): DBSCAN(ε = 25,minPts = 40); (d): 2-MXT(d = 25m,w = 40);
(e): 3-MXT(d = 10m,w = 40); (f): DBSCAN(ε = 10m,minPts = 80).
So, which figure, visually, looks better compared to the other? The answer is, perhaps, (e) or (f). This
is because, on the one hand, the top polygons i.e. (a) (b) and (c) cover exceedingly large areas. Thus
there is a significantly amount of empty space in each figure. On the other hand, polygon (d) (e) and
(f) looks much better, being able to closely fit the centre dense region. Although (f) is visibly the
smallest, but it can be argued that it is too small as many of the relevant points lie outside the polygon.
And hence, (e) is arguably better in this sense.
Motivated by this observation, we derive a reasonable measure of density as follows. Let n(P) be





Thus R(P) measures the data density within a given region i.e. the number of contained data points
per unit of area. In our experiments, A(P) is typically measured in square metres m2, thus R(P)
yields the number of dots per m2. A high score indicates a high level of density of dots within such




Fig. 12.15 Which figure looks better?
an abnormally high density e.g. those with few vertices in a tiny area (< 1m2) thus yielding a very
high density.
12.6.4 Natural scale of observation
For this type of spatial data, there is a natural distance parameter that associates with the scale
of observation [10]. For example, looking at the dots at global level i.e. Figure 12.1, one can
identify the continents and countries. At city level i.e. Figure 12.2 and 12.3, one can recognise a
city’s streets, landmarks, etc. Zooming closer to a landmark level, we are able to further identify
hot spots within these landmarks i.e. Figure 12.7-(a): the Tate Modern Gallery and the head of
Millennium Bridge are distinctive. Clearly, these scales of observation are not pairwise compatible,
meaning one cannot distinguish hot spots in landmarks looking from the city level and vice versa.
Fig. 12.16 Observation at landmark
level over Tate Modern region. The
areas of the polygon [A], [B] and
[C] are 1000, 600 and 200 m2, re-
spectively.
Observing at city level, we found that the distances: 10m
and 25m yield good clustering results. Furthermore, the convex
hulls with areas between 1000−20,000m2 are often suitable for
identifying locations of interest; outside this range the polygons
are either invisibly small or exceedingly large. For instances,
the areas of the polygons (d) (e) (f) in Figure 12.15 are 45,000,
29,000 and 4,700 m2, respectively. Thus an area of few hundred
square metres would probably look like a dot inside these poly-
gons. In fact, Figure 12.16 shows an observation at landmark
level, over the region of Tate Modern Art Gallery, examined in
the small dataset in Figure 12.7. It is seen that identifiable poly-
gon at this level has an area of between 200− 1000m2, while
the scale of observation was magnified three times. See Figure
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12.8 top-right corner for an observation over this region at a city
level.
Through experiments on our datasets, we found that a density between 0.1≤ R(P)≤ 0.5 can be
considered a good result. For instances, the density of the polygons in bottom row in Figure 12.15 (d)
(e) and (f) is 0.072, 0.101 and 0.291, respectively. Scores higher than 1 are often occur in very small
polygons thus having an abnormally high score even though containing a small number of dots e.g. 5
dots in an area of 0.1m2 yields R(P) = 50. In some cases, this could be interesting for example many
people taking pictures at the same location; however it could also mean a person taking lots of photo
at the same spot, which is rather problematic.
Consider the large dataset consists of 45,000 points over a region of 15km2 in central London i.e.




Thus, one would expect a clustering to produce a better density than such. Similarly, for the small
dataset the reference value is R(small) = 35006.4×105 = 0.0054.
An interpretation of this dispersion of points is as follows. Suppose we divide this 15km2 region
of central London into smaller squares of equal area. Let the result be a set S consists of |S| number










|S|× s = R.
This simple method of dividing the original bounding box into smaller squares of equal size can
produce rather interesting results.
For instance, Figure 12.17 shows an example in which every square has an area of 2,500m2.
Further, each square is coloured according to its density, from white (none - 0) to dark orange (densest
- 0.2). The large bounding box then becomes a pixelated picture. For those who are familiar, the map
of central London can be quite apparent. Furthermore, the more photographed areas are immediately
recognisable by the darker pixels. However, a downside of this approach is that it is rather rigid i.e.
it depends on the size of the unit square and the position of the minimum point (bottom-left) and
maximum point (top-right). Also, there are lots of empty space in sparser squares e.g. see the smaller
figure in Figure 12.17. Thus, a potential improvement of this heuristic would involve the removals of






Grid map of London
Fig. 12.17 A picture of London consisting of 20,130 squares i.e. 183×110 in width×height. The picture is generated by dividing the bounding
rectangle of the large dataset into smaller squares of equal area 2,500m2. Each square is coloured according to the number of points it contains;
from white (none) to dark orange (densest).
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12.6.5 Cluster density
In the section below, we present the cluster density R(P) results of the algorithms. Note, we discarded
all polygons with areas less than 1m2.
Table 12.4 presents the averaged areas, number of dots and density R for the algorithms. Overall,
for both datasets, DBSCAN had the highest average density score, followed by k-MXT and mean
shift; albeit the small differences. For mean shift, the average scores seem to be unaffected by the
change in distance, which agrees with previous observation (see Figure 12.8). For k-MXT, the average
area and number of dots increases with k while the average density R decreases. For DBSCAN, as
minPts decreases so does the average area, as expected. The average number of dots, on the other
hand, does not always increase with area, which is probably due to the algorithm’s noise filtering
feature.
For the large dataset, Table 12.5 shows the polygons with the highest density according to
each bucket size and parameter. As pointed out, the small polygons are less interesting and rather
problematic. Hence, we bucket the polygons according to its areas as follows.
• Small: area between 100-1000 m2;
• Medium: area between 1000-5000 m2;
• Large: area above 5000 m2.
Furthermore, we group the algorithms for comparison as shown previously in Table 12.1. We
note that these groupings of k-MXT and DBSCAN(minPts) are made subjectively, based on results
from previous experiments. We group the pair of algorithms that produce results that are visually
comparable i.e. same groups of points, similar polygons, see e.g Figure 12.18. In particular:
1−MXT DBSCAN(minPts = 80pts);
2−MXT DBSCAN(minPts = 40pts);
3−MXT DBSCAN(minPts = 20pts);
4−MXT DBSCAN(minPts = 3pts).
Thus, the first column of Table 12.5 compares 1-MXT with DBSCAN(80pts) and so on. For
each distance value (10m, 25m, 50m), top-down cells correspond to densest polygons of each size,
generated by the same algorithm. Looking by the columns from left to right i.e. 1-MXT to 4-MXT,
show how the best scores and corresponding clusters change according to k and minPts. Furthermore,
to examine the accuracy of these densest polygons, some are selected and plotted in Figure 12.18.
Overall, it can be seen that DBSCAN has the higher score with a minor exception at 25m - medium
polygons, in which k-MXT surpasses DBSCAN by a small margin. Looking from left to right i.e.
1-MXT/80pts to 4-MXT/3pts and also top down i.e. from small to large, it is seen that, generally, the
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highest density reduces as polygon increases in size. This makes intuitive sense because typically
the points/dots are more dense around specific locations (popular landmarks/attractions). Thus as the
polygon gets larger, its density is reduced.
Looking at k-MXT at 10m, small and medium, we see recurring polygons i.e. the same polygon
[1] from Table 12.18 is produced with different values of k, a visualisation of such polygon can be
found in Figure 12.18. An explanation is that these clusters achieved its maximum size for smaller
values of k, thus unaffected when k increases. For example, it can be seen from Figure 12.8-(d) and
Figure 12.11 in which there are some complete-overlapping polygons visible by its colours i.e. red
and black boundaries overlapped. This can be interpreted as a feature of k-MXT.








Avg. Area Avg. Dots Avg. R Avg. Area Avg. Dots Avg. R Avg. Area Avg. Dots Avg. R
10m
1MXT 76 8.1 0.23 80pts NA NA NA
9,052 115.12MXT 1,000 40.8 0.058 40pts 622 118.3 0.1973MXT 2,490 77.7 0.043 20pts 1,111 109.6 0.108
4MXT 4,956 136.1 0.034 3pts 1,085 29.5 0.36
0.017
25m
1MXT 303 12.3 0.148 80pts 5,141 285.6 0.054
9,305 123.52MXT 22,393 322.4 0.013 40pts 12,437 363.8 0.0323MXT 90,299 1,053 0.011 20pts 29,650 469.3 0.021
4MXT 154,482 1,594.5 0.011 3pts 21,546 194.7 0.05
0.014
50m
1MXT 610 14.6 0.104 80pts 53,517 946.6 0.017
13,667 167.62MXT 102,889 1,010.3 0.01 40pts 343,832 3,132 0.0093MXT 166,928 1,608 0.01 20pts 184,903 1,629 0.006






Avg. Area Avg. Dots Avg. R Avg. Area Avg. Dots Avg. R
10m
1MXT 63 6.9 0.514 80pts 1,467 440 0.336
2MXT 507 21.9 0.09 40pts 1,289 214 0.203
3MXT 1,459 40.8 0.06 20pts 1,127 117.7 0.123
4MXT 2,558 50.2 0.058 3pts 4,146 90.7 0.51
25m
1MXT 327 10.3 0.159 80pts 9,087 523.6 0.056
2MXT 12,064 137.4 0.016 40pts 11,932 292.8 0.033
3MXT 101,353 686.3 0.008 20pts 19,306 235 0.021
4MXT 248,969 1,441.5 0.007 3pts 107,536 594.2 0.032
50m
1MXT 745 13.2 0.11 80pts 77,196 948.2 0.014
2MXT 112,369 662.8 0.006 40pts 168,737 1,053 0.008
3MXT 1,982,196 10,417.7 0.004 20pts 182,290 1,057.3 0.006




Table 12.4 The above tables show the average score of R for each corresponding algorithm. Top table shows results on the small dataset. Table









R Label Area Dots R Label Area Dots R Label Area Dots R Label
10m
kMXT 161 64 0.397 120 35 0.291 120 35 0.291 120 35 0.291Small
DBSCAN 206 85 0.412 106 48 0.45 409 99 0.242 105 22 0.208
kMXT NA NA NA 2034 167 0.082 [1] 2034 173 0.085 [1] 2034 173 0.085 [1]Medium
DBSCAN 4,673 1,359 0.291 [g] 1,426 273 0.191 [e] 4,233 495 0.117 [c] 1,374 75 0.055 [a]
kMXT NA NA NA 32,944 2,450 0.074 [2] 61,993 3,401 0.055 [3] 126,971 3,914 0.031 [4]Large
DBSCAN NA NA NA 14,506 2,155 0.149 [f] 20,001 2,730 0.136 [d] 64,666 3,473 0.054 [b]
25m
kMXT 134 45 0.335 140 23 0.163 NA NA NA NA NA NASmall
DBSCAN NA NA NA 807 42 0.052 261 26 0.1 104 5 0.048
kMXT 1,123 64 0.057 [5] 1,690 84 0.05 [6] 1,049 52 0.05 [8] 1,782 40 0.022 [10]Medium
DBSCAN 8,965 607 0.068 [o] 2,566 114 0.04 [m] 2,671 115 0.043 [k] 8,520 130 0.015 [h]
kMXT NA NA NA 17,237 682 0.04 [7] 13,307 204 0.015 [9] 13,090 124 0.009 [11]Large
DBSCAN 30,080 3,052 0.101 [p] 45,710 3,310 0.072 [n] 41,127 1,093 0.027 [ℓ] 11,432 122 0.011 [i]
50m
kMXT 111 54 0.486 NA NA NA NA NA NA NA NA NASmall
DBSCAN NA NA NA NA NA NA NA NA NA 112 5 0.045
kMXT 2,460 198 0.08 [12] 3,875 121 0.031 [14] NA NA NA NA NA NAMedium
DBSCAN 6,993 101 0.014 8,714 103 0.012 2,568 29 0.011 1,664 16 0.01
kMXT 16,376 27 0.002 [13] 22,317 340 0.015 [15] 6,881,951 38,019 0.006 [16] 8,395,736 42,616 0.005Large
DBSCAN 178,185 4,377 0.025 31,686 381 0.012 15,570 136 0.009 8,394,908 43,084 0.005
Table 12.5 The above table shows the highest R score for each corresponding type of polygon: small with area between 100-1000 m2; medium:
1000-5000 m2 and large above 5000 m2. NA indicates no observed data exists for that parameter.
Some polygons are labelled using letters for DBSCAN, and numeric for k-MXT. These polygons are plotted in Figure 12.18 with its associated







Highest ranked polygons from Table 12.5.
Fig. 12.18 The figures above show the highest ranked polygons presented in Table 12.5. Each polygon has a unique label for identification (see
Table 12.5). Furthermore, each polygon is drawn by: black, solid line for DBSCAN, and red, marked (diamond shape) line for k-MXT. Additionally,
the small figure (right hand side) provides a closer look at the Trafalgar Square region, which attracts most of the polygons.
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As discussed in previous section, for higher values of k, the density of clusters produced by k-MXT is
significantly reduced. This is because data points are not evenly distributed as they are biased toward
specific locations (landmarks, attractions, etc.). Thus the expansion of the polygons (equivalently k)
inevitably reduces the density. Furthermore, this behaviour is due to the absence of a noise controlling
mechanism. The small polygons are considered as small clusters so far, not noise. To improve the
k-MXT algorithm, we introduce a parameter w.
The parameterised algorithm k-MXT(wmin) adds a simple filtering in the edge selection process
i.e. for an edge e with weight w(e) then





Thus, every edge e′ that w(e′)< wmin is considered a noise edge and excluded. This would reduce
the size of the polygons by removing points located towards the boundary, whence the density is
significantly sparser.
12.7.1 Results
We perform clustering with the parameterised k-MXT on the large dataset. We use 2-MXT(d = 25m)
which previously showed some promising results however required improvement (see Figure 12.11).
Table 12.6 presents the average density and the density of the top polygons for each size as in
previous sections. In comparison, results from the k-MXT algorithm i.e. 2-MXT(w = 0) and
DBSCAN(minPts = 40,80) are also included.
Additionally, Figure 12.19 plots selected clusters over the region of Trafalgar Square. These
clusters are produced by k-MXT(w = 40,80) to compare directly with DBSCAN(minPts = 40,80),
with d,ε = 25m. Overall, it can be seen that the introduction of w significantly improves the results
of k-MXT.












Best 0.163 0.215 0.052 0.274 NA
Average 0.055 0.08 0.045 0.12 NA
Medium
Area: [1000,5000] m2
Best 0.05 0.103 0.044 0.113 0.068
Average 0.013 0.052 0.031 0.086 0.054
Large
Area: > 5000 m2
Best 0.04 0.101 0.072 0.128 0.101
Average 0.01 0.068 0.034 0.128 0.062
Table 12.6 Average density on the large dataset with d,ε = 25m.
Fig. 12.19 Region of Trafalgar Square. The parameters and resulting density R for each polygon are:
• [1]-blue 2-MXT(d = 25m,w = 80), R = 0.128;
• [2]-red 2-MXT(d = 25m,w = 40), R = 0.101;
• [3]-black DBSCAN(ε = 25m,minPts = 80), R = 0.101;
• [4]-brown DBSCAN(ε = 25m,minPts = 40), R = 0.072;
• [5]-green 2-MXT(d = 25m,w = 0), R = 0.026;








k-MXT(w) and DBSCAN on large dataset with d,ε = 25m
(a) 2-MXT(w = 40) (b) DBSCAN(minPts = 40)
(c) 2-MXT(w = 80) (d) DBSCAN(minPts = 80)
Fig. 12.20
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12.8 Blind test
We conclude this chapter by presenting the results from our blind tests. In which, we randomly select
a city then cluster it and examine the results. We found that some polygons appear to contain popular
tourist attractions in these cities, which are then labelled accordingly.
Blind test [1]
Fig. 12.21 The city in question is Nagasaki, Japan. The algorithm applied is 2-MXT(d = 25m,w = 0).
The dense regions covered in the polygons appear to be associated with some popular tourist attractions







Fig. 12.22 The city in question is Tokyo, Japan. The algorithm used is 2-MXT(d = 50m,w = 20). The highlighted polygons are ten polygons with
the highest density. We then attempt to identify the landmarks/attractions associated with these clusters. It turns out that some regions contained
inside the polygons are popular points of interest in Tokyo e.g. Tokyo tower, Shibuya crossing, Shinjuku, Senso-ji temple, etc.
In this experiment, the distance 50m appears to produce visually better results. This is because, as the area of central Tokyo is much larger compares
to London’s, we are observing at a scale much higher than in previous figures. And therefore, larger polygons are more noticeable.

Summary
This research began from ideas that sparked in experiments with connecting the dots pictures. Using
pictures made of purely dots, graphs can be constructed by simply connecting a pair of dots which are
located in proximity of each other’s. For dots which are coordinates of photographs, the resulting
graphs appear to have community structures. That is, the subgraphs at some locations are densely
connected; also these subgraphs might be connected however by much sparser subgraphs. This
phenomenon reflects the fact that the coordinates of photographs are distributed with some unknown
underlying probability distribution but nevertheless bias towards popular photo-locations. Thus, it is
natural to follow up with the question: how can we break the graph into fragments in such a way that
its cluster structure is preserved?
Consider a fun thought experiment as follows. Imagine the vertices as particles and suppose there
is a force connecting each pair of connected particles. Further the strength of the force increases as a
function of the number of connected particles in the group. Then for a group made of many particles,
its formation is so robust that it can withstand any interruptive force and maintain its structure. In
which case, if we smash the graph using, say a hammer, with a sufficient force to break the weak
connections between the groups of particles. We would then be able to collect these separated,
tightly-connected groups of particles or fragments. This thought experiment provides the basis for the
main topic of this research, for which we call graph fragmentation algorithms.
Graph fragmentation is a procedure for decomposing an input graph into connected subgraphs or
fragments. The basic decomposition procedure is simple: a vertex attracts and absorbs a neighbour,
the process is carried out until there remains only vertices with no neighbour. This process can be
easily modified by changing the decision on e.g. how vertices are selected, which vertex absorbs the
other, and so on. We studied and analysed a number of fragmentation variations in Part I and Part
II. For most of these variations, the conditional absorption rules proved to be problematic as it is
difficult to obtain analytical results for these models even on simple graph model i.e. cycle. In this
sense, the permutation subgraph seems more robust as we were able to obtain some properties of
these permutation fragments on a variety of graph models such as cycle, r-regular graph.
We dedicated some attention on analysing the permutation subgraph of random graphs and were
able to obtain some basic yet interesting properties of the model. Notably when apply on the extended
infinite random graph model, the limiting distribution of the number of left children of vertices is
shown to be Poisson with parameter λ = 1. This property in addition to the process of generating the
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graph itself together show a slight similarity (hence perhaps hint at some relationship, however not
yet proven) between the permutation subgraph and birth–death/branching process [63] or conditioned
Galton-Watson forest [29]. Thus, a possible direction of research for the permutation subgraph is,
firstly, to extend its results on a finite random graph for instance an interesting property would be the
distribution of the component sizes. Secondly is to obtain further results on infinite random graphs,
the result obtained here only applies for a small range of value of the number of children k. It would
be of interest to look at a wider range for values of k, and if possible to draw some comparison
with the branching process, a seemingly connected model would be the aforementioned conditioned
Galton-Watson forest considered by [29].
In Part III, we studied the k-MXT algorithm (a fragmentation variation) and evaluated it as a graph
clustering tool. Analytical results on the planted ℓ partitions model show that the algorithm works
well for k ≥ 2 on graphs with sufficient number of triangles. However, empirical results show that on
real-networks or sparser computer generated networks the algorithm is generally out-performed by
some of current best algorithms. This is because, in most of these graphs, the triangle density in these
graphs is often less than the required threshold in order for k-MXT to perform well. Further, by its
nature the algorithm can only produce hard-clustering which is rather rigid. These points indicate
the limitations of the k-MXT algorithm as a community detection algorithm. Nevertheless, some
empirical evidences show that the parameterised version k-MXT(w) produces clustering in which
subgraphs seem to possess properties of a small-world network e.g. high clustering coefficient, low
diameter, etc. Thus, this can be a potential direction of research for k-MXT as a graph clustering
algorithm.
The final chapter is devoted to evaluate the k-MXT algorithm as a geometric clustering algorithm,
specifically on datasets generated from photograph’s coordinates - the original motivation of the
research. Using visual inspection and a simple measure, it is shown that the results of k-MXT(w)
is comparable to that of DBSCAN, one of the most popular clustering algorithms. This is due to
the fact that the geometric/proximity graphs generated in this setting contains a great number of
triangles. Thus, applying k-MXT(w) with increasing w allow us to filter out the out-lying dots and
concentrating the regions of dots into several dense clusters. Since k-MXT(w) works on the basis of
graphs, it is evident that graph modelling is applicable in this setting and further it is presumable that
other graph clusterings would also be able to achieve significant results. This is perhaps due to an
underlying close relationship between triangles, graphs and geometric see for example Section 3.6
in [54]. Thus, for future work, an analytical study of fragmentation algorithms on geometric graphs
would be greatly beneficial. Essentially, the dots are two-dimensional data, hence fragmentation and
community detection algorithms might also be applicable for clustering high-dimensional data which
requires further investigations. A foreseen disadvantage of graph modelling approach to this type of
problem is the complexity for constructing the graph, which can also be an interesting and practical
problem for future research.
Appendix A
Generating functions
In this section, we provide some material about the theory of generating functions which are used in
the main content of the study, especially in Chapter 3 and Chapter 6. Most of the material provided
below follows the book Generatingfunctionology due to Wilf [63].
’A generating function is a clothesline on which we hang up a sequence of numbers for display’, Wilf.
A.1 Generating function
Suppose we are given a sequence of numbers a0,a1,a2,a3, . . . , and we want to know what this
sequence is? To answer this, we are often concerned with the problem of finding a closed form for the
nth term an. If the sequence is easy to guess for instance 2,4,6,8,10,12 . . . then it is a sequence of
even numbers and that the nth term is an = 2n. However, there are many cases where it might not be
possible to obtain a closed form for the an member of the sequence, for instance consider the sequence
of prime numbers.
In some cases, although obtaining a simple formula for the members of the sequence may be
problematic, it might be possible to obtain a formula for the sum of a power series, whose ith




anxn = a0+a1x1+a2x2+ . . .
Consider the sequence 0,1,1,2,3,5,8,13, . . . , this is the well-known Fibonacci numbers that satisfy
the recurrence
Fn = Fn−1+Fn−2 (F0 = 1,F1 = 1,n≥ 1)
Suppose we have a power series in which the coefficient of the nth power xn is the nth Fibonacci







Fnxn = F0+F1x1+F2x2+F3x3+ . . . (F0 = 1,F1 = 1,n≥ 1)
It turns out we can obtain a closed form for the generating function of G(x) = x/(1− x− x2), which







[63]. The exact value for the 30th Fibonacci number is 832040, while a numerical approximation
using the formula is 832040.00000024.
In the majority of Chapter 3, we try to solve a recurrence relation using generating functions.
Typically, we begin by introducing a generating function. We then go through the many manipulations
steps that include finding the derivatives of that generating function. The problem is that it is not
certain whether the various series will converge to a function. Nevertheless, Wilf shows that the various
manipulations of generating functions can be carried out in the ring of formal power series, where
questions of convergence are nonexistent [63]. Thus we can execute the whole method and end up
with the generating series. If the series converges, we can perhaps obtain a nice answer to the problem.
However, if not, we might not be able to get analytic information, such as asymptotic formulas for the
sizes of the coefficients. Which turns out to be crucial for getting the results throughout Chapter 3.
A.1.1 Generating function manipulations
There are many types of generating functions. In the majority of this study, we mainly deal with
ordinary generating functions (OGFs) (in Chapter 3 and Chapter 6). We also encounter the exponential
generating function EGF, however very briefly in Chapter 5. Thus, the operations we list below mainly
apply to OGF.






is an OGF of the sequence, we say G(x) generates the sequence {an}∞0 . We use the notation [xn]G(x)
to denote the nth coefficient of the series an. The first simple manipulation of OGF is addition or














an+1xn = a1+a2x+a3x2+ · · ·= 1x (a1x+a2x
2+a3x3+ . . .) =
G(x)−a0
x
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and we obtain a series generates the sequence {an+2}∞0 .
Thus, generally, given an OGF G(x) generates {an}∞0 , we can obtain a series F(x) for {an+h}∞0 by


























Suppose G(x) generates {an}∞0 , an important question is what generates {nan}∞0 . First, consider the
derivative





The difference between the coefficient and its power is 1, thus with a right shift













a0+a1x+a2x2+ . . .)
(
b0+b1x+b2x2+ . . .)
= a0
(
b0+b1x+b2x2+ . . .)+a1x
(
b0+b1x+b2x2+ . . .)+a2x2
(
b0+b1x+b2x2+ . . .)+ . . .













Let there be G(x) that generates the sequence {an}∞0 . Suppose F(x) is the geometric series i.e.











Further, since F(x) = 1/(1− x) hence the effect of dividing an OGF by a factor of (1− x) is to create
a new sequence in which the coefficient is the its partial sums.
A.2 Asymptotic of the coefficient of a power series
As pointed out that power series can be manipulated without necessarily worrying about whether the
resulting series converge. Nevertheless, if the series converge and they represent functions, then we
might be able to find the analytic properties of the series and their coefficient sequences. This turns
out to be useful in our study, since the series we that derived through various manipulations do not
have closed form and perhaps problematic to expand. Thus, we often rely on the following theorems
about the asymptotic of the coefficient to obtain our results.
A.2.1 Theorems on analyticity and asymptotic of generating functions
Below we present the important theorems regarding the analyticity and asymptotic of generating
functions. Since the proofs are involved, they are omitted, readers can visit the source material for
more details.
Let there be a power series f = ∑∞n=0 anzn where z is a complex variable. Then
Theorem 10. [Theorem 2.4.1 [63]] There exists a number R, 0 ≤ R ≤ +∞, called the radius of
convergence of the series f , such that the series converges for all values of z with |z|< R and diverges
for all z such that |z|> R. The number R is expressed in terms of the sequence {an}∞0 of coefficients of




(1/0 = ∞;1/∞= 0)
The limit superior (limsup) is defined as follows. Let there be a sequence {an}∞0 then L is the
limit superior of the sequence if
1. L is finite and
(a) for any ε > 0 there is a finite number of terms an such that an < L+ ε ,
(b) for any ε > 0 there is an infinite number of terms an such that an > L− ε , or
2. L =+∞ and for any x> 0 there is a term an > x, or
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3. L =−∞ and for any y there is a finite number of terms such that an > y.
Theorem 11. [Theorem 2.4.2 [63]] Suppose the power series f converges for all z in |z|< R, and let
f (z) denote its sum. Then f (z) is an analytic function in |z|< R. If furthermore the series diverges for
|z|> R, then the function f (z) must have at least one singularity on the circle of convergence |z|= R.
Consider the geometric series: f (z) = 1+ z+ z2+ · · ·=∑∞n=0 zn (hence an = 1 for every n≥ 0), it
is known that the series converges for |z|< 1 and diverges for |z|> 1. Thus it must be that the series
has a radius of convergence R = 1. This is true since f (z) = ∑∞n=0 zn = 1/(1− z), hence the series has
a singularity at z = 1.
Theorem 12. [The asymptotic of the coefficients of a power series] Let f (z) be analytic in some
region containing the origin, let a singularity of f (z) of smallest modulus be at a point z0 ̸= 0, and let












In this study, especially in Chapter 3 and Chapter 6, we usually obtain a function f (z) that
generates a sequence of numbers of interest i.e. the expected number of components of a graph. The
problem is that it is problematic to expand the series to obtain a formula for the coefficients of the
series. Thus, alternatively, we want to find the asymptotic behaviour of the sequence.
It is often the case that the function that we can obtain f (z) has a single singularity which is a
pole at z = z0 (i.e. f (z)→ ∞ as z→ z0). By Theorem 11, z0 is the radius of the convergence of f (z),
and f (z) is analytic in the disk |z|< z0 in which its power series expansion about the origin converges.





However, this might offer little information about the growth of the coefficients. In which case, the
strategy is to find another function g(z) which has the same singularity at z0. Then by subtracting g(z)
from f (z), we obtain a function f (z)−g(z) which is analytic in a larger disk with radius R′. Hence





, which becomes smaller thus we
might obtain some new insights about its growth.
Suppose the function f (z) is meromorphic (it is analytic except for finite number of poles), let













The above series expansion is known as the Laurent series [24] and the first summand is the principal
parts of the Laurent series about the singularity z0. Thus, by subtracting off the principal parts, the
function g(z) = f (z)−∑rj=1 a− j(z−z0) j is analytic at z0. Thus, we extend the radius of convergence from
|z0|= R to a larger disk of radius R′ > R.
In our studies, in most cases by subtracting off the principal parts, we obtain a new function g(z)
which is analytic in the whole plane i.e. its radius of convergence is R′ = ∞. Thus, by Theorem 12 the
power series coefficients of the function g(z) about the origin is < ( 1R′ + ε)
n = O(εn) for any ε > 0.
We see that





(z− z0) j < O(ε
n)
thus the growth of the coefficients of f (z) is well approximated by the coefficients of its principal
parts.
A.2.1.1 Example
Consider the function f (z) = ez/(z−1). The function ez is an entire function, meaning its radius of
convergence is infinite. However, by dividing it with (z−1) the function has a pole at z = 1. Thus, to
obtain its principal parts, we expand the series about the point z0 = 1























+ . . .
)
Thus the principal part of f (z) is g(z) = e/(z−1). Since, e is a constant and 1/(z−1) is the geometric
series with a negative sign, hence [xn]g(z) = −e. Denote by an the coefficients of f (z) and by bn
the coefficients of g(z). Let h(z) = f (z)−g(z), then h(z) is an entire function hence by Theorem 12
|an−bn|< O(εn) for n→ ∞. Thus, an ∼ bn =−e.




















thus we have approximated the nth partial sum of e with e itself.
A.2.1.2 An useful technique used in the study
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as ϕ is entire, hence ϕ(z)−ϕ(1)z−1 is analytic. So






as n→ ∞ hence [xn] f (z)∼ [xn]ϕ(1)z−1 =−ϕ(1).








Since the second function is entire, its radius of convergence is thus infinity, thus
[xn] f (z) =−e+O(εn)∼−e
as n→ ∞.
A.3 Some useful power series
A.3.1 Geometric series
1































A.4 Procedure for solving linear first order differential equation
In many cases, the derivation of a generating function requires us to solve a linear differential
equations. There is a formula for the general solution of a functional equation of such form [36] [61].
We discuss this below.
Suppose we have a functional equation of the form
f ′(x)+g(x) f (x) = h(x) (A.8)
that we would like to solve for f (x), where g(x) and h(x) are continuous functions. Let µ(x) the











Multiply both side of equation (A.8) by µ(x), we get
µ(x) f ′(x)+g(x)µ(x) = h(x)µ(x)





)′dx = ∫ h(x)µ(x)dx
















where C = c′/ec is the constant of integration.
Appendix B
Probability concentration theorems
B.1 The Chebyshev inequality
The theorem is named after Russian mathematician Pafnuty Chebyshev, although it was first formu-
lated by his friend and colleague Irénée-Jules Bienaymé [32]. The following theorem statement is
adapted from [19].
Theorem 13 (Chebyshev’s inequality). Let X be a random variable with finite expected value µ and
finite non-zero variance σ2. Then for any real number k > 0,
Pr(|X−µ| ≥ kσ)≤ 1
k2
Let kσ = t thus k = t/σ , it follows that








B.2 The Chernoff’s bound
The following theorem statement is adapted from [41].
Theorem 14 (Chernoff’s bound). Let X = ∑ni Xi where Xi is a random variable such that Pr(Xi =
1) = p and Pr(Xi = 0) = 1− p and all Xi are independent. Then
Pr(|X−E[X ]| ≥ δE[X ])≤ 2e−δ 2E[X ]/3 (0< δ < 1) (B.1)

Appendix C
Clustering metrics and algorithms
C.1 Quality metric of clustering
C.1.1 The modularity Q
The measure is calculated as follows [44]: let Q denote the modularity score, let A be a graph’s
adjacency matrix i.e. Auv = 0 if there is no edge between vertex u and v, else Auv = 1. Consider a
graph G(V,E), with |V |= n and |E|= m, let d(v) be the degree of a vertex v. Now, let us reconstruct
G using the configuration model. Suppose for every vertex v its edges are cut in half leaving a number
of d(v) stubs and the total number of stubs is: ∑v∈V d(v) = 2m. Then, the stubs are rewired by
connecting a pair of stubs uniformly at random. As loops and multiple-edges may exist, we reject
these cases and consider only simple graph.
Assuming vertices are belong in communities and the communities are indexed, let c(v) denotes
the community that vertex v belongs. Then define δ{c(v),c(u)} as a function that denotes the
membership comparison between a pair vertex v and u which yields 1 if c(v) = c(u) and 0 otherwise.
Select a pair of vertices v, u and let us calculate the probability that the edge (v,u) exists. For each
stub of v, the probability that the stub connects with any of stub of u is: d(u)/(2m−1). Since there





for large m. The difference between actual number of edge and expected number of edge for that pair








Since δ = 0 for every pair of vertices that does not belong in a cluster, the only contributors to the
sum is therefore those belong in a same cluster. Let C be the set of clusters, then equation (C.1) can

















Since the summations are taken on the adjacency matrix, the first summand counts twice the number
of edges in c and the second sum is taken over every possible pair of vertices in c. Thus, we have the










where ec is the number of edges in cluster c and dc is the sum degree of vertices in c.
C.1.2 Contingency table for pair-wise matching calculation
Consider two generic partitionsT andC both contain a set of unique elements. LetT = {T1,T2 . . .Ti}
(i > 0; i ∈ N), where each Ti is a disjoint set of vertices Ti = {u,v, . . .}; ∑ |Ti| = n. And similarly,
C = {C1,C2 . . .C j}, where j may or may not equal i; and each set C j = {v,w, . . .} is a disjoint set of
vertices ∑ |C j|= n.
To compute the required pair:
1. a, the number of pairs of elements in V that are in the same set in T and in the same set in C ;
2. b, the number of pairs of elements in V that are in different sets in T and in different sets in C ;
3. c, the number of pairs of elements in V that are in the same set in T and in different sets in C ;
4. d, the number of pairs of elements in V that are in different sets in T and in the same set in C ;
consider following contingency table where each entry ni j is the intersection between Ti and C j:
T1 T2 . . . Ti
C1 n11 n12 . . . n1i n1.







C j nr1 nr2 . . . ni j n j.
n.1 n.2 . . . n.i n.. = n
Table C.1 Contingency Table for Comparing Two Sets.
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C.2 Clustering algorithms in comparison
C.2.1 Edge-Betweenness Centrality Clustering.
The algorithm’s procedure is as follows:
1. For each edge in the network, calculate its edge-betweenness;
2. Remove the edge with the highest betweenness;
3. Recalculate the edge-betweeness for all edges affected by the removal;
4. Repeat from step 2 until no edge remain.
It should be noted that, in [23] there is no direct instruction given regarding how to interpret the results
obtained from the algorithm. Nevertheless, it is widely acknowledged that a dendogram is typically
useful. In this direction, a dendogram can be built using the order of removal and the value of the
edge-betweennness of the removed edges to indicate height of the branch. A procedure for building
the dendogram can be as follows: assume the removed edges are stored in a stack (first-in, last-out
buffer), pop the stack we obtain an edge that connects exactly a pair of leaf-vertices (vertex of degree
1), in the dendogram connect these pair by adding a branch with its height equals its edge-betweenness.
Merge the pair and keep popping the stack, connect pair of vertices or merged-vertices until the stack
is empty. The result dendogram is very useful to visually illustrate the arrangement of clusters i.e. in
figure 7.5 the two large communities can be easily seen, connected by the top (highest) branch.
While being visually useful, the use of dendogram may requires some supervisions for interpreting
results i.e. which branch to cut to obtain some number of desired-properties communities. Therefore,
to compare the output with the ground-truth, we can either: stops when the number of communities
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equals to a predefined number of communities k (number of communities in the ground-truth); or
keeping track of the current Q at each iteration and take the network-snapshot that produce the highest
Q as the output. Since the objective of the algorithm is to maximise modularity, we perform the latter
in our experiments.
Naively, the edge-betweenness clustering is quite complex. In practice, to calculate the between-
nesses a modified version of Breadth-First-Search is used, which takes O(mn) for a graph of m edges
and n vertices [42]. Since the procedure is repeated until no edge remains, the worst case running
time of the algorithm is therefore O(m2n).
C.2.2 Fast Greedy Modularity Optimisation.
The main operations of this algorithm involves:
1. finding the changes in Q or ∆Q that would result from merging of each pair of communities;
2. choosing the largest increase ∆Q;
3. performing the merge.
Originally, in [43] these steps are carried out by imagine the original graph as a multigraph, in which
a community is represented by a vertex, bundles together edges connect different communities, and
intra-community edges are represented as self-edges. The adjacency matrix of this multigraph is then
maintained after the joining of two communities i and j by replacing the ith and jth rows and columns
by their sum; and so on. It is noted that calculating ∆Qi j and finding the pair i, j with the largest value
then becomes time-consuming.
Clauset et al [8] point out that out that the update of the matrix involves a large number of useless
operations, due to the sparsity of the adjacency matrix. Thus, this operation can be performed more
efficiently by using appropriate data structures for sparse matrices, particularly:
• A sparse matrix containing ∆Qi j for each pair i, j of communities with at least one edge between
them (since two communities with no edge between them can never produce an increase in Q).
Whence each row of the matrix is stored both as a balanced binary tree (so that elements can be
found or inserted in O(log n) time) and as a maxheap (so that the largest element can be found
in constant time).
• A max-heap containing the largest element of each row of the matrix ∆Qi j along with the labels
i, j of the corresponding pair of communities.
• An ordinary vector array with elements ai.
Define
∆Qi j =
ei j−d(i)d( j)/(2m)2 if i and j are connected;0 otherwise
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where ei j is the fraction of edges that join vertices in community i and j; and d(i) is the total degree




which is the fraction of ends of edges that are attached to vertices in community i.
The procedure is then:
1. Calculate the initial values of ∆Q and ai, and populate the max-heap with the largest element of
each row of the matrix;
2. Select the largest ∆Q from max-heap, join the corresponding communities, update the matrix,
max-heap and ai and increment Q;
3. Repeat step 2 until only one community remains.
It is proved that the complexity of the algorithm is O(md logn), where d is the depth of the
dendrogram, which grows as logn for graphs with a strong hierarchical structure, for which the
running time is then O(n log2 n).
C.2.3 Louvain Method for Large Networks
The Louvain method, consists of two phases, which are executed recursively:
1. Each vertex is considered a community. For each vertex v and its adjacency list ad jv; for each
neighbour u of v: u ∈ ad jv compute the gain in modularity ∆Q by putting v in community of
u. Then, v selects the neighbour which yields the largest ∆Q, with the condition that ∆Q> 0.
Otherwise, v stays in its original community. The first phase stops when a local maxima is
achieved.
2. Each community is merged as one super-vertex, and the process is repeated from step 1.
The end result of the algorithm yields a hierarchical, multi-level clustering in which the graph’s
structure corresponds to the number of time that step 2 is executed.
C.2.4 Infomap
The authors use random walk as the proxy of information, the process carries out as follows:
1. Each vertex in the graph is given a unique name using some efficient method of encoding i.e.
Huffman encoding;
2. Let the walk takes some number k steps. For each step taken, its traversed-vertex is recored
using its unique coding. The whole walk can then be represented by a sequence of vertices’
name or coding.
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3. Having the walk’s coding, the problem of partitioning now can be translated to a coding
problem: to find a partition that minimise the expected description length of the coding. The
minimisation is achieved through incorporating greedy search with simulated annealing, more
particularly the modularity optimisation strategy is adopted from Louvain method. To ensure
ergodicity, a restart probability is later introduced.
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