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THE GENUS OF THE ERDO˝S-RÉNYI RANDOM GRAPH
AND THE FRAGILE GENUS PROPERTY
CHRIS DOWDEN∗, MIHYUN KANG∗, ANDMICHAEL KRIVELEVICH‡
MARCH 28, 2019
ABSTRACT. We investigate the genus g (n,m) of the Erdo˝s-Rényi random graph G(n,m), provid-
ing a thorough description of how this relates to the functionm =m(n), and finding that there is
different behaviour depending on which ‘region’m falls into.
Results already exist for m ≤ n2 +O(n2/3) and m = ω
(
n
1+ 1j
)
for j ∈ N, and so we focus on the
intermediate cases. We establish that g (n,m) = (1+ o(1))m2 whp (with high probability) when
n≪m = n1+o(1), that g (n,m) = (1+o(1))µ(λ)m whp for a given function µ(λ) when m ∼ λn for
λ> 1
2
, and that g (n,m)= (1+o(1)) 8s3
3n2
whp whenm = n
2
+ s for n2/3≪ s≪ n.
We then also show that the genus of a fixed graph can increase dramatically if a small number
of random edges are added. Given any connected graph with bounded maximum degree, we
find that the addition of ǫn edges will whp result in a graph with genus Ω(n), even when ǫ is an
arbitrarily small constant! We thus call this the ‘fragile genus’ property.
1. INTRODUCTION
1.1. Background andmotivation. The Erdo˝s-Rényi randomgraphG(n,m) (taken uniformly at
random from the set of all labelled graphs with vertex set [n]= {1,2, . . . ,n} and exactlym edges)
and the binomial random graphGn,p (the graph on [n] where every edge occurs independently
at random with probability p) have been a source of fascination for many decades, produc-
ing numerous exciting results (see, for example, [4, 11, 14] for research monographs devoted
entirely to random graphs).
In this work, we are interested in the genus of a graph. A graph is said to have genus g if this
is the minimum number of handles that must be attached to a sphere in order to be able to
embed the graphwithout any crossing edges. Hence, the simplest case when g = 0 corresponds
to planar graphs.
The genus is one of the most fundamental properties of a graph, and plays an important role
in a number of applications and algorithms (e.g. colouring problems [29] and the manufacture
of electrical circuits [12, 24]). It is naturally intriguing to consider the genus of a random graph,
and suchmatters are also related to randomgraphs on surfaces (see, for example, Question 8.13
of [18] and Section 9 of [8]). In addition, results on the genus of random bipartite graphs [16]
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were recently used to provide a polynomial-time approximation scheme for the genus of dense
graphs [15].
The genus of the binomial randomgraphwas first studiedby Archdeacon andGrable [1], who
showed that Gn,p has genus (1+ o(1))pn
2
12 with high probability (whp for short, meaning with
probability tending to 1 as n →∞— see Definition 2.3) if p2(1− p2) ≥ 8(logn)
4
n
. A particularly
notable consequence of this result (by taking p = 12 ) is that the classical uniform random graph
G(n) (taken uniformly at random from the set of all labelled graphs on [n]) must then have
genus (1+o(1))n224 whp.
As noted in [1], results for the genus of Gn,p can be transferred into analogous results for
the genus g (n,m) of G(n,m). Taking into account later work by Rödl and Thomas [31] (which
deals with a substantially wider range for p), these show that g (n,m) = (1+o(1))m6 whp when
m =Θ(n2) and that g (n,m)= (1+o(1)) jm2( j+2) whp when n
1+ 1j+1 ≪m≪n1+
1
j for j ∈N.
Separately, importantwork has also been carried out to determine the probability thatG(n,m)
is planar (i.e. has zero genus)whenm is comparatively small. In particular, it is nowwell-known
thatG(n,m) is planarwhpwhenm< n
2
−ω
(
n2/3
)
(see [27]) and that liminfP[G(n,m) is planar]>
0whenm = n2+O
(
n2/3
)
(see [27] and [30]). For other interesting results in this area, see also [13]
and [17].
It is our aim here to bridge the gap between the m ≫ n1+
1
j+1 and m = n2 +O
(
n2/3
)
results.
We provide a thorough description of this intermediate region, finding that there is different
behaviour depending on whether (i) n≪m = n1+o(1), (ii)m ∼ λn for λ> 1
2
, or (iii)m = n
2
+ s for
s > 0 satisfying n2/3≪ s≪ n.
We then turn our attention to an interesting related problem,concerning the genus of a graph
that is partially random. Here, we take a base graph, and examine the supergraph formed by
adding some random edges (soG(n,m) corresponds to the special case when the base graph is
empty).
This type of model is sometimes called a ‘randomly perturbed’ graph, and was first intro-
duced in [3], where the number of random edges needed for Hamiltonicity was studied (the
model is also related to the study of ‘smoothed analysis’ of algorithms, initiated in [32]).
Subsequent work has then involved investigations of the clique number, chromatic number,
diameter, and vertex-connectivity [2]; subgraphs and Ramsey properties [23]; expansion prop-
erties [9, 22]; and subtrees [7, 20]; as well as generalisations to hypergraphs and digraphs [10,
19, 28, 33].
In this paper, our focus is on the genus. We take an arbitrary connected base graph H with
bounded maximum degree, and examine the supergraph G formed by adding random edges.
Rather surprisingly, we find that G will whp have high genus, even if H has low genus and the
number of random edges added is relatively small. We thus call this the ‘fragile genus’ property.
1.2. Main results. Themain contributions of this paper are two-fold. Firstly, we obtain a com-
plete picture of the genus g (n,m) of the Erdo˝s-Rényi random graphG(n,m) for all values ofm,
by producing precise results for the previously uncharted regions. Secondly, we then initiate the
study of how the genus of a fixed graph is affected when random edges are added, discovering
the fragile genus property.
Let us now present our main results in detail. In the first of these, we consider g (n,m) for
the region when n≪m = n1+o(1) (e.g. this would be the case for a function such asm = n lnn).
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Note that this is not an area that is covered by existing work, but we obtain the following tight
bounds:
Theorem 1.1. Let m =m(n) satisfy n≪m = n1+o(1). Then with high probability
(1−o(1))m
2
≤ g (n,m)≤ m
2
.
Perhaps the most obvious gap in previous knowledge concerns the case whenm is linear in
n, but above the threshold for planarity (i.e. the strictly supercritical regime). We show that the
genus behaves smoothly in this region:
Theorem 1.2. Let m =m(n)∼λn for some fixed λ> 1
2
. Then with high probability
g (n,m)= (1+o(1))µ(λ)m,
where the function µ :
(
1
2
,∞
)
→R,λ 7→µ(λ) defined by
µ(λ)= 1
4λ2
∞∑
r=1
r r−2
r !
(
2λe−2λ
)r
+ 1
2
(
1− 1
λ
)
is strictly positive, monotonically increasing, continuous, and satisfies µ(λ)→ 0 as λ→ 12 and
µ(λ)→ 12 as λ→∞.
One of the most fascinating areas of study in random graphs has been the behaviour of
G(n,m) whenm is close to n2 , as many important features have been found to emerge around
this key point. Here, we examine in detail the slightly supercritical regime whenm = n2 + s for
s > 0 satisfying n2/3≪ s≪ n (i.e. precisely the region between the planarity threshold and the
linear case dealt with in Theorem 1.2), showing exactly how the genus grows:
Theorem 1.3. Let m =m(n)= n2 + s(n), where s = s(n) satisfies s > 0 for all n and n2/3≪ s≪ n.
Then with high probability
g (n,m)= (1+o(1)) 8s
3
3n2
.
All these results are summarised in Table 1, which gives an exciting picture of how the genus
g = g (n,m) behaves as m grows. In particular, it is intriguing to see that the ratio of g to m
increases from 0 to 12 untilm becomes superlinear in n, after which it then decreases from
1
2 to
1
6 (see Section 8 for a discussion of this).
Finally, we turn our attention to our last main result, which concerns the fragile genus prop-
erty. Here, we take an arbitrary connected graph H with bounded maximum degree, and a
randomgraphR on the same vertex set, andwe consider the genus g (G) of the graphG =H∪R .
We make an interesting discovery, finding that g (G) will whp be rather large, even if H and R
are both planar:
Theorem1.4. Let∆ be a fixed constant, and let H =H(n,∆) be a connected graph with n vertices
and maximum degree at most ∆. Let k = k(n)→∞ as n→∞, and let R = R(n,k) be a random
graph on V (H) consisting of exactly k edges chosen uniformly at random from
(V (H)
2
)
. Let G =
G(n,∆,k)=H ∪R. Then with high probability
g (G)=Θ
(
max
{
g (H),k
})
.
3
TABLE 1. A summary of the genus g := g (n,m) of the random graphG(n,m).
m =Θ
(
n2
)
g = (1+o(1))m
6
whp See [31]
n
1+ 1j+1 ≪m≪n1+
1
j g = (1+o(1)) jm2( j+2) whp See [31]
m =Θ
(
n
1+ 1j
)
(1+o(1)) ( j−1)m2( j+1) See [31]
≤ g ≤ (1+o(1)) jm
2( j+2) whp
n≪m = n1+o(1) (1−o(1))m2 ≤ g ≤ m2 whp Theorem 1.1
m ∼λn, λ> 12 g = (1+o(1))µ(λ)m whp, Theorem 1.2
where µ(λ)→ 0 as λ→ 12
and µ(λ)→ 1
2
as λ→∞
m = n2 + s, g = (1+o(1)) 8s
3
3n2
whp Theorem 1.3
s > 0 and n2/3≪ s≪ n
m− n2 ∼ cn2/3 limn→∞P[g = 0]= r (c) ∈ (0,1), See [27]
where r (c)→ 1 as c→−∞
and r (c)→ 0 as c→∞
m < n
2
−ω
(
n2/3
)
g = 0 whp See [27]
Note that for limsupn→∞
k
n
< 12 , the restriction on the maximum degree in Theorem 1.4 is
essential, since otherwise we could take H to be a star on n vertices (observe that whp the ran-
dom graph R would consist only of trees and unicyclic components, and would consequently
be outerplanar, and so the overall graphG would then have genus zero).
1.3. Techniques and outline of the paper. Our proofs typically utilise Euler’s formula. Given a
graphG , this states that the genus g (G) satisfies
g (G)= 1
2
(e(G)−|G |− f (G)+κ(G)+1),
where e(G) is the number of edges ofG , |G | is the number of vertices ofG , f (G) is the number of
faces of G when embedded on a surface of minimal genus (i.e. a sphere to which g (G) handles
have been attached), and κ(G) is the number of components ofG .
Consequently, our results often involve establishing new bounds for f (G(n,m)), the number
of faces ofG(n,m) when embedded on a surface of minimal genus. For instance, this might be
achieved by first bounding the number of short faces through probabilistic calculations on the
number of short cycles, and then separately bounding the number of larger faces using the fact
that the total sum of all face sizes must be 2e(G).
Wenote that a key ingredient here is a new result (Corollary 2.7) relating f (G(n,m)) to f
(
Gn,p
)
for p = p(n)= m
(n2)
, thus allowing us to work with theGn,p model when this is more convenient.
It is hoped that this may also prove to be of use to future researchers in this area.
4
Unfortunately, the number of short cyclesmay in fact be a gross over-estimate for the number
of small faces if there are actually many large faces that consist of a short cycle with large trees
rooted on the cycle (see Figure 1).
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FIGURE 1. An embedding with two large faces.
Hence, in order to attain the required level of accuracy, we sometimes find it better to deal
directly with the 2-core ofG(n,m) (see Definition 5.5) rather than with the entire graph— note
that this determines the overall genus.
Finally, the proof of Theorem 1.4 exploits a result from [21] for decomposing the base graph
H into connected pieces of prescribed size. We construct a particularminor ofG where each of
these pieces is condensed into a vertex (note that the genus of G is at least the genus of any of
its minors), and we find that we can obtain our result by applying Theorem 1.2 to this minor.
We structure the paper as follows: in Section 2, we state the relevant terminology, notation,
and key facts; in Section 3, we begin our investigationof g (n,m) with results for whenm =ω(n),
proving Theorem 1.1; in Section 4, we deal with the case whenm ∼ λn for λ> 12 , proving The-
orem 1.2; in Section 5, we fill in the remaining gap by determining the behaviour in the region
m = n
2
+s for n2/3≪ s≪ n, proving Theorem 1.3; in Section 6, we use our results to examine the
contiguity (see Definition 6.2) of G(n) and G(n,m) with random graph models of given genus;
in Section 7, we turn our attention to the fragile genus property, proving Theorem 1.4; and then
finally, in Section 8, we discuss our results and the remaining open problems.
2. PRELIMINARIES
In this section, we shall firstly (in Subsection 2.1) provide details of the notation and defini-
tions that will be used throughout the paper, and then (in Subsection 2.2) we shall present three
important results that will be of great use to us.
2.1. Notation and definitions. Let us first note that we shall always take n andm =m(n) to be
integers satisfying n > 0 andm ≥ 0, even if this is not always explicitly stated.
We start with the definitions of the standard random graphmodels:
Definition 2.1. We shall let G(n,m) denote a graph taken uniformly at random from the set of
all labelled graphs on the vertex set [n] := {1,2, . . . ,n}with exactly m =m(n) edges.
We shall let Gn,p denote a graph on [n]where every edge occurs independently at randomwith
probability p = p(n), and we shall use G(n) to denote Gn, 12 (i.e. a graph taken uniformly at ran-
dom from the set of all labelled graphs on [n]).
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Next, we state the notation to be used for various key characteristics:
Definition 2.2. Given a graph G, we shall use |G | to denote the number of vertices of G, e(G) to
denote the number of edges of G, g (G) to denote the genus of G, κ(G) to denote the number of
components of G, and f (G) to denote the number of faces of G when embedded on a surface of
genus g (G).
We also define random variables g (n,m) := g (G(n,m)), κ(n,m) := κ(G(n,m)), and f (n,m) :=
f (G(n,m)).
Given a particular embedding of a graph, we shall use the length of a face to mean the number
of edges with a side in the face, counting an edge twice if both sides are in the face (for example,
the embedding shown in Figure 2 has one face of length six and one face of length four).
❧
❧
❧
❧
r r
r
r r
FIGURE 2. An embedding with faces of length six and four.
We now also provide details of our order notation:
Definition 2.3. Given non-negative functions a(n) and b(n), we shall use the following notation:
• a(n)=Ω(b(n))means there exists a constant c > 0 such that a(n)≥ cb(n) for all large n;
• a(n)=O(b(n))means there exists a constant C such that a(n)≤Cb(n) for all large n;
• a(n)=Θ(b(n))means a(n)=Ω(b(n)) and a(n)=O(b(n));
• a(n)=ω(b(n)) or a(n)≫ b(n)means a(n)
b(n) →∞ as n→∞;
• a(n)= o(b(n)) or a(n)≪ b(n)means a(n)
b(n)
→ 0 as n→∞;
• a(n)∼ b(n)means a(n)= (1+o(1))b(n).
We shall say that a random event Xn happens with high probability (whp) if P(Xn)→ 1 as
n→∞. Given a non-negative random variable a(n) and a non-negative function b(n), we shall
use the following notation:
• a(n)=Ω(b(n))whpmeans there exists a constant c > 0 such that a(n)≥ cb(n)whp;
• a(n)=O(b(n))whpmeans there exists a constant C such that a(n)≤Cb(n)whp;
• a(n)=Θ(b(n))whpmeans a(n)=Ω(b(n))whp and a(n)=O(b(n))whp;
• a(n)=ω(b(n))whp or a(n)≫ b(n)whpmeans that, given any constant K , we have a(n)
b(n) >
K whp;
• a(n) = o(b(n)) whp or a(n)≪ b(n) whp means that, given any constant ǫ > 0, we have
a(n)
b(n) < ǫwhp;
• a(n)∼ b(n)whpmeans a(n)= (1+o(1))b(n)whp.
Note that we shall always take all asymptotics to be as n→∞, even if this is not always ex-
plicitly stated.
2.2. Key facts. In this subsection, we shall formally present two important well-known results,
together with a new corollary. The first is Euler’s formula, which we have already seen:
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Theorem 2.4 (Euler’s formula). Let G be a graph. Then
g (G)= 1
2
(e(G)−|G |− f (G)+κ(G)+1).
For the second key result, we first require the following definition:
Definition 2.5. We say that a property ismonotone increasing if whenever an edge is added to a
graph with the property, then the resulting graph also has the property.
Similarly, we say that a property ismonotone decreasing if whenever an edge is deleted from
a graph with the property, then the resulting graph also has the property.
We say that a property ismonotone if it is eithermonotone increasing ormonotone decreasing.
Wemay now state the aforementioned second crucial result:
Theorem 2.6 (see, for example, Proposition 1.15 of [14]). Given m =m(n), let p = p(n) = m
(n2)
.
Then if a monotone property holds whp for Gn,p , it also holds whp for G(n,m).
Note that, for any function x = x(n), the property that g (G)≤ x ismonotone, as is the property
that g (G)≥ x.
Unfortunately, the same cannot be said if we replace g (G) with f (G), the number of faces ofG
when embedded on a surface of minimal genus. For instance, let C+5 denote the graph formed
be adding one edge to C5, let K
−
5 denote the graph formed be removing one edge from K5, and
note that we have f (C5) = 2, f
(
C+5
)
= 3, f
(
K−5
)
= 6, and f (K5) = 5 (observe that the first three
graphs are planar, while K5 has genus one).
Hence, adding an edge can actually increase or decrease (or have no impact on) f (G) (to
be precise, adding an edge between two components will leave f (G) unchanged, and adding an
edgewithin a componentwill result in f (G) either increasing by 1 or decreasing by 1, depending
on whether the genus stays the same or increases).
However, the function f (G)−e(G) is certainlymonotone decreasing (one way to see this is to
note that Euler’s formula gives f (G)−e(G)= κ(G)+1−|G |−2g (G), and κ(G) and g (G) are clearly
monotone decreasing and monotone increasing, respectively). Using this, we may in fact still
apply Theorem 2.6 to derive a useful new equivalence result for the number of faces:
Corollary 2.7. Let m = m(n) → ∞ as n → ∞, let p = p(n) = m
(n2)
, and suppose x = x(n) is a
function such that f
(
Gn,p
)
≤ x whp. Then
f (n,m)≤ x+o(m) whp.
Proof. We are required to show that, given any constant ǫ> 0, we have f (n,m)< x+ǫm whp.
Note that e
(
Gn,p
)
has variance
(n
2
)
p(1− p) ≤m, and hence has standard deviation at most
m1/2, which is o(m) sincem→∞. Thus, since e
(
Gn,p
)
has expectation exactly
(n
2
)
p =m, it fol-
lows that, given any constant ǫ> 0, we have e
(
Gn,p
)
> (1−ǫ)mwhp. Therefore, since f
(
Gn,p
)
≤ x
whp, we then have f
(
Gn,p
)
−e
(
Gn,p
)
< x− (1−ǫ)m whp.
Now recall our observation that f (G)−e(G) is a monotone decreasing function, fromwhich it
follows that the property that a graph satisfies f (G)−e(G)< x−(1−ǫ)m is monotone increasing.
Hence, wemay apply Theorem 2.6, thus obtaining f (n,m)−m < x−(1−ǫ)m whp, i.e. f (n,m)<
x+ǫm whp, as desired. 
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We note in passing that the o(m) term in the statement of Corollary 2.7 can actually be re-
duced to o
(
m
1
2+δ
)
for any δ> 0 (by the same proof). However, wewill not require such accuracy
in this paper.
3. m =ω(n): PROOF OF THEOREM 1.1
We now come to our firstmain section, where our focus is to produce a full account of g (n,m)
for the case m≫ n. We shall start by stating (in Theorem 3.1 and Theorem 3.2) the previously
known results for this region, before then completing the picture with a proof of Theorem 1.1.
The proof will employ Euler’s formula, and will hence involve obtaining results on the num-
ber of faces of G(n,m). The main work here will be done in Lemma 3.3, where we shall utilise
Corollary 2.7 to allow us to work with the analogousGn,p model, and then use probabilistic ar-
guments to bound the number of short cycles, and hence the number of short faces, and then
the total number of faces.
Let us beginwith the aforementioned two existing results from [31], which have been rephrased
forG(n,m) by applying Theorem 2.6:
Theorem 3.1 (rephrased from Theorem 1.2 of [31]). Let m =m(n) satisfy n1+
1
j+1 ≪m≪ n1+
1
j
for some fixed j ∈N. Then
g (n,m)= (1+o(1)) jm
2( j +2) whp.
Theorem 3.2 (rephrased from Theorem 1.4 of [31]). (i) Let m =m(n)=Θ
(
n
1+ 1j
)
for some fixed
j ∈N>1. Then
(1+o(1))( j −1)m
2( j +1) ≤ g (n,m)≤ (1+o(1))
jm
2( j +2) whp.
(ii) Let m =m(n)=Θ
(
n2
)
. Then
g (n,m)= (1+o(1))m
6
whp.
Note that we are left with a gap for the region n≪m = n1+o(1), which we shall fill with Theo-
rem 1.1. As mentioned, the proof will require us to first obtain bounds on f (n,m):
Lemma 3.3. Let m =m(n) satisfy both m→∞ as n →∞ and m≪ n1+
1
j for some fixed j ∈ N.
Then
f (n,m)≤ (1+o(1)) 2
j +2m whp.
Proof. We will use the Gn,p model with p = m(n2) , and show that the number of faces is at most
(1+o(1)) 2
j+2
(n
2
)
p whp (we will then be done, by an application of Corollary 2.7). Thus, we are
required to show that, given any constant ǫ > 0, the number of faces is at most (1+ ǫ) 2
j+2
(n
2
)
p
whp.
We will follow a similar argument to that used in the proof of Theorem 3.1 (see [31]), which
involves showing thatwhpGn,p will have few short cycles, and hence few small faces, and hence
few faces in total.
8
Note that the expected number of cycles inG =Gn,p of length at most j +1 is
j+1∑
i=3
(
n
i
)
i !
2i
p i ≤
j+1∑
i=3
nip i
2i
≤
j+1∑
i=3
(np)i
≤ ( j +1)max
{
np, (np) j+1
}
(since either np ≤ 1 or np ≥ 1)
= O
(
max
{
np, (np) j+1
})
= O
(
(np)max
{
1,(np) j
})
= o(n2p)
(
since 1≪n and np = nm(n
2
) ≪ n2+
1
j
n2
= n
1
j
)
.
Thus, by Markov’s inequality, we can say that whp G has no more than 12( j+2)ǫ
(n
2
)
p cycles of
length at most j +1.
Let us now consider an embedding of G . Note that the statement of this lemma is certainly
true ifG is acyclic (since then there is only one face), so we may assume thatG is not acyclic, in
which case every face of the embeddingmust contain a cycle.
Let f ′ denote the number of faces in this embedding with length at most j +1. Then every
such facemust contain a cycle of length atmost j+1, and every such cycle can only be included
in at most two faces. Hence, whp we have
f ′ ≤ 1
j +2ǫ
(
n
2
)
p. (1)
Now let f denote the total number of faces in this embedding, and observe that
2e(G)≥ 3 f ′+ ( j +2)( f − f ′)= ( j +2) f − ( j −1) f ′.
Thus, we have
f ≤ 2
j +2e(G)+
j −1
j +2 f
′
≤ 2
j +2e(G)+ f
′
≤ 2
j +2e(G)+
1
j +2ǫ
(
n
2
)
p whp (by (1))
≤ 2
j +2
(
1+ ǫ
2
)(n
2
)
p+ 2
j +2
ǫ
2
(
n
2
)
p whp
= (1+ǫ) 2
j +2
(
n
2
)
p,
and so we are done. 
As a consequence of Lemma 3.3, we may derive the following important corollary:
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Corollary 3.4. Let m =m(n) satisfy both m→∞ as n→∞ and m ≤ n1+o(1). Then
f (n,m)= o(m) whp.
Proof. We are required to show that, given any constant ǫ> 0, we have f (n,m)< ǫm whp.
We may simply choose a value j ∈N such that j > 2(1+ǫ)ǫ −2, in which case 2j+2 < ǫ1+ǫ . Then,
by Lemma 3.3, we have
f (n,m) < (1+ǫ) 2
j +2m whp
< (1+ǫ) ǫ
1+ǫm
= ǫm,
and so we are done. 
The proof of Theorem 1.1 is now straightforward:
Proof of Theorem 1.1. The upper bound holds for allm —we simply use Euler’s formula
g (n,m)= 1
2
(m−n− f (n,m)+κ(n,m)+1)
from Theorem 2.4, and observe that n ≥ κ(n,m) and f (n,m)≥ 1.
The lower bound also follows from Euler’s formula, using n = o(m) and f = o(m) whp by
Corollary 3.4. 
4. m ∼λn FOR λ> 12 : PROOF OF THEOREM 1.2
In this section, we shall deal with the case when m ∼ λn for λ > 12 by proving Theorem 1.2,
showing that g (n,m)= (1+o(1))µ(λ)m for the given function µ(λ) satisfying the various stated
properties.
The proof again utilises Euler’s formula and Corollary 3.4 on f (n,m). For Theorem 1.1, the
role of κ(n,m) was insignificant, since we hadm≫ n ≥ κ(n,m). However, since we now have
m =O(n), this time we find that we require more precise knowledge of κ(n,m), and we extract
this (in Corollary 4.5) from work in [4].
In order to establish the desired properties of µ(λ), we shall find it helpful to first consider a
related function u (see Defintion 4.1), and so the first half of this section will involve investigat-
ing the latter. We start with the definition:
Definition 4.1. Let the function u : [0,∞)→R,c 7→u(c) be defined by
u(c)= 1
c
∞∑
r=1
r r−2
r !
(
ce−c
)r
.
Note that this function is well-defined, since the function c 7→ ce−c is maximised at c = 1
and so r
r−2
r ! (ce
−c )r ≤ r r−2r ! e−r ≤ r
−5/2p
2π
by Stirling’s bound, which means that the sum does indeed
converge (and at c = 0, we have u(c)= 1).
Let us next observe two fundamental properties of the function u:
Lemma 4.2 ([4], remark following Theorem 5.12).
u(c)= 1− c
2
for c ∈ [0,1].
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Lemma 4.3. The function u(c) is continuous for c ≥ 0.
Proof. Since we already have continuity at c = 0 by Lemma 4.2, it now suffices for us to show
that the sum
∑∞
r=1
r r−2
r ! (ce
−c )r is uniformly convergent.
But since the function c 7→ ce−c is maximised at c = 1, this reduces to just showing that∑∞
r=1
r r−2
r !
e−r converges. For this, we may then simply use Stirling’s bound r ! ≥
p
2πr
(
r
e
)r
and
the observation that
∑∞
r=1 r
−5/2 converges, and we are done. 
Asmentioned, the proof of Theorem 1.2 will use Euler’s formula, andwill require us to collect
accurate information on κ(n,m). The following two results relating this to the function u will
consequently be extremely useful:
Theorem 4.4 ([4], Theorem 6.13). Let m =m(n)= cn2 for c = c(n)≤ 8logn, and let β ∈
(
2
3 ,1
)
be a
fixed constant. Then
P
[∣∣κ(n,m)−u(c)n∣∣≥ (logn)nβ]≤ 100n1−2β(logn)−1.
Corollary 4.5. Let λ≥ 0 be a fixed constant. Then
κ(n,⌊λn⌋)= (1+o(1))u(2λ)n whp.
Proof. By Theorem 4.4 (with c = c(n)= 2⌊λn⌋
n
), we have
κ(n,⌊λn⌋)= (1+o(1))u
(
2⌊λn⌋
n
)
n whp,
and so the result then follows from the continuity of u (see Lemma 4.3). 
Wemay also derive a second helpful corollary:
Corollary 4.6. Let λ≥ 0 be a fixed constant. Then
u(2λ)= lim
n→∞
1
n
E [κ(n,⌊λn⌋)] .
Proof. Note first that Corollary 4.5 implies that u(2λ)≤ 1, and hence we must always have
|κ(n,⌊λn⌋)−u(2λ)n| ≤ n. (2)
Given any ǫ> 0, Corollary 4.5 also implies that there exists N =N (ǫ) such that
P[|κ(n,⌊λn⌋)−u(2λ)n| > ǫn]< ǫ (3)
for all n ≥N .
Hence, by combining (2) and (3), we obtain
E[|κ(n,⌊λn⌋)−u(2λ)n|]≤ 2ǫn
for all n ≥N .
Thus, since ǫwas arbitrary, we have
E [κ(n,⌊λn⌋)]= u(2λ)n+o(n),
and so we are done. 
We shall now prove one final lemma, after which we shall then have all the ingredients ready
for our proof of Theorem 1.2:
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Lemma 4.7. For all c > 0, the derivative u′(c) exists and is monotonically increasing (and so the
function u(c) is convex for c ≥ 0).
Proof. We shall first look to establish that the derivative u′(c) exists for all c > 0.
Let δ ∈ (0,1) be a constant, and note (by Lemma 4.2) that it suffices for us to consider c ≥ δ
(it would not be enough just to consider c ≥ 1, since we need to rule out the possibility that the
derivatives from the left and right at c = 1 are different). Hence, we must show that the sum of
derivatives ∞∑
r=1
(
d
dc
(
1
c
r r−2
r !
(
ce−c
)r ))
is uniformly convergent in any compact interval of [δ,∞).
We have
d
dc
(
1
c
r r−2
r !
(
ce−c
)r ) = 1
c
r r−2
r !
(
ce−c
)r−1
re−c(1−c)− 1
c2
r r−2
r !
(
ce−c
)r
= (1−c)
c2
r r−1
r !
(
ce−c
)r − 1
c2
r r−2
r !
(
ce−c
)r
.
Thus, since δ> 0, it suffices for us to show that the sums∑∞r=1 r r−1r ! (ce−c )r and∑∞r=1 r r−2r ! (ce−c )r
are both uniformly convergent.
But recall that we have already shown the latter during the proof of Lemma 4.3, and note
that the former follows from the same argument (using the convergence of
∑∞
r=1 r
−3/2 instead
of
∑∞
r=1 r
−5/2).
Hence, the derivative u′(c) exists for all c > 0.
We shall now show that u′(c) is monotonically increasing for all c > 0. Note that it is difficult
to do this by investigating the second derivative u′′(c), since adapting the uniform convergence
arguments above would this time lead us to a comparison with
∑∞
r=1 r
−1/2, which is divergent.
Hence, we shall instead introduce an alternativemethod involving Corollary 4.6.
Observe that the graph G(n,m) may be constructed by adding edges one-by-one uniformly
at random (thus inducing an ordering of these edges). Hence, if we let
p(n, i ) :=P[adding edge i will reduce the number of components],
then form1 ≤m2 we have
E [κ(n,m1)−κ(n,m2)]=
m2∑
i=m1+1
p(n, i ).
Since we have already seen that u′(c) exists, we have
u′(c) = lim
ǫ→0
u(c+ǫ)−u(c)
ǫ
= lim
ǫ→0+
u(c+ǫ)−u(c)
ǫ
= lim
ǫ→0+
1
ǫ
lim
n→∞
1
n
E
[
κ
(
n,
⌊
(c+ǫ)n
2
⌋)
−κ
(
n,
⌊cn
2
⌋)]
(by Corollary 4.6)
= − lim
ǫ→0+
1
ǫ
lim
n→∞
1
n
⌊
(c+ǫ)n
2
⌋∑
i=⌊ cn2 ⌋+1
p(n, i ).
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Observe that, for each n, the function p(n, i ) is monotonically decreasing in i . Thus, given c1
and c2 with c1 ≤ c2, we have ⌊
(c2+ǫ)n
2
⌋∑
i=
⌊ c2n
2
⌋
+1
p(n, i )≤ 1+
⌊
(c1+ǫ)n
2
⌋∑
i=
⌊ c1n
2
⌋
+1
p(n, i )
(where the ‘1+’ term comes from taking into account the possibility that the number of terms
in the first sum could be one greater than the number of terms in the second sum).
Hence,
lim
n→∞
1
n
⌊
(c2+ǫ)n
2
⌋∑
i=
⌊ c2n
2
⌋
+1
p(n, i )≤ lim
n→∞
1
n
⌊
(c1+ǫ)n
2
⌋∑
i=
⌊ c1n
2
⌋
+1
p(n, i ),
and so u′(c) is indeedmonotonically increasing. 
We now conclude this section with the proof of our main result:
Proof of Theorem 1.2. To prove the result, including showing that the function µ(λ) satisfies the
various properties stated in the theorem, we shall show
(i) µ(λ) is continuous for λ≥ 0;
(ii) µ
(
1
2
)
= 0 (and hence µ(λ)→ 0 as λ→ 1
2
by (i));
(iii) µ(λ)→ 12 as λ→∞;
(iv) g (n,m)=µ(λ)m+o(m) whp for λ> 12 ;
(v) µ(λ) is strictly positive for λ> 12 ;
(vi) µ(λ) is monotonically increasing for λ≥ 0.
(i) Proof that µ(λ) is continuous for λ≥ 0:
Note that
µ(λ)= u(2λ)+λ−1
2λ
. (4)
Hence, Property (i) follows immediately from the continuity of u (see Lemma 4.3).
(ii) Proof that µ
(
1
2
)
= 0:
This is established by Lemma 4.2 and (4).
(iii) Proof that µ(λ)→ 12 as λ→∞:
This follows from the observations that 2λe−2λ ≤ e−1 and that ∑∞r=1 r r−2r ! e−r is convergent
(e.g. by Stirling’s bound, as with Definition 4.1).
(iv) Proof that g (n,m)=µ(λ)m+o(m) whp for λ> 1
2
:
Recall that we are considering m ∼ λn, and recall also that Euler’s formula (Theorem 2.4)
gives g (n,m)= 12(m−n− f (n,m)+κ(n,m)+1).
By Corollary 4.5, we have κ(n,⌊λn⌋)= (1+o(1))u(2λ)n whp. Therefore, by the monotonicity
of κ (with respect to the number of edges) and the continuity of u (see Lemma 4.3), we also have
κ(n,m)= (1+o(1))u(2λ)n whp. Hence, κ(n,m)= (1+o(1))(2µ(λ)+ 1λ −1)m whp.
Thus, noting from Corollary 3.4 that f (n,m)= o(m) whp, we are done.
(v) Proof that µ(λ) is strictly positive for λ> 1
2
:
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It follows from Property (iv) that we must certainly have µ(λ) ≥ 0 for all λ > 1
2
. Hence, let us
suppose that there exists λ> 1
2
for which µ(λ) = 0, and note that (again using Property (iv)) we
then have g (n,⌈λn⌉)= o(m)= o(n).
Let s = s(n) :=max
{
n3/4,
(
n2
2 g (n,⌈λn⌉)
)1/3}
= o(n). Then s > 0 and n2/3≪ s≪ n.
But (bymonotonicity) g (n,⌈λn⌉)≥ g
(
n,
⌈
n
2 + s
⌉)
for largen, sinceλ> 12 , and (byTheorem1.3)
whp g
(
n,
⌈
n
2 + s
⌉)
= (1+ o(1)) 8s3
3n2
≥ (1+ o(1))43g (n,⌈λn⌉), by definition of s. Thus, we obtain a
contradiction.
(vi) µ(λ) is monotonically increasing for λ≥ 0:
We shall show µ′(λ) ≥ 0 for λ > 0. Since we know that u is differentiable (see Lemma 4.7), it
follows from (4) that we have
µ′(λ) = 1
4λ2
(
2λ
(
u′(2λ)+1
))
−2(u(2λ)+λ−1)
= 1
2λ2
(
λu′(2λ)−u(2λ)+1
)
(where u′(2λ) denotes d
dλ
u(2λ)). Hence, it suffices to show that λu′(2λ)−u(2λ)+1 ≥ 0 for all
λ> 0.
We shall accomplish this by establishing that
(a) λu′(2λ)−u(2λ)+1= 0 for all λ ∈
(
0, 12
)
;
(b) λu′(2λ)−u(2λ) is monotonically increasing.
Note that (a) follows immediately from Lemma 4.2.
For (b), let ǫ≥ 0 and observe that
(λ+ǫ)u′(2(λ+ǫ))−u(2(λ+ǫ))−λu′(2λ)+u(2λ)
= λ
(
u′(2(λ+ǫ))−u′(2λ)
)
−ǫ
(
u(2(λ+ǫ))−u(2λ)
ǫ
−u′(2(λ+ǫ))
)
.
It follows from the convexity of u (see Lemma 4.7) that the second bracket is at most 0, and it
follows from the monotonicity of u′ (again, see Lemma 4.7) that the first bracket is at least 0,
and so we are done. 
5. m = n
2
+ s : PROOF OF THEOREM 1.3
In this section, we shall prove Theorem 1.3, which fills in the remaining gap in our picture of
g (n,m) by dealing with the case whenm = n2 + s for positive s satisfying n2/3≪ s≪ n.
The proof will again involve an application of Euler’s formula. However, in order to achieve
the desired level of precision, this time we shall actually work directly with the 2-core (see Defi-
nition 5.5) of the largest component ofG(n,m), rather than with the entire graph.
We shall find it helpful to begin by first defining the following concepts, which are taken (with
some slight rewording) from Section 2 of [26]:
Definition 5.1. Given a cycle C in a graph G, let us define the leaf neighbourhood T (C ) of C to
consist of all trees rooted at C (formally, T (C ) is the union of any tree components inG \V (C ) that
are attached to C by exactly one edge).
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Let us also split all neighbours of C which do not belong to T (C ) into two groups — a vertex of
G \ (C ∪T (C )) adjacent to exactly one vertex of C will be called a good neighbour, while a vertex
of G \ (C ∪T (C )) adjacent to more than one vertex of C will be called a bad neighbour.
An illustration of these definitions is given in Figure 3. Here, vertices on the cycle C are in-
dicated by c, vertices in the leaf neighbourhood T (C ) are indicated by t , and the good and bad
neighbours are indicated by g and b, respectively.
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FIGURE 3. An example of a cycle, its good and bad neighbours, and its leaf neighbourhood.
The following result, which is derived from details within the proof of Theorem 3 of [26], will
be extremely useful:
Lemma 5.2. Let m =m(n) = n
2
+ s(n), where s = s(n) satisfies s > 0 for all n and n2/3 ≪ s≪ n.
Let x = x(n)= 0.05log
(
s3
n2
)
, and let Z (n, i ) denote the number of cycles in G(n,m)with
(i) length at most in
s
;
(ii) leaf neighbourhood at most xn
2
s2
;
(iii) between 1 and xn
s
good neighbours;
(iv) no bad neighbours.
Then for each fixed i ∈ [0,∞), there exists a value λ(i ) ≥ 0 and a random variable Y (i ) ∼
Poi(λ(i )) := Poisson (λ(i )) such that
Z (n, i )= Y (i ) whp,
where λ : [0,∞)→ [0,∞), i 7→ λ(i ) is a monotonically increasing function satisfying λ(0)= 0 and
λ(i )→∞ as i →∞. 1
Proof. Let
λ(i )= 1p
8π
∫i
0
∫∞
0
(e4x −1)y−1.5 exp
(
− x
2
2y
−2y
)
dy dx.
It is observed within the proof of Theorem 3 of [26] that λ(i )→∞ as i →∞, and it is shown that
for each i ∈ (0,∞) there exists Y (i )∼ Poi(λ(i )) such that
Z (n, i )
P→ Y (i )
(i.e. for all δ> 0, we have P[|Z (n, i )−Y (i )| > δ]→ 0 as n→∞).
1We use X ∼ Poi(0) to mean P[X = 0]= 1.
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Since Z (n, i ) and Y (i ) are always integer-valued, it is then immediate (e.g. by considering
δ= 1
2
) that we actually have Z (n, i ) = Y (i ) whp. The extension of this result to include the case
i = 0 is trivial (albeit with a slight abuse of notation — see Footnote 1), and the observation
that λ(i ) is monotonically increasing just comes from the fact that the integrand is always non-
negative. 
We shall also use two other facts from [26]:
Lemma 5.3 ([26], Fact 8). Let m =m(n) = n2 + s(n), where s = s(n) satisfies s > 0 for all n and
n2/3 ≪ s ≪ n. Then whp G(n,m) contains no subgraphs of size less than 0.1n
s
log
(
s3
n2
)
which
have more edges than vertices.
Lemma 5.4 ([26], Fact 9). Let m =m(n) = n2 + s(n), where s = s(n) satisfies s > 0 for all n and
n2/3 ≪ s≪ n, and let a = a(n) satisfy a→∞ as n→∞ but a < log
(
s3
n2
)
. Then whp every cycle
in G(n,m) of length less than an
s
has a leaf neighbourhood smaller than a
2n2
s2
and less than a
2n
s
neighbours.
Asmentioned, one further ingredient will be the concept of the 2-core:
Definition 5.5. Let us define the 2-core of a graph to be the subgraph formed by repeatedly delet-
ing all vertices with degree less than two. Equivalently, the 2-core of a graph is the maximal
subgraph with minimum degree at least two.
Observe that deleting a vertex with degree zero or one cannot change the genus of a graph,
and so it follows that the genus of the 2-core will always be equal to the genus of the original
graph.
We are now ready to prove Theorem 1.3. It is well-known that when m = n2 + s for s≫ n2/3,
the graphG(n,m) will whp contain a unique largest component, called the ‘giant’ component,
and whp all other components will be planar (see, for example, Theorem 6.15 of [4]; see also
[5, 6] for more recent work). Hence, g (n,m) is whp equal to the genus of the 2-core of the giant
component, which we shall aim to determine via an application of Euler’s formula.
This will require finding a bound for the number of faces in the 2-core of the giant compo-
nent, and we shall proceed by first finding separate bounds for the number of such faces that
are ‘small’ and the number that are ‘large’. The first part of this argument will involve bounding
Z (n,a(n)) for a particular function a(n)→∞.
Proof of Theorem 1.3. Throughout this proof, we shall consider only i ∈N∪ {0}, and we shall let
Z (n, i ), Y (i ), and λ(i ) be as given in the statement of Lemma 5.2.
Thus, for each i , there exists a constant Ni such that
P[Z (n, i ) 6= Y (i )]< 1
2i
for all n ≥Ni .
Note that we may assume Ni+1 >Ni for all i , and that N0 = 0.
Let us then define the function b(n) by
b(n)=


0 for n <N1,
1 for N1 ≤ n <N2,
2 for N2 ≤ n <N3,
3 for N3 ≤ n <N4,
...
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i.e. b(n)= i for Ni ≤ n <Ni+1 for all i (note b(n)→∞ as n→∞).
Hence, for all n,
P[Z (n, i ) 6= Y (i )]< 1
2i
for all i ≤ b(n). (5)
Now let c(r ) denote max{i :λ(i )≤ r } (where we consider only i ∈N∪ {0}, as always), and note
that c(r ) is well-defined for all r ≥ 0, since λ(0)= 0 and λ(i )→∞ as i →∞.
Let us then define the function a(n) by
a(n)=min
{
b(n),
⌊(
0.05log
(
s3
n2
))1/2⌋
,c
(
log
(
s3
n2
))}
. (6)
Since a(n)≤ b(n), (5) implies
P[Z (n,a(n)) 6= Y (a(n))]< 1
2a(n)
for all n.
Hence, noting that a(n)→∞ as n→∞, we have
Z (n,a(n))= Y (a(n)) whp. (7)
Now recall that Y (i )∼ Poi(λ(i )). Hence, given any ǫ> 0, we certainly have P[Y (i )> 2λ(i )]< ǫ
for all i for which λ(i ) is sufficiently large. Thus, since λ(i )→∞ as i →∞, we actually have
P[Y (i ) > 2λ(i )] < ǫ for all sufficiently large i . Hence, since a(n) → ∞ as n → ∞, we have
P[Y (a(n))> 2λ(a(n))]< ǫ for all sufficiently large n, i.e. Y (a(n))≤ 2λ(a(n)) whp.
By definition of a(n) (see (6)) and the monotonicity of λ, we have λ(a(n))≤ log
(
s3
n2
)
for all n,
and hence λ(a(n))= o
(
s3
n2
)
. Thus, we have
Y (a(n))= o
(
s3
n2
)
whp. (8)
Combining (7) and (8), we hence obtain
Z (n,a(n))= o
(
s3
n2
)
whp.
For our function a = a(n), let us define a ‘short cycle’ to be one with length less than an
s
, and
let us use Csh(n) to denote the number of short cycles in the giant component of G(n,m) (or
equivalently, in the 2-core of the giant component).
It follows from Lemma 5.3 that whp all short cycles inG(n,m) have no bad neighbours. Also,
by Lemma 5.4, whp all short cycles inG(n,m) have a leaf neighbourhood smaller than a
2n2
s2
and
less than a
2n
s
neighbours. It is also the case that whp every short cycle in the giant component
must have at least one good neighbour, since otherwise (given that whp it has no bad neigh-
bours) the entire giant componentwouldwhp consist of just a cycle and its leaf neighbourhood,
and would thus be unicyclic (which is well-known to be false whp— see, for example, Theorem
6.15 of [4]). Hence, Csh(n)≤ Z (n,a(n)) whp, and so we must haveCsh(n)= o
(
s3
n2
)
whp.
Now let us use fsh(n) to denote the number of faces of length less than
an
s
in any given em-
bedding of the 2-core of the giant component of G(n,m). Then it follows that we must have
fsh(n)= o
(
s3
n2
)
whp too.
17
Let us similarly define fl (n) to denote the number of faces of length at least
an
s
in any given
embedding of the 2-core of the giant component of G(n,m). Let us also use v = v(n) and
e = e(n) to denote the number of vertices and edges, respectively, in the 2-core of the giant
component. Then
fl (n) ≤
2e
an/s
= 2(v + (e−v))
an/s
= 2((8+o(1))s
2/n+ (16/3+o(1))s3/n2)
an/s
whp
(by Theorem 4(i) of [26] and Corollary 1 of [25])
= (16+o(1))s
2/n
an/s
whp (since s≪n)
= (16+o(1)) s
3
an2
whp
= o
(
s3
n2
)
whp (since a→∞).
Thus, if we let f = f (n) denote the total number of faces in any given embedding of the 2-core
of the giant component, then we have f = fsh(n)+ fl (n)= o
(
s3
n2
)
whp.
Now recall that g (n,m), the genus of G(n,m), is whp equal to the genus of the giant com-
ponent (this was originally shown in Theorem 12(ii) of [25]), and that the latter is equal to the
genus of the 2-core of the giant component.
Hence, whp
g (n,m) = 1
2
(e−v − f +2) (using Theorem 2.4)
= 1
2
((
16
3
+o(1)
)
s3
n2
−o
(
s3
n2
))
(again using Corollary 1 of [25] for e−v)
= (1+o(1)) 8s
3
3n2
. 
6. CONTIGUITY WITH RANDOM GRAPHS ON GIVEN SURFACES
One of our motivations for this paper comes from recent work concerning random graphs
on given surfaces. The typical properties of graphs with genus at most g have been studied
in [8] and [18] for the case when g is a fixed constant, and questions have been posed on the
likely behaviour when g is allowed to grow with n. Hence, in this section, we shall discuss the
contiguity (see Definition 6.2) of such random graphmodels withG(n) andG(n,m).
We start with the definitions:
Definition 6.1. We shall let Sg (n) denote a graph taken uniformly at random from the set of all
labelled graphs on [n]with genus at most g = g (n).
Similarly, we shall let Sg (n,m) denote a graph taken uniformly at random from the set of all
labelled graphs on [n]with exactly m =m(n) edges and with genus at most g = g (n).
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Definition 6.2. We say that two random graphmodels A(n) and B(n) are contiguous if, for every
property P (n), it is the case that A(n) has property P (n)whp if and only if B(n) has property P (n)
whp.
Recall thatG(n)=Gn, 12 . It hence follows from thework in [1] thatG(n) and Sg (n) are certainly
contiguous for any g (n) satisfying g (n) ≥ (1+ ǫ)n224 for any constant ǫ > 0 (and even for some
ǫ(n)= o(1)), sinceG(n) will have genus (1+o(1))n224 whp. Thus, the behaviour of Sg (n) for such
g (n) follows immediately from known results on the behaviour ofG(n).
Conversely,G(n) and Sg (n) are certainly not contiguous for any g (n) satisfying g (n)≤ (1−ǫ)n
2
24
for any constant ǫ > 0 (and also not for some ǫ(n) = o(1)), since there is then a discrepancy
with respect to the property of having genus greater than g (n) (observe that we would have
P[G(n) has genus greater than g (n)] → 1 as n → ∞, but that P[Sg (n) has genus greater than
g (n)]= 0, by definition).
Note that we could also obtain such a bound simply by considering the number of edges.
We know that the expected number of edges in G(n) is n(n−1)
4
, and that Sg (n) has at most 3n−
6+6g (n) edges, so this straight away implies thatG(n) and Sg (n) must be non-contiguous for
g (n)< n224 − 13n24 +1.
We may state our result as follows:
Theorem6.3. Let ǫ> 0 be a fixed constant. Then the random graphsG(n) and Sg (n) are contigu-
ous for g (n)≥ (1+ǫ)n2
24
, and are not contiguous for g (n)≤ (1−ǫ)n2
24
.
By the same arguments, results on the contiguity ofG(n,m) and Sg (n,m) for the various dif-
ferent regions of m can now also be obtained, using the bounds on g (n,m) summarised in
Table 1:
Theorem6.4. Let ǫ> 0 be a fixed constant, let m =m(n), and let the function µ :
(
1
2 ,∞
)
→R,λ 7→
µ(λ) be as defined in Theorem1.2. Then the random graphsG(n,m) and Sg (n,m) are contiguous
for
g (n)≥


(1+ǫ)m
6
if m =Θ
(
n2
)
,
(1+ǫ) jm2( j+2) if n
1+ 1j+1 ≪m =O
(
n
1+ 1j
)
for j ∈N,
m
2
if n≪m = n1+o(1),
(1+ǫ)µ(λ)m if m ∼λn for λ> 12 ,
(1+ǫ) 8s3
3n2
if m = n2 + s for s > 0 and n2/3≪ s≪n,
and are not contiguous for
g (n)≤


(1−ǫ)m6 if m =Θ
(
n2
)
,
(1−ǫ) jm2( j+2) if n
1+ 1j ≫m =Ω
(
n
1+ 1j+1
)
for j ∈N,
(1−ǫ)m2 if n≪m = n1+o(1),
(1−ǫ)µ(λ)m if m ∼λn for λ> 12 ,
(1−ǫ) 8s3
3n2
if m = n
2
+ s for s > 0 and n2/3≪ s≪n.
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7. THE FRAGILE GENUS: PROOF OF THEOREM 1.4
In this section, we shall prove Theorem 1.4, which shows that the genus of a connected graph
with bounded degree may well increase dramatically if a small number of random edges are
added.
Our proof will involve contracting carefully chosen identically-sized pieces of the graph into
super-vertices (note that this cannot increase the genus), and then showing that the uniform
random graph induced by these super-vertices and the random edges will whp be sufficiently
dense for us to be able to apply Theorem 1.2.
Before we begin, we need to state the following useful decomposition:
Proposition 7.1 ([21], Proposition 4.5). Let H be a connected graph with maximum degree at
most ∆. Then for every l ∈N, there exists t ∈N∪ {0} and disjoint vertex sets V1,V2, . . . ,Vt ⊂ V (H)
with the following properties:
(i) l∆≤ |Vi | ≤ l∆2 for all i ∈ [t ];
(ii)
∑t
i=1 |Vi | ≥ |H |− l∆;
(iii) H[Vi ] is connected for all i ∈ [t ].
Wemay now proceed:
Proof of Theorem 1.4. Note that adding an edge can only increase the genus by at most one, so
we certainly have g (G)≤ g (H)+k ≤ 2max
{
g (H),k
}
. Also, we clearly have g (G)≥ g (H). Hence,
it just remains to show that g (G)=Ω(k) whp.
Recall that R = R(n,k) is a random graph on V (H) consisting of exactly k edges chosen uni-
formly at random from
(V (H)
2
)
. We shall start by showing that we may assume that k = O(n),
since we may otherwise just apply our results on the genus of G(n,m) to R (with m = k) to
obtain g (R)=Ω(k) whp.
As noted in Table 1, by [31] we have
g (R)= (1+o(1))k
6
whp (9)
if k =Θ
(
n2
)
.
If 6n ≤ k≪ n2, then we may combine Euler’s formula (Theorem 2.4) and Lemma 3.3 to see
g (R) > 1
2
(k−n− f (R)) (by Euler’s formula)
≥ 1
2
(
(1+o(1))k
3
−n
)
whp
(
by Lemma 3.3, since k≪ n2
)
≥ (1+o(1)) k
12
whp
(
since n ≤ k
6
)
. (10)
Thus, by (9) and (10), we have g (R)≥ (1+o(1)) k
12
whp if k ≥ 6n, and sowemay indeed assume
throughout the remainder of the proof that k =O(n).
Now let l =
⌈
3∆n
k
⌉
(note that l = Θ
(
n
k
)
since k = O(n), and also that l = o(n)), and let the
disjoint vertex sets V1,V2, . . . ,Vt ⊂ V (H) = V (G) satisfy the three properties stated in Proposi-
tion 7.1. Note that (by Properties (i) and (ii) of Proposition 7.1)
n− l∆
l∆2
≤ t ≤ n
l∆
, (11)
and hence t =Θ(k).
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From each of the sets V1,V2, . . . ,Vt , let us select a subset Ui ⊂ Vi with |Ui | = s := minj |V j |
in such a way that each Ui spans a connected subgraph (this is possible, by Property (iii) of
Proposition 7.1).
Next, let us define an auxiliary randomgraph Γwith vertex set [t ], where two vertices i , j ∈ [t ]
are connected by an edge if and only if there is an edge of R going between Ui and U j (see
Figure 4, where thick lines denote the edges of R — note in particular that this example has no
edge in Γ between vertex 1 and vertex 3, as there is no edge inG betweenU1 andU3).
r
r
r
V3 =U3
✬
✫
✩
✪V1
✬
✫
✩
✪V2
✬
✫
✩
✪V4
G
U1 U2 U4
U3
✈ ✈ ✈
✈
1 2 4
3
Γ
FIGURE 4. A graphG and the corresponding graph Γ.
Observe that Γ is a minor of G , and hence g (G) ≥ g (Γ). Thus (recalling that t = Θ(k)), it will
suffice to show that
g (Γ)=Ω(t ) whp. (12)
Let us consider the edges of R one-by-one (in a random order), and let us call an edge ‘good’
if both
(a) it lies between a vertex ofUi and a vertex ofU j for i 6= j ;
(b) no previous edges of R lie between these same two setsUi andU j .
Note that e(Γ) is then the total number of good edges of R .
Observe that the probability that the r th edge of R is good is at least((t
2
)
− (r −1)
)
s2(n
2
) ,
since there are at least
(t
2
)
− (r − 1) ways to choose a pairUi ,U j which do not already have an
edge of R between them, and then s ways to choose a vertex fromUi , and s ways to choose a
vertex fromU j .
Furthermore, we have((t
2
)
− (r −1)
)
s2(n
2
) ≥
((t
2
)
− (k−1)
)
s2(n
2
)
= (1+o(1))
(t
2
)
s2(n
2
) (since t =Θ(k) and k→∞)
= (1+o(1)) t
2s2
n2
≥ (1+o(1))(n− l∆)
2s2
l2∆4n2
(by (11))
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= (1+o(1)) s
2
l2∆4
(since l = o(n))
≥ (1+o(1)) 1
∆2
(by Property (i) of Proposition 7.1)
≥ 1
2∆2
(for large n).
Thus, the number of good edges of R (i.e. e(Γ)) stochastically dominates a random variable
with distribution Bin
(
k, 1
2∆2
)
, and is therefore at least k
(2+δ)∆2 whp for any δ> 0. Now recall that
t ≤ n
l∆
≤ k
3∆2
(since l ≥ 3∆n
k
), and so we find that whp e(Γ)≥ t . Hence, we may assume that Γ has
at least t edges.
Now let Γ∗ be the random graph formed by considering just the first t edges of Γ (i.e. the first
t good edges of R). Then, since each setUi had exactly the same number of vertices, the graph
Γ
∗ is in fact a uniform randomgraphwith t vertices and t edges. Thus, by Theorem 1.2, we have
g (Γ∗)=Θ(t ) whp, and so g (Γ)=Ω(t ) whp, fulfilling (12). 
Note that Theorem 1.4 implies the remarkable fact that whpG = H ∪R will haveΩ(n) genus
even if H is a planar graph and k = ǫn for some very small (but positive) ǫ! We thus call this the
‘fragile genus’ property.
8. DISCUSSION
In this paper, we have investigated the genus g (n,m) of the Erdo˝s-Rényi random graph
G(n,m), showing how this is affected by changes in m. We have then also examined how the
genus of a given base graph grows when random edges are added. In this section, we shall aim
to give some insight into our results, as well as discussing various remaining open problems.
Recall that we earlier observed that the ratio of g (n,m) tom increases from 0 to 1
2
untilm be-
comes superlinear in n, after which it then decreases from 1
2
to 1
6
(see Table 1). Having seen the
proofs for these results, we are now in a position to provide an explanation for this behaviour.
The starting point is to note that Euler’s formula gives
g
m
= 1
2
(
1− f
m
+ κ
m
− n
m
+ 1
m
)
,
and so we need to consider the terms
f
m
, κ
m
, and n
m
.
Whenm is only linear in n, we have
f
m
= o(1) whp (see Corollary 3.4), and so the significant
terms are κ
m
and n
m
.
For the subcritical case m ∼ λn for λ ≤ 12 , we have κ = n −m + o(n) (see Corollary 4.5 and
Lemma 4.2), and so
g
m
is around 0.
For λ > 12 , κ now decreases more slowly with m (see Lemma 4.7), and so κ−nm increases
(i.e. gets closer to 0), hence
g
m
increases. By the time λ is very large, κ
m
and n
m
will both be
very small, and so
g
m
is close to 12 .
Finally, for the superlinear casem≫ n, we have n
m
= o(1) and κ
m
≤ n
m
= o(1), but f
m
now grows
beyond o(1), and so
g
m
decreases. However, due to the well-known inequalitym ≤ 3n−6+6g ,
we still have a lower bound
g
m
≥ 1
6
+ 2−n
2m
= 1
6
+o(1).
Let us now conclude this section by highlighting some of the remaining open problems.
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For the topic of g (n,m), we have provided a thorough description with accuracy of 1+o(1),
but it would be interesting to know whether even more precise results can be obtained. In
particular, it would be nice to determine the exact behaviour of g (n,m) in the region when
m = Θ
(
n
1+ 1j
)
, for which we currently have the bounds (1+o(1)) ( j−1)m
2( j+1) ≤ g (n,m) ≤
jm
2( j+2) whp
from [31]. Also, would it be possible to extend our whp results to exponentially whp?
We then showed that adding k edges (for k → ∞) to any given connected graph H with
boundedmaximumdegreewill whp result in a supergraphwith genusΘ
(
max
{
g (H),k
})
. Again,
it would be interesting to know whether this result can be improved further, for instance to ac-
curacy of 1+o(1).
Next, we recall that one of our motivations for this paper came from connections with ran-
dom graphs on given surfaces. We have observed that such graphs are contiguous with G(n)
and G(n,m) beyond certain values of g , but it would be fascinating to ascertain how greatly
the properties of these models differ fromG(n) andG(n,m) when g is just below the contiguity
threshold.
Finally, let us mention that it seems that analogous results to those in this paper can also be
obtained for non-orientable surfaces.
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