Digital holographic microscopy in reflection mode is used to track in situ, real-time nanoscale topography evolution of cleaved (104) calcite surfaces exposed to flowing or static deionized water. The method captures full-field holograms of the surface at frame rates of up to 12.5 s
INTRODUCTION
Of the several methods available to characterize mineral dissolution rates in aqueous solutions, those that measure the surface elevation and topography at microscopic scales are particularly attractive because they permit direct monitoring of localized changes at the surface, including the development and growth of etch pits. Consequently, such methods reveal the complexity of dissolution rates even for seemingly simple minerals, such as calcite (Hillner et al., 1993; Arvidson et al., 2003; Duckworth and Martin, 2004) or quartz (Dove et al., 2005) , in a way that indirect methods, such as bulk solution composition measurements, do not.
Microscale and nanoscale surface topography changes can be observed by techniques such as vertical scanning interferometry (VSI) and atomic force microscopy (AFM), both of which can resolve differences in elevation from one image pixel to another across a nominally flat region of interest. VSI and AFM have fundamentally changed the way dissolution rates are measured and interpreted by revealing important details of nanoscale topography changes. Among the insights gained by these methods is the observation that intrinsic variability in crystalline http://dx.doi.org/10.1016/j.gca.2017.07.001 0016-7037/Published by Elsevier Ltd. materials is manifested as an inherent variability in dissolution rates from point to point across a given surface, which can be characterized statistically as a rate distribution or spectrum (Fischer et al., 2012; Lü ttge et al., 2013; Emmanuel, 2014; Fischer et al., 2014; Fischer et al., 2015; Feng et al., 2017; Fischer and Lü ttge, 2017; Saldi et al., 2017) . Calcite has been particularly well studied from this standpoint (Fischer et al., 2012; Fischer and Lü ttge, 2017) . Likely because its average dissolution rate is low, most measurements of calcite dissolution rate spectra have been made ex situ, measuring the surface elevation map before and after submersion in a solution for a significant time interval (e.g., 60 min in Fischer et al. (2012) ). Very few in situ interferometric measurements of calcite dissolution have been reported (e.g., Ueta et al., 2013) .
One objective of this study is to track crystal surface topography in situ over much shorter time intervals to investigate the possibility that rate spectra may have an intrinsic time dependence that is independent of the solution composition. Time dependent rate spectra, even at constant undersaturation, would be expected if the density of kink sites were to change with time, and this could happen if the density and type of crystalline defects were to vary with depth beneath the initial surface. If a significant time dependence were to be observed, it would mean that detailed characterization of the dissolution of a given material requires four-dimensional data-two dimensions to locate a point on the surface, one to locate that point's height, and one to specify the time. Furthermore, timedependent rates would imply that even the average dissolution rate at a surface is at least sometimes greater or lower than would be detected by measuring net height changes over a longer time interval.
Digital holographic microscopy (DHM) is used here to investigate dissolution rate spectra of Iceland spar calcite in flowing water, using contiguous short time intervals that sum to 60 min or more. DHM is an interferometric method using monochromatic coherent light sources, by which a digital CCD camera records the interference patterns (holograms) at a rate which is limited only by the camera's shutter speed. Each hologram is then numerically reconstructed to produce 2D amplitude and phase images, the latter of which can be converted to height data with potentially sub-nanometer resolution (Kü hn et al., 2008; Kim, 2010) . DHM utilizes conventional microscope objectives, including standard immersion objectives to observe surface reactions in situ without the need for cover glasses or special long working distance lenses. It therefore offers an opportunity to measure changes in nanoscale surface topography in real time as a solid dissolves in an aqueous solution, similarly to how it was recently used to track metal nucleation and growth by electrodeposition (Abbott et al., 2013) .
The calcite (104) surface was chosen for this study primarily to enable comparisons to the many VSI and AFM examinations of dissolution of the same surface (Hillner et al., 1993; Dove and Platt, 1996; Lea et al., 2001; Arvidson et al., 2003; Duckworth and Martin, 2004; Bisschop et al., 2006; Harstad and Stipp, 2007; Vinson et al., 2007; Ruiz-Agudo et al., 2010; Xu et al., 2010; Fischer et al., 2012; Atanassova et al., 2013; Klasa et al., 2013; Smith et al., 2013; Ueta et al., 2013; Renard et al., 2015) . As will be shown, the average or modal dissolution rates measured here fall comfortably within the range of values reported in those studies. In addition, characterization of the spatial and time-dependent distribution of dissolution rates in flowing water is used to construct a quantitative dissolution rate spectrum and 2D rate map for the same surface as a function of time. Although applied here to calcite (104) surfaces, the same method should apply equally well to characterize dissolution or growth of other mineral surfaces.
EXPERIMENTAL METHODS

Materials and methods
Samples of Iceland spar calcite (Nuevo Leon, Mexico) were cleaved along the (104) plane. The crystallographic orientation was confirmed by X-ray diffraction, and the crystal was affixed to a titanium stub with the (104) surface oriented up and approximately parallel to the stub surface. No additional phases were detected by X-ray diffraction. Inductively coupled plasma optical emission spectroscopy (ICP-OES) of an acid-digested crystal indicated <0.1% magnesium by mass and detected no significant concentrations of any other common impurities in calcite.
A portion of the surface was masked and coated by physical vapor deposition with approximately 20 nm of gold to produce an inert absolute reference plane from which the relative phase (height) differences were computed in a specified region of interest (ROI). Specimens were kept under vacuum until testing, and were tested as soon as possible after preparation.
The reflection DHM used in this study (Model R-2203, Lyncée Tec, Lausanne, Switzerland) 1 is based on technology begun in the late 1990s (Cuche et al., 1999; Colomb et al., 2006a; Colomb et al., 2006b; Kü hn et al., 2007; Kü hn et al., 2008) , and can collect full-field holographic data at a frame rate up to 12.5 s
À1
. It has three different primary source wavelengths (k 1 ¼ 665:5651 nm k 2 ¼ 793:2365 nm, or k 3 ¼ 681:0068 nm). A pair of wavelengths, either ðk 1 ; k 2 Þ or ðk 1 ; k 3 Þ, can be used simultaneously in a so-called dual wavelength mode. If so, data from both primary wavelengths are collected in the same hologram (Kü hn et al., 2007) , and this enables two simultaneous yet independent measurements of surface topography. Numerical reconstruction of each hologram produces an amplitude-contrast image (similar to a conventional optical microscope image in reflection mode) and a phase-contrast image that contains the surface height information (Cuche et al., 1999; Schnars and Jü ptner, 2002) . Supplementary Materials Section S1 provides additional details about the instrument.
A flow-through liquid cell was constructed to provide a constant volumetric flow rate of solution. The body of the cell was constructed of chemically inert polyether ether ketone (PEEK), and encloses a volume of approximately 14.5 mL without the specimen; the crystal specimen and the titanium stub to which it is affixed occupy an additional combined volume of about 2.5 mL. Water was delivered to the cell through chemically inert polymer tubing using a valveless piston metering pump. Additional details of the flow-through cell have been discussed elsewhere (Brand, 2017; Feng et al., 2017) .
Dissolution experiments were performed either in static water or in water flowing through the cell at a constant rate of (14.5 ± 0.5) mL min À1 . Freshly deionized water, with electrical resistivity > 0:18 MX m, was used in all experiments, and the water temperature was held at (23 ± 1)°C in all but two of the experiments; unless otherwise noted, all uncertainties represent one standard deviation.
The flow field in the cell has a complicated geometry when the specimen is inserted, so the average flow rate may not accurately reflect the actual flow in the confined space between the crystal surface and the microscope's immersion objective lens. The liquid's linear velocity near the crystal surface was estimated by suspending 3 lm alumina particles in water at very low concentration and flowing the suspension through the cell at 14.5 mL min À1 . Direct observation of 26 of the particles as they traversed the field of view indicated laminar flow at (0.47 ± 0.05) mm s À1 near the crystal surface. At this velocity, each small volume element of the solution should be in contact with the crystal surface for an average of 10-15 s.
Predicting the ion concentration field near the crystal surface at these flow rates is difficult without the aid of detailed reaction-transport simulations. If the rate of removal of ions by diffusion or advection from the surface is sufficiently low, then the concentration near the surface could increase to a significant fraction of the saturation point and the process could become kinetically controlled by mass transport. Reaction-transport simulations near an AFM tip at a dissolving gypsum surface by Peruffo et al. (2016) indicated that calcium and sulfate concentrations decreased by about 50% when the liquid flow increased from zero to only 0.1 mm s
. In this paper, the flow velocity near the surface is nearly five times greater than that. In addition, the absence of a probe to obstruct the flow is likely to enhance solute removal from the surface compared to an AFM configuration. Therefore, the solution near the calcite surfaces in this study is expected to be a quite small fraction of the saturation point, and the rate of dissolution should be controlled by surface reaction instead of mass transport. This expectation was tested by measuring average dissolution rates as a function of flow rate, as shown in Fig. 1 . Using a t-test with 95% confidence, the mean dissolution rate shown in Fig. 1 is not statistically different at 22.0 mL min À1 or at 33.8 mL min À1 than it is at 14.5 mL min À1 . However, the means at these higher flow rates are statistically different from the mean rate measured in static water. The fact that flow rates exceeding 14.5 mL min À1 did not affect the dissolution rate is a further indication that dissolution is not controlled by diffusion.
The dissolution of calcite (104) surfaces in flowing or static water was monitored using a 20Â immersion objective. At this magnification, the phase map is ð650 Â 650Þ pixels, with a pixel size of 340 nm. This lateral resolution is comparable to that of VSI, the latter of which is about 150 nm to 500 nm, depending on the instrument and objective lens (Lü ttge and Arvidson, 2010) . The measurements were made in (k 1 , k 2 ) dual wavelength mode. A temporal averaging technique was used at each pixel in the image to reduce noise, as described in Supplementary Materials Section S2. Supplementary Materials Section S3 also provides further details on the treatment and processing of the raw phase data.
Computing dissolution rates
The dissolution rate, R, computed by the methodology presented herein refers to the surface normal dissolution rate, defined as
where v s is the surface normal velocity, which refers to the change in height over time, Dh=Dt, and V m is the molar volume, which for calcite is 3.693 Â 10 À5 m 3 mol À1 (Lü ttge et al., 1999; Arvidson et al., 2003) . The surface normal dissolution rates are computed in each experiment independently in several ROIs on the calcite surface. The goldmasked region, which provided a constant reference height, was not included in any ROI. Table 1 shows the number of data sets collected for different durations of exposure to water. Supplementary Materials Section S4 provides further details about the data sets. Given the limited data at longer times, the statistical analysis was conducted until 80 min for the 14.5 mL min The surface topography during dissolution exhibits features commonly reported in the literature (MacInnis and Brantley, 1992; Duckworth and Martin, 2004) , including both shallow and deep etch pits as well as linear arrays, examples of which are shown in Fig. 2 . In general, greater numbers of etch pits were observed during experiments with flowing water than in experiments in static water. The etch pits exhibit the same kind of rhombohedral morphology (Supplementary Fig. S6 ) that is reported in the literature.
RESULTS
Bulk dissolution rate
A bulk dissolution rate for each ROI was computed from the observed rate of change of its average surface height. A plot of average surface height versus time is sometimes approximately linear-corresponding to an approximately constant surface normal velocity as shown in Fig. 3 (a)-and sometimes is nonlinear, as in Fig. 3(b) . This often-observed nonlinear dependence of height on time means that the surface normal velocity is not constant, but it also does not change abruptly over small enough time intervals. This is why linear regression over each ten-minute interval was used to calculate the time-dependent bulk surface normal velocity, as described in Supplementary Materials Section S4 and shown in Supplementary Fig. S7 .
Despite the fact that the average dissolution rate is sometimes observed to be approximately constant during a single experiment, the general behavior observed in this study is that the rate varies with time, with specimen, and even with location on a single specimen. This behavior indicates, as observed by Fischer and others (Fischer et al., 2012; Lü ttge et al., 2013; Emmanuel, 2014; Table 1 Experimental data collection summary.
Minimum duration
Number of data sets a (min) 14.5 mL min À1 0 mL min À1   30  40  22  45  38  22  60  36  22  70  22  10  80  8  2  90 2 2 a Each experiment yielded two data sets, one at each primary wavelength. 2014; Fischer et al., 2015; Feng et al., 2017; Fischer and Lü ttge, 2017; Saldi et al., 2017) , that dissolution rates often are more properly characterized statistically as a probability distribution, or a spectrum, than as a single value.
Dissolution rate spectra
Since 4D data are collected by DHM on multiple crystals and on multiple subregions of a single crystal, statistical sampling of a given area size can be evaluated to construct a histogram of dissolution rates under the same flow condition. Fig. 4 shows the frequency distributions of rates measured at different times during the experiment using either 5 lm or 10 lm subregions. The peak rate values are in the range of 0.15 lmol m À2 s À1 to 0.25 lmol m À2 s
Experiments in flowing water
À1
, which is consistent with values reported in the literature under similar conditions, as shown in Table 2 . The peak of the distribution is somewhat lower at times greater than 60 min, which may be an artefact of the fact that fewer data sets were collected at those times (see Table 1 ). Fig. 4 indicates a finite probability of negative dissolution rates (i.e., net growth). From a macroscopic continuum perspective, growth should not happen in these experiments because the solution is maintained well below calcite saturation. Growth of calcite in highly undersaturated solutions, even transient or highly localized growth, does not seem to have been reported previously. Fischer et al. (2012) analyzed rate spectra for calcite dissolution; their Fig. 5 is similar to Fig. 4 in this paper. Their abscissa has its origin at zero and shows only positive rates, and those authors did not discuss observations of negative rates. However, their distribution indicates a finite frequency at zero rate and looks as if it would continue to negative values (i.e., growth). Recent work by Emmanuel (2014) indicates some localized growth on dolostone surfaces in acidic undersaturated solutions, which was attributed to local precipitation of nanoparticles of a magnesium-rich phase, possibly through a coupled dissolution-precipitation reaction. This result is particularly striking because the formation of nanoparticles requires that the nominally undersaturated solution not only be supersaturated with respect to that second phase, but must be so highly supersaturated as to overcome the energetic barrier to heterogeneous nucleation.
Calcite growth in undersaturated solutions should be a rare event, if it occurs at all, so it is instructive to examine measurement artefacts that could cause false indications of growth. As discussed in Supplementary Materials Section S3, shot and other noise is inherent in the data and may result in random local increases in phase value. The temporal averaging performed in this study (see Supplementary Materials Section S3) is intended to minimize the effects of shot noise, but still cannot always eliminate it. To further investigate potential sources of measurement error and determine whether they could be responsible for apparent negative dissolution rates, Supplementary Materials Section S6 provides a detailed propagation of uncertainty from individual rate measurements, and also accounts for random noise in the data to estimate the uncertainty in the rate spectra. Based on that analysis, the maximum uncertainty in the computed distribution at any point is 0.44%, characterized as one standard deviation. That level of uncertainty in the distribution is not enough to dismiss negative dissolution rates as random errors. A second possible artefact could arise if the spatiotemporal unwrapping algorithm incorrectly unwraps the phase at certain pixels, possibly because of shot or other noise in the system. Finally, the sample requires a few minutes to reach thermal equilibrium once water is introduced to the reaction cell. Fig. 4 indicates that the greatest frequency of apparent negative dissolution rates occurs at early times, so the detected growth at early times could be caused by transient thermal expansion.
Experiments in static solution
The same statistical analysis was performed on the data generated by experiments in static solution. As an example, Fig. 5 shows the dissolution rate spectra found by randomly sampling 20 lm subregions at different times. The peak in the rate distribution is about 0.15 lmol m À2 s À1 , implying that the dissolution rate is roughly 20% lower, on average, in static solution than in flowing water. This behavior is expected because a static solution will become enriched in calcium and carbonate ions over time 2 and will therefore reduce the driving force for dissolution. 
DISCUSSION
Modeling the rate spectra
The distributions of measured dissolution rates, examples of which are shown in Figs. 4 and 5, all have an asymmetric shape, similar to those reported in other studies (Fischer et al., 2012; Lü ttge et al., 2013; Emmanuel, 2014; Fischer et al., 2014 Fischer et al., , 2015 Feng et al., 2017; Fischer and Lü ttge, 2017; Saldi et al., 2017) , with one long tail extending to higher rates and a shorter tail extending to smaller and even apparently negative rates. In the interest of compactly modeling the rate spectra with a few statistical parameters, the spectra were compared to several different common statistical distributions, including the normal, beta, and gamma distributions (Devore, 1982) . Among the distributions tested, generalized extreme value (GEV) distributions (Castillo et al., 2005) offered the best models of the rate spectra, as also reported for other carbonate minerals (Emmanuel, 2014) . The GEV probability density function is a three-parameter distribution
where the three parameters, l; r > 0, and k -0 are the location, scale, and shape of the distribution, respectively. The first two parameters are analogous to the mean and standard deviation, respectively, of a normal distribution. As discussed in the previous section, apparent negative rates were omitted from the analysis, being attributed to isolated errors in the unwrapping algorithm or transient thermal effects. A GEV model was fit to the dissolution data separately for each subregion size and each of the two flow conditions. An example of the GEV model fit is shown in Fig. 6 for dissolution in flowing water using the largest subregion sampling size (20 lm). Optimized values of the GEV parameters for these experiments, along with their standard errors, are provided in the Supplementary Materials as Tables S3 and S4 .
From the GEV models of the data (or from direct observation of the histograms), the most probable dissolution rates can be readily computed, and these values generally agree quite closely with the average values reported for calcite in the literature. The most probable rates are shown in Table 3 (Arvidson et al., 2003) The predictions of Eq. (3), in addition to other literature data summarized in Table 2 , all agree quite closely with the most probable rates measured in the current study, although knowledge of the complete rate spectrum provides much more information about the dissolution behavior. This close agreement validates the DHM measurements analysis methods used here.
Table 3 also indicates that the most probable dissolution rate in flowing water increases by up to 50% with time. Temporal changes in the rate have been suggested previously by kinetic Monte Carlo simulations (Flidr et al., 1998; Lü ttge et al., 2013; Fischer et al., 2014) . This time dependence arises, at least in part, from the fact that features of the surface topography (e.g., deep etch pits, linear arrays) can emerge gradually. That is, active etch pits generally increase in number as dissolution proceeds. Further study over longer length and time scales are needed to investigate this phenomena more fully, but the fact that the rates increase cannot be attributed to a progressive change in the solution composition because such an effect would only cause the rates to decrease. It is also unlikely that the rate increase is caused by a gradual increase in temperature because, although calcite dissolution is exothermic with dissolution enthalpy of 33.5 kJ mol À1 (Bischoff, 1998) , the water was not recirculated and the flow rate was high enough to efficiently dissipate the heat. Table 3 further suggests that the most probable rate increases modestly with the length (areal sample size) scale over which the averaging is performed. This trend also is reasonable because the probability of observing a rapidly dissolving etch pit or a deep dissolution line increases with the size of the sampling area. In addition, the subregions were selected randomly, so the probability of two larger subregions overlapping the same deep etch pit is greater than the probability for two smaller subregions.
Finally, GEV models of the dissolution rates at later times in flowing water are compared to those in static solution in Fig. 7 . As expected, the peak in the rate distribution at this later time interval is lower in static solution than in flowing water because flowing water remains more undersaturated with respect to calcite (i.e., has a higher driving force for dissolution) than a static solution that has been contact with the crystal for nearly an hour. In addition, the distribution observed in static solutions has a higher and narrower peak than the distribution in flowing water. As suggested by Arvidson et al. (2003) for calcite in particular, and by Zhang and Lü ttge (2008) and Lasaga and Lü ttge (2001) more generally, large variations in local mineral dissolution rates are more likely at very low saturations because the driving force for dissolution is large enough to activate surface defects that exhibit significantly larger dissolution due to the greater density of kinks and the lower energetic cost of nucleating them. As the saturation increases, the driving force decreases and at some point is no longer capable of activating those surface defects; at that point dissolution occurs only by crystal step retreat which occurs at a lower, more uniform rate across the surface. Calcite dissolution in flowing water maintains a very low saturation index, so a wide range of topographical features (etch pits, dissolution lines) contribute to fast dissolution in addition to the slower dissolution by step retreat. The range of dissolution rates observed on a surface in static solution is narrower because fewer etch pits or other defects can contribute to the rate.
Dissolution at etch pits
Using the data obtained from experiments in 14.5 mL min À1 flowing water, 174 etch pits were manually selected for detailed investigation. The surface normal dissolution rate of the etch pits were not computed because these rates are dependent on the area selection size and would not necessarily represent the dissolution rate of the pit itself. The lateral resolution, 0.34 lm, is insufficient for an accurate characterization of the sizes of the individual etch pits, but the vertical resolution is high enough to characterize the etch pit deepening rate based on the relative height at the bottom of each etch pit. The time dependence of a deepening etch pit is shown in Fig. 8 . From the 174 etch pits (348 measurements, using both wavelengths), the mean deepening rate was found to be 0.059 nm s À1 , with a sample standard deviation of 0.005 nm s À1 and a range of 0.008 nm s À1 to 0.503 nm s À1 . At 95% confidence, a suitable GEV distribution could not be fit to the etch pit deepening rate spectra. Instead, a Burr distribution (Patel et al., 1976) ,
was found to be acceptable, having a chi-squared p value of 0.357 with fitted parameters a ¼ 0:0512 AE 0:0091, c ¼ 2:231 AE 0:197, and d ¼ 1:203 AE 0:303, as shown in Fig. 9 . The authors can only find one previous study that quantified the deepening rate of calcite etch pits, which reported deepening rates on the order of (0.28 ± 0.06) nm s À1 at 25°C (MacInnis and Brantley, 1992) . That rate is about ten times greater than the most probable rate shown in Fig. 9 . However, this difference is difficult to evaluate because the previous measurements sampled only the large, deep etch pits that have the greatest deepening rates, ignoring the shallower, more slowly dissolving etch pits that were included in the current measurements. In addition, the previous measurements were made on calcite immersed in potassium chloride solution instead of deionized water. Fischer et al. (2015) and Fischer and Lü ttge (2017) have shown the utility of using rate maps to visually depict the spatial distribution of dissolution rates from a given experiment. The height and rate maps from a single experiment in flowing water over 60 min are shown in Fig. 10(a) and (b), respectively. Etch pits and other defects of relatively lower elevation on the height map coincide with regions of greater dissolution rate in Fig. 10(b) . A histogram of the rates for the same experiment ( Fig. 10(c) ), has a median of 0.3 lmol m À2 s
Rate mapping
À1
. If one assumes a linear change in height with time over the total duration of the experiment-a dubious assumption based on Fig. 3(b) -the mean dissolution rate can be computed at each pixel (i.e., 340 nm Â 340 nm area) in the region of interest. Using that analysis method, Fig. 11 shows the combined dissolution rate data from all flowing water experiments conducted in this study. The median dissolution rate in Fig. 11 is 0.3 lmol m À2 s
. However, if one assumes linear height change with time only within each of a sequence of 10 min intervals, the same per-pixel analysis captures the temporal dependence of the rates (Fig. 12) ; the modal rate is similar to that found in the previous analysis of the sampled subregions in Fig. 4, ( i.e., 0.1 lmol m À2 s À1 to 0.3 lmol m À2 s À1 ). Fig. 12 has a longer tail at high rates compared to Figs. 4 and 11 because (i) the data in Fig. 12 are compiled per pixel rather than being averaged over a given area, and (ii) Fig. 12 captures the rapidly-dissolving features over shorter time intervals that are averaged out in Fig. 11 . Even the modal dissolution rate is greater when calculated over each 10 min interval than it is when using the whole 60 min interval, as seen in Table 4 . This suggests that any reported average rate or rate spectrum should also disclose the time interval used for the measurement; significant underestimates in rates could be measured if height changes are assumed to be linear over longer time intervals.
Previous studies using rate maps have discussed and demonstrated the concept of deconvoluting the rate distribution into separate distributions, each of which is associated with a particular topographical feature (Fischer et al., 2015; Fischer and Lü ttge, 2017) . Assuming individual Gaussian distributions, as in those earlier studies, the dissolution rate spectra for each 10 min interval were deconvoluted as summarized in Table 5 . The last row of that table gives the deconvoluted distributions when assuming Fig. 11 . Combined dissolution rate data in flowing water computed per pixel by linear regression and assuming a constant dissolution rate with time. Fig. 12 . Surface normal dissolution rate spectra over different time intervals using per-pixel data measured in flowing water. The dashed curve is the histogram obtained by assuming constant dissolution rate per pixel over the entire duration of the experiment, shown in Fig. 11. that each pixel has a constant dissolution rate during the whole experiment, as previous studies have done (Fischer et al., 2015; Fischer and Lü ttge, 2017 ). An example of the positions and shapes of the individual Gaussians is shown in Fig. 13 for the interval between 40 min and 50 min. A three-peak deconvolution was found to be suitable, according to which the dissolution behavior can be categorized in terms of three types of surface features corresponding to slow, intermediate, and fast rates. The slow rate spectrum can be associated with normal dissolution (i.e., step retreat) in the absence of other defects, while the intermediate and fast rate spectra can be linked to shallow and deep etch pits, respectively, as observed in the rate map example of Fig. 10  (b) . These regimes can be approximated by ranges in the mean rate of < 0:
and > 1:0 lmol m À2 s À1 (fast). Deconvolution therefore assists in linking the various mechanisms and morphologies of dissolution to their characteristic rates (Fischer et al., 2015; Fischer and Lü ttge, 2017) . However, further research is needed to confirm that such features truly do exhibit Gaussian rate distributions instead of some other kind of asymmetric distribution.
CONCLUSIONS
A novel interferometric technique, digital holographic microscopy, has been used to study the dissolution of Table 4 GEV distribution parameters for calcite dissolution rates aggregated from all flowing-water experiments in this study and using a per-pixel analysis. The rates are obtained by linear regression of height versus time at each pixel over the given time interval, as shown in Supplementary  Fig. S7 .
Time interval
Modal rate GEV Parameters 
À4
a Maximum duration of the experiment. Table 5 Peak deconvolution by Gaussian models of the per-pixel GEV distributions summarized in a Maximum duration of the experiment. Fig. 13 . Deconvolution of GEV representation of the rate spectra in flowing water during the time interval from 40 min to 50 min, showing three separate Gaussian peaks from Table 5 . The third peak at high rates appears as a nearly flat line because of its extremely large standard deviation.
cleaved calcite (104) surfaces. Real-time, in situ surface height measurements were collected over time to evaluate the surface normal dissolution rates in either flowing or static deionized water at room temperature. The results strongly support the assertion first discussed by Fischer et al. (2012) that dissolution rate is best described by a statistical distribution of local fluxes, even under nominally identical thermal conditions and solution composition. The rate spectrum can be modeled with a generalized extreme value (GEV) probability distribution. The maximum probability of the distribution agrees well with average rates of calcite dissolution reported in the literature (i.e., 0.1 lmol m À2 s À1 to 0.3 lmol m À2 s
À1
), which validates the instrument and method reported here. The exact form of the distribution depends both on the sampling area and on the time after immersion, due to the location and density of surface defects such as etch pits and linear arrays, which appear at different times after contact with solution. This appears to be the first time that this spatiotemporal dependence has been demonstrated experimentally for calcite. A new observation is that the dissolution rate spectrum varies in time even for the same crystal and flowing solution, despite the fact that the process is reaction controlled. A greater proportion of rapidly-dissolving regions is observed at earlier time intervals (e.g., 0 min to 10 min) than would otherwise be captured by using a longer time interval and assuming time-independent surface retreat rates. This suggests that measurements of rate spectra should consider the possible bias that could be introduced by using longer time intervals, even for slowly dissolving minerals.
As expected, dissolution rates measured in flowing water are about 20% greater than rates measured in static solutions. The same real-time, in situ methods likely can be applied fruitfully to characterize dissolution or growth rates of other minerals, and could lead to a more thorough understanding of nanoscale and microscale changes in surface topography with time.
