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Abstract
This paper proposes a method to rank multiple efficient candidates, which often happens in DEA method, by comparing the
least relative total scores for each efficient candidate with the best and the least relative total scores measured in the same range.
By a numerical example, our model is used to identify efficient candidate and the model can get less efficient candidates too than
that can be identified by the model given by Wang and Chin [Y.M. Wang, K.S. Chin, Discriminating DEA efficient candidates by
considering their least relative total scores, J. Comput. Appl. Math. 206 (2007) 209–215]. This paper also points out that there is
a drawback in the theorem about ε given by Wang and Chin [Y.M. Wang, K.S. Chin, Discriminating DEA efficient candidates by
considering their least relative total scores, J. Comput. Appl. Math. 206 (2007) 209–215].
c© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
In voting systems, the weighted sum of the votes each candidate receives in different places is often used to rank
candidates. How to determine the weights assigned to different places objectively is an issue. Cook and Kress [1]
proposed data envelopment analysis (DEA) to determine the most appropriate weights for each candidate. This
method is proved to be effective in voting systems. But it also results in more than one efficient candidate. Many
new models are given to get the winner among the efficient candidates. Cook and Kress suggest obtaining the winner
by maximizing the gap between the weights. Green et al. [2] utilize the cross-efficiency evaluation in DEA to obtain
the best candidate. Noguchi et al. [3] also use the cross-efficiency evaluation to get the best candidate and give a
strong ordering constraint condition on weights. Hashimoto [4] utilizes the super-efficiency model in DEA to get the
winner. Wang and Chin [5] discriminate efficient candidates by considering their least relative total scores. But the
least relative total scores and the best relative total scores are not measured within the same range in [5]. The obtained
conclusion is not persuasive. They also propose a model in which the total scores are measured within an interval. The
upper bound of the interval is set to be one, but they fail to determine the value of the lower bound for the interval.
The lower bound will be given in a persuasive way in this paper.
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2. The models
2.1. DEA models for measuring the best relative total scores
It is assumed that in a voting system, each voter selects m candidates among n candidates (n ≥ m) and ranks them
from top to the mth place, each place associated with a relative importance weight w j ( j = 1, . . . ,m). Let vi j be the
votes of the candidate i being ranked in the j th place. Cook and Kress [1] give the following DEA model to obtain
the total score for each candidate:
Max Zi =
m∑
j=1
vi jw j
s.t.
m∑
j=1
vi jw j ≤ 1, i = 1, . . . , n,
w j − w j+1 ≥ d( j, ε), j = 1, . . . ,m − 1,
wm ≥ d(m, ε),
(1)
where d(., ε) is a discrimination intensity function that is non-negative and monotonically increasing in a non-negative
ε and satisfies d(., 0) = 0. As stated in [5], the choice of the functional form of d(., ε) and the value of ε has significant
impacts on the winner. Noguchi et al. [3] propose the following strong ordering DEA model to obstacle this difficulty:
Max Zi =
m∑
j=1
vi jw j
s.t.
m∑
j=1
vi jw j ≤ 1, i = 1, . . . , n,
w1 ≥ 2w2 ≥ · · · ≥ mwm,
wm ≥ ε = 2Nm(m + 1) ,
(2)
where N is the number of voters. According to the conclusion obtained in [5], ε can take the values within the interval
[0, δ], where δ = mini {1/m/(∑mj=1(vi j/j))}.
2.2. DEA model for measuring the least relative total scores [5]
The following strong ordering model is used to get the least relative total score for each candidate:
Min X i =
m∑
j=1
vi jw j
s.t.
m∑
j=1
vi jw j ≥ 1, i = 1, . . . , n,
w1 ≥ 2w2 ≥ · · · ≥ mwm,
wm ≥ ε.
(3)
2.3. Our models for measuring the best and the least relative total scores within the same range
First, we will introduce a concept of virtual worst candidate (VWC). VWC is a candidate which does not exist
in the voting. But he/she receives the least votes in each place among all n candidates. The votes for VWC can be
denoted as vmin = (vmin1 , . . . , vminm ). The vote for each place can be expressed as follows:
vminj = mini {vi j } j = 1, . . . ,m. (4)
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According to the definition for VWC, without doubt, VWC gets the least (smallest) relative total score and will be
ranked in last place in any condition. The best relative total score can be denoted as α∗, which is determined by the
following model:
Max α =
m∑
j=1
vminj w j
s.t.
m∑
j=1
vi jw j ≤ 1, i = 1, . . . , n,
w1 ≥ 2w2 ≥ · · · ≥ mwm,
wm ≥ ε,
(5)
where ε can take the values within the interval [0, δ] and δ = mini {1/m/(∑mj=1(vi j/j))}.
Thus, the relative total score for each candidate can be measured in the interval of [α∗, 1]. We can get the following
model to obtain the best and the least relative total scores for each candidate:
Max/Min Yi =
m∑
j=1
vi jw j
s.t. α∗ ≤
m∑
j=1
vi jw j ≤ 1, i = 1, . . . , n,
w1 ≥ 2w2 ≥ · · · ≥ mwm,
wm ≥ ε.
(6)
Model (6) can be divided into the following two models (models (7) and (8) to get the best and the least relative total
scores.
Max YMaxi =
m∑
j=1
vi jw j
s.t. α∗ ≤
m∑
j=1
vi jw j ≤ 1, i = 1, . . . , n,
w1 ≥ 2w2 ≥ · · · ≥ mwm,
wm ≥ ε.
(7)
If a candidate is identified to have the best relative total score of one in model (7), then he/she is viewed as efficient
candidate, otherwise he/she is viewed as non-efficient candidate. All the efficient candidates determine an efficient
frontier.
Min YMini =
m∑
j=1
vi jw j
s.t. α∗ ≤
m∑
j=1
vi jw j ≤ 1, i = 1, . . . , n,
w1 ≥ 2w2 ≥ · · · ≥ mwm,
wm ≥ ε.
(8)
If a candidate is identified to have the least relative total score of α∗ in model (8), then he/she is said to be inefficient
candidate, otherwise he/she is said to be non-inefficient candidate. Non-efficient candidate is different from inefficient
candidate and non-inefficient candidate is also different from efficient candidate. Details of the differences for these
concepts can be referred in [5].
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Thus, the i th candidate can obtain an interval total score, whose upper bound is the optimal value of model (3) and
the lower bound is that of model (8). According to the comparison rule of interval numbers, if two positive interval
numbers have the same upper bound, then the one with bigger lower bound is more preferred to the other one [5].
Here, the least relative total score represents the score each candidate receives in the most unfavorable situation [5].
2.4. Discussion about ε in models (2), (3) and (6)
First, let us consider the constraints in model (2). From w1 ≥ 2w2 ≥ · · · ≥ mwm , it is known that w j ≥
mwm/j, j = 1, . . . ,m − 1. Therefore, we have ∑mj=1 vi jw j ≥ ∑mj=1 vi j (mwm/j) = mwm∑mj=1(vi j/j). Thus,
model (2) is equivalent to the following model:
Max Zi =
m∑
j=1
vi jw j
s.t.
m∑
j=1
vi jw j ≤ 1, i = 1, . . . , n,
w1 ≥ 2w2 ≥ · · · ≥ mwm,
mwm
m∑
j=1
(vi j/j) ≤ 1, i = 1, . . . , n,
wm ≥ ε.
(9)
That is:
Max Zi =
m∑
j=1
vi jw j
s.t.
m∑
j=1
vi jw j ≤ 1, i = 1, . . . , n,
w1 ≥ 2w2 ≥ · · · ≥ mwm,
wm ≤ min
i
{
1/m/
m∑
j=1
(vi j/j)
}
,
wm ≥ ε.
(10)
From model (10), we can get ε ≤ mini {1/m/(∑mj=1(vi j/j))}, otherwise model (10) will be infeasible.
But in Wang and Chin’s opinion [5], they get w j ≤ w1/j and ∑mj=1 vi jw j ≤ ∑mj=1 vi j (w1/j). When
w1
∑m
j=1(vi j/j) ≤ 1 holds for any i = 1, . . . , n, namely, they get w1 ≤ mini {1/(
∑m
j=1(vi j/j))}. From ε ≤ wm ≤
w1/m, it can be derived that ε ≤ mini {1/m/(∑mj=1(vi j/j))}. In our opinion, this way is not persuasive. Especially
we do not know how they get w1
∑m
j=1(vi j/j) ≤ 1, and if w1
∑m
j=1(vi j/j) ≤ 1,
∑m
j=1 vi jw j ≤ 1, i = 1, . . . , n, will
be redundant because
∑m
j=1 vi jw j ≤
∑m
j=1 vi j (w1/j) obtained from w j ≤ w1/j, j = 1, . . . ,m.
Second, we will consider the constraints in model (3). From w j ≤ w1/j, j = 1, . . . ,m, we have∑mj=1 vi jw j ≤∑m
j=1 vi j (w1/j), i = 1, . . . , n. Thus, model (3) is equivalent to the following model:
Min X i =
m∑
j=1
vi jw j
s.t.
m∑
j=1
vi jw j ≥ 1, i = 1, . . . , n,
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w1 ≥ 2w2 ≥ · · · ≥ mwm,
m∑
j=1
vi j (w1/j) ≥ 1, i = 1, . . . , n,
w1 ≥ mwm,
wm ≥ ε.
(11)
That is:
Min X i =
m∑
j=1
vi jw j
s.t.
m∑
j=1
vi jw j ≥ 1, i = 1, . . . , n,
w1 ≥ 2w2 ≥ · · · ≥ mwm,
w1 ≥ max
i
{
1/
(
m∑
j=1
vi j (w1/j)
)}
w1 ≥ mwm,
wm ≥ ε.
(12)
If we have mwm ≥ maxi {1/(∑mj=1 vi j (w1/j))}, we will get the following model:
Min X i =
m∑
j=1
vi jw j
s.t.
m∑
j=1
vi jw j ≥ 1, i = 1, . . . , n,
w1 ≥ 2w2 ≥ · · · ≥ mwm,
w1 ≥ mwm,
wm ≥ max
i
{
1/m/
(
m∑
j=1
vi j (w1/j)
)}
,
wm ≥ ε.
(13)
In model (13), if ε ≤ maxi {1/m/(∑mj=1 vi j (w1/j))}, wm ≥ ε will be redundant and the optimal value of model (13)
will not be affected when ε takes the values within the interval [0, δ], where δ = maxi {1/m/(∑mj=1 vi j (w1/j))}. This
is the theorem given by Wang and Chin in [5].
However, there is an assumption ofmwm ≥ maxi {1/(∑mj=1 vi j (w1/j))} based on model (12). In fact, we cannot get
mwm ≥ maxi {1/(∑mj=1 vi j (w1/j))} from model (12). In the proof of theorem [5], fromw j ≥ mwm/j, j = 1, . . . ,m,∑m
j=1 vi jw j ≥
∑m
j=1 vi j (mwm/j) = mwm
∑m
j=1(vi j/j) is obtained. They give mwm
∑m
j=1(vi j/j) ≥ 1, i =
1, . . . , n and wm ≥ maxi {1/m/(∑mj=1(vi j/j))} is followed. We do not know how they get mwm∑mj=1(vi j/j) ≥
1, i = 1, . . . , n. If mwm∑mj=1(vi j/j) ≥ 1, i = 1, . . . , n, ∑mj=1 vi jw j ≥ 1, i = 1, . . . , n will be redundant in
model (3). So, there is a drawback in the theorem about model (3) [5]. This point will be shown in Section 3 by an
example.
Based on the above discussion, ε ≤ mini {1/m/(∑mj=1(vi j/j))} must be satisfied in models (6)–(8), otherwise the
three models will be infeasible.
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Table 1
Votes received by six candidates
Candidate First place Second place Third place Fourth place
A 3 3 4 3
B 4 5 5 2
C 6 2 3 2
D 6 2 2 6
E 0 4 3 4
F 1 4 3 3
Table 2
DEA assessment for the six candidates
Candidate ε = 0.005 ε = 0.01 ε = 0.0167
Wang’s models Our models Wang’s models Our models Wang’s models Our models
The best
score
The least
score
The best
score
The least
score
The best
score
The least
score
The best
score
The least
score
The best
score
The least
score
The best
score
The least
score
A 0.7376 – 0.7376 – 0.7376 – 0.7376 – 0.7347 – 0.7347 –
B 1 2.1667 1 0.5121 1 2.1667 1 0.5121 0.9919 – 0.9919 –
C 1 2.125 1 0.5023 0.9985 – 0.9985 – 0.9723 – 0.9723 –
D 1 2.2917 1 0.5417 1 2.2917 1 0.5417 1 2.2917 1 0.6123
E 0.4364 – 0.4364 – 0.4364 – 0.4364 – 0.4364 – 0.4364 –
F 0.5198 – 0.5198 – 0.5198 – 0.5198 – 0.5196 – 0.5196 –
3. Application
To compare the ability to discriminate DEA efficient candidates based on our models with that based on Wang
and Chin’s models, two examples will be given in this section. In the following two examples, ε is not equal to
2/(Nm(m + 1)) in model (2).
Example 1. We will consider the example taken from [1], in which 20 voters are asked to rank 4 out of 6 candidates
A ∼ F on a ballot. The votes each candidate receives are shown in Table 1.
In this example, mini {1/m/(∑mj=1(vi j/j))} = 0.02727 and maxi {1/m/(∑mj=1(vi j/j))} = 0.0625. We also test
three cases for the value of ε : ε = 0.005, ε = 0.01 and ε = 0.0167 as Wang and Chin did. By solving model (5), we
can obtain α∗ = 0.2363636.
Table 2 shows the best relative total scores of six candidates and the least relative total scores of each efficient
candidate obtained by solving modes (2), (3), (7) and (8) under three different values of ε, respectively. From Table 2,
when ε = 0.005, both models (2) and (7) identify candidates B, C and D as efficient candidates, but cannot
discriminate them further. According to the least relative total scores of the three candidates, Wang and Chin [5]
identify D as winner by model (3). However, different from model (2) with relative total score measured in the range
of no more than one, the relative total score is measured in the range of no less than one in model (3). The relative
total score are not measured in the same range and the results obtained are not persuasive. We also obtained that D is
winner by considering the least relative total scores obtained from model (8). In this example, the least relative total
scores did not vary when ε varies. But we can get the conclusion that ε has no impact on the least relative total scores
of each candidate when ε takes the values within [0,maxi {1/m/(∑mj=1(vi j/j))}]. This point will be illustrated in
Example 2.
Example 2. In this example, voters are asked to rank 4 out of 10 candidates A ∼ J . The votes each candidate receives
are shown in Table 3.
In this example, δ = mini {1/m/(∑mj=1(vi j/j))} = 0.007194 and δ′ = maxi {1/m/(∑mj=1(vi j/j))} = 0.009524.
In models (2), (7) and (8), ε can takes the values within [0, δ], otherwise the three models will be infeasible based
on the discussion about ε in Section 2. We will test three cases for the value of ε : ε = 0.0000001, ε = 0.00001,
ε = 0.001. The three values for ε are also in the range of [0, δ′]. In Wang and Chin’s opinion, the least relative total
score in model (1) will be not affected when ε varies in [0, δ′]. By solving model (5), we can obtain α∗ = 0.7592593.
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Table 3
Votes received by ten candidates
Candidate First place Second place Third place Fourth place
A 20 14 13 11
B 14 16 16 17
C 14 14 19 21
D 14 13 22 11
E 19 14 12 19
F 14 13 9 11
G 18 17 15 9
H 14 13 20 20
I 14 20 15 20
J 14 21 14 16
Table 4
DEA assessment for the ten candidates
Candidate ε = 0.0000001 ε = 0.00001 ε = 0.001
Wang’s model Our models Wang’s model Our models Wang’s model Our models
The best
score
The least
score
The best
score
The least
score
The best
score
The least
score
The best
score
The least
score
The best
score
The least
score
The best
score
The least
score
A 1 1.29841 1 0.98755 1 1.29841 1 0.98755 1 1.29841 1 0.98755
B 0.90955 – 0.90955 – 0.90955 – 0.90955 – 0.90955 – 0.90955 –
C 0.93765 – 0.93398 – 0.93765 – 0.93398 – 0.93765 – 0.93398 –
D 0.89447 – 0.89447 – 0.89447 – 0.89448 – 0.89447 – 0.89447 –
E 1 1.26829 1 0.96296 1 1.26835 1 0.96302 1 1.27412 1 0.96879
F 0.7664 – 0.7664 – 0.7664 – 7664 – 0.7664 – 0.7664 –
G 1 1.28571 0.99839 – 1 1.28571 0.99839 – 1 1.2857 0.99839 –
H 0.92566 – 0.92288 – 0.92566 – 0.92288 – 0.92566 – 0.92288 –
I 0.97842 – 0.97679 0.97842 – 0.97679 – 0.97842 – 0.97679 –
J 0.9598 – 0.9598 0.9598 – 0.9598 – 0.9598 – 0.9598 –
Note: The symbol “–” means that there is no need to calculate the least relative total scores for non-efficient candidates in Tables 2 and 4.
Table 4 shows the best relative total scores of ten candidates and the least relative total score for each efficient
candidate by solving models (2), (3), (7) and (8) under three different values of ε, respectively. As can be seen from
Table 4, by model (2), three candidates, A, E and G, are identified as efficient candidate when ε takes 0.0000001,
0.00001 and 0.001. However, by model (7), only candidates A and E are identified as efficient candidate when ε takes
the three values and candidate G is not identified as efficient candidate in model (7). Therefore, the ability to identify
efficient candidate of model (7) is stronger than that of model (2). From Table 4, the least relative total scores for
candidates A, E and G, are 1.29841, 1.26829 and 1.28571, respectively, by solving model (3). Based on the spirit
that efficient candidates can be discriminated by considering their least relative total scores [5], candidates A, G, E
and I should be the first winner, the second winner, the third winner and the fourth winner for the three levels of ε,
respectively, when using the method proposed by Wang and Chin [5]. The least relative total scores for candidates A
and E are 0.98755 and 0.96296, 0.98755 and 0.96302, and 0.98755 and 0.96879 when ε takes 0.0000001, 0.00001
and 0.001, respectively. That is, based on our method, candidates A, E , G and I should take the first place, the second
place, the third place and the fourth place, respectively. It is necessary to notice that there is a difference in the rank.
Both Wang and Chin and we all agree that Candidate A and I should be the first winner and last winner, respectively.
By considering the least relative total scores obtained from model (3), the least relative total score of candidate G is
bigger than that of candidate E and candidate G should be more efficient than candidate E , although both of them are
efficient candidates according to model (2). However, candidate G is not efficient candidate according to model (7)
with strong ability to identify efficient candidates. So, candidate E should be more efficient than candidate G in our
opinion. Different fromWang and Chin’s method in which the best relative total score and the least relative total score
are measured in the range of no more than one and no less than one, respectively, the best and the least relative total
cores are measured in the same range of an interval whose upper bound is set to one and lower bound is determined
by a worst candidate in a persuasive way. So, our final rank for the 4 winners is more reasonable and candidates A,
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E , G and I should take the first place, the second place, the third place and the fourth place, respectively. It is also
necessary to notice that the best relative total scores for any candidates obtained from model (7) are always no more
than those obtained from model (2). The reason is that model (7) uses the potential information obtained from data
set (votes for each candidate in each position) and uses the information of worst candidate. This reason leads to the
inaccurate best relative total score of model (2).
From Table 4, by solving model (2), when ε = 0.0000001, 0.00001 and 0.001, the least relative total score of
candidate A are all 1.29841 and those of candidate G are all 0.99839. The least relative total scores of candidate E are
1.26829, 1.26835 and 1.27412, respectively, when ε = 0.0000001, 0.00001 and 0.001. The least relative total scores
of candidate A and G do not change when ε varies. However, the least relative total score of candidate E changes
when ε varies. ε = 0.0000001, 0.00001 and 0.001 are in the range of [0, δ′], where δ′ = 0.009524. According to the
theorem about ε proposed by Wang and Chin in [5], the least relative total scores of candidates will not be affected
when ε varies in the range of [0, δ′], where δ′ = maxi {1/m/(∑mj=1(vi j/j))}. Therefore, there is a drawback in the
theorem about ε proposed in [5].
There is no constraint for ε in model (3) and ε can take any value. But the weights w j ≥ 0, j = 1, . . . ,m. When
ε take very bigger value, w j , j = 1, . . . ,m will become very bigger and this point is inappropriate in practice. In
models (2), (7) and (8), ε must be in the range of [0, δ], where δ = mini {1/m/(∑mj=1(vi j/j))}, otherwise the threes
models will be infeasible.
4. Conclusion
In this paper, we propose a method to discriminate efficient candidates in voting systems. The best and the least
relative total scores are measured within the same range. The ability to identify efficient candidates of model (7) is
stronger than model (2). A numerical example is given to illustrate that there is a drawback in the theorem about ε
given by Wang and Chin.
References
[1] W.D. Cook, M. Kress, A data envelopment model for aggregating preference rankings, Manage. Sci. 36 (1990) 1302–1310.
[2] R.H. Green, J.R. Doyle, W.D. Cook, Preference voting and project ranking using DEA and cross-evaluation, European J. Oper. Res. 90 (1996)
461–472.
[3] H. Noguchi, M. Ogawa, H. Ishii, The appropriate total ranking method using DEA for multiple categorized purposes, J. Comput. Appl. Math.
146 (2002) 155–166.
[4] A. Hashimoto, A ranked voting system using a DEA/AR exclusion model: A note, European J. Oper. Res. 97 (1997) 600–604.
[5] Y.M. Wang, K.S. Chin, Discriminating DEA efficient candidates by considering their least relative total scores, J. Comput. Appl. Math.
206 (2007) 209–215.
