We employ SCUBA-2 (Submillimetre Common-User Bolometer Array 2) observations of the Orion A North molecular cloud to derive column density and temperature maps. We apply a novel, Hessian-based structural identification algorithm for detection of prestellar cores to these data, allowing for automated generation of the prestellar mass function. The resulting mass function is observed to peak at 1.39
INTRODUCTION
The development of large-scale, sub-mm surveys of nearby molecular clouds over recent decades have revealed thousands of compact sources believed to be the dusty condensations or 'cores' that precede star formation (Wynn-Williams 1982) . The distribution of prestellar core masses has been observed to consistently mimic the form of the stellar initial mass function (IMF) shifted to higher masses by a factor of ∼3 (Nutter & Ward-Thompson 2007; Enoch et al. 2008; Könyves et al. 2010) . This result suggests that stellar masses are determined at an early stage of fragmentation in the molecular cloud with a star-forming efficiency independent of core using HARP (Heterodyne Array Receiver Programme; Buckle et al. 2009 ) and SCUBA-2 (Submillimetre Common-User Bolometer Array 2; Holland et al. 2013 ). The SCUBA-2 component has observed and continues to observe the aforementioned molecular cloud regions at both 450 and 850 µm, tracing the emission of cold, high column density dust associated with the earliest stages of star formation. The simultaneous observing at 450 and 850 µm samples the dust spectral energy distribution, allowing one to estimate dust temperature and column densities for assumed dust emissivity β and opacity κ. The derivation of these physical properties allow us to address one of the key GBS science goals regarding the origin of the IMF.
Orion A North
This region (also known as the 'Integral-shaped filament') at ∼450 pc is one of the most active and well-studied sites of star formation near to the Sun (Johnstone & Bally 1999) . The relative proximity and large number of young stellar objects (YSOs) contained within the cloud allows for enhanced mass sensitivity and statistical significance of physical quantities derived from observations. Additionally, a broad spectrum of physical environments are present within the region ranging from relatively quiescent gas to the violent outflows of OMC-1 (Johnstone & Bally 1999) . Within such locations, relatively well established, universally observed relationships such as the nitial/core mass function may be more rigorously challenged. Distance estimates of Orion A vary considerably but the vast majority lie between 400-500 pc Schlafly et al. 2014) and as a result, we adopt a distance of 450 pc.
Overview of SCUBA-2
SCUBA-2 is a 10 000 pixel bolometer camera capable of simultaneous observing at 450 and 850 µm. By taking advantage of superconducting transition edge sensor technology and the production of large-scale array structures, SCUBA-2 has been able to surpass its predecessor in overall mapping speed by factors of ∼100-150 ). The 15 m diameter JCMT primary dish delivers angular resolutions of ∼ 8 arcsec and 13 arcsec at 450 and 850 µm, respectively, allowing for resolutions exceeding the Herschel Spectral and Photometric Imaging REceiver 500 µm instrument by a factor of >2.5.
OBSERVATIONS AND DATA REDUCTION
Between 2011 November and 2013 October, a total of 23, ∼ 40 min observations at 850 µm and 450 µm were made of fully sampled 30 and 15 arcmin diameter circular regions using PONG1800 and 900 mapping modes as described in Kackley et al. (2010) . All observations of Orion A North were conducted during grade 1 or 2 weather defined according to the opacity at 225 GHz τ 225 < 0.08 and were made under Project IDs MJLSG22 and MJLSG31. The data were reduced using an iterative map-making technique (MAKEMAP; Chapin et al. 2013) , and gridded to 1 arcsec pixels both at 850 and 450 µm. This super-Nyquist sampling is required for more accurate beam-matching (see Section 3.1) after which the maps are binned to approximately Nyquist sampling with a pixel size of 6 arcsec at both 450 and 850 µm. The iterations were halted when the map pixels, on average, changed by <0.1 per cent of the estimated map rms. The initial reductions of each individual scan were co-added to form a mosaic from which a signal-to-noise mask was produced. . 1σ noise maps corresponding to the standard deviation of the mean of bolometer values that pass through each pixel. The red contour outlines the extent of the external mask -outside of which, the intensity measurements are deemed unreliable. The 450 µm noise map (left) displays more structure as the atmospheric opacity varies more strongly with the atmospheric precipitable water vapour than at 850 µm as shown in Fig. 3 .
The final mosaics (shown in Fig. 1 ) were both produced from a second reduction using the 850 µm mask to define areas of emission as shown by the red contour in Fig. 2 . It should be noted that the 850 µm mask was used to produce both the 450 and 850 µm mosaics as the 850 µm observations used to generate the mask are less prone to noise-based artefacts resulting from atmospheric fluctuations that are common in 450 µm observations. Signals with temporal variation time-scales slower than 1.5 s were deemed to be atmospheric signal and were discarded during the post-observation, map-making process for both observing modes. This filtering results in an effective removal of all spatial frequencies below 0.67 Hz or structures with scales exceeding 600 arcsec. The presence of the two different mapping modes leads to non-uniform spatial sensitivity due to the differences in scan speed but also aids in increasing overall sensitivity. Flux recovery investigations were conducted on the PONG1800 mapping mode by analysing the output signal from fake Gaussian sources. The results of this analysis confirmed robust flux recovery for sources with a Gaussian FWHM <2.5 arcmin. The results of this investigation may be extended to the PONG900 mapping mode through the ratio of scan speeds for the two observing modes. The scan speeds for the PONG1800 and 900 observing modes are 400 and 280 arcsec s −1 , resulting in a theoretical robust signal recovery for sources with Gaussian FWHM <1.75 arcmin. This value corresponds to ∼0.23 pc, which is considered a few times larger than the average radii of prestellar cores (Foster et al. 2009 ) thus validating the combination of the two mapping modes into the final mosaics.
The data are calibrated in Jy beam −1 , using flux correction factors (FCFs) of 537 ± 26 and 491 ± 67 Jy pW −1 beam −1 at 850 and 450 µm, respectively, derived from average values of JCMT calibrators (Dempsey et al. 2013) . The PONG scan pattern leads to lower noise in the map centre and overlap regions, while data reduction and emission artefacts can lead to small variations in the noise over the whole map. The noise for each observation is given by the standard deviation of the mean of the bolometer signals that pass through each pixel averaged over the primary regions of emission, resulting in 1σ noise values at 450 and 850 µm of approximately 35 and 6 mJy beam −1 , respectively (see Fig. 2 ).
CO decontamination
Due to the strong 12 CO emission in molecular clouds, observations where the continuum filter profile overlaps with the frequency of such high-intensity lines produces contamination which must be removed to accurately estimate the continuum emission. While the majority of sources have a relatively low CO contamination < 20 per cent, regions with broad-line emission such as molecular outflows can contribute up to 79 per cent of observed emission through the SCUBA-2 850 µm filter (Drabek et al. 2012) . The 450 and 850 µm SCUBA-2 filter profiles coincide with 12 CO J = 6 → 5 and J = 3 → 2 emission lines, respectively. However, the degree of possible CO contamination is dictated by the emission line location relative to the SCUBA-2 filter response. As can be seen from Fig. 3 , the 12 CO J = 3 → 2 line lies at the peak of the 850 µm filter response, while the J = 6 → 5 line lies at a relatively low response value (approximately 50 per cent of the peak transmission) in the 450 µm filter profile. Unfortunately, we lack the 12 CO J = 6 → 5 observations of Orion A North to decontaminate the 450 µm observations -however, if we consider the relatively low filter response for the J = 6 → 5 transition and combine it with the ratio of energy level populations -assuming a maximum CO excitation temperature of 30 K (in local thermodynamic equilibrium), the maximum contamination from the J = 6 → 5 line will be ∼10 per cent of the J = 3 → 2 line. In light of this, the decontamination process is applied only to the 850 µm data.
For 12 CO J = 3 → 2 decontamination, we employ HARP observations reduced by Graves (2011) . In order to mimic the spatial filtering of the SCUBA-2 data to correctly subtract the CO signal, the integrated 12 CO J = 3 → 2 observation is converted to the raw units of SCUBA-2 observations (pW) and inserted as a negative source into the iterative map maker (Drabek et al. 2012) . The factor required to convert between the integrated 12 CO J = 3 → 2 and the continuum measurements of SCUBA-2 varies according to weather band since the filtered transmission intensity at the line frequency varies relative to the integrated filter profile. These conversion factors are derived in Drabek et al. (2012) and applied to each of the 23 observations according to the observed weather band prior to subtraction from the individual 850 µm continuum observations. The resulting ratio between the uncorrected continuum and 12 CO J = 3 → 2 integrated intensity map indicates that the average contamination is of the order of ∼1-10 per cent, though in some regions reaching as high as 80 per cent (see Fig. 4 ). While some of these regions are spatially correlated with Herbig-Haro objects (Davis et al. 2009 ), some have no obvious outflow activity but appear to occur The horizontal distance between the thick black curve and the coloured lines at a given temperature indicates the uncertainty in the temperature estimate. As the temperature increases towards ∼30 K, the Planck function approaches the Rayleigh-Jeans limit at 450 µm and temperature discrimination is lost. However, well below this temperature one can see that the 850 to 450 µm ratio strongly constrains dust temperatures (in the case of 5-10 per cent uncertainty).
within ∼15 arcmin of OMC-1 -possibly suggesting the presence of low column density regions of externally heated gas.
DUST COLUMN DENSITY AND T E M P E R AT U R E E S T I M AT I O N
The theoretical dust emission from an optically thin (τ ≪ 1) slab takes the form of a modified blackbody given by
where I ν , , β and B ν (T) are the intensity at a given frequency ν, column density (dust + gas), dust emissivity index and Planck function, respectively (Hildebrand 1983) . The assumption of the optically thin regime is justified as follows, τ = κ therefore, assuming a fixed emissivity index β = 2, the column densities required to give an optical depth τ = 1 are 15 and 28 g cm −2 at 450 and 850 µm, respectively. We find that all regions -apart from OMC-1 -have < 15 g cm −2 thus validating the τ ≪ 1 criterion required for use of equation (1). The ratio of the 450 and 850 µm intensities is independent of column density and forms an implicit equation (equation 2) that can be solved to derive a temperature for an assumed dust emissivity index. 
It should be noted that the 450 and 850 µm ratio can only provide accurate temperature estimates for cold regions < 30K assuming the FCF uncertainties given previously (see Fig. 5 ). In this instance, we assume the dust emission to be optically thin (τ ν ≪ 1), fix the dust emissivity index at β = 2 and the dust + gas (assuming a dust to gas mass ratio of temperature estimate can be fed back into equation (1), to derive a column density estimate. However, to conduct a pixel by pixel estimation of the aforementioned physical properties, the intensity maps at 450 and 850 µm must have the same spatial resolution.
Common resolution beam convolution
While the SCUBA-2 beam profiles have relatively Gaussian profiles, they also exhibit a broad 'error' beam arising from panel-topanel misalignment relative to an ideal parabola which contributes a considerable proportion of the integrated response (table 1 in Dempsey et al. 2013) . A viable option to attain a common beam resolution between the 450 and 850 µm maps would be to convolve the 450 µm map with the 850 µm beam model and vice-versa (Reid & Wilson 2005; Hatchell et al. 2013 ). However, this option -while more straightforward -causes unnecessary loss of spatial resolution. Alternatively, one may generate a kernel K A⇒B which satisfies
and is derived using
(where FT denotes the Fourier transform operator) avoiding unnecessary loss of spatial resolution. Additionally, we enforce an area-normalization of K A⇒B dx = 1 to ensure that the convolution process conserves total flux. While this deconvolution is mathematically simple, in practise the process requires filtering of the high-frequency components to avoid division by zero errors (Aniano et al. 2011) . With the inclusion of the high-frequency filter, equation (4) becomes
where B 450 and B 850 denote the 450 and 850 µm beam models (table 1 in Dempsey et al. 2013) . The filter f(k) takes the form of
and is graphically represented in Fig. 6 . All calculations were conducted on a 2048 × 2048 grid (in order to accelerate the fast fourier transform operation), representing a region of 140 arcsec × 140 arcsec. The value of k h is defined as the wavenumber at which FT(B 850 ) separates the high-frequency noise from the low-frequency data (∼0.15 wavenumbers ≡ 3 arcsec -see Fig. 6 ) while k l = 0.9k h . The final choice of these values and filter function for k l < k < k h were selected in order to maximize the accuracy of the beam reconstruction. The resulting reconstructed 850 µm beam profile B ′ 850 accurately traces the true profile to within ∼1 per cent (see Fig. 7 ).With the accurately calibrated 450 and 850 µm measurements shifted to a common beam resolution, the ratio of intensities can be used to solve equation (2) via look-up table to determine the dust temperature. Only regions with emission exceeding the detector thermal noise by a factor of 5 at both 450 and 850 µm are considered. The derived temperature is then inserted into equation (1) to solve for the dust column density. The uncertainty in temperature estimation arises from an uncertainty in the intensity ratio as demonstrated in Fig. 5 . The uncertainty in intensity has two components; the first and largest contributor is the uncertainty in flux conversion factor for which we assume values of 5 and 10 per cent at 850 and 450 µm, respectively (Dempsey et al. 2013) ; the second component arises due to the variation in bolometer signal that passes through each pixel. This two component uncertainty is used to derive a maximum and minimum intensity ratio estimate which translates directly through equations (2) and (1) to maximum and minimum temperature and column density estimates. The resulting maps are given in Fig. 8 .
RESULTS
The results of numerous past studies indicate a functional similarity between the prestellar CMF and the IMF (Nutter & Ward-Thompson 2007; Enoch et al. 2008; André et al. 2010 ). Such observations provide an attractively simplistic theory of star formation where cores (Megeath et al. 2012) simply convert mass to stars with a defined efficiency factor equal to the ratio of turnover points for the core and IMF. However, to confirm the universality of these observations requires large-scale, deep sub-mm surveys of multiple, physically distinct regions with temperature-corrected mass estimates and preferably automated core identification algorithms. In this study, we employ a highly customizable PYTHON implementation of a multiscale, Hessian-based, morphological identification algorithm capable of identifying both compact (see Appendix A) and elongated structures (Salji, Buckle & Richer, in preparation) . Previous works that use similar techniques such as Molinari et al. (2011) and Schisano et al. (2014) limit their analysis to a single spatial scale. Additionally, after determining the second-order derivatives there is no exploitation of the structural information stored within the Hessian. In contrast, we apply a Hessian determinant filter (which preferentially detects radially symmetric sources) at a variety of spatial scales. We set the algorithm scale sensitivity to detect approximately circular cores with spatial scales ranging between 0.03-0.1 pc in accordance with previous studies (Foster et al. 2009 ) where the minimum scale is set by the beamwidth equivalent arc-length at 450 pc. A user-defined threshold is applied to the Hessian determinant map of 1× 10 −5 followed by a standardized algorithmic separation (Verveer 2003 (Verveer -2005 to label the cores (see Fig. 9 ). The diffuse background surrounding the core is estimated and subtracted by linearly interpolating the background in four directions across a masked region defined by the core boundaries in a similar manner to Men'shchikov et al. (2012) . Each core mass was corrected to account for the ∼90 per cent mass Additionally, the theoretical mass-radius Larson law for a core population with constant internal thermal pressure and a constant kinetic temperature is shown in red (Lada et al. 2008). recovery within the detected core boundary (see Appendix A). In addition to this, only cores with mass estimates exceeding the mass uncertainty by a factor of 3 were considered for further analysis. The cores were classified according to the presence or absence of at least one protostellar source as defined by the Spitzer survey of Orion A and B Molecular Clouds YSOs Catalog (Megeath et al. 2012) and the core boundaries shown in Fig. 9 . Additionally, cores with a projected area smaller than the 850 µm beam were discarded as non-detections. The remaining cores comprised of 432 starless and 48 with at least one Spitzer protostellar source present within the clump boundaries. In order to determine which cores were to be considered 'prestellar', we combine measurements of core mass, radius and temperature and relate them through Bonnor-Ebert sphere (Bonnor 1956 ) criticality defined as
where the variables r and T are the deconvolved core radius and temperature while m p , k B and G denote the proton mass, Boltzmann and gravitational constants, respectively. The temperature is a simple average over the area defined by the core boundaries shown in Fig. 9 . The deconvolved radius in this instance is estimated assuming that the core boundary is well approximated by a circle, that the core emission is approximately Gaussian and that the convolved radius is equivalent to the standard deviation σ of the core. This assumption allows for simple derivation of the deconvolved radius through quadrature subtraction of the unconvolved and beam radii. The assumption of approximate circularity is validated through the preferential detection of circular objects due to the determinant nature of the Hessian-based filtering (see Appendix A). The mean molecular mass µ = 2.33 -is assumed to be consistent with a 3:1 hydrogen:helium abundance (by mass) ratio. Cores with masses exceeding M BE are considered 'prestellar' (see Fig. 10 ). Of the 432 starless cores, 222 were considered to be subcritical with respect to M BE , leaving a total of 210 prestellar cores. Aside from a small number of extremely high mass cores, the vast majority of core masses lie within a few multiples of M BE suggesting an approximately virialized core contraction. A catalogue containing the full core population properties is available in electronic format alongside this publication. A small sample of cores from this catalogue is presented in Table 1 . The temperature-corrected prestellar and protostellar CMF are shown in Fig. 11 . The completeness limit is of great concern when generating mass functions. This value relies predominantly on the ability of the source extraction algorithm to detect the full population of cores without distorting the derived mass function. Simulations of SCUBA-2 450 and 850 µm core recovery resulted in >85 per cent completeness for masses exceeding 0.5 M ⊙ , the details of which are discussed in Appendix B.
While the detection and completion limits are larger than the previous SCUBA study conducted by Nutter & Ward-Thompson (2007) , the addition of temperature-corrected masses and automated source detection provide valuable and unbiased information regarding the form of the mass function. The importance of temperature-corrected masses is highlighted if one notes that for a constant intensity value, the difference in column density (and ultimately mass) for assumed isothermal temperatures of 10 and 20 K will differ by a factor of ∼3 resulting in the possibility of considerable distortions to the mass function.
To draw well-informed conclusions from the prestellar mass function, we employ the PYTHON-based, Markov Chain Monte Carlo, Bayesian analysis package PYMC (Patil, Huard & Fonnesbeck 2010) to sample the posterior probability distributions. A deterministic, lognormal probability density function model of the form
was employed to accurately locate the mass turnover point defined according to the mode of the distribution ≡ e µ−σ 2 . For masses exceeding the completeness limit of 0.5 M ⊙ , uniform priors of 0-1000, 0-10 and 0-2 were assumed for the free parameters K, µ and σ , respectively. The resulting posterior distribution of the mass function modal values (Fig. 13 ) yields a turnover point located at 1.39
+0.18
−0.19 M ⊙ , which exceeds the completeness limit by a factor >2. The high-mass tail of the CMF is fitted with a power law of the form
1−α for masses exceeding 2 M ⊙ . A uniform prior of α = 0-10 was assumed since the use of previous results of α obtained from past investigations (often with the undesirable isothermal approximation) would require one to assume that α does not vary with local environment -a postulate yet to be proven. Both posterior distributions were generated via MetropolisHastings steps and were each sampled a total of 500 000 times with the first 10 000 discarded as burn-in. The α posterior values and corresponding fits are shown in Figs 12 and 13 indicating α = 2.53 +0.16 −0.14 , a value which lies in accordance with the Salpeter IMF α = 2.35 for M ≥ 1 M ⊙ (Salpeter 1955) . The characteristic mass found at 1.39
−0.19 M ⊙ is highly consistent with the result of Nutter & Ward-Thompson (2007) , who observed a turnover at ∼1.3 M ⊙ and when compared with the stellar IMF characteristic mass of 0.2 M ⊙ for the Orion nebula Cluster (Hillenbrand 1997 ) yields a minimum star-forming efficiency f SFE ∼ 0.14 (this value will be increased by factor n assuming one core goes on to form n stars -independent of core mass -with no continued mass accretion during the protostellar phase). The remaining ground-based derivations of the prestellar CMF peak at ∼1 M ⊙ though all of these studies have assumed a single core temperature due to their lack of multifilter observations. Fig. 14 demonstrates the variety of prestellar core temperatures which can lead to considerable errors in absolute mass estimation for an assumed single temperature.
DISCUSSION
The majority of previous studies regarding prestellar mass functions have resulted in mass turnovers of ≈1 M ⊙ with Salpeter-like power laws, suggesting that the functional form of the IMF is defined during prestellar core formation ( . Left: posterior distribution of α for the prestellar core population with binning intervals of 0.006 and a total of 500 000 samples. Right: posterior distribution of the prestellar turnover mass value with binning intervals of 0.006 and (once again) 500 000 samples. The distribution exhibits greater noise structure as the mass peak is defined using two fitted parameters of the lognormal distribution each with their own approximately Gaussian posterior distribution. The dotted black and red lines indicate the median and 1σ boundaries, respectively. Enoch et al. 2008; Könyves et al. 2010) . The simplest explanation of these measurements suggests that each core goes on to form n stars with an efficiency that is independent of the core mass. Dunham et al. (2010) describe an accretion/mass-loss model where a fraction of the material accreted on to the young star is ejected in the form of a jet which transfers momentum to the envelope material resulting in considerable loss of mass to the core as a whole. The outflow cavity then reduces the solid angle of available gas to accrete from the envelope thus reducing the accretion rate with the collapse terminating when the conical outflow opening angle reaches 180
• . The resulting star-forming efficiency f SFE -defined as the fraction of initial core mass to the mass that is transferred to the staryields values of f SFE = 0.48, 0.33 and 0.31 for initial core masses of 0.3, 1 and 3 M ⊙ . While f SFE has some dependence on mass, this only appears to occur for the low-mass core while f SFE for core masses exceeding 1 M ⊙ have a weaker dependence which lies in accordance with the IMF mirrored CMF. However, while the absolute values of f SFE derived in Dunham et al. (2010, using average jet/outflow parameters) differ from our estimate, it should be noted that these theorized values vary according to jet/outflow properties which are region-dependent quantities in addition to the uncertainty of how many stars are formed from each core which will increase our estimate by the factor n. While the f SFE mass independence at high masses is a promising result, further investigation involving in-depth outflow analysis is required to assess the validity of the Dunham et al. (2010) model.
A recent study of prestellar cores in Orion A South (also known as L1641) using temperature-corrected mass estimates derived a mass function with a characteristic mass located at 2.20 ± 0.05 M ⊙ defined by the superposition of two distinct mass functions peaking at 4 and 0.8 M ⊙ for prestellar cores located inside and outside of dusty filaments, respectively (Polychroni et al. 2013 ). This seemingly strong dependence of f SFE on environment requires extensive follow-up investigations to deduce the cloud properties which may affect the value of f SFE .
In addition to physical properties of the host molecular cloud affecting the observed f SFE , the limited resolving power of the telescope can result in an overestimation of core masses as one cannot resolve multiple cores that lie within one beam area. This affect is demonstrated through the work of Takahashi et al. (2013) in which high-resolution Submillimetre Array (SMA) observations of OMC 2 and 3 detect 12 sources where SCUBA-2 can only resolve 5 or 6. If one assumes undercounting by this factor, the observed f SFE will effectively double, resulting in a f SFE ∼ 0.29 which lies in close accordance with the work of Dunham et al. (2010) mentioned above.
CONCLUSIONS
(i) We have successfully developed and applied a novel, Hessianbased, structural identification algorithm to column density and temperature estimation maps of the Orion A North molecular cloud. These maps were generated using advanced convolution kernel techniques, which allowed for the removal of unnecessary loss of spatial resolution.
(ii) The Bonnor-Ebert supercritical (prestellar) CMF was generated and observed to turnover at 1.39
+0.18
−0.19 M ⊙ , indicating a regional star-forming efficiency f SFE = 0.14. When compared with companion studies, our result suggests that f SFE has some regional dependence.
(iii) A power-law model fit was applied to the masses exceeding the derived turnover mass and resulted in α = 2.53 +0.16 −0.14 , which lies in approximate accordance with the α = 2.35 Salpeter IMF slope (Salpeter 1955 ).
The techniques outlined in this study provide a robust, automated method of generating prestellar and protostellar (temperaturecorrected) mass functions using SCUBA-2 data. Applying these techniques to other Gould Belt molecular clouds at a variety of distances will provide larger samples to strengthen the statistical evidence regarding the high-mass Salpeter-like slope, characteristic mass and ultimately the variation of f SFE with molecular cloud properties.
AC K N OW L E D G E M E N T S
The James Clerk Maxwell Telescope is operated by the Joint Astronomy Centre on behalf of the Science and Technology Facilities Council of the United Kingdom, the National Research Council of Canada, and (until 31 March 2013) the Netherlands Organization for Scientific Research.
Additional funds for the construction of SCUBA-2 were provided by the Canada Foundation for Innovation.
This research used the facilities of the Canadian Astronomy Data Centre operated by the National Research Council of Canada with the support of the Canadian Space Agency. In addition to the varying σ value, one may vary the value of γ to emphasize small or large-scale features with γ = 1 giving uniform enhancement across all scales. Once the Hessian components have been generated, there are a variety of methods one may use to highlight their desired structures according to morphology, however, this particular investigation requires only the enhancement of relatively circular, compact structure of a given scale. An ideal identification method for this description of structure is the Hessian determinant. The Hessian determinant of a circular object with diameter matching the scale value σ will be larger than the corresponding Hessian determinant of an elongated structure as an elongated structure at any orientation will lack the amplitude of response from the second-order derivative filter in the direction parallel to the structure's longitudinal axis. As a result, an object will be preferentially enhanced based upon its radial symmetry at a given scale. This effect is illustrated in Figs A1 and A2.
A P P E N D I X B : C O M P L E T E N E S S T E S T I N G
Due to the novel nature of the Hessian determinant algorithm and its application to SCUBA-2 data, we simulate 450 and 850 µm observations of compact sources in order to assess the reliability of the recovered mass function. 500 randomly positioned Gaussian sources with the following properties were injected into 1 • × 1
• (with 6 arcsec pixels) fields representing the 450 and 850 µm core emission detected by SCUBA-2.
(i) σ ranging between 12 and 24 arcsec or FWHM ranging between 0.06 and 0.12 pc at a radial distance of 450 pc.
(ii) 450 µm intensities ranging between 0 and 90 Jy beam −1 (at the diluted 850 µm resolution), consistent with the typical core intensities observed in Orion A North.
(iii) 450 to 850 µm intensity ratios ranging between 6 and 8 to simulate a variety of temperatures, with masses ranging between 0 and 10 M ⊙ .
As each source was injected, the mass and peak location was stored for comparison to the recovered cores. Following the source injection, we add a diffuse cloud-like 12 K background with 450 µm intensities ranging between 25 and 55 Jy beam −1 (see Fig. B1 ). This fluctuating background is sourced from an image of terrestrial cloud formations which has a Fourier power spectrum quantitatively similar to that of molecular clouds |F(k)| 2 ∝ k −β where β ≈ 3 (Stutzki et al. 1998) . Additionally, we also insert Gaussian noise at a level equal to the thermal noise in the SCUBA-2 bolometer signals given in Section 2. The temperature and column density maps were generated in an identical manner to that outlined in Section 3. The Hessian determinant source extraction algorithm is then applied to the column density data (with identical scale sensitivity to that used on Orion A North) to recover the mass function. The true (input) core peak locations were compared with the extracted core position (calculated by averaging the coordinates within the core boundary). If a core location was recovered within 3 pixels ≡ 18 arcsec of an input core peak location, the core was deemed 'recovered' and the input to recovered mass ratio was stored. The plot shown in Fig. B2 (left) demonstrates a consistent mass recovery of ∼90 per cent of the input mass, suggesting that the detected core boundary consistently extends to the 1σ radius of the input source. Fig. B2 (right) demonstrates that for masses exceeding ∼0.5 M ⊙ , the recovery function flattens out and exceeds 85 per cent. Consequently, we assume a 85 per cent completeness limit for masses exceeding 0.5 M ⊙ .
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