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Abstract
A form of stochastic perturbation theory is described, where the representative stochastic
fields are generated instantaneously rather than through a Markov process. The correctness
of the procedure is established to all orders of the expansion and for a wide class of field
theories that includes all common formulations of lattice QCD.
1. Introduction
Stochastic perturbation theory has its roots in stochastic quantization [1,2], but is
nowadays mainly used as a tool in numerical lattice field theory [3,4] (see [5] for a
review and [6,7] for recent applications of the method). As in stochastic quantization,
the starting point is the Langevin equation and thus a Markov process that simulates
the field theory considered. The stochastic field is then expanded in a formal power
series in the couplings, which allows the equation to be solved order by order in the
interactions.
Numerical stochastic perturbation theory has long proved to be very useful. Often
higher orders in the expansion can be reached than would be practically feasible with
other methods. As the lattice spacing a is taken to zero, the required numerical effort
is however rapidly increasing. In four dimensions, and taking autocorrelations into
account, the cost of the calculations tends to grow approximately like a−6. Moreover,
even if a higher-order scheme is used for the numerical integration of the Langevin
equation [8–10], the simulation results must eventually be extrapolated to vanishing
integration step size in order to be safe of uncontrolled systematic effects [11].
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The form of stochastic perturbation theory described in the following sections is
unrelated to stochastic quantization and is instead based on the concept of a “triv-
ializing map” [12]. Such maps transform trivial random fields into stochastic fields
representing an interacting field theory in the same way as the fields generated in a
simulation do. Field configurations obtained in this way from uncorrelated random
fields are statistically independent and thus provide an instantaneous simulation of
the theory.
Trivializing maps practically solve the theory and cannot be expected to be easily
constructible. There are, however, explicit and fairly simple maps that trivialize the
theory to any finite order of perturbation theory. In the case of the one worked out in
this paper, the trivializing stochastic field is given by a series of rooted tree diagrams
with random fields attached to their leaves. Such diagrams can be computed through
a recursive procedure, where one starts from the leaves of the diagram and progresses
from one vertex to the next until the root line is reached. The trivializing field thus
becomes accessible to numerical evaluation.
The principal goal in this paper is to establish the existence of trivializing maps
of this kind and to provide the theoretical background for the automatic generation
of the tree diagrams and the computation of their coefficients†.
2. Scalar field theory to second order — an illustrative example
The concepts and strategies underlying instantaneous stochastic perturbation theory
are best explained in the case of a one-component scalar field ϕ(x) with (Euclidean)
action
S(ϕ) =
∫
d4x
{
1
2∂µϕ(x)∂µϕ(x) +
1
2m
2ϕ(x)2 +
g
4!
ϕ(x)4
}
, (2.1)
g being the coupling constant and m the mass parameter of the theory. An ultravio-
let regularization is assumed in the following and the perturbation expansion should
be the renormalized rather than the bare one, but for simplicity these complications
are skipped over in this section.
† A program package providing this functionality for lattice QCD and other theories can be down-
loaded from http://cern.ch/luscher/ISPT.
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2.1 Trivializing maps
Let η(x) be a Gaussian random field with mean zero and variance
〈η(x)η(y)〉 = δ(x− y). (2.2)
In its simplest form, a trivializing map is a transformation of fields, where the ran-
dom field η(x) is transformed to a field φ(x) in an invertible manner such that
〈φ(x1) . . . φ(xn)〉 = 〈ϕ(x1) . . . ϕ(xn)〉 (2.3)
for all n and x1, . . . , xn. The correlation function on the right of this equation is
the one determined by the action (2.1) and the associated functional integral, while
on the left the product φ(x1) . . . φ(xn) is to be averaged over the Gaussian random
field.
In the functional integral, trivializing maps of this kind may be considered to be
transformations of integration variables. A sufficient condition for eq. (2.3) to hold
is then
S(φ)− ln det{δφ/δη} =
∫
d4x 12η(x)
2 + constant, (2.4)
where det{δφ/δη} denotes the Jacobian of the transformation.
A more general class of trivializing maps is obtained by allowing the trivializing
stochastic field to depend on more than one random field. Since the mapping goes
from several random fields to one stochastic field in this case, it cannot be considered
to be a transformation of integration variables, but eq. (2.3) remains meaningful if
the product of fields on the left of the equation is averaged over all random fields.
2.2 Trivializing map to second order in the coupling
To any finite order in the coupling, trivializing stochastic fields can be obtained in
the form of a power series
φ(x) =
∞∑
k=0
φk(x), φk(x) ∝ g
k, (2.5)
with leading-order term
φ0(x) = (−∆+m
2)−1/2η(x). (2.6)
3
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Fig. 1. Diagrams D1, . . . ,D8 contributing to φ1(x) (diagrams 1 and 2) and φ2(x)
(diagrams 3–8). The values of these diagrams are determined by the standard Feyn-
man rules in the theory with action (2.1) except for the external lines ending in open
circles, which stand for an insertion of the leading-order field (2.6). A little square is
attached to the external lines that end at the point x.
In particular, there exist trivializing maps, where the fields φk(x) are linear com-
binations of Feynman diagrams of the type shown in fig. 1. The first diagram, for
example, is equal to
−g
∫
d4y G0(x, y)φ0(y)
3, (2.7)
where G0(x, y) denotes the free propagator in position space. Similarly, the diagram
number 5 evaluates to
(−g)2
∫
d4y d4z G0(x, y)G0(y, z)
2φ0(y)φ0(z)
2. (2.8)
No symmetry factors are associated with these diagrams and their values are cal-
culated simply by integrating the product of the propagators, vertices and attached
random fields over the positions of the vertices.
The first- and second-order terms in the expansion (2.5) of the trivializing map
are then given by
φ1(x) =
1
24v(x;D1) +
1
8v(x;D2), (2.9)
φ2(x) =
7
1152v(x;D3) +
1
36v(x;D4) +
1
96v(x;D5) +
1
48v(x;D6)
− 1128v(x;D7) +
5
64v(x;D8), (2.10)
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Fig. 2. Labeled tree diagrams R1, . . . ,R8 corresponding to the diagrams shown in
fig. 1. Open circles with attached label l represent the insertion of the field (2.6) with
the random field η replaced by ηl. Labeled open circles always come in pairs, i.e. each
label occurs either zero or two times.
where v(x;D1), . . . , v(x;D8) are the values of the diagrams drawn in fig. 1. Insertion
of these expressions in eq. (2.4) shows that the map does indeed trivialize the theory
up to terms of order g3. The correctness of the coefficients in eqs. (2.9) and (2.10) can
also be checked by working out the two-point, four-point and six-point correlation
functions on both sides of eq. (2.3) to second order in the coupling.
2.3 Breaking up the loops
The trivializing map described in the previous subsection is not particularly useful,
because its evaluation at order k in the coupling requires the computation of Feyn-
man diagrams with up to k loops. It is possible, however, to break up the loops by
introducing further Gaussian random fields
ηl(x), l = 1, 2, . . . , (2.11)
with mean zero and variance
〈ηl(x)ηj(y)〉 = δljδ(x− y), 〈η(x)ηl(y)〉 = 0. (2.12)
The contraction of the labeled random fields at the leaves of the tree diagrams shown
in fig. 2 then reproduces the diagrams in fig. 1.
By replacing the diagrams D1, . . . ,D8 through the corresponding tree diagrams
R1, . . . ,R8, the trivializing field defined through eqs. (2.6),(2.9) and (2.10) becomes
a stochastic field that depends on η, η1 and η2. One might expect this field to be
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trivializing too, but a short calculation reveals that eq. (2.3) is violated at second or-
der in the coupling, because some contractions of the labeled random fields generate
terms that were previously not there.
As will be shown in the following sections, the trivializing property of the stochas-
tic field can however be preserved by adjusting the coefficients of the tree diagrams.
The diagram replacement and coefficient adjustment amount to the substitutions
φ1(x)→
1
24
v(x;R1) +
1
8
v(x;R2), (2.13)
φ2(x)→
7
1152v(x;R3) +
1
36v(x;R4)−
1
192v(x;R5) +
7
192v(x;R6)
− 1128v(x;R7) +
3
32v(x;R8), (2.14)
and it is then again straightforward to check that, after these substitutions, eq. (2.3)
still holds up to higher-order terms†.
3. Perturbation expansion to all orders
Beyond the first few orders of perturbation theory, the number of labeled tree dia-
grams and random-field contractions rapidly becomes very large. A mathematically
precise terminology is then required to be able to establish the existence of trivial-
izing maps of the kind discussed at the end of sect. 2.
In this section, the class of field theories considered is specified. Furthermore, a
compact notation is introduced that allows the Feynman rules to be stated econom-
ically and in full generality.
3.1 Abstract definition of the theory
Although instantaneous stochastic perturbation theory does not require this, a lat-
tice regularization and a finite space-time volume are assumed from now on. For sim-
plicity of presentation, only the case of theories containing both boson and fermion
fields will be discussed. Gauge symmetries (if any) should be fixed, with ghost fields
† An interesting representation of the connected parts of the correlation functions 〈ϕ(x1) . . . ϕ(xn)〉
is obtained by replacing all connected Feynman diagrams through the appropriate labeled tree dia-
grams. Such non-factorized stochastic representations are however of limited use if the observables
considered are complicated functions of the fundamental fields.
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added as needed, and the boundary conditions must be such that the action has no
zero modes at lowest order of perturbation theory.
The fields integrated over in the functional integral may carry various indices. It
is convenient to treat the space-time coordinates as further indices and to pack all
indices into a multi-index. There is then only one real boson field, ϕa, depending on
a multi-index a that includes the space-time coordinates, the Lorentz and internal-
symmetry indices and an index labeling the different types boson fields.
Fermion fields (quark and ghost fields, in particular) can be similarly packed into
a single field ψα with multi-index α. The associated antifermion field ψβ carries the
same kind of multi-index and is taken to be independent of the fermion field (thus
excluding Majorana fermions).
The total action S of the theory is a function of the fields ϕa, ψα and ψβ , which
may depend on several couplings†. In perturbation theory, the coupling constants
multiplying the interaction terms are usually taken to zero proportionally to one of
them, say g, so that the perturbation expansion of the action
S =
∞∑
k=0
Sk, Sk ∝ g
k, (3.1)
is an expansion in powers of g. At this highly abstract level, the bare and the renor-
malized perturbation series only differ by the parameterization of the various terms
in the action.
3.2 Propagators and vertices
To lowest order in the coupling, the action
S0 =
1
2ϕaK
B
abϕb + ψαK
F
αβψβ (3.2)
is assumed to be a non-degenerate quadratic expression in the fields (here and below,
the Einstein summation convention is used for repeated field indices). Moreover, the
kernel KBab must be a real symmetric matrix with strictly positive eigenvalues. The
basic two-point functions are then given by
〈ϕaϕb〉|g=0 = D
B
ab, K
B
abD
B
bc = δac, (3.3)
〈ψαψβ〉
∣∣
g=0
= DFαβ , K
F
αβD
F
βγ = δαγ , (3.4)
† In theories with a non-trivial functional integration measure, the action S is assumed to include
the terms that arise from the expansion of the measure in powers of the coupling.
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Fig. 3. Graphical representation of the boson propagator DBab, the fermion propaga-
tor DFαβ , the boson vertex −V
(1,3)
abc
and the fermion-boson vertex −W
(1,1)
αβa
. An integer
label is printed near the vertices indicating their order in the coupling (the label may
be omitted if a vertex is uniquely specified by the type and number of its legs).
at this order in the coupling.
The interaction terms in the action are assumed to be of the general form
Sk =
k+2∑
j=2
1
j!
V (k,j)a1...ajϕa1 . . . ϕaj +
k∑
j=0
1
j!
W
(k,j)
α,β,a1...aj
ψαψβϕa1 . . . ϕaj , (3.5)
where the vertices V
(k,j)
a1...aj and W
(k,j)
α,β,a1...aj
include the factor gk and are totally sym-
metric in the boson-field indices a1, . . . , aj . Four-fermion interactions are not ex-
plicitly included in the action, but can be accommodated using Lagrange-multiplier
fields. Clearly, many components of the propagators and vertices may vanish in a
concrete case.
3.3 Feynman rules
The expansion of the basic correlation functions
〈ϕa1 . . . ϕanψα1 . . . ψαmψβm . . . ψβ1〉 (3.6)
in Feynman diagrams may now be derived as usual from the functional integral. The
diagrams are built from the propagators and vertices introduced above, with their
external lines labeled by the indices a1 . . . βm of the fields in the correlation function
(see figs. 3 and 4). In general, the diagrams need not be connected and there may
be isolated lines, i.e. lines not attached to any vertex.
The value v(D)a1...βm of a diagram D is calculated by writing down the expressions
for each graphical element (lines and vertices) and by contracting the indices of the
vertices with the appropriate ones of the propagators representing the attached lines.
At the other ends of external lines and the ends of the isolated lines, the indices of
the propagators are set to the field indices a1, . . . , βm labeling the lines.
The contribution of the diagram to the correlation function (3.6) is equal to the
product of its value, v(D)a1...βm , the inverse of the symmetry factor F1F2F3 defined
8
a1 1
a2
a
a 4
32
1
α1
β1 α2
β 2
1 1
11
Fig. 4. Two examples of diagrams complying with the rules stated in subsect. 3.3.
The squares at the ends of the external lines indicate that the lines are not amputated.
in sect. 4 and a fermion sign factor. Each fermion loop contributes a factor −1 to
the latter and a further factor −1 is to be included if the open fermion paths in the
diagram associate the fermion indices α1, . . . , αm with an odd permutation of the
antifermion indices β1, . . . , βm (as in the second diagram in fig. 4).
It may be worth noting that the diagrams considered here expand to possibly many
ordinary diagrams when passing to the notation commonly used in field theory. In
lattice QCD, for example, the first diagram in fig. 4 includes two ordinary diagrams,
one with a quark and the other with a ghost loop, both having the correct fermion-
boson vertices.
4. List description of Feynman diagrams
For the construction of trivializing stochastic fields in the most general case, a formal
description of Feynman diagrams is helpful and in any case required, if the generation
and structural analysis of the diagrams is to be performed by a computer.
4.1 Diagram data
Feynman diagrams may be described by ordered lists of vertices and lines, where
the latter refer to the first in a way explained below.
Vertices are distinguished by their type (boson or fermion-boson), the order k in
the coupling and the number j of boson legs. An example of a vertex list is
V = [V (1,3), V (1,3), V (2,2),W (2,0),W (2,4)]. (4.1)
Vertex lists merely contain the vertex symbols rather than the vertices themselves.
No particular ordering is required and a vertex symbol may appear more than once.
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The list of lines may include internal, external and isolated lines in any order. An
example of a line list is
L = [(b, 1, 2), (f, 6, 5), (f, 5, β1 ), (f, α2, 6), (b, a1, a2)], (4.2)
where the items (b, i1, i2) and (f, i1, i2) represent boson and fermion lines, respec-
tively. The indices i1, i2 can be natural numbers or field indices. A line is outgoing
at the vertex number i1 if i1 is a natural number and ingoing at the vertex number
i2 if i2 is a natural number. In the case of an external line, i1 or i2 is the field index
labeling the line (isolated lines have both indices set to field indices).
The first diagram shown in fig. 4, for example, is described by the lists
V = [W (1,1),W (1,1),W (2,2)],
L = [(b, 1, a1), (b, 3, a2), (b, 3, a3), (b, 2, a4), (f, 1, 2), (f, 2, 3), (f, 3, 1)]. (4.3)
In general, for a vertex and line list to consistently describe a diagram, the number
and type of lines attached to each vertex must match the number and type of its
legs. Moreover, there may be no lines attached to inexistent vertices.
4.2 Vertex and line permutations
The description of a diagram through a pair (V,L) of vertex and line lists implicitly
goes along with a labeling of its vertices and lines. In the following, the numbers of
vertices and lines will be denoted by nv and nl, respectively, and the i’th vertex and
j’th line are referred to as V[i] and L[j].
There are two kinds of transformations of the diagram data (V,L), which leave
the diagram unchanged:
(T1) The vertices may be reordered in an arbitrary way. This amounts to replacing
the vertex list by a new list V ′ such that
V ′[i] = V[σ(i)] for all i = 1, . . . , nv, (4.4)
where σ is a permutation of 1, . . . , nv. At the same time, all vertex indices i
in the line list must be replaced by σ−1(i).
(T2) The lines in the line list L may be reordered in an arbitrary way. In this case,
the vertex list is not touched and the line list is replaced by a new list L′ with
elements
L′[j] = L[τ(j)] for all j = 1, . . . , nl, (4.5)
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where τ is a permutation of 1, . . . , nl. In addition, some of the boson lines may
have their ends interchanged, i.e. the corresponding line items are changed
according to
(b, i1, i2)→ (b, i2, i1). (4.6)
The total operation then consists of a permutation of the lines and an inter-
change of the ends of some boson lines.
Diagram data (V,L) and (V ′,L′) that can be matched by applying a product of the
transformations T1 and T2 are considered to be equivalent. By construction, there is
a one-to-one correspondence between diagrams and equivalence classes of diagram
data.
4.3 Symmetry factors
The transformations T1 and T2 of the diagram data generate a group of transforma-
tions with nv!nl! 2
nb elements, where nb denotes the number of boson lines. Some
of these transformations preserve the diagram data, i.e. are such that the vertex and
line lists remain unchanged. The number of elements of this subgroup of transfor-
mations is the same for all equivalent choices of the diagram data and is referred to
as the symmetry factor of the diagram.
It is understood here that the field indices at the ends of the external and isolated
lines are distinguished by their names. As a consequence, the transformations that
preserve the diagram data cannot involve the external and isolated lines. The ver-
tices where the external lines are attached are then also left untouched, since these
are distinguished by the field indices at the ends of the attached external lines.
Given the diagram data (V,L), the symmetry factor of the diagram may therefore
be calculated as the product of the following factors:
(F1) The number of transformations T1 that permute the internal vertices (those
without attached external lines) such that the vertex list remains the same,
while the associated change of the line list can be undone by a transformation
T2.
(F2) A factor n! for each instance, where two vertices are connected by n (and not
more than n) boson lines or where n boson lines go from a vertex to itself.
(F3) A factor 2 for each boson line that goes from a vertex to itself.
The product of the factors F2 and F3 actually coincides with the number of trans-
formations T2 that preserve the line list.
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The factors F1–F3 do not refer to the labeling of the external lines. A symmetry
factor associated with the latter is
(F4) The number of permutations of the field indices attached to the external lines,
which leave the diagram data unchanged modulo transformations T1 and T2.
The diagrams contributing to the correlation function (3.6), for example, divide into
sets of n!(m!)2/F4 diagrams that coincide with one another except for a permutation
of the field indices a1, . . . , βm.
5. Tree diagrams
The trivializing maps constructed in the following sections are given by labeled tree
diagrams like the ones shown in fig. 2. In the general theory considered here, many
more diagrams can be drawn and there are both boson and fermion random fields.
The random fields are introduced in this section and various classes of tree diagrams
are then defined.
5.1 Random fields
Let ηa be a real-valued Gaussian random field with boson-field index a, mean zero
and variance
〈ηaηb〉 = δab. (5.1)
Since the boson propagator DBab is a real symmetric matrix with positive eigenvalues,
it it can be written as the square of another real symmetric matrix Mab. The field
χa =Mabηb (5.2)
is then a Gaussian random field with variance
〈χaχb〉 = D
B
ab (5.3)
and mean zero.
Random fermion and antifermion fields are treated differently and are given by
ζα = D
F
αβρβ , ζβ = ρ
∗
β , (5.4)
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αa β 21
Fig. 5. Random fields attached to the vertices of a diagram are represented by
external lines ending in an open circle. From left to right, the random fields represented
by the lines in this figure are χa, ζ1,α and ζ2,β. The labels drawn near the circles are
the indices of the labeled random fields.
where ρα is a complex Gaussian random field with fermion-field index α, mean zero
and variance
〈ραρβ〉 = 0, 〈ραρ
∗
β〉 = δαβ . (5.5)
The two-point function
〈ζαζβ〉 = D
F
αβ (5.6)
then reproduces the fermion propagator, but the fact that random fermion fields are
pseudo-fermion fields (i.e. complex fields with fermion-field indices) should be kept
in mind.
Further random boson fields χk,a, k = 1, 2, . . ., and random fermion fields ζk,α
(together with the antifermion fields ζk,α) will be needed as well. The fields in these
sequences are referred to as the labeled random fields. All random fields are assumed
to be statistically independent from one another.
Random fields can be attached to the vertices of a Feynman diagram by replacing
external lines through random fields of the appropriate type (see fig. 5). The value of
such a diagram depends on the random fields and is therefore a stochastic observable.
It is calculated by substituting the expressions for the propagators, vertices and
random fields for the corresponding graphical elements and by contracting the field
indices at the vertices. There is no intervening propagator between the random fields
and the vertices to which they are attached.
5.2 Types of tree diagrams
A tree diagram is a connected diagram with one or more vertices and no loops. The
following types of tree diagrams with attached random fields will be considered:
(1) Unlabeled diagrams. All external lines of these tree diagrams represent one of
the random fields χa, ζα or ζβ and are therefore unlabeled.
(2) Labeled diagrams. These diagrams are obtained by replacing some of the random
fields at the leaves of an unlabeled tree diagram through labeled random fields.
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Fig. 6. Examples of unlabeled, labeled and rooted labeled tree diagrams. Random-
field labels must come in pairs, but boson and fermion labels may be the same, since
they refer to different sequences of random fields. For simplicity, the vertex labels are
omitted in this figure.
The latter must come in pairs with matching type and index. Moreover, each
pair may occur at most once and the ends of each fermion path in the diagram
must be assigned the same label or remain both unlabeled.
(3) Rooted labeled diagrams. The diagrams of this kind are labeled tree diagrams,
where one unlabeled external boson line is replaced by an ordinary external
boson line (i.e. by a line representing the boson propagator).
Labeled diagrams need not have any labeled external lines, i.e. the unlabeled tree
diagrams are included in the set of labeled diagrams. An example of each type of
diagram is shown in fig. 6.
6. Structure of the trivializing map
The strategy in the following is to write down a structured ansatz for the trivializing
stochastic field and to show that the trivializing property, eq. (2.3), is guaranteed,
if the adjustable parameters are chosen appropriately.
6.1 Diagram sets
The construction starts by introducing certain sets
Lk,l, k = 1, 2, . . . , l = 0, 1, . . . , l¯(k), (6.1)
of labeled tree diagrams, where k is the order in the coupling and l the number of
labeled pairs of external lines of the diagrams in Lk,l. Since tree diagrams of order k
have at most k + 2 external lines, the maximal number l¯(k) of labeled pairs cannot
be larger than ⌊k/2⌋ + 1.
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Lk,0 coincides with the set of unlabeled tree diagrams of order k. For l ≥ 1 the
sets Lk,l are obtained by going through the diagrams in Lk,0 and labeling l pairs
of external lines in all possible ways. For each type of field (boson or fermion), the
pairs are labeled from 1 in steps of 1. Diagrams that coincide after contracting the
labeled external lines are not distinguished and only one of them is to be included
in Lk,l.
Another family of diagram sets, Rk,l, derives from the sets Lk,l by selecting the
diagrams with at least one unlabeled external boson line and no unlabeled external
fermion lines. Each of these diagrams is then transformed to a rooted labeled tree
diagram by replacing an unlabeled external boson line through an ordinary external
boson line. For notational convenience, the set R0,0, whose only element is the first
diagram in fig. 5, is included in this family of sets.
The construction of the sets Rk,l of diagrams depends on some arbitrary choices
to be made in the step leading from Lk,0 to Lk,l and when the root line is selected.
There are, in principle, alternative constructions, where the diagrams in Rk,l are
replaced by linear combinations diagrams, but the number of diagrams contributing
to the trivializing field is then likely to increase.
6.2 Ansatz for the trivializing map
As in numerical lattice QCD, the fermion fields ψα and ψβ are integrated out and
the primary correlation functions considered are those of the boson field ϕa. The
trivializing stochastic field φa is then a boson field too, but must take the effects of
the fermion loops into account so that the correlation functions of the full theory
are properly reproduced.
Following the lines of sect. 2, the field φa is expanded in a series
φa =
∞∑
k=0
φk,a, (6.2)
φk,a =
l¯(k)∑
l=0
∑
R∈Rk,l
c(R)v(R)a , (6.3)
where v(R)a denotes the value of the diagram R with field index a at the end of the
root line. The coefficient c(R) of the leading term,
φ0,a = χa, (6.4)
is set to unity, but the coefficients of the tree diagrams are left unspecified at this
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point. With increasing order in the coupling, the trivializing field depends on more
and more random fields. Their number however grows only linearly with the maximal
number of loops Feynman diagrams can have at the order considered.
The ansatz (6.3) and the way in which the fermion random fields were introduced
in general leads to complex trivializing fields. In purely bosonic theories, the field is
real if (and only if) the action has no imaginary part. Complex trivializing fields do
not give rise to any conceptual difficulties in perturbation theory, since the expecta-
tion values of all observables are eventually expressed through the basic correlation
functions of the boson field and these are correctly reproduced by the trivializing
field.
7. Determination of the coefficients c(R)
The coefficients of the tree diagrams in the expansion (6.3) of the trivializing stochas-
tic field are to be chosen such that
〈φa1 . . . φan〉 = 〈ϕa1 . . . ϕan〉 (7.1)
for all n ≥ 1 and to all orders in the coupling. At any given order, both correlation
functions in eq. (7.1) evaluate to sums of ordinary diagrams, the ones on the left
being obtained by Wick-contracting the random fields on which the stochastic fields
φa1 , . . . , φan depend. The equation thus holds algebraically if the diagrams and their
coefficients are the same on the left and the right.
7.1 Disconnected parts
The connected and disconnected parts of the correlation functions are related to each
other through the moment-cumulant transformation and thus in a way that does
not refer to any particular properties of the correlation functions. Equation (7.1) is
therefore satisfied if and only if the connected parts of the correlation functions are
the same.
Since tree diagrams are connected, the connected parts of the correlation functions
of the stochastic field coincide with the sum of the connected diagrams obtained by
the Wick contraction of the random fields. As a consequence, it suffices to ensure
that the connected diagrams and their coefficients are the same on the two sides of
eq. (7.1) for the equation to be fully satisfied.
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7.2 Bose symmetry
The connected diagrams contributing to the correlation function 〈ϕa1 . . . ϕan〉 divide
into subsets of diagrams that coincide with one another up to a permutation of the
field indices a1, . . . , an. In general, there are fewer than n! diagrams in a subset, but
it always contains all diagrams with different index assignments. Since the diagrams
have the same symmetry and sign factors, the sum of their contributions is totally
symmetric in the field indices and given by
(−1)nF
F1F2F3F4
∑
pi∈Sn
v(D)api(1)...api(n) , (7.2)
where D is any diagram in the subset, nF the number of fermion loops in the diagram
and Sn the group of permutations of 1, . . . , n. The product of the symmetry factors
F1 . . . F4 includes F4 in order to correct for the fact that not all index permutations
yield different diagrams (cf. subsect. 4.3).
Practically the same remarks apply in the case of the diagrams generated by the
Wick contractions on the left of eq. (7.1). Since the stochastic field is bosonic, its
correlation functions may be written in the manifestly symmetric form
〈φa1 . . . φan〉 =
∑
R1∈R
. . .
∑
Rn∈R
c(R1) . . . c(Rn)
1
n!
∑
pi∈Sn
〈v(R1)api(1) . . . v(Rn)api(n)〉. (7.3)
The sums in this equation run over the union R of the sets Rk,l of diagrams. They
are formal sums that only make sense at any finite order in the coupling.
The contractions of the random fields on the right of eq. (7.3) produce terms
proportional to
∑
pi∈Sn
v(D)api(1)...api(n) , (7.4)
where D is a Feynman diagram with n ordinary boson external lines (and no further
external lines). Matching the two sides of eq. (7.1) thus amounts to matching the
coefficients of these index-symmetrized diagram values.
7.3 Are there more equations than unknowns?
The discussion in the previous subsections shows that there is one coefficient equation
per connected diagram D with n ≥ 1 ordinary external boson lines, where diagrams
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related by a permutation of the field indices a1, . . . , an labeling the external lines are
not distinguished. In the following, the notation [D] is used for diagrams D modulo
field-index permutations.
The ansatz for the trivializing stochastic field, on the other hand, depends on
one adjustable coefficient c(R) per rooted labeled tree diagram R ∈ Rk,l. By con-
struction, each diagram R derives from a unique labeled tree diagram in Lk,l, which
in turn maps to an ordinary Feynman diagram [D] when its labeled external lines
are contracted and the unlabeled ones are replaced by ordinary external lines. This
relation between R and [D] is one-to-one and such that
∑
pi∈Sn
〈v(R)api(1)φ0,api(2) . . . φ0,api(n)〉
= (n− 1)!
∑
pi∈Sn
v(D)api(1)...api(n) + . . . , (7.5)
where the ellipsis stands for the contributions of the disconnected diagrams produced
by the contractions of the random fields on the left of the equation. Moreover, all
diagrams [D] are obtained from a diagram R in this way.
At any given order in the coupling, there are therefore exactly as many equations
as there are unknown coefficients.
7.4 Recursive solution of the equations
The equations for the coefficients c(R) may now be solved one after the other in a
particular order. As explained in the previous subsections, there is one coefficient
equation per connected ordinary diagram [D] with right-hand side equal to
(−1)nF
F1F2F3F4
. (7.6)
On the left of the equation, there is a sum of terms that are obtained by evaluating
the expectation values in eq. (7.3). More precisely, the term contributed by a given
combination R1, . . . ,Rn of rooted labeled tree diagrams is given by
c(R1) . . . c(Rn)
Nc
n!
, (7.7)
with Nc being the number of Wick contractions of the random fields in the product
v(R1)a1 . . . v(Rn)an which yield the diagram [D].
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There are two types of diagram combinations R1, . . . ,Rn that can contract to the
diagram [D]:
(1) Two or more of the diagrams are tree diagrams and are thus contained in some
of the sets Rk,l with k ≥ 1. The order in the coupling of all diagrams R1, . . . ,Rn
must then be strictly less than the one of D.
(2) Only one of the diagrams is non-trivial, say R1 ∈ Rk,l for some k ≥ 1 and l ≥ 0.
The order k of the diagram must then be the same as the one of D. Moreover,
the number l of labeled pairs of external lines cannot exceed the number of
loops of D. If l coincides with the number of loops, the construction of the sets
Rk,l of diagrams implies that R1 must be equal to R, the rooted labeled tree
diagram associated with [D].
The equations for the coefficients can therefore be solved recursively with increasing
order k in the coupling and, at fixed k, increasing loop number l. For a given diagram
[D], the equation is of the form
c(R) + already known terms =
(−1)nF
F1F2F3F4
(7.8)
and can therefore be solved for the coefficient c(R) of the tree diagram R associated
with [D].
7.5 Automated computation of the coefficients
The number of tree diagrams contributing to the trivializing stochastic field at or-
der k increases roughly like k!. An automated computation of their coefficients is
therefore desirable and can follow essentially the steps described in this section.
First the various sets of diagrams must be generated. It is advisable to introduce
a partial ordering of the diagrams based on their structure and to build up binary
search trees [13] together with the sets. The computer time spent to find the dia-
grams generated by the contractions of the random fields on the right of eq. (7.3)
otherwise grows with the square of the number of diagrams.
The diagram ordering also allows the number of terms contributing to the sum
over diagrams in eq. (7.3) to be reduced by a large factor by summing over ordered
combinations R1, . . . ,Rn of diagrams only. Another acceleration of the calculations
can be achieved by collecting contractions of random fields, which only differ by a
permutation of some vertex legs of equal type and therefore obviously yield the same
contracted diagram.
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8. Trivializing map in lattice QCD
The abstract theory considered in the previous sections includes all popular formu-
lations of lattice QCD as special cases, provided the chosen boundary conditions in
finite volume are such that the gauge modes are the only zero modes of the action.
This property is guaranteed with Schro¨dinger-functional (SF) [14,15] and open-SF
boundary conditions [16], for example. The aim in the present section is to describe
and further develop the trivializing map in lattice QCD, using a slightly less abstract
language.
8.1 Fields, action and parameters
In perturbation theory, the gauge-field variables U(x, µ) ∈ SU(3) may be represented
through a real-valued gauge potential Aaµ(x) according to
U(x, µ) = exp{g0A
a
µ(x)T
a}, (8.1)
where g0 denotes the bare gauge coupling and T
a, a = 1, . . . , 8, a basis of anti-
Hermitian SU(3) generators (for notational convenience, the lattice spacing is set to
unity). The gauge degrees of freedom then need to be fixed by adding a gauge-fixing
term and the associated Faddeev–Popov ghosts to the theory. Usually a lattice
version of the covariant gauge with bare gauge parameter λ0 is chosen.
Further parameters of the lattice theory are the number Nf of quark flavours, the
quark masses and optionally a set of irrelevant parameters, the so-called improve-
ment coefficients, which are tuned so as to reduce the effects of the non-zero lattice
spacing on the calculated physical quantities. For simplicity, the dependence of the
improvement coefficients on the gauge coupling is however ignored in the following
and the quarks are assumed to be mass-degenerate with bare mass parameter m0.
8.2 Bare and renormalized perturbation expansion
The bare perturbation expansion of the correlation functions of the gauge potential
is obtained by inserting the representation (8.1) of the link variables in the action
and by expanding the functional integral in powers of g0. In addition to the gluon
vertices that derive from the gauge action, the expansion of the integration measure
gives rise to further vertices of order gl0 with l = 2, 4, . . . gluon legs. There are
quark-gluon vertices with any number of gluon legs and ghost-gluon vertices with
1, 2, 4, . . . gluon legs (see ref. [17], for example, for all-order formulae for the measure
and ghost-gluon vertices).
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The renormalization of the gauge coupling and the gauge potential merely amounts
to a reordering of the bare perturbation expansion, but the renormalization of the
gauge-fixing parameter and the quark mass requires additional diagrams with gauge-
fixing and mass vertex insertions to be calculated. This complication can economi-
cally be dealt with by substituting
λ0 = λ+ δλ, m0 = m+ δm, (8.2)
for the bare gauge-fixing and mass parameters, where λ and m are held fixed, while
the terms proportional to δλ and δm in the action are treated as perturbations of
order g20 . The exact form of the associated vertices depends on the chosen lattice
action, but they normally have only two legs.
8.3 Trivializing map to second order in the coupling
The rooted labeled tree diagrams contributing to the stochastic gauge potential that
trivializes the lattice theory to a given order of perturbation theory are made of the
vertices mentioned in subsect. 8.2 and the gluon, quark and ghost propagators. In
order to minimize the number of diagrams and still be able to easily pass to the
renormalized expansion, the best strategy is to expand the field in the bare coupling
and to include the gauge-fixing and quark-mass vertices in the Feynman rules.
Random quark fields must normally carry a flavour index, but for mass-degenerate
quarks, trivializing gauge potentials can be constructed with flavour-less random
fields and coefficients c(R) that depend on Nf . The first- and second-order terms in
the expansion of the trivializing field are then given by
A1 =
1
6v(R1), (8.3)
A2 =
1
2v(R2) +
1
2v(R3) +
1
24v(R4) +
1
8v(R5)−
1
2v(R6)−
1
2Nfv(R7)
+ 572v(R8) +
1
12v(R9)−
1
2v(R10)−
1
2Nfv(R11), (8.4)
where, for brevity, the coordinates and indices x, µ, a have been suppressed. The
diagrams R1, . . . ,R11 are shown in fig. 7. There are no diagramsR in this list, where
the associated contracted diagram [D] has tadpole subdiagrams†, since v(D)a1...an =
0 in this case and the associated coefficient equation consequently does not need to
be satisfied. The coefficient c(R) may therefore be set to zero (cf. sect. 7).
† A tadpole subdiagram is a subdiagram without external lines, which is connected to the rest of
the diagram through a single gluon line.
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Fig. 7. Rooted labeled tree diagrams R1, . . . ,R11 contributing to the trivializing
gauge potential at first order in the gauge coupling (diagram 1) and at second order
(diagrams 2 − 11). Shaded square vertex symbols represent the vertices that derive
from the gauge-field integration measure and shaded circular symbols stand for the
insertion of a gauge-fixing vertex proportional to δλ. Quark and ghost lines (solid and
dotted) are distinguished in these diagrams.
8.4 Higher-order trivializing maps
Apart from the growing combinatorial complexity, the construction of the trivializing
gauge potential at higher orders in the coupling does not run into additional difficul-
ties. Quark-mass vertices and tree diagrams with more than one branch first appear
at fourth order. At order k, the coefficients of the tree diagrams are polynomials in
Nf of degree up to ⌊k/2⌋ with rational coefficients.
In view of the large number of diagrams, the generation of the diagram sets Rk,l
and the calculation of the coefficients of the diagrams rapidly becomes a task that
calls for automation. As explained in subsect. 8.3, the tree diagrams that contract to
diagrams with tadpole subdiagrams can be omitted from the beginning. The other
tree diagrams can be generated following the lines of subsect. 6.1. Some arbitrary
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Table 1. Numbers of rooted labeled tree diagrams R in lattice QCD
order all c(R) 6= 0 no ghosts c(R) 6= 0
1 1 1 1 1
2 10 10 7 7
3 19 19 14 14
4 146 141 91 87
5 522 489 309 286
6 4042 3524 2106 1816
7 20312 16851 9978 8274
8 159190 127143 70854 56986
choices need to be made at this point, but the numbers of diagrams quoted in the
second and forth column of table 1 do not depend on these.
Even with a straightforward selection rule like the one used to produce the figures
in table 1, surprisingly many diagrams turn out to have vanishing coefficient (see 3rd
column of table 1). If the diagrams with gauge-fixing and ghost vertices are omitted,
the numbers of diagrams are reduced by about a factor 2 (columns 4 and 5). These
diagrams can actually be dropped in the case of open-SF boundary conditions [16],
for example, if the temporal gauge Aa0(x) = 0 is chosen.
9. Concluding remarks
The viability of the trivializing fields constructed in this paper for numerical stochas-
tic perturbation theory still needs to be demonstrated. As already mentioned, rooted
labeled tree diagrams can be evaluated through a recursive procedure that starts
from the leaves of the diagrams and visits the vertices one after another until the
root line is reached. At each vertex the attached fields and branches are combined
to form a new field, which is then propagated to the next vertex. Highly efficient
algorithms (the fast Fourier transform [18] and multigrid methods [19]) are available
for the field propagation, which amounts to solving a free-field equation with known
right-hand side.
The rapid growth of the number of diagrams with the order in the coupling poten-
tially sets a sharp limit on the applicability of instantaneous stochastic perturbation
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theory. There are, however, various ways to organize the computations efficiently, ex-
ploiting the product structure of tree diagrams. Reusing already calculated branches,
for example, or factoring out the vertices recursively, starting from the root line, may
result in significant speed-up factors and thus allow the calculations to be driven to
higher orders than appears to be practically feasible at first sight.
An intriguing aspect of instantaneous stochastic perturbation theory is the fact
that theories with complex action are not excluded and do not even require a special
treatment. In particular, chiral gauge theories [20] and QCD at finite baryon density
are among the accessible theories.
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