The "Algebraic Constant Modulus Algorithm" (ACMA) is a noniterative block algorithm for blind separation of constant modulus sources. We previously showed that, unlike CMA, it asymptotically converges to the (non-blind) Wiener receiver. In this paper, we present a finite sample statistical performance analysis. This can be used to predict the SINR performance, as well as the deviation from the Wiener receivers. The theoretical performance is illustrated by numerical simulations and shows a good match.
INTRODUCTION
In this paper we study the performance of ACMA ("Analytical Constant Modulus Algorithm"), proposed in [1] . ACMA is a nonrecursive blind source separation algorithm for constant modulus signals. It is a batch algorithm that under noise-free conditions can compute exact separating beamformers for all sources at the same time, using only a small number of samples. Although it has been derived as a deterministic method, it is closely related to JADE and other fourth-order statistics based source separation techniques.
We could recently show that (unlike CMA), ACMA beamformers converge asymptotically in the number of samples to the (non-blind) Wiener receivers [2] . Here, we will extend the analysis by deriving the large finite sample performance of a block of N samples. For this we need the statistics of the eigenvectors of a fourth order covariance matrix with non-Gaussian sources.
DATA MODEL
We consider a linear data model of the form We collect N samples in a matrix X ¦ £
A, S and N are unknown. The objective is to reconstruct S using linear beamforming, i.e., to find a beamforming matrix W
M×d of full row rank d such thatŜ W H X approximates S. Since S is unknown, the criterion for this is thatŜ should be as close to a CM matrix as possible, i.e., we aim to make |Ŝ ik | |w
If this is the case, thenŜ is equal to S up to unknown permutations and unit-norm scalings of its rows. With noise, we can obviously recover the sources only approximatively.
We work under the following assumptions:
A has full rank d, and M ≥ d. To avoid complications in the analysis, we assume M d.
FORMULATION OF THE ALGORITHM
In brief outline, ACMA consists of two main steps: a prewhitening operation, and the algorithm proper. Define the data covariance matrix and its sample estimate
Assuming that M d for simplicity of the analysis, the prewhitening filter transforms the data to
where the underscore indicates the prewhitening. Note thatR x I. Given the N data samples
, the purpose of a beamforming vector w is to recover one of the sources asŝ k w H x k . One technique for estimating such a beamformer is by minimizing the deterministic CMA(2,2) cost function,ŵ argmin w
, we have derived that CMA(2,2) is equivalent to (up to a scaling of w which is not of interest to its performance)
ACMA is obtained as a two-step approach to the latter minimization problem [ It was shown in [2] thatT converges asymptotically in N to a matrix T A 0 , where A 0 is equal to A except for a scaling and permutation of its columns. In the non-whitened domain,Ŵ R −1 2 xT converges asymptotically to W R −1 x A 0 , the Wiener receiver (except for the scaling and the permutation).
A performance analysis is now possible, and follows in outline the analysis of the MUSIC and WSF DOA estimators [3] , but extended to fourth order statistics of non-Gaussian sources. The following limitations are introduced to keep the derivations tractable.
1. N is sufficiently large, and we neglect terms of order N −2 over terms of order N −1 . The noise power σ 2 is sufficiently small and we neglect σ 4 over σ 2 . 2. We assume that the prewhitening step is based on the true covariance matrix R x . (This is accurate for M d.) 3. We assume that the exact solution to (4) is computed.
COVARIANCE OFĈ x
In this and the next sections, we drop for convenience the underscore from the notation since all variables are based on whitened data. Our objective in this section is to find a compact approximative expression for the covariance ofĈ x , denoted by Ω Ω Ω x . Define
Using properties of cumulants, we can show that [2]
Furthermore, a straightforward derivation shows that
Thus, C x is the covariance ofR x , andĈ x is a (biased) sample estimate of it. A second interpretation of C x is obtained by defining a "data" sequence
and considering its covariance and sample covariance
It is straightforward to show that
Thus, C x is the covariance of g k , andR g is an unbiased sample estimate of it; in first order approximation it has the same properties as the biased estimateĈ x . Similar to (6), it follows that cov{R g } 1 N C g where
In summary, we can prove
It remains to find a compact description of C g in terms of our data model. Inserting the model 
Note, the latter matrices are data independent and simply collections of '1' entries.) PROOF Omitted.
It can be shown experimentally that the termR g ⊗ R g is the dominant term, so that
is a good approximation. This is the same as regarding c and ñ as Gaussian vectors with independent entries. Making this approximation would lead to particularly simple results in the eigenvector perturbation study and subsequent steps, as we basically can apply the theory in Viberg [3] .
EIGENVECTOR PERTURBATION
In this section we consider the statistical properties of the eigenvectors ofĈ x , a fourth order sample covariance matrix based on nonGaussian signals. We first give a general derivation and then specialize to the case at hand. The generalization is needed because most existing derivations consider Gaussian sources. For a covariance matrix R with unbiased sample estimateR based on N samples of a (not necessarily Gaussian) vector process, consider the eigenvalue decompositions R UΛ Λ ΛU H ,R ÛΛ Λ ΛÛ H . If we elaborate on the equalitŷ R − R Lemma 3. LetR be a sample covariance matrix converging to R, and assume that R has eigenvalue decomposition (10) where the entries in Λ Λ Λ s are distinct and unequal to any entry in Λ Λ Λ n . Then
(11) Essentially the same result appears in [4] , but written as summations and with a more indirect proof.
We now specialize to our situation. We have
Introduce the eigenvalue decomposition of C x as
where Λ Λ Λ s collects the d smallest eigenvalues of C x . Likewise, Ũ s is a basis for the approximate null space of C x . Also introduce the singular value decomposition
where
A be the orthogonal complement of Ũ A . It follows from (5) that the eigenvalue decomposition of C x is given by
In view of the partitioning in (12) we set Ũ s Ũ A , Λ Λ Λ s I − Σ Σ Σ 2 A , and Λ Λ Λ n I. Inserting this in (11), we obtain
, where
Significant simplifications are possible if we allow the approximation of C g in (9).
SUBSPACE FITTING

Cost function
The next item in the analysis is the subspace fitting problem in (4). We can follow in outline the performance analysis technique described in [3] . Some notational changes are necessary.
In equation (4), we computed a d × d separating beamforming matrixT (in the whitened domain), with columns constrained to have unit norm. W.l.o.g., we can further constrain the first nonzero entry of each column to be positive real. Let A¨θ θ θ 9 £ ¡ ' the outcome of the original ACMA algorithm of [1] , and with ' ' the algorithm as analyzed here, i.e., with prewhitening based on the true covariance matrix R x , and using Gauss-Newton optimization to solve the subspace fitting step. The dotted line is the approximation resulting from (9), which is indeed very good. As is seen from the figures, the theoretical curves are a good prediction of the actual performance once N C 30, SNR C 5 dB. The small difference in performance between the original algorithm and the analyzed algorithm is caused by the different prewhitening. Not shown in the figures are the results for weighted subspace fitting: these turned out to be virtually identical to the unweighted results.
