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1. INTRODUCTION 
In this paper we derive in a unified way results on the inverse monotonicity 
of a certain class of nonlinear operators. With respect to a given order, an operator 
A is called inverse monotone, or a monotone-type operator, when 
Au>Av=>u>v. (1.1) 
This property is of great practical value for the numerical treatment of operator 
equations. This fact was pointed out by Collatz [6] and has been used since 
then for the numerical solution of numerous problems, particularly in the field 
of boundary value problems for partial differential equations. 
The main purpose of our paper is to establish a connection between this 
inverse monotonicity and strict monotonicity in the sense of Minty [l 11, which 
is defined by 
(Au-Av,u-v)>O for u # v. (1.2) 
The connecting link between these two monotonicity concepts is an additional 
property called “L-structure”. For an explanation let us look at a simple example. 
On Euclidean space Rn consider a linear operator, i.e., a 71 x n-matrix, 
A = (a,J. Assume A is positive definite, so that (1.2) is satisfied, and that A has 
the L-structure 
agj < 0 fori # j. 
Then it is well known that A is an M-matrix, which means that (1 .l) is valid 
with respect to the natural componentwise order of Rn (Young [21, Theorem 
7.31). There is a surprisingly simple proof of this fact given by Stieltjes El73 
which we include here: 
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It has to be shown that the assumptions of the theorem (positive definiteness, 
L-structure) imply 
which is equivalent to (1.1) for linear operators. Let us introduce the following 
splitting of the vector u 
u = u+ - u- > where u+, u- > 0, (zb, u-) = 0. 
The L-structure of A implies 
(Au+, u-) < 0, (1.3) 
which gives us, in case u- # 0, 
0 < (Au, u-) = (Au+, u-) - (Au-, u-) < 0 
since A is positive definite. This contradiction proves u- = 0 which implies 
l.l > 0. 
In our paper we extend this method to a class of nonlinear operators in lattice 
ordered spaces. We obtain results of the following structure: 
A strictly monotone operator having the L-property (this will be defined by 
analogy to (1.3)) is a monotone-type operator (inversely monotone). 
The main part of the paper is concerned with applications of this general 
theorem: It is shown very simply that certain variational quasilinear elliptic 
boundary value problems of second order have the (weak) monotone-type 
property. The only hypothesis is that the corresponding differential operator is 
monotone, because operators of this type always have the,!,-property (Lemma 2). 
This result cannot be obtained directly by applying the closely related “strong” 
monotonicity theorems (cf. Redheffer [14], Douglas et aE. [9]) whose proofs are 
completely different. 
Our method of proof (using lattice order and L-structure) is very often used 
in different fields of the theory of elliptic differential equations and variational 
inequalities (Bellman [2], Stampacchia [16], Chicco [5]). The concept of T-mono- 
tone operators, introduced by Brezis and Stampacchia [3], is closely related to 
our concept of L-operators. See also Tartar [18] f or a treatment of linear elliptic 
equations and some other applications. 
In Section 5, we apply our general theorem to a class of free boundary problems 
for elliptic equations: we show, again, the inverse monotonicity of the corres- 
ponding differential operator. We give a simple numerical example which 
demonstrates how the monotonicity can be used to obtain upper and lower 
bounds for the solution and the free boundary in a one-dimensional quasilinear 
free boundary problem. Generalizations of this numerical method to problems in 
higher dimension are indicated. 
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2. NONLINEAR EQUATIONS 
In this section we introduce our notation and formulate the class of problems 
considered. 
Let X, Y be real linear spaces and V a subspace of X with algebraic dual V’. 
We consider a possibly nonlinear operator 
A: D,CX+ V’, 
where DA # ia is.the domain of A. In addition we assume the existence of a 
linear operator 
S:X-+Y 
such that 
S(u) = 0 * u E v. (2.1) 
This leads to a general problem, motivated by a class of quasilinear elliptic 
equations to be discussed later: 
Given f E V’ and g E Y, find u E D, satisfying 
A(u) =fi 
S(u) = g. 
(2.2) 
The duality map between V’ and V being denoted by (., .) we may write A(u) =f 
equivalently as 
bw~ 4 = (f, 4 for all v E V. 
Let us remark that the operator S is of interest only in case V # X. 
As our main example we consider a quasilinear elliptic differential equation 
of order 2 in divergence form. 
Let Q be a bounded open set in Euclidean space I@. We write differential 
operators on Rn in the usual fashion by setting Di = a/ax, (i = I, 2,..., n). The 
points of Q will be denoted by (x1 ,..., x,). 
We define H,(Q) to be the subset of L2(J2) of functions u such that all 
Diu E&(Q). (The derivatives here are taken in the sense of distributions.) 
Now we choose 
X = fP(sZ) n C(fl). 
In order to define V and Y, we consider a closed subset I’, of r, where I’is the 
topological boundary of Q. We set 
v = (24 E X/u(x) = 0, x E r,j, 
y = c(rl), 
(2.4) 
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and define the trace operator S: X -+ Y by 
S(u) = restriction of u to r, . 
Let now D, C X be given. For u in D, we consider the nonlinear form 
a@, w) = i. J^, ai@, u(x), vu(x)) D,v(x) dx + J: a(x, u(x)) u(x) ds, (2.5) 
2 
where we use the notation Vu(x) = (D,u(x),..., D&x)), D&x) = U(X) and 
I’, = r\r, . The functions ai (; = 0, I ,..., n) and 01 are given, where 
a: G, C Rznfl+ R Z’ (i = 0, I)...) n), 
a: G, C R”+l --f R. 
It is easily seen that a(u, v) is well defined by (2.5) for all II ED, , v E V if we 
add the following assumptions: 
(x, u(x), Vu(x)) E G, a.e. in Q, 
(x, u(x)) E G, a.e. in r, , 
(2.6) 
a,(., 4.1, Vu(*)) G@>, 
i = 0, l,..., II 
4.9 4-N Eurz) 
(2.7) 
for all u E DA . The relations in (2.7) are implied by a set of suitable continuity, 
measurability, and growth conditions to be satisfied by the functions a, and 01. 
Under the conditions (2.6), (2.7) we can define an operator 
A: DACX+ V’ 
by means of (2.5) in the following way 
A: u -+ (w + a(u, w)); 
i.e., we have the relation 
(2.8) 
a(u, w) = (Au, w) for all u c DA , w E v, 
where as before (., .) denotes the duality map between V’ and V. 
We remark that in this case problem (2.2) is the weak (variational) formulation 
of a quasilinear boundary value problem 
L(u) =fl in ,R, 
R(u) =fi on r2 , (2.9) 
u=g on r 1' 
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Here L denotes the Euler differential operator belonging to (2.9, R is the Euler 
boundary operator, and f E 8’ is given by 
We are going to discuss this class of problems to some extent in Section 4, 
where we prove results on monotone-type quasilinear elliptic boundary value 
problems. 
3. MONOTONE-TYPE AND MONOTONE OPERATORS 
In this section we consider the general problem (2.2). Monotonicity methods 
belong to the main tools in the theoretical and numerical treatment of such 
equations. As we remarked in the Introduction, monotonicity has two totally 
different meanings. Our Theorem 1 establishes an important connection between 
these monotonicity concepts. It gives a condition (L-structure of the operator A, 
see Definition 3) which ensures that (Minty) monotonicity of A (Definition 1) 
implies that the pair (A, 5’) is of monotone type (Definition 2). 
We begin with some definitions using the notation introduced in the first 
part of the preceding section. 
DEFINITION I. A: D, C X-t V’ is said to be a [strictly] monotone operator 
if 
(A(u) - A(v), u - w) 3 0 [> O] for all u, ZI E D, 
such that u - v E V and u # a. 
A well-known argument using (2.1) shows that strict monotonicity of A 
implies a uniqueness result for problem (2.2). As we are not interested in exist- 
ence theorems for (2.2) we do not require any continuity properties of A. 
Let now (X, <) be a vector lattice: for all u, w E X there exist sup(u, w) and 
inf(u, v). We define in the usual way 
u+ = sup&, O), 
u- = -inf(u, 0), 
getting u = u+ - u- for all u E X. 
Let us further assume that (V, <) is a sublattice of X and that Y is a partially 
ordered space (the order of which is also denoted by <). We require the following 
compatibility condition with respect to S, V, and Y: 
S(u) > S(0) * (u - q- E v. (3.1) 
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As usual we consider in V’ the order induced by the given order in V, i.e., 
for all w E V+ = {w E V/w > 01. (3.2) 
DEFINITION 2. The pair (A, S) is said to be of monotone type if, for 
u, v E DA , A(u) > A(v) and S(u) > S(a) imply u 3 U. 
DEFINITION 3. A is said to be an L-operator if 
(A@ + u+) - A(u), v-) < 0 (3.3) 
for all II, v E X satisfying u E DA , u + v+ E D, , and v- E V. 
For linear operators A, (3.3) is equivalent to 
(A@+), u-1 < 0 (3.4) 
for all w c V such that w+ G D, , w- E V. We remark that (3.4) appeared in the 
Introduction of the present paper as the defining property of an L-matrix. 
A nonlinear operator 4: Rn -+ Rn is an L-operator if it is off-diagonally 
antitone (cf. Ortega and Rheinboldt [12, p. 4651). 
In Section4 we shall show that a broadclass of quasilinear differential operators 
has the L-property expressed by (3.3). 
Now we are able to prove the announced theorem connecting monotonicity 
and monotone type by means of the L-structure. 
THEOREM 1. Under the assumptions 
(i) u, v ED, 3 inf(u, V) ED, , 
(ii) A is a strictly monotone operator, 
(iii) A is an L-operator, 
it follows that the pair (A, S) is of monotone type. 
Proof. Let u, v E D, be given such that A(u) 3 A(v) and S(u) 3 S(a). Set 
e=u--v. 
SW 3 S( ) w im Pl ies E- E V+ (see (3.1)). A(u) 2 A(o) then gives us 
(A(u) - A(o), cc) 3 0. (3.5) 
Asu,v~D,, assumption (i) implies 
inf(u, U) = ~1 - (u - v)- = z’ - E- E D, , 
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and because of the L-property it follows that 
(A(u) - A(o - c-), G-) = (A(o - E- + G’) - A(” - E-)9 c-1 G 0 (3.6) 
(replacing u by et - E- and 2, by E in (3.3)). The identity 
(A(w) - A(w - EC), c-) = -(A(u) - A(w), E-) + (A(u) - A(w - E-1, s-J 
shows us, together with (3.5), (3.6) that 
(A(w) - A(w - c-), c-) ,( 0. 
If l - # 0, this contradicts assumption (ii). 
Thus E- = 0; i.e., u > w. 
As an example we consider the case DA = V = X = Rn, ordered in the 
usual way, Y = X and S = identity. 
Let A be a real 12 x n-matrix and @: Rn -+ R* a nonlinear mapping. @ is 
called “diagonal” (Ortega and Rheinboldt [12, p. 111) if 
We look at the “almost linear” operator F: Rn -+ Rn defined by 
F(x) = Ax + Q(x) 
and ask for conditions which imply that F is of monotone type (see [12, p. 4671 
for such a condition). Our Theorem 1 gives us immediately the following 
corollary. 
COROLLARY 1. Under the assumptions 
(i) A is an L-matrix (i.e., aij < 0, i # j; i, j = l,..., n), 
(ii) @ = (& ,..., ~3,) is diagonal, 
(iii) (Ax, x) > cy(x, x) for some (Y E R and all x E R”, 
(iv) (ai - Qi(t))/(s - t) > j3 for some 6 E R and all s, t E R, s # t, 
(v) rx + B >o, 
it follows that the operator F(x) = Ax + @J(X) is of -tone type. 
For (i) and (ii) imply the L-structure and (iii), (iv), (v) imply the strict mono- 
tonicity of F. As a special case (@ = 0) we get the result which we mentioned 
in the Introduction: Each positive definite L-matrix is of monotone type. 
409/72/x-7 
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4. QUASILINEAR DIFFERENTIAL OPERATORS 
In (2.8) we defined a quasilinear differential operator 
A: DA C X-+ V’ 
(we use the notation of the second part of Section 2). This operator is strictly 
monotone, if 
which means 
a(u, II - 77) - a(v, u - ?.J) > 0, (4.1) 
for all u, v in D, , u#v,andu-vvV. 
Before we are going to discuss this well-known monotonicity property (cf. 
Browder [4]) we treat some properties of the “natural” partial ordering in 
x = Hl(L?) n C@), 
which is defined by 
UEX, u > 0 9 u(x) > 0 for all x EQ. 
LEMMA 1. Togethe-r with its natural (pointwise) order, ZP(sZ) n C(D) is a 
lattice. In addition, 
Diu+(x) = D&x), u(x) > o 
a.e. in 9; 
= 0, 44 < 0 
(4.3) 
an analogous result holds for u-. 
We give a short sketch of the proof of this Lemma. The only difXcult point is 
to show 
24 E Hi(Q) =E- u+ E H’(Q), 
which is demonstrated by Treves [19, p. 2601. Then the representation of Diu+ 
is obtained as follows: Because of the continuity of u, a+ = {x 6 .Q ( U(X) > O> 
is an open subset of Sz. Therefore the restriction of ui- to Q+-being equal to the 
restriction of u to .Q+-is an element of Hl(Q+) and (4.3) follows immediately. 
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This Lemma is true in case of X = Hi(Q), too; but then the proof of (4.3) 
is more difficult (compare Tartar [18]). In that case one had to define the space V 
by means of trace theorems. As we are mainly interested in the application of our 
results to the numerical inclusion of solutions, we are only concerned with the 
smaller space H,(Q) n C(D). 
It is now very easy to prove that quasilinear differential operators defined by 
(2.9, (2.8) are L-operators in the sense of Definition 3. 
LEMMA 2. A is an L-operator, as 
UED.4 7 v-g v, u + vf E D, =S a(u + v+, v-) - a(u, v-) = 0. 
Proof. By Lemma 1 
Div-(x) # 0 * Djv+(x) = 0 a.e. in 52 (i,j = 0, l,..., n). 
As all the conditions of our general Theorem 1 are met in the case of monotone 
quasilinear differential equations, we are able to state the following. 
THEOREM 2. Let Q be a bounded domain in Rn, r = asZ = I’, v I’, , I’, n r, 
= o, I’, closed, X = p(Q) n C(D), V = {u E X/u(x) = 0 for x in r,>. For a 
given subset D,, C X, u E D, , v E V dejne 
a(u, v) := t0 /a a& u(x), Vu(x)) D&) dx + jrz a(% u(x)) v(X) ds 
with properties (2.6), (2.7). If D, meets condition (i) of Theorem 1, and a( ‘, .) is 
strictly monotone (compare (4.2)), then the quasilinear elliptic boundary value 
problem associated with a( ., .) and V is of weak monotone type in the following sense: 
a(u, , v) < a(uZ , v) for al2 v 2 0, v E V 
%W G uz(x) for all x E r, %(4 G u2(4 (4.4) 
(~1, ~2 E DA) I 
*for all x in Q. 
Independently Schroder [15] obtained Theorem 2 in the case n = 1 using 
implicitly the L-structure of (4.3) f ormulated in Lemma 2. We mention that 
Theorem 2 can be generalized to systems of weak differential inequalities. In this 
case the property of an L-operator is not automatically valid as in the case of one 
independent function. 
It is also possible to state a strong result corresponding to Theorem 2. 
To do that we assume that Q is a region admitting the application of Gauss’ 
theorem. The field of outer normals is denoted by V(X) = (Us,..., V%(X)), 
x E: r a.e. 
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Under the further assumption ai E Cl(G,), i = I ,..., 71, we define the Euler 
differential and boundary operator by 
w (4 = - i a+, 44, VW) + %I(& $4, v+)), x E 52, u E qq, 
i=l 
and 
I2[u] (x) = =f a&, u(x), Vu(x)) %(X> + 4x7 44), 
i=l 
x E r2 a.e. 
Using Gauss’ theorem we get 
and we obtain the following. 
COROLLARY 2. Let, in addition to the hypotheses of Theorem 2, J2 admit the 
application of Gauss’ theorem. 
If ul , u2 E C”(D) n D, satisfy 
&II (4 d 04 (4 for all x in Q, 
R[u,] (x) < R[u,] (x) for ae. x in F, 
then 
Ul(X) G u264 (4.5) 
%(X) G u2(4 1 
for all x E Q. 
Let us remark that we did neither require a, E Cl(G,) nor even continuity of 
a, . This is of some importance in Section 5. 
There is a weak maximum principle which follows very easily from Theorem 2: 
COROLLARY 3. Let in addition to the hypotheses of Theorem 2 u E D, be 
weakly subharmonic with respect to a( ., .), i.e., 
a(u, v) < 0 fOY all v E V, v > 0. 
Let 
If the constant function M lies in DA and if 
a(M,v) 20 forallvE V, v 30, 
then 
u(x) < M for all x E 0. 
(4.6) 
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Proof. Set u1 = u and us = M in Theorem 2. 
The relation of Theorem 2 and its corollaries to some classical results become 
clearer as we discuss the conditions (4.1), (4.2) of strict monotonicity for some 
important special cases. 
4.1. Semilinear Elliptic Equations 
Let 
a&, z, Pl ,...,p,> = $J a&)pj9 i = I,..., n, 
j=l 
a&, z,P, ,...,P,> =f@, 4. 
Then the following four conditions are sufficient for monotonicity of the cor- 
responding differential operator 
L[u] = - 2 Di(aijDju) + f(X, 24): 
i,j=l 
(a> (%(Xh.j=l,...,n is positive definite for x E Q (ellipticity of L), 
(b) {f (x, u(x)) - f(~, w(4)>/(+) - 44 > 0 for all u, ~1 E DA , u(x) f
w(x), a.e. in Q, 
(4 (+, U(X)> - a@, ~(~>>>/{u(~) - 4x)> Z 0 for u, w E DA , 44 f 44, 
a.e. on r, , 
(d) I’, has positive surface area. 
We remark that (b) may be weakened to 
{f(% 44) -f@, 44)>/{4~) - W(X)> > -A, , 
where (1, is the smallest eigenvalue of the self adjoint main part of (4.7) under 
zero boundary conditions on r, . 
In the linear case f (x, z) = cz, (4.1) is equivalent to positive definiteness of 
a(., .) on V 
a(u, 24) > 0 for all u in V, u # 0. 
An important example meeting condition (b) above is given by the Heaviside 
function 
f (x, z) = 0 if z < 0, 
= 1 if .z > 0. 
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We now give an example which clearly shows that a suitable definition of D, is 
essential for certain problems. Take 
f(x, x) = 22; 
then condition (b) is not satisfied for D, = X but it does hold for 
DA = {u E X/u(x) > 0 for all u E X}. 
We remark that D, has property (i) of Theorem 1. 
Condition (4.6) for a weak maximum principle is implied by the well-known 
assumption 
f(X, M) 2 0 for all x E Q. 
4.2. Quasilinear Elliptic Equations 
Let us consider the (slightly simplified) quasilinear case, where 
with ai E C1(el), Gl C Rn (i = I ,..., n). 
Then one can prove by means of the mean-value theorem that the mono- 
tonicity condition (4.2) holds if the following assumptions are met: 
(a) the matrix ((%/%j) (P))c=I.. . . ,n is positive definite for all p E er , 
(b) a,(x, .) is monotically nondecreasing, 
(c) G, is convex, 
(d) F, has positive surface area. 
A typical example is the equation of minimal surface. 
Here 
r;, = Rn 
and a,(p) =p((l + 1 p 12)-lj2; i = l,..., n; a,, = 0. 
Condition (4.6) for the weak maximum principle holds if a,(p) = 0 for p = 0, 
i = l,..., n, and a,(x, M) 3 0 for all x E Q. 
4.3. An Example with Discontinuous a, (i = l,..., n) 
We choose r, = a, rI = I’, and 
4x, 2, PI ,...,~,)=p~(~+Blpil-~) if PfO 
=O if p=o 
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for i = I,..., n; 01 > 0 and /3 > 0 are fixed numbers. Equation (4.2) holds for 
D, = X and one can apply our Theorem 2. We remark that a quasilinear 
elliptic problem of this somewhat unusual type arises in the theory of the flow 
of viscoplastic media (Ekeland and Teman [8]). 
We close this section with a remark on the numerical aspects of the weak 
monotonicity principle, Theorem 2. 
Given the quasilinear boundary value problem (2.9), it is possible to obtain 
a pointwise inclusino of the solution which is supposed to exist in X. In case 
u E P(D) (or under a similar but slightly weaker hypothesis) one can work with 
the inequalities (4.5) instead of (4.4). The pointwise inequalities in (4.5) are of 
great practical value but one has to choose ui E C2(@, too. 
Another possibility corresponds to the concept developed by Meyn and 
Werner [lo]: Start with a “triangulation” 
son = {Sr,/j E Jj of 52 and take ui E Ca(@) n C(c) 
for i = 1,2, j E J. Then as in Corollary 2 one can transform (4.4) into an 
equivalent statement where L[u,] < L[us] is required only in Sz, , j E J. Addi- 
tionally there appears a set of “jump conditions” with respect to the normal 
derivatives of u 1 , u2 at the inner boundaries asZ, n aQ, . This method allows a 
construction of pointwise upper and lower bounds of the solution by piecewise 
smooth functions (see Werner [20]). 
We can also apply this method to quasilinear equations where the solution 
is known not to be in C’s@). This situation frequently occurs in free boundary 
problems for elliptic differential equations. We are able to construct upper and 
lower bounds for the solution and for the free boundary by our methods. This 
is worked out in some detail for a simple example in the following final section. 
5. FREE ELLIPTIC BOUNDARY PROBLEMS 
It is possible to formulate some “free” elliptic boundary value problems as 
quasilinear differential equations with discontinuous coefficient functions ai . 
Let us give an example. Free boundary problems arise in the theory of fluid 
flow through porous media (cf. Baiocchi et al. [l]). By means of the “Baiocchi- 
trick” one can formulate the simplest of these problems in the following way 
(notation as in Section 4): 
Find u E X such that 
s, Vu(x) Vo(x) dx + I, H@(x)) v(x) dx = 0 for all 2, E ‘c/’ (5.1) 
andu =gonr. 
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Here Q = (0, u) x (0, ys) with a, y2 > 0, X = 111(Q) n C(D), v = 
{u E X/u = 0 on I’}, and 
WI) = 0 forv<O 
=I for 7 > 0. 
(5.2) 
g E C(r) is a fixed given function. 
Existence of a unique solution u E Cl@) is shown in [I]. It is easy to see that 
we can apply our Theorem 2 (cf. the semilinear case discussed in Section 4.1). 
This theorem allows us to obtain results on the monotonic dependence of the 
solution u of (5.1) on the boundary data g. This in turn gives us information 
about the monotonic dependence of the free boundary being defined in this 
problem by the point set {(x1 , d(x,))/xr E (0, a)}, where 
~(4 = SUP@2/4% , x2) > 01. 
Now our aim is to show how one can use our Theorem 2 for the numerical 
construction of pointwise upper and lower bounds of the solution of a problem 
like (5.1). We are going to demonstrate this by the following one dimensional 
quasilinear free boundary value problem. 
The problem is to determine the location of a uniform string of given length 
with fixed end points under the influence of gravity and in the presence of an 
“inequality constraint”. The string is fixed in the points (0, y,,) and (b, 0) 
(y,, , b > 0). We assume that the string is prevented from hanging down below 
the line y = 0 by an obstacle. 
If the length of the string is greater than (Y,,~ + 62)1/2, then there is a point 
z E (0, b) such that 
U(X) > 0 
U(X) = 0 
for x E Q+(U) = (0, z), 
for x E Qs(u) = (z, b). 
(5.3) 
In Q+(U), U(X) satisfies the equation of the catenary 
-d + a( 1 + zP)1/2 = 0, (5.4) 
where OL is a parameter depending on the physical data of the string. Let us 
assume that ~1 is a known constant. In addition there are the boundary conditions 
40) = Yo 3 U(Z) = u’(z) = 0, (5.5) 
so that we may consider the differential equation (5.4) under these, boundary 
conditions (5.5). This is a somehow unusual problem as we have three boundary 
conditions for a differential equation of second order, but here z (the free 
boundary) is an additional unknown. 
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The variational formulation of this problem is as follows: 
Find u E X = P(0, b) n C[O, b] such that u(O) = y,, , u(b) 5 0 and 
a(u, v) = lb {arc sin u’(x)} o’(x) dx + Q: s” H(u(x)) v(x) dx = 0 (5.6) 
0 0 
for all zi E V = {u E X/V(O) = v(b) = 0). 
Here His defined by (5.2). It is possible to show the existence of a solution of 
(5.6) which satisfies (5.4) and (5.5). 
The assumptions of Theorem 2 are met; here we have the quasilinear case 
considered in 4.2. Euler’s differential operator derived from (5.6) is 
L[u] = -u”(l + 21’2)~l/2 + dqu). 
We formulate an inclusion theorem for this problem which we immediately 
derive from Theorem 2 (compare the remarks at the end of Section 4). 
THEOREM 3. Given u1 , u2 E C[O, b] with the following properties: There are 
poznts z1 , z2 E (0, b) such that 
(4 ui E Cz[O, zi] n C2[zi , b], i = 1,2, 
(bl) Qu,l < 0 in (0,4 ud b1 , 8, 
(W W,] > 0 in (0, x2) and (x2 , 4, 
(4 %(O) G Yo G ~2(0), 
(4 Q) < 0 < u&4, 
(e) u;(y) - u;(z,+) < 0 d 4(y) - u;(zz+). 
Then 
u1 < u < u2 in [O, bl, 
where u is the solution of (5.6). 
Proof. Using partial integration we obtain (for v E V) 
z2.z SzdL[uii v dx + SDL[U,I v dx + (arc sin ui(+--) - arc sin u;(zi+)) v(,Q), 
0 *i 
i = 1,2. Theorem 3 follows from Theorem 2 and the monotonicity of arc sm. 
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COROLLARY 4. Tubing ui with ui(x) = Ofor x E [xi , b], i = 1, 2, the assump- 
tions (b)-(e) reduce to 
m L[u,] < 0 in (OT%h 
63 L[U$] > 0 in (07 %A 
(3 u,(O) G Yo G %(0)7 
(a) z+zl-) < 0 < t&+). 
These imply u1 < u < u2 in [0, b]. In this case we get an inclusion for the free 
boundary 
.zl < x < z2 . 
We remark that we can replace the function arc sin in (5.6) by any strictly 
monotone differentiable function f: R -+ R which satisfies f (0) = 0 and 
1 f(7)] < Cv. Then Theorem 3 is still true with 
L[u] = $fu,(d) + d?(u). 
NUMERICAL EXAMPLE. In order to apply Corollary 4 we simply set 
Ui(X) = 3 (Lx - Zi)P for x E [0, xi], 
z 
= 0 for x E [zi , b], 
where a; , zs are free parameters (0 < xi < b, i = 1,2). The functions ua 
satisfy the conditions (E), (a). A n easy computation shows that (bl), (a) are 
fulfilled for 
3 2 = 2y,((y, + (Yy2 -y(J), 
x22 = 2yo/fX 
Fixing y. = 1, 01 = 0.1, we get the following inclusion for the free boundary 
point z: 
4.25 < z < 4.48. 
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