Abstract-To execute cloud computing tasks over a data center hosting hundreds of thousands of server nodes, it is natural to distribute computations across the nodes to take advantage of parallel processing. However, as we allocate more computing resources and further distribute the computations, a large amount of intermediate data must be moved between consecutive computation stages among the nodes, causing the communication load to become the bottleneck. In this paper, we study the optimal resource allocation in distributed computing, in order to minimize the total execution time accounting for the durations of both computation and communication phases. Particularly, we consider a general MapReduce-type framework, and focus on a recently proposed Coded Distributed Computing approach. For all values of problem parameters, we characterize the optimal number of servers that should be used for computing, provide the optimal placements of the Map and Reduce tasks, and propose an optimal coded data shuffling scheme. To prove the optimality of the proposed scheme, we first derive a matching information-theoretic converse on the execution time, then we prove that among all resource allocation schemes that achieve the minimum execution time, our proposed scheme uses the exactly least number of servers.
I. INTRODUCTION
In recent years, distributed systems like Apache Spark [1] and computational primitives like MapReduce [2] , Dryad [3] , and CIEL [4] have gained significant traction, as they enable the execution of production-scale computation tasks on data sizes of the order of tens of terabytes and more. The design of these modern distributed computing platforms is driven by scaling out computations across clusters consisting of as many as tens or hundreds of thousands of machines. As a result, there is an abundance of computing resources that can be utilized for distributed processing of computation tasks. However, as we allocate more and more computing resources to a computation task and further distribute the computations, a large amount of (partially) computed data must be moved between consecutive stages of computation tasks among the nodes, hence the communication load can become the bottleneck. This gives rise to an important problem: ular, we propose an optimal resource allocation scheme that exactly achieves the minimum execution time. In the proposed scheme for some design parameter r * , we use a number of Q + Q r * server nodes for computation. These servers are split into two groups that are termed as the "solvers" and the "helpers". There are Q solver nodes, each computing a distinct Reduce function. The remaining Q r * nodes are helpers, on which Map functions are computed to facilitate a more efficient data shuffling process. No Reduce function is computed on helpers themselves. In the Map phase, each input file is repetitively mapped on r * solver nodes according to a specified pattern. On the other hand, on the helper nodes, all input files are evenly partitioned and assigned for mapping, without any repetition. Then in the Shuffle phase, the communication is solely from the helpers to the solvers. In particular, based on the locally computed intermediate values in the Map phase, each helper node constructs coded multicast messages that are simultaneously delivering required intermediate values to r * + 1 solvers. From these multicast messages, each solver node can decode the required intermediate values for reduction, using locally computed Map results. Finally, each solver node computes the assigned Reduce functions (hence the final output functions) locally, using the locally computed Map results and the intermediate values decoded from the messages received from the helpers.
We also prove the exact optimality of our proposed resource allocation strategies. To do that, we first derive a lower bound on the data shuffling time using any placements of the Map and the Reduce tasks. Then from this lower bound, we derive a lower bound on the minimum total execution time, and show that it is no shorter than the time achieved by the proposed strategy. At the same time, we also prove that the proposed strategy always uses exactly the minimum required number of servers to achieve the exact minimum execution time, by showing that the derived lower bound on the minimum execution time cannot be achieved with less number of servers. Related Work. The idea of injecting structured redundancy in computation to provide the coding opportunity that significantly reduces the communication load has been studied in [10] , [11] , [13] - [15] . In all these works, it was assumed that the computation is carried out with a fixed number of computing nodes. Furthermore, it assumed a balanced design of the computation scheme, where the reduce jobs in the considered MapReduce-type framework has to be evenly distributed on all the nodes. Under these assumptions, they focused on characterizing the optimal tradeoff between the computation load in the Map phase, and the communication load in the Shuffle phase, by designing only the Map phase and the Shuffle phase. In this paper, we generalize the prior works by allowing the flexibility of using an arbitrary number of servers, and unbalanced reduce task assignments on the computing nodes. We design all three phases (Map, Shuffle, and Reduce) and aim to minimize the total execution time. We also aim to minimize the usage of computing resources (nodes) while achieving the optimal performance. In another line of research, [16] showed that injecting redundancy in computation also provides robustness to handle straggling effects. Here we do not focus on the straggling effect and we assume all the nodes have the same speed.
The rest of the paper is organized as follows. Section II formally establishes the system model and defines the problems. Section III summarizes and discusses the main results of this paper. Section IV describes the proposed resource allocation schemes. Section V proves the exact optimality of the proposed schemes. Section VI concludes the paper.
II. PROBLEM FORMULATION
We consider a problem of computing Q output functions from N input files, for some system parameters Q, N ∈ N. More specifically, given N input files w 1 , . . . , w N ∈ F 2 F , for some F ∈ N, the goal is to compute Q output functions φ 1 , . . . , φ Q , where
We employ a MapReduce-type distributed computing structure and decompose the computation of the output function φ q , q ∈ {1, . . . , Q}, as follows:
where as illustrated in Fig. 1 , 
, and multicasts it to a subset of 1 ≤ j ≤ K − 1 nodes. Definition 2 (Communication Load). We define the communication load, denoted by L, as the total number of bits communicated by all server in the Shuffle phase, normalized by QN T (which equals the total number of bits in all intermediate values {v q,n : q ∈ {1, . . . , Q}, n ∈ {1, . . . , N}}). 
. , K}, uses the local
Map results { g n : w n ∈ M k } and the received messages X 1 , . . . , X K in the Shuffle phase to construct the inputs to the assigned Reduce functions in W k , and computes the output
Similar to the Map phase, the average time for a server to compute q Reduce functions is c r q, for some constant c r > 0. The servers compute their assigned Reduce functions simultaneously in parallel. We define the Reduce time, denoted by T reduce , as the average time for the server reducing the most output functions to finish its computations, i.e.,
We are interested in designing distributed computing schemes, which includes the selection of K, the assignment
, and the design of data shuffling scheme, in order to minimize the overall execution time to accomplish the distributed computing tasks. Specifically, the execution time is the total amount of time spent executing the above three phases of the computation. In this paper, we focus on the sequential implementation, where the three phases take place one after another sequentially. In this case, the overall execution time T sequential = T map + T shuffle + T reduce .
To design the optimal distributed computing scheme that minimizes the execution time while using as few servers as possible, we need to answer the following questions:
• What is the minimum possible execution time?
• What is the minimum number of servers needed to achieve the minimum possible execution time? • How to place the Map, Reduce tasks and design the data shuffling scheme to achieve the minimum execution time? To answer these questions, we formulate them into the following problem: Problem 1 (Optimal Resource Allocation). Consider a computing task with parameters Q and N . Given a certain number of servers K, a Map task assignment M and a Reduce task assignment W on these servers, we say a shuffling scheme is Suppose we always use valid shuffling schemes with minimum shuffling time. We denote the resulting execution time given K, M and W by T * sequential (K, M, W). Assuming N is large, we aim to find the minimum execution time over all possible designs, which can be rigorously defined as follows:
We are also interested in finding the minimum number of servers required to exactly achieve the minimum execution time for large N , denoted by K * sequential , and defined as follows
If the minimum in the equation does not exist, we say the corresponding T * sequential can not be achieved using finite number of servers. Besides, we want to find the optimal computing schemes that minimizes the execution time while using the minimum number of servers. Specifically, we want to construct a Map task assignment M, a Reduce task assignment W, and a valid shuffling scheme design, that achieve the minimum execution time using the minimum number of servers. ♦ In this paper, we answer all these questions and summarize the results in the next section.
III. MAIN RESULTS
We characterize the minimum execution time and the minimum required number of servers to achieve T * sequential in the following theorem. 
Theorem 1 (Sequential Implementation). For a distributed computing application that computes Q output functions,
Remark 1. The above theorem generalizes the prior works on coded distributed computing, [10] , [11] , [13] , [14] , by allowing the flexibility of using arbitrary number of servers and arbitrary reduce task assignments on the servers. In prior works, it is assumed that all the Q Reduced tasks are uniformly assigned to all the servers. In this paper, we will see that by focusing on the execution time and allowing using arbitrary number of servers, the optimal scheme naturally requires a certain Reduce task assignment, where each server either reduce 1 function, or does not reduce at all. To simplify the discussion, we refer to the servers that are assigned Reducing tasks as solvers, and the rest of the servers as helpers. Remark 2. To achieve the above minimum execution time, we propose a distributed computing scheme, where each server maps no more than The exact optimality of this scheme is proved in section V, by information theoritic converses. Remark 3. In most cases, using a finite number of servers is sufficient to exactly achieve the lower bound of the minimum execution time, which means that the execution time cannot be further reduced by using more servers than the provided K * sequential . This is due to the fact that the coded multicasting opportunity, which is essential to achieving the minimum communication load, relies on mapping the files repetitively on the solvers. We can show that reducing the peak computation load on the solvers will inevitably reduce the number of times that each file is repetitively mapped on the solvers, which consequently hurts the coded multicasting opportunity and increases the communication load. Hence, the entire benefit of using more than Q servers is to reduce the computation load of the helpers, until the computation load of the solvers becomes the bottleneck. Further increasing the number of servers will not affect the computation-communication tradeoff. Conversely, Theorem 1 indicates that, when less than K * sequential servers are used, the resulting computing scheme must be strictly suboptimal. This is due to the fact that only the helpers can fully utilize the coded multicasting opportunity. Hence, to achieve the minimum communication load, no shuffling job should be handled by the solvers, and we need sufficient helpers to map enough files in order to obtain enough information to support the shuffling phase. Remark 4. From theorem 1, we observe that the optimal solution always requires using at least Q servers, which is because any computing scheme having a server reducing more that one function is strictly suboptimal (will be proved later), so at least Q solvers are needed to compute all the Reduce functions. In addition, we note that K * sequential , is a decreasing function of r * , and consequently an increasing function of cm cs , which can be explained as follows: When cm cs increases, the computation time for mapping one file becomes relatively larger, therefore it is better to pick a computing scheme with larger communication load and smaller computation load. To reduce the computation load, we should decrease r * , which equals the number of times each file is repetitively mapped on all the solvers. As a result, the peak computation load on the helpers should also decreases, and thus more helpers are needed to make sure that each file needed for the shuffling phase is mapped on at least one helper. Remark 5. If we ignore the integrality constraint, r * and K * sequential can be approximated as follows:
Interestingly, r * is approximately proportional to the square root of cs cm , while the number of helpers (i.e., K * sequential − Q) is inversely proportional to the square root of cs cm . We have the following explanation: In the optimal computing scheme, the computation time is proportional to c m r, and the communication time is approximately c s /r, where r is the number of times each file is repetitively mapped on all solvers. To minimize the total execution time, the design parameter should balance the time used in these two phases, which results that r * should be approximately proportional to the square root of cs cm . Besides, in most cases the helpers should map all the files in the database in order to execute the shuffling functions. Hence the minimum number of helpers (i.e., K * sequential − Q) should be inversely proportional to the computation load, which is consequently proportional to cm cs . Remark 6. As we have discussed, achieving the minimum possible communication load relies on exploiting local availabilities and allowing coded multicasting. As a comparison, we consider computing designs where the opportunity of multicasting during the shuffling phase is not utilized, i.e., the shuffling phase is uncoded. The minimum execution time is given as follows:
= min{c m , c s } + c r .
(13) The above execution time can be achieved using uncoded computing scheme with finite number of servers if and only if c m ≤ c s , requiring exactly Q servers.
Compared to the uncoded scheme, a large coding gain that scales with the size of the problem can be achieved by exploiting coded multicasting opportunities during the shuffling phase. For example, when c m = c s , the execution time for the Map and Shuffle phase of the optimal coded scheme grows as Θ(Q −   1 2 ), while the execution time of the uncoded scheme remains constant. The two schemes also require different number of servers to achieve the minimum execution time. For the uncoded computing scheme, at most Q servers are needed to achieve the minimum cost, unless the computing power of Q servers are not sufficient to map the entire database; while for the coded computing scheme, more that Q servers may be needed to achieve the minimum execution time, because we use the extra servers to ensure that the Reduce tasks and the shuffling jobs are handled by disjoint groups of servers, in order to fully maximize the coding gain.
IV. ACHIEVABILITY SCHEMES
In this section, we construct achievability schemes that achieve the minimum execution time mentioned in Section III, using the minimum number of servers. We start by giving an illustrative example on how to build an optimal scheme for sequential implementation. Then we proceed to present the optimal achievability scheme for the general case.
A. Illustrative Example
We present an illustrative example of the optimal achievability scheme for a given set of parameters: N = 6, Q = 3, c m = 1, c s = 2 and c r = 1. According to Theorem 1, we choose design parameter r * = 2 and use K * sequential = 5 servers. We let servers 1, 2, and 3 reduce functions 1, 2, and 3, respectively. Map Phase Design. We let the Map task assignment to the 5 users be Because v 1,1 , . .., v 4,1 are already locally computed by user 1, the Reduce function 1 can be executed after the shuffle phase. Same argument holds for the other 2 Reduce functions, hence the computation can be completed after the shuffling.
Note that in the above example, each server computes at most 1 Reduce function. Hence the reduce time equals 1. Consequently, the total execution time for sequential implementation equals 1 · 
B. General Description for Sequential Implementation
We consider a general computing task with Q Reduce functions, parameters c m , c s , c r , and sufficiently large N . We first compute the design parameter r * as specified in Theorem 1. Depending on the value of r * , we design the achievability scheme as follows.
1) r * ∈ {1, ..., Q − 1}: We use K = K * sequential servers as suggested in Theorem 1. Note that K * sequential ≥ Q always holds, we let nodes 1, 2, ..., Q reduce functions 1, 2, ..., Q respectively. Map Phase Design. Assuming N is large, we evenly partition the dataset into (K − Q) Q r * disjoint subsets. We bijectively map these subsets, to tuples of a subset of r * solvers and a helper. Rigorously, we map the subset of files to the following set:
We denote the subset of files that is mapped to (i, A) by B i,A .
We let each solver k ∈ {1, ..., Q} map all subsets of files B i,A satisfying k ∈ A, and we let each helper k ∈ {Q + 1, ..., K} map all subsets B k,A . Each solver maps ( Note that if network-layer multicast is not possible, we can instead use the existing application-layer multicast algorithms (e.g., the Message Passing Interface (MPI)) to mutlicast them (see [10] Section VII-A for more details). Remark 7. Note that if we view all the helpers as 1 super node, the node maps all the files and broadcasts all messages during the shuffle phase. By viewing the super node as the server and the solvers as the users, we recover the caching scheme proposed in [17] . In our proposed achievability scheme, we split Map tasks for the super node onto multiple nodes, in order to ensure the peak computation load is not bottlenecked by the Map tasks executed at these helpers.
2) r * = 0: In this case, Theorem 1 states that T * sequential cannot be exactly achieved using finite number of servers.
Hence we pick a sufficiently large parameter K, and use K servers for the achievability scheme. We let nodes 1, 2, ..., Q reduce functions 1, 2, ..., Q respectively, and not being assigned any Map tasks. Assuming N is large, we evenly partition the dataset into K − Q subsets of files, and let each helper disjointly maps one subset. The peak computation load consequently equals 
V. CONVERSE
In this section, we derive matching converses that shows the optimality of the proposed achievability schemes.
A. Key Lemma
Before deriving the exact converse, we first prove the following key lemma, which lower bounds the shuffling time given an arbitrary Map and Reduce task allocation: 
Remark 8. Prior to this work, several bounding techniques have been proposed for coded distributed computing and coded caching with uncoded prefetching [10] , [13] , [14] , [18] - [20] . All of them can be derived as special cases of the above simple lemma. Remark 9. Although we assume that each server sends messages independently during the shuffling phase, the above lemma can be easily generalized to computing models where the data shuffling process can be carried out in multiple rounds and dependency between messages are allowed. We can prove that even multiple round communication is allowed, the exactly same lower bound stated in Lemma 1 still holds. Consequently, requiring the servers communicating independently does not induce any cost in the total execution time.
We postpone the proof of Lemma 1 to [12] , and prove the optimality of our proposed schemes assuming its correctness.
B. Converse Bounds for Sequential Implementation
To prove a matching converse for Theorem 1, it is equivalent to prove the following two statements:
1) The execution time of any coded computing scheme for a distributed computing task with N files and Q Reduce functions is at least T * sequential . 2) Any computing scheme that arbitrarily closely achieve a execution time of T * sequential uses at least K * sequential servers. Due to space limit, we postpone the rigorous proofs to [12] , and we briefly outline the main ideas of the proofs as follows:
First of all, we show that any computing scheme that assigns more than 1 Reduce function to any single server is strictly suboptimal, because for each such scheme, we can construct a further optimized scheme, which has the same Map time and Shuffle time, but reducing the Reduce time by at least c r . So to prove a matching converse, it is sufficient to focus on cases where each server reduces at most one function.
Then we consider any such computing scheme that maps N files, uses K servers and reduces Q functions. Without loss of generality, we assume servers 1, ..., Q are assigned Reduce tasks. We first derive a lowerbound on the communication load by enhancing the computing system: We view the servers in Q + 1, ..., K as a super node, that maps all files that are mapped by these servers, and multicast all messages that are multicast by these servers during the shuffling phase. It is easy to verify that by enhancing the computing system in this way, the scheme is still valid, and the communication load does not increase. We then apply Lemma 1 on the enhanced computing system and obtain the folloinwg lower bound:
where a j,0 denotes the number of files that are mapped by j solvers, but not mapped by the super node, and a j,1 denotes the number of files that are mapped by j solvers, and mapped by the super node. On the other hand, we lower bound the peak computation load using the average computation load on the solvers:
j(a j,0 + a j,1 ).
Hence, a lower bound of the total execution time, which equals c m p+c s L+c r , can be derived from (15) and (16) . The resulting lower bound is a linear function of non-negative real numbers a j,0 , a j,1 satisfying the following linear constraint:
(a j,0 + a j,1 ).
Consequently, the minimum possible value of the lower bound can be derived by solving this simple linear program, and the result equals T * sequential . This proves the first statement. To prove the converse for the minimum number of required servers, we consider computing schemes that arbitrarily closely achieve the T * sequential , and hence all bounds we used to prove the first statement must be tight. The tightness of those bounds applies extra constraints on variables a j,0 and a j,1 , and consequently the possible solutions of a j,0 and a j,1 may not exist for certain values of parameter K. Thus, the minimum required number of servers to achieve T * sequential is lower bounded by the minimum K where the solution of a j,0 and a j,1 exists given the extra constraints. We can prove that the bound equals K * sequential , which proves the correctness of the second statement.
VI. CONCLUSION AND FUTURE DIRECTIONS
In this paper, we considered the problem of optimally allocating computing resources for distributed computation tasks. We proposed the optimal resource allocation scheme that minimizes the total execution time of the computation tasks, and proved its optimality through information-theoretic converses. Similarly, we proved that our proposed design uses the minimum possible number of servers among all possible computation schemes that achieves the minimum execution time. This work leads to several interesting future directions. From a practical perspective, we can implement our proposed scheme for many distributed computing algorithms to improve their performances, one example being the TeraSort algorithm [21] , [22] . On the other hand, we can extend this problem to a heterogeneous setting, where the processing speeds of the computing nodes varies significantly (see [23] for related works).
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