Abstract. This paper is devoted to the study of multiple 2π-periodic solutions for Duffing equations
Introduction
In this paper, we study the multiplicity of periodic solutions for the Duffing differential equation
x + cx + g(t, x) = s(1 + h(t)), (1.1) where c is a constant, s a parameter, h : [0, 2π] → R a continuous function and g : [0, 2π] × R → R satisfies the Carathéodory condition, i.e., g(·, x) is measurable on [0, 2π] for each x ∈ R and g(t, ·) is continuous on R for almost each t ∈ [0, 2π], and moreover, for each r > 0 there exists a g r ∈ L 1 (0, 2π) such that |g(t, x)| ≤ g r (t) for a.e. t ∈ [0, 2π] and all x ∈ [−r, r].
A periodic solution x(t) of (1.1) is a map x : [0, 2π] → R, continuously differentiable and satisfying (1.1), such that x is absolutely continuous and x(0) = x(2π), x (0) = x (2π).
There are a lot of papers devoted to the study of the existence of periodic solutions for (1.1); see [1] - [3] and [5] - [7] and the references therein. In [1] , for c = 0 and g(t, x) ≡ g(x) with g continuous, using the Banach fixed-point theorem, and the upper and lower solutions method, Pino et al. proved that (1.1) has at least two periodic solutions, one being strictly positive and unique, and the other strictly negative if g(x) satisfies lim x→−∞ g(x) = +∞ and 0 < lim x→+∞ g (x) < 1 (1.2) under some roundedness conditions on s and h(t). In [2] , for c = 0 and g(t, x) being continuous and with a singular behavior near the origin, using degree theory, Pino et al. proved that (1.1) has at least one positive periodic solution if
with α(t) and β(t) between two consecutive eigenvalues of the linear operator L = −x under the non-resonance condition. On the other hand, the author in [6] showed that there exists an s 0 such that (1.1) has zero, one and two periodic solutions for s < s 0 , = s 0 and > s 0 under some boundedness of esssup t∈[0,2π] g(t, 0) for h(t) ≡ 0, using the upper and lower solutions method.
The aim of this paper is to adapt some techniques introduced in [5] by Mawhin et al. and in [3] by Drabek et al., who studied the existence of periodic solutions for s = 0, to the study of the multiplicity of periodic solutions of (1.1). In [3] , the existence of periodic solutions is obtained under the hypothesis of jumping nonlinearity. In [5] , the conditions of the main results relate the asymptotic behavior of g(t, x)x −1 , for |x| sufficiently large, to the first two eigenvalues 0 and 1 of the periodic boundary value problem in [0, 2π] for the linear operator L. More precisely, it was assumed that
uniformly a.e. in t ∈ [0, 2π], and that γ(t), Γ(t) satisfy {γ(t), 0}.
(1.3) and (1.4) are usually called semi-linear conditions. In some recent papers, some authors have discussed periodic solutions for conservative Duffing equations (in our case, c = 0 and g(t, x) ≡ g(x) for all t ∈ [0, 2π)) under the semi-linear condition (1.4). For example, in [8] , using the optimal control theory method, Hao and Ma gave the uniqueness of periodic solutions; in [9] , Wang and Li obtained the existence of periodic solutions when g(x) crosses the resonance points by "the twist theorem".
In this paper, we will consider the general Duffing equation (1.1). Suppose that g(t, x) is a Carathéodory function with singularity near the origin, i.e., there exist constants c, c , δ > 0 and ν ≥ 1 such that
uniformly a.e. in t ∈ [0, 2π], and
uniformly a.e. in t ∈ [0, 2π] with γ(t) and Γ(t) satisfying (1.5) and (1.6) respectively.
We will show that, under our assumptions above, there are at least two periodic solutions for (1.1). Here γ(t) and Γ(t) satisfying (1.5) and (1.6) implies that the nonlinearity g(t, x) is confined between two consecutive eigenvalues, i.e., (1.1) does not cross the resonance points. Our results are mainly motivated by [1] , [5] and [6] , and are quite in the spirit of [1] , [2] and [5] .
In order to state our results and for convenience in the proofs, we give the following notations. C([0, 2π]) (C(2π)) denotes the usual Banach space of continuous (2π-periodic) functions f : [0, 2π](R) → R endowed with the sup norm
) denotes Lebesgue spaces of real measurable functions whose k-th power of the absolute value is Lebesgue integrable.
Finally, as usual, for any x ∈ L 1 (0, 2π), let
{−x(t), 0}.
Existence of negative periodic solutions
In this section, we use the upper and lower solutions method introduced by [6] for the Duffing equation
to obtain the existence of a negative 2π-periodic solution for (1.1). 
Such functions a(t) and b(t) are called lower and upper solutions, respectively, if they satisfy
The following lemma has been proved in [6] or [7] ,
Lemma 1 ([6]). Assume that there exist a lower solution a(t) and an upper solution b(t) defined by Definition 1 for (2.1). Then (2.1) has at least one solution x(t) such that a(t) ≤ x(t) ≤ b(t) for all t ∈ I.
Applying Lemma 1, we have Proof. Let us first rewrite (1.1) as follows:
First of all , by (1.8) and (1.6), we have It follows from h 0 < 1 that there exist an ε 0 > 0 such that for all s > 0
For such ε 0 , by (1.7) and (2.
On the other hand, by (2.3) and (1.7), there exists an x s , with x s < x s < 0, such that g(t, x s ) > 2s for all s ≥ s 1 and a.e. t ∈ I. Therefore
for all s ≥ s 1 , and a.e. t ∈ I.
Combining (2.8) and (2.9), we have
for all s ≥ s 1 and a.e. t ∈ I, which implies that x s and x s are lower and upper solutions of (1.1) respectively. Then, according to Lemma 1, we conclude that (1.1) has at least one 2π-periodic solution x s (t) for s ≥ s 1 such that x s < x s (t) < x s < 0 for all t ∈ I. This completes the proof of our lemma.
Existence of positive periodic solutions
This section is devoted to the existence of positive periodic solutions by using degree theory.
Theorem 1. Suppose that g(t, x)
is a Carathéodory function with singularity near the origin and satisfies (1.8) with Γ(t) and γ(t) satisfying (1.5) and (1.6). Then there exist an h 0 , 0 < h 0 < 1, and s 2 = s 2 (h 0 ), s 2 > 0, such that for all s ≥ s 2 and for all h ∈ C(2π) with h 0 ≤ h 0 < 1, (1.1) possesses at least one strictly positive 2π-periodic solution.
In order to prove this theorem, we need the following lemma, introduced by Mawhin et al. in [5] .
Lemma 3 ([5]).
Suppose that p ∈ L 1 (0, 2π) satisfies the following conditions: 
Then the linear periodic boundary value problem
x + cx + p + (t)x + − p − (t)x − = 0, x(0) = x(2π), x (0) = x (2π),(3.
1)
has only the trivial solution.
Remark. This lemma is a combination of Lemma 2 and Lemma 3 in [5] .
Proof of Theorem 1. Let us again rewrite (1.1) as h(t) ). Then it follows from (1.8) that there exist an h 0 , 0 < h 0 < 1, and s 2 = s 2 (h 0 ), s 2 > 0, such that for all s ≥ s 2 and for all h ∈ C(2π) with h 0 ≤ h 0 < 1 the inequalities
hold for a.e. t ∈ [0, 2π]. Therefore, for a given δ = δ(γ, Γ) ≥ 0, there exists an r 0 > 0 such that for a.e. t ∈ [0, 2π] and all x > r 0 , we have
x= 0,
is also a Carathéodory function, and γ satisfies
for a.e. t ∈ [0, 2π] and all x ∈ R.
Let h(t, x) = g 1 (t, x) − g(t, x); then there exists an α ∈ L 1 (0, 2π), depending on γ, Γ and γ, such that for a.e. t ∈ [0, 2π] and all x ≥ 0 we have
Hence, (1.1) is equivalent to the periodic boundary value problem
2π) and x is absolutely continuous on [0, 2π]}, and
It is well known that all the mappings above are well defined, L is a Fredholm operator of index zero, and G, H, and A are L-compact on bounded subsets of x. Therefore, (3.7) is equivalent to the operator equation
In order to apply the well-known Leray-Schauder continuation theorem (see, for example, [4] ), all we have to do is to prove that there exist r 1 and R 1 with 0 < r 1 < R 1 such that for each λ ∈ [0, 1] and each x(·) ∈ domL such that H(λ, x) = 0 we have r 1 < x(t) < R 1 for all t ∈ [0, 2π]. Now, suppose that such r 1 and R 1 do not exist. Then we could find sequences
and either
It can be proved similarly to [2] by a slight modification that under the singularity hypothesis on g(t, x) near the origin, which guarantees that g 1 (t, x) also has a singularity near the origin under the condition of the existence of s 0 and h 0 , (3.11) and (3.12) are actually equivalent. So we only assume (3.12) in the following, and therefore we can define x n = x n x n −1 C 0 . Multiplying (3.10) by x n (t) and integrating by parts, we have
By (1.8) and (1.6), we have
for positive constants m and k, for all x > 0 and a.e. t ∈ [0, 2π]. Then, by (3.13), we have
and therefore x n (t) is bounded in H 1 (0, 2π); passing to a subsequence if necessary, we may assume that x n → x weakly in H 1 (0, 2π) and strongly in C([0, 2π]), which is not zero identically for x n C 0 = 1.
By (3.4) , the sequence g n : g 1 (t, x n (t)) x n (t)
Therefore, passing to subsequences if necessary, we can assume that g n → g 0 in L 1 (0, 2π) (for example, see [10, IV, 8.6] ), and λ n → λ. Hence, passing to the weak limit in (3.10), we get
, and define e ± : [0, 2π] → R by e ± (t) = g 0 (t)/ x(t) for t ∈ V ± , and
Because g 1 (t, x) is also a Carathéodory function, we have |g
Hence the sequence V0 |g n (t)|dt → V0 lim n→∞ |g n (t)|dt by the Lebesgue dominated convergence theorem, so that g 0 (t) = 0 for a.e. t ∈ V 0 , and therefore we have
According to the definition of e ± (t), we can get
In fact, suppose that there exists a subset U of V + of positive measure such that γ(t) > e + (t) for t ∈ U. Then, by (3.16), we have
using Fatou's lemma, we have that lim n→∞ inf g n (t) is integrable, and (3.19) which conflicts with (3.18). Similarly we can get the other inequalities in (3.17) .
Therefore, by (3.16) and (3.17), if we let p
is a 2π-periodic solution with norm x C 0 = 1 of the equation
where
Then it is easy to check that p(t) satisfies the conditions of Lemma 3. Therefore, we can conclude that (3.20) has only the trivial solution x(t) ≡ 0, which contradicts x(t) C 0 = 1. This completes the proof of our theorem. Remark. The condition (1.8) in Theorem 1 relates the asymptotic behavior of g(t, x)x −1 , for x positive and sufficiently large, to the first two eigenvalues 0 and 1 of the periodic boundary value problem on [0, 2π] for the linear operator L = −x , and condition (1.7) relates the divergence behavior of g(t, x) for x negative and sufficiently large. On the other hand, condition (1.8) in Theorem 1 can be replaced by two other consecutive eigenvalues of periodic boundary value problem on [0, 2π] for the linear operator L; for example, for some nonnegative integer k, the functions γ(t) and Γ(t) defined by (1.8) are such that k 2 ≤ γ(t) ≤ Γ(t) ≤ (k + 1) 2 , and each of the inequalities of the two extreme sides holds on a subset of [0, 2π] of positive measure. Therefore, our corollary extends the results obtained in [1] - [3] and [5] - [7] in various directions.
