Abstract-Fault detection is important for safe operation of various modern engineering systems. Partial least square (PLS) has been widely used in monitoring highly correlated process variables. Conventional PLS-based methods, nevertheless, often fail to detect incipient faults. In this paper, we develop new PLS-based monitoring chart, combining PLS with multivariate memory control chart, the multivariate exponentially weighted moving average (MEWMA) monitoring chart. The MEWMA are sensitive to incipient faults in the process mean, which significantly improves the performance of PLS methods and widen their applicability in practice. Using simulated distillation column data, we demonstrate that the proposed PLS-based MEWMA control chart is more effective in detecting incipient fault in the mean of the multivariate process variables, and outperform the conventional PLS-based monitoring charts.
I. INTRODUCTION
Fault detection and diagnosis are central to build safe and reliable modern industrial processes [1] . If anomalies in industrial systems are not detected promptly, they can affect plant productivity, profitability, and safety [2] . Process monitoring is employed by various process industries [1] , [3] , [4] , [5] . Partial least square (PLS) is among the most widely used multivariate statistical process monitoring method for monitoring multivariate processes [6] , [7] . Roughly speaking, PLS aims to extract from the predictor (input) variables latent variables which are the most correlated and relevant to predicted (output) variables [8] . By extracting the useful data information from the original dataset, and then using monitoring indices such as T 2 and Q statistics, PLS is a major statistical tool in multivariate techniques and is widely used with highly cross-correlated data [9] . In this framework, several PLS variants have been proposed to overcome some shortcomings of the classical PLS, such as multiway PLS [10] , a modified PLS [11] , [12] , multi-block PLS [13] , a multi-scale PLS [14] , dynamic PLS [15] , recursive PLS [16] as well as multi-phase PLS [17] . Therefore, PLS-based process monitoring method as well its variants has been largely exploited and used to different engineering applications [18] , [7] , [19] .
Handling incipient anomalies is a key challenges in building safe and reliable processes. The detection of incipient anomalies is central in maintaining the normal operation of a system by providing an early warning which helps in avoiding serious damage and subsequent economic loss. Indeed, incipient anomalies is characterized by a weak signature that requires detection indicators that have high sensitivity to small changes. However, PLS-based monitoring indices such as T 2 and Q statistics utilize information solely from the actual observation and they are relatively insensitive for detecting incipient faults in process mean. Therefore, this potentially makes conventional PLS-based monitoring less efficient in this case. To handle this problem alternative chart, such as the MEWMA monitoring chart, which is rested on a decision statistic that takes into account information from past observations with that of current observations, can be used [20] . Thus, the purpose of this work was to exploit the advantage of the PLS modeling and those of memory control chart MEWMA by developing PLS-based MEWMA monitoring scheme to achieve enhanced detection performance compared with the traditional PLS monitoring techniques.
The next section briefly introduces PLS-based fault detection and Section III review the MEMA monitoring chart. Next, the proposed PLS-based MEWMA chart is presented in section IV. The proposed technique is validated on simulated distillation column data in Section V. Subsequently this paper is concluded with recommendation for future work in Section VI.
II. PARTIAL LEAST SQUARES (PLS)
PLS consists to find the latent variables (unmeasured variables), LVs, from the process data by capturing the largest variability in the data and achieves the maximum cross-correlation among the input and the output variables [8] . Given an input data matrix X ∈ R n×m having n observations and m variables, and an output data matrix Y ∈ R n×p consisting of p response variables, a PLS model is formally determined by the inner model and the outer model [8] . The outer model, which links LVs, and the response and predictor matrices, can be expressed as [21] , [9] :
where X and Y represent modeling matrices of X and Y, respectively, the matrices T ∈ R n×l and U ∈ R n×q consist of l kept LVs of the predictor and response data, respectively. Blocks E ∈ R n×m and F ∈ R n×p are the residuals matrices that were the unexplained variance of the predictor and response data, respectively, Blocks P ∈ R m×l and Q ∈ R p×q are the loading of matrices X and Y, respectively. The number of LVs, l, can be determined via cross-validation for example [22] . The inner relationship can then be described by:
where B represents a regression matrix and H represents a residual matrix. The response Y can be computed as:
In the conventional PLS-based monitoring, two statistics, the T 2 and Q statistics, are usually utilized for fault detection. The T 2 statistic describes the variability caught by the PLS model while the Q statistic computes the residuals that are missed by the model. The T 2 statistic is used in detecting anomalies corresponded at atypical variations within a LVs subspace. T 2 can be computed as [23] :
where, σ
represents the estimated variance of the corresponding latent variable t i . When the monitored process is conform with the desired performances at the i − th time point, it is obvious that T 2 < T 2 l,n,a , where T 2 l,n,a is a control limit given in [24] . The T 2 chart gives a signal of the presence of an anomaly when T 2 > T 2 l,n,a . The Q statistic, on the other hand, which is defined as [24] :
captures the changes in the residual subspace. Where e = x−x represents the residuals vector, which is the difference between the new observation, x, and its prediction,x, via PLS model. Once Q statistic of the new observation exceed the control limits Q α at significance level α given in [24] . Figure 1 shows an example of a data with one observation has a large Q value while an other with large T 2 . Although the two methods have their advantages and disadvantages, both tend to fail to detect small faults [20] . Motivated by the sensitivity of MEWMA for detecting incipient shifts in the multivariate process mean [20] , we propose an innovative PLS-based MEWMA FD method for multivariate processes. Towards this end, a PLS is used as model and MEWMA scheme is used to monitor the LVs of the input variable obtained from PLS model. In the next section, we briefly describe the MEWMA chart.
III. MULTIVARIATE EWMA MONITORING CHART
Statistical process control has been successfully used in applications across diverse industries as an efficient tool for monitoring the status of a process and for helping to identify abnormalities [20] . Multivariate statistical monitoring charts such as MEWMA and multivariate cumulative sum (MCUSUM) were developed to inspect several process variables simultaneously [25] , [20] .
The MEWMA monitoring chart was initially proposed by Lowry et al. [25] , [20] . This chart is constructed based on exponential weighting of available observations, a design that provides improved sensitivity to small changes in the mean of a multivariate process. The main advantage of this chart is that it can be easily implemented in real time because of their low computational cost. Assume that there is X t = (X 1 , X 2 , . . . , X m )
T , an m-dimensional set of observations at time t. The MEWMA charting statistic is defined as follows [25] :
where Z 0 = 0, Λ = diag(λ 1 , λ 2 , . . . , λ m ) and λ j ∈ (0, 1] is a weighting parameter for the j-th component of X, for j = 1, 2, . . . , m, and I m×m is the identity matrix. TThe MEWMA chart is generally suitable for detecting relatively small changes when λ is chosen small, and it is suitable for detecting relatively large changes when λ is chosen large [20] . If there is no practical reason to give different weight for each component, then we can choose λ 1 = λ 2 = · · · = λ m = λ. In such cases,
The MEWMA monitoring statistic is:
where Σ Zt is the covariance matrix of Z t . The chart declares the presence of anomaly when V 2 t exceeds a predefined threshold h. The value of h can be computed by simulation to obtain a specific false-alarm rate [20] .
In the next section, the MEWMA monitoring chart will be integrated with PLS to extend its FD abilities for the case where small or incipient faults are of interest.
IV. PROPOSED FAULT DETECTION ALGORITHM
The implementation of the developed monitoring method comprises two stages: off-line modelling and on-line monitoring. In the off-line modelling phase, a reference PLS model is constructed in the normal operating condition. Then, the fault detection procedure is executed by using the reference PLS model with MEWMA chart in the on-line monitoring phase. The PLS-based MEWMA monitoring strategy is outlined as follows.
1) Construction of the reference PLS model (off-line):
This phase is composed of four steps presented as follows:
• Collect the training data set representative of a healthy condition.
• Scale the data to zero mean and unit variance.
• Construct the reference PLS model.
Select the number of LVs, -Decompose the input/output data as given in equation (1), -Calculate the regression matrix B
• Compute the MEWMA control limits using the ignored LVs of the input variables obtained from the reference PLS model.
2) Detection of fault (on-line):
This phase is composed of four steps,
• For a new sample data, apply the same scaling used in modeling stage.
• Compute the ignored LVs of the input variables.
• Compute the MEWMA monitoring statistic, V 2 .
• Verify the presence of faults. If the monitoring statistic (V 2 ) exceeds the control limits a fault is declared.
V. RESULTS
The method is tested using a distillation column process simulated by Aspen (see [7] for details) with added zero-mean Gaussian noise, where the predictor variables consist of ten temperatures (T c) in different stages of the monitored column, feed flow rates and reflux stream, and the composition of the light component in the distillate stream represents the response variable. The Aspen simulator is used to generate 1024 data samples to be used in constructing the reference PLS model. Figure 2 shows the training and testing datasets, each of size 512, from the dynamic input-output model for the case where the signal-to-noise ratio is 10. A PLS model is fitted to the scaled training dataset. Based on the cross-validation technique, three LVs were required for the PLS model. Now, the fault detection abilities of the proposed PLS-based MEWMA method will be assessed.
Bias sensor fault:
In this case study, the detection of an abrupt anomaly in temperature sensor is investigated. An abrupt anomaly in the temperature measurement T c3 with a magnitude of 2% is introduced at the 100th sample and removed at the Figure 3 . The dashed horizontal lines represent a 95% confidence limit used to identify the possible anomalies. It can be observed that the T 2 and Q statistics are completely insensitive to this anomaly. From this case study, it can be seen that the traditional PLS-based charts are indeed ineffective in detecting small and persistent mean shifts. This is mainly due to the fact that the PLS-based T 2 and Q charts use only the observed data at that instant to take decision about the process performance and they ignore the past data. On the other hand, the result of PLS-based MEWMA chart for the considered bias fault, which are displayed in the bottom panel of Figure 3 , clearly indicate that the proposed strategy can successfully detect this fault. The weighting parameter of MEWMA is chosen to be λ = 0.3. It can also be concluded that the detection ability and sensitivity to small anomalies can be increased by taking into account the information of the actual and past data in the decision rule.
VI. CONCLUSION
In this paper, a fault detection approach that is based on PLS is proposed. PLS has been used in this work as a modeling framework for fault detection using MEWMA control chart. The greater ability of the MEWMA chart to detect small faults makes it very attractive compared to the conventional PLS monitoring statistics. The main contribution of this work is to integrate PLS modeling with the MEWMA control scheme to improve fault especially in the presence of small or incipient faults. To achieve this objective, the MEWMA control scheme is applied on the ignored PCs obtained from the PLS outer model. The simulation results obtained using simulated distillation column data demonstrate the advantage of the proposed PLS-based MEWMA FD methods over the conventional PLS-based methods (Q and T 2 ) in detecting small faults in highly correlated data.
