Abstract. Let G be a connected m-uniform hypergraph. In this paper we mainly consider the eigenvectors of the Laplacian or signless Laplacian tensor of G associated with zero eigenvalue, called the first Laplacian or signless Laplacian eigenvectors of G. By means of the incidence matrix of G, the number of first Laplacian or signless Laplaican (H-or N-)eigenvectors can be get explicitly by solving the Smith normal form of the incidence matrix over Zm or Z 2 . Consequently, we prove that the number of first Laplacian (H-)eigenvectors is equal to the number of first signless Laplacian (H-)eigenvectors when zero is an (H-)eigenvalue of the signless Laplacian tensor. We establish a connection between first Laplacian (signless Laplacian) H-eigenvectors and the even (odd) bipartitions of G.
Introduction
A hypergraph G = (V (G), E(G)) consists of a set of vertices, say V (G) = {v 1 , v 2 , . . . , v n } and a set of edges, say E(G) = {e 1 , e 2 , . . . , e k } ⊆ 2 V (G) . If |e j | = m for each j ∈ [k] := {1, 2, . . . , k}, then G is called an m-uniform hypergraph. In particular, the 2-uniform hypergraphs are exactly the classical simple graphs. One can refer [2] for more on hypergraphs.
Recently, spectral hypergraph theory is proposed to explore connections between the structure of a uniform hypergraph and the eigenvalues of some related tensors. Here the tensors may be called hypermatrices, which are multi-dimensional arrays of entries in some field, and can be viewed to be the coordinates of the classical tensors (as multilinear functions) under a certain (orthonormal) basis. To be precisely, a real tensor (or hypermatrix) A = (a i1...im ) of order m and dimension n refers to a multi-dimensional array of entries a i1...im ∈ R for all i j ∈ [n] and j ∈ [m]. The tensor A is called symmetric if its entries are invariant under any permutation of their indices.
The eigenvalues of a tensor were introduced by Qi [26, 27] and Lim [20] independently. To find the eigenvalues of a tensor, Qi [26, 27] introduced the characteristic polynomial of a tensor, which is defined to be a resultant of a system of homogeneous polynomials.
Given a vector x ∈ C n , Ax m ∈ C and Ax m−1 ∈ C n , which are defined as follows: If x is a real eigenvector or can be scaled into a real eigenvector of A, surely the corresponding eigenvalue λ is real. In this case, λ is called an H-eigenvalue of A and x is called an H-eigenvector. If x cannot be scaled into real, then x is called an N-eigenvector. If any eigenvector corresponding to λ is an N-eigenvector, then λ is called an N-eigenvalue. The characteristic polynomial ϕ A (λ) of A is defined to be the resultant of the system of polynomials (λI − A)x m−1 in the indeterminant λ [4, 27] . It is known that λ is an eigenvalue of A if and only if it is a root of ϕ A (λ). The spectrum of A, denoted by Spec(A), is the multi-set of the roots of ϕ A (λ), including multiplicity. The largest modulus of the elements in Spec(A) is called the spectral radius of A, denoted by ρ(A). Denote by HSpec(A) the set of distinct H-eigenvalues of A.
Under the definitions of tensors and their eigenvalues, three main kinds of tensors associated with a uniform hypergraphs were proposed, and their eigenvalues were applied to investigate the structure of the hypergraph. Cooper and Dutle [5] introduced the adjacency tensor of a uniform hypergraph, and Qi [28] introduced the Laplacian tensor and signless Laplacian tensor. Definition 1.2. [5, 28] Let G = (V, E) be an m-uniform hypergraph on n vertices. The adjacency tensor A(G) = (a i1···im ) of G is defined to be the m-th order and n-dimensional tensor whose entries are given by
Let D be an m-th order and n-dimensional diagonal tensor whose diagonal entries d i...i is exactly the degree of the vertex
Surely, L(G) always has a zero eigenvalue with the all-one vector 1 as an eigenvector. When G is connected, Q(G) has a zero eigenvalue if and only if G is oddcolorable, which will be proved later. For convenience, the eigenvectors of L(G) (respectively, Q(G)) corresponding to the zero eigenvalue are called the first Laplacian eigenvectors (respectively, first signless Laplacian eigenvectors) of G. When such eigenvectors are an H (or N)-eigenvector, we will call them first Laplacian and first signless Laplacian H (or N)-eigenvectors respectively.
There are many results on the above tensors associated with hypergraph, see e.g. [5, 7, 8, 13, 14, 15, 17, 18, 19, 21, 23, 24, 28, 30] . Shao et.al [30] used the equality of H-spectra of the Laplacian and signless Laplacian tensor to characterize the odd-bipartiteness of a hypergraph. Nikiforov [23] applied the symmetric spectrum of the adjacency tensor to characterize the odd-colorable property of a hypergraph.
Fan et.al [9] characterized the spectral symmetry of the adjacency tensor of a hypergraph by means of the generalized traces which are related to the structure of the hypergraph.
In the paper [10] Fan et.al proved that up to a scalar, there are a finite number of eigenvectors of the adjacency tensor associated with the spectral radius, and such number can be get explicitly by the Smith normal form of incidence matrix of the hypergraph. Hu and Qi [13] established a connection between the number of first Laplacian (signless Laplacian) H-eigenvectors and the number of even (odd)-bipartite components of a uniform hypergraph. They also discuss the number of first Laplacian (signless Laplacian) N-eigenvectors for 3, 4 or 5-uniform hypergraphs by means of some kinds of partitions of the vertex set. However, determining the number of even (odd)-bipartite components or the partitions as described in the paper is not so easy.
In this paper we continue the research of this problem, i.e. characterizing the number of the first Laplacian or signless Laplacian eigenvectors of a connected m-uniform hypergraph. By means of the incidence matrix of a hypergraph, the number of first Laplacian or signless Laplaican (H-or N-)eigenvectors can be get explicitly by solving the Smith normal form of the incidence matrix over Z m or Z 2 . Consequently, we prove that the number of first Laplacian (H-)eigenvectors is equal to the number of first signless Laplacian (H-)eigenvectors when zero is an (H-)eigenvalue of the signless Laplacian tensor. We establish a connection between first Laplacian (signless Laplacian) H-eigenvectors and the even (odd) bipartitions of a hypergraph.
Preliminaries
2.1. Perron-Frobenius theorem for nonnegative tensors. Let A be an mth order n-dimensional real tensor. Then A is called reducible if there exists a nonempty proper subset I ⊂ [n] such that a i1i2...im = 0 for any i 1 ∈ I and any i 2 , . . . , i m / ∈ I; if A is not reducible, then it is called irreducible [3] . We also can associate A with a directed graph D(A) on vertex set [n] such that (i, j) is an arc of D(A) if and only if there exists a nonzero entry a ii2...im such that j ∈ {i 2 . . . i m }. Then A is called weakly irreducible if D(A) is strongly connected; otherwise it is called weakly reducible [11] . It is known that if A is irreducible, then it is weakly irreducible; but the converse is not true. The adjacency tensor, Laplacian or signless Laplacian tensor of a hypergraph is weakly irreducible if and only if the hypergraph is connected [24, 33] .
According to the tensor product introduced by Shao [29] , for a tensor A of order m and dimension n, and two diagonal matrices P, Q both of dimension n, the product P AQ has the same order and dimension as A, whose entries are given by
If P = Q −1 , then A and P m−1 AQ are called diagonal similar. It is proved that two diagonal similar tensors have the same spectrum [29] .
Theorem 2.1.
[33] Let A and B be m-th order n-dimensional tensors with |B| ≤ A.
(2) If A is weakly irreducible and ρ(B) = ρ(A), where λ = ρ(A)e iθ is an eigenvalue of B corresponding to an eigenvector y, then y = (y 1 , · · · , y n ) contains no zero entries, and
). Theorem 2.1 was given by Yang and Yang [33] and posted in arXiv, and was also found in the Appendix of [10] for completeness of the paper.
2.2.
Affine and projective eigenvariety. Let λ be an eigenvalue of a tensor A of order m and dimension n. Let V λ = V λ (A) the set of all eigenvectors of A associated with λ together with zero, i.e.
Observe that the system of equations (λI − A)x m−1 = 0 is not linear yet for m ≥ 3, and therefore V λ is not a linear subspace of C n in general. In fact, V λ forms an affine variety in C n [12] , which is called the eigenvariety of A associated with λ [16] . Let P n−1 be the standard complex projective spaces of dimension n − 1. Since each polynomial in the system (λI − A)x m−1 = 0 is homogenous of degree m − 1, we consider the projective variety
which is called the projective eigenvariety of A associated with λ. In this paper the number of eigenvectors of A is considered in the projective eigenvariety V λ (A), i.e. the eigenvectors differing by a scalar is counted as the same eigenvector.
2.3. Incidence matrices. Let A be a symmetric tensor of order m and dimension n. Set
We define
and obtain an |E(A)| × n matrix B A = (b e,j ), which is called the incidence matrix of A. Observe that b ij ∈ {0, 1, · · · , m − 1, m} so that the incidence matrix B A can be viewed as one over Z m , where Z m is the ring of integers modulo m.
The incidence matrix of a hypergraph G, denoted by B G = (b e,v ), coincides with that of A(G), that is
2.4. Z m -modules. Let R be a ring with identity and M a nonzero module over R.
Recall that a finite chain of l + 1 submodules of M
. By the Jordan-Hölder Theorem, if a module M has a finite composition series, then every pair of composition series for M are equivalent. The length of the composition series for such a module M is called the composition length of M , denoted by cl(M ); see [1, Section 11] for more details. We only focus on the modules over Z m . Let M be a finitely generated module over Z m . Suppose that M is isomorphic to 
2). Let
, and the composition length of S is i,di =1 cl(d i ) + (n − r)cl(m).
First Laplacian or signless Laplacian eigenvectors
We first introduce a property of the first Laplaican or signless Laplacian tensor of a connected uniform hypergraph given by Hu and Qi [13] . (i) x is a first Laplacian eigenvector of G if and only if there exist a nonzero γ ∈ C and integers α i such that
, and for each edge e ∈ E(G),
for some integer σ e associated with e.
(ii) x is a first signless Laplacian eigenvector of G if and only if there exist a nonzero γ ∈ C and integers α i such that x i = γe i 2π m αi for i ∈ [n], and for each edge e ∈ E(G),
Let G be an m-uniform connected hypergraph on n vertices. Consider the projective eigenvarities of L(G) and Q(G) associated with zero eigenvalues:
Observe that 
Obviously, Φ is a injective map. On the other hand, for each α = (α 1 , . . . , α n ) ∈ S L 0 (G), as B G α = 0 over Z m , for each edge e ∈ E(G), 
Then for any x, y ∈ V L 0 (G), keeping in mind that x, y have the form of (3.5), by Lemma 3.2, •) is an abelian group, where 1 is the identity. Note that 
Laplacian eigenvectors, and the composition length of the
Proof. As G is connected, B G = 0, implying that r ≥ 1. Also, as B G 1 = 0, adding all other columns to the last column of B G , the last column of the resulting matrix becomes a zero column, which keeps invariant under any elementary row transformations and column transformations. So P B G Q always has a zero column, implying that r ≤ n − 1.
Let
So by Corollary 3.3 and the discussion in Section 2.5,
Corollary 3.5. Let G be an m-uniform connected hypergraph on n vertices. Suppose that Q(G) has a zero eigenvalue, and the incidence matrix B G has a Smith normal form over Z m as in (2.2). Then G has m n−1−r Π r i=1 d i first signless Laplacian eigenvectors, which is equal to the number of first Laplacian eigenvectors. Finally we discuss when Q(G) has a zero eigenvalue. In fact the answer was given by Lemma 3.1(ii). Here we use another language arising from hypergraphs. The map f is called an odd-coloring of G.
So, by Lemma 3.1(ii), we get the following corollary immediately.
Corollary 3.7. Let G be an m-uniform connected hypergraph on n vertices. Then Q(G) has a zero eigenvalue if and only if m is even and G is odd-colorable.
We also have some equivalent characterizations for a uniform connected hypergraph having zero signless Laplacian eigenvalue by combining the results or using the techniques in [30, Theorem] (1) m is even and G is odd-colorable.
(2) Zero is an eigenvalue of Q(G).
Proof. We have known (1) ⇔ (2) ⇔ (3) by Corollary 3.7 and Lemma 3.2(ii), and (4) ⇒ (5) ⇒ (6), (7) ⇒ (8) ⇒ (9) as two diagonal similar tensors have the same spectra [29] . By the definition (2.1), (4) ⇔ (7). By Corollary 19 of [23] , (1) ⇔ (8). So it suffices to prove (6) ⇒ (4) and (9) ⇒ (7).
If ρ(L(G)) = ρ(Q(G)), taking λ = ρ(Q(G))e iθ as an eigenvalue of L(G), by Theorem 2.1(2), there exists a diagonal matrix D with |D| = I such that
So, e −iθ = 1 by comparing the diagonal entries of both sides, and hence
is an eigenvalue of A(G), also using Theorem 2.1(2) by taking B = A, we have a diagonal matrix D with |D| = I such that
First Laplacian or signless Laplacian H-eigenvectors
Let G be an m-uniform connected hypergraph on n vertices. Let x be a first Laplacian or signless Laplacian eigenvector of G. By Lemma 3.1 and recalling that x has the form as in (3.5), i.e. 
, where x 1 = 1 and α 1 = 0. We easily get the following result by the above discussion and Corollary 3.7, which has been proved by Hu and Qi [13] . Similarly, if x is a first signless Laplacian H-eigenvector, then x also has the form as in (4.1), and by Eq. (3.2) for each edge e ∈ E(G),
We now consider the following two sets: 
Obviously, Φ H is a injective map. On the other hand, for each β = (β 1 , . . . , β n ) ∈ HS L 0 (G), as B G β = 0 over Z 2 , for each edge e ∈ E(G),
β1 , . . . , (−1) βn ), where β 1 = 0 and Corollary 4.5. Let G be an m-uniform connected hypergraph on n vertices, where m is even. Suppose that Q(G) has a zero H-eigenvalue, and the incidence matrix B G has rankr over Z 2 . Then G has 2 n−1−r first signless Laplacian H-eigenvectors, which is equal to the number of first Laplacian H-eigenvectors. We need the following notions: odd (even) bipartition and odd (even) traversal. Let G be hypergraph. A set U of vertices of G is called an odd (even) transversal if every edge of G intersects U in an odd (even) number of vertices [6, 25, 23] . G is called odd (even)-traversal if G has an odd (even) transversal. Suppose further G is an m-uniform hypergraph, where m is even. Then the odd (even) transversal has another statement. An odd (even) bipartition
and each edge of G intersects with V 1 or V 2 in an odd (even) number of vertices. G is called odd (even)-bipartite if G has an odd (even) bipartition [13] . Here we allow a trivial case on the even bipartitions, that is, V 1 or V 2 may be empty, which is not included in definition given in [13] .
We have the following equivalent characterizations on a uniform connected hypergraph having a zero H-eigenvalue by combining the results in [13, 30, 23] or considering Theorem 3.8 in a special case. Theorem 4.6. Let G be an m-uniform connected hypergraph on n vertices. Then the following are equivalent.
(1) m is even, and G is odd-bipartite or odd-transversal.
By Theorem 3.8 and Theorem 4.6, we know the difference between odd-colorable and odd-bipartite (or odd-transversal). An odd-bipartite hypergraph is odd-colorable, but the converse does not hold. Nikiforov [23] proved that if m ≡ 2 mod 4, then an m-uniform odd-colorable hypergraph is odd-bipartite. For m ≡ 0 mod 4, Nikiforov [23] constructed two families of m-uniform odd-colorable hypergraphs which are not odd-bipartite. In the paper [18] , the authors construct a family of m-uniform hypergraphs G m,m/2 obtained from a simple graph G by blowing up each vertex into an m/2-set and preserving the adjacency of vertices, where m is even. It was shown that G m,m/2 is odd-bipartite if and only if G is bipartite [18] . Suppose now that G is connected and non-bipartite. It was shown that ρ(L(G m,m/2 )) = ρ(Q(G m,m/2 )) if and only if m ≡ 0 mod 4 [8] . So, by Theorem 3.8, G m,m/2 is odd-colorable but is not odd-bipartite if m ≡ 0 mod 4, and G m,m/2 is not odd-colorable otherwise. In the paper [13] , the authors counted the number of first Laplacian or singless Laplacian H-eigenvectors of a general uniform (not necessarily connected) hypergraph by means of the odd (even)-bipartite connected components. They also discuss the number of first Laplacian or signless Laplacian N-eigenvectors for 3, 4 or 5-uniform hypergraphs by means of some kinds partitions. However, determining the number of even (odd)-bipartite connected components or the partitions as described in the paper is not so easy.
We revisit this problem by means of incidence matrix of a hypergraph. Suppose G is an m-uniform hypergraph. If G is disconnected, it suffices to consider its The number of even bipartitions of G is 1 (corresponding to a trivial bipartition) or a power of 2, which is equal to the number of odd bipartitions of G if G has odd bipartitions.
The number of first Laplacian (signless Laplacian) N-eigenvectors of a connected hypergraph G is the differences between the number of first Laplacian (signless Laplacian) eigenvectors and the number of first Laplacian (signless Laplacian) Heigenvectors, which can be get explicitly by Lemma 4.1, Theorem 3.4 and Theorem 4.4 (Corollary 3.5 and Corollary 4.5). Note that if B G has a Smith normal form over Z m as in (2.2) and m is even, then an invertible element t of Z m is coprime to m, which is necessarily an odd number as m is even. So, such t is also invertible in Z 2 , and all elementary transformations over Z m are also elementary transformations over Z 2 . So the Smith normal form of B G over Z 2 is the Smith normal form (2.2) modulo 2, and hence the rank of B G over Z 2 is exactly the number of odd invariant divisors of B G over Z m .
