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This work is an extension of the paper A Directive-
Based Approach to Perform Persistent Checkpoint/Restart
[1] published and presented in HPCS2017, Genoa.
Abstract—Future generation extreme scale system are expected
to be composed by an enormous number of components. It is
well known that more components lead to more errors. In
consequence, one of the major challenges to efficiently exploit
the new era systems consists on mitigating the impact of errors
in the execution of applications. For that purpose, there are
many different fault tolerance or resilience techniques. This
work focuses on application-based Checkpoint/Restart (CR)
methods that provide the best tradeoff between productivity,
robustness and performance compared to other methods.
There are many solutions implementing CR at application
level such as Fault Tolerant Interface (FTI), Scalable Check-
point Restart (SCR) or Very Low Overhead Checkpointing
system (VeLOC), among others. All of them provide advanced
I/O capabilities to minimize the overhead introduced by CR.
Nevertheless, there is still room for improvement in pro-
grammability and flexibility, since end-users have to manually
serialize and deserialize application state using low-level APIs,
modify the flow of the application to consider restarts or
rewrite CR code whenever the backend library changes.
In this work we provide a programming model to perform
CR based on the use of compiler directives. We propose a
set of directives and clauses that allows users to specify in
a simple and straightforward way CR operations. Besides
the enhancement in programmability, our solution is portable
among different CR backend libraries, namely, FTI, SCR and
VeLOC. Our approach supports the common CR features
provided by all the CR libraries. However, it can also be
extended to support advanced features only available in some
of the CR libraries, such as differential checkpointing, the
use of HDF5 format in CR operations and the possibility of
utilizing fault-tolerance-dedicated threads. Nevertheless, it is
important to highlight that, as a model, it is not bound to any
specific library or implementation.
The result of our evaluation revealed a high increase in
programmability, requiring much less code to perform CR
with our solution than with others. Concretely, in average,
we reduce the number of lines required in 71%, 94%, and
64% compared with FTI, SCR and VeloC, respectively. At the
same time, no additional overhead was appreciated when using
our solution compared to directly using the backend libraries.
Finally, portability is enhanced since our programming model
allows using any of the backend libraries without changing a
single line of code.
1. Introduction
It is widely accepted that exascale systems will undergo
a drastic increase in the overall failure rate due to several
factors [2], mainly the growth in the overall number of
components of the system, which leads to a reduction in
the Mean Time Between Failures (MTBF) from hours or
days in Petascale systems [3] to a few minutes in Ex-
ascale systems [4], [5]. Moreover, this kind of systems
are expected to present deep and complex memory/storage
hierarchies, which are difficult to optimally exploit without
expertise. Hence, the high-performance computing (HPC)
research community is making big efforts in resilience and
fault-tolerance. The objective is easing developers’ work by
providing tools able to leverage the specific system nuances
to make the most of them regardless of the user’s knowledge.
Several approaches that address different kinds of errors
already exist, such as application-specific resilience [6], in-
cluding algorithm-specific [7], or more generic solutions [8].
Application-level checkpoint/restart is becoming very
popular due to its efficiency in terms of space and perfor-
mance when compared with other fault tolerance techniques.
Nevertheless, this technique as applied in current approaches
requires significant effort from the user: after identifying
the application state, the data has to be serialized and de-
serialized in order to be stored and restored; the program
flow has to be modified by taking into account whether the
execution is a restart or not, and the code regarding CR
may need to be rewritten—at least for tuning—whenever the
system is changed. With the objective of helping application
developers to deal with this drastic increase in failure rates,
an ecosystem is emerging composed of a variety of libraries
and tools providing fault-tolerance in a simplified way.
Fault Tolerant Interface (FTI), Scalable Checkpoint and
Restart (SCR) and Very Low Overhead Checkpointing sys-
tem (VeLOC) are three multi-level, state-of-the-art check-
pointing libraries offering optimized I/O capabilities and
several redundancy schemes. They provide a flexible ap-
plication programming interface (API) when performing
checkpoint/restart. However, they still require considerable
effort from the user side in comparison with other techniques
such as transparent checkpoint/restart, which needs no par-
ticipation of the user, but these latter are far less efficient.
To contribute to this new ecosystem targeting Exas-
cale, in this paper, we focus on providing application-level
checkpoint/restart through compiler directives, offering this
functionality to the end-user in a simplified fashion with
enhanced portability. As FTI, SCR and VeLOC, among oth-
ers, our solution supports soft and fail-stop errors (such as
process abortions or hardware failures). Undetected (silent)
errors are not supported.
We present the OpenCHK programming model [9] for
C/C++ and Fortran. As said, our model is based on compiler
directives such as the OpenMP ones. The sentinel used to
recognize the directives and clauses of OpenCHK model
is chk. Nowadays, the model supports several clauses and
directives, that are detailed in Section 4.1, providing users
the ability to:
• Initialize and finalize checkpoint/restart environment in
a portable and easy way.
• Easily indicate the data to be protected.
• Specify checkpoint conditions (e.g., frequency).
• Set checkpoint properties, such as an identifier or the
level.
• Select among different kinds of checkpoints.
• Avoid the requirement of modifying the natural pro-
gram flow in order to check whether the current exe-
cution is a restart or not.
In this paper, we are extending our initial work [1] on
pragma-based checkpoint/restart techniques in several direc-
tions. First, we are formalizing our solution as the OpenCHK
programming model. Secondly, we add new directives and
clauses, that increases the expressiveness and introduces
new features to the model, such as fault-tolerance-dedicated
threads, differential checkpoint, and support for HDF5 for-
mat. Thirdly, we are also extending our implementation with
a new backend library (VeLOC) and a useful functionality
called self-iterative data expressions. Lastly, but not least,
we are also extending the evaluation to a wider set of
production-level scientific applications. More precisely, we
add two new applications (xPic and LULESH) and a new
benchmark (Heat 2D simulation). Additionally, the whole
evaluation, including the benchmarks and applications eval-
uated in our previous work, as well as the ones introduced
now, has been conducted in a new and larger platform
different than the one used in our previous work. The
results of our evaluation, reveals that our solution is able to
maintain efficiency and robustness, as current approaches,
while enhancing portability and usability.
The rest of the paper is structured as follows. Section 2
contains an introduction to FTI/SCR/VeLOC libraries, as
well as the motivations behind this work. Section 3 reviews
the most relevant related work. Section 4 specifies the model
semantics and its functionalities, and Section 5 provides
details of the implementation. After that, Section 6 con-
sists of an evaluation and discussion of our work. Finally,
Section 7 summarizes the work done and provides some
concluding remarks, and future work proposals are presented
in Section 8.
2. Background and Motivations
New Exascale systems threaten to jeopardize the
progress of large HPC applications, making fault-tolerance
a key feature to guarantee their completion. Many HPC
applications perform large simulations based on iterative
algorithms. These kinds of applications require very long
execution times for their completion, and thus the likelihood
of a system error occurring is higher. The likelihood is
greater in Exascale systems, where the high number of sys-
tem components causes error frequency to increase to such
an extent that it is possible to find applications that require
more time to be completed than the MTBF of the system.
Figure 1 illustrates an example where an application requires
more than three times MTBF to complete so that completion
will never happen. Hence, fault-tolerant techniques, such as
checkpoint/restart, are crucial to enable large applications to
finish successfully.
Time to complete application
MTBF MTBF MTBF
Figure 1. Long application impossible to complete when MTBF is too
small.
Checkpoint/restart is a widely used technique for saving
the full state of an application in such a way that if an error
occurs, it can be restored, thereby allowing the execution
to continue from that point instead of from scratch. There
are several approaches to this technique, which are detailed
in Section 3. We focus our work on persistent checkpoint/
restart where the data is stored in a persistent way. The
checkpoints are usually located in the Parallel File Sys-
tem (PFS), because if a node is completely down and the
checkpoints are performed in local storage, the data is not
accessible and thus the checkpoints are useless.
Current checkpoint/restart approaches involve some
drawbacks; namely, poor portability and the issue of com-
plex APIs. Solutions to performing application-level check-
point/restart, range from ad-hoc solutions where the devel-
oper directly deals with low-level details, such as I/O, to
libraries providing APIs abstracting the developer from such
low-level details and nuances. Three such popular libraries
are FTI, SCR, and VeloC. All of them provide checkpoint/
restart with optimizations in I/O, as well as redundancy
schemes. However, some of the current approaches present
a challenge to inexpert programmers because of complex
processes to perform checkpoint/restart. Furthermore, porta-
bility across different systems becomes a problem when
applying checkpoint/restart techniques.
Firstly, as regards complexity, with current solutions the
user is in charge of serializing the data when checkpointing,
and deserializing it when restoring, then modifying the
natural program flow in order to detect whether an execution
is a restart from a previous checkpoint or whether it is a
run from scratch, and then act consequently. Moreover, in
some of the approaches, users must deal with I/O operations
directly. In other words, there are many details to address
that are unrelated to the application itself.
Secondly, the proliferation of several checkpoint/restart
libraries with different interfaces hinders the portability be-
tween systems. Installation and tuning of the checkpoint/
restart libraries are usually performed by expert system
administrators in order to make the most of the storage
hierarchy and to obtain the best performance. User’s options
are therefore reduced to rewriting the code with the interface
of this optimized library available in the target system.
The above-mentioned problems do not arise in a
directive-based approach because several of the user respon-
sibilities are transferred to the model and its underlying
implementation. Since this solution adds extra abstraction
layers, it is possible to support multiple backend libraries
(such as FTI/SCR/VeloC) with the same interface, thereby
enhancing portability. Note that we are not performing any
tuning, but we are providing users the ability to use the
already tuned installation without changing a single line of
code.
In addition, users can specify the data in a simpler way,
and the effort of serializing and deserializing it is also passed
to the model and its implementation. Summarizing, this
approach allows users to focus on the application itself, thus
providing higher productivity and portability, together with
an easy-to-use interface.
3. Related work
This section is devoted to reviewing prior work related to
the contributions set out in this paper. We describe different
checkpoint/restart approaches focusing on persistent solu-
tions. We discuss different kinds of checkpointing as well
as examining some checkpointing tools such as BLCR, FTI,
SCR or VeloC.
Checkpoint/restart is a traditional mechanism for pro-
tecting application data by regularly saving it. In this way,
when an error occurs, the data can be restored, and the
program is able to benefit from previous work instead of
restarting from scratch. This mechanism can be implemented
by addressing soft errors or hard errors. For soft errors, the
checkpoints are often performed in memory (non-persistent)
whereas for hard errors they are done in storage (persistent).
Several different checkpoint/restart approaches exist.
Checkpoint/restart can be application-level or system-level
depending where it is implemented. Furthermore, there are
persistent approaches and diskless approaches which depend
on whether or not the data is stored in a persistent way.
Diskless Checkpointing [10] emerged in order to remove
stable storage from checkpointing, thereby eliminating the
main source of overhead. However, this approach is less
resilient than its persistent counterpart since it does not
tolerate complete system failures such as a power outage.
Besides, it introduces overhead in the memory, processor,
and network.
Regarding persistent approaches, there exist both
system-level and application-level solutions. Some rel-
evant system-level checkpoint/restart tools are [11],
[12], [13], [14]. In this kind of checkpointing, we wish to
highlight Berkeley Lab Checkpoint/Restart [8]. On the one
hand, this tool developed at Lawrence National Berkeley
Lab offers transparency as its main advantage, so no changes
are required in the application code. On the other hand, the
main drawbacks are the greater overhead usually introduced
in comparison with application-level solutions, as well as the
low space efficiency.
There exists a hybrid system/application-level check-
point restart proposed by Bronevetsky et. al. [15] for shared
memory programs. Even though they call it an application-
level, it is very similar to system level approaches because
the user does not decide which data must be checkpointed
or how often a checkpoint is being performed. The user
only places some calls to a given method to indicate that a
checkpoint may be taken at some point, but then the system
is saving the heap, the call stack, and the local and global
variables. User liberty is too restricted to consider it a pure
application-level. Additionally, in most applications, there
is no need to save all the information but just a subset in
order to restart the application correctly. Hence, it is usually
a source of overhead in terms of performance and storage
space.
At the application-level, different libraries and tools
also exist that offer different solutions. There are several
checkpointing systems [16], [17], [18], [19], some at a
single level and a few offering multi-level approaches.
Multi-level checkpointing is key when one considers the
gap between CPU and I/O performance, especially when
one writes in the PFS. An application that only writes
checkpoints at PFS can easily introduce large amounts of
overhead [20], [4], [21], [3], [22]. At multi-level solu-
tions [23], [24], these problems are alleviated by writing the
checkpoints in RAM disks, local node storage, or SSDs. In
summary, multi-level proposals seek to reduce the overhead
by reducing the frequency of checkpointing in the PFS, thus
keeping the checkpoints in more efficient components and
moving them only when required in an asynchronous and
transparent way. Most popular multi-level checkpoint/restart
libraries are Fault Tolerant Interface (FTI) [25], Scalable
Checkpoint Restart (SCR) [26] and Very Low Overhead
Checkpointing System /(VeloC) [27].
The libraries overlap in their multi-level character. For
instance, the libraries define various redundancy schemes
like partner checkpoints and erasure codes. However, they
differ in the way these schemes are applied. In FTI and
VeloC, the cluster topology is detected automatically and
the appropriate partner nodes for the redundancy schemes
are selected by the library.
SCR allows a slightly more flexible setup. Besides the
standard groups NODE and WORLD, users or system ad-
ministrators may define additional groups. For instance, all
nodes that share a common power supply. This can be used
to increase the likelihood for successful recoveries from the
various redundancy levels.
VeloC borns as a project to combine FTI and SCR in a
single framework. On the one hand, they offer a memory-
based mode which becomes very similar to FTI. On the
other hand, there is a file-based mode that behaves much
alike SCR. However, VeloC is still missing some features
from FTI or SCR, e.g., different checkpointing kinds.
The libraries come along with a distinct set of features,
among others, there is differential checkpointing or the
possibility to store the checkpoint files into the HDF5 format
in FTI. SCR, on the other hand, is capable to interact with
the running execution and halt the execution immediately or
after a certain checkpoint or at a specific time.
The different set of features and the assumption that,
after all, different clusters will provide different checkpoint/
restart libraries, suggest a common interface for these li-
braries which can be used inside HPC applications to run
on various systems without changing the code.
Such an interface is proposed in this paper.
4. OpenCHK Model
In this section, we detail the specification of the
OpenCHK programming model, including the directives and
clauses supported, as well as, the functionalities provided.
Our model aims to provide a standard way of coding check-
point/restart, agnostic from the real implementation, ab-
stracting users from the implementation details and allowing
them to concentrate on the application itself. Note that this
is a similar approach than the one used in shared-memory
environments to exploit parallelism by some programming
models such as OpenMP. The rest of the section is structured
as follows. Firstly, we present the directives and clauses of
the OpenCHK model and then we detail the functionalities
offered by the model.
4.1. Directives and Clauses
The model supports four directives. Some of them also
may be annotated with clauses that can modify their seman-
tic in some way. Details on both directives and clauses are
provided as follows.
Directives
init [clauses]: The init directive defines the ini-
tialization of a checkpoint context. A checkpoint con-
text is necessary to use the other directives. It accepts
the clause:
• comm(comm-expr): comm-expr becomes the MPI
communicator that should be used by the user in the
checkpoint context that is being created. This clause
is mandatory.
load(data-expr-list) [clauses]: This di-
rective triggers a load of the data expressed inside the
parentheses. The load directive accepts the clause:
1 / / C/C++ syntax
2 #pragma chk i n i t comm( mpi communicator )
3 #pragma chk shutdown
4
5 / / For t ran syntax
6 ! $chk i n i t comm( mpi communicator )
7 ! $chk shutdown
Figure 2. Snippet of code using init and shutdown directives in C/C++ and
Fortran.
1 / / Load a ) sca la r ;
2 / / b ) a l l a r ray elements from 0 to size−1;
3 / / c ) ar ray2 elements from 2 to 4 ;
4 / / d ) 2dArray elements from 2 to 4
5 / / o f a l l the rows from 0 to n−1
6
7 / / C/C++ syntax
8 #pragma chk load ( s c a l a r , a r r a y [ 0 ; s i z e ] , \
9 a r r a y 2 [ 2 : 4 ] , 2 dArray [ 0 ; n ] [ 2 : 4 ] ) \
10 [ i f ( cond ) ]
11
12 / / For t ran syntax
13 ! $chk load ( s c a l a r , a r r a y ( 0 : s i z e −1) , &
14 & a r r a y 2 ( 2 : 4 ) , 2 dArray ( 0 : n−1)(0 :m−1) &
15 & [ i f ( cond ) ]
Figure 3. Snippet of code using load directive in C/C++ and Fortran.
• if(bool-expr): The if clause is used as a
switch-off mechanism: the load will be ignored if
the bool-expr evaluates to false.
store(data-expr-list) [clauses]: The
store directive may request the library to save the
specified data. It accepts the clauses:
• if(bool-expr): The if clause is used as a
switch-off mechanism: the store will be ignored if
the bool-expr evaluates to false.
• id(integer-expr): Assigns an identifier to the
checkpoint. This clause is mandatory for the store
directive.
• level(integer-expr): Selects the checkpoint
level which is associated with where is the data
stored (e.g., local node storage, parallel file system,
etc.). This clause is mandatory for the store directive.
• kind(kind-expr): Selects the checkpoint kind.
Currently, two kinds are supported. They are
CHK_FULL, which performs a full checkpoint; and
CHK_DIFF, which performs a differential check-
point.
shutdown: Closes a checkpoint context.
Figures 2, 3 and 4 show how to use the directives and
clauses in C/C++ and Fortran. Concretely, figure 2 presents
how to initialize and shutdown a checkpoint context; figure 3
shows how to load several types of data, ranging from a
simple scalar to a 2-dimensional array, including contiguous
and non-contiguous regions; and figure 4 exhibits the same
than previous figure but storing instead of loading. However,
as it is a store, we must assign an identifier and a level, as
shown in the figure.
4.2. Functionalities
As a model that seeks the standardization of a common
interface for the different checkpoint/restart existing solu-
1 / / Store a ) sca la r ;
2 / / b ) a l l a r ray elements from 0 to size−1;
3 / / c ) ar ray2 elements from 2 to 4 ;
4 / / d ) 2dArray elements from 2 to 4
5 / / o f a l l the rows from 0 to n−1
6
7 / / C/C++ syntax
8 #pragma chk s t o r e ( s c a l a r , a r r a y [ 0 ; s i z e ] , \
9 a r r a y 2 [ 2 : 4 ] , 2 dArray [ 0 ; n ] [ 0 ;m] ) \
10 k ind (CHK FULL / CHK DIFF ) i d ( 0 ) \
11 l e v e l ( 1 ) [ i f ( cond ) ]
12
13 / / For t ran syntax
14 ! $chk s t o r e ( s c a l a r , a r r a y ( 0 : s i z e −1) , &
15 & a r r a y 2 ( 2 : 4 ) , 2 dArray ( 0 : n−1)(0 :m−1) &
16 & kind (CHK FULL / CHK DIFF ) i d ( 0 ) &
17 & l e v e l ( 1 ) [ i f ( cond ) ]
Figure 4. Snippet of code using store directive in C/C++ and Fortran.
tions, we aim to provide the very same functionalities that
all of them offer but in a generic way. Following, we explain
the main functionalities supported in the OpenCHK model,
and how they fit in the current back-end libraries supported.
4.2.1. Basic Checkpoint /Restart. As basic functionality,
OpenCHK supports checkpoint and recovery of user-defined
application data using the multi-level redundancy schemes
of the back-end libraries. Users can define the levels and
their respective checkpoint frequency as desired.
4.2.2. CP-dedicated Threads. This functionality consists
of spawning a thread per node that is devoted only to check-
point/restart work. By doing so, work related to checkpoint/
restart can be done in parallel with the application work.
This feature may be useful when running on hybrid CPU-
GPU systems or systems using coprocessors where the main
part of the execution is done on GPU/coprocessors and
CPUs are idle. The idle CPU time can be used to perform
checkpoint/restart tasks, preventing GPU/coprocessors of
doing such tasks and focusing on the actual application
work. Overall, resources are better utilized this way and
we can reach performance gains.
Application
Application
Application
Application
CP
Application
Application
Application
Application
GPU 1
GPU 2
GPU 3
GPU 4 CP
CP
CP
Time
Application
Application
Application
Application
Application
Application
Application
GPU 1
GPU 2
GPU 3
GPU 4
Dedicated 
thread CP CP CP CP
Application
Figure 5. Comparison between CP-dedicated threads scheme and traditional
scheme.
Figure 5 shows a comparison between an application
using the traditional scheme and the same application using
this CP-dedicated thread scheme. As can be seen, a CP-
dedicated thread performs all the tasks related to fault
tolerance, while the GPUs can devote their resources to the
application. Up to now, this feature is supported by FTI and
VeLOC.
4.2.3. Differential CP. Differential CP, sometimes referred
to as incremental checkpoint CP [28], is a method that
decreases the I/O load of consecutive checkpoints. This is
obtained by updating the previous checkpoint only with
data blocks that have changed since the last checkpoint was
performed.
Figure 6. The plot shows the evolution of overhead reduction for a 4GB
checkpoint file using differential CP. nd corresponds to the ratio of dirty
data blocks to protected data blocks.
Differential checkpointing employs a user-defined block
size to evaluate which sections of the checkpoint have
changed. This granularity is important and offers a trade-
off: smaller block sizes can capture with higher granularity
small changes in the dataset, which allows the back-end to
only update small sections and avoid re-writing data that
did not change. However, performing hash calculations on
many small blocks and performing many small writes in the
storage can be harmful for performance. On the other hand,
large blocks are more suited for file system performance
and lead to less number of hashes to be calculated; but they
also lead to more unchanged data to be re-written. Besides
the block size, the performance of differential checkpointing
also depends on the application itself. Applications that
update entire datasets at every iteration are not well suited
for differential checkpointing. Other applications in which
only parts of the dataset change, might get more benefits
from differential checkpoint.
For instance, FTI has demonstrated recently [29] that
applications that have to update less than 95% of their
protected data due to changes within two consecutive check-
points will already be able to reduce their checkpoint over-
head. In other words a reduction in I/O size as little as
5% can already show significant benefits through differential
checkpointing. The overhead reduction depends linearly on
the update rate, and the degree of the linear reduction
(i.e., the slope) depends on the ratio between the hashing
and I/O rate. It was demonstrated for LULESH and xPic
applications, that differential CP can reduce the checkpoint
overhead by 35% and 62% respectively [29]
Given the model presented in [29], we can estimate the
performance benefits for a 4GB checkpoint file for one rank.
Figure 6 shows the behavior of the overhead depending on
the differential data ratio, nd, corresponding to the ratio
of dirty data blocks to protected data blocks. We can see
that in that case the threshold is at around 95% and the
maximum additional overhead, if we have to write all the
data, is about 20 seconds. However, the overhead reduction
is about 18 seconds every 5% of data that we do not have
to write due to differential CP. I.e., differential CP becomes
very quickly beneficial for updates below 95%. From all
the checkpointing libraries studied in this research work, the
only back-end library supporting this functionality is FTI.
4.2.4. HDF5 support. HDF5 allows to structure datasets
inside of groups and to order groups hierarchically similar
to a file system. The dimensionality of the datasets can also
be stored inside the file. HDF5 provides a vast functionality
in order to archive scientific data inside a file on persistent
storage. In addition to this, HDF5 is optimized for both
sequential and parallel I/O.
Our model allows checkpoints to be stored using the
HDF5 file format. The protected datasets that serve for the
successful restart are written in this format so that users
can use any tool that is capable of interacting with HDF5
files for scientific analyses. Thanks to this feature, resiliency
and scientific data analysis can be merged into one single
I/O operation. We note that interacting with HDF5 files can
be relatively complex and not always intuitive. Therefore,
this feature to support HDF5 files demonstrate the flexibility
and robustness of OpenCHK. FTI is currently the only
supporting backend for HDF5 file format.
Figure 7 shows an example of the structure of a check-
point file in the HDF5 format. In order to indicate the
reduction of complexity that is performed by the OpenCHK
model and the back-end libraries, figure 8 shows the sim-
plified code to produce an outcome that corresponds to the
structure shown in figure 7. In order to reproduce the same
outcome using the pragma, the developer merely has to
enable checkpointing into the HDF5 file format inside the
FTI configuration file.
5. Implementation Details
This section provides some insight into the implemen-
tation details of our proposed solution. We provide our
own implementation of the model on top of the Mercurium
C/C++ and Fortran source-to-source compiler [30] and the
Transparent Checkpoint Library (TCL) [31] intermediate
library. Currently, we support FTI, SCR, and VeLOC as
back-end libraries.
Following, we detail the architecture of our implementa-
tion, the changes effected at the Mercurium compiler level,
and the implementation of TCL.
GROUP "/" {
DATASET "Dataset_0" {
DATATYPE H5T STD I32LE
DATASPACE SIMPLE { ( 1 ) / ( 1 ) }
DATA {
( 0 ) : 1
}
}
DATASET "Dataset_1" {
DATATYPE H5T STD I32LE
DATASPACE SIMPLE { ( 1 ) / ( 1 ) }
DATA {
( 0 ) : 1
}
}
DATASET "Dataset_2" {
DATATYPE H5T STD I8LE
DATASPACE SIMPLE { ( 22279025 ) / ( 22279025 ) }
DATA {
( 0 ) : 50 , 50 , 32 , 115 , 101 , 114 , 105 , 97 , 108 , 105 ,
. . .
( 2 2 2 7 9 0 2 1 ) : 0 , 0 , 0 , 0
}
}
}
Figure 7. Example for the HDF5 checkpoint file structure using OpenCHK.
The protected data consists of 2 scalars and one array.
1 / / OpenCHK implementat ion
2 #pragma chk s t o r e ( d a t a p t r [ 0 ] , d a t a p t r [ 1 ] , \
3 d a t a p t r [ 2 ] [ 0 ; N] ) i d ( 0 ) l e v e l ( 1 )
4
5 / / HDF5 Nat ive implementat ion
6 h i d t d a t a s e t i d [ 3 ] , d a t a s p a c e i d [ 3 ] ;
7 h s i z e t dims0 [ 1 ] , dims1 [ 0 ] , dims2 [ 0 ] ;
8
9 dims0 [ 0 ] = 1 ; dims1 [ 0 ] = 1 ; dims2 [ 0 ] = N;
10 d a t a s p a c e i d [ 0 ] = H 5 S c r e a t e s i m p l e ( 1 , dims0 , NULL ) ;
11 d a t a s p a c e i d [ 1 ] = H 5 S c r e a t e s i m p l e ( 1 , dims1 , NULL ) ;
12 d a t a s p a c e i d [ 2 ] = H 5 S c r e a t e s i m p l e ( 1 , dims2 , NULL ) ;
13
14 d a t a s e t i d [ 0 ] = H5Dcreate2 ( f i l e i d , "/Dataset_0" , . . . ) ;
15 d a t a s e t i d [ 1 ] = H5Dcreate2 ( f i l e i d , "/Dataset_1" , . . . ) ;
16 d a t a s e t i d [ 2 ] = H5Dcreate2 ( f i l e i d , "/Dataset_2" , . . . ) ;
17
18 H5Dwrite ( d a t a s e t i d [ 0 ] , . . . , d a t a p t r [ 0 ] ) ;
19 H5Dwrite ( d a t a s e t i d [ 1 ] , . . . , d a t a p t r [ 1 ] ) ;
20 H5Dwrite ( d a t a s e t i d [ 2 ] , . . . , d a t a p t r [ 2 ] ) ;
21
22 s t a t u s = H5Dclose ( d a t a s e t i d [ 0 ] ) ;
23 s t a t u s = H5Dclose ( d a t a s e t i d [ 1 ] ) ;
24 s t a t u s = H5Dclose ( d a t a s e t i d [ 2 ] ) ;
25 s t a t u s = H5Sclose ( d a t a s p a c e i d [ 0 ] ) ;
26 s t a t u s = H5Sclose ( d a t a s p a c e i d [ 1 ] ) ;
27 s t a t u s = H5Sclose ( d a t a s p a c e i d [ 2 ] ) ;
Figure 8. Code snippet to produce an HDF5 file with a structure similar to
the one shown in figure 7. On top with OpenCHK and below with native
HDF5 routines.
5.1. Architecture
We have designed an implementation based on three
components: a compiler (Mercurium) that translates
directives and clauses into calls to an intermediate library;
an intermediate library (TCL) which is in charge of
forwarding the user-requested actions to the adequate
back-end library; and several back-end libraries. Figure 9
shows our three-layer architecture. We would like to
highlight that this approach allows us extending the model
to support new features if the back-end libraries evolve.
Mercurium 
Compiler
Native 
Compiler and 
Linker
Intermediate 
library
Backend libraries 
selected at runtime
FTI
SCR
Code with 
#pragma chk 
directives
Transformed 
code
VELOC
...
Figure 9. Diagram of the three-layer architecture.
5.2. Mercurium
The main modification regarding the compiler infras-
tructure is that Mercurium has to process the OpenCHK
directives and clauses in order to enable the application-level
checkpoint/restart functionalities. Mercurium is in charge of
processing these directives and clauses as well as applying
the respective transformations. A high-level overview of the
compiler transformations is given below.
• chk init [clauses]: The compiler triggers the
initialization of TCL. Clauses accepted:
– comm(comm-expr): Mercurium passes comm-
expr, which is a pointer, to TCL that sets there the
MPI communicator that the user should utilize in the
checkpoint context.
• chk load(data-expr-list) [clauses]:
The compiler introduces a call to TCL when it finds
this statement informing of the start of a restart. Then,
Mercurium performs several calls registering the data
to be restarted. To this end, the compiler must also
send some information about the data to be restored,
such as the sizes and the pointers for overwriting the
current data with the recovered one. The compiler
extracts all this information from the data specified
and its own knowledge of the program symbols. When
all the data is registered, Mercurium calls a TCL
method that actually performs the restart. Clauses
accepted:
– if(bool-expr): The calls to TCL are only ef-
fective when the condition expressed in this clause
is true. This means that none of the calls are done if
the condition is not satisfied.
• chk store(data-expr-list) [clauses]:
The behavior is the very same than previously for the
load directive. The only difference is that the action
being performed is a checkpoint instead of a restart,
and so, some additional information must be passed.
In the first call, the one that notifies a checkpoint is
starting, Mercurium adds the kind, id, and level of
the checkpoint. This information is extracted from the
following clauses:
– if(bool-expr): The calls to TCL are only ef-
fective when the condition expressed in this clause
is true. Thus, no calls are done if the condition is
not satisfied.
– id(integer-expri): The checkpoint that is be-
ing performed has the identifier set in this clause. It
is mandatory to specify an identifier.
– level(integer-expr): The checkpoint that is
being performed will be written at the specified level.
It is mandatory to specify a level.
– kind(kind-expr): Chooses the kind of check-
point to be done between full or differential, which
are the supported currently. The default value is full.
• chk shutdown: The compiler triggers the finaliza-
tion of TCL.
Note that the compiler sends the data to TCL in the same
order as specified by the user in the load/store clauses. It
is necessary to stress the importance of this because if the
data is stored in a given order and then an attempt is made
to load it in a different one, the load will not be successful.
Another crucial responsibility of Mercurium is extract-
ing information from the expressions that appear in the
load/store clauses to pass it to TCL. Usually, the back-
end libraries expect the base address of the expressions and
some additional information regarding the size. For non-
array expressions, this will be just the size of the type of
the expression. For array expressions, we may need to obtain
some more information, depending on whether we want to
support non-contiguous array regions or not, such as the size
and the accessed bounds of each dimension, as well as the
size of the base element type.
For getting all the mentioned information required by
the back-end libraries, we need a tool that fully understand
the three supported programming languages – C, C++, and
Fortran – to be able to extract the information from the
user code. Moreover, this is an error-prone task so using an
automatic tool minimizes the possibility of error and saves
debugging time. Finally, it prevents users to write boiler-
plate code.
A further functionality added by Mercurium are the self-
iterative data expressions. Figure 10 shows an example of
this. This is a kind of for loop inside the load/store clauses,
1 / / Se l f i t e r a t i v e data expression
2 #pragma chk s t o r e ({ data [ i ] , i =0 ;4} )
3
4 / / Equ iva len t
5 #pragma chk s t o r e ( data [ 0 ] , data [ 1 ] , data [ 2 ] , data [ 3 ] )
Figure 10. Snippet of code using self-iterative data expressions
TABLE 1. CYCLOMATIC COMPLEXITY OF A 2D HEAT SIMULATION
USING OPENCHK (BEFORE AND AFTER COMPILER TRANSFORMATION),
FTI, SCR AND VELOC.
BT AT FTI SCR VeloC
CC 10.0 11.0 15.0 36.0 13.0
DEE (Person-Months) 0.34 0.76 0.36 0.51 0.35
that allows iterating over data structures instead of writing
the data one by one, simplifying users work.
To adequately point out the importance of the compiler
in the OpenCHK model, we have performed an analysis of
the code complexity before and after the compiler trans-
formation. For that purpose, we have used the Lizard [32]
tool to compute the Cyclomatic Complexity (CC) metric and
SLOCCount [33], to calculate the Development Effort Esti-
mate (DEE). Table 1 shows the CC for a 2D Heat simulation
code performing checkpoint/restart using OpenCHK before
(BT) and after (AT) compiler transformation. Moreover, it
also presents the CC for the same code when using native
FTI, SCR, and VeLOC to perform checkpoint/restart. As
it can be seen, OpenCHK remains the simplest before the
compiler transformation in both metrics. After the compiler
transformation, its CC grows 1 point while its DEE is more
than doubled, becoming the most complex version.
5.3. TCL
TCL’s main goal is to process the information received
by the compiler to interact with the selected back-end li-
brary. This is a key aspect for maximizing the portability
of our approach since the user is agnostic of the back-
end library, but TCL must send the correct information in
the proper way to each back-end library. As each back-end
library implements a different interface, TCL must format
the information in the way each back-end library expects it,
as well as calling the appropriate methods to perform those
actions required by the user.
Furthermore, this library serializes and de-serializes the
data. This is an important point because it constitutes a
tedious and error-prone task for users and the use of our
mechanism means that it can be performed with little or no
effort.
Moreover, TCL detects whether an execution has pre-
vious checkpoints and is able to restore any data or run it
from scratch. Hence, users do not need to modify the natural
flow of the program to detect this, because TCL does it for
them. Consequently, codes are cleaner and more readable.
In addition, TCL also performs a further task, but only
when the back-end library is SCR, and this is that it ensures
each rank restores the correct data when running an MPI
program. It is SCR-specific because FTI and VeLOC already
ensures that each rank restores the correct data without
TABLE 2. MACHINE ARCHITECTURE [34].
Component Details
Nodes 3456x
CPU 2x Intel Xeon Platinum 8160 2.1GHz
Network 100Gb Intel Omni-Path Full-Fat Tree
& 10Gbit Ethernet
Memory 3240x 96GB/node & 216x 384GB/node (Total: 384.75TB)
Local storage 240GB Intel s3520 SSD
File system 14PB GPFS disk storage
OS Linux-SuSe Enterprise Server 12 SP2
TABLE 3. TABLE DESCRIBING THE SOFTWARE USED TO PERFORM THE
EXPERIMENTS AND THEIR VERSIONS.
Software Version
Transparent Checkpoint Library Commit with hash e4fa8cda
Mercurium source-to-source compiler 2.3.0
gcc and gfortran 7.2.0
icc and ifort 17.0.4
Intel MPI 2017.3.196
SCR 1.2.2
FTI Commit with hash 517eec4
further action of TCL. Note that if this condition is not
guaranteed, the execution restarted from a checkpoint may
obtain incorrect results.
Finally, we would like to highlight the extensibility of
the developed mechanism. The first implementation of TCL
used only FTI and SCR as back-end libraries. Now VeLOC
has been added as third back-end library to TCL, and the
addition of a new one would be straightforward.
6. Evaluation
This section is intended to benchmark the performance
of our approach when compared with natively using the
backend libraries we use in our model. The structure of
this section is as follows: Firstly, the environment in which
the experiments were conducted is described followed by the
methodology employed. Finally, an evaluation and some dis-
cussion of the results will be given, along with a description
of the applications and benchmarks used.
6.1. Environment
The experiments were carried out on a machine with the
configuration given in Table 2.
The software used for our experiments, along with their
versions, can be seen in Table 3.
6.2. Methodology
All our experiments consist of two versions:
1) FTI/SCR/VeLOC. This version is an implementation
performing application-level checkpoint/restart directly
using the APIs provided by FTI, SCR or VeLOC.
2) OpenCHK. In this version, the application-level check-
point/restart is done by the mechanism proposed in this
work.
We mainly focus on demonstrating that our model adds
no additional overhead compared to the direct use of the na-
tive back-end library. The results are obtained by averaging
the execution times of 5 different runs for each version.
The executions of the evaluation are conducted with 50
MPI processes, whenever it is possible. Some applications
present some constraints on the number of MPI processes
that can be used. For those applications, we will specify
the number of processes used. We do not perform bigger
experiments because nothing suggests that more processes
will introduce additional overhead than those introduced by
the back-end libraries. Depending on whether or not the
original version of the benchmark/application has intra-node
parallelism, the number of threads per process varies. Those
having intra-node parallelism were executed with 48 threads
per process, while the others were executed with 1 thread
per process.
With respect to the execution time, all the runs took
about 10 minutes. The checkpoint frequency is 1 checkpoint
per minute, so that we perform 10 checkpoints per run.
This frequency is expressed in terms of iterations. Hence,
we carry out a checkpoint every 10% of the iterations. We
have selected a high checkpoint frequency to stress the
checkpointing mechanisms and facilitate the performance
comparison between the different approaches evaluated.
Coarser checkpoint frequencies should result in even lower
overheads.
With regard to the faults, for the evaluation part, all the
faults are deterministically injected when the application has
already done 90% of the work. The faults introduced are
exceptions that cause the abortion of the process.
6.3. Evaluation and discussion
Firstly, we provide a brief explanation of the applications
and benchmarks used in this evaluation. The size of the ap-
plications range from ≈ 500 to ≈ 15000 lines of code. Note
that there are 7 applications using FTI, 5 applications using
SCR and 2 applications using VeLOC. This is because we
did not have the reference version (native FTI/SCR/VeLOC)
of all the applications to compare against, but OpenCHK is
able to run all the benchmarks using FTI, SCR, and VeLOC
as back-end.
BT-MZ [35]: This is a pseudo-application from the NAS
Parallel Benchmarks coded using OpenMP+MPI. It
uses a block tri-diagonal solver to solve problems
derived from CFD.
Duct [36]: A CFD application performing a Large Eddy
Simulation (LES) of turbulent flow in square. This
application is pure MPI.
GERShWIN [37]: This is an application developed by
INRIA in the context of DEEP-ER project. It mainly
consists of studying the human exposure to electro-
magnetic fields by means of solving a system of
Maxwell equations. This application is implemented
using MPI+OpenMP. Due to restrictions of the imple-
mentation, it must be run only with 48 nodes.
Heat: Performs a heat 2D transfer simulation. It is pure
MPI.
LULESH2.0 [38]: C++ OpenMP+MPI sample application
from Lawrence Livermore National Laboratory that
models the propagation of a Sedov blast wave. The
problem is formulated using a 3-dimensional unstruc-
tured mesh.
N-Body: The classic N-body simulation of a dy-
namical system of particles. This benchmark uses
MPI+OpenMP. Due to restrictions of the implemen-
tation, it must be run only with 32 nodes.
SPECFEM3D: A simulation of a seismic wave propaga-
tion using a Galerkin spectral element method. Imple-
mented with MPI+OpenMP. Due to restrictions of the
implementation, it must be run only with 32 nodes.
Stream [39]: The classic stream benchmark, part of the
HPC Challenge Benchmarks, is a synthetic benchmark
measuring sustainable bandwidth and the correspond-
ing computation rate for simple vector kernel. It uses
MPI+OpenMP.
TurboRVB [40]: Developed at SISSA, this application is
used to understand high-temperature superconductivity
by means of Quantum MonteCarlo simulations. This
application, also in the context of the DEEP-ER project
is pure MPI.
xPic: C++ OpenMP+MPI HPC application deduced from
iPic3D [41]. It is designed for large scale production
runs. xPic simulates space plasma in a 3-dimensional
parallel code.
Our evaluation covers two different aspects. On the one
hand, we want to demonstrate that our model is introducing
no additional overhead compared to directly use the native
back-end library. For that purpose, we divide the time from
OpenCHK by the time from the native version. That num-
ber is the overhead introduced by the model. In order to
demonstrate that no additional overhead is introduced, that
number must be 1 or close to 1.
On the other hand, we evaluate the programmability
of our model. There is no standard metric for measuring
programmability, so we have decided to consider the number
of lines of code (SLOC) required to express the checkpoint/
restart functionality. Thus, we compare the number of code
lines required using native APIs against the number of code
lines required with OpenCHK.
Regarding the first aspect of the evaluation, figure 6.3
shows three different charts, one for each back-end library.
Each of the charts shows the different applications and
benchmarks executed in the x axis, while in the y axis
present the overhead calculated as we have stated previously.
For the first chart starting from the left, which corre-
sponds to FTI, it can be seen that the differences between
OpenCHK and native FTI are always <2%. The worst
case, TurboRVB, has a difference of 1.61%, while the rest
are <1%. Moreover, the differences are always within the
standard deviation of the runs, so that we can conclude that
no additional overhead is introduced by OpenCHK when
comparing with native FTI.
The chart placed in the center, corresponding to SCR,
shows differences always <0.5%, except for the GERSh-
WIN application that presents a 1.48%. However, this value
fits within the standard deviation (1.49%), while the rest
remain also within their respective standard deviation values.
Therefore, we can say that no additional overhead is intro-
duced by OpenCHK neither comparing with native SCR.
Finally, the right-most chart, which presents results for
VeLOC, exhibits differences <0.5%. Furthermore, these
values are encountered within their corresponding standard
deviation. Consequently, it is fair to deduce that no addi-
tional overhead is introduced by OpenCHK in comparison
with native VeloC.
Therefore, we can conclude that no additional overhead
is introduced at all by using OpenCHK model when com-
paring with its native counterparts.
These results are aligned with the results published in
our previous work [1], that we are extending now. The
evaluation of our previous work was done in Marenostrum
3, the available machine at the moment of that work. Now,
Marenostrum has been upgraded to its fourth version, and
we have relaunched the whole application set obtaining
similar results. It is important to highlight the difference
between the total number of cores: 64 (nodes) * 16 (cpus
per node) in Marenostrum 3, 50 (nodes) * 48 (cpus per node)
in Marenostrum 4; more than 2x processors. However, the
results remain unchanged.
Once seen that our approach introduces no additional
overhead, we wish to focus on the most important point
of our approach: the programmability. For that purpose,
we have based our analysis on the SLOC metric, which
stands for Source Lines Of Code. We measure it using
SLOCCount [33]. We have selected the lines of code needed
to implement each of the different versions in order to
make this measurement, the results of which are shown in
Tables 4, 5 and 6 for FTI, SCR, and VeLOC respectively.
Here it is possible to see the lines of code required to write
application-level checkpoint/restart in FTI, SCR, VeLOC
and OpenCHK. Note that the code we evaluated provides
the same functionality but may not be 100% equivalent.
Moreover, native implementations include error handling
while OpenCHK manages errors inside the TCL library.
As can be observed in Table 4, our approach is able to
drastically reduce the number of lines required to perform
application-level checkpoint/restart. In average, the number
of lines required by OpenCHK becomes around a 30%
of the lines required by FTI to provide exactly the same
functionality.
The comparison with SCR shows even better results in
terms of programmability. Table 5 shows that OpenCHK is
able to reduce the number of lines used in up to a 97%,
allowing to express a checkpoint/restart mechanism in five
lines while SCR needs 165 lines for the same purpose.
The code lines needed by OpenCHK to provide the same
functionality than SCR represents, on average, only about a
6% than those required by SCR.
As we are using VeLOC in memory-based mode, the
comparison results are very similar to FTI. This is because
TABLE 4. NUMBER OF LINES OF CODE REQUIRED TO PERFORM
APPLICATION-LEVEL CHECKPOINT/RESTART USING FTI AND
OPENCHK.
FTI OpenCHK OpenCHK/FTI
DUCT 31 5 0.1613
HEAT 15 5 0.3333
LULESH 12 5 0.4167
NBODY 25 5 0.2
SPECFEM3D 28 6 0.2143
TURBORVB 80 6 0.075
XPIC 8 5 0.625
AVERAGE 0.2894
TABLE 5. NUMBER OF LINES OF CODE REQUIRED TO PERFORM
APPLICATION-LEVEL CHECKPOINT/RESTART USING SCR AND
OPENCHK.
SCR OpenCHK OpenCHK/SCR
BT-MZ 118 12 0.1017
GERSHWIN 200 8 0.04
HEAT 78 5 0.0641
NBODY 109 5 0.0459
STREAM 165 5 0.0303
AVERAGE 0.0564
VeLOC memory-based mode is much alike FTI. Therefore,
similarly to FTI, we are able to reduce around a 65% the
lines required to express checkpoint/restart. If we were using
VeLOC in file-based mode, as it is very similar to SCR, the
comparison should be much alike SCR.
In general, OpenCHK usually needs only five lines
to express a whole checkpoint/restart code. Two lines for
initialization— one for creating the MPI communicator to be
passed to TCL, and one for the init directive—, another line
for load (unless there are a lot of variables), another line for
store (again, unless there are a lot of variables), and, finally,
another line for shutdown directive. An additional important
point is that OpenCHK prevents users from modifying the
natural program flow to check whether an execution is a
restart or not. Overall, in the light of the results, we can
conclude that programmability is enhanced.
Finally, in the case of portability, this is also improved
with our solution. Users can use their OpenCHK appli-
cations with whatever of the three backends supported.
Consequently, moving from a system with one back-end
(e.g., FTI) to a system with a different back-end (e.g., SCR
or VeLOC) requires no changes in the source code using
our approach. Otherwise, if native APIs are used, the code
related to checkpoint/restart should be completely rewritten.
TABLE 6. NUMBER OF LINES OF CODE REQUIRED TO PERFORM
APPLICATION-LEVEL CHECKPOINT/RESTART USING VELOC AND
OPENCHK.
SCR OpenCHK OpenCHK/SCR
HEAT 10 5 0.5
NBODY 23 5 0.2174
AVERAGE 0.3587
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Figure 11. Charts showing the overhead introduced by OpenCHK with respect to using native FTI/SCR/VeLOC.
7. Conclusions
In this paper, we extend a directive-based ap-
proach for providing application-level checkpoint/restart: the
OpenCHK programming model. Our proposal introduces
the new #pragma chk directive family. Using adequate
directives and clauses, the user can specify data to be
checkpointed in a persistent way as well as some other
details such as frequency, identifier or level. In the event
of a failure, the application is restarted, and the stored data
in the last checkpoint is loaded, thereby skipping all the
work done previously and resuming the execution from the
loaded state instead of from scratch.
Our approach, based on user directives, simplifies the
process of application-level checkpoint/restart. Our solution
(1) minimizes the changes in the source code to apply this
technique; (2) completely removes the serialization and de-
serialization process required by traditional approaches; and
(3) eliminates the need for modifying the natural program
flow to detect restarts. We leverage state-of-the-art check-
point/restart libraries (FTI, SCR, and VeLOC) to optimize
I/O operations and provide redundancy schemes, thereby
enhancing resiliency and performance. Moreover, our pro-
posal enhances the portability of applications, because the
implementation provides support for several underlying li-
braries with no changes in application code. It is worth
noting that our approach is valid for OpenMP, MPI, hybrid
MPI+OpenMP applications and other similar programming
models like OmpSs.
Furthermore, the OpenCHK model not only supports the
basic functionality but also advanced functionalities. CP-
dedicated threads to reduce checkpointing overhead in some
architectures; differential checkpoint to store only the blocks
of data that have been modified, saving time and space;
and support for HDF5 to allow merging checkpoint/restart
with data analytics. Moreover, given its nature, OpenCHK
is easily extensible so that new features implemented in any
of the backends can be added to the model. Our contribution
consists not only on the model, but we also provide an im-
plementation. Our implementation provides robust features
to help users increase their productivity. Self-iterative data
expressions are useful when dealing with arrays to avoid
tedious and error-prone tasks.
We have evaluated the performance of our proposal
employing benchmarks and production-level scientific appli-
cations. Our results show no additional overhead compared
with the direct use of state-of-the-art solutions such as FTI,
SCR, and VeLOC. In addition, our approach reduces the
number of code lines required to perform application-level
checkpoint/restart, in average, by more than 71%, 94% and
64% when compared with FTI SCR, and VeloC respectively.
Finally, we have maximized portability, since users can
choose to use FTI, SCR or VeloC as backend library, in
runtime, without changing a single line of the source code.
8. Future work
As future work, we would like to integrate incremental
checkpoint. This is a technique where checkpoint is not
fully written in one time, but incrementally built in several
separated write operations. An example of this is a N-body
simulation dealing with particle positions, velocities and
forces. Each one of these is calculated at different time,
starting by the forces then, the velocities and finally the
positions. When the forces have been updated, they can
be written in the checkpoint, possibly at the same time
that the velocities are being calculated. Then, when the
velocities have been updated, they can be written in the
checkpoint, and the same finally with the positions. Overall,
all the variables are checkpointed, but the write operations
and separated in time, to decrease storage congestion and
maximize parallelization.
Another idea is decoupling the actual operation (load/s-
tore) and the data registration. Currently, the model does
it together, since the data is registered in the load/store
clauses. However, it may become a problem when dealing
with C++ classes due to the visibility of some members
in different contexts. Therefore, allowing registration and
actual load/store separately would help in some specific
cases.
Finally, we plan to add GPU-checkpointing to the model.
In order to accelerate the fault tolerance tasks and exploit
better the resources of heterogeneous systems.
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