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Abstract
Working memory is used to maintain information for cognitive operations, and its
deficits are associated with several neuropsychological disorders. Human functional
magnetic resonance imaging (fMRI) f isolated key brain areas associated with the
maintenance of sensory and duration information. However, the systems-level
mechanisms coordinating the collective neuronal activity in these brain areas have
remained elusive. It has been suggested that synchronized oscillations could regulate
communication in neuronal networks and could hence serve such coordination, but their
role in the maintenance of sensory and duration information has remained largely
unknown.
In this thesis, combined magnetoencephalography (MEG) and
electroencephalography (EEG) together with minimum norm estimate (MNE) based
source modelling was used to study the oscillatory dynamics underlying visual and
temporal working memory. In Publication I, we developed a neuro-informatics approach
to understand the anatomical and dynamic structures of network synchrony supporting
visual working memory (VWM). VWM was associated with a sustained and stable inter-
areal phase synchrony among frontoparietal and visual areas in alpha- (10–13 Hz), beta-
(18–24 Hz), and gamma- (30–40 Hz) frequency bands. In this study, the subjects'
individual behavioural VWM capacity was predicted by synchrony in a network in which
the intraparietal sulcus was the most central hub. In Publication II, we characterised the
oscillatory amplitude dynamics associated with the VWM maintenance. Increasing VWM
load was associated with strengthened oscillation amplitudes in the occipital and
occipitotemporal cortical areas, in the alpha (8–14 Hz) beta- (15–30 Hz), gamma- (30-50
Hz), and high-gamma- (50–150 Hz) frequency bands. In Publication III, we addressed the
functional significance of local neuronal synchronization, as indexed by the amplitudes of
cortical oscillations, in the estimation and maintenance of duration information. The
estimation of durations in the seconds range was associated with stronger beta-band (14–
30 Hz) oscillations in cortical regions that have earlier been associated with temporal
processing. The encoding of duration information was associated with strengthened
gamma- (30–120 Hz), and the retrieval and comparison with alpha-band (8–14 Hz)
oscillations. Further, the maintenance of stimulus duration was associated with stronger
theta- and alpha-band (5–14Hz) frequencies.
These data suggested that both local and large-scale phase synchrony in the alpha-,
beta-, and gamma-frequency bands in the frontoparietal and visual regions could be a
systems level mechanism for coordinating and regulating the maintenance of visual
information in VWM. In addition, it suggested that beta-band oscillations may provide a
mechanism for estimating short temporal durations, while gamma, alpha and theta-alpha




Working memory (WM) is a cognitive construct that refers to a mental workspace
that's involved in regulating and actively maintaining relevant information for manipulation
and quick access [Baddeley, 1986; Baddeley, 2003]. WM is an active type of memory,
where, information is maintained in a flexible manner to be transformed in novel ways to
accommodate various tasks. It is due to this involvement of WM in manipulation of object
representations, that has recently earned it the name of “working memory” in literature;
distinguishing itself from short-term memory, which was understood to be a passive
memory system [Baddeley and Hitch, 1974]. It has been suggested that attention plays a
crucial role in regulating access to WM, by selecting relevant information in a goal-
directed manner [Awh et al., 2006].
An important characteristic of WM is its independent and modality-specific
information representation, such as, visual working memory (VWM) [Luck and Vogel,
1997], temporal working memory (TWM) [Roberts et al., 2013], spatial working memory
(SWM) and auditory working memory [Delogu et al., 2012]. WM use does not interfere
with information maintenance in other modalities [Baddeley and Hitch, 1974; Luck and
Vogel, 2013]. For instance, a study on memory-based gaze correction found, that a VWM
load interfered with gaze correction but a verbal VWM load did not [Hollingworth et al.,
2008].
1.2 Visual Working memory (VWM)
The memory system that maintains visual information for a few seconds to be used
in other tasks is referred to as VWM [Luck and Vogel, 2013]. VWM has been shown to be
closely involved with the oculomotor system in visually guided behaviour such as gaze
correction [Hollingworth et al., 2008]. During saccadic eye movements, VWM stores the
features of the saccade targets in case of the erroneous saccades, which happens rapidly
and automatically. VWM is also reported to be involved in visual search [Vogel et al.,
22001; Woodman and Luck, 2004], where in, once an object is selectively attended, its
representation is maintained in the VWM temporarily, during the search.  VWM is involved
whenever a mental manipulation of objects is required, such as rotation of object
representations [Hyun and Luck, 2007].
Visual information processing is supported by two functionally distinct memories:
the iconic memory and VWM (Figure 1) [Phillips, 1974; Hollingworth and A. Hollingworth,
2004]. The iconic memory is rich in visual information, a low-level sensory trace that
decays faster, lasting only about 400ms from the stimulus onset [Sperling, 1960]. It is
affected by saccades and eye movements, and therefore, by itself, cannot form a stable
representation of the visual scene [Henderson and Hollingworth, 2003]. On the other hand
VWM holds less information, decays much slower, and lasts longer, compared to the
iconic memory. VWM is therefore able to provide a stable and uninterrupted (from new
stimuli and eye movements) storage for representations of objects’ of interest.  While
there is still no consensus on the temporal range of VWM, tasks with a VWM retention
period from 1–3 s have been used in earlier studies [Jensen et al., 2002; Marois et al.,
2004; Medendorp et al., 2007].
Studies on VWM have provided evidence that apart from the retention of
information, VWM is also composed of functionally dissociable encoding and retrieval
Figure 1 Memories associated with information processing: Iconic memory, an initial high
information, short duration memory; followed by working memory, a low information, and long
duration memory. High information refers to a one-to-one correspondence with the visual scene.











3processes (figure 1) [Woodman and Vogel, 2005; Pearson et al., 2014]. Some studies on
attentional blink have revealed that if two stimuli are presented close in time, a deficit in
conscious registration of the second stimulus could occur if it is presented before
encoding of the first stimuli is complete [Raymond et al., 1992]. However, other attentional
blink studies have suggested that selective attention and not encoding delays is
responsible for the deficit in conscious perception of temporally proximal stimuli [Di Lollo
et al., 2005; Olivers et al., 2007]. The time taken to encode visual information into VWM
has also been found to be a linearly related to the amount of information [Vogel et al.,
2006]. One interesting hypothesis that accounts for this finding is that, encoding is a serial
process, whereby items are encoded one at a time into VWM [Chun and Potter, 1995].
Once encoded, visual information can only be maintained in the VWM system for a
limited amount of time. Studies have investigated the nature of forgetting or loss of
information from the VWM. For instance, Zhang and Luck (2009) concluded that visual
representations in VWM do not decay over time but are lost suddenly. VWM
representations would thus be retained for several seconds, with little or no loss of
precision, but be completely and suddenly terminated after this period [Zhang and  Luck,
2009]. This sudden loss of the current visual representations may result from the new
representations competing for the limited VWM resources.
1.2.1 Capacity of VWM
One of the  defining characteristics of VWM is its limited capacity [Vogel et al., 2005].
The VWM capacity has been shown to vary across individuals, to be correlated with
cognitive function and related to general intelligence [Fukuda et al., 2010; Johnson et al.,
2013; Vogel et al., 2005]. Furthermore, VWM capacity has been found to be compromised
in several neurological and psychiatric disorders [Malhotra et al., 2005; Mehta et al., 2004;
Silver et al., 2003].
Although information in the VWM is more durable than the corresponding
information in perceptual systems (figure 1), information persistence comes at the cost of
4information volume. The nature of this capacity has been debated between two models
of VWM: the fixed-slot model and the flexible-resource model. According to the fixed-slot
model, the VWM system can only hold a fixed number of objects or features [Luck and
Vogel, 1997; Vogel et al., 2001; Xu and Chun, 2006]. On the other hand, the flexible-
resource model proposes that VWM system would optimise between the representations
of visual objects and their complexities, flexibly. By allocating resources to store either
fewer but complex object representations, or, more but simpler object representations
characteristics [Bays and Husain, 2008; Bays et al., 2009; Wilken and Ma, 2004].
1.2.2 Neural correlates of visual working memory
Several studies using functional magnetic resonance imaging (fMRI) and lesions
have shed light on the brain regions underlying the VWM system [Axmacher et al., 2007;
D'Esposito, 2007; Pessoa et al., 2002; Postle, 2006; Prabhakaran et al., 2000; Todd and
Marois, 2004; Voytek and Knight, 2010]. These studies have found that the activity in
frontal, parietal and occipital regions is increased during VWM. The frontal and parietal
regions are thought to underlie attentional and central executive functions [Linden et al.,
2003; Pessoa et al., 2002]. On the other hand, activity in the early visual areas have be
suggested to maintain the visual object representations [Pasternak and Greenlee, 2005].
Studies on primates using singe neuron recordings from the prefrontal cortex have
found a sustained increase in neuronal activity when the animals where trained to retain
visual information [Compte et al., 2003; Miller et al., 1996]. FMRI studies on humans while
they performed VWM tasks, in which they retained visual information for a brief periods,
found sustained prefrontal activity during the VWM retention period [Curtis and
D'Esposito, 2003; Curtis et al., 2004; Postle et al., 2000]. A role for prefrontal cortex in
VWM has also be supported by evidence from lesion studies on primates [Bauer and
Fuster, 1976; Funahashi et al., 1993] and stroke patients [Voytek and Knight, 2010]. The
prefrontal cortex has been suggested to facilitate the representation of object identity [Rao
et al., 1997; Sala et al., 2003; Ventre-Dominey et al., 2005] and in the active manipulation
of information in VWM [Curtis and D'Esposito, 2003; Leung and Zhang, 2004; Rypma and
5D'Esposito, 1999]. Apart from the role in active maintenance, the prefrontal cortex has
also been associated with retrieval of information from VWM [Badre and Wagner, 2007;
Cadoret and Petrides, 2007].
Along with the prefrontal cortex, also the posterior parietal cortex (PPC) has been
reported to be actively involved in VWM processing. FMRI studies in humans using
delayed response tasks found the activity in the posterior parietal cortex to be correlated
with the active maintenance of information in VWM [Courtney et al., 1997; Pessoa et al.,
2002]. Interestingly, the activity in the PPC not only correlated with the number of items
maintained in VWM but also predicted individual differences in memory capacity [Todd
and Marois, 2004; Todd and Marois, 2005; Xu and Chun, 2006]. This finding has also
been supported by studies on primates using single neuron recordings from the PPC
[Constantinidis and Steinmetz, 1996; Pesaran et al., 2002].
1.3 Duration estimation in the brain
A fundamental understanding of how the brain processes an abstract entity such as
time has remained elusive. Despite increasing data from experimental, computational and
theoretical studies, a satisfactory explanation to how the brain estimates and stores
durations to be exploited in behaviour, is still lacking [Buhusi and Meck, 2005; Muller and
Nobre, 2014]. Duration estimation can be defined as the process of perceiving,
estimating, representing and discriminating durations in the seconds to minutes range.
While the estimation of durations are crucial to all aspects of behaviour, it has been shown
to be compromised in patients with Parkinson’s disease [Malapani et al., 1998b; Malapani
et al., 2002], Huntington’s disease [Paulsen et al., 2004] and schizophrenia [Rammsayer,
1990; Malapani et al., 1998b].
1.3.1 Models of duration estimation
Two important questions have helped shape timing research and contributed to the
development of timing models. Firstly, does the brain use a single, specialized, dedicated
6and central timing system, or, a distributed form for its timing needs? A dedicated timing
system in the brain would handle all its timing requirements [Buhusi and Meck, 2005; Ivry
and Schlerf, 2008]. In contrast, a distributed timing system would along with the
processing of time also perform other operations such as stimulus and motor processing
[Karmarkar and Buonomano, 2007]. Secondly, does the brain use different timing
mechanisms for timing in different time scales associated with behaviour? Human timing
requirements are diverse in range and precision; the microseconds scale, in binaural
hearing; milliseconds scale in motor processing; seconds to minutes scale in conscious
cognitive control; and circadian rhythms in the hours scale [Buhusi and Meck, 2005;
Darlington et al., 1998]. It has been suggested these different timing scales mediate
different neural mechanisms [Buhusi and Meck, 2005]. In this thesis, I will focus on timing
in the seconds to minutes time scale.
The idea for a single and ubiquitous timing system has existed for over half a
century.  One of the earliest and most influential models of timing is the information
processing, pacemaker-accumulator model based on the scalar expectancy theory
[Gibbon et al., 1984; Treisman, 1963; Allman et al., 2014]. Based on the assumption of
an internal clock, the model can be divided into 3 stages: a clock or pacemaker, memory
and decision stages. The model proposes that at the onset of an event, pulses emitted
from the pacemaker begin to get counted and stored in an accumulator. The elapsed
duration is then determined by comparing the current number of pules in the accumulator
with a previous reference memory for that duration. Further, it has been suggested that
the accumulation of pulses is regulated by attention [Allman et al., 2014; Gibbon et al.,
1984]. The pacemaker-accumulator model is popular because it is simple and intuitive,
allowing for clear segregation of the time estimation process into clock, memory,
comparator and decision making stages. The pacemaker-accumulator model has been
successful at addressing some aspects of timing. For instance, the model can explain the
subjective dilations or contractions that are sometimes experienced with duration
estimations [Brown, 1997; Macar et al., 1994]. While the pacemaker-accumulator model
has been successful at explaining some aspects of behavioral data, its relevance in
duration estimation still remains unclear due to its failure in accounting for the emerging
neurobiological evidence.
7An alternate to the pacemaker-accumulator model is the striatal beat frequency
model that proposes timing to originate from oscillatory activity in the thalamo-cortical-
striatal loops [Matell and Mech, 2004]. The model states that at the onset of a duration
estimation event, oscillators in the cortex begin to operate at specific frequencies and
remain synchronised for the entire duration. The elapsed duration is then determined by
the coincidental activation of medium spiny neurons in the basal ganglia, on to which the
neurons from the cortical oscillators converge. Experience-dependent changes in cortico-
striatal loops are assumed to link specific patterns of coincidental oscillatory activity with
specific durations. Interestingly, the striatal beat frequency model does away with the
need for a temporal accumulator as in the pacemaker-accumulator model.
1.3.2 Interactions between duration estimation and working memory
Perceived duration of a stimulus is not only influenced by its duration but also by
other non-temporal features such as, valence or arousal levels [Droit-Volet and Meck,
2007], size of the stimulus [Rammsayer and Verner, 2015], context [Mioni et al., 2014],
and other concurrent tasks [Brown et al., 2013]. These non-temporal factors and their
associated processing cause changes in the perceived duration in timing tasks. Such
changes in perceived durations can be understood by attentional factors. Duration
estimation in the seconds range and WM have been shown to interfere with each other.
Studies have shown that concurrent memory search task interrupted duration estimation
but a visual search did not. This finding can be reconciled using the accumulator-
pacemaker framework, where memory search dilates the concurrent duration estimation
as both the tasks shared WM resources. While, in contrast, the visual search did not
interrupt the duration estimation as it did not involve WM and was performed in parallel
[Schweickert et al., 2007; Fortin et al., 1993].
1.3.3 Neuronal correlates of duration estimation
Over the years, several psychophysical, electrophysiological, neuroimaging and
lesion studies on rats, monkeys and humans, using a plethora of timing tasks, have
8identified the prefrontal and parietal cortices, supplementary motor area (SMA), basal
ganglia and the cerebellum to be associated with timing. While the cerebellum is believed
to be play a role in the automatic and millisecond time scale, the frontal and parietal
cortices, and the basal ganglia have been implicated in cognitively controlled timing in the
seconds to minutes scale. However, it is likely that these distinct timing systems would
also work in parallel [Buhusi and Meck, 2005].
Electrophysiological studies on primates have shed light on the pattern of neuronal
firing from various brain areas in timing. In a study that used single neuron recordings,
from rats, striatal neurons revealed distinct activity patterns for reproduction of 10s or 40s
durations.  The firing pattern of one group of striatal neurons peaked at about the end of
the 10 s period, whereas the activity pattern of the other group of neurons gradually
increased throughout the 40-s duration [Matell et al., 2003]. Recent studies on monkeys
have revealed that the striatal neurons exhibit duration-tuning, neurons that selectively
fire for preferred durations, while the monkeys performed rhythmic tapping tasks [Bartolo
et al., 2014; Merchant et al., 2013a].  Similar duration-tuning was observed in the neurons
of the medial premotor (monkey SMA) [Merchant et al., 2013b]. Other electrophysiological
studies on behaving monkeys have associated temporal processing with neuronal activity
in the parietal [Leon and Shadlen, 2003] and the prefrontal cortices [Oshio et al., 2008].
Functional imaging studies using fMRI and PET have in recent years helped to
understand the biological basis of duration estimation, and timing in general. The brain
areas that have consistently been associated with timing include, supplementary and
primary motor areas, lateral prefrontal cortex, anterior cingulate cortex, PPC, the basal
ganglia and the cerebellum. These studies have used visual and auditory duration
discrimination, production, reproduction and synchronization tasks, with task durations
ranging between 0.5 s to 24 s (see review: Macar et al., 2002). Of particular interest to
this thesis is an fMRI version of the temporal discrimination task, where the subject
estimates the duration of a Sample stimulus and stores the estimate in WM for a short
period. Following the presentation of a second Test stimulus, the subject retrieves the
earlier estimate from WM and compares it with that of the Test stimulus. This task helps
9with the separation and study of the following cognitive processes: encoding of durations
(sample stimulus); maintenance of duration information and the retrieval of duration
information and the subsequent comparison of durations (test stimulus). Using this task,
studies have found that the SMA plays a crucial role in the estimation of durations [Coull
et al., 2008], while the encoding and retrieval of duration information is supported by the
putamen and the superior temporal gyrus (sTG), respectively [Coull et al., 2008; Rao et
al., 2001]. The involvement of the auditory system, that the sTG is part of it, is interesting,
since temporal information processed in auditory system is of higher precision than when
processed in the visual system. Other studies have also reported basal ganglia activity
during encoding of durations [Bueti and Macaluso, 2011; Wencil et al., 2010], providing
evidence against the striatal-beat frequency model, which postulates a comparison
function (coincidence detection) instead [Matell and Meck, 2004]. An interesting review
by Lewis and Miall (2003) that grouped the brain regions from earlier timing studies by
the characteristics of their tasks, found that the DLPFC, intraparietal sulcus (intPS) and
premotor cortex were consistently associated with timing in long duration tasks.
Several clinical studies have also contributed to understanding the brain regions
associated with duration estimation. Duration estimation is known to be compromised in
patients with diseases involving the degeneration of the dopaminergic pathways, as in
Parkinson’s disease [Malapani et al., 1998b; Malapani et al., 2002], Huntington’s disease
[Paulsen et al., 2004] and schizophrenia [Tracy et al., 1998]. Parkinson’s disease
patients, for instance, show interesting timing deficits: (1) They perform inaccurate
duration estimations under off-medication (medicated with L-dopa); (2) They are unable
to estimate multiple durations simultaneously; (3) Patients also perform poorly in motor
timing tasks [Malapani et al., 1998b]. On the other hand, the role of the cerebellum in
duration estimation still remains unclear. Patients with damage to the cerebellum have
been associated with compromised motor control and timing, and an overall increase in
temporal variability [Ivry and Spencer, 2004; Buhusi and Meck, 2005]. Interestingly,
neuroimaging studies have shown that damage to the cerebellum doesn't affect duration
estimation [Malapani et al., 1998a].
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1.3.3.1 Contingent Negative Variation
EEG studies on timing have predominantly focused on components of event related
potentials (ERPs), known as the Contingent Negative Variation (CNV). The CNV is a slow
negative wave that develops between two events of interest, separated by predictable
durations, and usually recorded over the medial frontal region. Originally, Walter et al.
(1964) [Walter et al., 1964] postulated that the CNV might reflect duration estimation. Both
the CNV’s amplitude and resolution has been shown to be correlated with temporal
accuracy [Gontier et al., 2007; Gontier et al., 2009; Le Dantec et al., 2007]. Studies have
suggested that its amplitude index subjective duration, CNV being larger when durations
were judged longer rather than shorter [Bendixen et al., 2005; Macar et al., 1999]. The
CNV has also been associated with temporal decision making [Macar and Vidal, 2003;
Wiener et al., 2012] and accumulation of sensory evidence [Kelly and O'Connell, 2013;
O'Connell et al., 2012]. Functionally, the CNV has been suggested to serve as the
temporal accumulator in the accumulator-pacemaker model [Casini and Vidal, 2011].
However, several studies using temporal discrimination tasks in the seconds range have
failed in replicating the above mentioned association between CNV and duration
estimation [Praamstra et al., 2006; van Rijn et al., 2011] and shown that other features of
ERPs are better in predicting timing than CNV [Kononowicz and van Rijn, 2014].
1.3.4 Neuronal correlates of temporal working memory
Similar to VWM, temporal working memory (TWM) facilitates the active maintenance
of temporal information, such as representations of stimulus durations and temporal order
associated with objects. It has been suggested that different neuronal processes could
be involved in the maintenance of representations in VWM, SWM and TWM [Delogu et
al., 2012; Gmeindl et al., 2011]. Evidence from physiological and neuroimaging studies
report that the same frontal and parietal cortical regions support SWM and TWM systems.
For instance, human neuroimaging studies have shown that activity in prefrontal and
posterior parietal areas positively correlated with the retention of temporal order
information [Amiez and Petrides, 2007; Marshuetz et al., 2000; Marshuetz and Smith,
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2006]. Further, single neuron recordings from the frontal and parietal regions have shown
sustained increase in activity associated with the active maintenance of temporal
information [Funahashi et al., 1997; Ninokura et al., 2004; Sakurai et al., 2004]. However,
scarce little is known about the neuronal representation of stimulus duration in WM.
1.4   Oscillations in the brain
Neuronal oscillations are observed throughout the central nervous system at various
spatial scales and can be recorded using a wide range of methodological approaches.
They have been observed in single neuron spiking behaviour [Cardin et al., 2009], in
multiunit and local field potential activity in animals [Lakatos et al., 2005], and as a large-
scale measure of local field potential (LFP) activity in electroencephalographic (EEG) and
magnetoencephalographic (MEG) recordings in humans [Donner et al., 2009a; Hipp et
al., 2011]. Neuronal oscillations have been associated with several cognitive processes,
such as, perception [Monto et al., 2008], selective attention [Bauer et al., 2012;
Womelsdorf and Fries, 2007; Womelsdorf and Fries, 2007], long term memory [Herrmann
et al., 2004], conscious awareness [Fries et al., 1997; Melloni et al., 2007; Melloni et al.,
2011; Tallon-Baudry, 2012], decision making [Donner et al., 2009b], multisensory
integration [Senkowski et al., 2008], and motor function [Neuper et al., 2009]. Several
pathophysiological conditions are known to disrupt oscillatory activity, such as in
Parkinson’s disease [Brown, 2006] and schizophrenia [Uhlhaas et al., 2008].
Behaviourally relevant oscillatory activity can be observed in a wide range of
frequencies, from below 0.1 Hz (infra-slow oscillations) to over 400 Hz (in spiking activity).
Neuronal oscillations are usually segregated into functionally distinct frequency bands:
delta (<4 Hz), theta (4–7 Hz), alpha (8–13 Hz), beta (14–30 Hz) and gamma (> 30 Hz).
Historically, delta-band oscillations have been associated with slow wave sleep [Basar et
al., 2000], but more recently, with motivational and reward processing [Knyazev, 2007]
and coordination of attention [Lakatos et al., 2008; Schroeder and Lakatos, 2009].
Hippocampal theta-band oscillations have also been shown to be crucial for memory
function [Axmacher et al., 2009; Miller et al., 1991]. Alpha-band oscillations have been
the suggested to play an active role in stimulus processing by enhancing task relevant
12
information and supressing task irrelevant information. [Klimesch, 1996; Jensen and
Mazaheri, 2010; Klimesch et al., 2007].  However, there is growing evidence suggesting
that alpha oscillations from the task relevant cortical areas could play a more direct role
in neuronal processing of top-down modulations, attention, WM and consciousness
through inter-areal phase interactions [Palva and Palva, 2011; Roux et al., 2012; Palva
and Palva, 2007; Sauseng et al., 2009]. Beta-band oscillations have been closely
associated with motor behaviour [Neuper et al., 2009] and with somatosensory
processing [Kilavik et al., 2013]. Beta-band activity has also been suggested to also play
a role in higher cognitive processing [Engel and Fries, 2010]. Gamma-band oscillations
have been associated with a wide range of cognitive functions, like feature integration
[Morgan et al., 2011], attention [Fries et al., 2001] and multisensory processing
[Senkowski et al., 2007]. Apart from the frequency, cortical region specific suppression or
enhancement of oscillation amplitude can also contribute to their understanding in
cognitive processing.
1.4.1   Neuronal communication through coherence and synchrony
Neurons in the brain, especially in the cortex, comprise of a highly distributed,
interconnected and complex hierarchical network [Buzsaki, 2006]. Within this distributed
anatomical framework, there is a need for a neuronal mechanism that facilitates and
mediates the transfer of information across the brain in a flexible and fast timescale.
Cortical oscillations have been proposed to play such a role. Neuronal oscillations reflect
fluctuations in postsynaptic potentials, and thus serve as periodic variations in neuronal
excitability. For neuronal communication, these variations in excitability could reflect the
ability of the underlying neural population to receive and transmit information. Fries (2005
and 2015), in his communication through coherence theory [Fries, 2015; Fries, 2005],
proposes that information transfer between different cortical areas is achieved by
synchronizing their respective neural oscillations. As a result of such a synchronization,
temporal windows are formed during which synchronized neurons can enhance
information transfer between them and simultaneously supress information transfer with
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unsynchronized neurons. This mechanism allows for information processing in a flexible
and millisecond time scale.
Neuronal processing is distributed across the brain and the problem of integrating
this distributed processing into a coherent conscious perception is known as the binding
problem. Neuronal oscillations have also been suggested as a solution for the binding
problem, through binding by synchrony [Singer, 1999]. According to the binding by
synchrony theory, neuronal assemblies coding for an object form a dynamic functional
relationship by synchronizing their activity in the millisecond timescale [Gray, 1999].
Several studies have provided evidence in support for this theory. For example,
recordings from neurons in the cat visual cortex, synchronized their activity only when
coding for the same visual item and not for other items [Castelo-Branco et al., 2000].
Abnormal synchrony between brain regions has been reported in schizophrenia [Uhlhaas
et al., 2008]. Interestingly, neuronal communication by coherence and binding by
synchrony are both compatible theories offering an explanation to how information in the
brain is integrated and processed.
1.4.2 Neuronal oscillations in visual working memory
Evidence from MEG and EEG and electrocortiographic (ECOG) studies on humans
have associated the maintenance of items in VWM with oscillatory activity in different
frequencies. Particularly, enhanced amplitude and phase synchrony of cortical
oscillations is observed in theta-, alpha-, and gamma-bands. For instance, an EEG study
by Tallon-Baudry et al. (2007), observed a sustained increase in the gamma-band activity
(24–60 Hz) during the maintenance of items in VWM. Similar findings have been reported
in MEG studies, linking prefrontal and parietal gamma-band oscillations with maintenance
in VWM [Medendorp et al., 2007; Roux et al., 2012]. Electrocorticography (ECOG) studies
have similarly associated WM load with gamma-band activity in the prefrontal and
hippocampal regions [Howard et al., 2003; van Vugt et al., 2010]. Along with gamma-
band activity, studies have also reported increased alpha-band oscillations during WM
tasks [Haegens et al., 2010; Jensen et al., 2002]. Further, a load-dependent link to alpha-
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band activity has also been reported during an auditory WM task [Leiberg et al., 2006].
Interestingly, studies using MEG and ECOG have also reported theta-band activity during
the active maintenance of items in WM [Moran et al., 2010; Raghavachari et al., 2001].
Jensen and Tesche (2002) also found frontal theta to increase parametrically with WM
load.  However, the cortical regions involved in VWM, the functional role of the different
frequency bands and their relationship to distinct WM processes, such as the effect of
WM load, remain unclear.
1.4.3 Neuronal oscillations in duration estimation
A handful of studies in monkeys and humans have found beta-band oscillations to
be sensitive to timing processes [Fujioka et al., 2012; Saleh et al., 2010]. For instance,
Fujioka et al. (2012) recorded MEG from human participants while they listened to
streams of rhythmic auditory stimuli. They found beta power to peak just before each
sound event in several areas, including the motor cortex, even when participants were
passively listening to the rhythmic streams. Suggesting that this distributed pre-cue
increase in beta power provides a mechanism for maintaining predictive timing [Arnal et
al., 2015].
Only a couple of EEG studies have investigated the role of neuronal oscillations in
maintenance of temporal information. These studies found the maintenance of duration
information to be associated with increased prefrontal theta-band activity [Hsieh et al.,
2011; Roberts et al., 2013]. It is important to note that much of the earlier EEG studies
largely analysed data at the sensor level or with poor source localization methods.
Therefore, the role of neuronal oscillations in timing, especially in duration estimation
remains unclear.
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2. Magnetoenchephalography and Electroencephalography
Magnetoenchephalography (MEG) is a non-invasive method to measure neuronal
activity using its magnetic properties. MEG has an excellent temporal resolution (with
millisecond precision) and a good spatial resolution (with sub-centimetre precision),
depending on the location of the source. Since the first measured
magnetoencephalogram in the 1960’s by Cohen (1968), MEG coupled with advances in
source localization methods, has been steadily involved in the study of attention, sensory
perception, motor and language processing. MEG has also been involved in clinical
research, in the pre-surgical mapping of epileptic foci.
The first electroencephalography (EEG) measurements on humans were conducted
by Hans Berger (1924). Similar to MEG, EEG is also a non-invasive technique but
measures the electrical fields associated with the neuronal activity with millisecond
resolution. Unlike MEG, EEG suffers from a poor spatial resolution.
2.1 Physiology underlying MEG and EEG
Neurons are the functional units of the brain that control and modulate information
flow in the brain. Despite having an area of ~700 cm2 in the skull, the highly folded nature
of the cortex yields an effective area of ~2500 cm2; the cortex is therefore able to house
as many as 1010 neurons [Williams and Herrup, 1988].  Neurons are connected to each
other through junctions called synapses, where axons act as sources and dendrites as
sinks. Neurons have a high concentrations of potassium (K+) and chloride (Cl−) ions
inside, while high concentrations of sodium (Na+) and calcium (Ca2+) ions outside the
neuronal membrane. This difference in ion concentration results in a voltage difference
of about −60 to −70 mV with respect to the outside of the cell membrane. Further,
electrical and chemical stimuli can modify the flux of ions by the opening and closing of
ion channels. For instance, the arrival of an action potential at the presynaptic terminal of
the active neuron, leads to a cascade of events: specialized molecules called
neurotransmitters are released into the synaptic cleft; these neurotransmitters then
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diffuse across the cleft towards the postsynaptic terminal of the next neuron; upon arrival
at the postsynaptic terminal, the neurotransmitters bind with specific receptors, thereby
modifying the permeability of the receptors to specific ions; leading finally to a change in
the concentration of ions across the membrane. A reduction of charge across the
membrane from an influx of positive charged ions (mostly Na+ and Ca+) into the cell,
resulting in a less negative, excitatory postsynaptic membrane potential (EPSP), termed
as depolarisation. On the other hand, an increase in charge from an influx of negatively
charged ions (Cl-) leads to a more negative, inhibitory postsynaptic membrane potential
(IPSP) called hyperpolarisation.
Interestingly, although the action potentials have a higher amplitude compared to
the EPSP and IPSP, the most significant part of the MEG and EEG signals is made up of
only EPSPs and IPSPs. This is because action potentials last only a few microseconds,
too short to contribute to the MEG and EEG signal. The action potentials are also
comparable to noise level in MEG and EEG measurements as they are strongly
influenced by conductivity of the brain, cerebrospinal fluid, skull and skin tissue. On the
other hand, synaptic potentials have a longer duration, in tens of milliseconds, allowing
for temporal summation. Along with temporal summation, the contribution of synaptic
potentials to the scalp measurements is also facilitated by the structural organization of
the neurons in the cortex, as MEG and EEG would be unable to detect the weak synaptic
potentials of single neuron [Hamalainen et al., 1993]. However, a population of spatially
organised neurons, of sufficient size, whose activity is coordinated in a synchronous
manner, (in time) can allow for their electric and magnetic fields to be recordable at scalp.
The spatial organization of the pyramidal neurons in the cortex support such a spatial
summation. The pyramidal neurons span across multiple cortical layers with their
dendritic trunks organised in parallel and perpendicular to the cortical surface. Thus,
facilitating the summation and measurement of resulting fields from the active neuronal
population [Hamalainen et al., 1993].
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2.2 MEG and EEG measurements
The strength of the magnetic fields from spontaneous activity in the brain is in the
order of ~1013 T and that of evoked activity is ~1013 T, which is around a million times
smaller than the earth’s magnetic field. These weak bio-magnetic fields can be recorded
using sophisticated sensors called “Superconducting Interference Devices” commonly
referred to as SQUIDs [Zimmerman et al. 1970]. SQUIDs contain special superconducting
pick-up coils stored in liquid helium at a temperature of about 4K. The data presented in
this thesis was acquired from a VectorView system (Elekta Neuromag Oy, Helsinki,
Finland) which comprised of 204 planar gradiometers and 102 magnetometers.
Magnetometers measure the magnetic field component normal to the head, while the
planar gradiometers measure the spatial gradient of the field component in a plane
tangential to the head surface. The planar gradiometers are sensitive to sources close to
the sensor array whereas the magnetometers are sensitive to more distant sources. Since
the MEG sensors are extremely sensitive and to minimize any external interference, MEG
measurements are performed in a magnetically shielded room.
EEG data is obtained through sensors placed on the scalp, whose amplitude is
usually in a few micro Volts. The EEG sensors are usually Ag/AgCl (Silver/Silver Chloride)
electrodes.  The EEG setup can either be of a low density sensor (30 or 60) or a high
density sensor (128 or 256) setups, used as either a bipolar, or a reference. In this thesis,
concurrent EEG data was acquired using a 60 channel configuration.
2.3 MEG vs. EEG
Although MEG and EEG record the same neuronal activity, these methods are only
partially independent [Malmivuo, 2012], therefore recording both could yield
complementary information. It is worth noting some differences between MEG and EEG
methods: Firstly, the spatial resolution of MEG is an order of magnitude better than that
of EEG [Hamalainen et al., 1993]. This is because EEG is influenced by the conductivities
of the brain, the extra-cranial tissue and especially the highly resistive skull, the signal
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obtained at the scalp is attenuated and smeared. The MEG signal is not influenced by the
smearing of the scalp and the skull [Cohen et al., 1990].
Secondly, MEG is sensitive only to the tangential components of the primary
currents, whereas EEG, is sensitive both to the tangential and the radial components
(tangential or radial with respect to the mantle of the head). Here, the radial components
are current sources which are directed towards or away from the scalp. MEG is said to
be sensitive only to the tangential sources because, in theory, radial sources do not
produce a magnetic field outside of a spherical head model [Ahlfors et al., 2010]. Further,
Hillebrand and Barnes (2002) showed that the probability of detection by the MEG
sensors is in general high for proximal near-radial, gyral sources than the distant sulcal
sources. An extension of a radial source when considering deep brain sources, point
away from source centre and seen as radial components,  which make MEG almost blind
to both radial and deep current sources. This disadvantage could be an advantage in
studies focusing on superficial brain regions, as the MEG signal would be less
contaminated from deep sources. Simulation studies like Liu et al. 2002 [Liu et al., 2002]
and comparison studies with high spatial resolution methods such as fMRI [Sharon et al.,
2007] have shown that a combination of MEG and EEG yields a more accurate source
localization than either of them.
Lastly, MEG and EEG have practical benefits over each other: MEG has a
substantially less subject preparation time; MEG measurements are also not dependent
on the choice of a reference point as in the case of EEG; MEG measurements more
susceptible to movement artefacts compared to that of EEG.
2.4 Noise in the Measured Data
Noise can either be external, environmental and of a non-biological origin, or,
internal and of biological origin. In MEG, the external noise is usually from sources such
as power line fields, radio signals, moving vehicles, the earth’s geomagnetic field and
cellular phones. Both MEG and EEG also record noise from the subjects’ body such as
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electrical activity of the heart, eye movements and blinks and skeletal muscles. However,
in certain scenarios the activity from the brain itself can act as noise by being irrelevant
to the ongoing task, such as spontaneous brain activity or task irrelevant sensory activity.
Simple approaches to removing artefacts involve visually identify and discarding data with
clear artefactual patterns, and filtering to limit slow drifts, line noise, or high frequency
artefacts. However, these approaches are not feasible when the frequency range of the
brain signals of interest and artefacts overlap. In such scenarios, techniques such as
Independent Component Analysis (ICA) can be used to separate temporally uncorrelated
or independent artefactual sources [Vigario, 1997]. For MEG, Signal Space Separation
(SSS) method offers a robust means for rejecting artefacts from brain signals by
separating the signal contributions from inside and outside the head [Taulu et al., 2005].
2.5 Source Localization
The problem of determining the origin of the electrical activity in the brain that gave
rise to the measured MEG and EEG signals at the scalp is known as the electromagnetic
inverse problem. The inverse problem is said to be an ill-poised problem, as there are
always an infinite number of possible alternative source configurations in the brain that
can explain the measured signals. [Helmholtz, 1953; Hämäläinen et al., 1993]. However,
it is possible to reduce the number of possible alternative solutions by making certain
anatomical and physiological assumptions. One simple and popular approach is the
equivalent current dipole (ECD) model, where the actual current sources are modelled by
equivalent current generators that can be characterized by a few parameters, such as
orientation, location and strength. The solution to these parameters is obtained from the
measured data by an iterative least square fit. The dipole parameters (position, orientation
and strength) are then estimated by minimizing the least-squares error between the
measured data and those predicted by the model. The ECD modelling approach performs
well only when the active sources are reasonably known a priori and restricted to a small
activation area. If the expected brain activity is more widespread a distributed source
model is used, where the sources are assumed to be distributed in the brain volume.
Minimum norm estimate (MNE) is one such approach [Hamalainen and Ilmoniemi, 1994].
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MNE explains the measured MEG and EEG data by minimizing the norm of the entire
primary source distribution using the L2-norm. The observed field
B = LJ + n (1)
where J is the vector of current source strengths at each location and orientation, L is the
lead field matrix, which relates the source strength to the measured MEG and EEG data,
and n is the noise vector. The minimum norm estimate is obtained as the solution of
𝐉መ = 𝐦𝐢𝐧𝐉‖𝐁 − 𝐋𝐉‖𝟐 + 𝛌ଶ‖𝐉‖𝟐                                           (2)
where λ is the regularization parameter. A small λ corresponds to large current amplitudes
with complex spatial patterns, while with a large λ, the estimated current distribution will
have a small amplitudes and spatially simple and smooth.
Further, if C is the noise covariance matrix and R is the source covariance matrix, the
weighted cost function for the computation of the MNE can be re-written as
𝐉መ = 𝐦𝐢𝐧𝐉(𝐁 − 𝐋𝐉)𝐓𝐂ି𝟏(𝐁 − 𝐿𝐽) + 𝛌ଶ𝐉𝐓𝐑ି𝟏𝐉𝐓 (3)
The solution of this problem is J = MB, where M is the closed-form linear inverse operator
is given by
𝐌 = 𝐑𝐋𝐓(𝐋𝐑𝐋𝐓 + 𝛌𝟐𝐂)ି𝟏 (4)
One inverse operator is determined for each head geometry. In this thesis the MNE
inverse operator was calculated using the MNE software
(http://www.martinos.org/mne/stable/index.html)
The MNE distributed source models, requires the processing of 3D volumetric
magnetic resonance images (MRI) of the brain, such as, skull stripping, grey and white
matter segmentation, segmentation of subcortical structures, hemisphere-wise
tessellation of white and pial surfaces. The conductivity models of the head are created
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using the Boundary Element Method (BEM). For EEG, 3 layered BEM models of the inner
skull, outer skull and skin are used, while for MEG, a single layer BEM model of the inner
skull is enough. The MRI processing also generates inflated and flattened surfaces of the
brain, which are used in visualization of the source currents. In this thesis the  MRI
processing  was carried out using  the Free Surfer software package
(http://surfer.nmr.mgh.harvard.edu, Martinos Center for Biomedical Imaging,
Massachusetts General Hospital) was used.
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3. Aims of the thesis
The goals of this thesis were to use MEG and EEG together with MNE based source
modelling to study the oscillatory dynamics underlying VWM, TWM and duration
estimation in the seconds range. The specific goals of the studies were:
• Study I, MEG and EEG data were measured while subjects participated in a delayed-
match-to-sample visual working memory task. We hypothesized that neuronal
synchronization would underlie the maintenance of object representations in VWM.
Therefore, synchronization should be memory-load dependent, sustained and stable
throughout the retention period, and correlated with the behavioural performance.
• Study II, after studying the role of phase synchronization in VWM in Study  I, we
analysed the data to investigate the amplitude dynamics associated with VWM, in a data-
driven manner.
• Study III, our goal was to study the role of neuronal oscillations in the estimation,
encoding, maintenance and retrieval of duration information. We hypothesised that beta-
frequency band (14–30 Hz) oscillations would be strengthened by the duration estimation
task compared to the control task, in cortical areas that are known to be involved in timing
tasks. MEG data was measured from subjects while participating in a delayed-match-to-
sample time estimation task.
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4. Methods
4.1 Data acquisition and tasks
In studies I and II, we measured MEG and EEG data from thirteen healthy right-
handed subjects using a delayed match-to-sample task. In the task, the subjects’ were
presented a Sample stimulus that contained one to six squares, that had to be retained
in memory and then compared with a Test stimulus. The Sample stimulus was presented
for 1 s, it was followed by a retention period of 0.5 s, followed by the Test stimulus that
last for 0.5 s. The stimuli contained one, two, three, four, five or six randomly located
squares that corresponded to six memory loads. The squares were of clearly dissociable,
white, black, blue, red, purple, green, and yellow colours. The subjects indicated with a
forced-choice left- or right-hand thumb twitch whether the stimuli were “same” or
“different.” After this primary response, the subjects indicated whether or not they felt sure
about their response with a second go/no-go, respectively, by twitching of the same
thumb.
In study III, we measured MEG data from thirteen healthy, right-handed subjects using a
delayed-match-to-sample duration-estimation and WM task, adapted from the temporal
discrimination task used by Coull et al. (2004). The trial began with a cue indicating the
task-relevant feature (duration or colour). The subjects then had to estimate either the
duration or the subjective mean colour of the Sample stimulus (S1), memorise the
estimate, and then compare the memorised feature of S1 against the same feature of a
Test stimulus (S2). Finally, the subjects indicated whether S2 was the “same” as or
“different” from S1 in the task-relevant feature. For the duration condition, any S1 duration
(S1Dur = 2 ± 0.3 s), the duration of S2 was either S1Dur (“same” condition) or S1Dur + Δt
(“different” condition). In the colour condition, stimulus colours were chosen from purple
region of the colour spectrum. Where the colour of S2 was either S1 colour S1col (“same”
condition) or S1col + Δc (different condition). Both Δt and Δc were obtained for each




In all the studies, FreeSurfer software (http://surfer.nmr.mgh.harvard.edu/) was used to
perform MRI processing, including the automatic volumetric segmentation, surface
reconstruction, cortex flattening and cortical parcellation, and neuroanatomical labelling
with the Destrieux atlas [Dale et al., 1999; Fischl et al., 1999]. The MNE software
(http://www.martinos.org/mne/) was used to create three-layer boundary element head
conductivity models for cortically constrained source models, for the MEG and EEG-MRI
co-localization, and for the preparation of the forward and inverse operators. In Study III,
a single layer BEM was computed for the MEG-MRI co-localization. The source model
dipole orientations were fixed normal to the pial surface and were decimated from the
detailed surface model to have a 7 mm inter-dipole separation throughout the cortex,
which, depending on the brain size, yielded models containing 6000–8500 sources. In
Study III, a surface model with 5 mm inter-dipole width was used, yielding between
11,467–15,008 sources. The source current time series of each of these dipoles was then
estimated using a noise-normalized linear estimation approach known as dynamic
statistical parametric map (dSPM) [Dale et al., 2000].
4.3 Data analysis
In all the studies, signal space separation (SSS), as implemented in the Maxfilter
software (Elekta Neuromag), was used on MEG data to filter out any extra-cranial noise
that originated from within or outside the MEG shielded room [Taulu and Kajola, 2005].
SSS was also used to co-localize MEG data into a common head position across
subjects. The pre-processed, artefact free MEG/EEG data was Morlet-Wavelet filtered
into 31 logarithmically separated frequency bands, f = 3–120 Hz, with Morlet time-
frequency compromise parameter m being, m = 5. For evoked response analysis, in
Studies II and III, we used a set of paired high- and low-pass finite impulse response (FIR)
filters with, [0.01, 0.1, 25, 45] (Hz) and [1, 2, 25, 45] (Hz), as the stop and pass bands for
the high-pass filters and the pass and stop bands for the low-pass filters, respectively.
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Following the transformation of the filtered complex single-trial MEG time series to
source-vertex time series, the time series were collapsed to cortical parcel time series
from a 365-parcel collection, 400-parcels in Study II, which was obtained by iteratively
splitting the largest parcels of the Destrieux atlas [Destrieux et al., 2010] along their most
elongated axis using the same parcel-wise splits for all subjects. Using neuroanatomical
labelling as the anatomical “coordinate system” made inter-subject morphing in group-
level analyses unnecessary and retained the individual anatomical accuracy. We
collapsed the source time-series into time-series of cortical parcels with optimized
collapse operators where only the source vertices with greatest source reconstruction
fidelity were used [Korhonen et al., 2014]. We then obtained the average of peri-event
amplitudes A(t,f),  given by A = ns1r|xF,P,a|)  [Palva et al., 2005; Tallon-Baudry et al.,
1996] of the Morlet wavelet filtered signals. A(t,f) was estimated separately for each trial
type, each cortical parcel, and wavelet frequency. We also obtained evoked responses,
ER(t,f), by averaging the real parts of the broad-band filtered time series so that ER =
ns1r[Re(xF,P,a)]. Since in the ER the signal polarity might change in different sides of the
sulci and hence across cortical parcels, we took the absolute value of the ERs before
statistical analysis. Trial-averaged oscillation amplitudes were decimated into mean
amplitudes of 300 ms time-windows, with a 150 ms overlap, from the onset of each trial
event (S1, RP, and S2) to the onset of the jitter related to that event.
4.4 Inter-areal phase synchrony analysis
In Study I, neuronal interactions were indexed by pair-wise phase synchrony of each
cortical patch with every other patch. Two signals are said to be phase-synchronized if
their phase difference distribution is non-random. Phase synchrony between patches, pa
and pb, was quantified across trials by using a PLV, PLV(t,f), that was given by PLV = (nt
− 1)−1｜Σr(xF,P,a,r x*F,P,b,r)｜, where  [xF,P,r(t,f)] is the collapsed inverse estimates of single
trials, r (r =2. . .nt) Σr denotes the sum across trials and x* is the complex conjugate of x.
We used network metrics from graph theory to characterize the interaction data
[Bullmore and Sporns, 2009; Rubinov and Sporns, 2010]. In our graphs, vertices are the
brain areas and the connecting edges are the inter-areal interactions. Initial graph level
26
measure of inter-areal connectedness was indexed by the connection density, K, the
number of edges present in the graph (graph’s size) divided by the number of all possible
edges. Vertex degree, d, denotes the number of edges connected to the vertex.  Network
hubs were identified by using degree and betweenness centrality. Betweenness
centrality, CB,i, of vertex i is the number of shortest paths between pairs of other vertices
that pass through i  divided by the total number of shortest paths between pairs of other
vertices. Betweenness centrality was computed with a Matlab algorithm provided in the
Brain Connectivity Toolbox (http://sites.google.com/a/brain-connectivity-
toolbox.net/bct/home).
We performed group statistics as tests of condition-vs.-baseline or condition-vs.-
condition across subjects. Before statistical group analysis, we subtracted a prestimulus
baseline time-window from each of the contrasted condition. We then estimated statistical
significance across subjects using the Wilcoxon signed-rank test for each contrast, time-
window, and frequency band separately. To control for the false discovery rate (FDR) in
the multiple statistical comparisons, for each contrast and frequency band, we pooled
significant observations across all samples and cortical parcels and then discarded as
many least-significant observations as was predicted to be false discoveries by the alpha-
level used in the corresponding test [Honkanen et al., 2015].
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5. Results
5.1 Robust, memory load-dependent and sustained inter-areal phase synchrony in
VWM maintenance
Figure 2 Task effects observed at the graph level connection density A. The y-axis shows the
mean connection density (K) and x-axis the frequency for the average (black line) and load (grey
line) conditions. Stronger inter-areal phase synchrony in alpha- (red), beta- (green), and gamma-
(blue) bands were observed during VWM retention compared to baseline. Increasing the VWM
load also strengthens the synchrony. B. The relationship between K of retention period and the six
memory load conditions for  alpha- (red), beta- (green), and gamma- (blue) band networks (mean
± SEM). The horizontal lines indicate the memory load pairs with a significantly different K. C.
K as a as a function of time in the average condition during the VWM retention period in the alpha-
, beta-, and gamma-bands (mean ± SEM. Colours as in A). D. K as a function of function of time
in the load condition (mean ± SEM. Colours as in A). Taken together, these results show that inter-
areal phase synchrony was stable, sustained and memory load-dependent during VWM retention
period in the alpha-, beta-, and gamma-band networks. Modified from [Palva et al., 2010].
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In study I, we asked if VWM maintenance was associated with a sustained and
memory load dependent inter-areal phase synchrony. We hypothesised that for neuronal
synchronization to support the maintenance of visual information in VWM it should be
sustained and stable through the retention period and should also be memory load
dependent. To test if inter-areal phase synchronization was sustained, we averaged
phase synchrony data across the six memory load conditions and identified interactions
that were significantly stronger than in the prestimulus level of the sample. We then tested
whether the strength of synchrony was memory load-dependent. Statistically significant
inter-areal interactions were represented as undirected graphs in which cortical areas are
the vertices and significant interactions are the edges. We found that VWM retention
period (∼0.4–1.1 s) was associated with memory load-dependent inter-areal synchrony
in the alpha- (α, 10–13 Hz), beta- (β, 18–24 Hz), and gamma- (γ, 30–40 Hz) frequency
bands (Figure. 2A). An increase in memory load also increased the number of significant
interactions (Figure 2B). Further, the connection density, K, of the synchronized networks,
not only found the networks to be stable and sustained but also load dependent for the
whole duration of the retention period (Figure 2CD).
5.2 Inter-areal synchronization strengthened with increasing memory load
If neuronal synchronization facilitates the maintenance of the visual objects in WM
then the phase synchronization would be strengthened with increasing memory load for
every subject. We thus estimated for each interaction the memory load value at which the
strength of phase synchrony plateaued and tested across subjects whether this value
predicted the subjects’ behavioural VWM capacity. We found that the individual VWM
capacity was predicted by α- and β-band networks, in which the left and right intraparietal
sulci were the primary hubs (Figure 3AB).
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Figure 3 Networks that predicted the individual VWM capacity in A. Alpha-band (9–12 Hz)
and B. beta-frequency bands The results show that the intPS was one of the main hubs in the
networks that predicted the individual VWM capacity. C, central; CA, calcarine; CI, cingulate;
CN, cuneus; F, frontal; G, gyrus; IN, insula; P, parietal; S, sulcus; T, temporal; O, occipital; a,
anterior; ang, angular; cal, callosal; col, collateral; i, inferior; int, intra; ist, isthmus; fus, fusiform;
la, lateral; m, middle; orb, orbital; p, posterior; pa, para; pah, parahippocampal; pla, planum
temporale and polare; pe, peri; pr, pre; po, post; s, superior; tr, transverse. Modified from [Palva
et al., 2010].
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5.3 Amplitude dynamics associated with visual working memory
In the Study II we identified the cortical regions where non-stimulus locked ongoing
oscillations were correlated with the VWM retention and memory load. Figure 4A shows
the time frequency representation (TFR) of the amplitude modulations compared to the
baseline, averaged across the six memory load conditions. The oscillation amplitudes
were found to be suppressed below the baseline level from theta- to gamma-frequency
bands’ range. Next, we investigated the impact of memory load on the oscillatory
dynamics and identified the brain regions in which the amplitude dynamics were
correlated with memory load. The load-dependent amplitude changes showed that the
early positive effect changed into a negative correlation in the theta/alpha, high alpha,
and beta bands, which indicates that the amplitude suppression was even deeper at
Figure 4 Oscillatory amplitude dynamics associated with VWM retention. A.  TFR showing
the amplitude changes in the average condition compared to the baseline. P+ represents the
fraction of cortical regions showing significant positive changes and P- the significant negative
changes in amplitude from the baseline level. The TFR shows a suppression of oscillation
amplitudes from the theta- to gamma-frequency bands throughout the VWM retention period. B.
TFR of amplitude changes associated with the VWM load. The TFR shows a sustained negative
correlation in the theta- alpha-band and a positive correlation in the high-alpha- and beta-bands
throughout the VWM retention period. Modified from [Palva et al., 2011].
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Figure 5 Localization of the amplitude modulations associated with the VWM retention. A.
In the average condition the retention period (0.4 to 1 s) was associated with negative amplitude
modulation in the visual areas, the posterior parts of the lateral frontal cortex. The colour values
indicate the mean amplitude change from the baseline level B. Cortical oscillation amplitudes
correlated with WM load during the retention period in the frontoparietal, insula and cingulate
areas in the alpha-, beta- and gamma-bands. The colour values indicate the mean Spearman’s
correlation coefficient in those cortical regions that were significant positively or negatively
correlated with memory load. Modified from [Palva et al., 2011].
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higher memory loads. The negative correlation, however, was sustained through the
VWM retention period only in the theta/alpha band. The amplitudes of high-alpha and
beta bands were positively correlated with memory load for the VWM retention period.
We then identified the cortical sources of the oscillation amplitudes modulations
associated with VWM retention.  We found that in the data averaged across all six
memory loads, the amplitudes were suppressed in distributed visual regions, temporal,
and parietal cortices (Figure 5A). In the beta and gamma bands, the suppression was
most pronounced in medial occipital and parietal cortices, but also observed in
occipitotemporal and temporal visual areas. Increasing memory load was associated with
a further suppression of amplitudes in the theta/alpha- and high-alpha bands in the
occipital, occipitotemporal, and parietal regions (Figure 5B). The amplitudes in the high-
alpha, beta, gamma, and high-gamma bands, and very weakly in the theta/alpha band,
were strengthened in widespread frontoparietal cortical regions, including the LPFC,
precentral and postcentral regions, and cingulate, insular, and orbitofrontal cortices.
Interestingly, the beta- and gamma-band amplitudes were, in addition, strengthened in
several visual regions in the occipital and occipitotemporal, and temporal cortices that are
known to play a central role in the formation of visual object representations.
5.4 Beta-band oscillations and their cortical sources associated with duration
estimation
The primary aim of study III was to investigate the role of cortical oscillations in
duration estimation in the range of seconds, using a forced-choice, delayed-match-to-
sample duration estimation task. In the experiment, subjects estimated either the duration
or colour of a Sample stimulus (S1) and compared it to the same feature of the Test
stimulus (S2). S1 and S2, thus entailed either duration estimation in the duration
condition, or, colour estimation in the colour condition. To isolate the oscillatory activity
associated with duration estimation we compared the strengths of oscillation amplitudes
between the duration and colour tasks, for S1 and S2, from event onset. For S1, the




Figure 6 Oscillation dynamics associated with the estimation, encoding and retrieval of
duration A. TFR reveals that the estimation of duration was associated with stronger beta-band
amplitudes compared to that of the colour task during S1. The difference in amplitudes was
estimated relative to S1 onset. B. TFR for the difference in strength of oscillation amplitudes
between the duration and colour WM tasks reveal stronger alpha- and beta-band oscillation
amplitudes during S2. The difference in amplitudes was estimated relative to S2 onset. C. Cortical
regions in which beta-band amplitudes were stronger for the duration than colour WM task
between 0.3 and 1.4 s. D. Cortical regions showing stronger beta-band  amplitudes for the duration
compared to colour WM task averaged over 0.3–1.4 s. E. TFR showing the difference in oscillation
amplitudes between S2 and S1 for duration WM task. Amplitudes are estimated relative to the
onset of S1 and S2. Warm colours indicate the proportion of cortical parcels in which amplitude
modulations were significantly stronger for S2 compared to S1 and cold colours parcels in which
the amplitude modulations were significantly stronger for S1 F. same as in E, but averaged with
respect to offset latency of S1 and S2. The encoding of duration information into WM was
associated with stronger gamma-band oscillation amplitudes. While the retrieval from WM and
comparison of duration information was associated with stronger alpha-band oscillation
amplitudes. G. Cortical areas where gamma-band oscillation amplitudes were strengthened more
for S1 than for S2. H. Cortical areas in which alpha-band oscillation amplitudes were strengthened
more for S2 than for S1. Modified from [Kulashekhar et al., 2016].
oscillation amplitudes (Figure 6A). The increase in beta-band oscillation amplitudes was
sustained and stable for the entire duration of S1. Similar to S1, S2 was associated with
a stronger beta- and low-gamma-bands’ oscillation amplitudes during duration estimation
compared to that of colour estimation condition. However, S2 was observed to
additionally show an increase in alpha-band (10–12 Hz) amplitudes (Figure 6B). On the
other hand, both in S1 and S2, the estimation of colour was associated with greater theta-
band (3–7 Hz) amplitudes compared to duration estimation. The cortical sources for the
duration estimation associated increase in beta-band amplitudes were found in the lateral
prefrontal cortex, SMA, primary motor area, the motor cortex, PPC and the visual areas,
for both S1 and S2; although the cortical sources were more widespread for S2 (Figure
6CD). Interestingly, these cortical sources associated with the duration estimation have
been known to be involved in timing.
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5.5 Encoding and retrieval of temporal information in WM
Apart from the increase in beta-band amplitudes, duration estimation in S2 was
associated with an additional increase in alpha-band oscillation amplitudes. We
hypothesised that estimation of durations is necessary for both S1 and S2, but that the
encoding of duration information into WM would occur only during S1, whereas the
retrieval and comparison of duration information was specific to S2 alone. We therefore
tested whether α-band oscillations would be specifically related to retrieval and
comparison of temporal information, from WM, by contrasting the oscillation amplitudes
between S1 and S2, and hence, between the processes of WM encoding and retrieval.
The durations of S1 and S2 were subject to jitter and differences in individual calibration
durations (Δt). We therefore estimated the difference in amplitude strengths only for those
trials where S2 duration was S1 duration (same condition) and with respect to both the
onset and offset of S1 and S2. The results indeed showed that alpha-band oscillations
were stronger during S2 than during S1 (Figure 6E) but not for colour WM task (Figure
6F). Interestingly, the gamma-band amplitudes were stronger for the S1 than S2 for both
duration and colour WM, suggesting that gamma oscillations are specifically related to
the encoding of information to WM. The cortical areas associated with the strengthening
of alpha oscillations were found to be distributed over the cortex, in the primary motor
area, cingulate cortex, cuneus, parietoocciptial sulcus, the sTG and sTS (Figure 6H). On
the other hand, duration encoding related gamma oscillation modulations were observed
in the primary motor area, intPS, anterior cingulate cortex and the paritooccipital sulcus
(Figure 6G). Here, it is important to note that the absence of beta-band activity from the
contrast between S1 and S2 suggests that, beta-band activity is specifically associated
with the estimation of durations. This supports the notion that duration estimation is
achieved by beta-band rhythmicity. Further, our data of distinct frequency patterns for
encoding, retrieval, and comparison of temporal information suggest that they are distinct
neuronal processes.
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5.6 Theta- and alpha-band amplitude modulations in TWM
The secondary aim of Study III was to reveal the oscillation dynamics associated
with the maintenance of temporal information in WM. A contrast between the duration
and colour conditions revealed that the maintenance of temporal information was
associated with stronger theta- and alpha-band (5–12 Hz) oscillations compared to that
of colour (Figure 7A). The cortical source for these amplitudes modulations were
observed in a few cortical areas, including the orbitofrontal cortex, post central gyrus,
cingulate gyrus, the lingual gyrus of V1 and the occipital pole (Figure 7B).
Figure 7 Amplitude dynamics related to the WM retention of duration representations A.
TFR reveals that during TWM, theta-alpha-band (5–12 Hz) amplitudes were stronger for the
duration WM task than that of the colour WM task. B. Cortical regions showing theta-alpha-band
(5–12 Hz) amplitude modulations for duration task. Modified from [Kulashekhar et al., 2016].
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6. Discussion
6.1 Synchrony in visual working memory
In Study I, we attempted to characterize cortical inter-areal, phase-synchronized
networks in a data driven manner. We hypothesised that for phase synchrony to play a
role in VWM retention, it would have to be stable and sustained only during VWM
maintenance, and be modulated by the object load.  Our results showed that indeed, the
inter-areal phase synchrony was stable, sustained, and memory load-dependent
throughout VWM maintenance in the alpha-, beta- and gamma-bands. These results are
in line with previous studies that show the amplitudes of oscillations in the alpha-, beta-,
and gamma-bands are modulated in VWM tasks, suggesting a functional role for these
oscillations in VWM [Busch and C. S. Herrmann, 2003; Jensen et al., 2002; Osipova et
al., 2006; Sauseng et al., 2005; Scheeringa et al., 2009; Tallon-Baudry et al., 1998]. Our
results thus imply that long-range phase synchrony can be a systems level mechanism
for the maintenance of neuronal object representations in VWM.
Further, we theorised, that if phase synchrony was a neuronal mechanism for
maintaining representations in VWM, then, inter-areal synchrony would predict the
subjects’ behavioural VWM capacity. Our results show that phase synchrony in the alpha-
and beta-bands’ networks predicted the individual psychophysically measured VWM
capacity and one of the primary hubs in these networks was found to be the intPS. The
intPS was also observed to be connected to the visual and frontoparietal networks in the
beta- and gamma-bands, supporting the idea that the intPS could functionally bridge
between the attentional and representational networks [Bressler et al., 2008; Konen and
Kastner, 2008]. Our results further build on EEG studies that report VWM capacity-related
event-related potentials [Vogel and Machizawa, 2004] and oscillatory amplitude
modulations [Sauseng et al., 2009] in the PPC, and on previous fMRI data [Todd and
Marois, 2004; Xu and Chun, 2006].  We therefore propose that the limited VWM capacity
could stem from the information processing bottleneck that the intPS creates between the
visual representation and frontoparietal attention.
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6.2 Amplitude dynamics in visual working memory
In study II, we investigated how oscillation amplitudes were modulated by VWM
maintenance. Our results corroborated evidence from earlier MEG and EEG studies that
observed load-dependent increase in the high-alpha-band [Busch and Herrmann, 2003;
Grimault et al., 2009; Haenschel et al., 2009; Leiberg et al., 2006], beta- [Leiberg et al.,
2006] and gamma-bands [Haenschel et al., 2009; Osipova et al., 2006; Tallon-Baudry et
al., 1998].  The amplitude modulations were positively correlated with VWM memory load
in several frontal, parietal, and temporal regions as well as in the cingulate and insular
cortices, regions that have earlier been identified in VWM studies using fMRI [Linden et
al., 2003; Munk et al., 2002; Prabhakaran et al., 2000; Rowe et al., 2000; Todd and
Marois, 2004]. Frontal and parietal regions are thought to underlie attentional and central
executive functions in VWM [Curtis and M. D'Esposito, 2003; Petrides, 2005;
Prabhakaran et al., 2000; Rowe et al., 2000], supporting the evidence that high-alpha,
beta and gamma oscillations might be serve in attentional functions of VWM retention
[Klimesch et al., 2007; Palva and Palva, 2007; Buschman and Miller, 2007; Gross et al.,
2004; Fries, 2009].
On the other hand, beta- and gamma-band oscillations were strengthened in regions
associated with visual object processing, such as, the inferotemporal, occipitotemporal
and several visual regions [Grill-Spector and Malach, 2004; Konen and Kastner, 2008;
Riesenhuber and Poggio, 2002]. Our results, thus, support the idea that beta- and
gamma-band oscillations support the maintenance of object representations in VWM
[Jokisch and Jensen, 2007; Tallon-Baudry et al., 1998].
Functionally, alpha oscillation dynamics are often interpreted along the lines of the
inhibition hypothesis. However, it has also been suggested that alpha oscillations and
specifically alpha-band phase synchronization plays an active role in coordinating
attentional and executive functions [Klimesch et al., 2007; Palva and Palva, 2007;
Pfurtscheller, 2003; Palva and Palva, 2011].
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We found a load-dependent increase during the VWM retention in alpha-band
oscillation amplitudes in the frontoparietal network. This observation was difficult to
reconcile with the inhibition hypothesis and suggested that alpha oscillations play and
active role in WM
6.3 Dissociation between amplitude modulation and phase synchrony
Changes in oscillation amplitudes only reflect changes in local neuronal
synchronisation, whereas phase synchrony additionally reflects changes in large scale
collective brain activity. However, whether oscillation amplitudes and phase synchrony
independently contribute to the maintenance representations in VWM still largely remains
unclear.  Our results from Studies I and II showed that the maintenance of objects in VWM
was associated with enhanced phase synchronisation and suppressed amplitudes
compared to the baseline, in line with earlier previous studies [Doesburg et al., 2009;
Freunberger et al., 2009]. In study I, we found phase synchrony in the frontoparietal
alpha-, beta- and gamma-bands to strengthen with an increase in VWM object-load,
similar to that of oscillation amplitudes in Study II.  Further, the networks in the high-alpha
and beta-bands were found to be more clustered and small-world-like than those in theta-
or gamma-bands. These data suggest that the dense and clustered alpha- and beta-band
networks were likely to be positively correlated with changes in local amplitude, as an
increase in VWM load was associated with both stronger phase synchrony and oscillation
amplitudes in the alpha and beta-bands. While in the less clustered, theta- or gamma-
band networks, phase synchrony and local amplitude dynamics can be more
independent.  Based on these results we propose that amplitude modulations and phase
synchrony are independent phenomena, where, amplitude modulations reflect local
stimulus processing and synchrony the large-scale integration of local neuronal
processing. A recent study on perception has also reported a similar dissociation between
oscillation amplitude and synchrony [Castelhano et al., 2015].
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6.4 Role for beta-band oscillations in duration estimation
In Study III, we attempted to characterize the cortical oscillation amplitude
modulations underlying duration estimation in the seconds scale and also
comprehensively map the sources of these modulations with a cortex-wide data-driven
analysis approach. This approach thereby avoided inferential problems from earlier MEG
and EEG studies associated with the limited number of regions of interest in source-space
analyses [Schoffelen and Gross, 2009].
We found duration estimation to be associated with stronger beta oscillations in
several cortical regions, including, SMA, PPC, and both dorsal and ventral lPFC. This is
in line with previous fMRI studies that have reported the timing network to consist of
sensory-motor regions, such as the PM and SMA, the PPC and LPFC [Bueti et al., 2012;
Coull et al., 2000; Coull et al., 2003; Coull et al., 2004; Hayashi et al., 2015; Lewis and
Miall, 2003]. An increase in oscillation amplitudes in the timing areas reflects an increase
in local neuronal synchrony in these areas, associated with the duration estimation task.
The results, therefore, suggest that beta oscillations in the timing circuit may be essential
in estimating duration information. Beta-band oscillations have been shown to be relevant
in behavior including motor and somatosensory processing [Neuper et al., 2009; Kilavik
et al., 2013]. Recently, it has been suggested to reflect a sustained and unchanging brain
states, a status quo [Engel and P. Fries, 2010].
Beta oscillations have also been implicated in timing research. For instance, beta-
band oscillations have been suggested to play a role in predictive timing, as its amplitude
has been shown to peak at the onset of an upcoming sound, in a sequence of sounds,
suggesting an active and predictive role [Arnal and Giraud, 2012; Fujioka et al., 2012].
Further, invasive recordings from the macaque medial premotor cortex (i.e. monkey SMA)
show beta-band oscillations to exhibit interval tuning and preferential firing for durations
[Merchant et al., 2013b]. Interestingly, beta oscillations have been shown to reflect the
accumulation of sensory evidence in perceptual decision making tasks [Donner et al.,
2009]. A popular model of timing known as the pacemaker-accumulator model postulates
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timing to comprise of 3 processes: pulse generation, accumulation and decision.  Based
on the pacemaker-accumulator model, we propose that, similar to the accumulation of
sensory evidence, beta-band oscillations may reflect the accumulation of duration
evidence necessary for the estimation of durations [Kononowicz and Hv Rijn, 2015]. This
conclusion is in line with a recent EEG study that showed the amplitude of beta-band
oscillations in the EEG sensors is correlated with the production of time intervals in the
scale of seconds [Kononowicz and Hv Rijn, 2015].
Beta-band oscillations in the basal ganglia-cortical loops have been associated with motor
behavior in health and pathological states [Engel and Fries, 2010]. The cortio-striatal
loops have been proposed to underlie timing in the striatal beat frequency model [Matell
and Mech, 2004]. The model postulates that duration estimation is based on the
coincidental activation of medium spiny neurons of the basal ganglia by cortical oscillators
located in the pre-frontal cortex. It is therefore conceivable from our results that beta-band
oscillations could reflect the oscillatory activity of the pre-frontal, cortical oscillators
involved in timing. However, there has been little evidence to support the existence of
cortical oscillators in timing [Kononowicz and van Wassenhove, 2016]. Our data now
show that beta-band amplitude dynamics are correlated with the estimation of durations
and suggest that beta-band rhythmicity may be a cortical pacemaker, putatively
coordinated by inputs from basal ganglia.
6.5 Encoding and retrieval of temporal information
The task used in Study III was a modified version of the temporal discrimination task
[Coull et al., 2004] that helped not only dissociate the oscillatory dynamics associated
with duration estimation, but also the encoding and, retrieval and comparison of duration
information into WM (Figure 8). We found duration estimation to be distinctly associated
with oscillatory activity in the beta-band. Further, our results revealed that the encoding
of duration and colour information into WM was associated with increased gamma-band
activity. Gamma-band amplitude increase, among other regions, was most pronounced
in the visual system, PPC, anterior frontal areas and
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Figure 8. A schematic of the various cognitive processes as revealed by the underlying
oscillatory dynamics in distinct frequency bands, in Study III. The results from Study III
suggest that both S1 and S2 comprise of a common duration estimation process as revealed by
distinct beta-band amplitude dynamics. S1 is additionally supported by a gamma-band mediated
WM encoding of duration information. While S2 is additionally supported by a retrieval and
comparison process reflected by oscillatory activity in the alpha-band. The maintenance of
duration information in WM (RP) is mediated by alpha-theta-band oscillations.
parts of the cingulate cortex. The intPS and iPG in humans has been shown to exhibit
duration selectivity [Hayashi et al., 2015], as well as in the anterior frontal areas and
cingulate cortex. The relationship of visual system and gamma-band oscillations with WM
encoding is in line with results from earlier studies, showing gamma-band oscillations
signaling the bottom-up processing of visual information in monkey LFP recordings
[Bastos et al., 2015; Buschman and Miller, 2007].
 On the other hand, the alpha-band oscillation amplitudes were stronger only for the
retrieval and comparison of duration information.  Thus, reflecting the comparison process
and multiplexing of S1 and S2 duration information [Jensen and Bonnefond, 2013; Palva
and Palva, 2007]. In the past, alpha-band oscillations have also been found to reflect
increased attention coordination [Jensen and Mazaheri, 2010; Klimesch, 2012]. The
alpha-band amplitude increases were observed in the cuneus and parieto-occipital sulcus
of dorsal visual system, also in several areas belonging to default-mode network such as
in insula, precuneus, cingulate cortex, sTG and sTS [Dosenbach et al., 2007; Fox et al.,
2005; Fox et al., 2006]. Interestingly, the sTG has been shown to reflect selective
activation during retrieval and comparison of duration information using a similar task
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[Coull et al., 2008]. The sTS on the other hand has been shown to play a role in the
integration of cross-sensory duration information [Nath and Beauchamp, 2011].
6.6 Oscillation dynamics in temporal working memory
The neuronal representation of stimulus duration in working memory remains
unknown. Study III also investigated the oscillatory dynamics associated with the
maintenance of stimulus duration in WM. We found the maintenance of stimulus durations
to be associated with increased theta-alpha-bands amplitudes. This is in line with
previous studies that support the role of theta-band oscillations in maintenance of duration
information [Hsieh et al., 2011; Roberts et al., 2013]. Interestingly, studies using MEG
and ECOG have also reported theta-band activity during the active maintenance of items
in WM [Moran et al., 2010; Raghavachari et al., 2001]. WM load has been shown to be
associated with frontal theta [Jensen and Tesche, 2002]. Our results also build on these
studies by showing that alpha-band oscillations also play a role in the maintenance of
duration information. Alpha-band activity has earlier been associated with the
maintenance of visual information [Bonnefond and Jensen, 2012; Park et al., 2014; Roux
et al., 2012]. Our results from Study II also support the role of alpha oscillations in WM.
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7. Conclusion
Much of the earlier studies on visual working memory, duration estimation and
temporal working memory were limited to sensor level analysis or suffered from poor
source localization analysis. In this thesis, we used new neuro-informatics approach to
characterize spectral, spatial and temporal features of task related oscillatory activity in
WM using a cortex-wide and data driven approach. However, one limitation of the
methodological approach used in this thesis is its inability to model the activity in the sub-
cortical structures, such as the basal ganglia activity in duration estimation.
In Study I and II, we showed that VWM was associated with a sustained and stable
inter-areal phase synchrony among frontoparietal and visual areas in alpha- (10–13 Hz),
beta- (18–24 Hz), and gamma- (30–40 Hz) frequency bands. Further, we found the
subjects' individual behavioural VWM capacity was predicted by synchrony in a network
in which the intraparietal sulcus was the most central hub. These results provide evidence
that phase synchrony in the alpha, beta and gamma frequency bands could be the
systems level mechanism for coordinating and regulating the maintenance of visual
representations in working memory.
In Study III, we found the estimation of durations in the seconds range was
associated with stronger beta-band (14–30 Hz) oscillations in cortical regions that have
earlier been associated with temporal processing. The encoding of duration information
was associated with strengthened gamma- (30–120 Hz), and the retrieval and
comparison with alpha-band (8–14 Hz) oscillations. Further, the maintenance of stimulus
duration was associated with stronger theta- and alpha-band (5–14Hz) frequencies.
These data show that beta-band oscillations may provide a mechanism for estimating
short temporal durations, while gamma, alpha and theta-alpha oscillations support their
encoding, retrieval, and maintenance in working memory, respectively.
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