In this work we consider a multiobjective job shop problem with uncertain durations and crisp due dates. Ill-known durations are modelled as fuzzy numbers. We take a fuzzy goal programming approach to propose a generic multiobjective model based on lexicographical minimisation of expected values. To solve the resulting problem, we propose a genetic algorithm searching in the space of possibly active schedules. Experimental results are presented for several problem instances, solved by the GA according to the proposed model, considering three objectives: makespan, tardiness and idleness. The results illustrate the potential of the proposed multiobjective model and genetic algorithm.
finance and science (Brucker and Knust 2006) . Part of this research is devoted to fuzzy scheduling, in an attempt to model the uncertainty and vagueness pervading real-world situations. The approaches are diverse, ranging from representing incomplete or vague states of information to using fuzzy priority rules with linguistic qualifiers or preference modelling (Dubois et al. 2003a; Słowiński and Hapke 2000) .
The complexity of scheduling problems such as job shop means that practical approaches to solving them usually involve heuristic strategies (Brucker and Knust 2006) . In the literature, we find some extensions of these strategies to job shop problems with uncertain durations represented as fuzzy numbers. For instance, genetic algorithms are used in Sakawa and Kubota (2000) , Fayad and Petrovic (2005) and González Rodríguez et al. (2008) for multiobjective problems while single-objective job shop is approached using simulated annealing in Fortemps (1997) and a memetic algorithm, combining a genetic algorithm with local search, in González Rodríguez et al. (2007b) . Far from being trivial, extending heuristic strategies usually requires a significant reformulation of both the problem and solving methods. In the sequel, we describe a job shop problem with uncertain durations and crisp due dates. We propose a generic multiobjective model where the objective function is defined in order to lexicographically minimise the expected values of several fuzzy goals (makespan, tardiness and idleness). In addition to the priority structure for the lexicographical minimisation, target levels for each objective are introduced, in order to balance possibly incompatible goals. The resulting problem is solved by means of a genetic algorithm (GA) based on permutations with repetitions that searches in the space of possibly active schedules. We analyse the perfor-mance of the multiobjective GA on a set of problem instances, both based on the expected values of each objective and on the quality measures obtained from a semantics for fuzzy schedules presented in González Rodríguez et al. (2008) .
Uncertain processing times
In real-life applications, it is often the case that the exact duration of a task is not known in advance. However, based on previous experience, an expert may have some knowledge about the duration, thus being able to estimate, for instance, an interval for the possible processing time or its most typical value. In the literature, it is common to use fuzzy intervals to represent such processing times, as an alternative to probability distributions, which require a deeper knowledge of the problem and usually yield a complex calculus.
When there is little knowledge available, the crudest representation for uncertain processing times would be a humanoriginated confidence interval. If some values appear to be more plausible than others, a natural extension is a fuzzy interval or fuzzy number. The simplest model is a triangular fuzzy number or TFN, using only an interval [a 1 , a 3 ] of possible values and a single plausible value a 2 in it. For a TFN A, denoted A = (a 1 , a 2 , a 3 ) , the membership function takes the following triangular shape:
Operations on fuzzy processing times Triangular fuzzy numbers and more generally fuzzy intervals have been extensively studied in the literature (cf. Dubois and Prade 1988). A fuzzy interval Q is a fuzzy quantity (a fuzzy set on the reals) whose α-cuts Q α = {u ∈ R : µ Q (u) ≥ α}, α ∈ (0, 1], are convex, i.e., they are intervals (bounded or not). The core of Q contains the elements with full membership µ Q (u) = 1, and any of its elements is called modal value. The support of Q is
A fuzzy number is a fuzzy quantity whose α-cuts are closed intervals, with compact (i.e. closed and bounded) support and unique modal value.
In order to work with fuzzy numbers, it is necessary to extend the usual arithmetic operations on real numbers. In general, if f is a function f : R 2 → R and Q 1 , Q 2 are two fuzzy quantities, the fuzzy quantity f (Q 1 , Q 2 ) is calculated according to the Extension Principle as follows: u , v ) . In this case, the α-cuts of the fuzzy quantity f (M, N ) , obtained by applying the Extension Principle, are the images under f of the α-cuts of M and N :
which is a closed interval. Any fuzzy set can be expressed as the union of its α-cuts according to the First Decomposition Theorem, so the above property provides us with an alternative formula for f (M, N ):
In the job shop, we essentially need two operations on fuzzy durations: the sum and maximum. Additionally, we may need the substraction.
In the case of TFNs, both the addition and substraction are fairly easy to compute, as they are reduced to operating on the three defining points, so for any pair of TFNs M and N , we have the following:
Unfortunately, for the maximum of TFNs there is no such simplified expresion. Being an isotonic function, we can use Eq. (4) above to compute the maximum of two fuzzy numbers. However, in general this still requires an infinite number of computations, because we have to evaluate two maxima for each value α ∈ (0, 1]. For the sake of simplicity and tractability of numerical calculations, we follow Fortemps (1997) and approximate all results of isotonic algebraic operations on TFNs by a TFN. Instead of evaluating the intervals corresponding to all α-cuts, we evaluate only those intervals corresponding to the support and α = 1, which is equivalent to working only with the three defining points of each TFN.
Notice that if we approximate the sum (an isotonic function), the approximation coincides with the sum of TFNs given in (5). The same is not always true for the maximum ∨, which would be approximated as follows:
M ∨ N ∼ M N = (m 1 ∨ n 1 , m 2 ∨ n 2 , m 3 ∨ n 3 ).
However, it is possible to prove the following relationship between the maximum and its approximation: let M, N be two TFNs and let F = N ∨ M their maximum and G = N M its approximated value; it holds that:
