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In the present paper, using a replica analysis, we examine the portfolio optimization problem
handled in previous work and discuss the minimization of investment risk under constraints of bud-
get and expected return for the case that the distribution of the hyperparameters of the mean and
variance of the return rate of each asset are not limited to a specific probability family. Findings
derived using our proposed method are compared with those in previous work to verify the effec-
tiveness of our proposed method. Further, we derive a Pythagorean theorem of the Sharpe ratio
and macroscopic relations of opportunity loss. Using numerical experiments, the effectiveness of our
proposed method is demonstrated for a specific situation.
PACS number(s): 89.65.Gh, 89.90.+n, 02.50.-r
I. INTRODUCTION
Nowadays, most financial activities interact with each
other on a global scale and our lives have been influ-
enced, either directly or indirectly, by a number of finan-
cial crises. The lessons of the financial crisis include the
need to take personal effort to preserve our assets. In this
atmosphere and as reforms advance, the importance of
making proper investments and managing risk has been
recognized. Generally speaking, investment means pay-
ing a cost in anticipation of future return and often in-
volves risk. Markowitz pointed out the importance of in-
vestment management and first laid out the portfolio op-
timization problem which is the framework for analyzing
mathematically the optimal asset management strategy
[1, 2]. Several studies following this pioneering work have
been carried out [3–8]. Recently, there has been much
such research that takes the viewpoint of complex sys-
tems and actively applies analytical approaches refined
in outside research fields, such as replica analysis, belief
propagation, and random matrix theory, to the portfolio
optimization problem [9–21].
Among such research (see Table I), Ciliberti et al. de-
scribed a diversified investment system using the Boltz-
mann distribution to analyze the optimal portfolio for
minimizing risk under a budget constraint. In particu-
lar, they analyzed the minimal investment risk of the ab-
solute deviation model and the expected shortfall model
using the ground state in the absolute zero temperature
limit (that is, the optimal state of this optimization prob-
lem) [9, 10]. Moreover, Caccioli et al. examined the ex-
pected shortfall model with L2 regularization and max
loss model as a special case of it by using replica anal-
ysis and identified the typical behavior of the optimal
asset management strategy [11]. Furthermore, Pafka et
al. discussed in detail the behavior of the investment
risk which is defined using the variance-covariance ma-
trix of the random weighted sums of each component
of the lower triangular matrix which can be extracted
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from the true variance-covariance matrix with respect to
the return rate of assets by using Cholesky decomposi-
tion and the in-sample risk by using the asymptotical
spectrum of a random matrix which is generated by a
given return rate [12]. Subsequently, Shinzato analyzed
one of the portfolio optimization problems, the mean–
variance model, and showed that the minimal invest-
ment risk and its investment concentration satisfy the
self-averaging property using the large deviation princi-
ple [13]. Shinzato also compared the minimal investment
risk per asset derived using replica analysis with the min-
imal expected investment risk per asset derived using op-
erations research from a unified viewpoint of stochastic
optimization and pointed out that a portfolio which can
minimize the expected investment risk does not neces-
sarily minimize the investment risk. Furthermore, Shin-
zato et al. developed a faster algorithm for finding the
optimal portfolio which can minimize the risk function
by using the belief propagation method, which is often
used in probabilistic inference, and verified that the com-
putation time of the algorithm is on the order of the
square of the number of assets (whereas the standard
algorithm requires on the order of the cube of the num-
ber of assets computation time). Moreover, they also
clarified that the Konno–Yamazaki conjecture which was
previously confirmed in annealed disordered systems also
holds true in quenched disordered systems [14]. Addi-
tionally, Shinzato used the portfolio optimization prob-
lem of Ref. [13] and examined the portfolio which can
minimize the investment risk under a budget constraint
for the case that the variances of the return rates of the
assets are not unique using replica analysis and belief
propagation [15]. Shinzato also investigated the mini-
mization of investment risk under constraints of budget
and short selling by using replica analysis and showed
that this investment system involves a phase transition.
Further, he developed a faster algorithm based on belief
propagation for obtaining the optimal portfolio [16]. In
addition, Kondor et al. analyzed the same portfolio op-
timization problem for the case that the variance of the
return rate of each asset is distinct using replica analy-
sis and reconfirmed that this disordered system involves
2TABLE I. Targets of previous studies. In the context of statistical physics, the models are related to the Hamiltonian and the
constraints correspond to the priors.
Researchers Model Constraints Optimizations Analysis approaches
Ciliberti, Ciliberti et al. [9, 10] absolute deviation
model, expected
shortfall model
budget minimization replica analysis
Caccioli et al. [11] expected shortfall
mode, max loss model
budget minimization replica analysis
Pafka et al. [12] mean-variance model budget minimization random matrix approach
Shinzato [13] mean-variance model budget minimization replica analysis
Shinzato et al. [14] any model budget minimization belief propagation
Shinzato [15] mean-variance model budget minimization replica analysis, belief
propagation
Shinzato, Kondor et al. [16, 17] mean-variance model budget, short selling minimization replica analysis
Shinzato [18] mean-variance model budget, investment
concentration
minimization replica analysis
Shinzato [19] mean-variance model budget, investment risk minimization
and
maximization
replica analysis
Shinzato [20] mean-variance model budget, expected return,
investment risk
minimization
and
maximization
replica analysis
Varga-Haszonits et al. [21] a specific model budget, expected return minimization
and
maximization
replica analysis
a phase transition [17]. Furthermore, Shinzato also used
the portfolio optimization problem handled in Ref. [13] to
examine the minimization of investment risk under con-
straints of both budget and investment concentration by
using replica analysis; in this context, he analyzed the op-
timization of investment concentration under constraints
of budget and investment risk from a unified viewpoint of
stochastic optimization and duality [18, 19]. In addition,
Shinzato used the portfolio optimization problem han-
dled in previous work [13] to examine the minimization
of investment risk under constraints of budget and ex-
pected return for the case that the variance of the return
rate is the same for all assets by using replica analysis
[20]. Moreover, he also analyzed the maximization of
expected returns under constraints of budget and invest-
ment risk and pointed out the importance of duality for
assessing these optimization problems. Further, Varga-
Haszonits et al. examined the minimization of a particu-
lar risk function (the sample variance with respect to the
deviation between the return and its sample average) un-
der constraints of budget and expected return by using
replica analysis and carried out a stability analysis of the
replica symmetric solution derived using replica analysis
[21].
As discussed above, several previous studies which fur-
ther refined the model introduced in Ref. [13] have been
reported [15, 20]. The findings of these studies are closely
linked, which makes it possible to use them to solve an
important problem. Namely, in Ref. [20], the minimiza-
tion of investment risk under constraints of budget and
expected return for the case that the variance of the re-
turn rate of each asset is unique was discussed in de-
tail, whereas in Ref. [15], the minimization of investment
risk under a budget constraint for the case that the vari-
ances of the return rates of the assets are not unique was
addressed. As a natural application of mathematical fi-
nance models, we can also examine the minimization of
investment risk under constraints of budget and expected
return for the case that the variances of the return rates
of the assets are not unique. Moreover, in Ref. [20], hy-
perparameters of the means of the return rates of the
assets are assumed to be independently and identically
Gaussian distributed. In this paper, following the above-
described previous work, we discuss the minimization of
investment risk under constraints of budget and expected
return for the case that the distributions of the hyperpa-
rameters of the means and variances are not limited to
a specific probability family and analyze the minimal in-
vestment risk per asset, investment concentration, and
Sharpe ratio. Further, we derive a Pythagorean theorem
of the Sharpe ratio and macroscopic relations of opportu-
nity loss along the lines of macro theory in mathematical
finance (like thermodynamic relations).
This paper is organized as follows. In the next sec-
tion, we formulate the minimization of investment risk
under constraints of budget and expected return that is
the focus of this study. In section III, we analyze the
minimization of investment risk under these constraints
by using replica analysis and derive the minimal invest-
ment risk, the investment concentration, and the Sharpe
ratio. In section IV, the results obtained using our pro-
posed approach are examined in detail, and in section
V, we consider the validity of the proposed methodology
using numerical simulations. The final section gives our
3conclusions and lays out future work.
II. MODEL SETTING
In this study, we consider a stable investment mar-
ket which can handle N assets without a restriction on
short selling. We assume that the return rates of as-
sets i(= 1, 2, · · · , N), x¯i, are independently and iden-
tically distributed with mean E[x¯i] = ri and variance
V [x¯i] = vi. Moreover, assuming p investment peri-
ods, x¯iµ denotes the return rate of asset i at period
µ(= 1, 2, · · · , p). Furthermore, the portfolio of asset i
is wi ∈ R and the portfolio of N assets is described by
~w = (w1, w2, · · · , wN )T ∈ RN , where the notation T
means the transposition of a matrix or vector. Similar to
in previous work, since no restriction on short selling is
imposed, the portfolio can take any real number. In ad-
dition, the portfolio ~w is only under constraints of budget
and expected return
N∑
i=1
wi = N, (1)
N∑
i=1
wiri = NR, (2)
respectively, where R is the expected return coefficient.
Then, the investment risk of portfolio ~w under these
two constraints, H(~w|X), is defined as follows:
H(~w|X) = 1
2N
p∑
µ=1
(
N∑
i=1
wix¯iµ −
N∑
i=1
wiri
)2
=
1
2
~wTJ ~w, (3)
where the modified return rate xiµ = x¯iµ− ri and return
rate matrix X =
{
xiµ√
N
}
∈ RN×p are used. In addition,
we will need matrix J = {Jij} = XXT ∈ RN×N , which
has i, j elements as follows:
Jij =
1
N
p∑
µ=1
xiµxjµ. (4)
Hereafter the coefficient 12 is included to simplify the dis-
cussion below. The method used in the analysis of the
minimization of investment risk under two constraints is
basically similar to those in Refs. [15, 20].
In Ref. [20], the minimal investment risk per asset
ε = 1
N
H(~w∗|X), the investment concentration qw =
1
N
(~w∗)T ~w∗, and the Sharpe ratio S = R√
2ε
were derived
and shown respectively to be
ε =
s2(α− 1)
2
[
1 +
(R −m)2
σ2
]
, (5)
qw =
α
α− 1
[
1 +
(R−m)2
σ2
]
, (6)
S =
R√
s2(α− 1)
[
1 + (R−m)
2
σ2
] , (7)
where ~w∗ is the portfolio which can minimize the invest-
ment risk H(~w|X), and thus they all depend on period
ratio α = p/N ∼ O(1). The Sharpe ratio is a criterion
defined as the ratio of the expected return per asset to
the square root of twice the investment risk per asset.
Note that if the investment risk is constant, the larger
the expected return is, the better the portfolio is; and if
the expected return is constant, the smaller the invest-
ment risk is, the better the portfolio is. In either case,
rational investors seek the portfolio which can maximize
the Sharpe ratio. For an interpretation of investment
concentration, see Ref. [15].
In the above-mentioned previous work, it was assumed
that the variance of the return rate of each asset is
unique, that is, V [x¯iµ](= vi) = s
2, and the hyperpa-
rameters of the means E[x¯iµ] = ri are independently and
identically Gaussian distributed with mean m and vari-
ance σ2. As in Ref. [15], our aim in this paper is to
analyze the minimization of investment risk under these
two constraints for the case that the distributions of the
hyperparameters of mean ri and variance vi are not lim-
ited to a specific probability family; we here propose an
analytical approach based on replica analysis.
III. REPLICA ANALYSIS
In this section, we analyze the minimization of invest-
ment risk under constraints of budget and expected re-
turn by using a replica analysis technique which was de-
veloped previous studies [13, 15, 16, 18–20]. The par-
tition function of this investment system at the inverse
temperature β(> 0), Z(R,X,~r), is defined as follows:
Z(R,X,~r) =
∫
~w∈W
d~we−βH(~w|X), (8)
where W = {~w ∈ RN |~wT~e = N, ~wT~r = NR} is the fea-
sible portfolio subset space characterized by Eqs. (1) and
(2), ~e = (1, 1, · · · , 1)T ∈ RN , and ~r = (r1, r2, · · · , rN )T ∈
RN are employed. Then, using
φ = lim
N→∞
1
N
E [logZ(R,X,~r)]
= lim
N→∞
1
N
lim
n→0
∂
∂n
logE [Zn(R,X,~r)] , (9)
the minimal investment risk per asset ε is given by
ε = − lim
β→∞
∂φ
∂β
, (10)
4where the notation E[f(X,~r)] means the expectation of
f(X,~r), in which the return rate matrix is X and the
vector of hyperparameter of the mean is ~r. Using the
ansatz of the replica symmetry solution discussed in pre-
vious studies [13, 15, 18–20], E [Zn(R,X,~r)] for n ∈ Z
and φ are assessed. Here the replica symmetric solution
is
qwab =
1
N
N∑
i=1
wiawib
=
{
χw + qw a = b
qw a 6= b , (11)
qsab =
1
N
N∑
i=1
viwiawib
=
{
χs + qs a = b
qs a 6= b , (12)
q˜wab =
{
χ˜w − q˜w a = b
−q˜w a 6= b , (13)
q˜sab =
{
χ˜s − q˜s a = b
−q˜s a 6= b , (14)
ka = k, (15)
θa = θ, (16)
where ~wa = (w1a, w2a, · · · , wNa)T ∈ RN , (a, b =
1, 2, · · · , n), q˜wab and q˜sab are the auxiliary variables of
qwab and qsab, respectively, ka is the auxiliary variable
related to the budget constraint in Eq. (1), and θa is
the auxiliary variable related to the expected return con-
straint in Eq. (2). From these settings, using replica
symmetric solution,
φ = Extr
Θ
{
−α
2
log(1 + βχs)− αβqs
2(1 + βχs)
− k −Rθ
−1
2
〈log(χ˜w + vχ˜s)〉+ 1
2
〈
q˜w + vq˜s
χ˜w + vχ˜s
〉
+
1
2
〈
(k + rθ)2
χ˜w + vχ˜s
〉
+
1
2
(χw + qw)(χ˜w − q˜w) + qw q˜w
2
+
1
2
(χs + qs)(χ˜s − q˜s) + qsq˜s
2
}
(17)
is analyzed, where α = p/N ∼ O(1), and the notation
Extrmg(m) means the extremum of g(m) with respect to
m. Furthermore, Θ = {k, θ, χw, qw, χ˜w, q˜w, χs, qs, χ˜s, q˜s}
represents the set of the order parameters. The notation
〈f(r, v)〉 = lim
N→∞
1
N
N∑
i=1
f(ri, vi), (18)
is also used. Note that the deviation of φ in Eq. (17) is
discussed in appendix A.
From the extremum conditions for Eq. (17) with re-
spect to these parameters, the primal order parameters
are as follows:
χs =
1
β(α− 1) , (19)
qs =
α
(α− 1) 〈v−1〉
(
1 +
(R−R1)2
V1
)
, (20)
χw =
〈
v−1
〉
β(α− 1) , (21)
qw =
1
α− 1
(
1 +
(R−R1)2
V1
)
+
〈
v−2
〉
c(R)
〈v−1〉2 V 21
, (22)
where
R1 =
〈
v−1r
〉
〈v−1〉 , (23)
R2 =
〈
v−2r
〉
〈v−2〉 , (24)
V1 =
〈
v−1r2
〉
〈v−1〉 −
(〈
v−1r
〉
〈v−1〉
)2
, (25)
V2 =
〈
v−2r2
〉
〈v−2〉 −
(〈
v−2r
〉
〈v−2〉
)2
, (26)
c(R) = V2 (R−R1)2 + (V1 + (R−R1)(R2 −R1))2 .
(27)
From these results, the minimal investment risk per as-
set ε is derived as follows using ε = − limβ→∞ ∂φ∂β =
limβ→∞
(
αχs
2(1+βχs)
+ αqs2(1+βχs)2
)
in Eq. (10):
ε =
α− 1
2〈v−1〉
(
1 +
(R −R1)2
V1
)
. (28)
In addition, Sharpe ratio S = R√
2ε
is given by
S =
√
〈v−1〉
α− 1
R√
1 + (R−R1)
2
V1
. (29)
Note that the investment concentration qw was derived
in Eq. (22).
IV. DISCUSSION
In this section, several properties of the proposed ap-
proach will be discussed in detail.
A. Comparison with the results derived using the
Lagrange multiplier method
First, we will derive the minimal investment risk per
asset ε by using the Lagrange multiplier method, and
5compare the results with those of replica analysis. Here,
the Lagrange multiplier L is defined as follows:
L =
1
2
~wTJ ~w + k(N − ~wT~e) + θ(NR− ~wT~r). (30)
Then the optimal portfolio ~w∗ is obtained by solving
∂L
∂ ~w
= 0, ∂L
∂k
= ∂L
∂θ
= 0 to give
~w∗ = kJ−1~e+ θJ−1~r, (31)(
k
θ
)
=
1
D
(
~rTJ−1~r
N
−~rTJ−1~e
N
−~rTJ−1~e
N
~eTJ−1~e
N
)(
1
R
)
, (32)
where
D =
(
~eTJ−1~e
N
)2 [
~rTJ−1~r
~eTJ−1~e
−
(
~rTJ−1~e
~eTJ−1~e
)2]
. (33)
Thus, from the relation ε = 12N ~w
TJ ~w = k+Rθ2 , the min-
imal investment risk per asset is
ε =
N
2~eTJ−1~e

1 +
(
R− ~rTJ−1~e
~eTJ−1~e
)2
~rTJ−1~r
~eTJ−1~e
−
(
~rTJ−1~e
~eTJ−1~e
)2

 . (34)
Moreover, by the argument in appendix B (Eq. (B10) to
Eq. (B12)), in the limit of a large number of assets N ,
1
N
~eTJ−1~e = 〈v
−1〉
α−1 ,
1
N
~rTJ−1~e = 〈v
−1r〉
α−1 , and
1
N
~rTJ−1~r =
〈v−1r2〉
α−1 are obtained briefly. We substitute these into Eq.
(34) to obtain
ε =
α− 1
2〈v−1〉
(
1 +
(R−R1)2
V1
)
(35)
in terms of R1 in Eq. (23) and V1 in Eq. (25). Thus, the
result using the Lagrange multiple method is identical to
that using replica analysis in Eq. (28).
B. Dual optimization problem
Next, we will discuss the dual problem of the minimiza-
tion of investment risk problem under constraints of bud-
get and expected return, which is equivalent to the max-
imization of expected return problem under constraints
of budget and investment risk. From an argument made
in previous work [19, 20], the maximum and minimum of
the expected return per asset R = 1
N
∑N
i=1 riwi can be
written as follows:
Rmax = lim
N→∞
max
~w∈W′
{
1
N
N∑
i=1
riwi
}
, (36)
Rmin = lim
N→∞
min
~w∈W′
{
1
N
N∑
i=1
riwi
}
. (37)
That is, we can define two dual problems systematically
using the feasible portfolio subset space characterized by
the constraints of budget and investment risk, which is
written as follows:
W ′ =
{
~w ∈ RN
∣∣∣∣~wT~e = N, 12 ~wTJ ~w = Nε
}
. (38)
As shown in previous work [20], it is also easy to solve this
dual problem by using replica analysis (see also appendix
A). Specifically, we can find the upper and lower bounds
on expected return by using Eq. (28) as follows:
Rmax = R1 +
√
V1
(
2 〈v−1〉
α− 1 ε− 1
)
, (39)
Rmin = R1 −
√
V1
(
2 〈v−1〉
α− 1 ε− 1
)
. (40)
C. Comparison with the results under only the
budget constraint
We will ascertain whether the minimization of invest-
ment risk problem under only the budget constraint an-
alyzed in previous work [15] is included in the analytical
results of the present paper. In the previous work, the
variances of the return rates of the assets were not iden-
tical. That is, since V [x¯iµ](= vi) = si,
〈
v−1
〉
= lim
N→∞
1
N
N∑
i=1
1
si
, (41)
and the right-hand side is rewritten as
〈
s−1
〉
. Then the
minimal investment risk per asset of the minimization
portfolio problem under the budget constraint only, ε0,
can be described as ε0 =
α−1
2〈s−1〉 , which is the first term
in Eq. (28). From this, the second term in Eq. (28),
α−1
2〈s−1〉
(R−R1)2
V1
, is related to the expected return con-
straint. Moreover, using E[x¯iµ](= ri) = R, since the
budget constraint in Eq. (1) can be equivalent to the ex-
pected return constraint in Eq. (2), the minimal invest-
ment risk per asset ε takes its minimum; that is, from
R = R1, the second term in Eq. (28),
α−1
2〈s−1〉
(R−R1)2
V1
, is
0 and if V1 = V2 → 0, then c(R)/V 21 → 1, implying
ε =
α− 1
2 〈s−1〉 , (42)
qw =
1
α− 1 +
〈
s−2
〉
〈s−1〉2 . (43)
Namely, the result obtained in previous work (Eq. (5)
and Eq. (6)) is included in the present analysis (recall
that
〈
s−2
〉
= limN→∞ 1N
∑N
i=1
1
s2
i
).
D. Comparison with the results under constraints
of budget and expected return
Let us now clarify that the analytical results of the
minimization of investment risk problem under con-
6straints of budget and expected return previously re-
ported [20] are replicated by our proposed approach.
Here, the variance of return rate of each asset is a con-
stant, that is, V [x¯iµ](= vi) = s
2, and E[x¯iµ] = ri are
independently and identically Gaussian distributed with
meanm and variance σ2. Then,
〈
v−1
〉
= s−2, R1 = R2 =
m,V1 = V2 = σ
2, and c(R) = σ2(R −m)2 + σ4, which
gives
ε =
s2(α− 1)
2
(
1 +
(R−m)2
σ2
)
, (44)
qw =
α
α− 1
(
1 +
(R−m)2
σ2
)
. (45)
Thus, our results here agree with those in previous work.
In addition, when ri and vi are uncorrelated with each
other, R1 = R2 = 〈r〉 = m and V1 = V2 =
〈
r2
〉 − 〈r〉2 =
σ2, which has no effect on qw in Eq. (45). Note that,
using relation s2 =
〈
v−1
〉−1
, Eq. (44) takes the following
form:
ε =
α− 1
2 〈v−1〉
(
1 +
(R−m)2
σ2
)
. (46)
E. Pythagorean theorem of the Sharpe ratio
As an innovative highlight of the proposed approach,
let us discuss the macroscopic relationship of Sharpe ratio
S = R√
2ε
. From Eq. (29), the maximal Sharpe ratio
S(R∗) occurs at R = R∗ = R
2
1
+V1
R1
=
〈v−1r2〉
〈v−1r〉 , with
S(R∗) =
√
〈v−1〉
α− 1
√
R21 + V1. (47)
Further, the case of having the budget constraint only
(R = R1) and the case that the return coefficient R is set
at infinity,
S(R1) =
√
〈v−1〉
α− 1R1, (48)
S(∞) =
√
〈v−1〉
α− 1
√
V1, (49)
can also be obtained. Using these results, the following
relation can be proved, which we call the Pythagorean
theorem of the Sharpe ratio:
S2(R∗) = S2(R1) + S2(∞). (50)
Equation (50) is interpreted as follows. Using Eq.
(28), since the minimal investment risk per asset ε is
a quadratic function of R, R = R1 is the return coeffi-
cient which can minimize the minimal investment risk,
and R → ∞ is the return coefficient which can maxi-
mize the minimal investment risk, for convenience sake,
it can be interpreted that the square sum of Sharpe ratios
at the two extremes S2(R1) + S
2(∞) is consistent with
the square of the maximal Sharpe ratio S2(R∗). Note
that the strong theorem in Eq. (50) holds at for any
α > 1 and arbitrary distributions of the hyperparame-
ters E[x¯iµ] = ri and V [x¯iµ] = vi. Moreover, this theorem
is distinct from the Pythagorean theorem of a rectangu-
lar triangle; though the geometrical interpretation is not
yet clear, this theorem could imply new macroscopic re-
lations (similar to thermodynamic relations) related to
mathematical finance.
F. Maximization of Sharpe ratio
Next, we will discuss the maximal Sharpe ratio without
using replica analysis. By using Eqs. (2) and (3), Sharpe
ratio S = R√
2ε
is generalized to S =
1
N
~rT ~w√
1
N
~wTJ ~w
, based on
Cauchy–Schwarz inequality
∣∣∣~aT~b∣∣∣ ≤ √~aT~a√~bT~b, since
~aT~b√
~bT~b
takes a maximum value
√
~aT~a at ~b = K~a, (K > 0).
Then the maximal Sharpe ratio S(R∗) is
S(R∗) =
√
1
N
~rTJ−1~r, (51)
where ~a = J−
1
2~r and ~b = J
1
2 ~w have already been em-
ployed. Furthermore, from ~b = K~a, ~w = KJ−1~r, when
the coefficient K is K = N
~rTJ−1~e
, Eq. (1) is satisfied.
From this, the expected return which can maximize the
Sharpe ratio, R∗ = 1
N
~rT ~w, is given by
R∗ =
~rTJ−1~r
~rTJ−1~e
. (52)
From an argument in appendix B, R∗ = 〈v
−1r2〉
〈v−1r〉 , which is
consistent with the result in the previous subsection. Fur-
ther, in a similar way, from 1
N
~rTJ−1~r = 〈v
−1r2〉
α−1 , S(R
∗)
in Eq. (51) is given by
S(R∗) =
√
〈v−1〉
α− 1
√
〈v−1r2〉
〈v−1r〉
√
〈v−1r〉
〈v−1〉
=
√
〈v−1〉
α− 1
√
R21 + V1
R1
√
R1, (53)
where
〈v−1r2〉
〈v−1r〉 =
R2
1
+V1
R1
and
〈v−1r〉
〈v−1〉 = R1 have already
been applied. Thus this result agrees with Eq. (47).
G. Comparison with the result based on operations
research
Finally, we should compare the results derived using
the standard approach in operations research [1–8] with
those derived from our replica analysis. Firstly, following
the standard analytical procedure, the expected invest-
ment risk E[H(~w|X)] is estimated as follows:
E[H(~w|X)] = α
2
N∑
i=1
viw
2
i . (54)
7Next, the portfolio which can minimize the expected in-
vestment risk E[H(~w|X)] under the budget constraint in
Eq. (1) and the expected return constraint in Eq. (2),
~wOR = (wOR1 , · · · , wORN )T = argmin~w∈W E[H(~w|X)] ∈
RN , can be determined, giving the following minimal
expected investment risk per asset:
εOR = lim
N→∞
1
N
E[H(~wOR|X)]
=
α
2〈v−1〉
(
1 +
(R−R1)2
V1
)
, (55)
Therefore, the opportunity loss of the portfolio which is
provided by the approach of operations research, ~wOR,
that is, κ = ε
OR
ε
, is calculated as follows:
κ =
α
α− 1 . (56)
Namely, the portfolio which can minimize the expected
investment risk E[H(~w|X)] (but not the investment risk
H(~w|X)), ~wOR, does not always minimizeH(~w|X). From
this, it is clarified that the standard analytical procedure
provides a portfolio ~wOR which does not consider the di-
versification of risk, unlike the optimal portfolio obtained
by our proposed approach (see appendix C for details).
Notice that since the opportunity loss in Eq. (56) de-
pends on α and not on the distributions of the hyperpa-
rameters E[x¯iµ] = ri and V [x¯iµ] = vi, this macroscopic
relation between risks holds in a similar fashion to the
Pythagorean theorem of the Sharpe ratio given in Eq.
(50).
Similarly, the investment concentration of the standard
analytical procedure qORw = limN→∞
1
N
∑N
i=1(w
OR
i )
2 is
evaluated as follows:
qORw =
〈
v−2
〉
c(R)
〈v−1〉2 V 21
. (57)
That is, qORw is the same as the second term in Eq.
(22). In addition, when α is close to 1, in general, ra-
tional investors tend to invest intensively in assets of
comparatively small risk. If the reference return rate
is set as X =
{
xiµ√
N
}
∈ RN×p [13, 15, 20], such in-
vestment behavior is well known to cause the invest-
ment concentration qw to be large. Namely, qw in Eq.
(22) is successful at expressing the optimal investment
behavior and qORw in Eq. (57) fails to take into ac-
count the optimal investment strategy. Thus, the port-
folio which can minimize the expected investment risk
~wOR = argmin~w∈W E[H(~w|X)] unfortunately fails to in-
clude some important investment properties that are pos-
sessed by ~w∗ = argmin~w∈W H(~w|X).
In addition, other sorts of risk than the minimal in-
vestment risk H(~w∗|X) and the minimal expected in-
vestment risk E[H(~wOR|X)] can be considered. For in-
stance, one can substitute the optimal portfolio ~w∗ =
argmin~w∈W H(~w|X) into the expected investment risk
E[H(~w|X)] in Eq. (54) to obtain the expected invest-
ment risk per asset of the optimal portfolio ~w∗, that is,
TABLE II. Comparison of typical risks per asset. Note that
the upper left entry ε and lower right entry εOR define the
opportunity loss κ, the upper left entry ε and lower left entry
ε′ define the opportunity loss κ′, and the upper right entry
is consistent with the lower right entry, the expectation of
H(~wOR|X).
~w∗ ~wOR
H(~w|X) ε εOR
E[H(~w|X)] ε′ εOR
ε′ = limN→∞ lim~w→~w∗ 1NE[H(~w|X)] is estimated as fol-
lows;
ε′ =
α
2
lim
N→∞
1
N
N∑
i=1
vi(w
∗
i )
2
=
α
2
(χs + qs) , (58)
where qsaa = χs+qs in Eq. (12) is used. If β →∞, χs →
0 is obtained. That is, qs defined in our replica analysis
corresponds to ε′, the expected investment risk per asset
of the optimal portfolio ~w∗. Moreover, the opportunity
loss of ε′ with respect to the minimal investment risk per
asset ε, that is, κ′ = ε
′
ε
, is as follows:
κ′ =
(
α
α− 1
)2
. (59)
Notice that the opportunity loss in Eq. (59), κ′, depends
on α and not on the distributions of the hyperparameters
E[x¯iµ] = ri and V [x¯iµ] = vi in a similar way as the
opportunity loss κ in Eq. (56) (see Table II).
V. NUMERICAL EXPERIMENTS
In this section, we verify the effectiveness of our pro-
posed method by using a numerical experiment. From
the discussion in subsection IVD, if ri and vi are in-
dependently distributed with respect to each other, the
results using the proposed approach are consistent with
those using our previously reported approach [20]; there-
fore, we will next consider the case that ri and vi are
correlated with each other. For instance, recalling that
ri = E[x¯iµ] and vi = E[x¯
2
iµ]− (E[x¯iµ])2, we assume that
E[x¯2iµ] is proportional to r
2
i , that is, E[x¯
2
iµ] = (hi + 1)r
2
i .
Here, hi is a random coefficient to simplify the descrip-
tion in Eq. (60), and variance vi is described using the
square of the hyperparameter of the mean, r2i , and hi as
follows:
vi = hir
2
i . (60)
Then ri and hi are independently distributed with
Pareto distributions within the bounded interval (lr ≤
ri ≤ ur, lh ≤ hi ≤ uh) and these probability density
functions (which we call the bounded Pareto distribu-
tions with the powers cr and ch, respectively) are defined
8as follows [22]:
fr(ri) =
{ 1−cr
u
1−cr
r −l1−crr r
−cr
i lr ≤ ri ≤ ur
0 otherwise
, (61)
fh(hi) =
{
1−ch
u
1−ch
h
−l1−ch
h
h−chi lh ≤ hi ≤ uh
0 otherwise
. (62)
That is, the parameters of the density functions fr(ri)
and fh(hi) of ri and hi are (lr, ur, cr) and (lh, uh, ch), re-
spectively, where lr, lh, cr, ch > 0 is assumed. In addition,
in the case that λ, λ′ are independently and identically
uniformly distributed over the interval 0 ≤ λ, λ′ ≤ 1,
ri, hi are assigned as ri = (λu
1−cr
r +(1−λ)l1−crr )
1
1−cr and
hi = (λ
′u1−chh +(1−λ′)l1−chh )
1
1−ch , respectively. That is,
they are drawn from the probability density functions in
Eq. (61) and Eq. (62).
We can derive numerically the minimal investment risk
per asset ε using the following steps:
Step 1: Assign ri and hi independently to the bounded
Pareto distributions in Eqs. (61) and (62); in ad-
dition to setting the hyperparameter of mean ri,
we can prepare the hyperparameter of variance
vi(= hir
2
i ).
Step 2: Draw the return rate of asset i at period µ, x¯iµ,
from a probability distribution such that E[x¯iµ] =
ri and V [x¯iµ] = vi. Calculate the modified return
rate xiµ = x¯iµ − ri to construct the return rate
matrix X =
{
xiµ√
N
}
∈ RN×p.
Step 3: Calculate J = XXT ∈ RN×N and the inverse
matrix J−1.
Step 4: Evaluate 1
N
~eTJ−1~e, 1
N
~rTJ−1~e, and 1
N
~rTJ−1~r.
Step 5: Evaluate the minimal investment risk per asset
ε by using Eq. (34).
In order to assess the typical behavior of the minimal
investment risk per asset using this procedure, M trial
experiments are performed. Specifically, we construct
M return rate matrices Xm =
{
xmiµ√
N
}
∈ RN×p, (m =
1, 2, · · · ,M), M vectors of the hyperparameters of the
means of the assets ~rm = (rm1 , r
m
2 , · · · , rmN )T ∈ RN , and
M vectors of the hyperparameters of the variances of the
assets ~vm = (vm1 , v
m
2 , · · · , vmN )T ∈ RN in Steps 1 and 2,
and determine the minimal investment risk per asset at
each trial εm in Steps 3 to 5. The expectation of the
minimal investment risk per asset ε is then estimated as
follows:
ε =
1
M
M∑
m=1
εm. (63)
In a similar way, the investment concentration qw and
Sharpe ratio S are also evaluated using the above-
mentioned steps and we compare the results with those
derived using replica analysis.
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FIG. 1. Results of the replica analysis and the numerical
experiments (α = p/N = 2). The horizontal axis indicates
the return coefficient R, and the vertical axes show (a) the
minimal investment risk per asset ε, (b) the investment con-
centration qw , and (c) the Sharpe ratio S. The solid (orange)
lines indicate the results of the replica analysis for (a) Eq.
(28), (b) Eq. (22), and (c) Eq. (29). The (blue) asterisks
with error bars indicate the results of the numerical simula-
tion, and the dashed (black) lines indicate the results for (a)
ε0 =
α−1
2〈v−1〉
, (b) 1
α−1
+
〈v−2〉
〈v−1〉2
, and (c) S(R∗) =
√
〈v−1r2〉
α−1
.
In this experiment, we use the following settings:
(lr, ur, cr) = (lh, uh, ch) = (1, 2, 2), number of assets
N = 1000, number of periods p = 2000 (that is, as
α = p/N = 2), and number of trials M = 100. For these
numerical settings, we assess the minimal investment risk
per asset, investment concentration, and Sharpe ratio, as
shown in Fig. 1. From these figures, the results are obvi-
ously consistent with other. That is, these comparisons
validate the applicability of our proposed methodology
based on replica analysis.
9VI. CONCLUSION AND FUTURE WORK
To refine the portfolio optimization problem discussed
in previous work [20], which was under constraints of
budget and expected return for the case that the variance
of the return rate of each asset is unique and the hyper-
parameters of the means of the assets are independently
and identically Gaussian distributed, in the present study
we consider the portfolio optimization problem under
these two constraints for the case that the hyperparam-
eters of the means and variances of the assets have arbi-
trary distributions (although, so as to verify our proposed
method, the distributions of hyperparameters were lim-
ited in numerical simulations). Using replica analysis,
the minimal investment risk per asset, investment con-
centration, and Sharpe ratio of the above-explained op-
timization problem were analytically derived. Moreover,
by comparing the results obtained in previous work, those
derived using the Lagrange multiplier method, and our
numerical results, the applicability of our proposed ap-
proach based on replica analysis was validated. In addi-
tion, relations between macroscopic variables which are
represented by the Pythagorean theorem of the Sharpe
ratio in Eq. (50) and the two opportunity losses in Eqs.
(56) and (59) were derived. Furthermore, it was shown
that the portfolio which is discussed in operations re-
search and which can minimize the expected investment
risk (which is not the same as the investment risk itself)
is not always consistent with the optimal portfolio which
can minimize the investment risk. Since the above op-
portunity losses are larger than 1, from the argument
in this paper, as the unfortunate consequence, it is val-
idated that the approach which should be based on an
ill-developed philosophy is not possible to attain the opti-
mal asset management which is expected by the rational
investors. While, fortunately, interdisciplinary research
fields have provided step-by-step richer knowledge and
novel insight for optimal investing to rational investors
using the analytical approaches well-developed in statis-
tical mechanical informatics, we should continue ongoing
work to further explore the undeveloped frontier in order
to develop an approach which can derive the optimal in-
vestment management which meets the expectations of
investors.
As future work, although the present paper does not
discuss mathematically our obtained relation between the
macroscopic variables sufficiently, in order to increase the
sophistication of the body of knowledge of mathematical
finance, we need to provide a geometrical interpretation
of the Pythagorean theorem of the Sharpe ratio. More-
over, we also need to determine additional relations be-
tween the macroscopic variables besides the Pythagorean
theorem of the Sharpe ratio in Eq. (50) and the oppor-
tunity losses in (56) and (59).
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Appendix A: Replica calculation
In this appendix, we explain replica analysis in the
main context of interest in this paper. The same as in
previous work [13, 15, 18–20], E [Zn(R,X,~r)] , (n ∈ Z) is
described as follows:
E [Zn(R,X,~r)]
= Extr
~k,~θ
1
(2π)
Nn
2
+pn
∫ ∞
−∞
∏
a
d~wad~uad~za
E
[
exp
(
−β
2
∑
µ,a
z2µa +
∑
a
ka
(∑
i
wia −N
)
+
∑
a
θa
(∑
i
riwia −NR
)
+i
∑
µ,a
uµa
(
zµa − 1√
N
∑
i
wiaxiµ
))]
, (A1)
where here for convenience,
∑
i indicates
∑N
i=1,
∑
µ
represents
∑p
µ=1,
∑
a is
∑n
a=1, and
∏
a means
∏n
a=1.
Moreover, ~wa = (w1a, w2a, · · · , wNa)T ∈ RN , (a, b =
1, 2, · · · , n), ~ua = (u1a, u2a, · · · , upa)T ∈ Rp, ~za =
(z1a, z2a, · · · , zpa)T ∈ Rp, ~k = (k1, k2, · · · , kn)T ∈ Rn,
and ~θ = (θ1, θ2, · · · , θn)T ∈ Rn. Further, the integral
g(~wa) over the feasible portfolio subset space (that is,
satisfying the budget constraint in Eq. (1) and the ex-
pected return constraint in Eq. (2)),W , is approximated
as follows:∫
~wa∈W
d~wag(~wa)
= Extr
ka,θa
1
(2π)
N
2
∫ ∞
−∞
d~wag(~wa)
exp
(
ka
(∑
i
wia −N
)
+ θa
(∑
i
riwia −N
))
.
(A2)
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Next, we can assess each part of the integral step by step
as follows:
logE

exp

− i√
N
∑
i,µ
xiµ
∑
a
uµawia




= Extr
Qw ,Q˜w,Qs,Q˜s

−12
∑
µ,a,b
qsabuµauµb
−1
2
∑
a,b
q˜wab
(∑
i
wiawib −Nqwab
)
−1
2
∑
a,b
q˜sab
(∑
i
viwiawib −Nqsab
)
 . (A3)
As the order parameters, we define
qwab =
1
N
N∑
i=1
wiawib, (A4)
qsab =
1
N
N∑
i=1
viwiawib, (A5)
and q˜wab and q˜sab are the corresponding auxiliary param-
eters. Moreover, Qw = {qwab} ∈ Rn×n, Qs = {qsab} ∈
Rn×n, Q˜w = {q˜wab} ∈ Rn×n, and Q˜s = {q˜sab} ∈ Rn×n
are used. In addition, using the Gaussian integral with
respect to ~ua, ~za,
1
(2π)pn
∫ ∞
−∞
∏
a
d~uad~za exp
(
−β
2
∑
µ,a
z2µa
+i
∑
µ,a
uµazµa − 1
2
∑
µ,a,b
qsabuµauµb


= exp
(
−p
2
log det |I + βQs|
)
, (A6)
where I is the n× n identify matrix. In a similar way,
using the Gaussian integral with respect to ~wa,
1
(2π)
Nn
2
∫ ∞
−∞
∏
a
d~wa exp

−1
2
∑
i,a,b
q˜wabwiawib
−1
2
∑
i,a,b
q˜sabviwiawib +
∑
i,a
kawia +
∑
i,a
θariwia


= exp
(
−1
2
∑
i
log det
∣∣∣Q˜w + viQ˜s∣∣∣
+
1
2
∑
i
(~k + ri~θ)
T
(
Q˜w + viQ˜s
)−1
(~k + ri~θ)
)
. (A7)
From this,
logE [Zn(R,X,~r)]
= Extr
~k,~θ,Qw,Q˜w,Qs,Q˜s

N2
∑
a,b
qwabq˜wab +
N
2
∑
a,b
qsabq˜sab
−N
∑
a
ka −NR
∑
a
θa − p
2
log det |I + βQs|
−1
2
∑
i
log det
∣∣∣Q˜w + viQ˜s∣∣∣
+
1
2
∑
i
(~k + ri~θ)
T
(
Q˜w + viQ˜s
)−1
(~k + ri~θ)
}
. (A8)
and, in the limit of a large number of assets, using the
replica symmetric solution derived in Eqs. (11) to (16),
lim
N→∞
1
N
logE [Zn(R,X,~r)]
= Extr
Θ
{
n
2
(χw + qw)(χ˜w − q˜w)− n(n− 1)
2
qw q˜w
+
n
2
(χs + qs)(χ˜s − q˜s)− n(n− 1)
2
qsq˜s − nk − nRθ
−α(n− 1)
2
log(1 + βχs)− α
2
log(1 + βχs + nβqs)
−n− 1
2
〈log(χ˜w + vχ˜s)〉
−1
2
〈log(χ˜w + vχ˜s − n(q˜w + vq˜s))〉
+
n
2
〈
(k + rθ)2
χ˜w + vχ˜s − n(q˜w + vq˜s)
〉}
(A9)
can be calculated. Substituting the result into Eq. (9),
Eq. (17) is obtained by using α = p/N ∼ O(1).
By a similar argument, we can easily solve the dual
problem in subsection IVB by using replica analysis.
From the discussion in previous work [20], the partition
function Z(ε,X,~r) and the Hamiltonian H′(~w|~r) are de-
fined as follows:
Z(ε,X,~r) =
∫
~w∈W′
d~weβH
′(~w|~r), (A10)
H′(~w|~r) =
N∑
i=1
riwi, (A11)
where the feasible portfolio subset space characterized by
the constraints of budget and investment risk,
W ′ =
{
~w ∈ RN
∣∣∣∣~wT~e = N,Nε = 12 ~wTJ ~w
}
, (A12)
is employed. From this, using the self-averaging prop-
erty of this disordered system, in order to perform this
optimization problem,
φ = lim
N→∞
1
N
E [logZ(ε,X,~r)] , (A13)
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is defined. Then, from the following identical equations,
Rmax = lim
β→∞
∂φ
∂β
, (A14)
Rmin = lim
β→−∞
∂φ
∂β
, (A15)
the maximal and minimal expected returns per asset,
Rmax and Rmin, can be evaluated.
In a similar way to the above-discussed replica analysis,
using the replica symmetric solution,
φ = Extr
Θ
{
εθ − k − α
2
log(1 + θχs)− αθqs
2(1 + θχs)
+
1
2
(χw + qw)(χ˜w − q˜w) + 1
2
qw q˜w
+
1
2
(χs + qs)(χ˜s − q˜s) + 1
2
qsq˜s +
1
2
〈
q˜w + vq˜s
χ˜w + vχ˜s
〉
−1
2
〈log(χ˜w + vχ˜s)〉+ 1
2
〈
(k + rβ)2
χ˜w + vχ˜s
〉}
, (A16)
can also be estimated where Θ =
{k, θ, χw, qw, χ˜w, q˜w, χs, qs, χ˜s, q˜s} is the set of the
order parameters. From the extremum conditions for
Eq. (A16) with respect to these parameters, in terms of
parameter θ, the primal parameters are as follows:
χs =
1
θ(α − 1) , (A17)
qs =
α
(α− 1) 〈v−1〉 +
α
〈
v−1
〉
V1
(α− 1)3
(
β
θ
)2
, (A18)
k =
θ(α − 1)
〈v−1〉 − βR1. (A19)
Furthermore,
∂φ
∂β
=
β
〈
v−1r2
〉
θ(α− 1) +
k
〈
v−1r
〉
θ(α− 1)
= R1 +
〈
v−1
〉
V1
α− 1
β
θ
, (A20)
is obtained. Then in order to analyze the upper and
lower bounds of the expected return per asset, we need
to assess θ, which needs to satisfy the following equation:
ε =
αχs
2(1 + θχs)
+
αqs
2(1 + θχs)2
=
1
2θ
+
α− 1
2 〈v−1〉 +
〈
v−1
〉
V1
2(α− 1)
(
β
θ
)2
. (A21)
Rearranging, this can be written as(
β
θ
)2
=
2(α− 1)
〈v−1〉V1
(
ε− 1
2θ
− α− 1
2 〈v−1〉
)
. (A22)
Considering the limit as |β| → ∞, we assume β/θ ∼
O(1); then
β
θ
= ±α− 1〈v−1〉
√
1
V1
(
2 〈v−1〉
α− 1 ε− 1
)
. (A23)
Note that for β → ∞, the right-hand side must be pos-
itive, whereas if β → −∞, it must be negative. Substi-
tuting this expression into Eq. (A20), we obtain
lim
|β|→∞
∂φ
∂β
=


R1 +
√
V1
(
2〈v−1〉
α−1 ε− 1
)
β →∞
R1 −
√
V1
(
2〈v−1〉
α−1 ε− 1
)
β → −∞
.
(A24)
Thus, Rmax and Rmin are consistent with Eqs. (39) and
(40).
Appendix B: Replica analysis for moments
Here 1
N
~eTJ−1~e, 1
N
~rTJ−1~e, and 1
N
~rTJ−1~r are ana-
lyzed. First, in order to determine them, the partition
function Z(k, θ,X) is defined as follows:
Z(k, θ,X) =
1
(2π)
N
2
∫ ∞
−∞
d~we−
1
2
~wTJ ~w+~wT(k~e+θ~r), (B1)
where J = XXT ∈ RN×N . The partition function is
calculated using
logZ(k, θ,X) =
1
2
log det |J |+ k
2
2
~eTJ−1~e+
θ2
2
~rTJ−1~r
+kθ~rTJ−1~e. (B2)
From the self-averaging property, in the limit of large N ,
φ(k, θ) = lim
N→∞
1
N
E [logZ(k, θ,X)] , (B3)
from the second derivatives of φ with respect to k, θ, the
typical behaviors of 1
N
~eTJ−1~e, 1
N
~rTJ−1~e, and 1
N
~rTJ−1~r
are easily determined. Here, using replica analysis and
the replica symmetric solution in the limit that the num-
ber of assets N is large,
φ(k, θ) = Extr
χs,qs,χ˜s,q˜s
{
1
2
(χs + qs)(χ˜s − q˜s) + qsq˜s
2
−α
2
log(1 + χs)− αqs
2(1 + χs)
− 1
2
〈log v〉
−1
2
log χ˜s +
q˜s
2χ˜s
+
1
2χ˜s
〈
(k + rθ)2
v
〉}
, (B4)
is obtained. From the extremum conditions for Eq. (B4),
χs =
1
α− 1 , (B5)
qs =
α
(α− 1)3
〈
(k + rθ)2
v
〉
, (B6)
χ˜s = α− 1, (B7)
q˜s =
1
α− 1
〈
(k + rθ)2
v
〉
, (B8)
12
are obtained by using the replica symmetric solution in
Eqs. (12) and (14). Plugging these into Eq. (B4),
φ(k, θ) =
1
2
− α
2
log
α
α− 1 −
1
2
log(α− 1)
−1
2
〈log v〉+ 1
2(α− 1)
〈
(k + rθ)2
v
〉
, (B9)
is obtained. Thus, 1
N
~eTJ−1~e, 1
N
~rTJ−1~e, and 1
N
~rTJ−1~r
are calculated as follows:
lim
N→∞
1
N
~eTJ−1~e =
∂2φ(k, θ)
∂k2
=
〈
v−1
〉
α− 1 , (B10)
lim
N→∞
1
N
~rTJ−1~e =
∂2φ(k, θ)
∂θ∂k
=
〈
v−1r
〉
α− 1 , (B11)
lim
N→∞
1
N
~rTJ−1~r =
∂2φ(k, θ)
∂θ2
=
〈
v−1r2
〉
α− 1 . (B12)
Appendix C: Stochastic Optimization
In this appendix, we summarize the framework of
stochastic optimization [13]. First, for a given random
variable X , using a real-valued function bounded below
with respect to the control parameter w ∈ W , f(w,X),
we discuss the optimal solution w which can minimize
f(w,X), the minimal value of f(w,X), and its typical
behavior. The random variable X is assumed to follow
one of the well-known distributions and the feasible sub-
set space of the control parameter w is W . From the
below discussion, the following results do not always re-
quire that f(w,X) is convex with respect to w.
For a pair w,X ,
f(w,X) ≥ min
w∈W
f(w,X), (C1)
holds. Let w∗(X) be the value of w which realizes the
minimum on the right-hand side, that is,
w∗(X) = arg min
w∈W
f(w,X). (C2)
Thus, the equality case of Eq. (C1) can be rewritten as
follows:
f(w∗(X), X) = min
w∈W
f(w,X), (C3)
that is,
f(w,X) ≥ f(w∗(X), X), (C4)
in which one should note that the optimal solution w∗(X)
depends on random variable X , as indicated by the no-
tation.
Next we can take the expectation of both sides of Eq.
(C4) with respect to random variable X :
EX [f(w,X)] ≥ EX [f(w∗(X), X)]. (C5)
Since the right-hand side of Eq. (C5) is constant and the
left-hand side holds for any control parameter w ∈ W ,
the following inequality holds:
min
w∈W
EX [f(w,X)] ≥ EX [f(w∗(X), X)] . (C6)
We can substitute Eq. (C3) into this right-hand side to
also obtain
min
w∈W
EX [f(w,X)] ≥ EX
[
min
w∈W
f(w,X)
]
. (C7)
Thus, the minimum of the expectation of f(w,X) with
respect to control parameter w, minw∈W EX [f(w,X)], is
not always less than the expectation of the minimum of
f(w,X) with respect to w, EX [minw∈W f(w,X)]. Fur-
ther, by a similar argument, we can also consider the
maximization of a real-valued function bounded above
with respect to w, g(w,X), and obtain
max
w∈W
EX [g(w,X)] ≤ EX
[
max
w∈W
g(w,X)
]
. (C8)
Returning to the minimization problem, suppose
minw∈W f(w,X) satisfies the following self-averaging
property:
min
w∈W
f(w,X) = EX
[
min
w∈W
f(w,X)
]
. (C9)
Then from Eqs. (C7) and (C9),
min
w∈W
EX [f(w,X)] ≥ min
w∈W
f(w,X), (C10)
which was discussed in Ref. [13]. That is, in terms of
the discussion in the main text, control parameter w
is a portfolio, random variable X is a return rate ma-
trix, real-valued function f(w,X) bounded from below
is the investment risk, and the feasible subset space
W corresponds to several constraints on the portfo-
lio. Thus, the discussion here clarifies that the or-
dinary portfolio which can minimize the expected in-
vestment risk discussed in operations research, wOR =
argminw∈W EX [f(w,X)], is not always consistent with
the optimal portfolio which can minimize the investment
risk, w∗(X) = argminw∈W f(w,X), and which is sought
by rational investors. Namely, as a physical interpre-
tation of Eq. (C10), the left-hand side of Eq. (C10)
corresponds to an annealed disordered system and the
right-hand side of Eq. (C10) is related to a quenched
disordered system. Moreover, in previous work [13], it
was verified that the minimal investment risk per asset ε
and its investment concentration qw (and Sharpe ratio S,
which is defined using the minimal investment risk per
asset ε and the expected return coefficient R) satisfy the
self-averaging property.
13
[1] H. Markowitz, Portfolio selection, J. Fin. 7, 77 (1952).
[2] H. Markowitz, Portfolio Selection: Efficient Diversifica-
tion of Investments (J. Wiley & Sons, New York, 1959).
[3] Z. Bodie, A. Kane and A. J. Marcus, Investments
(McGraw-Hill, New York, 2014).
[4] D. G. Luenberger, Investment Science (Oxford University
Press, Oxford, 1997).
[5] J. -L. Prigent, Portfolio Optimization and Performance
Analysis (Chapman and Hall/CRC, 2007).
[6] A. Ang, Asset Management (Oxford University Press,
2014).
[7] J. C. Francis and D. Kim, Modern Portfolio Theory (J.
Wiley & Sons, New York , 2013).
[8] E. J. Elton M. J. Gruber, S. J. Brown, and W. N. Goet-
zmann, Modern Portfolio Theory and Investment Anal-
ysis (J. Wiley & Sons, New York , 2014).
[9] S. Ciliberti and M. Me´zard, Risk minimization through
portfolio replication, Eur. Phys. J. B, 27, 175 (2007).
[10] S. Ciliberti, I. Kondor, and M. Me´zard, On the feasi-
bility of portfolio optimization under expected shortfall,
Quant. Fin., 7, 389 (2007).
[11] F. Caccioli, S. Still, M. Marsili, and I. Kondor, Opti-
mal liquidation strategies regularize portfolio selection ,
Euro. J. Fin. 19, 554 (2013).
[12] S. Pafka and I. Kondor, Noisy covariance matrices and
portfolio optimization II, Physica A, 319, 487 (2003).
[13] T. Shinzato, Self-averaging property of minimal in-
vestment risk of mean-variance model, PLoS One, 10,
e0133846 (2015).
[14] T. Shinzato and M. Yasuda, Belief propagation algo-
rithm for portfolio optimization problems, PLoS One, 10,
e0134968 (2015).
[15] T. Shinzato, Portfolio optimization problem with non-
identical variances of asset returns using statistical me-
chanical informatics, Phys. Rev. E, 94, 062102 (2016).
[16] T. Shinzato, Statistical Mechanical Informatics for Port-
folio Optimization Problems without Short Selling , Tech.
Rep. IEICE, 110(461), 23 (2011).
[17] I. Kondor, G. Papp, and F. Caccioli, Analytic so-
lution to variance optimization with no short-selling,
arxiv.org/abs/1612.07067 (2016).
[18] T. Shinzato, Minimal investment risk of portfolio opti-
mization problem with budget and investment concen-
tration constraints, J. Stat. Mech. 023301 (2017).
[19] T. Shinzato, Maximizing and minimizing investment con-
centration with constraints of budget and investment
risk, arxiv.org/abs/1608.04522 (2016).
[20] T. Shinzato, Replica analysis for the duality of the port-
folio optimization problem, Phys. Rev. E, 94, 052307
(2016).
[21] I. Varga-Haszonits, F. Caccioli, and I. Kondor, Replica
approach to mean-variance portfolio optimization, J.
Stat. Mech. 123404 (2016).
[22] I. B. Aban, M. M. Meerschaert and A. K. Panorska, Pa-
rameter estimation for the truncated Pareto distribution,
J. Amer. Stat. Asso. 101, 270 (2012).
