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Abstract
The operator algebraic framework plays an important role in mathematical physics. Many
different operator algebras exist for example for a theory of quantum mechanics. In Loop Quan-
tum Gravity only two algebras have been introduced until now. In the project about Algebras
of Quantum Variables (AQV) for LQG the known holonomy-flux ∗-algebra and the Weyl C∗-
algebra will be modified and a set of new algebras will be proposed and studied. The idea of
the construction of these algebras is to establish a finite set of operators, which generates (in
the sense of Woronowicz, Schmüdgen and Inoue) the different O∗- or C∗-algebras of quantum
gravity and to use inductive limits of these algebras. In the Loop Quantum Gravity approach
usually the basic classical variables are connections and fluxes. Studying the three constraints
appearing in the canonical quantisation of classical general relativity in the ADM-formalism
some other variables like curvature appear. Consequently the main difficulty of a quantisation
of gravity is to find a suitable replacement of the set of elementary classical variables and con-
straints. The algebra of quantum gravity is supposed to be generated by a set of the operators
associated to holonomies, fluxes and in some cases even the curvature. There are two reasonable
choices for this algebra: The set of constraints of Quantum Gravity are contained in or at least
the constraints are affilliated with this algebra. Secondly, the algebra of quantum variables is
said to be physical if it contains complete observables. In the project of Algebras of Quantum
Variables for LQG different algebras will be studied with respect to the property of being a
physical algebra. Furthermore the existence of KMS-states on these algebras will be argued.
Summarising this article will give an overview about the following objects
· the two known algebras for Quantum Gravity in the Loop Quantum Gravity approach:
the holonomy-flux ∗-algebra [42] and the Weyl C∗-algebra [25],
· modifications of these algebras and new algebras for Loop Quantum Gravity,
· states and representations of the algebras and
· a concept of quantum constraints and KMS-Theory in Loop Quantum Gravity.
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1 Introduction
During the last years two quantum algebras for a gravitational quantum theory in the concept of
Loop Quantum Gravity have been developed. The holonomy-flux ∗-algebra has been introduced by
the project group of Lewandowski, Okolow, Sahlmann and Thiemann [42] and the Weyl C∗-algebra
has been presented by Fleischhack [25]. Both algebras are generated by the quantised canonical
variables of gravity, which are given by the holonomies and the fluxes. The fundamental aspect of the
holonomy-flux ∗-algebra and the Weyl C∗-algebra is given by the uniqueness of the representation
of these algebras with respect to diffeomorphism invariance and the unitary (weakly) continuous
representation of the fluxes on some Hilbert space. In the project of Algebras of Quantum Variables
in LQG (AQV) the following questions are studied:
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· Which algebras can be generated by operators, which are derived from holonomies along paths
and fluxes associated to surfaces, and relations among these operators? Moreover, which ∗-
or C∗-algebras can be constructed?
· Which are the basic classical variables, which need to be quantised, for a theory of quantum
gravity with constraints?
· If holonomies along paths, fluxes, diffeomorphisms are quantised, then which algebras are
generated by these quantum operators?
· If additional the classical curvature is concerned, which algebra is generated by the quantum
operators and the quantum curvature?
· If several algebras of quantum gravity are constructed, which algebra is the preferred one?
This article will give an overview about the project about Algebras of Quantum Variables in Loop
Quantum Gravity. The structure of the article is the following. The first chapter is about the quan-
tisation procedure of classical gravity in the framework of Loop Quantum Gravity. A quantisation
of a classical theory provides a set of quantum operators, which generate for example ∗-, O∗-, C∗-
or von Neumann algebras. A first motivation for a construction of different algebras is presented in
the context of the Quantum Mechanics in subsection 1.2. The underlying mathematical theory is
studied very briefly in section 1.3. An overview about the basic quantised variables of the theory
are given in section 4. Then by using the mathematical framework the following different algebras
for Loop Quantum Gravity will be considered in several articles:
(i) a new formulation of the Weyl C∗-algebra for Loop Quantum Gravity
[36, 35]
a new algebra - the holonomy-flux von Neumann algebra [39, 35]
(ii) new algebras - the flux group, flux transformation group, holonomy and heat kernel holonomy
C∗-algebra
a new algebra - the holonomy-flux cross-product C∗-algebra
[37, 35]
(iii) new analytic holonomy ∗-algebras [35],
a new algebra - the holonomy-flux cross-product ∗-algebra [38, 35], which is a comparable
with the holonomy-flux ∗-algebra [42],
a new algebra - the localised holonomy-flux cross-product ∗-algebra [39, 35] and
other new holonomy-flux ∗-algebras [35]
(iv) a new algebra - the holonomy groupoid C∗-algebra for a gauge theory
[40, 35]
A short summary over the basic constructions and results in comparison to known algebras in LQG
is presented in section 4. Moreover, an outline of the implementation of quantum constraints is
illustrated in the framework of Loop Quantum Gravity and a motivation for the study of KMS-
states is given in section 2. Furthermore, the analysis will indicate that, a study of different quantum
algebras is necessary for the application of quantum constraints. These concepts allow to identify
a set of conditions for an exceptional algebra, which is called a physical algebra for a theory of
quantum gravity in the framework of LQG.
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1.1 Quantisation procedures of a classical system
In mathematical quantum physics the following quantisation procedures play a fundamental role:
(i) the Canonical Quantisation Procedure based on Hilbert space methods introduced by Dirac
(1948/49)
(ii) the Algebraic Quantisation of observables related to ∗-, C∗-, von Neumann or generally Jordan
algebras and
(iii) Path Integral Methods.
In general, a classical Hamiltonian dynamical system with n degrees of freedom is a 2n-dimensional
manifold P , which is called the phase space. Often the phase space is encoded in a cotangent bundle
over a classical configuration space. The canonical variables are given by a set of 2n functions (xi, pi)
on the phase space for i = 1, ..., n. The Poisson bracket for functions of the space C∞(P ) of real-
valued, infinitely differentiable functions defines a Poisson algebra.
Dirac or Canonical Quantisation Procedure is given by the assignment of functions in C∞(P ) with
symmetric operators on a Hilbert space H. In particular, the derivations of the associative Poisson
algebra are replaced by a symmetric operators on a dense domain and all quantum operators (for
example the constraints) are defined on a common invariant dense subspace of H. In some examples
one can construct a quantisation map Q from a suitable subspace of the Poisson algebra to a suitable
Lie algebra of symmetric operators on a Hilbert space on a common invariant dense domain. In
the LQG approach to quantum gravity the classical algebra of position and momentum variables
and constraints form a difficult algebra. Hence, the algebra of suitable symmetric operators on a
Hilbert space is not easy to construct.
Another procedure is the operator algebraic quantisation of classical canonical variables. In this
framework the quantum operators in a suitable algebra encodes the classical variables without
referring to a Hilbert space. The new algebraic formulation allows to study a huge amount of
different algebras. For a first overview about the ideas for a construction of different algebras of
quantum variables simple physical examples are studied in the next section.
1.2 Algebras in Quantum Mechanics
First of all, quantum algebras can be generated by bounded or unbounded operators. Quantised con-
figuration and momentum variables, which are bounded operators, generate C∗-algebras, whereas
quantum operators, which are unbounded, form O∗-algebras. Later an extended theory of C∗-
algebras generated by unbounded operators are presented. In this section unbounded operators
form O∗-algebras, which are certain ∗-algebras defined on a dense domain. The concept of O∗-
algebras can be found in [34]. Now, the diversity of quantum algebras in Quantum Mechanics is
studied very briefly.
O∗-algebras of Quantum Mechanics
In Quantum mechanics the classical variables of the theory are position and momentum variables.
The quantisation maps replace the position operator by a single projection-valued measure (PVM)1
PE on R3 with values in the separable Hilbert space L2(R3) where E ⊂ R3. Then the classical
1In other words there is a map E 7→ PE from a Borel subset E ⊂ R3 to the projections on L2(R3) that satisfies
P∅ = 0, PR3 = 1, PEPF = PFPE = PE∩F for all measurable E,F ⊂ R3, and P∪Ei =
∑
PEi for all countable
collections of mutually disjoint Ei ⊂ R3
4
variable x is replaced by PE(x). For a measurable function f : R3 → R the quantised operator of a
classical function f is given by
Q(f)ψ :=
∫
R3
dPE(x)f(x)ψ
This operator acts as a multiplication operator on the Hilbert space and is self-adjoint on the domain
D(f) :=
{
ψ ∈ L2(R3) :
∫
R3
d〈ψ, PE(x)ψ〉|f(x)|2 <∞
}
The quantum position operator is given by
Q(xj)ψ :=
∫
R3
dPE(x)x
jψ
and is defined on the Schwartz space S(R3) of all rapidly decreasing smooth functions on R3.
On the other hand, there exists a strongly continuous unitary group representation V of the group
R3 on the Hilbert space L2(R3), which implements translations on R3 by V (y)ψ(x) = ψ(x − y).
Then the quantised momentum operators are represented on the Hilbert space by the assignment
Q(pi)ψ := i~ lim
xi→0
x−1i (V (xi)− 1)ψ,
where V (xi) := V (0, ..., 0, xi, 0, ..., 0). The operators Q(pi) are self-adjoint on the set of all ψ for
which the limit exists (Stone theorem). The assignment of the quantum momentum operator Q(pi)
is also denoted by the operator dV (xi), which is called the infinitesimal representation dV of the
group R on the Hilbert space L2(R3), and defines the partial derivation ∂xi .
The representation of the quantum operators Q(xi) := xi and Q(pi) := i~∂xi on the Hilbert space
L2(R3) is called the Schrödinger representation of quantum mechanics. The canonical commutation
relations of the quantum operators is encoded in the relation [Q(pi),Q(xj)] = −i~δji . The bounded
operator 1 and the unbounded operators xi and ∂xj for all 1 ≤ i, j ≤ 3 satisfying these relations
generate an associative Lie ∗-algebra or, in general, a closed operator O∗-algebra. The elements of
this algebra are of the form∑
1≤k≤m
∑
1≤l≤n
λklx
k
( d
dx
)l
for λkl ∈ C
This O∗-algebra is called the Heisenberg algebra OHeis of Quantum Mechanics.
Furthermore, there exists another ∗-algebra. The canonical commutator relations of the quantum
operators Q(pi) := i~∂xi and Q(f) := f for every function f ∈ C∞(R3) are [Q(pi),Q(f)] =
i~Q(Xf), where the canonical vector field X on R3 is defined by
(Xf)(y) :=
d
d t
∣∣∣
t=0
f(exp(−txi)y)
Then the algebra generated by Q(f) for every function f ∈ C∞(R3) and Q(pi) for 1 ≤ i ≤ 3, which
satisfy the canonical commutator relations, is an O∗-algebra, too. The elements are of the form∑
1≤k≤m
∑
1≤l≤n
fk(x)
( d
dx
)l
for every fk ∈ C∞(R3)
Hence to summarise two different O∗-algebras are illustrated by using only different functions of the
configuration variables in Quantum Mechanics. In LQG approach the ideas will be used to define
different ∗-algebras.
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C∗-algebras in Quantum Mechanics
C∗-algebras are isomorphic to norm-closed ∗-subalgebras of the C∗-algebra of bounded operators
on some Hilbert space. Consequently, bounded operaors on a Hilbert space can be used to define
C∗-algebras.
Now, the quantisation map of the position operator Q(x) is given by the unitary operator ux :=
exp(ix) and the quantum momentum Q(p) is equal to the unitary vp = exp(−ip). Then the
canonical commutation relation for the abelian locally compact group R3 changes to
vpuxv
∗
p = exp(i〈x, p〉)ux (1)
where v∗p = v−p and 〈., .〉 denotes the euclidean inner product on R3. The ∗-algebra generated by the
Weyl elements W (x, p) := exp(i(x− p)) and W ∗(x, p) := exp(−i(x− p)) satisfying the commutator
relations can be completed in a C∗-norm. This completion is called the Weyl C∗-algebra of Quantum
Mechanics.
The quantum algebra generated by the configuration variables only is given by the continuous
functions C0(R3) vanishing at infinity with pointwise multiplication and supremum norm. Notice
that C0(R3) is isomorphic to the group algebra C∗(R3).
There is a R3-covariant representation (H, V, pi) of the C∗-algebra C0(R3) such that there exists an
action (Lpf)(y) := f(y − p) of R3 on C0(R3), a continuous unitary representation V of R3 on the
Hilbert space H, and a non-degenerate representation pi of C0(R3) on H satisfying
V (p)pi(f)V (p)∗ = pi(Lpf) for all p ∈ R3, f ∈ C0(R3) (2)
Consequently, another Weyl C∗-algebra can be constructed by the Weyl elements vp and a the
C∗-algebra C0(R3), which satisfy the canonical commutator relation (2).
There is another idea of a quantisation map. Consider the quantum position operator Q(f) := f
for a function f in C0(R3) depending on x and the quantum momentum Q(m) for functions m
in C(R3) depending on the momentum. In particular, the quantum momentum is defined by
Q(m) := ∫R3 dµ(p)m(p)V (p), where µ is the Lebesque measure on R3. The quantum momentum
can be generalised further. For example, let f be an element in L1(R3, C0(R3)), which is a certain
function from R3 to an algebra element of C0(R3). Then other C∗-algebras for Quantum Mechanics
are available. The reduced cross-product C∗-algebra is the completion of the Banach ∗-algebra
L1(R3, C0(R3)) in the L2(R3)-norm. The representation piI of the Banach ∗-algebra L1(R3, C0(R3))
on the Hilbert space L2(R3) is given by
piI(f)ψ =
∫
R3
dµ(p)f(p)V (p)ψ
whenever f ∈ L1(R3, C0(R3)) and ψ ∈ L2(R3, dµ). The representation piI is called the integrated
or generalised momentum representation. The general cross-product C∗-algebra is completion of
the Banach ∗-algebra L1(R3, C0(R3)) with respect to the universal norm.
The unbounded operator dV (x), which is defined as the infinitesimal representation dV of the
group R3, is not contained in the cross-product C∗-algebra. These operators are affiliated operators
with this C∗-algebra. In this context, for example Woronowicz [63, 66, 64] and Schmüdgen [48, 47]
speak about the C∗-algebra, which is generated by the bounded quantum position operators Q(f)
for every f ∈ C0(R3) and the unbounded quantum momentum operators Q(p) := i~dV (x) for
every x ∈ R3.
In particular, this cross-product C∗-algebra is a certain transformation group C∗-algebra, and is de-
noted by C∗(R3,R3). Furthermore, this C∗-algebra is Morita equivalent to the C∗-algebra K(L2(R))
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of compact operators. The representation theory of the C∗-algebra K(L2(R)) is rather simple, since
there is only one irreducible representation up to unitary equivalence. Morita equivalence of C∗-
algebras implies that the representation theories of both C∗-algebras are the same. Hence, all
irreducible representations of the cross-product C∗-algebra are unitarily equivalent to piI . This re-
sult generalises the famous Stone - von Neumann theorem about the uniqueness of the irreducible
Schrödinger representation of the Weyl C∗-algebra of Quantum Mechanics.
The elements of the Weyl algebra satisfy the canonical commutator relation. Then the exponentiated
euclidean inner product 〈., .〉 in R3, which is denoted by σ, can be used for the definition of a new
C∗-algebra, which is distinguished from the Weyl C∗-algebra of Quantum Mechanics. This algebra
is called the twisted transformation group C∗-algebra C∗σ(R3,R3). The construction is similar to
the transformation group C∗-algebra C∗(R3,R3).
Summarising, the following C∗-algebras have been presented:
· two Weyl C∗-algebras,
· quantum C∗-algebra of position operators, which is isomorphic to the group C∗-algebra,
· the cross-product C∗-algebra, which is also called the transformation group C∗-algebra of
Quantum Mechanics, and
· the twisted transformation group C∗-algebra.
The different quantum algebras derived from the concepts presented above will be used to define
the Weyl C∗-algebra for surfaces, the analytic holonomy C∗-algebra and the holonomy-flux cross-
product C∗-algebra in the Loop Quantum Gravity approach.
1.3 General mathematical concepts for the construction of C∗-algebras
In this section a general mathematical framework is presented, which generalises the examples for
Quantum Mechanics. In particular some problematic aspects are collected.
1.3.1 Pontryagin duality, quantum groups and cross-product algebras
C∗-algebras of quantum configuration or momentum variables
It is well-known that for every locally compact abelian group G the Pontryagin duality holds.
Furthermore, in [12, 33] the following arguments are given to conclude that there is an identification
of unitary representations of an abelian locally compact group G with representations of the algebra
C0(Gˆ) of functions on the Pontryagin dual Gˆ vanishing at infinity. As a set, Gˆ is the set of all
continuous group characters on G taking values in the unit circle. The group multiplication of Gˆ
is the pointwise multiplication of characters. The topology of Gˆ is the compact-open topology, in
which a net of elements in Gˆ converges to an element in Gˆ if the net converges uniformly to the
element gˆ on each compact subset of G. Clearly, Gˆ equipped with this structure is a commutative
locally compact group.
Let C∗r (G) be the reduced group C∗-algebra, which is generated by matrix elements of the funda-
mental representation of a abelian locally compact group G. Therefore, via the Gel’fand-Na˘ımark
1Pontryagin duality states that there is a mapping U : G→ ̂ˆG defined by U(gˆ)(g) = gˆ(g) for all gˆ ∈ Gˆ and g ∈ G,
is a group isomorphism and a homeomorphism.
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theorem there is a ∗-isomorphism (the Fourier-Plancherel Transform) between C0(Gˆ) and C∗r (G).
Define the following function fˆ ∈ C0(Gˆ) by
fˆ(gˆ) := N
∫
G
dµH(g)f(g)〈g, gˆ〉 ∀f ∈ C∗r (G) (3)
where Ugˆ(g) := 〈g, gˆ〉 defines a finite-dimensional unitary continuous representation of G and N
is a suitable constant. Then there is an isomorphism F : C∗r (G) → C0(Gˆ), which is defined by
f 7→ F(f) = fˆ . Note that for G = R the Fourier transform reads
fˆ(x) := N
∫
R
dµ(p)f(p) exp(i〈p, x〉) ∀f ∈ C∗r (R), fˆ ∈ C0(R)
The pointwise product in C0(Gˆ) is given by
fˆ(gˆ) · kˆ(gˆ) = M
∫
G
dµH(g)(f ∗ k)(g)Ugˆ(g) ∀f ∈ C∗r (G)
For general non-abelian locally compact groups there is in general no isomorphism between the two
C∗-algebras.
Consequently, one has to argue which algebra is more fundamental or which algebra encodes the
information about the group G. This problem has been studied by Woronowicz in [63]. First assume
that G is locally compact and abelian. Then Woronowicz considers two quantum groups, which
are defined by the pairs (C∗r (G), 4ˆr) and (C0(Gˆ),4), where 4ˆr and 4ˆ are comultiplications. A
generalisation of (3) is given by the so called generalised Fourier transform
piI(f) :=
∫
G
dµH(g)f(g)U(g) (4)
whenever U is a continuous unitary representation of G on a Hilbert space H. The map piI is
a representation of Cr(G) on the Hilbert space H. Furthermore, the map piI is compatible with
these quantum group structure and, therefore, (C∗r (G), 4ˆr) and (C0(Gˆ),4) are isomorphic as quan-
tum groups. For non-abelian locally compact groups the integrated representation of C∗r (G) can
be defined by (4), too. But in this case, the C∗-algebra C∗r (G) is non-commutative and, hence,
(C∗r (G), 4ˆr) is not isomorphic (as quantum groups) to a quantum group (C0(H),4) where H is a
locally compact group. The appropriate dual group H of G is not constructable. Woronowicz in
[65] have argued that the non-commutative reduced group algebra C∗r (G) encodes as a quantum
group all information about G. Summarising, for non-commutative locally compact groups either
the group C∗-algebra C∗(G) or the C∗-algebra C0(G) can be analysed. Unfortunately, there need
not exists an isomorphism between the two algebras.
Notice that if G is a connected Lie group, the basis T1, .., TN of the Lie algebra g of G are skewadjoint
unbounded operators, which are affiliated with the group C∗-algebra C∗(G). Moreover, Woronowicz
and Napiórkowski have shown in [66] that, the group C∗-algebra C∗(G) can be generated by these
unbounded elements (in the sense of Woronowicz or Schmüdgen). The arguments can be generalised
such that it can be used for example in the framework of the holonomy-flux cross-product C∗-
algebra. In this project AQV the classical flux variables are quantised either as G-valued quantum
flux operators or Lie algebra-valued quantum flux operators. The latter is defined for a structure
group G being a compact Lie group and g denotes the associated Lie algebra. In this context, the
Lie-algebra-valued quantum flux operators are affiliated operators with the holonomy-flux cross-
product C∗-algebra. This algebra is constructed from the quantum configuration and quantum
momentum operators, which are given by the holonomies along paths and the G-valued quantum
flux operators associated to surfaces.
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The C∗-algebras of quantum configuration and quantum momentum variables
A general Weyl C∗-algebra is generated by Weyl elements satisfying some canonical commutator
relations. Notice that there is no general definition of a Weyl algebra, since, the Weyl elements
can be defined in many different ways. In the following the focus lies on abelian locally compact
groups. The Weyl algebra W is generated by Weyl elements, which can be constructed by an
unitary continuous representation pi of G and an unitary continuous representation Π of Gˆ on a
Hilbert space H for which the canonical commutator relations
pi(g)Π(gˆ)pi(g)∗ = 〈g, gˆ〉Π(gˆ) (5)
is satisfied.
In the case of an arbitrary non-commutative locally compact group G, the concept of a G-covariant
representation (H, U, pi) corresponding to a C∗-dynamical system is useful. The C∗-dynamical
system is a triple (G,C0(X), α), which is given by a point-norm continuous automorphic action
α defined by (αxf)(y) = f(x−1y) of G on C0(X). The Weyl algebra is constructed from Weyl
elements, which are defined by the unitary continuous representations of G on a Hilbert space H.
Each unitary representation U and a representation of the C∗-algebra C0(X) define a covariant pair
(U,ΦM ) such that
U(g)ΦM (f)U
∗(g) = ΦM (α(g)(f))
Clearly, if an abelian locally compact group is considered this Weyl algebra is equivalent to the
Weyl algebra W defined in the previous paragraph.
For simplicity assume that the set X is equal to G. Then a new C∗-algebra can be constructed
from the C∗-dynamical system (G,C0(G), α). This C∗-algebra is called the transformation group
C∗-algebra C∗(G,G). Furthermore, the C∗-algebra C∗(G,G) is isomorphic to the algebra K(L2(G))
of compact operators on L2(G). Rieffel generalises this result. This result is called the generalised
Stone - von Neumann theorem and states that these C∗-algebras are Morita equivalent. Conse-
quently, there is a theorem available, which ensures a uniqueness result for irreducible representa-
tions of the transformation group C∗-algebra.
Assume that G is non-commutative locally compact group. Then in this project AQV the structures
presented above will be used for the definition of the Weyl algebra associated to surfaces in the
context of Loop Quantum Gravity. The set of G-valued quantum flux operators associated to
a certain surface set and a graph forms a group. This group is called the flux group associated
to a surface set and a graph. Elements of this group are called G-valued quantum flux operators
associated to surface. Clearly, for different sets of surfaces many different flux groups exists. A
restricted Weyl algebra is obtained for a certain graph and a certain set of suitable surfaces. Then
the restricted configuration space A¯Γ is derived from a set of holonomies along paths in a graph
Γ and the restricted momentum space is given by the flux group associated to the surface set and
the graph Γ. The Weyl C∗-algebra associated to a surface set and a graph will be constructed
from a set of holonomies along paths in a graph Γ, the G-valued quantum flux operators associated
to surfaces in a surface set and the graph, and automorphic actions of the flux group on C0(A¯Γ).
Furthermore, each triple forms a C∗-dynamical system (C0(A¯Γ), α, G¯S˘,Γ). Finally, an action α of a
particular flux group G¯S˘,Γ associated to a surface set S˘ and a graph Γ, on the analytic holonomy
C∗-algebra C0(A¯Γ) defines a holonomy-flux cross-product C∗-algebra associated to the surface set
and the graph.
1.3.2 O∗- and C∗-algebras generated by unbounded and bounded operators
The well-known Gelfand-Na˘ımark theorem states that any unital commutative C∗-algebra is iso-
morphic to the algebra of continuous functions on a compact topological space. But even more,
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the category of commutative unital C∗-algebras is dual to the category of topological spaces. The
idea of the non-commutative Gelfand-Na˘ımark theorem presented by Woronowicz and Kruszyński
[65] is to give a correspondence between unital non-commutative C∗-algebras and non-commutative
spaces. This duality is performed by the concept of a C∗-algebra, which is generated by a finite set
of bounded and/or unbounded operators.
Furthermore, the examples of Quantum Mechanics showed that a certain finite set of unbounded
elements generates a O∗-algebra. The mathematical theory for O∗-algebras have been presented by
Inoue [34] and Schmüdgen [48]. But these unbounded elements generate even a C∗-algebra in the
sense of Woronowicz [64, 63] or Schmüdgen [48, 47]. In the context of C∗-algebras the unbounded
elements are not elements of the C∗-algebra but they are affiliated.
Thus the concept allows to define a huge number of different algebras generated by the quantum
configuration and quantum momentum operators of a theory. Hence, for example in the article of
Ashtekar and Isham [5] the holonomy C∗-algebra is generated by the Wilson functions tr(h(γ)),
which depends on a holonomy h along a smooth loop γ in the loop group2 LG(v) at a base point
v, and some relations. This construction fits into the concept of Woronowicz. Some examples
derived by Woronowicz can be compared with the algebra of Ashtekar and Isham. In particular,
Woronowicz has analysed algebras given in the section before. The aim of Ashtekar and Isham was
to find the spectrum of their commutative holonomy C∗-algebra. Until now the spectrum of the
holonomy C∗-algebra of Ashtekar and Isham is not explicity known. The philosophy of Woronowicz
is to define the continuous function algebra of a space vanishing at infinity by using a finite number
of operators, relations and a appropriate norm. In [35] the idea of Woronowicz is used for the
study of the holonomy C∗-algebra construction of Ashtekar and Isham. Their C∗-algebra is called
the Wilson C∗-algebra in this project AQV. The reason for this is that this algebra is generated
by the Wilson functions and relations among them. In [35, Section 5] from the Wilson functions
another ∗-algebra will be derived by using a slightly different multiplication operation between
Wilson functions. This algebra is completed to a new C∗-algebra, which is called the modified
Wilson C∗-algebra. Furthermore, a further C∗-algebra is obtained by using the algebra of almost
periodic functions on the topological loop group LG(v). In this project AQV this C∗-algebra is
called smooth holonomy C∗-algebra. All C∗-algebras are constructed independly from each other
and, hence it is not apriori clear that, these algebras are isomorphic. A satisfactory description of
these C∗-algebras is not given, such that the existence or non-existence of an isomorphisms cannot
be proven until now. Summarising, the spectrum of the Wilson C∗-algebra is still unkown, but there
are some other C∗-algebras constructable, which are similar to known algebras in mathematics.
2 Quantum constraints, KMS-Theory and dynamics
In this section a first short overview about the following issues are presented:
· the classical and quantum system of constraints,
· the Dirac states,
· complete observables and
· KMS-states.
2Notice that the loop group in this dissertation is not the loop group, which is often used in mathematics. The
loop group in this context is a larger group.
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2.1 The implementation of quantum constraints on algebras of Loop Quantum
Gravity
In the Hamilton formalism of General Relativity a set of constraints appear. They form a classical
constraint algebra on the hypersurface Σ. The classical variables are replaced by the quantisation
map with Hilbert space operators or operator algebra elements. The structure of the constraint
algebra is very difficult, since there is an infinite number of constraints. In [56] and [58] Thiemann has
analysed the quantum constraint algebra derived from holonomy and flux operators on a kinematical
Hilbert space. In particular a formula for the quantum Hamilton constraint is presented. There is
another idea to deal with a set of infinite classical constraints due to Thiemann. This is the Master
constraint project, which has been developed in [23, 53]. The concept of the Master constraint
can be reformulated in terms of quantum algebras and states. Originally in the LQG framework,
the quantum constraints are usually given by Hilbert space operators. The implementation of the
constraints is done for example by using rigging maps on Hilbert spaces. This can be found in
the articles presented by Ashtekar, Lewandowski, Marolf, Mourão and Thiemann [10], or Giulini
[30] or Giulini and Marolf [31, 32]. In the operator algebra viewpoint used in this project AQV,
the constraints define particular states, which are contained in the state space of the algebra of
quantum variables. It is required that this algebra contain the set of constraints (or at least the
constraints are affiliated to the algebra). A state that implements in this sense the constraint is
called a Dirac state. In particular these states are invariant under automorphisms of the algebra,
which are derived from the constraints. Furthermore, the time avarage of an operator is defined
as a suitable state on the algebra. In LQG a contrary viewpoint is often used, the time avarage is
given by an operator T on a Hilbert space H.
The implementation of constraints in a classical theory of gravity has been studied by many authors.
In this project AQV the work of Dittrich [22, 21] will be focused. In her work the Dirac formalism
has been used to perform a set of classical constraints that defines a contraint algebra, which is
equipped with certain Poisson brackets on the phase space. Physical or Dirac observables are
suitable phase space functions implemented by some particular Poisson brackets. In LQG approach
to quantum gravity the classical Hamiltonian, which implements the dynamics of the system, is
a constraint of the classical system, too. Therefore, the physical observables do not evolve with
respect to this Hamiltonian. The evolution of a physical observable has to be related to a physical
freedom of the system. This corresponds to a choice of a so called clock variable. In this project
AQV these concepts are introduced in the next sections.
2.1.1 The classical hypersurface deformation constraint algebra
Following Thiemann [54, 52, 53] in the classical theory the manifold M = Σ×R with hypersurface
metric q = (qab) the following constraints occur
· Cb(x) ... the spatial diffeomorphism constraint,
· C(x) ... the Hamilton constraint and
· G(x) ... the Gauss constraint.
for every x ∈ Σ. The set of smeared constraints contains in particular all linear combinations of the
smeared constraints:
· →C(→N) =
∫
Σ
d3xNa(x)Ca(x) ... the smeared spatial diffeomorphism constraint
· C(N) =
∫
Σ
d3xN(x)C(x) ... the smeared Hamilton constraint
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which satisfy the following relations
{→C(→N), →C(→N ′)} = κ→C(L→
N
→
N
′
)
{→C(→N), C(N ′)} = κ→C(L→
N
N ′)
{C(N), C(N ′)} = κ
∫
Σ
d3x(N,aN
′ −NN ′,a)(x)qab(x)Cb(x)
(6)
for a constant κ, L−→
N
−→
N ′ is the Lie derivative for a vector valued function
−→
N ′ on Σ and L−→
N
N is
the Lie derivative for a scalar valued function N on Σ. This set form the classical hypersurface
deformation constraint algebra.
Summarising the algebra of hypersurface quantum constraints contains the quantum analogues of
the classical spatial diffeomorphism constraints, the classical Hamilton constraints and the classical
gauge constraints, and these quantum operators satisfy some certain relations.
2.1.2 The quantum analogues of the classical Thiemann Master constraint, Dirac and
complete observables
The issue of quantum constraints
In the following considerations the ideas of Thiemann [54, 52, 53, 55] are reviewed and reinterpreted
in the language of operator algebras. In Loop Quantum Gravity usually the configuration and
momentum variables and the diffeomorphism, Gauss and Hamilton constraints are implemented as
symmetric closed operators on a Hilbert space. In LQG [9, 54, 55] it has been possible to construct
a Hilbert space such that the quantum configuration and momentum variables and the Gauss
constraint are Hilbert space operator. The Hamilton constraint can only be imposed partly. In
general the idea is to impose the quantum analogues of these constraints as one Master constraint,
a set of constraint operators or an algebra of quantum constraints. This is studied in the next
paragraphs.
The first approach is due to Thiemann [53], where he has proposed to consider only one self-adjoint
positive operator M instead of a set of constraints or an algebra.
The basic idea of Thiemann has been to replace a system of infinitely many constraints
C(x) = (−qabCaCb)(x) +C(x)2 = 0 for every x ∈ Σ by a single Master constraint M formally given
by
M =
1
2
∫
Σ
d3 x
C(x)√
det(q)(x)
(7)
where qab is the spatial metric.
In the following paragraphs a more general Master constraint is studied. Let J be a discrete finite
index set. Consider the Hilbert space HIM = L2(XIM, µIM), where I ∈ J and XIM is a Borel subset
of a metrizable phase space M and µM a Borel measure thereon. Let Σ be a (metrizable) space
and XΣ a Borel subset of Σ with Borel measure νΣ. Then for every x ∈ Σ the constraint CI(x)
depend also on the momentum space M, hence consider M 3 m 7→ CI(x)[m] ∈ C such that
CI(x) ∈ C∞(M). Then it is assumed that CI(x) is a multiplication operator acting on HIM.
Therefore, the quantum Master constraint is a symmetric operator acting on the Hilbert space HM.
The operator is also denoted by M and is defined by
M(m) :=
∫
XΣ
d νΣ(x)
∑
I
CI(x)[m]
∗CI(x)[m] such that
〈ψ,Mφ〉HM =
∫
XΣ
d νΣ(x)
∑
I
〈CI(x)[m]ψ(m), CI(x)[m]φ(m)〉HIM
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holds on a suitable dense domain. Assume thatM is positive, unbounded and essentially self-adjoint
or positive, bounded and symmetric on HM. Then the constraint condition onM, which is given
by
CI(x)[m] = 0 ∀x ∈ XIΣ,
is reformulated by the relation 〈ψ,Mψ〉 = 0 for all ψ ∈ Hphys. This relation is called the Master
constraint relation in analogy to Thiemann. Therefore, there is a condition for the Hilbert space to
be a physical Hilbert space:
Hphys := {φ ∈ HM : Mφ = 0}
for the Hilbert space operator M with 0 ∈ σd(M) (discrete spectrum).
In the project AQV the ideas are reformulated in the language of operator algebras. Let A be an
appropriate C∗-algebra of quantum variables and assume that A is a non-degenerate C∗-subalgebra
of L(HM). Furthermore, let ω a state on A. In the following paragraphs different constraints will
be studied.
Assume first that, the single exponentiated unitary Master constraint exp(iM) is contained in
the multiplier algebra of the algebra A. Then the Master constraint condition is replaced by the
condition that the state ω corresponding to the GNS-representation of M on the Hilbert space HM
is a Dirac state. The Dirac state space is defined by
SD := {ω ∈ S(A) : piω(exp(itM))Ω = Ω ∀t ∈ R}
= {ω ∈ S(A) : ω(exp(itM)O) = ω(O) = ω(O exp(itM)) ∀O ∈ A and ∀t ∈ R}
whenever (piω,Hω,Ω) is a GNS-representation associated to ω. If the Master constraint M is
contained in A, then ω is a Dirac state if ω(M) = 0 holds.
On the one hand in the previous paragraphs M has been assumed to be a Hilbert space operator.
This corresponds to a point-norm continuous one-parameter group t 7→ αt(M) of automorphisms
on A that satisfies
i[M, O] = lim
t→0
αt(M)(O)−O
t
Then a state is called R-invariant with respect to the automorphism group t 7→ αt(M) on A, if
ω ◦ αt(M) = ω
holds for all t ∈ R. The set of R-invariant states is denoted by Sα.
In analogy to Thiemann a bounded Hilbert space operator O, which satisfy
〈ψ, [[O,M], O]ψ〉 = 0 for all ψ ∈ Hphys (8)
is called a weak Dirac observable. If
〈ψ, [O,M]ψ〉 = 0 for all ψ ∈ Hphys (9)
holds, then O is called a strong Dirac observable. In the following paragraph these objects are
replaced.
The commutativity condition (9) is substituted by the condition for the state to be R-invariant
with respect to the automorphism group t 7→ αt(M) on A. In particular Dirac states of the
algebra A of quantum observables are R-invariant states with respect to this automorphism group.
Since it is assumed that M is an element of M(A), the automorphisms αt(M) are inner. In
general a covariant representation of (A,R, α(M)) in L(H) is given by a pair (ΦM , Ut(M)) such
13
that Ut(M) := exp(itM). Then the sets Sα and SD coincide. Consequently, all elements of the
algebra A of quantum variables satisfy
ω(i[O,M]) = lim
t→0
ω(exp(itM)O)− ω(O exp(itM))
t
= 0 (10)
for every Dirac state ω of A. A state independent formulation is the following. The set Aα of
observables in A such that αt(M)(A) = A for all t ∈ R is called the algebra of generalised strong
Dirac observables in this project. Then the condition ω([O,M]) = 0 is fulfilled for every element O
in Aα and every state ω in the state space of A (and where the convention 0/0 = 0 is assumed).
For generality assume that t 7→ αt(M) is a one-parameter group of automorphisms on A. Thiemann
[54] has proposed an ergodic-mean operator on a Hilbert space. This will be generalised to arbitrary
operators. Since in the project AQV the states are focused, the following object will be used. Let
O be an element of the C∗-algebra A of quantum variables and let ω be a certain state on A with
GNS-representation (HΣ, piΣ,ΩΣ). Then a new state on A can be defined
ωM(O) := lim
T→∞
1
2T
∫ T
−T
d t 〈ΩΣ, piΣ(αt(M)(O))ΩΣ〉 for (piΣ,ΩΣ,HΣ) GNS-triple assoc. to ω
= lim
T→∞
1
2T
∫ T
−T
d t ω(αt(M)(O))
(11)
such that ωM◦αt(M) = ωM for all t ∈ R. Consequently, ωM is a Dirac state and O is a strong Dirac
observable. Note that the right side of equation (11) is not necessarily well-defined and finite for all
states on the algebra. In particular if ω is a density matrix state and a KMS-state for αt(M), then
the state ωM defined by (11) exists, is invariant under the automorphism α and is a density matrix
state, too. In general, if the state ωM exists, then the state is called time average. The remarkable
properties of the time avarage, which is constructed from the KMS-state ωM, is one reason for the
study of KMS-states in the project AQV. But, often the state ω is not suitable. In these cases, the
following operator can be defined
E(O) := = lim
T→∞
1
2T
∫ T
−T
d t αt(M)(O)
in the operator norm-limit and is called the time avarage operator. Note that d t αt(M)(O) is a
positive operator-valued measure. This implies that a weight3 ω˜M on A is defined by
ω˜M(O) = lim
T→∞
1
2T
∫ T
−T
d t ω(αt(M)(O)) ∈ [0,∞]
for an arbitrary state ω on A.
Summarising, for a Master constraint operator, which is contained in the algebra A of quantum
observables in Loop Quantum Gravity, the time avarage construced from a KMS-state of A is an
α-invariant state and M is imposed as a constraint on this state.
The situation is more difficult, if a set C˘ := {C∗JCJ} of unbounded closed constraint operators
CJ , which are not contained in a general C∗-algebra A of quantum observables, replaces the Master
constraint. Assume that every element ZC-transform defined by C∗JCJ is contained in the multiplier
algebra of A, and that C∗JCJ is essentially self-adjoint. Then the Dirac state space is given by
SD := {ω ∈ S(A) : piω(C∗JCJ)Ωω = 0 ∀C∗JCJ ∈ C˘}
= {ω ∈ S(A) : ω(C∗JCJ) = 0 ∀C∗JCJ ∈ C˘}
3A weight is a positive linear functional on the algebra, which is not necessarily normalizable.
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The set of strong Dirac observables is given by the weak relative commutant
OsD := {O ∈ A : ω([O,C∗JCJ ]) = 0 ∀C∗JCJ ∈ C˘ and ∀ω ∈ SD}
and the set of weak Dirac observables is given by
OwD := {O ∈ A : ω([O, [O,C∗JCJ ]]) = 0 ∀C∗JCJ ∈ C˘ and ∀ω ∈ SD}
The bracket [O,C∗JCJ ] for a fixed C
∗
JCJ ∈ C˘ defines a ∗-derivation δCJ (O) := [O,C∗JCJ ] on A.
Consequently, one can redefine the set OsD by
OsD = {O ∈ A : ω(δCJ (O)) = 0 ∀CJ ∈ C˘ and ∀ω ∈ SD}
Now, a more general concept is introduced, which replaces the notion of weak and strong Dirac
observables. If products of constraints are used, then the Dirac states have to be analysed once
more. Hence for generality assume that, C˘ forms an algebra of quantum constraints and C˘ is
contained in the multiplier algebra M(A). Set
Nω := {A ∈ A : ω(A∗A) = 0}
Define the set N to be the closed left and right ideal generated by C˘. Then for example AC, A∗C∗,
CA and C∗A∗ are elements of N . Denote the closure of all linear combinations of elements of N
and C˘ by D. Then for a constraint C in C˘ it is in particular true that C ∈ D, C∗A∗ ∈ D, [A,C] ∈ D
and [[A,C], A] ∈ D.
Redefine the Dirac state space by
SD := {ω ∈ S(A) : piω(D)Ωω = 0 ∀D ∈ D}
Then D ⊂ Nω whenever ω ∈ SD.
Then in this project the set of Dirac observables is given by
OD := A/D
The set OD forms in particular a ∗-algebra, which can be hopefully completed to a C∗-algebra.
Consider for every J the one-parameter group R 3 t 7→ αt(C∗JCJ) ∈ Aut(A) of automorphism such
that C∗JCJ defines the (infinitesimal) generator of this group. Then the set
⋂
J SαJ of all states
of A, which are invariant under all automorphism groups R 3 t 7→ αt(C∗JCJ) ∈ Aut(A) for all
constraints in C˘, is not contained in the set SD of Dirac states. It is only true that a Dirac state is
invariant under every automorphism αt(C∗JCJ). Consequently, the state ωM, where M is replaced
by a constraint in C˘, defined by (11) need not be a Dirac state. Hence, a Dirac state is a more
general concept than states, which are invariant under automorphisms given by the constraints.
There is a problem, if the constraints or the exponentiated constraints are not contained in the
algebra A or the multiplier algebra of A. Then in some cases the quantum constraint is affiliated
to a larger algebra of quantum configuration and momentum variables. Then similar investigations
can be made with respect to this larger algebra. Note in this situation the algebra of quantum
constraints can be replaced by the algebra generated by all Z-transformations of the constraints
CJ . The Z-transform of an operator CJ has been given in [47] by CJ(1+C∗JCJ)
−1/2. These objects
are in particular elements of the multiplier algebra of A if the constraints CJ are affiliated operators
with A.
On the other hand, a more general implementation of quantum constraints in terms of multipliers
is the following. If the non-unital C∗-algebra C˘ of constraints is a concrete C∗-algebra of bounded
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operators on a separable Hilbert space H, then the multiplier algebra M(C˘) of the C∗-algebra C˘
defines the C∗-algebra of quantum observables. In Loop Quantum Cosmology, for example, this
characterisation can be used.
In general for the Loop Quantum Gravity approach the algebra, which is generated by the quantum
constraint operators, has not been understood completely. The project of Algebras of Quantum
Variables (AQV) for LQG will change this. The algebras of quantum variables have to be chosen
such that the operators derived from the quantum constraints are
· elements of (or affilliated with) the algebra of quantum variables, or
· elements of the multiplier algebra of this algebra.
Partial and complete quantum observables
Apart from the issue of the implementation of quantum constraints, the issue of partial and complete
quantum observables has to be analysed. Assume that the Master constraint operator is contained
in the multiplier algebra of A and there are no other constraints. Let M be the Master constraint,
which implements the dynamics of the gravitational system and, therefore, defines an one-parameter
group of automorphisms τ 7→ αM(τ), which is defined by
αM(τ)(A) := lim
N→∞
N∑
n=1
τn
n!
δnM(A) for δ
n
M(A) := [A,M]n = [...[[A,M],M], ...,M] (12)
for all A ∈ A such that the limit exists in norm-topology.
Finally, let the state ωM of the quantum algebra A be a Dirac state. Then in particular, this
state is invariant under the one-parameter group of automorphisms, which is given by s 7→ αM(s).
Therefore, the physical or Dirac observables do not evolve with respect to this Hamiltonian.
The set of complete quantum observables is defined by Aτ = αM(τ)(A) running over all A ∈ OD
such that the limit (12) exists in norm-topology. In particular, the set
OαMD := {A ∈ OD : αM(t)(A) = A ∀t ∈ R}
forms an algebra. This algebra can be completed to a C∗-algebra, which is called the C∗-algebra of
complete quantum observables in this project.
The evolution of a physical observable has to be related to a clock variable T of a physical freedom of
the system. Let T be an element of the C∗-algebraOD or the multiplier algebra ofOD. Furthermore,
let HT be the Hamiltonian of the clock observable T and assume that t 7→ αHT (t) is a one-
parameter group of automorphisms on OD. Then the time-of-occurence-of-an-event operator is
defined similarly to the operator, which has been introduced by Fredenhagen and Brunetti in [16],
and is given by the operator
E(A) :=
∫
τ
d t T˜−1/2αHT (t)(A
∗A)T˜−1/2
Note that T˜ is derived from the clock operator T and have to be chosen suitably. Furthermore, the
expectation value of an observable A∗A contained in OαMD , if the clock T measures a time endurance
τ , is given by
WT (A
∗A) :=
∫
τ
d t ωM(T˜
−1/2αHT (t)(A
∗A)T˜−1/2) (13)
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Then WT is a linear functional, but it is not necessarily a state on the C∗-algebra of complete
quantum observables. In general, it is a weight on this C∗-algebra. If it is a state, then it is called
the expectation of the time of occurence of an event.
In the context of the thermal time hypothesis presented by Rovelli and Connes in [20] the one-
parameter group of automorphism t 7→ αHT (t) is the modular group and ωM is the thermal equi-
librium with respect to the thermal time t, which is given by the Hamiltonian of the clock. The
elements of A are called partial quantum observables in the project AQV.
Summarising, the complete or partial quantum observables are certain elements of the C∗-algebra
of quantum variables. In particular the complete quantum observables are assumed to define a
certain C∗-subalgebra of the C∗-algebra of quantum variables. The constraints are imposed on a
Dirac state and the complete quantum observables are assumed to be Dirac observables. Moreover
a Dirac state, a clock operator and a clock Hamiltonian define a state or a weight on the C∗-algebra
of complete quantum observables.
There exists several one-parameter groups of automorphisms on the C∗-algebra of complete observ-
ables. The modular automorphism group, which is related to a physical time evolution, is defined by
the quantum clock Hamiltonian. The ideas are presented in more detail in subsection 4.4. Clearly
the concept has to be further generalised if a set of clocks is used.
In LQG the algebra of quantum variables that contains the quantum constraint and quantum clock
operators is very complicated and has yet not been developed completely. Moreover, the algebra of
complete quantum observables has not been derived from the full algebra of quantum variables so
far.
2.2 KMS-Theory in Generally Covariant Theories
In the Hamiltonian formulation of Gravity the dynamical Hamiltonian is a constraint. A preferred
time flow such that the physical observables evolve with respect to this single time parameter is
related to the concept of clocks. The idea of Modular Theory is to encode the time flow in a one-
parameter group of automorphisms, which depends on the thermal state of the system. Hence, one
can speak about thermal time. This concept is analysed in the article [20] of Connes and Rovelli in
the context of general covariant quantum theories and Modular Theory for von Neumann algebras.
Mathematically, for a von Neumann algebra M there exists the modular automorphism group
t 7→ αωt ∈ Aut(M) associated to a faithful and normal state ω. This automorphism group is unique
up to inner automorphism and is independent of the choice of the state. Moreover, the modular
automorphism group is used for the study of type III factors of von Neumann algebras.
More precisely the KMS-theory contains the following objects. In the GNS representation (H, pi,Ω)
associated to the state ω there exists a unitary one-parameter group t 7→ ∆itω ∈ L(H) such that
pi(αωt (M)) = ∆
it
ωpi(M)∆
it
ω for all M ∈M. The operator ∆ω is called the modular operator. There
exists the modular generator Kω := log ∆ω, which is the generator of the automorphism group
t 7→ αωt . Furthermore, there exists a anti-linear isometry J in H and an isomorphism γ : pi(M) →
pi(M)′ such that γ(pi(M)) = Jpi(M)J for all M ∈ M. The operator J is called the modular
conjugation. The modular automorphism is the only one-parameter automorphism group satisfying
the KMS-condition w.r.t. the state ω at inverse temperature β = 1. The KMS-condition states
that ω ◦αωt = ω and for all M,N ∈M there exists a map FM,N : R× [0, β]→]0, β[ such that FM,N
is holomorphic on R× [0, β], FM,N is bounded continuous on R× [0, β], FM,N (t) = ω(αωt (B)A) and
FM,N (iβ + t) = ω(Aα
ω
t (B)) for all t ∈ R.
Consequently, the dynamics defined by the modular operator ∆ω, and a KMS-state ω are intrinsic
objects of the von Neumann algebra. Physically, the equilibrium thermal state ω and the modular
automorphism group contains all information about the dynamics of the system. In particular,
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the information about the Hamiltonian, which is the generator of the automorphism group. An
overview abot these structures can be found in the book [14] of Bratteli and Robinson and for a
detailed lecture refer to the books of Takesaki [50] and [51].
In the fundamental article [24] of Emch the role of KMS-Structures and a quantisation of a classical
Poisson system is analysed. He considered the von Neumann algebraM generated by the unitary
Weyl elementsW (x, p), which satisfy the canonical commutator relation and which are based on the
phase space R2n. Then he showed that for every faithful normal state ω onM there is a cyclic and
separating vector Φ in a Hilbert spaceH such that ω(W ) = 〈Φ,WΦ〉H for allW ∈M. Furthermore,
every faithful normal state ω on M satisfies the KMS-condition and, hence, the modular objects
are constructable.
In Quantum Field Theories the Tomita-Takesaki theory lead to a surprising duality between geomet-
ric objects on Minkowski spacetime and the modular automorphism group on the algebra of local
observables. For example Brunetti, Guido and Longo [18] have shown that certain one-parameter
subgroups of the Poincaré group are related to certain modular groups constructed via Tomita-
Takesaki theory. In particluar, the Bisognano-Wichmann theorem relates the Lorentz boosts on
restricted wegde regions in Minkowski spacetime to unitaries, which are defined by the modular
generator. Consequently, the boosts implement the dynamical evolution of free fields in Minkowski
spacetime. The modular involution J implements the spacetime reflection about the edge of the
wedge, along with a charge conjugation. Note that, the algebra of observables is restricted to a
certain subalgebra associated to wedges and the full Poincaré invariance of the representation is
broken. Then Brunetti, Guido and Longo assumed that the subgroup of Lorentz boosts is im-
plemented as a covariant representation on the C∗-dynamical system consisting of the algebra of
local observables restricted to wedges, the boosts and the automorphisms, which implement the
boosts. This representation is also called the thermal representation (piβ,Hβ,Ωβ). The self-adjoint
thermal Hamiltonian Hβ is the generator of the unitary group Uβ(t) := exp(−iβHβ) such that
〈Ωβ, A exp(iβHβ)BΩβ〉 = 〈Ωβ, BAΩβ〉 for elements A,B contained in a suitable dense subset of
the quantum algebra. Indeed, the vacuum representation is not related to a KMS-state at a finite
temperature. A consequence of the Connes cocycle theorem is that there is only one thermal state
and automorphism group (up to inner automorphisms) of the quantum von Neumann algebra. This
implies that there is also only one preferred time evolution of the physical system. In general mod-
ular groups on von Neumann algebras in the QFT framework are considered by Borchers in [?]. A
short summary over Tomita-Takesaki Theory in QFT is presented by Summers in [49].
There is also a modular theory on C∗-algebras such that KMS-states and modular objects can
be defined. This lead physically to the concept that the C∗-algebra of quantum operators and
the modular automorphism are important objects for the definition of a theory of quantum gravity.
Clearly, for this viewpoint it is assumed that the algebra of constraints is a subset of (or are affiliated
with) the algebra of quantum variables.
In the framework of Loop Quantum Gravity KMS-sates and modular objects have not been studied
until now. The questions that arise are the following:
· Which automorphism group of the algebra of quantum variables is a candidate for the modular
automorphism group?
· Which Hamiltonian is required to be the generator of the modular automorphism group?
The answers will depend on the choice of the algebra of LQG. In this project it is shown that,
already for some simple automorphisms of the known C∗-algebras of quantum variables, there
exists no KMS-states. Furthermore, the von Neumann algebra generated by holonomies and fluxes
is not suitable. Consequently, the study of new algebras is necessary, if one would like to explore
KMS-theory in LQG.
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3 The quantum variables of Loop Quantum Gravity
In the last section the reasons for a study of different algebras of quantum variables have been
collected. The ideas used in the examples of Quantum Mechanics, which have been presented in
subsection 1.2, are used for a construction of algebras in LQG. Furthermore, the choice of the
quantum analogues of the classical configuration and momentum variables of the theory of LQG
allows to configure various algebras, too.
There are many different degrees of freedom for a construction of an algebra of quantum variables
in the context of LQG. For example, different algebras arise if the following choices are made:
(i) The configuration space changes if loops or paths are chosen to be smooth or semi-analytic.
(ii) The algebra of quantum configuration variables contains different functions, which depend on
holonomies along loops or paths.
(iii) Different multiplication operations and involutions define different ∗-, O∗- or C∗-algebras of
quantum variables.
(iv) The algebras of quantum variables can be completed with respect to different norms such that
different Banach ∗-algebras or C∗-algebras arise.
(v) The group- or Lie algebra-valued quantum flux operators are (or are not) contained in an
algebra of quantum variables. If they are not contained in a C∗-algebra of quantum variables,
then they are assumed to be affiliated with this algebra.
(vi) If inductive families of graphs are considered, then the C∗-algebras can be defined as induc-
tive limit C∗-algebras of inductive families of C∗-algebras of quantum variables restricted to
graphs. There is also an inductive limit derived from an inductive family of finite graph sys-
tems. Clearly, there exists many other inductive limit C∗-algebras, which can be obtained for
inductive families of other C∗-algebras restricted to other of particular sets paths.
(vii) Other quantum operators, for example the quantum curvature or a generalised holonomy map
along paths, are not contained in and are not affiliated with the usual algebras of quantum
variables in LQG. Then new algebras generated among other operators by these new quantum
constraints exist.
A short summary over the different algebras obtained by different choices is given in this section.
The complete development can be found in the PhD thesis [35] or in several subsequent articles
[36, 37, 38, 39, 40]. For an introduction into the basic quantum variables in LQG refer to [36,
Chapter 2] or [35, Chapter 3]. A short overview is given in the next subsection.
3.1 The quantum configuration variables: holonomies along paths
The fundamental geometric objects for a theory of Loop Quantum Gravity are (semi-) analytic
paths and loops that form graphs. In the project AQV the following objects are often used.
A graph contains a finite set of independent edges. A set of edges is called independent if the edges
only intersect each other in the source or target vertices. A finite groupoid is a finite set of paths
equipped with a groupoid structure. The finite graph system associated to a graph Γ is given by all
subgraphs of Γ. A finite path groupoid associated to the graph Γ is generated by all compositions of
elements or their inverse elements of the set of edges that defines the graph Γ. Note that, an element
of a finite path groupoid is not necessarily an independent path. Clearly, for all these objects there
exists an ordering such that
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(i) an inductive family of graphs
(ii) an inductive family of finite path groupoids and
(iii) an inductive family of finite graph systems can be studied.
Furthermore, a holonomy map is a groupoid morphism from the path groupoid to the structure
group G. If a graph is considered, then the holonomy map maps each edge of the graph to an
element of the structure group G. For generality it is assumed that G is a compact group. In [36,
Section 2.2.2] or [35, Section 3.3.4] two ways of an identification of the holonomy map evaluated for
a subgraph of Γ with elements in G|Γ| will be presented. One distinguishes between the natural or
the non-standard identification of the configuration space A¯Γ with G|Γ|. Recall that a subgraph of
Γ is a set of independent paths, which are generated by the edges of the graph Γ. In the natural
identification these paths are decomposed into the (or the inverse) edges, which define the graph
Γ. In the non-standard identification only graphs that contain only non-composable paths are
considered. In both cases the holonomy maps evaluated on a subgraph Γ′ of Γ are elements of GM ,
where M is the number of paths in Γ′. One obtains a product group GM for M ≤ |Γ|, and which
is embedded into G|Γ| by GM ×{eG}× ...×{eG}. Hence, in both cases the holonomy evaluated on
a subgraph of a graph Γ is an element of G|Γ|. In LQG [6, 7, 55] a holonomy map evaluated at the
graph Γ is an element of G|Γ|, too.
The analytic holonomy C∗-algebra restricted to a finite graph system associated to a graph is given by
the commutative C∗-algebra C(A¯Γ) of continuous functions on the configuration space A¯Γ vanishing
at infinity and supremum norm.
In the project AQV the inductive limit C∗-algebra is constructed from an inductive family of
C∗-algebras, which depend on finite graph systems. The reason is the following: Consider graph-
diffeomorphisms of the finite graph system associated to a graph Γ. These objects are pairs of maps
and are presented in more detail in subsection 4.3. For short such a pair consists of a bijective map
from vertices to vertices, which are situated in the manifold Σ, and a map that maps subgraphs to
subgraphs of Γ. Then there are actions of these graph-diffeomorphisms on the analytic holonomy
C∗-algebra restricted to a finite graph system associated to the graph Γ. There is no well-defined
action of these graph-diffeomorphisms on the analytic holonomy C∗-algebra restricted to a fixed
graph in general. This can be verified as follows. Assume that Γ := {γ1, γ2, γ3} is a graph and
Γ′ := {γ1}, Γ′′ := {γ1 ◦ γ3} are subgraphs of Γ . Then consider a graph-diffeomorphism (ϕ,Φ) such
that Φ(Γ′) = Γ′′. Now the action ζ(ϕ,Φ) on the analytic holonomy C∗-algebra restricted to the graph
Γ, which is defined by
(ζ(ϕ,Φ)fΓ)(hΓ(Γ)) = fΦ(Γ)(hΦ(Γ)(Φ(Γ))) = fΓ′′′(hΓ′′′(Γ
′′′))
whenever Φ(Γ) = Γ′′′ = {γ1 ◦ γ3, γ2, γ3} is not well-defined. The reason is: fΓ′′′ is not an element
of the analytic holonomy C∗-algebra restricted to the graph Γ and Γ′′′ is not a graph. If Φ(Γ)
is a subgraph of Γ, then in particluar fΦ(Γ) is an element of the analytic holonomy C∗-algebra
restricted to the subgraph Φ(Γ). The analytic holonomy C∗-algebra restricted to the graph Γ is a
C∗-subalgebra of the analytic holonomy C∗-algebra restricted to the finite graph system associated
to the graph Γ. An action of graph-diffeomorphisms is an automorphism of the analytic holonomy
C∗-algebra restricted to finite graph system associated to Γ. Summarising, the concepts of the
limit of C∗-algebras restricted to finite graph systems, and actions of graph-diffeomorphisms on the
holonomy C∗-algebra restricted to finite graph systems engage with each other.
Finally note that the inductive limit C∗-algebra of the inductive family of C∗-algebras {C(A¯Γ), βΓ,Γ′}
defines the projective limit configuration space A¯. The inductive limit C∗-algebra C(A¯) is called
the analytic holonomy C∗-algebra in the project AQV.
The idea of using families of graph systems is influenced by the work of Giesel and Thiemann
[26] in the LQG framework. They have used particular cubic graphs instead of sets of paths in a
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groupoid and their inductive limit has been constructed from families of cubic graph systems. In the
project AQV the inductive limit Hilbert space H∞ will be derived from the natural or non-standard
identified configuration spaces, the Haar measure on the structure group G and an inductive limit
of finite graph systems. It will be assumed that, the inductive limit graph system only contains a
countable set of subgraphs of an inductive limit graph Γ∞. This is contrary to the Hilbert space
used in LQG literature [55], which is given by the Ashtekar-Lewandowski Hilbert space HAL. The
Hilbert space HAL is manifestly non-separable, since the limit is taken over all sets of paths in
Σ and, hence over an infinite and uncountable set of all graphs. Clearly, the Hilbert space H∞
is constructed by using certain identification of the configuration space and the countable set of
subgraphs. In this simplified formulation some important aspects of the theory can be studied. It
is possible to generalise partly the results for the Ashtekar-Lewandowski Hilbert space.
The classical configuration space in the context of LQG and Ashtekar variables is the space of
smooth connections A˘s on an arbitrary principal fibre bundle P (Σ, G). In this project the quantum
operator Q(A) of the infinitesimal connection A is given by the holonomy h along a path γ. The
operator Q(A) is represented as a multiplication operator on the inductive limit Hilbert space H∞.
For a construction of a completely new algebra of quantum variables, which is derived from holonomies,
fluxes and curvature, the setup of the configuration variables has to be changed. This will be de-
scribed in section 4.5.
3.2 The quantum momentum variables: group-valued or Lie algebra-valued flux
operators
In the project AQV the quantum operator Q(Ei) of the classical flux Ei is either a group- or Lie
algebra-valued operator, which depend on a surface S and a path γ or a graph Γ. The idea of
this definition is the following: Consider a surface S and a path γ that intersets each other in the
source vertex of γ and the path lies below the orientated surface S. Let g be the Lie algebra of a
compact connected (linear) Lie group G. The Lie algebra-valued quantum flux operator ES(γ) is
given by the value of a map ES : PΣ→ g evaluated for a path γ in the set PΣ of paths in Σ. This
definition does not coincide with the usual definition presented in LQG literature completely. In
this project the flux-like variables introduced by Lewandowski, Okołów, Sahlmann and Thiemann
[42] are replaced and generalised to Lie algebra-valued quantum flux operators. The group-valued
quantum flux operator ρS(γ) are defined similarly by suitable maps ρS : PΣ→ G.
In general the idea is to obtain algebras, which are generated by
(i) the group-valued quantum flux operators and the holonomies along paths in a graph, or
(ii) the group-valued quantum flux operators and functions depending on holonomies along paths
in a graph, or
(iii) the Lie algebra-valued quantum flux operators and the holonomies along paths in a graph, or
(iv) the Lie algebra-valued quantum flux operators and functions depending on holonomies along
paths in a graph.
In the following algebras, which are generated among other operators by the Lie algebra-valued
quantum flux operators, are presented. Therefore consider either (iii) or (iv) and the some certain
canonical commutator relations.
The g-valued quantum flux operator ES(γ) and the holonomy h along a path γ satisfy the canonical
commutator relation, which is given by
[ES(γ), h(γ)] =
d
d t
∣∣∣
t=0
exp(tES(γ))h(γ)− h(γ)ES(γ) (14)
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whenever t ∈ R. Set
ES(γ)h(γ) :=
d
d t
∣∣∣
t=0
exp(tES(γ))h(γ)
Furthermore the right-invariant flux vector field e
−→
L is defined by
[ES(γ), fΓ] = e
−→
L (fΓ) (15)
where
e
−→
L (fΓ)(hΓ(γ)) :=
d
d t
∣∣∣
t=0
fΓ(exp(tXS)hΓ(γ)) for XS ∈ g, hΓ(γ) ∈ G, t ∈ R (16)
whenever fΓ ∈ C∞0 (A¯Γ).
The quantum flux operator ES(Γ) is represented as the differential operator dd t exp(tES(γ)) on the
Hilbert space HΓ. The holonomies along paths or the functions depending on holonomies along
paths are represented as multiplication operators on the Hilbert space HΓ.
Until now, a suitable set of surfaces in Σ and a path γ in the finite path groupoid PΓΣ are fixed.
For a general situation the following maps are studied in [36, Section 2.4 and 2.5],[38], [35, Section
3.4]:
(i) a certain map ES : PΓΣ→ g (refer to [35, Definition 3.4.1]),
(ii) a certain map ES : PΓΣ → E (refer to [35, Definition 3.4.10]), where E is the enveloping
algebra of g,
(iii) a certain map ρS : PΓΣ→ G (refer to [35, Definition 3.4.14]),
(iv) a cetrain map ρS : PΓΣ→ Z , where Z denotes the center of the group G, and
(v) a certain map % : PΓΣ→ G (refer [35, Definition 3.4.21]) and this map % is called admissible
in analogy to Fleischhack [25].
Then the maps of the form ES given by (i) (or (ii)) define a Lie algebra (or an enveloping algebra),
which depends on a fixed path γ in PΓΣ and on surfaces in a suitable fixed surface set S˘. Note
that the surface set always contains at least one surface in Σ. This Lie algebra is called the Lie flux
algebra associated to a surface set and a path. The maps ρS given by (iii) (or (iv)) define a group,
which depends on the fixed path γ and a suitable fixed surface set S˘. This group is called flux group
G¯S˘,γ associated to a surface set S˘ and a path γ. Clearly, for each suitable surface set there exist a
flux group associated to this surface set. The maps of the form % given by (v) are used to define
a more complicated structure. Furthermore, this concept generalises to holonomies of a graph Γ,
which are maps from graphs to products of the structure group G. Then for example the flux group
G¯S˘,Γ associated to a surface set and a graph is defined in [35, Definition 3.4.14].
Now, for the group-valued or the Lie algebra-valued quantum flux operators different actions on the
configuration space will be explicitly considered in [36, Section 3.1] or [35, Section 6.1]. In particular
the left, right and inner actions are studied independently from each other and are denoted by L,R
or I. Furthermore, only the maps (iv) and (v) define groupoid morphisms by composition of the
action L (or R, or I) and the holonomy map. For an overview about which maps define groupoid
morphisms consider [35, table 11.2]. Note that, using admissible maps (maps of the form (v))
particular morphisms are defined. These morphisms are called equivalent groupoid morphisms in
analogy to Mackenzie [43] and are related to gauge transformations on the configuration space. The
flux groups constructed from the maps (iii) and (iv), the analytic holonomy C∗-algebra C(A¯Γ) and
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the actions L, R or I define C∗-dynamical systems. If admissible maps are taken into account, the
C∗-dynamical systems are very complicated.
The starting point of Fleischhack’s construction [25] of an algebra has been the analysis of home-
omorphisms on the projective limit configuration space A¯. He has assumed that G is a compact
connected Lie group. The analytic holonomy algebra has been given by the unital commutative
C∗-algebra C(A¯) and is represented on the Hilbert space HAL as multiplication operators. The
Ashtekar-Lewandowski Hilbert space HAL is given by L2(A¯, µAL), where µAL is a measure on A¯.
Measure preserving transformations are implemented by certain homeomorphisms on the config-
uration space A¯ and they correspond to unitary operators on the Hilbert space HAL. The Weyl
algebra of Quantum Geometry, which has been introduced by Fleischhack, is generated by functions
in C(A¯) and these unitaries. Hence, elements of the Weyl algebra are for example of the form f ,
fU or U if f is an element of C(A¯) and U is a unitary operator on the Hilbert space HAL. On the
other hand, homeomorphisms on the projective limit Hilbert space define automorphisms on the
C∗-algebra C(A¯). In the project AQV these automorphisms play a fundamental role.
But for example the parameter group of automorphism, which is defined from arbitrary group-valued
quantum flux operators ρS(γ) for every surface S and a fixed path γ to the group of automorphisms,
i.e. ρS(γ) 7→ α(ρS(γ)) ∈ Aut(C(A¯γ)), does not define a group homomorphism to the group of
automorphisms in C(A¯γ). This is only true for certain group-valued quantum flux operators, which
form a flux group associated to a certain surface set. Furthermore, the analytic holonomy C∗-algebra
can be restricted to certain subgraphs of a graph Γ. Therefore, the following object is important.
A finite orientation preserved graph system is a set of certain subgraphs of a graph Γ such that all
paths in a subgraph are generated by compositions of the edges that generate the graph Γ. Note
that in this definition the composition of edges and inverses of this edges are excluded. Then clearly
there is an action of the flux group associated to the graph Γ and a surface set on the analytic
holonomy C∗-algebra restricted to the finite orientation preserved graph system PoΓ. Furthermore,
there is an action of the flux group associated to every subgraph of the finite orientation preserved
graph system PoΓ and a surface set on the analytic holonomy C∗-algebra restricted to a finite
orientation preserved graph system. There is a set of exceptional C∗-dynamical systems, which is
defined by these automorphisms of the flux groups associated to suitable surface sets and graphs
on the analytic holonomy algebras restricted to finite orientation preserved graph systems. The
restriction to orientation preserved subgraphs is necessary to obtain either a purely left or right
action of the flux group associated to a fixed surface set and subgraphs of a particular graph system
on the holonomy C∗-algebra restricted to suitable graph systems. In general there are C∗-dynamical
systems, which are constructed from left and right actions of the flux group associated to a surface
set and a graph on the analytic holonomy C∗-algebra restricted to the finite graph system.
The Gelfand-Na˘ımark theorem implies that there is an isomorphism between commutative C∗-
algebras and continuous function algebras on configuration spaces. If other in particular non-
abelian C∗-algebras are studied, then automorphisms of the algebras do not correspond to certain
homeomorphisms on the configuration spaces. More generally, covariant representations of the C∗-
dynamical systems replace the construction of Fleischhack. A covariant representation is a pair
of maps, which is given by a representation of the C∗-algebra on the Hilbert space and a unitary
representation of the flux group, and these maps satisfy a certain canonical commutator relation.
In this project the Weyl C∗-algebra for surfaces is constructed from all C∗-dynamical systems,
which contains all actions of the flux groups associated to all different surface sets on the analytic
holonomy C∗-algebra. In particular an element of the Weyl algebra of a surface set S˘ restricted to
a finite graph system PΓ is for example of the form
L∑
l=1
1ΓUS1(ρ
l
S,Γ(Γ)) +
K∑
k=1
M∑
i=1
fkΓUS2(ρ
i
S,Γ(Γ)) +
K∑
k=1
M∑
i=1
US3(ρ
i
S,Γ(Γ))f
l
ΓUS3(ρ
i
S,Γ(Γ))
∗ +
P∑
p=1
fpΓ
whenever fkΓ , f
l
Γ, f
p
Γ ∈ C(A¯Γ), USi ∈ Rep(G¯S˘,Γ,K(HΓ)). The notion USi ∈ Rep(G¯S˘,Γ,K(HΓ)) means
that the unitary operators are represented on the C∗-algebra K(HΓ) of compact operators on the
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Hilbert space HΓ. Furthermore, the unitaries and products of these unitaries, which satisfy the
canonical commutator relation, are called Weyl elements in this project. Some further comments
on the Weyl algebras and the relation to the holonomy-flux cross-product ∗-algebra will be given in
subsection 4.1.
The use of C∗-dynamical systems have several advantages in comparison to the ansatz of Fleischhack,
which are given by:
(i) The operator algebraic formulation in terms of C∗-dynamical systems is independent of a
particular Hilbert space.
(ii) From C∗-dynamical systems new algebras will be constructed. One example is constructed
in [37] and is called the holonomy-flux cross-product C∗-algebra. Furthermore, the framwork
allows to replace for example the C∗-algebra of quantum configuration variables.
(iii) The Weyl C∗-algebra for surfaces and the holonomy-flux cross-product ∗-algebras will be
constructed in the same framework such that the uniqueness of the state, which is invariant
under certain diffeomorphisms, will be obtained easily in both cases. For a comparison of the
constructions refer to [36, table 1] or [35, table 11.1].
(iv) The operator algebraic framework will be used in [39] for KMS-theory in LQG (which has not
been considered in the LQG framework until now).
3.3 The quantum spatial diffeomorphisms
In the project of Algebras of Quantum Variables in LQG the classical spatial diffeomorphisms are
replaced by new quantum diffeomorphism constraints. The classical diffeomorphism constraints are
certain diffeomorphisms in the spatial hypersurface Σ. In Mackenzie [43] a concept of translations
in a general Lie groupoid has been presented. The ideas are used for a redefinition of the diffeomor-
phism constraints. The new operators are called bisections. The idea of the definition of a bisection
is presented in the next paragraph.
In the theory of groupoids the following object is often used: the groupoid isomorphism in a path
groupoid, which consists of the classical diffeomorphism in Σ and an additional bijective map from
paths to paths in the path groupoid over Σ. This pair of maps is called the path-diffeomorphisms
of a path groupoid. The path-diffeomorphisms extend the notion of graphomorphisms, which have
been introduced by Fleischhack [25]. There is only a slight difference betweeen these objects:
A graphomorphism is a map from Σ to Σ that preserves additionally the path groupoid structure,
whereas a path-diffeomorphism is a pair of maps. In particular finite path-diffeomorphisms are given
by a pair of maps, which contains a map that maps paths to paths in a finite path groupoid PΓΣ
and a bijective map that maps vertices to vertices of the vertex set of the graph Γ. Moreover, since
graph systems are used in this project, a pair of maps that contains a map, which maps subgraphs to
subgraphs, plays a fundamental role and is called finite graph-diffeomorphism. Graphomorphisms
define in particular groupoid isomorphisms and, hence, they transform non-trivial paths to non-
trivial paths. To define maps that transform a trivial path at a vertex in Σ to a non-trivial path
other objects have to be considered. Translations in a finite path groupoid are naturally given by
adding or deleting edges, which generate the graph Γ. One distinguishes between three translations
in a path groupoid. One is given by adding a path γ to a path θ at the source vertex s(θ) of the
path θ. The other case is given by composition of a path γ to a path θ at the target vertex t(θ)
of the path θ. Finally, two paths can be composed with a path at the source and target vertices
simultaneously. Hence, there is a natural map from the set of vertices to the set of paths, which is
called a bisection of a finite path-groupoid. For such a bisection σ the map t ◦ σ is assumed to be
bijective, where t denotes the target map of the finite path groupoid. In the definition of a bisection
of a path groupoid the map t ◦ σ is required to be a diffeomorphism from Σ to Σ and the map σ
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maps vertices to paths in a path groupoid. Furthermore a right-translation Rσ of a bisection σ is
a map that composes a path γ with the path σ(t(γ)), i.e. Rσ(γ) = γ ◦ σ(t(γ)). Furthermore a
left-translation Lσ and an inner-translation Iσ of a bisection σ can be defined similarly. The pair
consisiting of the composition t◦σ of the bisection and the target map and the right translation Rσ
define in general no groupoid isomorphism. Nevertheless there are particular translations of suitable
bisections that define path-diffeomorphisms. There is no doubt that the notion of a bisection can be
generalised to a bisection of a path groupoid or a bisection of a finite graph system. Moreover, the
bisections of a path groupoid form a group and there is a group homomorphism between this group
and the group of diffeomorphisms in Σ. Moreover, the bisections of a finite path groupoid or a
finite graph system equipped with a sophisticated group multiplication form groups, too. Finally, a
quantum diffeomorphism is assumed to be an element of the group of bisections of a path groupoid,
a finite path groupoid or a finite graph system.
Now, actions of the group of bisections on the analytic holonomy C∗-algebra restricted to a finite
graph system will be used in [36, Section 3.2], [35, Section 6.2] to construct C∗-dynamical systems.
If the group B(PΓ) of bisections of a finite graph system PΓ is considered, then the right-, left- or
inner-translation of the bisections define three different C∗-dynamical systems. For example, there is
a C∗-dynamical system (C(A¯Γ),B(PΓ), ζ), where the action ζ is defined by the right-translation of
the bisections. For each C∗-dynamical system there exists a covariant representation on the Hilbert
space HΓ. Hence, the right- , left- or inner-translation of the bisections define unitary operators
on the Hilbert space HΓ associated to a graph. The main advantage of translations of bisections
is that they define graph changing operators. In particular these maps transfrom subgraphs into
subgraphs of a graph Γ such that the number of edges of the subgraphs can change.
Both actions, which are the action of the group of bisections of a finite graph system and the action
of the flux group on the configuration space, lead to automorphisms on the analytic holonomy
C∗-algebra. A comparison of the actions can be found in [35, table 11.2]. Similarly to actions of
the flux group, the actions of the group of bisections composed with holonomy maps do not define
groupoid morphisms in general. This causes no problems, since the configuration space restricted
to a finite graph system PΓ is identified (naturally or in non-standard way) with G|Γ| and the right-,
left- or inner-translation in the finite path groupoid transfer to right-translation Rσ, left-translation
Lσ or inner-translation Iσ in the groupoid G over {eG}. Finally, notice that only actions of certain
bisections preserve the flux operators associated to a surface S. For example consider the bisection
σ of a path groupoid and recall the diffeomorphism t ◦ σ. Then for example the diffeomorphism
t ◦ σ is required to preserve the surface S. This particular bisection is called the surface-preserving
bisection of a path groupoid. There exists a similar description for a surface-preserving bisection for
a finite path groupoid or a finite graph system. Then the concept can be extended to bisections of a
finite graph system that map surfaces to surfaces in a certain surface set and preserve the orientation
of the surfaces with respect to the transformed subgraph. In this situation the bisections are called
surface-orientation-preserving bisections for a finite graph system and they form a subgroup of
the group of bisection of a finite graph system. Finally both actions on the analytic holonomy
C∗-algebra restricted to a finite graph system:
(i) the action of the group of surface-orientation-preserving bisections for a finite graph system
and
(ii) the action of the center of the flux group associated to a surface set
commute. In analogy to the surface-orientation-preserving bisections of a finite graph system the
surface-orientation-preserving graph-diffeomorphisms can be constructed.
Finally there is an action of bisections of the path groupoid P over Σ or the inductive limit graph
system PΓ∞ on the analytic holonomy C∗-algebra C(A¯). This automorphism is not point-norm
continuous. Consequently, the infinitesimal diffeomorphism constraint is not implemented as a
Hilbert space operator.
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4 Algebras in Loop Quantum Gravity
4.1 The Weyl C∗-algebras and the holonomy-flux ∗-algebras
The main objects, which are introduced in this project, are given by
· the flux groups or the Lie flux algebras of Lie flux groups associated to surface sets,
· the analytic holonomy C∗-algebra, which is given by the inductive limit C∗-algebra of an
inductive family of analytic holonomy C∗-algebras restricted to finite graph systems.
They are used for the definition of the Weyl C∗-algebra for surfaces, the holonomy-flux cross-product
C∗-algebra and the holonomy-flux cross-product ∗-algebra. These three algebras are constructed by
using different representations of the flux group, or of functions depending on elements of the flux
group or of the Lie flux algebra and the representation of the analytic holonomy C∗-algebra in the
C∗-algebra L(H∞) of bounded operators on the inductive limit Hilbert space H∞. The ideas for
the development of the Weyl C∗-algebra for surfaces and the holonomy-flux cross-product ∗-algebra
are presented in the next paragraphs. A detailed overview about the correspondence between the
two algebras will be presented in [35, table 11.3]. The following degrees of freedom will be used for
a construction of an algebra in LQG: (i), (v) and (vi).
In subsection 3.2 the construction of the Weyl algebra was introduced. The Weyl algebra of Quan-
tum Geometry [25] has been constructed from the analytic holonomy C∗-algebra and unitary op-
erators, which are defined by weakly continuous one-parameter unitary groups of R on the Hilbert
space HAL. The unitaries have been called Weyl operators by Fleischhack. The Weyl C∗-algebra
for the surface set and restricted to a finite graph system is generated by the analytic holonomy
C∗-algebra restricted to a finite graph system and Weyl elements. Assume that G is a compact
connected Lie group. Then consider a strongly continuous one-parameter unitary group of R, which
is given by R 3 t 7→ U(exp(tES(γ)), on the Hilbert space H∞. Then each unitary U(exp(tES(γ))
defines a Weyl element, too.
To obtain a uniqueness result of a representation of a C∗-algebra the following general facts will be
used. Since irreducible representations of a C∗-algebra on a Hilbert space correspond one-to-one
to pure states on the C∗-algebra, the uniqueness of a particular representation of the C∗-algebra
on a Hilbert space corresponds to a unique state. The inductive limit of an inductive family of
C∗-algebras corresponds one-to-one to a projective limit on the projective family of state spaces of
the C∗-algebras. The GNS-representation associated to a state of a C∗-algebra consists of a cyclic
vector Ω on a Hilbert space and a representation of the C∗-algebra on the Hilbert space.
The uniqueness of a finite surface-orientation-preserving graph-diffeomorphism invariant pure state
of the commutative Weyl C∗-algebra for surfaces is obtained in [36, Theorem 3.63],[35, Theorem
6.4.6] by several steps. The commutative Weyl C∗-algebra for surfaces is constructed similarly to
the Weyl C∗-algebra for surfaces with the difference that the group G is replaced by the center
of the group G. Then graph-diffeomorphism invariant states of the commutative Weyl algebra for
surfaces restricted to a graph system PΓ are analysed. It turns out that a difference occur, if either
the natural or if the non-standard identification of the configuration space A¯Γ is taken into account.
In particular, for the natural identification one state is a sum over states, which are indexed by
bisections. For the commutative Weyl algebra for surfaces the difference disappears. There exists a
pure and unique state, which is invariant under finite graph-diffeomorphisms. This result is similar
to the uniqueness of the representation of the Weyl algebra of Quantum Geometry and it is obtained
in a complete new operator algebraic formulation.
Furthermore, a comparable uniqueness result of the holonomy-flux cross-product ∗-algebra is achieved
in the operator algebraic framework, too. The uniqueness is directly related to the uniqueness result
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of the Weyl algebra for surfaces. The holonomy-flux cross-product ∗-algebra [38], [35, Section 8.2]
is related to the holonomy-flux ∗-algebra [42]. This new ∗-algebra is, in particular, an abstract
cross-product algebra. This mathematical object has been presented by Schmüdgen and Klimyk
[41] in the context of Hopf algebras. Similarly to the ∗-algebras in Quantum Mechanics, which were
presented in subsection 1.2, the new holonomy-flux cross-product ∗-algebra is generated by the iden-
tity 1, the holonomies along paths and the Lie algebra-valued quantum flux operators satisfying the
canonical commutator relations (15). If the surfaces are restricted to a certain set of surfaces, then
this algebra is called the holonomy-flux cross-product ∗-algebra associated to a surface set. In con-
trast to the holonomy-flux ∗-algebra the construction of the holonomy-flux cross-product ∗-algebra
is independent of the Hilbert space and the representation of the operators on the Hilbert space.
For the definition of the holonomy-flux cross-product ∗-algebra for a graph Γ and a surface set S˘
the enveloping flux algebra E¯S˘,Γ associated to a surface set S˘ and a graph Γ is necessary. Then
this abstract cross-product ∗-algebra is given by the tensor vector space of the analytic holonomy
C∗-algebra restricted to a graph and the enveloping flux algebra associated to a surface set equipped
with a multiplication operation, which is derived from a certain action of enveloping flux algebra
associated to a surface set on the analytic holonomy C∗-algebra restricted to a graph. In particular,
it is used that the analytic holonomy C∗-algebra restricted to a graph is a right (or left) E¯S˘,Γ-module
algebra.
The ∗-representation of the enveloping flux algebra associated to a surface set and a graph is given by
infinitesimal representation of the flux group associated to the surface set S˘ and the graph Γ on the
Hilbert spaceHΓ. The ∗-representation pi of the holonomy-flux cross-product ∗-algebra associated to
the graph Γ and the surface set S˘ is given by this representation dU−→
L
of the enveloping flux algebra
associated to the surface set and the graph and the representation ΦM of the analytic holonomy
C∗-algebra restricted to the graph. Consequently, an element fΓ ⊗ ES(γ) is represented on the
Hilbert space HΓ by
pi(fΓ ⊗ ES(γ)) := 1
2
ΦM (e
−→
L (fΓ)) +
1
2
ΦM (fΓ) dU−→L (ES(γ))
where e
−→
L denotes the right-invariant vector field and ES(γ) is an element of the enveloping flux
algebra associated to a surface set S˘ and a graph Γ. The representation extends to a representation
of the holonomy-flux cross-product ∗-algebra associated to a surface set S˘. In [38, Theorem 4.8], [35,
Theorem 8.2.20] it is shown that the corresponding state is the unique surface-orientation-preserving
graph-diffeomorphism invariant state of the holonomy-flux cross-product ∗-algebra associated to the
surface set S˘.
In particular, the analysis shows the reason for the difficulty of a construction of other represen-
tations of this ∗-algebra. One searches for other ∗-representation of the enveloping flux algebra
associated to a surface set and a graph, which satisfy a certain graph-diffeomorphism invariance
condition and which are distinguished from an infinitesimal representation. In particular, since the
right-invariant vector fields associated to a surface set and a graph define a ∗-derivation δ on the
analytic holonomy C∗-algebra restricted to a graph, the corresponding state ω of the representation
of the analytic holonomy C∗-algebra is assumed to satisfy ω(δ(fΓ)) 6= 0 for every fΓ ∈ C∞(A¯Γ).
Consequently the state associated to the ∗-representation of the holonomy-flux cross-product ∗-
algebra restricted to the analytic holonomy ∗-algebra is required to satisfy a similar condition. In
the project AQV the conditions for such states associated to new ∗-representations are presented,
but the states, or respectively the representations, are not explicitly constructed.
The same problem of finding other representations of the algebras occurs for the Weyl C∗-algebra for
surfaces or the holonomy-flux cross-product C∗-algebra, too. For example for the Weyl C∗-algebra
for surfaces the important fact is that the flux group associated to a surface set is represented
on the Hilbert space HΓ by a unitary representation in Rep(G¯S˘,Γ,K(HΓ)). The only naturally or
satisfactory representations of the group- (or enveloping algebra-)valued quantum flux operators are
given by:
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(i) Weyl elements, which are given by unitary representation of the flux group on the Hilbert
space HΓ,
(ii) the differential operators, which are given by the infinitesimal representation of the enveloping
flux algebra on the Hilbert space HΓ.
These representations define the natural representations of the following algebras:
(i) the Weyl C∗-algebra for surfaces,
(ii) the holonomy-flux cross-product ∗-algebra.
Finally remark that, the problem of finding other representations can be solved if the generating
set of operators for the algebras does not contain unitary or differential operators derived from the
flux group associated to a surface set. A new idea for a solution has been introduced by Buchholz
and Grundling in [19]. They have proposed a resolvent C∗-algebra in the context of QFT. This
C∗-algebra is generated by the resolvents of the Segal operators instead of unitaries, which generate
the original Weyl C∗-algebra. In this project a similar construction of C∗-algebras generated by a
set of operators and relations among them will be briefly presented in the next section.
Finally, the same objects, which define the Weyl algebra for surfaces, generate the holonomy-flux
von Neumann algebra [39], [35, Section 6.5]. Note that this feature is related to the degree of
freedom (iii).
4.2 The holonomy-flux cross-product C∗-algebras, other cross-product C∗-algebras
and other ∗- or C∗-algebras
The cross-product C∗-algebras for holonomies, fluxes and graph-diffeomorphisms
There is no obvious reason why the Weyl algebra of Quantum Geometry or the Weyl C∗-algebra
for surfaces are the exceptional C∗-algebras of quantum configuration and momentum operators
in LQG. New C∗-algebras of quantum variables in LQG are given by the holonomy-flux cross-
product C∗-algebra for a surface set and the multiplier algebra of the holonomy-flux cross-product
C∗-algebra for a surface set. These algebras will be introduced briefly in the next paragraphs and
will be constructed in [37, Chapter 2], [35, Section 7.2]. For a comparison of the Weyl C∗-algebra
for surfaces and the new holonomy-flux cross-product C∗-algebra refer to [35, table 11.4] or [37,
Section 6]. In particular the new algebras will be defined by using the degrees of freedom (iii), (iv)
and (v).
Recall for a moment the construction of the Weyl C∗-algebra for surfaces of the last section. There
the requirement of the group-valued flux operators to be unitary Hilbert space operators was the
important starting point. If this choice is not made, then the group-valued quantum flux operators
can be represented on the Hilbert space HΓ by the generalised group-valued flux operators, which
are given by the integrated representations of the flux group associated to a surface set and the
graph Γ on the Hilbert space HΓ. Furthermore, consider instead of the group-valued quantum flux
operators contained in the flux group G¯S˘,Γ for a surface set and a graph, certain functions which
depend on the flux group and which map to the algebra C(A¯Γ). These functions form the ∗-algebra
L1(G¯S˘,Γ, C(A¯Γ)). This ∗-algebra equipped with the L1-norm is, in particluar, a Banach ∗-algebra.
Then a representation of the Banach ∗-algebra L1(G¯S˘,Γ, C(A¯Γ)) on the Hilbert space HΓ is derived
from the unitary representations Rep(G¯S˘,Γ,K(HΓ)) and is called the Weyl-integrated holonomy-
flux representation on HΓ. This new representation is used for the definition of the holonomy-flux
cross-product C∗-algebra associated to the surface set S˘ and the graph Γ. The construction of this
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algebra uses a particluar action of a fixed flux group G¯S˘,Γ on the analytic holonomy C
∗-algebra
C(A¯Γ) restricted to a finite graph system PΓ, and hence a particular C∗-dynamical system and
depends highly on the fixed choice of the surface set S˘. If another surface set T˘ is considered,
then a new holonomy-flux cross-product C∗-algebra associated to the surface set T˘ and the graph
Γ can be constructed. An element of this algebra is not contained in general in the holonomy-flux
cross-product C∗-algebra associated to the surface set S˘ and the graph Γ.
Indeed there are many distinguished C∗-dynamical systems for different surface sets (refer to [36,
Section 3.1], [35, Section 6.1]) and consequently there exists a set of holonomy-flux cross-product
C∗-algebras associated to different surface sets. A particular surface set S˘ is chosen such that S˘ has
the simple surface intersection property for a graph Γ. This means that each path in Γ intersects
only one surface in S˘ only once in the target vertex of the path. There are no other intersection
points between paths and surfaces. Then it will be proved in [38, Theorem 4.9 with an extended
proof], [35, Theorem 7.2.9 with main arguments for the proof given in Remark 7.2.10] that the
multiplier algebra of the holonomy-flux cross-product C∗-algebra associated to the surface set S˘ and
the graph Γ contains all operators of the holonomy-flux cross-product C∗-algebras associated to
other suitable surface sets and the graph Γ. The idea of the proof is the following.
An element of this multiplier algebra is a linear map from the holonomy-flux cross-product C∗-
algebra associated to a surface set S˘ and the graph to the holonomy-flux cross-product C∗-algebra
associated to a surface set S˘ and the graph that satisfies a certain condition, which is connected to
the existence of an adjoint operator. Hence, one has to show that particular maps are multipliers.
Such linear maps can be for example given by the (left) multiplication of an element of the holonomy-
flux cross-product C∗-algebra associated to a suitable surface set T˘ and the graph. Note that T˘
can be chosen to be equal to S˘. It is clear that if the multiplier algebra of another holonomy-flux
cross-product C∗-algebra associated to a surface set R˘ and the graph is considered, then an element
of the holonomy-flux cross-product C∗-algebra associated to the surface set S˘ and the graph can be
an element of this multiplier algebra, too. But an element of the multiplier algebra of the holonomy-
flux cross-product C∗-algebra associated to the surface set S˘ and the graph is in general not an
element of the multiplier algebra of the holonomy-flux cross-product C∗-algebra associated to the
surface set R˘ and the graph.
In [37, Section 4], [35, Section 7.2] states on a holonomy-flux cross-product C∗-algebra that de-
pend on the choice of the surface set are presented. Hence they are not generally path- or graph-
diffeomorphism invariant.
Furthermore, assumeG to be compact. Then there exists an inductive family of holonomy-flux cross-
product C∗-algebras associated to the fixed surface set S˘ and graphs, which defines the inductive
limit C∗-algebra. This C∗-algebra is called the holonomy-flux cross-product C∗-algebra for the
surface set S˘. This C∗-algebra is in particular constructed from the analytic holonomy C∗-algebra,
the flux group associated to the fixed surface set and the particluar action of this group on the
analytic holonomy C∗-algebra. Similarly to the multiplier algebra of a cross-product C∗-algebra
associated to the surface set and a fixed graph, the multiplier algebra of the holonomy-flux cross-
product C∗-algebra for the surface set S˘ contains all elements of the holonomy-flux cross-product
C∗-algebras for other suitable surface sets. Moreover, the multiplier algebra of the holonomy-flux
cross-product C∗-algebra for the suitable fixed surface set contains the holonomy-flux cross-product
C∗-algebra for the surface set and the holonomy-flux cross-product C∗-algebra for the surface set
and a graph.
In the last paragraphs new C∗-algebras of a special kind have been constructed. All these algebras
are based on new operators, which are more general than group-valued quantum flux operators
and which take, in particluar, values in the analytic holonomy C∗-algebra. Until now the quantum
diffeomorphisms are implemented only as automorphisms on these algebras. In the following para-
graphs one of the previous algebras is extended such that functions on the group of bisections of a
finite graph system to the holonomy-flux cross-product C∗-algebra, form this new C∗-algebra.
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The cross-product C∗-algebra construction is particularly based on C∗-dynamical systems. In sub-
section 3.3 it was argued that the action of the group of bisections of a finite graph system on the
analytic holonomy C∗-algebra restricted to a finite graph system define a C∗-dynamical system,
too. Furthermore, there is also an action of the group of certain bisections of a finite graph system
on the holonomy-flux cross-product C∗-algebra associated to the surface set S˘ and a graph. These
objects define another C∗-dynamical system and a new cross-product C∗-algebra, which is called
the holonomy-flux-graph-diffeomorphism cross-product C∗-algebra in [35, Section 7.3],[37].
There exists a covariant representation of this C∗-dynamical system on a Hilbert space. This
pair is given by a unitary representation of the group of surface-orientation-preserving bisections
of a finite graph system on the Hilbert space HΓ and the multiplication representation ΦM of
the analytic holonomy C∗-algebra restricted to the finite graph system PΓ on HΓ. The unitaries
are called the unitary bisections of a finite graph system and surfaces in the project AQV. Then
each unitary bisections of a finite graph system and surfaces is contained in the multiplier algebra
of the holonomy-flux-graph-diffeomorphism cross-product C∗-algebra associated to a graph and the
surface set. The remarkable point is that the multiplier algebra of the holonomy-flux cross-product
C∗-algebra associated to a graph and the surface set does not contain these unitaries.
In general, the multiplier algebra of the holonomy-flux cross-product C∗-algebra associated to a
fixed surface set contains all operators of holonomy-flux cross-product C∗-algebra for other suitable
surface sets, elements of the analytic holonomy C∗-algebra and all Weyl elements associated to other
suitable surface sets. The Weyl C∗-algebra for surfaces contains elements of the analytic holonomy
C∗-algebra and all Weyl elements. The multiplier algebra of the holonomy-flux cross-product C∗-
algebra associated to the surface set S˘ contains the Weyl algebra for suitable surface sets. The
Lie algebra-valued quantum flux operators and the right-invariant vector fields are affiliated with
the holonomy-flux cross-product C∗-algebra, but they are not affiliated with the Weyl C∗-algebra
for surfaces. For a detailed overview about the multiplier algebras and affiliated elements with the
C∗-algebras of quantum variables refer to [35, table 11.6].
The cross-product C∗-algebras for holonomies or fluxes
The cross-product C∗-algebra construction depends on the choice of the quantum configuration and
momentum variables. The quantum configuration and momentum variables and the algebras will
be studied separately from each other in the next paragraphs and will be studied explictly in [37,
Section 3], [35, Section 7.1].
First consider only the group-valued quantum flux operators that define a flux group associated
to a graph and a surface set. Then there exists a certain cross-product C∗-algebra, which is only
derived from quantum flux operators and which is, therefore, called the flux transformation group
C∗-algebra associated to a graph and a surface set.
A cross-product C∗-algebra derived only from holonomies along paths of a graph is called the
heat-kernel-holonomy C∗-algebra. The name of this algebra is influenced by the work of Ashtekar
and Lewandowski [8, section 6.2], where the authors have studied heat kernels. This algebra is
distinguished from the analytic holonomy C∗-algebra. The heat-kernel-holonomy C∗-algebra asso-
ciated to a graph contains certain functions on the configuration space A¯Γ to the analytic holonomy
C∗-algebra.
All algebras defined in the previous paragraph are constructed from the basic quantum variables,
which are given by the holonomies along paths and the quantum fluxes. Some of them have been
even indirectly proposed in LQG literature before. Hence, they are possible algebras of a quantum
theory of gravity.
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Simplified cross-product C∗-algebras for holonomies and fluxes
If both quantum variables: the quantum configuration and momentum variables restricted to a
fixed graph Γ and a fixed suitable surface set S˘ are considered simultaneously, then the following
simplifications can be studied.
The flux group of a fixed graph Γ and a fixed suitable surface set S˘ and the configuration space A¯Γ
are identified with G|Γ|. Moreover, the corresponding cross-product C∗-algebra C(G|Γ|) oα G|Γ| is
Morita equivalent to the C∗-algebra of compact operators on the Hilbert space L2(G|Γ|, µΓ), where
µΓ denotes the product of |Γ| Haar measures. Therefore, the representation theory of both C∗-
algebras is the same and, hence, there is only one irreducible representation of the cross-product
C∗-algebra up to unitary equivalence.
But, this identification is only true for certain surface sets. The cross-product C∗-algebra is derived
from the quantum momentum variables, which depend on the surface sets. In particular the flux
groups associated to a suitable surface set can be identified with a product groupGM whereM ≤ |Γ|.
Then there exists a left (or right) action of GM on the C∗-algebra C(G|Γ|). For M < |Γ| a Morita
equivalent C∗-algebra is not found in this project. In [35, Theorem 7.1.11] a Morita equivalent
algebra for the C∗-algebra C(GN )oα GM whenever N < M , is given.
In this project the general case of arbitrary surfaces is studied. Hence, the quantum configuration
and the momentum variables of the theory are manifestly distinguished from each other. The
quantum configuration variables only depends on graphs and holonomy mappings, whereas the
quantum momentum variables depend on graphs, maps from graphs to products of the structure
group, and the intersection behavior of the paths of the graphs and surfaces. But, nevertheless, the
elements of the holonomy-flux cross-product C∗-algebra will be understood as compact operators on
the flux group associated to a surface set with values in the analytic holonomy C∗-algebra restricted
to a graph, which are acting on the Hilbert space L2(A¯Γ, µΓ).
Other ∗- or C∗-algebras for holonomies, fluxes and other flux operators
There are two different ∗-algebras, which can be completed to C∗-algebras, which contains certain
continuous functions on a locally compact group. The difference between the ∗-algebras are related
to the choice of the pointwise multiplication or the convolution multiplication operation. These two
different ∗-algebras can be completed to two different C∗-algebras. In the project AQV the ana-
lytic holonomy C∗-algebra is obtained from the pointwise multiplication and the non-commutative
holonomy C∗-algebra is obtained from the convolution operation. Note that this is related to the
degrees of freedom (ii) and (iii). For a compact group this issue will be studied in [35, Section
8.1] explicitly. In Quantum Mechanics the locally compact group is replaced by the abelian locally
compact group Rn. Then these two C∗-algebras are isomorphic (refer to [35, Chapter 4]). The two
C∗-algebras obtained by the two different multiplication operations are not isomorphic for arbitrary
non-abelian locally compact groups. Hence, in general in the project AQV the analytic holonomy
∗-algebra and the non-commutative holonomy ∗-algebra are not isomorphic.
In the LQG literature, the compact group SU(2) has been often used, but it is not the only structure
group, which has been studied. For example, the non-compact group SL(2,C) in [5] or the compact
quantum group SUq(2) in [46] have been used, too. In particular, Lewandowski and Okołów [46] have
used the non-commutative holonomy C∗-algebra, which they construct from the quantum group.
Hence in the LQG framework, the difficulties, which arise by replacing the compact connected Lie
group by other groups or quatum groups, have to be analysed. This is the reason for the choice of
a locally compact structure group G in the project AQV for the construction of the Weyl algebras
for surfaces and the holonomy-flux cross-product C∗-algebras. Clearly, for more general groups and
in particular for SL(2,C) the development has to be studied in detail once more. The starting point
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of the construction of the holonomy-flux cross-product ∗-algebra and other ∗-algebras is a compact
Lie group.
Furthermore, new ideas for a construction of C∗-algebras are available by the concept of affiliated
operators. For example Woronowicz [63] has developed a construction of C∗-algebras by a finite
set of bounded or unbounded operators. Moreover, Buchholz and Grundling [19] have introduced a
new C∗-algebra in the context of QFT. These ideas will be used for the definition of new algebras,
which will be presented briefly in the next paragraphs.
On the one hand, the Lie algebra-valued quantum flux operators for a surface in a surface set
and a fixed graph are replaced once more by new operators. The new operators are given by the
flux Nelson transforms for a surface set and a fixed graph, which are similarly to the resolvents of
Buchholz and Grundling or the Z-transforms of Schmüdgen or Woronowicz. The holonomy-flux
Nelson transform C∗-algebra associated to a surface set and a fixed graph in [35, Section 8.5] is
generated by the operators: holonomies along paths of a fixed graph and the flux Nelson transform
for a surface set and a fixed graph and canonical commutator relations similarly to (15).
On the other hand instead of the Lie algebra-valued quantum flux operators for a surface in a
surface set and a fixed graph, the functions depending on holonomies along paths are replaced by
polynomials of, or representative functions depending on, holonomies along paths of a fixed graph.
Then for example a new ∗-algebra can be constructed by the operators: polynomials of holonomies
along paths of a fixed graph and Lie algebra-valued quantum flux operators for a surface in a surface
set and the fixed graph and canonical commutator relations similarly to (14). This new ∗-algebra
is called the Heisenberg polynomial-holonomy-flux ∗-algebra associated to a graph and a surface set
in [35, Section 8.2.2], [38, Section 3.2]. The name of the algebra is influenced by Schmüdgen and
Inoue, who have defined the Heisenberg O∗-algebra in Quantum Mechanics for example in [34].
The important degree of freedom for this construction is (ii). If all continuous functions in C∞(A¯Γ)
are considered, then it is possible to construct the Heisenberg holonomy-flux ∗-algebra associated
to a graph and a surface set, which contains these functions and the quantum fluxes associated
to a surface set S˘ and a graph Γ with values in the enveloping algebra E¯S˘,Γ and which satisfy
some canonical commutator relation. This relation is distinguished from the canonical commutator
relation of the holonomy-flux ∗-algebra associated to a graph and a surface set.
Notice that these algebras are derived from the basic quantum variables of LQG and are completely
new in this framework.
The important question
Finally, the important question is the following: Which algebra is the algebra of a quantum theory
of gravity? Hence, physical reasons have to be taken into account to answer the question why some
algebras are more suitable than others.
4.3 The quantum constraints of Loop Quantum Gravity
In the LQG framework the quantum constraint algebra is generated by the quantum gauge con-
straints, the quantum diffeomorphism constraints and the quantum Hamilton constraint. The quan-
tum gauge constraints are replaced by elements of the local flux group. The elements of the fixed
point algebra associated to the action of the local flux group [35, Section 6.2] are invariant under
the action of the local flux group. In the next subsection the algebra, which is generated by the
quantum diffeomorphism constraints, is analysed.
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The quantum spatial diffeomorphism constraints
In subsection 3.3 the quantum spatial diffeomorphism constraints have been introduced as bisections
of a path groupoid, a finite path groupoid or a finite graph system. It has been argued that, the
group Diff(Σ) of classical diffeomorphisms in the spatial manifold Σ is replaced by the group B(P)
of bisections in a path groupoid P over Σ. In the next paragraph this issue is treated once more.
There exists a parameter group, which is given by Diff(Σ) 3 ϕ 7→ ζϕ ∈ Aut(A), of automorphisms
on the commutative Weyl C∗-algebra A for surfaces of Loop Quantum Gravity. Indeed, a diffeo-
morphism ϕ in Diff(Σ) is given by a bisection σ in B(P) through the map t ◦σ. Consequently, this
parameter group of automorphism is reformulated by the parameter groupB(P) 3 σ 7→ ζσ ∈ Aut(A)
of automorphism on A. The remarkable property of this parameter group is that, the automorphism
ζ of the C∗-algebra A is not point-norm continuous. This is verified by the following argument: For
a sequence of paths that converges to the constant path at a vertex, the sequence of holonomy maps
along the paths does not converge. Hence, finite classical diffeomorphisms and bisections of a finite
path groupoid have to be considered. The parameter group of automorphism defined by morphisms
from the group of bisections on a finite path groupoid to the automorphism group on the C∗-algebra
A, is point-norm continuous. Note that, since the Weyl algebra for surfaces is constructed from an
inductive limit of an inductive family of C∗-algebras restricted to finite graph systems, the group
of bisections are related to finite graph systems instead of finite path groupoids.
In subsection 4.2 it has been discussed that, the unitary bisections of a finite graph system and
surfaces are neither contained in the Weyl C∗-algebra for surfaces nor in the holonomy-flux cross-
product C∗-algebra. Similarly, the finite surface-orientation-preserving graph-diffeomorphisms, or
respectively the surface-orientation-preserving bisections of a finite graph system, are not contained
in these algebras. But they are affiliated with a larger C∗-algebra, which is given by the holonomy-
flux-graph-diffeomorphism cross-product C∗-algebra [35, Section 7.3].
The quantum Hamilton constraint
In subsection 2.1.2 the classical Hamilton constraint C(x) of LQG has been shortly introduced. In
the next paragraphs the quantisation of this constraint, which has been proposed by Thiemann [56],
is reviewed.
Thiemann has presented the following classical expression for the classical Hamilton constraint
C(x) =
1√
det(q)
tr((Fab − [Ka,Kb]) [Ea, Eb]) (17)
where Fab is the curvature of the connection A, βKa = Aa − Γa is the extrinsic curvature and β is
the Immirzi parameter.
Then Thiemann has used the classical identity:
[Ea, Eb]√
det(q)
= abc{Ac, V } with V =
∫
d3 x
√
det(q)
The volume V is encoded in the quantum operator Q(V ), which is mainly given by a product of
fluxes.
Then the quantum map of the Poisson bracket {A, V } is given by
Q({A, V }) = hA(e∆)[hA(e∆)−1,Q(V )]
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where hA(e∆) denotes the holonomy of a connection A along a path e∆, which is given by the
triangulation T of Σ. Moreover, the quantum operator associated to the classical variable F is
presented by
Q(22F (x)) = hA(l∆)− hA(l∆)−1
where l∆ is a loop at some base point x and which is given by the triangulation T of Σ.
The quantum Hamilton constraint for a suitable triangulation T of Σ is given by
Q(C(N))T =
∑
∆∈T
Tr(
(
hA(l∆)− hA(l∆)−1
)
hA(e∆)[hA(e∆)
−1,Q(V )]) (18)
The triangulation T of a manifold Σ and the choice of loops l∆ and edges e∆ with respect to the
triangulation define a graph Γ. Finally, the quantum Hamilton constraint operator with respect to
the whole hypersurface Σ is presented by a (norm-)limit of operators
Q(C(N)) := lim
T→Σ
Q(C(N))T (19)
The quantum Hamilton constraint operator and some other Hamiltonians have been analysed by
Thiemann in many articles. For example the Hamilton constraint has been implemented in [56,
60, 58, 57, 59, ?, 62] by using a certain regularisation of the constraint operator and particular
triangulations of the manifold. Furthermore, Aastrup, Grimstrup and Nest [4, 1, 2, 3] have pointed
out that the holonomies along paths are differentiable continuous function on A¯ with values in a
finite matrix algebra Mn(C) and hence the quantum Hamilton constraint is a (pseudo) differential
operator on the algebra of differentiable continuous function on A¯ with values in a finite matrix
algebra Mn(C). In the simpliest case the quantum Hamilton constraint operator contains the
the holonomies along paths and the quantum flux operators, which are operators represented as
multiplication or (pseudo) differential operators on the Ashtekar-Lewandowski Hilbert space. If
other Hilbert space representations of the operators are considered, then the existence of a well-
defined quantum Hamilton constraint, which is given by a limit of the sum over all triangulations, is
not clear. Similarly, the one-parameter group of automorphisms derived from the quantum Hamilton
constraint on the analytic holonomy C∗-algebra need not be point-norm continuous. The difficulties
that can arise, are investigated in the context of the localised holonomy-flux cross-product ∗-algebra
in the next section.
The question that arises is the following: If the quantum Hamilton constraint operator is well-
defined, then which algebra presented in subsections 4.1 or 4.2, this operator is contained in or
affiliated with? The quantum Hamilton constraint operator is not contained in or affiliated with
any of these algebras. Even the simpliest version of the quantum Hamilton constraint operator,
which is given by
lim
T→Σ
∑
∆∈T
(
hA(l∆)− hA(l∆)−1
)
hA(e∆)[hA(e∆)
−1,Q(V )] (20)
is not contained in or affiliated with any of the algebras presented before. In the next section
new algebras are developed. Then a certain modificated quantum Hamilton constraint operator is
related to a new ∗-algebra, which is called the localised holonomy-flux cross-product ∗-algebra, and
which is introduced in the next section.
4.4 KMS-Theory and a physical algebra for Loop Quantum Gravity
The physical algebra of quantum variables for LQG
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In particluar in Loop Quantum Gravity the theory of KMS-states is inseparable from the problem
of time evolution, the implementation of the quantum constraints and the issue of the physical
algebra. Briefly the set of conditions for a physical algebra of quantum variables is assumed to be
given by
(i) the quantum constraint operators are affiliated with or contained in the physical algebra and
(ii) the physical algebra contains complete quantum observables.
In particular, complete quantum observables are derived from Dirac states and Dirac observables,
which are defined by the constraint operators. Furthermore, KMS-states, states that define time
averages, or states that define expectations of the time of occurence of an event of the physical
algebra of quantum variables have to be studied.
In the next paragraphs the issue of KMS-states of the algebras presented in subsections 4.1 or 4.2
is analysed. In the mathematical theory of KMS-states modular objects play a fundamental role.
These objects are given by the modular automorphism group and the modular conjugation. Hence,
in particular modular automorphisms of the Weyl C∗-algebra for surfaces are studied.
KMS-Theory for algebras of quantum variables for LQG
The holonomy-flux von Neumann algebra [35, Section 6.5] does not allow a fruitful implementation
of Tomita-Takesaki theory, since for this von Neumann algebra a cyclic and separating vector is
not available. For the Weyl C∗-algebra for surfaces, a KMS-theory can be studied for different
automorphsims. The simpliest automorphism is generated by the exponentiated Lie algebra-valued
quantum flux operator exp(ES(Γ)+ES(Γ)) associated to a surface S and a graph, or to the limit
graph Γ∞ of an inductive family {Γ} of graphs. But, it has been shown in [35, Theorem 6.5.8] that,
there are no KMS-states of the Weyl C∗-algebra for surfaces associated to this automorphism.
Since there are no other natural automorphisms on the Weyl C∗-algebra for surfaces, the theory of
KMS-states in LQG is very hard to investigate. The non-existence of KMS-states is related to the
fact that, for example on the Weyl C∗-algebra for surfaces the automorphism group defined by the
flux operator ES(Γ)+ES(Γ) is inner. Since, modular automorphisms characterise the C∗-algebra by
outer norm-continuous automorphisms, a good ansatz is to change the automorphisms. This issue
is treated in the next paragraphs.
In subsection 4.3, automorphisms related to finite path- or graph-diffeomorphisms have been in-
troduced. The automorphisms on the analytic holonomy C∗-algebra, which is constructed from
inductive families of finite graph systems, are not very sensitive on the choice of the particular
graphs in the following sense. This is due to the identification of the quantum configuration space
A¯Γ restricted to a finite graph system PΓ with some products of the compact group G. Con-
sequently, the automorphisms on the analytic holonomy C∗-algebra restricted to a finite graph
system PΓ are maps, that map functions depending on GM ×{eG}× ...×{eG}-valued operators to
functions depending on GK×{eG}× ...×{eG}-valued operators, whereM,K ≤ |Γ|. There is also an
automorphism on the analytic holonomy C∗-algebra restricted to a finite graph system PΓ, which
maps functions depending on HM × {eG} × ...× {eG}-valued operators to functions depending on
HK × {eG} × ...× {eG}-valued operators, where M,K ≤ |Γ| and H is a closed subgroup of G. But
there exists no KMS-states of the analytic holonomy C∗-algebra restricted to a finite graph system
PΓ associated to any of these automorphisms [35, Theorem 6.5.10].
Furthermore, one can analyse Tomita-Takesaki theory for the Weyl C∗-algebra for surfaces. This
C∗-algebras is constructed from inductive families of finite graph systems, too. In the previous
paragraph it is argued that the modular automorphism is independent of transformations of the
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graph systems. Consequently, the choice of the graph system has to be such that there are suitable
automorphisms, which are generated by graph-diffeomorphisms and which leave all graphs globally
invariant. Then the modular automorphism should implement the dynamics of the theory, and
consequently this automorphism is related to the one-parameter velocity transformation along the
foliation parameter. Until now all quantum variables are implemented on a fixed Cauchy surface Σ.
If the algebra of quantum variables is enlarged such that the algebra elements depend on different
Cauchy surfaces, then the one-parameter group of automorphisms maps algebra elements, which
depend on a certain Cauchy surface, to algebra elements, which depend on the transformed Cauchy
surface. These automorphisms are suggested to map quantum configuration variables, which are
defined on a fixed Cauchy surface, to quantum operators that are derived from quantum configura-
tion and momentum variables, which are defined on the fixed Cauchy surface, too. Note that such
automorphisms are not defined by either the holonomies along paths or the group-valued (or the
Lie algebra-valued) quantum flux operators. These automorphisms are derived from both quantum
operators. Indeed such automorphisms should be related to the quantum Hamilton constraint or
a modified quantum Hamilton constraint and are required to commute with the automorphisms
related to graph-diffeomorphisms.
But the Weyl C∗-algebra for surfaces does not admit a KMS-state even for the simple automor-
phism, which is derived from the exponentiated Lie algebra-valued quantum flux operator. Hence,
the author suggests that the Weyl C∗-algebra for surfaces does not admit a KMS-state for an au-
tomorphism derived from the untraced version of the quantum Hamilton constraint. Consequently,
the last possibility is to change the C∗-algebra of quantum variables or to consider O∗-algebras.
Summarising, the author proposes the following ansätze for a KMS-theory in LQG. The analysis of
the quantum constraints and their relation to the algebras of quantum variables implies that, the
modular objects in Loop Quantum Gravity have to be implemented
(i) on a ∗-subalgebra of the holonomy-flux cross-product ∗-algebra, or
(ii) on a new ∗-algebra, which is called the localised holonomy-flux cross-product ∗-algebra, or a
new C∗-algebra derived from this new ∗-algebra.
Furthermore,
(iii) the group of quantum spatial diffeomorphisms has to be restricted to a subgroup of this group,
and
(iv) the flux group associated to a surface set has to be restricted to a closed subgroup of this flux
group.
The localised holonomy-flux cross-product ∗-algebra
The idea of the construction of the new algebra in [38] and [35, Section 8.4] is influenced by the work
of Thiemann and Giesel [26, 27, 28, 29]. They have considered the quantum Hamiltonian operator
in the framework of cubic lattices and infinite C∗-tensor algebras. A comparison of the localised
holonomy-flux cross-product ∗-algebra and the holonomy-flux cross-product ∗-algebra can be found
in [35, table 11.5]. In particular in comparison with the algebras presented before the degree of
freedom (vi) is used for the construction of the localised holonomy-flux cross-product ∗-algebra.
For the definition of the localised holonomy-flux cross-product ∗-algebra it is used that, the flux
operators are manifestly localised by the surfaces in the manifold Σ. The new configuration space
is divided into two parts. One of them is constructed from holonomies along paths that start or end
at some given surface and is called the localised part of the configuration space. The other part is
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build from holonomies along paths that do not intersect any surface in this surface set. Hence, the
first configuration space is localised on surfaces, while the second is not. Furthermore, there are two
different ∗-algebras of quantum holonomy variables. One ∗-algebra is constructed on the localised
part of the configuration space and a convolution product between functions depending on this space.
In particular, the ∗-subalgebra of central functions on the localised part of the configuration space
is used. The other ∗-algebra is given by the original analytic holonomy ∗-algebra, but is restricted
to non-localised paths. These ∗-algebras are completed to different C∗-algebras and the C∗-tensor
product of these two C∗-algebras defines the new localised analytic holonomy C∗-algebra. The C∗-
algebra of central functions on the localised part of the configuration space is called the localised
part of the localised analytic holonomy C∗-algebra. This certain C∗-algebra admits KMS-states.
There are some new flux operators, which are defined as difference operators between Lie algebra-
valued quantum flux operators on different graphs, and which are called the localised and discretised
flux operators associated to surfaces. The main difference between the original Lie algebra-valued
quantum flux operator defined in this project, and the localised and discretised Lie algebra-valued
flux operator both restricted to a fixed graph is that the second operator is only non-trivial on paths,
which are not contained in a certain subgraph. The localised enveloping flux algebra associated to
a surface set is derived from the localised and discretised flux operators. Furthermore, there exists
an action of this new localised and discretised flux operator on the C∗-algebra of central functions
on the localised part of the configuration space.
In [38], [35] the theory of an abstract cross-product ∗-algebra will be used to define a new holonomy-
flux cross-product ∗-algebra. This construction will be also used for the definition of two new
localised algebras. One algebra is based on the ∗-algebra of central functions on the localised
part of the configuration space and the other is derived from the localised analytic holonomy ∗-
algebra. The abstract cross-product ∗-algebra, which is obtained from the localised enveloping flux
algebra associated to a surface set and the ∗-algebra of central functions on the localised part of
the configuration space, is called the localised part of the localised holonomy-flux cross-product ∗-
algebra. The localised holonomy-flux cross-product ∗-algebra is given by the abstract cross-product
∗-algebra, which is obtained by the the localised analytic holonomy ∗-algebra and the localised
enveloping flux algebra associated to a surface set. There are several localised holonomy-flux cross-
product ∗-algebras for different surface sets. It is also possible to construct a localised holonomy-flux
cross-product C∗-algebra associated to a surface set similarly to the holonomy-flux cross-product
C∗-algebra.
In this project, the discretised quantum volume operator Q(V )d is constructed as a sum over Lie
algebra-valued quantum flux operators indexed by a triple of paths in a graph that start at a
common vertex, which is an intersection of three surfaces.
Consider the Lie holonomy algebra, which is constructed from the localised configuration space
restricted to a graph Γ and the non-standard identification of this space with the product group
G|Γ| of a compact connected Lie group G. This Lie algebra acts on the C∗-algebra of central
functions on the localised configuration space restricted to a graph, too. Then the C∗-algebra of
central functions admits KMS-states with respect to this action. The modified quantum Hamilton
constraint restricted to a graph is given by
exp(H+ΓiHΓi) :=
(
hA(α)− hA(α)−1
)
hA(γ)[hA(γ)
−1,Q(V )d]
The modified quantum Hamilton constraint constraint is defined in the project AQV as the limit
H := limi→∞
∑
Γi
exp(H+ΓiHΓi) of a sum over subgraphs of a graph of the modified quantum
Hamilton constraint restricted to a graph. Note that the limit graph is assumed to contain an
infinite countable set of subgraphs.
The next step is to show that this modified quantum Hamilton constraint is well-defined and is given
as the generator of a strongly continuous one-parameter group of automorphisms on the localised
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part of the localised analytic holonomy C∗-algebra. The analysis of parts of the modified quantum
Hamilton constraint shows that the convergence of the limit in the norm-topology is not obvious
and is related to the structure of the discretised quantum volume operator Q(V )d. Summarising,
the norm-convergence of the limit of H is not easy to derive. The author conjectures that this
limit converges and does not depend on a particular Hilbert space representation of the modified
quantum Hamilton constraint.
After the consideration of the quantum Hamilton constraint, which is given in the project AQV by
the modified quantum Hamilton constraint, a quantum Master constraint is studied in the following
paragraphs.
In the previous sections translations defined by bisections of finite path groupoids or finite graph
systems play a fundamental role. The most general operators, which depend on bisections of finite
graph systems that preserve a surface set S˘d, are denoted by DσS˘d,Γ and are called the localised
finite quantum diffeomorphism constraints. For example such operators can be defined similarly
to elements of the holonomy-flux-graph-diffeomorphism cross-product C∗-algebra. The idea for
these quantum constraints is to implement the complicated relations between the classical spatial
diffeomorphism constraints and the classical Hamilton constraints on the quantum level.
Then the modified quantum Master constraint is defined to be sum of the localised quantum diffeo-
morphism constraint, which is given by
DS˘d := limN→∞
N∑
i=1
∑
σl
Dσl,∗
S˘d,Γi
Dσl
S˘d,Γi
and the modified quantum Hamilton constraint
H := lim
N→∞
N∑
i=1
exp(H+ΓiHΓi)
This modified quantum Master constraint generalises the Master constraint, which has been studied
by Thiemann [55].
Then the following issues will be partly studied in [39] and [35, Section 8.4], and will be further
completed in a new extension of the project AQV :
· the Dirac state space of the localised holonomy-flux cross-product ∗- or C∗-algebra with respect
to the localised quantum Master constraint,
· the KMS-states of the localised analytic holonomy C∗-algebra and the localised holonomy-
flux cross-product ∗- or C∗-algebra associated to the automorphism group generated by the
modified quantum Hamilton constraint,
· the time avarage (11) defined by a KMS-state,
· the localised holonomy-flux-graph-diffeomorphism cross-product ∗-algebra for surfaces that
contains the localised finite quantum diffeomorphism constraints and all elements of the lo-
calised holonomy-flux cross-product ∗-algebra for surfaces, and the modified quantum Hamil-
ton constraint is affiliated (in an appropriate sense) with this algebra;
· the localised ∗-algebra of complete quantum observables for surfaces, which is derived from the
localised holonomy-flux-graph-diffeomorphism cross-product ∗-algebra for surfaces.
The issue of KMS-states can be treated, since there is a KMS-theory for O∗-algebras, which has
been studied for example by Inoue [34]. Indeed one can show that the localised holonomy-flux cross-
product ∗-algebra is an O∗-algebra. Until now only KMS-states for the localised part of the localised
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analytic holonomy C∗-algebra will be presented in [39], [35, Section 8.4]. The author suggests that
there are also KMS-states on the localised holonomy-flux cross-product ∗-algebra, which are similar
to the KMS-states, which have been found. The first suggestion for a physical algebra is given by
the localised holonomy-flux-graph-diffeomorphism cross-product ∗-algebra for surfaces.
The thermal Hamiltonian for LQG
The difficulty of the implementation of the quantum constraints is related to the fact that there
is an algebra of constraints, which do not mutually commute and which are not described by
a simple algebra. In particular, the quantum constraints are not contained in the algebras of
quantum variables, which are usually used in LQG. Consequently, modifications or enlargements of
the algebra have to be developed for the implementation of constraints on the operator algebraic
level. Moreover, for the construction the expectation of the time of occurence of an event (13), the
concept of clocks that generate a new enlarged algebra, is necessary.
On the other hand, for a KMS-theory of the algebras of quantum variables, new automorphisms
have to be considered. But in the previous sections it was argued that there aren’t many natural
candidates for automorphisms on the Weyl C∗-algebra for surfaces or the holonomy-flux cross-
product ∗-algebra. It is not obvious that the quantum Hamilton constraint, or respectively a
modification of this operator, is the generator of the modular group associated to a KMS-state.
In contrast to QFT, the thermal Hamiltonian of this theory is not a constraint of the physical
system. Consequently, the Hamiltonian of a clock can be a generator of an automorphism group,
too. This is related to the problem of time in Loop Quantum Gravity, since the Hamiltonian is
not a true Hamiltonian, it is a constraint. The dynamics of the theory is not implemented by
the Hamilton constraint, it is given by an evolution with respect to a clock. Due to the Connes
cocycle theorem for von Neumann algebras, there is only one preferred time evolution and, hence,
the author suggests that the thermal time of the system is related to the clock Hamiltonian instead
of the quantum Hamilton constraint. Note that there is a generalised Connes cocycle theorem even
for O∗-algebras, which has been derived by Inoue [34]. The thermal equilibrium state with respect
to the clock is not a thermal state with respect to the automorphisms implemented by the Hamilton
constraint. The thermal states with respect to clocks have to be Dirac states. But in LQG there
are no obvious quantised observables in the Weyl C∗-algebra or the holonomy-flux von Neumann-
or ∗-algebra, which can be used as clocks. Therefore one may ask, which automorphisms on these
algebras lead to self-adjoint operators and which of these operators are thermal Hamiltonians that
can be physically interpreted as a clock. Note that the automorphisms will be uniquely determined
up to inner automorphisms. Consequently, it is possible that there is some relation between these
certain automorphisms associated to the thermal Hamiltonian of the clock and automorphisms
associated to the quantum Hamilton constraint.
But, until now, there are no natural physical clocks contained in the algebra of quantum variables.
Usually matter fields are used as clocks. Since matter fields are localised objects, an idea is to study
the localised algebra of complete quantum observables on surfaces. The theory, which is described
by such an algebra, is not completely diffeomorphism invariant, but this invariance can be relaxed.
Then only certain diffeomorphisms, which preserve the localised surfaces in which the matter fields
are situated, are taken into account. Note that the surfaces, which has been studied in the context
of localised algebras, are always discretised in a suitable sense. Finally the full physical algebra
can be for example given by a tensor product of a matter field algebra and the localised algebra of
complete quantum observables for (discretised) surfaces.
A summary for a KMS-Theory and a suggestion for a physical algebra for LQG
The following important issues have been presented in the previous sections:
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· a modification of the quantum configuration space,
· a modification of the quantum spatial diffeomorphism constraints, the quantum Hamilton and
the quantum Master constraint and
· a suggestion for a physical ∗-algebra.
The new algebra is proposed to be the physical algebra of quantum gravity, if the quantum constraint
Hamiltonian (19) is taken into account. But this quantum operator is constructed from the classical
Hamiltonian by several classical transformations. The original classical Hamiltonian contains the
classical variables holonomy along paths, fluxes and the curvature. But until now a quantum
analogue of a curvature has not been suggested. In the next section the ideas presented in [40, 35]
for a construction of an algebra, which is generated by curvature, connections and fluxes for a given
principal fibre bundle, will be presented.
4.5 Holonomy groupoid C∗-algebra for a gauge and gravitational theory
However none of the ∗- or C∗-algebras of the previous sections contain a quantum analogue of the
classical variable curvature. This is related to the degree of freedom (vii). In particular the classical
Hamilton constraint, which is given by (17), contains curvature. This Hamilton constraint cannot
be quantised without changing this operator by some classical modifications until now. The aim of
this project about Algebras of Quantum Variables in LQG is to find a suitable algebra of quantum
variables of the theory. This algebra is specified by the fact that the quantum Hamilton constraint
operator is an element of (or affiliated with) the algebra, which is generated by certain holonomies
along paths, quantum fluxes and the quantum analogue of curvature. The certain holonomies are
given by generalised holonomy maps, which are a further development of the holonomy maps, which
have been presented by Barrett [11].
Barrett has presented a roadmap for the construction of the configuration space of Yang-Mills or
gravitational theories. In this project these ideas will play a fundamental role. In general the
quantisation of a gravitational theory in the context of LQG uses substantially the duality between
infinitesimal objects like connections and curvature and integrated objects like holonomies or parallel
transports. The ideas have been further developed by Mackenzie [43] in a more general context of
Lie groupoids. In the context of LQG this duality will be reviewed briefly [40, Section 2.2], [35,
Section 3.2] by using the theory of Mackenzie. The next paragraphs give a short outline about these
objects and how they can be used to construct a new algebra.
In this project a smooth connection is encoded in terms of a new holonomy map. This object is
derived from a new object, which is called a path connection in a Lie groupoid. The path connections
have been studied originally by Mackenzie [43]. The concept of Mackenzie fits into the framework of
holonomy mappings. The new holonomy map is called the general holonomy map in a Lie groupoid
and this map is, in particular, a continuous groupoid morphism from the path groupoid to a general
Lie groupoid, which satisfies some new conditions.
Let G be a Lie group, then G over {eG} is a simple Lie groupoid. Furthermore, consider a certain
path groupoid, which is called a path groupoid along tangent germs. In [35, Section 3.3.4] it has been
argued that the general holonomy map for a path groupoid along tangent germs in the groupoid G
over {eG} corresponds one-to-one to a path connection. Notice that the original holonomy map in
[36, Section 2.2], [35, Section 3.3.4] is defined by a groupoid morphism from the path groupoid to
the groupoid G over {eG}, which satisfies no additional conditions.
In particular a gauge theory will be studied in [40, Section 2.1], [35, Section 3.1.4]. The generalised
holonomy maps for a gauge theory are certain continuous maps from a path groupoid to the gauge
groupoid. The gauge groupoid w.r.t. a principal fibre bundle P (Σ, G, pi) is indeed a particular Lie
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groupoid. These generalised holonomy maps correspond uniquely to a path connection, which is
given as the integrated infinitesimal smooth connection over a lifted path in the gauge groupoid.
Therefore in this context the generalised holonomy map for a gauge theory defines a parallel trans-
port in a fixed principal fibre bundle. A fixed holonomy map for a gauge theory defines the holonomy
groupoid for a gauge theory. Notice that the original holonomy map is defined by a groupoid mor-
phism from the path groupoid to the groupoid G over {eG}. Consequently, this holonomy map does
not define a parallel transport in P (Σ, G).
The author of the project AQV suggests to generalise the idea of Barrett. Then the set of all
general holonomy maps along loops or paths in a Lie groupoid will be chosen as the configuration
space of the theory. The new configuration space for example in the context of a pure gauge theory
is given by the set of holonomy maps for a gauge theory in [40, Section 2.3.2], [35, Section 3.3.3]. In
a more general context the set of holonomy maps along tangent germs for a arbitrary Lie groupoid
has been defined in [35, Section 3.3.4].
A new C∗-algebra is given by the holonomy groupoid C∗-algebra for a gauge theory associated to a
path connection in [40, Section 3], [35, Section 9.1]. In this framework the configuration space is
given by the holonomy groupoid of a gauge theory. The algebra is defined in analogy to the group
algebra of a locally compact group. The measure on this groupoid is inherited from the measure
defined on the gauge groupoid. This is similar to the original approach in LQG, where the measure
on the quantum configuration space is inherited from the Lie group G.
The next step is to find a replacement of the curvature. The problem of implementing infinitesimal
structures like infinitesimal diffeomorphisms and curvature arises from the special choice of the
configuration variables. For the construction of the analytic holonomy C∗-algebra [36, Chapter 3],
[35, Chapter 6], or the non-commutative analytic holonomy C∗-algebra [37, Chapter 2], [35, Section
7.1] the original holonomy maps along paths are used. These maps are, in particular, not necessarily
continuous groupoid morphisms from the path groupoid to the structure group G. In this usual
approach infinitesimal objects like curvature cannot be treated as operators, which are contained
in the algebra of quantum variables. In the new approach by using the theory of Mackenzie, the
quantum curvature can be implemented as such an operator.
There exists a generalised Ambrose-Singer theorem given by Mackenzie [43], which states that the
Lie algebroid of the holonomy groupoid of a path connection is the smallest Lie algebroid, which is
generated from the connections and the curvature. In [40], [35, Chapter 9] it will be used that there
exists a left (or right) action of the exponentiated Lie algebroid elements on the holonomy groupoid
C∗-algebra for a gauge theory. Hence, there is an action related to infinitesimal connections and
curvature, since both objects are encoded as elements of this Lie algebroid. Hence, the quantum
algebra of a gauge theory is generated by the G-valued quantum flux operators, the holonomy
groupoid C∗-algebra for a gauge theory and the Lie algebroid of the holonomy groupoid for a path
connection. The construction of this algebra is influenced by the cross-product construction, which
will be studied in [37][35, Chapter 7].
There exists a cross-product algebra constructed from the left (or right) action of the Lie holonomy
groupoid on the algebra C(G), where G denotes the structure group. The development in [40,
Section 3.2], [35, Section 9.2] will be based on Masuda [44, 45]. There the cross-product algebra
will be shortly proposed. This new algebra contains the holonomy groupoid and G-valued quantum
flux operator. The quantum curvature and the connections are not contained in this algebra. But
the author of the project AQV suggests that these operators are affiliated in a proper sense with
the new algebra called the holonomy-flux groupoid C∗-algebra for a gauge theory.
Summarising new basic quantum variables will be introduced in [40, 35]. One of the new quantum
variables are the generalised holonomy maps. Consequently a new configuration space of the quan-
tum theory of gravity is given by these maps. Finally, this modification allows a new development
of algebras of quantum gravity, which are not comparable to the algebras presented in the previous
sections.
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In a extension of the project AQV these constructions have to be generalised to a concrete principal
fibre bundle of a gravitational theory. Furthermore, the new construction implies new problems,
which can be studied in the future. Some of them are the following:
· The new quantum analogue of the classical Hamilton constraint, which contains curvature,
can be derived. In particular the theory of constraints and KMS-theory can be studied with
respect to this new quantum Hamilton constraint.
· The algebras depend manifestly on the chosen principal fibre bundle. Consequently there is
a problem of background independence of the theory (the gauge groupoid depends on the
principal fibre bundle). The author of this project suggests to use the ideas of Brunetti,
Fredenhagen and Verch [17] to study this issue.
Acknowledgements
The author gratefully acknowledges C. Fleischhack for checking spelling and grammar. Furthermore,
thanks to C. Fleischhack, J. Brunnemann, J. Aastrup, G. Grimstrup, I. Androulidakis, T. Thiemann,
J. Lewandowski and S. Woronowicz for discussions. The work has been supported by the Emmy-
Noether-Programm (grant FL 622/1-1) of the Deutsche Forschungsgemeinschaft.
References
[1] Johannes Aastrup, Jesper M. Grimstrup and Ryszard Nest, On Spectral Triples in Quantum
Gravity I, ArXiv: hep-th/0802.1783 (2008)
[2] Johannes Aastrup, Jesper M. Grimstrup and Ryszard Nest, On Spectral Triples in Quantum
Gravity II, J. Noncommut. Geom. 3 (2009), pp. 47-8, ArXiv: 0802.1784
[3] Johannes Aastrup and Jesper M. Grimstrup, Lattice Loop Quantum Gravity ArXiv 0911.4141
(2009)
[4] Johannes Aastrup, Jesper M. Grimstrup and Ryszard Nest, Holonomy Loops, Spectral Triples
& Quantum Gravity, Class. Quant. Grav. (CQG) 26 (2009), p. 165001, ArXiv: 0902.4191
[5] Abhay Ashtekar and C. J. Isham, Representations of the holonomy algebras of gravity and
non-Abelian gauge theories, Class. Quant. Grav. (CQG)9 (1992), pp. 1433-1468, ArXiv: hep-
th/9202053
[6] Abhay Ashtekar and Jerzy Lewandowski, Representation Theory of Analytic Holonomy C∗ -
Algebras, Knots and Quantum Gravity, ed. J.Baez, Oxford U.Press (1993), pp. 21-61, ArXiv:
gr-qc/9311010
[7] Abhay Ashtekar and Jerzy Lewandowski, Projective techniques and functional integration for
gauge theories, J. Math. Phys. 36 (1995), pp. 2170-2191, ArXiv: gr-qc/9411046
[8] Abhay Ashtekar and Jerzy Lewandowski, Differential Geometry on the Space of Connections via
Graphs and Projective Limits, J. Geom. Phys. 17 (1995), pp. 191-230, ArXiv: hep-th/9412073
[9] Abhay Ashtekar and Jerzy Lewandowsk, Background Independent Quantum Gravity: A Status
Report, Class. Quant. Grav. (CQG) 21:R53 (2004), ArXiv: gr-qc/0404018
[10] Abhay Ashtekar, Jerzy Lewandowski, Donald Marolf, José Mourao and Thomas Thiemann,
Quantization of diffeomorphism invariant theories of connections with local degrees of freedom,
J. Math. Phys. 36 (1995), pp. 6456-6493, ArXiv: gr-qc/9504018
42
[11] J.W. Barrett, Holonomy and Path structures in General Relativity and Yang-Mills Theory,
International Journal of Theoretical Physics (IJOTP) 30, No.9 (1991), pp. 1171-1215
[12] B. Blackadar, Operator Algebras, Encyclopedia of mathematical sciences 122, Operator Alge-
bras and Non-commutative Geometry (2006)
[13] H. J. Borchers, On the use of modular groups in Quantum Field Theory, Annales de l’ Institut
Henri Poincaré - Physique théorique 63, 4 (1995), pp. 331-382
[14] Ola Bratteli and Derek W. Robinson, Operator Algebras and Quantum Statistical Mechanics I,
Springer-Verlag, Berlin, Heidelberg and New York (2001)
[15] Ola Bratteli and Derek W. Robinson, Operator Algebras and Quantum Statistical Mechanics
II, Springer-Verlag, Berlin, Heidelberg and New York (1981)
[16] Romeo Brunetti and Klaus Fredenhagen, Time of occurrence observable in quantum mechanics,
Phys. Rev. A 66, 044101 (2002), ArXiv: quant-ph/0103144
[17] Romeo Brunetti, Klaus Fredenhagen and Rainer Verch, The Generally Covariant Locality Prin-
ciple : A New Paradigm for Local Quantum Field Theory, Commun. Math. Phys. 237 (2003),
pp. 31-68, ArXiv: math-ph/0112041v1
[18] Romeo Brunetti and Daniele Guido and Roberto Longo, Modular localization and Wigner
particles, Rev. Math. Phys. 14 (2002), pp. 759-786, ArXiv: math-ph/0203021
[19] Detlev Buchholz and Hendrik Grundling, The Resolvent Algebra: A New Approach to Canonical
Quantum Systems, ArXiv: 0705.1988 (2007)
[20] A. Connes and C. Rovelli, Von Neumann algebra automorphisms and time-thermodynamics
relation in generally covariant quantum theories, Class. Quant. Grav. (CQG) 11 No.12 (1994)
[21] Bianca Dittrich, Partial and Complete Observables for Canonical General Relativity, Class.
Quant. Grav. (CQG) 23 (2006), pp. 6155-6184, ArXiv: gr-qc/0507106
[22] Bianca Dittrich, Aspects of Classical and Quantum Dynamics of Canonical General Relativity,
MPI Potsdam (2005)
[23] Bianca Dittrich and Thomas Thiemann, Testing the Master Constraint Programme for Loop
Quantum Gravity I. General Framework, Class. Quant. Grav. (CQG) 23 (2006), pp. 1025-1066,
ArXiv: gr-qc/0411138
[24] Gérard G. Emch, Prequantization and KMS Structures, Int. J. Theor. Phys. 20, 12 (1981)
[25] Christian Fleischhack, Representations of the Weyl Algebra in Quantum Geometry, Commun.
Math. Phys. 285 (2009), pp. 67-140, ArXiv: math-ph/0407006
[26] Kristina Giesel and Thomas Thiemann, Algebraic Quantum Gravity (AQG) I. Conceptual
Setup, Class. Quant. Grav. (CQG) 24 (2007), p. 2465, ArXiv: gr-qc/0607099
[27] Kristina Giesel and Thomas Thiemann, Algebraic Quantum Gravity (AQG) II. Semiclassical
Analysis, Class. Quant. Grav. (CQG) 24 (2007), p. 2499, ArXiv: gr-qc/0607100
[28] Kristina Giesel and Thomas Thiemann, Algebraic Quantum Gravity (AQG) III. Semiclassical
Perturbation Theory, Class. Quant. Grav. (CQG) 24 (2007), p. 2499, ArXiv: gr-qc/0607101
[29] Kristina Giesel and Thomas Thiemann, Algebraic Quantum Gravity (AQG) IV. Reduced Phase
Space Quantisation of Loop Quantum Gravity, Class. Quant. Grav. (CQG) 27:175009 (2007),
ArXiv: 0711.0119
43
[30] Domenico Giulini, Group Averaging and Refined Algebraic Quantization, Nucl. Phys. Proc.
Suppl. 88 (2000), pp. 385-388, ArXiv: gr-qc/0003040
[31] Domenico Giulini and Donald Marolf, A uniqueness theorem for constraint quantization, Class.
Quant. Grav. (CQG) 16 (1999), pp. 2489-2505, ArXiv: gr-qc/9902045
[32] Domenico Giulini and Donald Marolf, On the Generality of Refined Algebraic Quantization,
Class. Quant. Grav. (CQG) 16 (1999), pp. 2479-2488, ArXiv: gr-qc/9812024
[33] Edwin Hewitt and Kenneth A. Ross, Abstract Harmonic Analysis I & II, Die Grundlehren der
mathematischen Wissenschaften Band 115 und Band 152 (1963, 1970)
[34] Atsushi Inoue, Tomita-Takesaki Theory in Algebras of Unbounded Operators, Lecture notes in
mathematics (1699)
[35] Diana Kaminski, Some operator algebraic techniques in Loop Quantum Gravity, University of
Paderborn (2011)
[36] Diana Kaminski, AQV II. A new formulation of the Weyl C∗-algebra, ArXiv (2011)
[37] Diana Kaminski, AQV III. The holonomy-flux cross-product C∗-algebra, ArXiv (2011)
[38] Diana Kaminski, AQV IV. A new formulation of the holonomy-flux ∗-algebra, ArXiv (2011)
[39] Diana Kaminski, AQV V. The localised holonomy-flux cross-product ∗-algebra, ArXiv (2011)
[40] Diana Kaminski, AQV VI. A holonomy groupoid formulation, ArXiv (2011)
[41] A. Klimyk and Konrad Schmüdgen, Quantum Groups and their representations, Springer (1997)
[42] Jerzy Lewandowski, Andrzej Okołów, Hanno Sahlmann and Thomas Thiemann, Uniqueness of
diffeomorphism invariant states on holonomy-flux algebras, Commun. Math. Phys. 267 (2006),
pp. 703-733, ArXiv: gr-qc/0504147
[43] Kirill C.H. Mackenzie, General Theory of Lie groupoids and Lie algebroids, London Mathemat-
ical Society Lecture Note Series: 213, Cambridge University Press (2005)
[44] Tetsuya Masuda, Groupoid Dynamical Systems and Crossed Product, I - The Case of W ∗-
Systems, Publ. RIMS, Kyoto Univ. 20 (1984), pp. 929-957
[45] Tetsuya Masuda, Groupoid Dynamical Systems and Crossed Product, II -The Case of C∗-
systems, Publ. RIMS, Kyoto Univ. 20 (1984), pp. 959-970
[46] Andrzej Okołów and Jerzy Lewandowski, Quantum group connections, J. Math. Phys.
50:123522 (2009), ArXiv: 0810.2992
[47] Konrad Schmüdgen, C∗-algebra - Selected Topics, Talk in Lisbon, http://www.math.uni-
leipzig.de/∼schmuedgen/lisbon.pdf
[48] Konrad Schmüdgen, Unbounded Operator Algebras and Representation Theory, Operator The-
ory: Advances and Applications 37, Birkhäuser (1990)
[49] Stephen J. Summers, Tomita - Takesaki Modular Theory, ArXiv: math-ph/0511034 (2005)
[50] Masamichi Takesaki, Theory of Operator Algebras I, Encyclopedia of mathematical sciences,
Operator Algebras and Non-Commutative Geometry V, Springer-Verlag (2003)
[51] Masamichi Takesaki, Theory of Operator Algebras II, Encyclopedia of mathematical sciences,
Operator Algebras and Non-Commutative Geometry V, Springer-Verlag (2003)
44
[52] Thomas Thiemann, Lectures on Loop Quantum Gravity, ArXiv: gr-qc/0210094 (2002)
[53] Thomas Thiemann, The Phoenix Project: Master Constraint Programme for Loop Quantum
Gravity, Class. Quant. Grav. (CQG) 23 (2006), pp. 2211-2248, ArXiv: gr-qc/0305080
[54] Thomas Thiemann, Introduction to Modern Canonical Quantum General Relativity, ArXiv:
gr-qc/0110034 (2007)
[55] Thomas Thiemann, Modern Canonical Quantum General Relativity, Cambridge University
Press (2007)
[56] Thomas Thiemann, Quantum Spin Dynamics (QSD), Class. Quant. Grav. (CQG) 15 (1998),
pp. 839-873, ArXiv: gr-qc/9606089
[57] Thomas Thiemann, QSD II : Kinematical Hilbert Spaces for Fermionic and Higgs Quantum
Field Theories, Class. Quant. Grav. (CQG) 15 (1997), p. 1487, ArXiv: gr-qc/9705021
[58] Thomas Thiemann, QSD III : Quantum Constraint Algebra and Physical Scalar Product in
Quantum General Relativity, Class. Quant. Grav. (CQG) 15 (1998), pp. 1207-1247, ArXiv:
gr-qc/9705017
[59] Thomas Thiemann, QSD IV : 2+1 Euclidean Quantum Gravity as a model to test 3+1
Lorentzian Quantum Gravity, Class. Quant. Grav. (CQG) 15 (1998), p. 1249, ArXiv: gr-
qc/9705018
[60] Thomas Thiemann, QSD V: Quantum Gravity as the Natural Regulator of Matter Quantum
Field Theories, Class. Quant. Grav. (CQG) 15, 5 (1998), p. 1281, ArXiv: gr-qc/9705019
[61] Thomas Thiemann, QSD VI : Quantum Poincaré Algebra and a Quantum Positivity of Energy
Theorem for Canonical Quantum Gravity, Class. Quant. Grav. (CQG) 15 (1998), p. 1463,
ArXiv: gr-qc/9705020
[62] Thomas Thiemann, QSD VII : Symplectic Structures and Continuum Lattice Formulations of
Gauge Field Theory, Class. Quant. Grav. (CQG) 18 (2001), p. 3293, ArXiv: hep-th/0005232
[63] S. L. Woronowicz, Unbounded elements affiliated with C∗-algebras and noncompact quantum
groups, Commun. Math. Phys. 136, No. 2 (1991), pp. 399-432
[64] S.L. Woronowicz, C∗-algebras generated by unbounded elements, Reviews in Mathematical
Physics (RMP) 7, Issue: 3 (1995), pp. 481-521
[65] S.L. Woronowicz and P. Kruszyński, A non-commutative Gelfand-Naimark theorem, J. Op. Th.
8 (1982), pp. 361-389
[66] S.L. Woronowicz and K. Napiórkowski, Operator theory in the C∗-algebra framework, Reports
on Mathematical Physics (RoMP) 31, Issue 3 (1992), pp. 353-371
45
