INTRODUCTION
Improvements to the graphical capabilities of standard desktop PCs have eliminated many technical obstacles to presenting complex data visualizations. However, many questions remain about designing displays to support the information needs of the viewer. An important distinction lies between the ability to manipulate the pixels of a CRT and being able to capitalize on the strengths of human perception to convey a message. Both are essential for effective visualization.
When interacting with visualizations, the ability to easily extract relevant information from the context is critical. Visualization researchers identify this as the "focus+context" problem (Card et al. 1999) . Many approaches to this issue allow the viewer to distort or magnify a portion of the display to allow for closer inspection (Keahey 1998) . Other methods attempt to provide visual cues to augment specific areas of interest (Zhai et al. 1997) . While these techniques work well if the important features are within the viewer's field-ofview, they may not be suited to immersive 3D virtual environments (VEs). Hix et. al. (1999) conclude that central to all tasks involving VEs is the ability to manipulate the viewpoint to the appropriate positions. This requires that the viewer have both a good understanding of the interface (i.e. how to maneuver the viewpoint) as well as a good understanding of the configuration of the environment itself (i.e. where to maneuver the viewpoint). Extensive research has taken place on both control issues (Bowman et al. 1997; Gabbard and Hix 1997) and spatial awareness (Arthur et al. 1993; Hix et al. 1999) .
One paradoxical finding arises from the research on viewpoint control and information seeking. On one hand, Peruch et al (1995) find that viewers who control their own point-of-view are significantly faster in learning about a VE. Goerger et al (1998) however, find that viewers in information-rich VE are particularly susceptible to superfluous data and are easily distracted. If left to control their own viewpoint, these distractions can significantly inhibit them from completing searching tasks.
Constrained Navigation is one method proposed to reconcile the issues surrounding self-control in a virtual environment (Hanson and Wernert 1997; Hanson et al. 1999 ). The viewer is allowed to explore locations in the VE, while the system suggests an optimal viewpoint corresponding to the viewer's position. This is accomplished by augmenting the environment with a collection of optimal viewing vectors. Figure 1 shows a sample environment map with the ideal gaze vectors overlaid. In this example, there are two points of interest on opposite sides of a room that capture nearby viewing vectors. The ideal gaze vectors can be interpolated to ensure a smooth transition as the viewer moves though the environment. Thus, at any point in the environment, an ideal direction of gaze can be computed that would direct the viewer to relevant information. There are many ways that this optimal gaze direction can be factored into the user's interaction. An extensive taxonomy of these interaction techniques can be found in . For this study, we examine the effectiveness of two promising interfaces that utilize constrained navigation to assist the viewer with searching a complex environment.
The first technique is called the Attentive Camera. It is characterized by the system continuously aligning the viewpoint with the ideal gaze vector as the viewer moves through the environment. An initial user study (Hughes and Lewis 2000) motivates two additional restrictions: a) The gaze redirection should be disabled during the initial steps, and b) The gaze should not be redirected to exceed the original peripheral vision to provide optical flow. Figure 2 demonstrates this approach. Motion starts at point A. From A to B, the gaze remains aligned with the motion vector to allow the user to establish a sense of the motion direction. From B to C, the gaze is redirected from the motion vector to the ideal gaze vector, fixating on an object of interest. From C to D, the intended gaze vector exceeds the initial field of view, so the attention is shifted back to the motion vector. The second technique is known as the Attentive Flashlight. In this case, the ideal gaze vector is used compute the direction in which to shine a spotlight. A similar effect was proposed by Zhai et al (1997) to expedite training with complex GUI panels. As the viewer moves through the environment, the flashlight fixates on objects of interest. When the viewer stops moving forward, the viewpoint is pivoted until it is aligned with the ideal gaze vector. A brief pilot study, motivated one modification: if the object of interest is behind the viewer, the spotlight remains in the peripheral edge of the image. This ensures that some part of the flashlight is visible at all times and alerts the viewer to relevant information that is currently outside of the field of view. Figure 3 shows a snapshot of the environment using the Attentive Flashlight. 
METHOD
A user study was conducted with 24 paid participants to assess the information seeking ability of the navigation techniques. Users were assigned to one of three navigation techniques: Attentive Flashlight (9), Attentive Camera (8) and No Assistance -Control (7). All participants used a standard mouse as the input device. Movement was registered by displacement from the initial starting position while the mouse button was depressed. The magnitude of the displacement was translated into a velocity in the VE. Moving the mouse forward or backward resulted in motion in the environment, while right/left mouse movements caused the user to pivot clockwise or counter-clockwise in place. Users were restricted from moving and pivoting simultaneously.
Following a verbal description, subjects were put into a sample environment. The subjects were given two objectives: a) Become familiar with the input to control the viewpoint, b) Answer a simple question about the objects in the environment. Participants were allowed to train until they were confident that they had accomplished both objectives.
After training, subjects were exposed to four separate search tasks in a virtual art gallery. The gallery was composed of 40 paintings evenly distributed over a three-room environment (See Figure 4) . For all tasks, the floor plan of the environment was the same,
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Motion Vector A B C D however, the artwork was changed for each task. The participants were advised that it was similar to visiting the same museum, but a different exhibit was on display. The participants were instructed to complete each search task as quickly and accurately as possible. When the subject was confident that the search was complete, the spacebar was pressed, ending the trial. Three of the tasks required the participants to find multiple paintings that shared a common characteristic. They were given a brief description of the characteristic, followed by the goals:
• What are the titles of the works by Cezanne that are displayed? • What are the titles of the Portraits that are displayed? • What are the titles of the Abstract Expressionist works that are displayed?
Since the viewer did not know in advance how many paintings they were looking for, these tasks required an exhaustive search of the space to complete. The fourth task involved a finite search; the viewer was asked to locate a single painting based on the title:
• What animal is featured in the work "Three Worlds"?
During each of the four explorations, the following data were collected:
• The participants recorded answers to the search questions on paper.
• A log file was generated that time stamped all the actions made by the viewer as well as all supplemental actions taken by the attentive techniques.
RESULTS
The analysis of the results is divided into the two task groupings defined above: exhaustive searches and finite searches. For the exhaustive searches there were no differences in the duration of the search, however the accuracy of the search showed significant differences. Figure 5 displays the two types of errors that were observed: either targets can be missed (omissions) or non-targets can be incorrectly identified (false-alarms). Both the Attentive Camera and Attentive Flashlight are effective at reducing the number of omissions compared to exploring with No Assistance (t(7)=2.74, p <.05) and (t(8) = 2.06, p<.05). The Attentive Flashlight produced significantly fewer false alarms than with No Assistance (t(6)=2.26, p<.05); using the Attentive Camera did not significantly reduce the number of false alarms.
Mean Errors Committed
Not only did the Attentive techniques prove more accurate, they were also easier to control. Every time that the viewer wanted to change the method of viewpoint motion between moving and pivoting, he was required to release and repress the mouse button. Therefore, the number of mouse clicks approximates the effort that the user had to exert to control the technique. Attentive Camera users made significantly fewer mouse clicks than those who received no assistance (t(12) = 1.82, p < .05). Attentive Flashlight users made fewer still (t(13) = 2.65, p <.05) Moreover, without assistance, viewers had to explicitly look around to find the target objects, while the attentive techniques automatically oriented the viewer in the appropriate direction. The success of the Flashlight technique can be seen in Figure 6 by a significant reduction in user-initiated pivot motion from either the No Assistance (t(10) = 4.46, p < .01) or the Attentive Camera (t(12) = 3.13, p<.01). Users of the Attentive Camera and the No Assistance Technique did not differ significantly in the number of "Looking Motions". For finite searches, the viewer knows when the task objective has been met. Therefore, an exhaustive search of the space is not needed. In this case, it was simply a matter of finding the appropriate painting as quickly as possible. Figure 7 shows that users of the Attentive Flashlight were significantly faster than the No Assistance technique (t(8) = 2.36, p < .05). The difference in search time between the Attentive Camera and No Assistance was not significant, but this can possibly be attributed to a small sample size. 
DISCUSSION
The Attentive Flashlight technique outperformed the other techniques in all categories of analysis. This suggests that the guidance provided by the technique was effective at facilitating information seeking. There are two major factors that contribute this overall success. Primarily, guidance offered by the Attentive Flashlight is continuous, while the Attentive Camera has some gaps in its feedback. Recall that the gaze redirection is temporarily disabled when the viewer starts moving and again while the ideal gaze is beyond the peripheral vision. While these constraints are necessary to make the Attentive Camera viable, they ultimately impair the overall performance for this type of task. In the same vein, the viewer is able to see the recommendation of the Attentive Flashlight explicitly at all times, while the Attentive Camera offers advice implicitly, and only while the viewer is in motion.
The second reason for the success of the Attentive Flashlight lies in the fact that the recommendation is external to the viewer, giving them a greater sense of control. Users of the Attentive Flashlight were able to effectively ignore the system's suggestions until they stopped moving. In contrast, the Attentive Camera usurped control of the gaze almost immediately after motion was initiated. Anecdotally, some users of the Attentive Camera seemed to struggle for control of the gaze, frequently stopping to manually realign their gaze with the direction of motion. It is likely the measure of "user-initiated pivots" suffered because of this. A more in-depth analysis is needed to discriminate whether the intention of turn was to try to find something or to maintain a desired heading.
Despite its success, the experiment has also provided some insight to improvements for attentive techniques that should be examined in subsequent experiments. While the continuous nature of the Attentive Flashlight is one of its strengths, there is still room for improvement. The viewer is alerted to the presence of target objects outside of the field of view, but not the location. It is possible that the target object changes without any indication to the viewer. There are two possible remedies to this problem. First, instead of projecting a flashlight, the ideal gaze vectors could be used to project a more expressive object such as an arrow on the floor. This would allow the viewer to be aware of any changes that may occur outside the field of view. The second approach expands the rules for how gaze redirection is triggered. The implementation for this experiment relies on one set of ideal gaze vectors that are indexed by the position in the environment. Wernert and Hanson (1999) also proposed that both the position and the heading could be used to index an array of vectors. This might be effective for controlling more subtle changes in the gaze direction, but at the expense of more storage overhead.
A second type of modification is motivated by the problem of when to align the viewer with the ideal. It was evident from the Attentive Camera that viewers sometimes were redirected against their will, but the same was also true with the Attentive Flashlight (albeit to a lesser degree). It might be valuable to explore removing the automatic gaze redirection in favor of a user-initiated shift. This would allow the viewer to effectively ask for help when they are lost. This does not mean that the idea of automatic gaze redirection should be abandoned totally; after all, that is one of the virtues that this study originally sought. Just as there are scenarios that should grant requested viewpoint assistance, there are certainly situations that require mandated vigilance. For example, our task required the viewer to recognize a feature in a static display; consider a task that requires the viewer to become aware of subtle, sporadic changes. In this case, one can see the virtue in not allowing the user to quickly abandon a desired viewpoint.
Both of the attentive techniques are substantial advances because they reduce the amount of interaction required to successfully extract the same amount of information. The viewer is allowed to direct more attention on what is being observed during an exploration and less on the control of the technique. This was evident with a relatively small environment and should be expected to scale to large and more complex environments with even more pronounced effects.
