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Abstract
The paper considers the top Lyapunov exponent of a two-dimensional linear stochastic di6er-
ential equation. The matrix coe&cients are assumed to be functions of an independent recurrent
Markov process, and the system is a small perturbation of a nilpotent system. The main re-
sult gives the asymptotic behavior of the top Lyapunov exponent as the perturbation parameter
tends to zero. This generalizes a result of Pinsky and Wihstutz for the constant coe&cient case.
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1. Introduction
The paper Pinsky and Wihstutz (1988) includes the result that the system
dvt =
[
0 a
0 0
]
vt dt + 
[
b11 b12
b21 b22
]
vt ◦ dWt
has top Lyapunov exponent  := limt→∞(1=t) log‖vt‖ which satisCes
 = 2=3 D+ O(4=3) as  → 0
where D¿ 0, so long as a = 0 and b21 = 0. In this paper, we consider the more
general system
dvt =
[
0 a(xt)
0 0
]
vt dt + 2
[
a11(xt) a12(xt)
a21(xt) a22(xt)
]
vt dt
+ 
r∑
=1
[
b11(xt) b

12(xt)
b21(xt) b

22(xt)
]
vt dWt (1)
∗ Corresponding author. Fax: +1-213-740-2424.
E-mail addresses: baxendal@math.usc.edu (P.H. Baxendale), goukasia@math.usc.edu (L. Goukasian).
0304-4149/01/$ - see front matter c© 2001 Elsevier Science B.V. All rights reserved.
PII: S0304 -4149(01)00091 -6
220 P.H. Baxendale, L. Goukasian / Stochastic Processes and their Applications 95 (2001) 219–233
where {xt : t¿ 0} is a Markov process on some space M which is independent of
the r-dimensional Wiener process {Wt : t¿ 0; 16 6 r}. Notice that we have chosen
to write (1) using the Itoˆ stochastic di6erential whereas Pinsky and Wihstutz use the
Stratonovich stochastic di6erential, but any di6erences between the two forms can be
absorbed into the order 2 drift term. We will need to impose suitable ergodicity proper-
ties on {xt : t¿ 0} and suitable integrability properties on the functions a(x); aij(x) and
bij(x). Most importantly, we assume that the Markov process {xt : t¿ 0} has an invari-
ant probability  and that Da :=
∫
M a(x) d(x) = 0 and Dc :=
∑

∫
M [b

21(x)]
2 d(x)¿ 0.
Other more technical assumptions are listed below in Section 2. Our main result
(Theorem 2) then asserts that the top Lyapunov exponent for system (1) satisCes
 = 2=3| Da|2=3 Dc1=30 + O(4=3) as  → 0;
where 0 ¿ 0 is the top Lyapunov exponent of the system
dvt =
[
0 1
0 0
]
vt dt +
[
0 0
1 0
]
vt dWt: (2)
Eq. (1) is a simpliCed version of one appearing in the study of linearized stability for
small perturbations of Hamiltonian systems. With respect to a suitable moving frame
(away from Cxed points) the linearized equation of a two-dimensional Hamiltonian
system can be written in the form
dvt
dt
=
[
0 a(xt)
0 0
]
vt ;
where xt moves along the Hamiltonian orbits. If the system is subject to random white
noise perturbations then the linearized equation will be of the form (1) except that
now xt will be a di6usion with a small parameter  and driven by the same Wiener
process. In this paper, we make the simplifying assumptions that xt is independent of the
Wiener process and does not depend on the small parameter . See Section 6 for a brief
discussion of the situation where xt is driven by the same Wiener process which appears
in (1). The situation where xt depends on the small parameter  is more complicated;
we shall extend the techniques established here to this more interesting setting when
studying the top Lyapunov exponent for a small perturbation of a Hamiltonian system
in a forthcoming paper. See also Sowers (2001).
There are two main techniques used in the paper. The Crst one copies the elegant
method of Pinsky and Wihstutz to convert a problem involving a singular perturbation
of order 2 into one involving a non-singular perturbation of order 2=3. This yields
the Khas’minskii formula (8). The second (and more novel) technique is to estimate
the integral in (8) by adapting and extending the adjoint expansion method of Arnold
et al. (1986b). This is based on the observation that, for a di6usion operator L on
some space M with stationary probability measure , the condition
∫
M g(x) d(x) = 0
is equivalent to the existence of a function f such that Lf= g. If M is non-compact,
this equivalence fails without further conditions on the growth of the functions f and
g. For example, if L is the generator for the Ornstein–Uhlenbeck process on the real
line, there exists a function f such that Lf ≡ 1. In this paper, we allow the state space
M for {xt : t¿ 0} to be non-compact and we provide results, Lemma 5 (together with
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Proposition 4iii) and Proposition 3, giving veriCable conditions under which each of
the implications in the equivalence above hold true.
The plan of the paper is as follows. The precise statements about the assumptions
and the main result appear in Section 2. Section 3 contains the proof of Theorem 2 in
the special case
dvt =
[
0 a(xt)
0 0
]
vt dt + 
[
0 0
b(xt) 0
]
vt dWt: (3)
It turns out that the extra terms in (1) which do not appear in (3) do not contribute
to the leading term in the asymptotics for , and that the technique used in Section
3 can be adapted easily to handle the general case. This is carried out in Section 4.
Section 5 uses results of Khas’minskii (1980) and Meyn and Tweedie (1993a–c) on
invariant measures and exponential ergodicity to provide some practical techniques for
verifying the assumptions listed earlier. Finally, Section 6 contains some additional
remarks about this situation.
2. Statement of results
For convenience, we shall assume throughout that {xt : t¿ 0} is a di6usion pro-
cess on some Cnite-dimensional -compact manifold M . Let G be the second-order
di6erential operator which agrees with the generator of {xt : t¿ 0} on C2 functions
with compact support. If F is a positive function on M , we deCne the F norm
‖g‖F := sup{|g(x)|=F(x): x∈M} for all functions g :M → R. We now list the as-
sumptions used in this paper.
(A1) The operator G has smooth coe&cients and is elliptic and has an invariant
probability measure  on M .
(A2) The functions a(x) and
∑r
=1 [b

21(x)]
2 are smooth and -integrable and
Da :=
∫
M a d = 0 and Dc :=
∫
M
∑r
=1 [b

21]
2 d¿ 0.
(A3) There exist smooth -integrable functions A(x) and C(x) such that GA(x) =
a(x)− Da and GC(x) =∑r=1 [b21(x)]2 − Dc.
(A4) The functions a(x), aij(x), [bij(x)]
2, A(x)a(x), A(x)aij(x), A(x)[bij(x)]
2,
C(x)a(x), C(x)aij(x) and C(x)[bij(x)]
2 are all -integrable.
(A5) There is a positive function F ∈C2(M) satisfying GF(x)6 kF(x) for some
k ¡∞ such that the functions a(x), aij(x), [bij(x)]2, A(x)a(x), A(x)aij(x), A(x)[bij(x)]2,
C(x)a(x), C(x)aij(x) and C(x)[bij(x)]
2 all have Cnite F norm ‖ · ‖F and so that
A(x)=F(x)→ 0 and C(x)=F(x)→ 0 as x →∞.
This is a long list of assumptions. However the following result can simplify dra-
matically the task of verifying the assumptions.
Proposition 1. Suppose that G has smooth coe3cients and is elliptic; and that there
is a smooth function F(x)¿ 1 such that G(F2)(x)6 − kF2(x) + d for some k ¿ 0
and d¡∞ and such that F(x) → ∞ as x → ∞. Then there exists an invariant
probability measure . Further suppose that a and
∑r
=1 [b

21]
2 are smooth functions
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and ‖a‖F ¡∞ and ‖aij‖F ¡∞ and ‖[bij]2‖F ¡∞ for all i; j and . If Da = 0 and
Dc¿ 0 then assumptions (A1)–(A5) are satis8ed.
Further discussion of these assumptions and the proof of Proposition 1 appear in
Section 5. We now give the main result of the paper.
Theorem 2. Suppose assumptions (A1)–(A5) are true. The top Lyapunov exponent
 of (1) satis8es
 = 2=3 D+ O(4=3) as  → 0; (4)
where
D= | Da|2=3 Dc1=30 (5)
and 0 ¿ 0 is the top Lyapunov exponent of Eq. (2).
The proof of Theorem 2 is given in Sections 3 and 4. The fact that 0 ¿ 0 follows
from a theorem of Arnold et al. (1986a). An exact formula for 0 appears in Ariaratnam
and Xie (1990). To two decimal places, 0 = 0:29.
3. Special case
In this section, we study the equation
dvt =
[
0 a(xt)
0 0
]
vt dt + 
[
0 0
b(xt) 0
]
vt dWt: (6)
The Crst step is to use the transformation suggested by Pinsky and Wihstutz (1988).
For any Cxed ¿ 0 deCne
T =
[
2=3 0
0 1
]
:
Since min(2=3; 1)‖v‖6 ‖Tv‖6max(2=3; 1)‖v‖ it follows that
lim
t→∞
1
t
log‖Tvt‖= lim
t→∞
1
t
log‖vt‖
and so the processes vt and Tvt have the same top Lyapunov exponent . We will,
for simplicity of notation, henceforth write vt in place of Tvt . The process vt is now
given by the equation
dvt = 2=3
[
0 a(xt)
0 0
]
vt dt + 1=3
[
0 0
b(xt) 0
]
vt dWt: (7)
Write
vt = ‖vt‖
[
cos "t
sin "t
]
:
By applying Itoˆ’s formula we get
d"t = 2=3(−a(xt) sin2 "t − b2(xt) sin "t cos3 "t) dt + 1=3b(xt) cos2 "t dWt
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and
d log‖vt‖= 2=3Q(xt ; "t) dt + 1=3b(xt) sin "t cos "t dWt;
where
Q(x; ") = a(x)T1(") + b2(x)T2(")
and
T1(") = sin " cos "; T2(") = 12 cos
2 "− sin2 " cos2 ":
The Lyapunov exponent of (7) is
 = lim
t→∞
1
t
log ‖vt‖= lim
t→∞
1
t
(
log‖v0‖+ 2=3
∫ t
0
Q(xs; "s) ds+Mt
)
= 2=3 lim
t→∞
1
t
∫ t
0
Q(xs; "s) ds;
where
Mt =
∫ t
0
1=3b(xs) sin "s cos "s dWs
is a square integrable martingale for which Mt=t → 0 as t → ∞. Here we use
the assumption that b2 is integrable. The compactness of S1 implies that the pro-
cess {(xt ; "t): t¿ 0} on M × S1 has an invariant probability measure P, say, with M
marginal . Assumption (A2) implies that {x∈M : a(x) = 0} and U ≡ {x∈M : b(x) =
0} are open and non-empty. Together with the ellipticity of G, this implies that
M × S1 is an invariant control set for the deterministic control system associated
with {(xt ; "t): t¿ 0} and so supp(P) = M × S1 (see Arnold and Kliemann, 1987,
Proposition 1:1). The generator L, see below, for {(xt ; "t): t¿ 0} is elliptic on V ×
(S1 \{(=2;−(=2}) and so the restriction of P to V × (S1 \{(=2;−(=2}) has a smooth
density (which has to be positive on a non-empty set). It follows by an easy exten-
sion of Proposition 2:1 of Arnold and Kliemann (1987) that P is unique. The ergodic
theorem now yields the Khas’minskii formula
 = 2=3
∫
M×S1
Q(x; ") dP(x; "): (8)
We observe that the facts that supp(P) =M × S1 and that there is a non-empty open
set on which P has a positive density imply that the limit in the deCnition of  exists
for all x0 ∈M and all non-zero v0 ∈R2.
DeCne an operator L acting on C2(M × S1) as follows:
L =G + 2=3
(
(−a(x) sin2 "− b2(x) sin " cos3 ") @
@"
+
1
2
b2(x) cos4 "
@2
@" 2
)
=G + 2=3H; (9)
say. Then L agrees with the generator of the joint process {(xt ; "t); t¿ 0} on C2
functions with compact support. Write a˜(x) = a(x)− Da and c˜(x) = b2(x)− Dc. Then L
can be written as
L = G + 2=3 DH + 2=3H˜ ;
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where
DH = (− Da sin2 "− Dc sin " cos3 ") @
@"
+
1
2
Dc cos4 "
@2
@"2
and
H˜ = (−a˜(x) sin2 "− c˜(x) sin " cos3 ") @
@"
+
1
2
c˜(x) cos4 "
@2
@"2
:
Notice that the coe&cients of DH depend only on " and that the coe&cients of H˜ are
of mean zero with respect to . From the deCnition of the operator DH and assumption
(A2) it follows that DH is a hypoelliptic operator. We denote by + the unique invariant
probability measure on S1 for the generator DH . Then × + is the invariant probability
measure on M × S1 for the generator G + k DH for any constant k ¿ 0. The major step
in the proof of Theorem 2 consists of controlling the error when the measure P is
replaced by  × + in formula (8) for . DeCne
D=
∫
M×S1
Q(x; ") d(x) d+("):
The idea of the proof of the theorem is as follows. Instead of directly trying to estimate
the probability measure P in (8), we adopt a variation of the adjoint expansion method
used by Arnold et al. (1986b). First, we construct a function ’(x; ") and for each ¿ 0
a function f(x; ") such that
(Lf)(x; ") = Q(x; ")− D+ 2=3’(x; "):
Then we integrate with respect to P, using
∫
M×S1 Lf dP = 0, to obtain∫
M×S1
Q(x; ") dP(x; ")− D=−2=3
∫
M×S1
’(x; ") dP(x; ") = O(2=3);
so that
 = 2=3
∫
M×S1
Q(x; ") dP(x; ") = 2=3 D+ O(4=3)
which is the Crst assertion of Theorem 2. Finally, we use a rescaling argument and
the original form of Khas’minskii’s formula for constant coe&cient linear stochastic
di6erential equations to identify D in terms of 0. We proceed to Cll in the details and
justify the arguments. The Crst result is perhaps of independent interest.
Proposition 3. Let {yt : t¿ 0} be a di:usion process on a -compact manifold N with
invariant probability measure . Let L be an operator acting on C2(N ) functions that
agrees with the generator of {yt : t¿ 0} on C2 functions with compact support. Let
f∈C2(N ) and g∈C(N ) be -integrable functions satisfying Lf = g. Suppose there
exists a positive F ∈C2(N ) satisfying LF(y)6 kF(y) for some k ¡∞ such that
‖g‖F ¡∞ and f(y)=F(y)→ 0 as y →∞. Then∫
N
g(y) d(y) = 0:
Proof. Let Py denote the law of the process {yt : t¿ 0} with y0 = y. Itoˆ’s formula
implies that Mt :=f(yt) − f(y0) −
∫ t
0 g(ys) ds is a local martingale with respect to
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the measure Py for all y∈N . More precisely, if {Kn}∞n=1 is a sequence of compact
subsets of N such that Kn↗N and 1n = inf{t¿ 0: yt =∈Kn}, then 1n↗∞ and Mt∧1n
is a martingale with respect to the measure Py for all y∈N and all n. In particular,
Ey(f(yt∧1n))− f(y) = Ey
(∫ t∧1n
0
g(ys) ds
)
: (10)
A similar calculation applied to the function e−ktF(y) shows that e−k(t∧1n)F(yt∧1n) is
a Py supermartingale for all y∈N and all n. It follows that
Ey(F(yt∧1n))6 e
ktF(y) (11)
for all n and hence by Fatou’s lemma that
Ey(F(yt))6 ektF(y): (12)
The assumption that f(y)=F(y) → 0 as y → ∞ together with (11) implies that the
family {f(yt∧1n): n¿ 1} is Py uniformly integrable for each y and t. The assumption
that ‖g‖F ¡∞ together with (12) implies that∣∣∣∣∣
∫ t∧1n
0
g(ys) ds
∣∣∣∣∣ 6K
∫ t
0
F(ys) ds
and that the right side is Py integrable. Therefore, we can let n → ∞ in (10) and
obtain the equation
Ey(f(yt))− f(y) = Ey
(∫ t
0
g(ys) ds
)
:
Integrating both sides with respect to  and using Fubini’s theorem and the invariance
of  we obtain∫
N
f(y) d(y)−
∫
N
f(y) d(y) = t
∫
N
g(y) d(y)
and the proof is complete.
Proof of Theorem 2 for Eq. (3). Write
Q(x; ")− D= g(x; ") = g1(x; ") + g2(");
where
g1(x; ") = a˜(x)T1(") + c˜(x)T2(")
and
g2(") = DaT1(") + DcT2(")−
∫
S1
[ DaT1 + DcT2] d+:
We proceed with the construction of f.
Step 1: Using assumption (A3), we can deCne
f1(x; ") = A(x)T1(") + C(x)T2("):
Then Gf1 = g1 and so
Lf1 = (G + 2=3H)f1 = g1 + 2=3A ·HT1 + 2=3C ·HT2;
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where A ·HT1 denotes the product function (A ·HT1)(x; ") = A(x)(HT1)(x; "), and sim-
ilarly for C ·HT2.
Step 2: The function g2(") has mean zero with respect to + so there exists a smooth
bounded function f2(") so that DHf2 = g2. Then
Lf2 = (G + 2=3 DH + 2=3H˜)f2
= 2=3
[
g2 + (−a˜(x) sin2 "− c˜(x) sin " cos3 ")@f2@" +
1
2
c˜(x) cos4 "
@2f2
@" 2
]
= 2=3
[
g2 + a˜(x)
(
−sin2 "@f2
@"
)
+ c˜(x)
(
−sin " cos3 "@f2
@"
+
1
2
cos4 "
@2f2
@" 2
)]
= 2=3g2 + 2=3[a˜(x)T3(") + c˜(x)T4(")];
say, where the functions T3(") and T4(") are smooth and bounded.
Step 3: We now apply the method of Step 1 to the function g3(x; ") = a˜(x)T3(") +
c˜(x)T4("). DeCne
f3(x; ") =−A(x)T3(")− C(x)T4("):
Then
Lf3 = (G + 2=3H)f3 =−g3 − 2=3A ·HT3 − 2=3C ·HT4:
Now take f = f1 + −2=3f2 + f3. Then
Lf = g1 + g2 + 2=3[A · (HT1 − HT3) + C · (HT2 − HT4)]
=Q − D+ 2=3’;
where
’(x; ") = A(x)
[
(−a(x) sin2 "− b2(x) sin " cos3 ")@(T1 − T3)
@"
+ b2(x) cos4 "
@2(T1 − T3)
@" 2
]
+C(x)
[
(−a(x) sin2 "− b2(x) sin " cos3 ")@(T2 − T4)
@"
+ b2(x) cos4 "
@2(T2 − T4)
@" 2
]
= a(x)A(x)T5(") + b2(x)A(x)T6(") + a(x)C(x)T7(") + b2(x)C(x)T8(");
(13)
where the functions T5, T6, T7 and T8 are bounded on S1. From assumption (A4) and
the fact that the x-marginal of P is  it is now clear that
∫
M×S1 ’(x; ") dP(x; ") is
bounded.
We now apply Proposition 3 to the di6usion yt=(xt ; "t) on N=M×S1 with invariant
probability P. We take L = L, f(y) = f(x; "), g(y) = Q(x; ") − D + 2=3’(x; ") and
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F(y) = F(x). Then assumptions (A4) and (A5) are exactly what are needed to satisfy
the conditions of Proposition 3. We obtain∫
M×S1
Q(x; ") dP(x; ") = D− 2=3
∫
M×S1
’(x; ") dP(x; ")
and estimate (4) follows immediately from the fact that
∫
M×S1 ’(x; ") dP(x; ") remains
bounded as  → 0.
It remains only to prove equality (5). Carrying out the  integration in the
deCnition of D we obtain
D=
∫
S1
[ DaT1(") + DcT2(")] d+(")
and the right side is exactly Khas’minskii’s formula for the Lyapunov exponent of the
system
dvt =
[
0 Da
0 0
]
vt dt +
[
0 0√
Dc 0
]
vt dWt:
Further, if v˜t = T˜ vt where
T˜ =
[
1 0
0 
]
and 3 = Da= Dc
then
dv˜t = | Da|2=3 Dc1=3
[
0 1
0 0
]
v˜t dt + Da1=3 Dc1=6
[
0 0
1 0
]
v˜t dWt:
Since the transformation T˜ does not a6ect the Lyapunov exponent, we obtain Eq. (5)
by a simple time-change argument. Finally, the fact that 0 ¿ 0 follows directly from
Theorem 3:2 of Arnold et al. (1986a).
4. The general case
Now, we consider the general case, namely
dvt =
[
0 a(xt)
0 0
]
vt dt + 2
[
a11(xt) a12(xt)
a21(xt) a22(xt)
]
vt dt
+ 
r∑
=1
[
b11(xt) b

12(xt)
b21(xt) b

22(xt)
]
vt dWt :
The main idea is that the function
∑r
=1 [b

21(x)]
2 will replace b2(x) in the calculations
in Section 3 and that all the other terms which did not appear in (3) contribute at most
order 4=3 to .
More precisely, with the obvious substitution of
∑r
=1 [b

21(x)]
2 for b2(x), we will
use the same functions Q(x; "), f(x; ") and ’(x; ") and the same di6erential operator
H . However, the operator L for the {(xt ; "t): t¿ 0} process will now have extra terms
and this will a6ect the corresponding invariant probability measure P.
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Using the same transformation
T =
[
2=3 0
0 1
]
and writing vt in place of Tvt as before, we get
dvt = R(xt)vt dt +
r∑
=1
S (xt)vt dW

t ;
where
R(x) = 2=3
[
0 a(x)
0 0
]
+
[
2a11(x) 8=3a12(x)
4=3a21(x) 2a22(x)
]
and
S (x) = 
1=3
[
0 0
b21(x) 0
]
+
[
b11(x) 
5=3b12(x)
0 b22(x)
]
:
Then Itoˆ’s formula gives
d log ‖vt‖= Q(xt ; "t) dt +
r∑
=1
〈S (xt)"t ; "t〉 dWt ;
where
Q(x; ") = 〈R(x)"; "〉+ 12
r∑
=1
[‖S (x)"‖2 − 2〈S (x)"; "〉2]:
Therefore Q(x; ") can be written
Q(x; ") = 2=3Q(x; ") + 4=3Q1(x; ") + 2Q2(x; ")
+ 8=3Q3(x; ") + 10=3Q4(x; "); (14)
where
Q(x; ") = a(x)T1(") +
r∑
=1
[b21(x)]
2T2(")
and each Qn(x; "), 16 n6 4, is a sum of terms of the form f(x)T (") where each f(x)
is either an aij(x) or else a bij(x)b

k‘(x) and each T (") is a trigonometric polynomial.
A similar calculation for d"t shows that {(xt ; "t): t¿ 0} is a di6usion on M × S1 with
generator of the form
L = G + 2=3H + 4=3H1 + 2H2 + 8=3H3 + 10=3H4;
where H was deCned in (9) and each Hn, 16 n6 4, is a di6erential operator consisting
of a sum of terms of the form f(x)T (")@=@" or f(x)T (")@2=@" 2 where each f(x) is
either an aij(x) or else a bij(x)b

k‘(x) and each T (") is a trigonometric polynomial.
Letting P denote the invariant probability measure corresponding to L we obtain
 =
∫
M×S1
Q(x; ") dP(x; "):
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(The uniqueness of P for small  can be proved using the same techniques as de-
scribed in the previous section.) Assumption (A4) implies that
∫
M×S1 Qn(x; ") dP(x; ")
is bounded as  → 0 for each n and so we obtain
 = 2=3
∫
M×S1
Q(x; ") dP(x; ") + O(4=3):
Thus, we see that the extra terms in Q do not contribute to the leading term in
the asymptotics for . To complete the proof we need to show that the extra terms
of order 4=3 and higher in L do not a6ect the invariant measure P enough to change
the leading term in the asymptotics for .
We use the same function f as in Section 3. Recall that it is of the form
f(x; ") = A(x)(T1 − T3)(") + C(x)(T2 − T4)(") + −2=3f2(");
where T1, T2, T3, T4 and f2 are smooth bounded functions on S1 which depend only
on Da and Dc. Then
Lf = (G + 2=3H)f + 2=3
4∑
n=1
2n=3Hnf
=Q − D+ 2=3’+
4∑
n=1
2n=3Hnf2
+ 2=3
4∑
n=1
2n=3[A · (HnT1 − HnT3) + C · (HnT2 − HnT4)]
=Q − D+ 2=3’+ 2=3
4∑
n=0
2n=3 n; (15)
where each function  n(x; "), 06 n6 4, is a sum of terms of the form f(x)T (") where
each f(x) is either an aij(x) or a bij(x)b

k‘(x) or an A(x)aij(x) or an A(x)b

ij(x)b

k‘(x)
or a C(x)aij(x) or a C(x)bij(x)b

k‘(x) and each T (") is a smooth bounded function
on S1.
It now follows from the assumptions that we may apply Proposition 3, and the rest
of the proof follows as before.
5. Verifying the assumptions
We will assume throughout this section that the operator G has smooth coe&cients
and is elliptic. Let {Pt : t¿ 0} denote the Markov semigroup generated by G.
If the manifold M is compact then automatically there is a (unique) invariant prob-
ability , and the process is uniformly ergodic, that is, there are constants 6¿ 0 and
K ¡∞ such that∣∣∣∣Ptg(x)−
∫
M
g d
∣∣∣∣ 6K‖g‖∞e−6t
for all t¿ 0 and x∈M and all bounded measurable functions g : M → R, where
‖g‖∞=sup{|g(x)|: x∈M}. In this case, if the functions a and
∑r
=1 [b

21]
2 are smooth
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then the existence of smooth functions A and C satisfying the requirements of (A3)
follows as in Section 6 of Pinsky and Wihstutz (1988). Moreover, the integrability and
growth conditions in (A4) and (A5) can be replaced by simple boundedness require-
ments.
The situation is more complicated if the manifold M is non-compact. It is now
unrealistic to assume that the di6usion process is uniformly ergodic. A more reasonable
assumption is that of F-exponential ergodicity for some function F : M → [1;∞). We
say the process {xt : t¿ 0} is F-exponentially ergodic if
∫
M F d¡∞ and there exist
constants 6¿ 0 and K ¡∞, so that∣∣∣∣Ptg(x)−
∫
M
g d
∣∣∣∣ 6K‖g‖FF(x)e−6t
for all t¿ 0 and x∈M and all measurable functions g : M → R such that ‖g‖F ¡∞.
For a thorough discussion of this concept for discrete-time Markov processes see Meyn
and Tweedie (1993c). The continuous time case is treated in Meyn and Tweedie
(1993a, b). The following proposition summarizes results of Khas’minskii (1980) and
Meyn and Tweedie (1993b).
Proposition 4. Suppose that G has smooth coe3cients and is elliptic.
(i) If there is a non-negative F ∈C2(M) such that F(x)→∞ as x→∞ (equivalently:
{x∈M : F(x)6 k} is compact for all k) and
GF(x)6 kF(x) for all x∈M
for some constant k ¡∞ then the process {xt : t¿ 0} exists for all t¿ 0; that is; it
is non-explosive.
(ii) If the process is non-explosive and if there are F˜ ∈C2(M) and F ∈C(M) such
that F˜¿ 0 and F¿ 1 and
GF˜(x)6 − kF(x) + d1K (x) for all x∈M
for some constants k ¿ 0 and d¡∞ and some compact set K ⊂ M; then there is a
(unique) invariant probability  and
∫
M F d6d=k:
(iii) If there is F ∈C2(M) such that F¿ 1 and F(x)→∞ as x →∞ and
GF(x)6 − kF(x) + d for all x∈M
for some constants k ¿ 0 and d¡∞ then the process {xt : t¿ 0} is F-exponentially
ergodic.
Proof. Result (i) on non-explosion is Theorem III:4:1 of Khas’minskii (1980) in the
case where M is Euclidean space, and the same proof applies in the general case. The
existence of  in (ii) is also essentially contained in Theorems III:7:3 and IV:4:1
of Khas’minskii (1980). Result (ii) in its present form is Theorem 4:2 of Meyn
and Tweedie (1993b). Result (iii) is a simple application of Theorem 6:1 of Meyn
and Tweedie (1993b), using the fact that for an elliptic operator all compact sets are
“petite”.
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Lemma 5. Suppose that G has smooth coe3cients and is elliptic; and that the process
is F-exponentially ergodic for some F . If g∈C∞(M) and ‖g‖F ¡∞ then there exists
h∈C∞(M) such that ‖h‖F ¡∞ and (Gh)(x) = g(x)−
∫
M g d.
Proof. Write g˜(x) = g(x) − ∫M g d, then the condition of F-exponential ergodicity
implies that ‖Ptg˜‖F6K‖g‖Fe−6t . DeCne
hn(x) =−
∫ n
0
(Psg˜)(x) ds:
The exponential decay of ‖Ptg˜‖F implies that the functions hn form a Cauchy sequence
with respect to ‖ · ‖F and hence there is a function h such that ‖hn − h‖F → 0 and, in
particular, ‖h‖F ¡∞. The deCnition of hn implies that Ghn= g˜−Png˜ in a distributional
sense. Letting n → ∞ we get Gh = g˜ in a distributional sense. The ellipticity of G
now implies that h∈C∞(M), and we are done.
Proof of Proposition 1. The fact that F(x)→∞ as x →∞ implies that G(F2)(x)6−
kF2(x)+d1K (x) for some compact K ⊂ M . Then Proposition 4(ii) gives the existence
of the invariant probability  and the estimate
∫
M F
2 d6d=k ¡∞. The condition
G(F2)(x)6 − kF2(x) + d implies the weaker inequality GF(x)6 − (k=2)F + (d=2),
and so the process is F-exponentially ergodic. The existence of the functions A and C
as in (A3) follows by Lemma 5, and moreover ‖A‖F ¡∞ and ‖C‖F ¡∞. The fact
that F2 is integrable now yields (A4). Finally, it is easy to check that (A5) is satisCed
once F is replaced by F2.
6. Additional remarks
6.1. Stochastic averaging
After the transformation of vt by the matrix
T =
[
2=3 0
0 1
]
;
we have a pair process {(xt ; vt): t¿ 0} where the vt moves at rate 2=3. If we rescale
time by a factor 2=3 then vt moves at rate 1 and xt moves at the fast rate −2=3. Then
a standard stochastic averaging argument, assuming enough ergodicity and integrability
conditions, would indicate that on any Cnite time interval [0; T ] the law of the vt will
converge to the law of the constant coe&cient system
dvt =
[
0 Da
0 0
]
vt dt +
[
0 0√
Dc 0
]
vt dWt:
This system has top Lyapunov exponent D given by (5) in Theorem 2. Thus, our
result can be interpreted as saying that letting  → 0 (by doing stochastic averaging
on a Cnite time interval [0; T ]) and then computing a Lyapunov exponent (by letting
t →∞) asymptotically gives the same result as Crst computing the Lyapunov exponent
 and then letting  → 0. Of course, in general, interchanging the two limits t → ∞
and  → 0 may give di6erent answers.
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6.2. Weak convergence
The main e6ort in the proof of Theorem 2 goes to showing∫
M×S1
Q(x; ") dP(x; ")→
∫
M×S1
Q(x; ") d( × +)(x; ")
as  → 0. Inspection of the proof shows that the function Q(x; ") could be replaced
by any function which is a Cnite sum of terms of the form f(x)T (") so long as f is
smooth and integrable and G−1(f−∫ f d) exists and has suitable growth and integra-
bility properties. In particular, under the assumptions of Proposition 1, and assuming
Da = 0 and Dc¿ 0, it can shown that∫
M×S1
f(x)T (") dP(x; ")→
∫
M×S1
f(x)T (") d( × +)(x; ");
whenever f is a smooth function on M with ‖f‖F ¡∞ and T is a smooth function
on S1. Since each P has x-marginal , the family {P: ¿ 0} is tight. The estimate
above is enough to identify the weak limit of any convergent subsequence Pk as ×+.
Together, we deduce that P →  × + weakly as  → 0.
6.3. Higher-order asymptotics
In this paper, we have studied only the Crst term in the asymptotic expansion of
 as  → 0, but it should be clear to the reader that the techniques will extend to
higher-order terms. For example, the calculations so far show that
 = 2=3 D+ 4=3
∫
M×S1
[Q1(x; ")− 8(x; ")−  0(x; ")] dP(x; ") + O(2);
where the functions Q1,8 and  0 appear in Eqs. (14), (13) and (15), respectively.
Therefore, assuming enough extra conditions on the coe&cients a(x), aij(x) and bij(x),
we will obtain
 = 2=3 D+ 4=3 D1 + O(2);
where
D1 =
∫
M×S1
[Q1(x; ")− 8(x; ") +  0(x; ")] d( × +)(x; "):
6.4. Dependence
Let us consider brieTy the changes which would occur in our results if we re-
move the assumption of independence of the {xt : t¿ 0} process and the Wiener pro-
cess {Wt : 16 ¡r; t¿ 0} appearing in the equation for vt . Suppose instead that
{xt : t¿ 0} is the solution of the stochastic di6erential equation
dxt = V0(xt) dt +
r∑
=1
V(xt) ◦ dWt :
We have written this in Stratonovich form so that V0; V1; : : : ; Vr can be considered as
smooth vector Celds on M . Notice that the same Wiener processes now appear in the
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equations for dxt and for d". This causes some extra terms to appear in the formula
for L. In fact, the extra terms are
1=3
r∑
=1
b21(x) cos
2 "
(
V ⊗ @@"
)
+ 
r∑
=1
(b22(x)− b11(x)) sin " cos "
(
V ⊗ @@"
)
−5=3
r∑
=1
b12(x) sin
2 "
(
V ⊗ @@"
)
:
Then Lf has six extra terms, namely
1=3
r∑
=1
(V :A)(x)b21(x) cos
2 "(T1 − T3)′(")
+ 
r∑
=1
(V :A)(x)(b22(x)− b11(x)) sin " cos "(T1 − T3)′(")
− 5=3
r∑
=1
(V :A)(x)b12(x) sin
2 "(T1 − T3)′(")
plus three more obtained by switching C for A and T2 − T4 for T1 − T3. We need the
extra assumption that each (V :A)(x)bij(x) and each (V:C)(x)b

ij(x) is -integrable and
has Cnite F norm. Then the proof goes as before, except that now the Crst higher-order
term is of order 2=3 × 1=3 = .
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