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Abstract
Retail Suppliers constantly face the issue of high inventory costs or high backlog costs.This
study deals with a Retail Supplier who mainly supplies protective gear which are manu-
factured overseas (mainly Asia). This increases the complexity of the whole order-supply
procedure. The products analyzed in this study are all products with high demand vari-
ability and volatility. The delivery lead times of the product are also unpredictable. The
forecasting technique used by the Supplier does not take into account the demand vari-
ability. The Supplier also targets an average inventory turnover of 4 or higher for these
products. A simulation model is built in ARENA based on the Suppliers data for three
main purposes a) To evaluate output performance characteristics of the current system. b)
To assess if the Retail Supplier’s target inventory turnover for the product under evaluation
is an achievable target and a correct choice. c) To optimize the model to get the optimal
order up to inventory quantities in order to minimize the total costs. The costs considered
take into account holding costs, shortage costs and ordering costs. The three tests are con-
ducted on the current system as well as the system introduced with the lead time variability
based on new data that was retrieved.The Newsvendor model is used to take into account
the demand variability and serves as the basis for the demand module in the model[6]. The
inventory policy used for the order-supply module is an order up to inventory system.The
simulation model seeks to give optimized order up to inventory levels with minimum costs
taking into account the lead time variability and target inventory turnovers using a heuristic
optimization tool-OptQuest. The study provides an evaluation of the current system and
an optimized solution for the values of the order up to levels. The simulation model also
helps in concluding that a target inventory turnover of 4 or higher may not be the best
i
choice for a D,E inventory categorized product.
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1 Introduction
The simulation model is built on the data obtained from a supplier of protective gear. Their
product portfolio includes industrial products for a variety of applications, chemical process-
ing, welding products and daily wear consumer goods (gloves, eye-wear etc.) The planning
group at the Retail Supplier separates products based on their usage and predictability of
demand. ‘A’ category products are the goods with high and stable demand patterns, thus
low volatility. Following the same trend the categorization extends to categories B, C, D
and E. The simulation model deals with ‘D’ category of the products. Product demand, for
the cases of interest, is not easily predicted due to high variability or volatility. The prod-
ucts are manufactured in Asia(mainly China), and thus the whole process of manufacturing
and shipping takes a considerable amount of time. Due to the distance and time factors the
correct anticipation of the demand and required inventory levels becomes even more impor-
tant. The current method of anticipating demand uses a point estimate based on analysis
of the historic demand over the last six months, augmented by calculation of a Coefficient
of Variation (i.e., CV = ratio of the standard deviation of the demand to the mean). This
information is used to set a target level of inventory turns. [Items with C.V higher than 50
% are categorized to have high variability and thus, ordered in larger numbers foreseeing a
potential rise or fall in demand.] This method of anticipating the demand is not catering
to the required volatility and variability of the D,E category of items. The challenges faced
by Retail Supplier are high inventory or acute under stocking (Shortages). Due to higher
demand variability of these items, the order quantity sometimes may be too high in rela-
tive to the demand. This leads to high inventory values and consequently higher inventory
costs. The variability is subject to factors out of human control (sudden onset of a severe
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winter in 2014, lead time variation due to Chinese New Year etc.). Some situations lead
to high demand and low product availability, resulting in stock out conditions increasing
the shortage costs. Alternative method was needed that provided additional information
to a point forecast such as distribution of demand. To do so, past data from related items
was used to calculate an A/F ratio [6], i.e. Actual Demand/Forecast Demand ratio. The
historical demand data of the all the D- items was analyzed to provide a probability dis-
tribution for the actual to forecast ratios for these items. The actual sales are realized
using this distribution and the Newsvendor Model for demand generation. The Order Up
To Inventory model is used for the Simulation. The target levels of Inventory are different
for each month of the year in the base simulation model. As all the required data could
not be obtained from the Retail Supplier due to availability, the target levels have been
set with arbitrary values (assumption).The details of the model are described in the later
sections of the report. The Retail Supplier uses Inventory Turns as a measure to decide
and co-ordinate their supply with the demand, these Inventory Turns were determined by
higher management. The necessity for the study of this model came from the confusion
faced by the Retail Supplier regarding these Inventory Turn targets, raising a doubt if they
were achievable under the current scenario.
Figure 1: Protective Gloves for Chemical Processing
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2 Literature Review
The main reference for the demand module in the simulation model is the Newsvendor
Model in Matching Supply with Demand by Cachon and Terweisch[6].Cachon et al.[26]
further investigated the Newsvendor model to assess the decision making techniques by
managers under two experimental scenarios and across different profit conditions. The paper
assumed that the decision maker knows the distribution of the demand. Two alternative
anchoring and decision making heuristics are considered, the first is known as the mean
anchor demand in which the decision maker holds on to the mean demand and adjusts
towards the optimal order quantity. The second heuristic is the chasing demand heuristic
in which the managers take a decision by holding on to the order quantity in the previous
time period and adjusts towards the prior demand. Two experimental scenarios were used.
The first scenario had a uniform demand distribution between 1 and 300.The methodology
involved testing 34 subjects from Duke University by giving them a computer program
which asks them to make order quantity decisions. The subjects were provided with the
cost as well as the demand data. The second experimental scenario was similar to the first
except that it had one low range (1,300) and one high range (901, 1200) for the demand
distribution. The results of this study shows that the actual order quantities determined by
the decision makers were different than the order quantity that maximizes the profit. The
managers would end up ordering too less of high profit products and too much of low profit
products. Two explanations were justified with the data from the study-: 1) The subjects
chose order quantities to reduce the ex-post inventory which is the difference between the
prior order quantity and prior realized demand.2) The subject’s choices reflect that they
suffer from insufficient adjustment bias and anchoring.
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The Newsvendor model was extended and examined for different scenarios by Qin et
al. [22] in their paper. The paper deals with analyzing the current contributions of the
Newsvendor Model, examining the performance by modeling customer demand, buyer risk,
and supplier costs. A three node supply chain with a buyer, supplier and a customer is
assumed for the model. The main assumptions in the paper considered are a) the demand
is stochastic and characterized by random variable x. b) Supplier delivers with a lead delay
of zero. c) Sales occur at the end of each period. The paper aims to explore extensions to
customer demand by seeing how the model performs when the demand and the price are
related, the demand fluctuates due to the marketing effort by the buyer and the demand is
influenced by the quantity stocked by the buyer. Changes in the supplier pricing policies
are another factor explored, where this price can be reduced to discount rates for higher
order quantities. The last factor explored is the buyer risk profile to examine how much
risk is the buyer ready to take in the context of the order quantities. It was concluded for
demand and price relationship, that the optimal price is lower in a stochastic setting that
the deterministic setting for an additive deterministic demand case where as the optimal
price was higher in a stochastic setting than a deterministic setting in case of multiplicative
deterministic demand case. The study also shows that an increase or decrease in the mean
demand due to marketing effect leads to an increase or decrease in the optimal stocking
quantity by the buyer. A stock level selected in order to increase the demand by the buyer
contributes to higher initial stock levels and fill rates.
Choi et al.[8] perform a mean-variance analysis for the expected profits from the Newsven-
dor Model for risk averse and risk seeking decision makers. They first studied the three
risk related attitudes of the decision makers-risk-averse, risk-neutral and risk-seeking. They
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tried to maximize the expected profits with taking the mean-variance approach to the
Newsvendor model. Lastly, they explored stock out penalty and safety first objectives. The
assumption in the study was that the risk-averse decision maker would try to minimize the
variance of the expected profit whereas the risk-seeking decision maker would try to max-
imize the variance of the expected profit (as he is excited by the idea of uncertainty).Four
main optimization models were studied-: A risk-averse mean-variance optimization model
with constraints first on the variance of the profit and then on the expected value of the
profit. Similarly, the other two optimization models dealt with risk-seeking decision makers
with constraints on the variance and the expected value of the profits respectively. The pa-
per also explored efficient frontiers where a trade-off between the variance and the expected
value can be obtained. The results from the study mainly concluded that by giving up a
small amount of expected profits the risk-averse decision makers could enjoy a smaller vari-
ance in their profits and on the other hand the risk-seeking decision makers could achieve
a larger variance in their profits. It was also summarized that by including a stock out
penalty cost in the equations, the variance of the profits became more complicated. If the
stock out cost was huge the optimal order quantities by the decision makers was found to
be non-efficient for profit making.
Vieira[27] explored the use of simulation models to study the performance of a supply
chain. The average inventory levels and service levels were the performance measures that
were being evaluated. The simulation model has an information flow from the customers to
the suppliers and a downstream material flow-from the suppliers to the customers. The sup-
ply chain has a traditional logistics setting with - supplier’s sources, supplier, manufacturer,
distributors (wholesalers), retailers and customers. The two main aims of this model were
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to study the collaborative planning, forecasting and replenishment (CPFR) and to study
the bullwhip effects of the supply chain. The simulation model had four hierarchical stages,
the first stage had four elements of suppliers, manufacturers, retailers and customers. The
second stage involved the detailed modelling of each of these elements. The third and fourth
stage had specific functions (intra-company) to add detailing to the whole system. The in-
ventory policy simply involved placing an order whenever the inventory level goes below the
safety inventory level. There are two types of orders in the system- purchase orders from
the suppliers and production orders from the manufacturers. The paper discussed the first
level of this simulation model which had to be further improved. The model clearly demon-
strated the bullwhip effect in the supply chain. The future work involved introducing costs
in the model apart from the current performance parameters. It also proposed to design a
supply chain template for use by companies.
As the simulation model has been optimized using OptQuest we explore certain re-
searchers with similar work. Wan et al. [28] considered an (s,S) inventory system with
random lead times and service level constraints. This system was again modeled in ARENA
and the values of (s,S) were optimized using OptQuest. The model assumes that the orders
can crossover. Further, the paper uses Krush-Kuhn-Tucker Testing to test the results pro-
duced by OptQuest. The paper aims to solve three major issues-: a) What are the optimal
quantities for (s,S). b) To find if OptQuest can actually give optimal solutions. c) To prove
that the outcomes are actually representation of true optimal values. The assumption of the
model is that it is a single item model and order may not be received in the order that they
are place which complicates the model. The inventory system considered is a continuous
review system with independent and identical distributions for the demand with possible
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backlogs. The sequence of events for the model are the demand arrives, it is either fulfilled
if the company has on-hand inventory or the demand is backlogged, the order is placed
and then delivered. The performance parameters are a cost function (of setup and holding
costs) and service level. Instead of the shortage cost a stock out constraint is considered
in this model. The ARENA model is optimized for the values of(s,S). Then, a brute force
approach is applied to compare the two optimization solutions. The KKT test is used to
check if the two solutions obtained are feasible and if the constraint is binding. The whole
simulation study was concluded by stating that OptQuest can be used for stochastic-ally
constrained optimization problems to provide near optimal solutions.
A multi-level supply chain model with suppliers, manufacturers, warehouses, distribu-
tion centers and customers was simulated by Patil et al.[21].The multi-level supply chain
model means that a product has to go through several stages or levels before reaching
the end consumer. This paper focuses on simulating a multi-echelon inventory system in
ARENA with the objective to minimize the lost sales. The research involves study of inter-
relationship between retailers and its effect on lost sales. Three models are considered for
this study. The first model is evaluated with no interrelationship between the retailers. The
second model deals with partial interrelationship between the retailers which means they
will not share their inventory to satisfy customer demand. The third model incorporates
complete interrelationship between the retailers. The model simulates a downstream supply
chain with material flow from the manufacturer to the distribution center and from there
to the retailers. A single product has been modeled with a continuous review system and a
Poisson demand distribution. The lead time follows a normal distribution. The models are
run for 10 replications with a warm up time of 60 hours and run time of 250 hours. The
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first two models perform at power with 11% loss of sales. The third model with complete
interrelationship between the retailers reduces this statistic to 9%.The study concludes that
the loss of sales is reduced if the retailers succeed in co-operating. Better results can be
obtained if the retailers are able to manipulate their inventories in order to fulfill customer
demand.
Bottani et al. [4] explored three inventory order policies-the economic order interval,
the economic order quantity and the (s,S) inventory policy for food items with short shelf
life. The simulation model was made in MS Excel with five different food items. The model
is a two echelon system with a distributor and a retailer. There were two experimental
scenarios which were simulated- The retailer’s scenario and the distributor’s scenario. The
main objective of the paper was to explore the application of the three policies to products
with varying shelf life and analyze the suitability and applicability of the policies. The
demand was predicted after collecting the data, analyzing it and producing casual number
throughout the simulation according to the frequency. The paper established successful
inventory management policies for each product based on the suitability and the minimum
cost incurred.
Simulation and analysis of an artistic printing enterprise in ARENA was carried out by
Gashaw et al. [10].The model was simulated to analyze the resource utilization, inventory
control and costs involved. A throughput analysis was also performed. The model has 5
operators, 2 shift supervisors and the data is collected manually as well as from historic data.
The model works on the assumptions that lead time is constant, receipts are instantaneous
and costs evaluated are setup and holding costs. The customer demand and arrival follow
a uniform distribution. The report concludes that the resource utilization of the enterprise
8
is very poor and identifies one of the binding machines as a bottleneck.
The simulation model discussed in this report seeks to optimize an order up to inventory
model. Kleijnen et al. [20] discuss a novel heuristic for optimization of simulation models
in their paper. An output parameter is minimized with a combination of input parameters.
The heuristic is called DOE-Kri-MP (Design of Experiments-Kriging-Mathematical Pro-
gramming). It is called so as the heuristic comprises of methodologies from three research
fields- the Design of Experiments, Kriging meta modelling and Mathematical Programming.
The main aim of the heuristic is to-: a) Obtain simulation input combinations by sequen-
tialzed experimental designs. b) To use the Kriging meta model to analyze the input as
well as output results from these experimental designs. c) To use integer non-linear pro-
gramming to get optimal results from these models. The Kriging meta model works on two
assumptions, the first that the average simulation output is the sum of a constant and a
term corresponding to a stationary covariance with zero mean. The second assumption is
that the predictor at a new input combination is equal to the summation of the weighted
linear combination of old output over n simulations. The novel heuristic is applied to an
(s,S) inventory system as well as the call center model available in ARENA simulation
software to compare the results with OptQuest(Optimization tool in built in ARENA).The
study suggested that this novel heuristic required fewer simulation points in comparison
to OptQuest. The objective function provided better output values for the heuristic than
OptQuest for the two cases discussed. The heuristic can further be modified by adopting a
different metamodel in place of the Kriging metamodel.
9
3 Time Series Demand Forecasting
3.1 ABC Analysis of Inventory Management
To understand the inventory management system for the Retail Supplier we go through the
well known concepts of ABC analysis of inventory goods.[15][14] ABC Analysis of Inven-
tory Management is closely based on the Pareto Analysis concept.A wide range of goods
including finished goods,inventory items are categorized into A, B and C categories based
on their importance and dollar value consumption wise.The concept states that about 20%
of inventory items account for about 80% of the dollar usage. The three categories of items
are distinguished as follows-:
A items :- These are the items with high importance that account for 10-20% of inventory
items and 70-80% of dollar consumption value.The inventory for ”A” items is closely mon-
itored to avoid stock out conditions with weekly reviews and forecasting.
B items:- ”B” items account for approximately 30% of the inventory items and 15-25%
dollar consumption value.They have importance but are not critical.The inventory for this
item is moderately controlled and are reviewed every 2-3 months.These items have a po-
tential to evolve and become ”A” category items.
C items:- The ”C” items account for the lower 5% of the dollar consumption value and
about 50% of the inventory items.The inventory is more loosely controlled and is reviewed
quarterly or in 6 months. C-items have low demand and high risk for excess inventory.
The percentages for these items are approximate and vary from company to company.
The common factors influencing the percentages are annual dollar consumption values,unit
cost,transaction costs,lead times etc.
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Figure 2: ABC Analysis in Inventory Management[1]
3.1.1 ABC Categorization for the Retail Supplier
The data has been obtained from the company which is a supplier of protective gear in-
cluding welding gear,gloves,scuba diving kits etc. Their policy of ABC Analysis involves
dividing the products into further categories based on their demand patterns and dollar
values(A,B,C,D and E). This report deals with the D and E category items in their inven-
tory. These are items with very high demand variability and lead times.These items cause
either very large inventory quantities(low demand cases) or severe backlogs(sudden surges
in demand).The preliminary demand forecasting and simulation of the supply chain seeks
to address this issue of high inventory costs or high backlog costs.
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3.2 Common Time Series Forecasting Techniques
Time Series Forecasting techniques use the data over a period of time to predict the future
pattern in the demand.The assumption with time series is that the part pattern will repeat
in the future. It is commonly used to predict sales and to make short-term as well as medium
term predictions.The methods used for time series forecasting for this case are Moving Aver-
age,Simple Exponential Smoothing,Winters Method,Regression and ARIMA(Auto Regres-
sive Integrated Moving Average)[5]. The Moving Averages,Exponential Smoothing,Winters
Method and Regression Analysis was performed in Microsoft Excel.ARIMA time series fore-
casting is more complex and was performed in a statistical open source software known as
R.
3.3 Moving Average
Averaging Methods are generally useful for stationary time series(the series which fluctu-
ates around a central value with no apparent pattern)[5].A moving average of order n is an
average of n consecutive observations of demand.This method gives equal weight to each
observation.It is generally applied when there is no seasonality or trend in the data.It can
be represented mathematically as[5]-:
Ft+1 =
(yt+yt−1+yt−2+.......+yt−n+1)
n
Ft+1 =
Σi=ti=t−n+1yi
n
(1)
n= number of terms in the moving average
The historic data for the company was analyzed and moving average with n=3,6,9 was
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applied. The variation of demand and the forecast values for moving average can be seen
below in fig. 3-:
Figure 3: Moving Average
Higher the value of n smoother is the forecast but at the same time the it starts lagging
as it averages over a longer period of time.A smaller value of n helps the forecast to respond
to variability.The company has historically used Moving Average as a method of forecasting
demand.
3.4 Exponential Smoothing
Exponential Smoothing method adjusts the forecast based on the more recent demand data
point.[5][12]This method provides an exponentially weighted moving average to all the ob-
served demand data.It is most useful when the data does not have a predictable upward or
downward trend.The weight decreases exponentially with the age of the data.The mathe-
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matical formula for exponential smoothing is-:
Ft+1 = αyt + (1− α)Ft (2)
Ft+1=Forecast for next period
α= Smoothing Constant
yt=Demand in current period
Ft= Forecast in current period
The Smoothing Constant lies between 0 and 1.Exponential Smoothing Constants with α
values of 0.2,0.3 and 0.6 are used to predict for this data. The forecasts over the period of
time can be seen in fig.4-:
Figure 4: Exponential Smoothing
The value of α cannot be 0 or 1. A smaller value of α is preferred for stable predictions
with smoothed random variations. A larger α is used when we want the predictions to be
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sensitive to large random variations. α is selected based on the value giving the lowest mean
square error in the forecasting process.In this case the value of α with lowest mean square
error among 0.2,0.3 and 0.6 is 0.2.
3.5 Linear Regression Analysis
Regression Analysis is a method of identifying a relationship between variation in a depen-
dent variable and variation in an independent variable.[5][12] It provides an explanation
of correlation or causation.We can express this relationship as a linear function which is
used to predict the value of the dependent variable based on the independent variable.The
representation of this relationship is as follows-:
y = a+ bx
y =Dependent Variable
x =Independent Variable
a = Constant
b= Slope of the line
In terms of demand forecasting the dependent variable is the demand dt and independent
variable is t.
dt = a+ bt+ εt (3)
The values of a and b are determined by solving for lowest root mean square error.The sum
of squared error is represented as [12]-:
Σt=nt=1ε
2
t = Σ
t=n
t=1 (dt − a− bt)2 (4)
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In order to obtain the values of a and b the above expression is minimized and solved for
a,b.[5][12] This gives-:
a =
Σt=nt=1dt − bΣt=nt=1 t
n
(5)
b =
nΣnt=1tdt − Σnt=1dtΣnt=1t
nΣnt=1t
2 − (Σnt=1t)2
(6)
These values can be substituted in the equation to calculate future values of the demand
for different values of time period t. Regression analysis on the data from the manufacturer
produces the following graph-:
Figure 5: Regression Analysis
The statistics of the regression analysis are-:
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Table 1: Regression Coefficients
Coefficients Standard Error t Stat P-value
Intercept 9.537142857 2.635008742 3.619397 0.00071
X Variable 1 0.015798319 0.089931515 0.175671 0.86129
Table 2: Regression Statistics
Regression Statistics
Multiple R 0.025347714
R Square 0.000642507
Adjusted R Square -0.020177441
Standard Error 9.176760931
Observations 50
Regression Analysis tries to capture the trend in the data.For the analysis of this par-
ticular set of data regression gives a steady demand pattern ,with values changing very
minutely from one time period to another.For every increase in the time period t by 1 there
is an increase in dt by b.Here we can see that as b is really low there is not a big change in
the value of demand from one month to another.Regression can be more useful in demand
forecasting when there are independent variables such as demographic,economic or other
conditions that are known to affect demand.Such regression models are more suitable for
longer term forecasts.
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3.6 Holts-Winters Method
The Holts-Winters method is used to introduce both seasonality and trend in the data.[7]
[12] The three parameters for Winter’s method are-:
α= Level Smoothing Coefficient
β= Trend Coefficient
γ=Seasonality Coefficient
These three parameters account for an exponential level smoothing component, a trend
smoothing component and a seasonality smoothing component.The values of α,β and γ lie
between 0 and 1.Seasonality represents the tendency of the data to repeat a pattern after
a certain period of time.The Holt-Winter’s model can be additive or multiplicative on the
basis of the seasonality .
Additive Holt-Winter’s Method:This is used for time series with constant seasonal vari-
ations.In this method the increase in sales are accounted for by adding a certain amount
to our forecasts in order to satisfy the seasonal fluctuation.[7].Graphically, the additive sea-
sonal effects shows a steady seasonal fluctuation regardless of the overall series level.
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Figure 6: Additive Seasonal Trend [23]
The procedures for the calculations involved in the additive seasonal method are [7]
[13]-:
1. Calculation of the Level Factor-:
Lt = α(dt − St−p) + (1− α) ∗ (Lt−1 + Tt−1) (7)
2.Estimation of the Trend Factor-:
Tt = β(Lt − Lt−1) + (1− β) ∗ Tt−1 (8)
3.Calculation of Seasonal factor-:
St = γ(dt − Lt) + (1− γ) ∗ St−p (9)
0 ≤ α ≤ 1
0 ≤ β ≤ 1
0 ≤ γ ≤ 1
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4.Forecast equation can be given by -:
Ft+k = Lt + kTt + St+k−p (10)
In the above equations the value of p represents the number of seasonal cycles(in this case
value of p is 4) and value of k determines the time period of the forecast value. On per-
forming the Winters Additive Method on the given time series data we get the following
plot-:
Figure 7: Winters Additive Method
The values of the level,trend and seasonal coefficients is obtained by using the Excel
solver to minimize the mean square error value. The values of α, βandγ obtained are
0.1,0.16,0.1 respectively with a MSE of 117.17.
Multiplicative Holt-Winter’s Method:This method has seasonal variations which
increase by a certain factor.[7][12].Thus, the increase in sales are accounted for by multi-
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plying a factor to our forecasts in order to satisfy the seasonal fluctuations.Graphically,we
can see in fig. 8 that the seasonal component is multiplicative in nature and the seasonal
fluctuations vary in respect to the overall level of the time-series data.
Figure 8: Multiplicative Seasonal Trend [23]
The calculations involved in the multiplicative model include [7][12]-:
1.Calculation of the level factor:-
Lt = α(dt/St−p) + (1− α)(Lt−1 + Tt−1) (11)
2. Estimation of Trend factor-:
Tt = β(Lt − Lt−1) + (1− β)Tt−1 (12)
3.Calculation of Seasonal factor-:
St = γ(dt/Lt) + (1− γ)St−p (13)
0 ≤ α ≤ 1
0 ≤ β ≤ 1
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0 ≤ γ ≤ 1
4.Forecast at time period t+k -:
Ft+k = (Lt + kTt)St+k−p (14)
where
p = number of seasonal cycles,4
k = required forecast time period 1,2,3.....
After optimizing the values of α,β and γ to get the minimum value of the mean square error
and forecasting for the future we get the following graphical representation of the forecast-:
Figure 9: Holt-Winter’s Multiplicative Method
The values of α, β and γ are 0.1,0.1,0.45 respectively.These parameters provide forecast
values with a MSE of 155.68.
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3.7 ARIMA
ARIMA stands for Auto Regressive Integrated Moving Average. It is one of the most
effective and widely used forecasting methods.ARIMA analysis was performed in a statistical
software known as R[17].An ARIMA model is identified with three set of parameters:[16][17]
p:stands for the number of auto regressive terms in the model
d:represents the number of differencing terms in the model
q:stands for the number of moving average terms.
Any ARIMA model is represented as ARIMA(p,d,q),with p auto-regressive terms,q moving
average terms and d shows the order of difference for the demand .The R code for the
ARIMA analysis is given below[17]-:
#install.packages("tseries")
library(tseries)
library(ggplot2)
mydata <- read.csv("C:\\Users\\SHRUTI\\Documents\\thesis\\730T.csv")
attach(mydata)
Y <- DemandDt
d.Y <- diff(Y)
d2Y<-diff(d.Y)
t <- Periodt
summary(Y)
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summary(d.Y)
png("Demand.png",height=480,width=600)
qplot(t,Y,mydata,xlab="Time(Months)",ylab="Demand",
main="Variation of Demand",geom="line")
dev.off()
png("Diff.png",height=480,width=600)
plot(d.Y,xlab="Time(Months)",ylab="Differenced Demand ",
main="Variation of Differenced Demand",type="l")
dev.off()
adf.test(Y,alternative="stationary",k=0)
adf.test(Y,alternative="explosive",k=0)
adf.test(Y,alternative="stationary")
adf.test(d.Y,k=0)
adf.test(d.Y)
# Calculating Autocorrelation Functions and Partial Autocorrelation Functions
acf(Y)
pacf(Y)
acf(d.Y)
pacf(d.Y)
library(forecast)
auto.arima(Y)
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auto.arima(d.Y)
#ARIMA for Y
#AR(1)
arima(Y,order=c(1,0,0))
#AR(3) MA(1)
arima(Y,order=c(3,1,0))
# AR(1) and MA(1)
arima(Y,order=c(1,0,1))
#ARIMA(1,1,0)
arima(Y,order=c(1,1,0))
#Arima(1,1,1)
arima(Y,order=c(1,1,1))
#Differenced Demand
#ARIMA(1,1,1)
arima(d.Y,order=c(1,0,1))
#ARIMA(3,1,1)
arima(d.Y,order=c(3,0,1))
#ARIMA(3,1,0)
arima(d.Y,order=c(3,0,0))
#ARIMA(2,1,1)
arima(d.Y,order=c(2,0,1))
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#Auto Arima
auto.arima(Y,trace=TRUE)
auto.arima(d.Y,trace=TRUE)
# Arima forecasting(3,1,0)
fit <-arima(d.Y,order=c(3,1,1))
fore1 <- predict(fit,n.ahead=100)
png("arima.png",width=600,height=480)
plot(d.Y,type="l",ylim=c(-50,60),xlim=c(0,60),
main="Demand and ARIMA Forecasts",
xlab="Time(Months)",ylab="SKU Units",lwd=3)
lines(fore1$pred,col="blue",lwd=3)
lines(fore1$pred+2*fore1$se,col="red",lwd=3)
lines(fore1$pred-2*fore1$se,col="red",lwd=3)
legend("topright",c("Demand","Forecast","Forecast+/- s.e"),
col=c("black","blue","red"),pch="-",cex=0.9,lwd=3,text.font=2)
dev.off()
library(xlsx)
write.xlsx(fore1,"C:\\Users\\SHRUTI\\Documents\\thesis\\Arima Results test.xlsx")
#Arima forecasting(1,1,1)
fit2 <-arima(Y,order=c(1,1,1))
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fore2 <- predict(fit2,n.ahead=100)
png("arima2.png",width=600,height=480)
plot(Y,type="l",ylim=c(-50,60),xlim=c(0,60),
main="Demand and ARIMA Forecasts",
xlab="Time(Months)",ylab="SKU Units",lwd=3)
lines(fore2$pred,col="blue",lwd=3)
lines(fore2$pred+2*fore2$se,col="red",lwd=3)
lines(fore2$pred-2*fore2$se,col="red",lwd=3)
legend("topright",c("Demand","Forecast","Forecast+/- s.e"),
col=c("black","blue","red"),pch="-",cex=0.9,lwd=3,text.font=2)
dev.off()
write.xlsx(fore1,"C:\\Users\\SHRUTI\\Documents\\thesis\\Arima Results2 test.xlsx")
The first step in ARIMA is to observe the demand pattern and determine if the demand is
stationary or non-stationary.On plotting the demand and its first differenced term (dt−dt−1)
we get the following plots-:
27
Figure 10: Demand
Figure 11: Demand with single difference
The graphs show that the differenced demand is more stationary with variation though.
The second step involves studying the auto-correlations and partial auto-correlations to
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determine the number of AR and MA terms[16].The Autocorrelation Function is the ratio
of the autocovariance of demand at time t, dt and demand at time t−k, dt−k to the variance
of the dependent variable dt.It provides gross correlation between dt and dt−k.[16]
ACF (k) = ρk =
Cov(dt, dt−k)
V ar(dt)
(15)
The Partial Autocorrelation Function is the simple correlation between the difference of dt
with part that explains intervening lags and dt−k.[16]Mathematically it is represented as-:
ρ∗k = Corr[dt − E∗(dt | dt−1, ..., dt−k+1), dt−k] (16)
where E∗(dt | dt−1, ..., dt−k+1) is the minimum mean squared error predictor dt by dt−1, ...., dt−k+1.
The p terms can be determined either by the lag at which the ACF tails off or the lag after
which the PACF cuts off .The q terms can be determined either by the value of lag after
which the ACF cuts off or the value of lag at which the PACF tails off.The ACF and PACF
graphs for the demand y and the first difference d.y are give below-:
Figure 12: ACF for y
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Figure 13: PACF for y
Figure 14: ACF for d.y
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Figure 15: PACF for d.y
The ACF and PACF graphs show an AR 2 or 3 on d.y an AR terms of 1 or 2 on y.An
alternative is to use the auto.arima() function in the Rsoftware to get an idea of the correct
model to represent the data. We have to be careful of not over-differencing or using more
terms of AR or MA in the procedure. On using the function auto.arima() with trace in R
we get all the models which may suit the data.To select the appropriate model we consider
two goodness of fit tests.These tests are Akaike Information Criterion(AIC) and Bayesian
Information Criterion(BIC)[16].We uses these goodness of fit tests to measure a trade-off
between the fit of the model and its complexity.
AIC = −2 ln(L) + 2k (17)
BIC = −2 ln(L) + ln(N)k (18)
where L measures the value of the likelihood function at the parameter,k is the number of
the measured parameters and N is the number of observations.
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A lower value of AIC and BIC shows a better fit for the ARIMA model.Hence,the model
with lowest error(AIC and BIC) terms was selected.
ARIMA Forecast Equations: If Y is the original data and y is the differnced data(stationarized)
then:-
(d = 0),No difference term gives yt = Yt
(d = 1),One difference term gives yt = Yt − Yt−1
(d = 2),Two difference terms gives yt = (Yt − Yt−1)− (Yt−1 − Yt−2)
yt = Yt − 2Yt−1 + Yt−2
The forecasting equation in ARIMA is given by [16][5]-:
yt = µ+ Φ1yt−1 + .......+ Φpyt−p −Θ1et−1 − ......−Θqyt−q (19)
where µ= Constant
Φ1yt−1 + ....+ Φpyt−p=AR terms (lagged values of y)
Θ1et−1 − ......−Θqet−q= MA terms(lagged errors)
After running the preliminary analysis on the data and auto.arima() function in R the
ARIMA(3,0,1) model on the first differenced data was selected for the forecast values.Hence,
the model selected would be ARIMA(3,1,1).Another model with similar statistics is ARIMA(1,1,1)
on demand y.The results of the forecasts graphically are shown below-:
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Figure 16: ARIMA(3,1,1) Forecasts
Figure 17: ARIMA(1,1,1) Forecasts
5
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Table 3: ARIMA Analysis Coefficients
Coefficients
(3,1,1)
ar1 ar2 ar3 ma1 intercept
-0.0525 -0.0836 -0.1905 -1 0.0017
s.e 0.1396 0.1399 0.1391 0.0594 0.0667
(1,1,1)
-0.0285 NA NA -1 NA
s.e 0.1429 NA NA 0.0546 NA
Table 4: AIC and MSE
(3,1,1) (1,1,1)
MSE 80.17 84.61
AIC 377.7 373.78
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3.8 Errors
The error analysis for forecasting methods is based on the difference between the actual
demand and the forecasted value.[5][11]The error e is-:
et = dt − ft (20)
The common error calculations for forecast analysis and selection are[5]-:
BIAS:-It is the summation of the error e for all the time periods[11]. It fluctuates around
0.
BIASn = Σ
t=n
t=1et (21)
If the BIAS is positive it means that we are under-forecasting and if it is negative we are
over-estimating the demand on average.
Mean Absolute Deviation(MAD):-This measures the dispersion of the absolute error[11].Mathematically
it can be represented as-:
MAD =
1
n
(Σt=nt=1 |et|) (22)
Mean Squared Error(MSE):-The mean squared error is the average of the square of the
errors for all the time periods[11].It incorporates model variance.
MSE =
1
n
(Σt=nt=1 |et|) (23)
Mean Absolute Percent Error(MAPE):-It represents error relative to magnitude of
the demand[11].The drawback is that this error distorts the forecasting model in case of low
demand scenarios(Division by zero demand)-:
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MAPE =
1
n
(
Σt=nt=1 |et|
dt
)X100 (24)
Tracking Signal:- It monitors the randomness of the error of the forecasting method used.
Pre-defined control limit values(±4,±6) determine if the demand imitates the forecasted
values.[11]
T.St =
BIASt
MADt
(25)
3.9 Results of Time Series Analysis
The comparison of the error analysis for all the methods discussed is shown in table 5-:
Table 5: Error Analysis
BIAS MAD MSE T.S
Moving Average(n=3) 3.333333 8.099291 159.5354 0.411559
Moving Average(n=6) 12.5 7.375 107.6484 1.694915
Moving Average(n=9) -1 7.102981 105.6606 -0.14079
Exponential Smoothing(α = 0.2) -16.4663 7.000017 99.57744 -2.35233
Exponential Smoothing(α = 0.3) -11.6168 7.346105 106.8314 -1.58135
Exponential Smoothing(α = 0.6) -11.0341 8.260971 131.1263 -1.33569
Regression Analysis -3 6.14 80.9 -0.4886
Holt-Winters Additive Method -43.267 7.756451 117.1786 -5.5782
Holt-Winters Multiplicative Method -146.625 8.609043 155.6892 -17.0315
The errors for ARIMA are shown in table 4 for ARIMA.After looking at the errors the
one with the lowest BIAS and MSE is Regression Analysis(as the coefficients a and b are
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calculated by minimizing the MSE) but graphically the data seems to have a trend rather
than a line with slope nearing zero as fitted in this method(fig.5). On basis of BIAS the
next best method seems to be a Moving Average(n=9) with a bias value of -1. The Holt-
Winter’s method does not seem to perform very well. Based on MSE our next best model
would be ARIMA with a MSE between 80-85(depending on value of p,d and q we select.)
Also exponential smoothing with α = 0.2 would give a good fit with MSE approximately
equal to 99.5.
Based on these analysis our best selection would be either ARIMA model or a Moving
Average.For purpose of simulation we will use a technique easily available and used by the
Retail Supplier- a Moving Average with order(n) equal to 6.Other forecasting methods can
be easily incorporated as the simulation software ARENA and the model are quite flexible.
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4 Simulation with ARENA
4.1 Simulation
The reference for this section can be mainly found in[19][25]. Simulation is the collection
of methods and applications to imitate the real life scenarios on an appropriate software to
make a calculated decisions.This paper deals with a software known as ARENA by Rockwell
Software which uses the SIMAN language for its internal modules.Computer Simulations
are created to judge a real life system’s characteristics or operations over a given period
of time. In more practical terms we can define Simulation as the process of designing and
modeling a real or a proposed system in a software for understanding its behavior under a
set of conditions by conducting numerical experiments.
4.1.1 Types of Simulation Models
Static and Dynamic Models[19]: Static models do not deal with time where as dynamic
models are made to study them over a period of time. Most of operational models are
dynamic.
Continuous and Discrete Simulation Model[19]: In a Continuous simulation model
the state of the system changes continuously over a period of time. Discrete event simulation
models involve a change in the state of the system only at separate points in time.
Deterministic and Stochastic Simulation Models[19]: Deterministic models do not
have an random input to them while a Stochastic models operate on random inputs. A
single model can have both a deterministic input and a stochastic input.
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4.2 Advantages of Simulation:
1 Simulation provides flexibility in modeling and understanding the system as it is.
2 It helps in modeling non-stationarity and uncertainty of the system.
3 The computer simulation allows for cost reduction in actually implementing and then
correcting a scenario in a system. We can understand the system,look at its operations
for a given set of conditions and then implement the scenario.Simulation gives room to
predictive analysis of the whole system.
4 The simulation software has a easier Graphical User Interface.Hence easier to perform
the analysis. It also provides tools for statistical analysis.
4.3 Introduction to ARENA
ARENA is a graphical user interface simulation software that has few basic modules which
are connected to each other at nodes logically to construct a flow chart for an algorithm to
execute the simulation model.These building blocks are either flowchart modules or data
modules.Further an ARENA simulation model needs certain elements defined for its proper
functioning. Few of the important elements are explained in brief below[19]-:
Entities are that part of a simulation model which move around,affect the status of the
system,are affected by other entities and change the performance of the output parameters.
Entities are mostly dynamic in nature,they are created,move around and change the sys-
tem, then are discarded out of the model.Most entities are something that represent real
objects in the simulation model,for instance parts in a manufacturing unit which move from
one machine to another to complete the manufacturing process. In few cases the entities
are made out too represent something fake,i.e; something intangible to complete steps in a
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system.This paper deals with a simulation model which has a fake entity-inspector to check
the inventory level in each period of time.
Attributes are characteristics attached to each entity used to identify it. Attributes help
to individualize the entities. Entity picture,Entity down time,Color and Priority are some
common examples of attributes.ARENA creates and keeps track of few attributes automat-
ically,but a user can create,name and track their own attributes.
Variables are pieces of information that represent a characteristic of the whole system.The
value of the variable does not dependent on the entity but changes with the state of the
system. ARENA has built-in variables for each model as well as users can define variables
according to their requirement.There can be any number of variables in the model and they
do not depend on the number or type of entities.
Resources represent things,personnel or equipment which entities compete for. An entity
seizes the resource(units of resource) and releases it or them when the processing is com-
plete.Resources are assigned to entities,for example an airport may have multiple check-in
points(which are resources here) and these are assigned coming passengers.A resource may
have multiple units.
Queues are the place where entities wait if the resources are being utilized by another en-
tity,i.e,they are busy.If we take the same airport check in counter example then passengers
have to wait in a queue till the passenger before them is served.
A blank ARENA screen before building any models can be seen below-:
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Figure 18: ARENA Screenshot
The project bar on the left shows the available modules. The in built panels used in
this simulation will be basic process and advanced process panels.
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4.4 Input Analyzer
The Input Analyzer is a unique in-built tool in ARENA.The Input Analyzer is an application
which enables us to a fit a probability distribution to given set of data.It also generates an
Arena expression which can be directly copied into the simulation model.Here,fitting a distri-
bution means selecting a distribution out of a set containing the exponential,gamma,weibull
etc distributions.The Input Analyzer needs a plain ASCII text file with your data as an in-
put.It then fits the data to all possible distributions and gives the best fit based on the
minimum square error[19][18].
4.5 OptQuest
OptQuest is a package that comes with ARENA.It is a heuristic optimization tool that uses
scatter search,tabu search and other similar methods to perform optimization and compari-
son of different scenarios of the same model by moving intelligently through the input control
space to converge quickly to an optimal point.There are few basic elements of an optimiza-
tion model in ARENA [19][25].The OptQuest uses Controls,Constraints,Objectives
and Responses as the main elements that define a simulation optimization model.
Controls are the variables or the resources that can be manipulated to change the perfor-
mance of the system. These have an upper limit and a lower limit that have to be defined
to optimize the system.Common examples of controls are the number of products manufac-
tured,number of machines,number of service booths for check in,fleet size etc.
Response refers to the output of a simulation model like queue length,resource utilization
etc.
Constraint is the relationship between the controls and the responses,for example; a con-
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straint may be issued to make sure that the total number of worker employed not exceed a
certain number or the amount of funds allocated for resources stays below a certain amount
etc.
Objective is the mathematical expression that requires optimization in the simulation model.
The objective can be the total production time of a part manufactured that needs to be
minimized or the profits of a firm that need to be maximized.
OptQuest makes this optimization of the system easier by comparing possible values of
the objective function for several cases and returning the most beneficial combination of
elements of the simulation model.
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5 Methodology
5.1 Introduction to Retailer’s Supply Chain
After the data analysis and discussions with Retail Suppliers about their details on the
supply chain few assumptions were needed to construct the base supply-chain model. The
whole simulation model has two major sub-models:
a)The Demand Module: This part of the simulation model is responsible for producing
the customer demand for each month.
b) The Order-Supply Module:This part of the simulation model represents the order
and supply procedure subject to order quantities based on the order-upto(S) inventory
model and lead time variability.
The assumptions and basic sequence of events in the simulation model to build the base
model are listed below.
Assumptions to build the base model:
1.The Retail Supplier mostly uses SAP for the demand forecasting,hence,after the time
series forecasting analysis in section 3, we use a six month moving average based on the
errors and the ease of use by Retail Suppliers for the demand module.
2.The inventory model used in the order-supply model is an order-upto(s,S) inventory
model.
3.The target inventory levels can be varied depending on the requirements.OptQuest tries
to optimize the target inventory levels to reduce the costs and the on-hand inventory.
4.The order quantity is decided based on two months of supply as decided by SAP soft-
ware(by Retail Supplier.)
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5.The lead time variability in the base model is a random probability of 60 days(80% of the
time) or 90 days(20% of the time).
6.95% of the order quantity is delivered where as 5% is lost in transportation.
7.The simulation starts at time t = 1(first month) and runs through t = 30(two and a half
years of simulated data).
8.The order quantities for first three months are assumed values as logically they would
have been ordered before the simulation time begins.
Steps involved in the simulation model
Every simulation model has a sequence of events so that the model runs with correct logic
and accurate output parameters.There is a certain sequence of events used in the base model
for the simulation which can be seen in fig.19 below-:
Figure 19: Sequence of Events
a)Realization of Demand:-The first event in the simulation model is where the de-
mand occurs and the order quantity is realized. This demand quantity is determined using
the Newsvendor model [6] which will be discussed in detail in the further sections.
b)Satisfaction of Demand:-The second event in the simulation model is where the de-
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mand for a time period is fulfilled and deducted from the net inventory.
c)Place Replenishment Order:-Next event in the simulation model entails comparing
the net inventory to the target inventory and placing an order if the net inventory is below
the target value for the time period.The order replenishment quantity is decided according
to the Order-Upto Inventory Model(S)[6]
d)Lead Delay Occurs:-The order placed in the previous event undergoes a lead delay
before it reaches the Retail Suppliers.The lead delay in the base model is a two-way chance
of either a 60 day delay time or a 90 day delay time.
e)Receive Order Quantity:-The replenishment order that was placed is finally received
in this step and the net inventory is updated with the same number of SKU units.
5.2 Demand Module
This section discusses the module responsible for the demand generation in the simulation
model.The Newsvendor model(A/F ratio method) is used for the generation of the de-
mand.The historical data on the SKU units is analyzed, a probability distribution is fitted
to the data and this distribution is used to determine the customer demand in a particular
time period.
5.2.1 Newsvendor Model(A/F Ratio Method)
The main reference for the Newsvendor model concept has been taken from the well
renowned book Matching Supply with Demand by Gerard Cachon and Christian Terwi-
esch [6].The newsvendor model is based on the concept that the decision maker has to
place the order only once by balancing out the costs of ordering too much against the cost
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of ordering too little. For that decision of ordering Q units we need to understand the de-
mand uncertainty and represent this quantity with a probability distribution function.Thus,
demand becomes a random variable and the distribution function can be represented as [6]-:
F (Q) = Prob(Demand is less than or equal to Q) (26)
F (Q) here represents the demand forecast for the product.This method includes a calcula-
tion of the ratios of the actual demand quantities to the forecasted values for the historic
data.[6]
A/F ratio =
ActualDemand
Forecast
(27)
The A/F ratio will have a value of 1 for an accurate prediction, will be greater than 1 if
we under-predict and will be less than one if we over-predict.These A/F ratios give us a
probability distribution to determine the actual customer demand.Rearrangement of the
term in equation 27 gives us [6]-:
Actual Demand= A/F ratio X Forecast
Thus, the randomness of the demand is directly represented by the randomness in the A/F
ratio. The expected actual demand and standard deviation of the demand can be repre-
sented as [6]-:
Expected Actual Demand = Expected A/F ratio X Forecast (28)
Standard Deviation of Demand = Standard Deviation of A/F ratio X Forecast (29)
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If the A/F ratios have a standard normal distribution then z statistic for the distribution
is calculated by balancing the cost for excess inventory against too little inventory.This
mathematically equates the distribution function equal to a ratio known as critical ratio [6].
F (Q) = CuCo+Cu
where CuCo+Cu is known as the critical ratio.
Co is the cost incurred due to ordering one extra unit of product. Cu is the cost incurred
due to loss of sales because of low inventory.Both these costs can be calculated from the
selling price,cost price and salvage value of the product[6].
Co = cost − salvage value
Cu = Price − Cost
Upon calculation of the critical ratio we can obtain the z score from the normal distribution
table.The last step in the process involves calculation of the order quantity based on the
z score,mean(µ) and the standard deviation(σ) of the distribution.The order quantity Q is
given by [6]-:
Q = µ+ Zσ (30)
5.2.2 A/F Ratio Probability Distribution
The A/F ratios for probability curve fitting were produced by simply dividing the actual
demand quantities of the SKU units obtained with the demand quantities obtained from
the initial forcasting method section 3.The method in this case is a six month moving aver-
age.The actual demand, the forecast values and the A/F ratios from the Retail Supplier’s
data are shown in a tabular form below-:
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Table 6: A/F Ratio’s
Month/Year Actual Demand Forecast A/F Ratio
Apr-10 14
May-10 1
Jun-10 9
Jul-10 4
Aug-10 11
Sep-10 10
Oct-10 9 8 1.125
Nov-10 11 7 1.571429
Dec-10 22 9 2.444444
Jan-11 5 11 0.454545
Feb-11 0 11 0
Mar-11 12 10 1.2
Apr-11 4 10 0.4
May-11 14 9 1.555556
Jun-11 8 10 0.8
Jul-11 23 7 3.285714
Sep-11 25 10 2.5
Oct-11 6 14 0.428571
Nov-11 2 13 0.153846
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Dec-11 18 13 1.384615
Jan-12 10 14 0.714286
Feb-12 6 14 0.428571
Mar-12 2 11 0.181818
Apr-12 13 7 1.857143
May-12 11 9 1.222222
Jun-12 5 10 0.5
Jul-12 2 8 0.25
Aug-12 8 7 1.142857
Sep-12 2 7 0.285714
Oct-12 55 7 7.857143
Nov-12 7 14 0.5
Dec-12 1 13 0.076923
Jan-13 3 13 0.230769
Feb-13 10 13 0.769231
Mar-13 2 13 0.153846
Apr-13 15 13 1.153846
May-13 4 6 0.666667
Jun-13 13 6 2.166667
Jul-13 3 8 0.375
Aug-13 5 8 0.625
Sep-13 12 7 1.714286
Oct-13 16 9 1.777778
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Nov-13 3 9 0.333333
Dec-13 4 9 0.444444
Jan-14 9 7 1.285714
Feb-14 17 8 2.125
Mar-14 19 10 1.9
Apr-14 12 11 1.090909
May-14 19 11 1.727273
Jun-14 1 13 0.076923
After creating a simple input file and analyzing it in the ARENA input analyzer,we get a
gamma distribution with a shape factor(α = 0.996 )and scale parameter (β = 1.16) shifted
to the left by 0.001 for the A/F ratio’s.The probability distribution curve and it’s charac-
teristics can be seen in the graph and the table below:-
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Figure 20: Gamma Probability Distribution Curve
The input analyzer provides the best probability distribution based on the least square
error.We can see that the LSE for gamma distribution of the A/F ratios is very low
i.e;0.006136.The goodness of fit for the distribution is measured on least square error,Kolmogorov-
Smirnov and chi-square hypothesis tests [19][18]. If a theoretical distribution from the Input
Analyzer is a good fit then the p-values for at least one or more distributions will ≥ 0.10.
As the K-S hypothesis test gives us a p-value greater than 0.15 we can go ahead and use
this distribution for the A/F ratio’s.
5.2.3 Working of the Demand Module-:
The demand module is the part of the model that actually generates the forecast. The A/F
ratio method is used here to account for the variability in the demand pattern.Hence the
demand quantity for a time period would be the product of a random A/F value from the
distribution and the forecast value for that time period obtained in section 3 .The snapshot
of the demand module is given below-:
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Table 7: Gamma Distribution Characteristics
Distribution Summary
Distribution: Gamma
Expression: −0.001 + Γ(0.996, 1.16)
Square Error: 0.006136
Chi Square Test
Number of intervals 2
Degrees of freedom -1
Test Statistic 0.595
Corresponding p-value < 0.005
Kolmogorov-Smirnov Test
Test Statistic 0.0955
Corresponding p-value > 0.15
Data Summary
Number of Data Points 44
Min Data Value 0
Max Data Value 7.86
Sample Mean 1.16
Sample Std Dev 1.3
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Figure 21: Demand Module
The Create Module is where the demand generation begins.An entity of type Demand
is created with inter-arrival time of 30 days with first creation at 0.0 and infinite maximum
creations. The demand entity then moves to an assign module where the random A/F value
is generated from the Gamma Distribution. Month variable is incremented by value of 1,
which tells the simulation model the month for which the demand is generated. The entity
then moves to a read module where the forecasts for the demand generation are read from
the excel file- Item1forecasts.xls and assigned to a 2-D variable Forecastfromfile.The next
step is the demand generation by the multiplication of the A/F ratio value and the forecast
for the time period. The generated demands are written back to the same file in a different
recordset after which the entity demand exits. A diagrammatic representation of the logic
can be seen below-:
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Figure 22: Demand Module Entity Flow
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5.3 Supply-Order Module
5.3.1 Introduction
The order-supply module is the second part of the simulation model. The main function
of this module is to satisfy the customer demand, place an order according to the Order
Up To Inventory Model and receive an order. The output parameters to evaluate the
performance of the model are average holding costs,average shortage costs,average total
costs and inventory turns. The base module is later on modified to cater to lead time
variability and for optimization in OptQuest.
5.3.2 Order Up To Inventory Model
The order up to inventory model has few certain terms of inventory to explain the concept
of the model.[6]
On Order Inventory is the number of units of the product that have been ordered in the
previous time period but not yet received. The On-Order Inventory cannot be negative,it
can be zero though.
On-hand Inventory is the number of units of inventory that we have with us in tangible
form,i.e; on-hand.It is also always a positive number.
Back-Order is the number of units of product that have been requested by the customer,
but have not been fulfilled yet due to no available current inventory.This amount is fulfilled
as soon as the inventory becomes available. The order up to model works on the assumption
that there is no loss of sales.
Inventory Level combines both the on-hand inventory and the back-order.The Inventory
Level can be negative unlike the other two quantities.For instance, if our on-hand inventory
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is 10 units and we get a demand of 20 units,then our inventory level will be -10.
Inventory Level = On Hand Inventory −Back order (31)
Inventory Position is a measure that combines On-hand Inventory,Back-order and
On-order inventory. In an order up to model the maximum inventory position that we are
ready to hold is the order up to quantity(S).
Inventory Position = On Order Inventory +On Hand Inventory −Back Order (32)
To implement the order up to inventory model we just observe if the inventory position at
start of the model at time t is less than the order up to level(S). If that is true we place order
for that time period or else we do not place an order for that month.The order quantity to
be placed is the difference of the order up to level and the inventory position in that time
period.
Order Quantity at time t = Order up to level(S)− Inventory Position (33)
The order up to inventory system operates on the pull system of order-replenishment system.
The Pull System is when the order and replenishment process is triggered only after the
demand occurs.
5.3.3 Performance Parameters for the Base Model
The model is evaluated and judged based on few output parameters which can be calculated
as time-persistent statistics or output statistics.The main output parameters calculated in
the model are -:
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Average Holding Cost-:This is the cost incurred for holding a unit of inventory.It is
calculated as[19]-:
Average Holding Cost = Inventory ∗ Unit Holding Cost (34)
Average Shortage Costs-:This is the loss incurred due to unavailability of inventory to
complete a demand.[19]
Average Shoratge Costs = Shortage ∗ Unit Shortage Cost (35)
Average Ordering Cost-:It is the cost incurred every time we place an order for replen-
ishment of the inventory. It is given by [19]-:
Average Ordering Cost = Fixed Order Cost+Incremental Cost∗Order Quantity (36)
Cumulative Sales-:This is the total number of units sold to the customers in order to
fulfill the demand. Sales are updated in the model in two ways,i.e; In case of backlog and
on receiving a delivery the sales are the minimum of the negative Inventory Level and the
order quantity received (U. Rao, personal communication,June,2014) -:
Sales = Minimum (−Inventory Level, Receipt) (37)
On the other hand in case of a positive inventory level and demand being fulfilled the sales
are the minimum of the inventory level and the demand.(U. Rao, personal communica-
tion,June,2014)
Sales = Minimum(Inventory Level,Demand) (38)
Cumulative Inventory-:This is the total quantity of inventory held during the whole run
of the simulation.In case of a positive inventory level the Cumulative Inventory is updated
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by quantity (U. Rao, personal communication,June,2014)-:
Cum Inventory = Cum Inventory +Receipts (39)
In case of negative Inventory Level the same quantity is updated by (U. Rao, personal
communication,June,2014)-:
Cum Inventory = Cum Inventory +Maximum(Inventory Level +Receipts, 0) (40)
Inventory Turns-:Inventory Turnover is a ratio that defines how much of the inventory
does a company sell in a given time period. Mathematically it is [9]-:
Inventory Turns =
Cost of Goods Sold
AverageInventory
(41)
To implement the concept in the simulation model this parameter is calculated as [9]-:
Inventory Turns =
Cumulative Sales
Cumulative Inventory
(42)
In general a company aims to have a higher inventory turnover as it means they are selling
more goods than the inventory held,and that points out to overall more profitability.
5.3.4 Base Model
This section covers the basic logic behind the order-supply module in the base model.The
base order-supply model creates a fake entity ’Inventory Inspector’ at the start of every
month. This entity moves from module to module to run the simulation. A snapshot of the
base model order supply can be seen below-:
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Figure 23: Order-Supply Module for Base Model
The entity Inventory Inspector is created at beginning of the simulation with a gap of
30 days between the creation of the next entity.This entity moves on to read the target
inventory levels for each month from an Excel sheet. After reading the target Inventory it
satisfies the demand for the time period. If we have a positive Inventory Level then the
demand is fulfilled and the sales for the month are calculated. On the other hand when we
have a negative Inventory level the entity just updates the Inventory Level(as inventory level
is equal to the difference of the on hand inventory and the back order)without recording
sales for that month.The next step involved is placing an order for the month.The entity
now compares the inventory position to the order-upto quantity(S) and places an order if
the inventory position is less than the order up to level. If the inventory position is more
than the order up to level it does not place an order for that particular time period.
If the entity places an order then it undergoes a delivery lead time delay. In the base
model this time is 60 days 80% of the time and 90 days 20% of the time.After the delay
the entity delivers an order quantity(receipt) which is 95% of the order placed.This is the
order received in either(t+2) or (t+3) time period.During the whole simulation cumulative
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sales and cumulative inventory are calculated. This gives us the output parameter of inven-
tory turns.The Inventory holding costs and shortage costs are calculated as time-persistent
statistics throughout the model.The ordering cost is calculated as as output parameter.After
the order quantity is received the entity exits through the simulation model. The run pa-
rameters for the model are 900 days(30 months) and 100 replications.The reason for 100
replications is to obtain a half width of less than 10% of the average value with a 95% confi-
dence interval.The logic of the order-supply module is represented diagrammatically below-:
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Figure 24: Order-Supply Module Entity Flow
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The five performance parameters (discussed above) are calculated during the simulation
run. The sales calculation is handled by a submodel in the order-supply module.
Figure 25: Submodel for Sales Calculation
The entity checks if the current inventory level is positive or negative,and depending
on that performs the sales calculation either when demand occurs or when order quantity
is received. In a condition when demand occurs and the system has a positive inventory
level the sales are calculated as the minimum of the inventory level and the demand.On
the other hand when the system has a backlog and an order quantity is received the sales
become the minimum of the negative inventory level and the order quantity.The same
submodel also calculates the cumulative inventory for the simulation model.Similar to the
sales calculation,for a positive inventory level the cumulative inventory variable is updated
by the order quantity received. In case of a backlog the cumulative inventory is updated
by the maximum term obtained after the comparison of the sum of the inventory level and
order quantity received with zero.The inventory turns are calculated by obtaining the ratio
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of the cumulative sales and the cumulative inventory.The costs are calculated according to
the formulas discussed before.
5.3.5 Performance of the Base Model
After simulating the base model for 900 days with 100 replications we get a total cost of
$29.13 per day.The inventory turns are 1.53.The report from ARENA output with the pa-
rameters is shown in fig. 27. A month to month inventory level can be seen in the graph
in fig. 26.If we observe the graph we have a positive inventory level till approximately 300
days into the simulation and then we have a back log till 550 days. The model again has
positive inventory till almost the end of the run. The performance of the base model for a
single replication graphically can be seen below-:
Figure 26: Performance of Base Model
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Figure 27: Output Parameters for Base Model
5.3.6 Model with Lead Time Variability
The base model has a delivery lead time of either 60 days or 90 days.After analyzing new
data and observing the lead time, we see that it actually does not follow a pattern of 60-90
days. It was found to be a uniform probability distribution between the minimum value(a)
of 79 days and a maximum value of(b) of 222 days. This probability distribution is obtained
after analyzing the data in the Input Analyzer as mentioned before. The Input Analyzer
provides us with the best possible fit for a probability distribution based on the least square
error. It also tests the goodness of fit based on Kolmogorov-Smirnov Test[19][18]. A p-value
of greater than 0.15 shows a good fit for the distribution.The mean of the distribution is
144 and the standard deviation is 47.6. The distribution curve for the lead time can be seen
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in fig.28-:
Figure 28: Lead Time Probability Distribution,UNIF(72,222)
The distribution summary for the curve fitting is provided in the table below-:
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Table 8: Lead Time Probability Distribution Summary
Histogram Summary
Histogram Range = -0.001 to 8
Number of Intervals 6
Expression: UNIF(79, 222)
Square Error: 0.028395
Kolmogorov-Smirnov Test
Test Statistic 0.193
Corresponding p-value > 0.15
Data Summary
Number of Data Points 18
Min Data Value 79
Max Data Value 222
Sample Mean 144
Sample Std Dev 47.6
Histogram Summary
Histogram Range = 79 to 222
Number of Intervals 5
After obtaining the probability distribution for the delivery lead time the base model
is modified to have an expression for the lead delay.Thus, the model has a delivery lead
time with a uniform probability distribution between 79 and 222 days.The modified model
is again simulated for 900 days with 100 replications to compare the performance with the
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base model.We can see the graphical performance for a single replication below-:
Figure 29: Performance of Model with Lead Time Variability
In the graphical performance in fig. 29 we can see that the modified model has very
high shortages in comparison to the base model. It also gives an average total cost $63.58
per day. This is almost a $40 increase in the total cost per day.Inventory turnover ratio
obtained in this case is 2.35.
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Figure 30: Model with Lead Time Variability:Output Parameters
The model has higher inventory turnover ratio in comparison to the base model which
can be explained by the high shortages. The inventory turn statistic is the ratio of the sales
to the inventory,as this case has more shortages the inventory is low and at the same time
every time an order quantity is received it is converted to sales to overcome the backlog.This
leads to higher cumulative sales and lower cumulative inventory. The following sections in
the report seek to optimize the order up to inventory levels(S) with the minimum possible
costs.
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6 OptQuest Optimization of the Model
OptQuest is an an in-built application with ARENA which is used for optimization pur-
poses.It is a heuristic optimization tool to which uses tabu search,scatter search etc. method
to arrive at an optimal solution for a given objective function.[19]. The model is modified to
get an optimal solution in three different scenarios. The order up to inventory is no longer
read from the Excel sheet, but it is used as a control to optimize the model.The demand
module functions the same way but the order-supply module incorporated is modified for
OptQuest. The snapshot of the modified optimization can be seen below in fig. 31-:
Figure 31: Modified Model for Optimization
The three scenarios discussed further are-:
1)Optimization of the order up to inventory level with objective of minimizing the total
cost.
2)To experiment and analyze if inventory turnover greater than or equal to 4 is the best
choice for a target inventory turnover for a D,E category items.
3)What would be the best possible combination of order up to inventory and delay time
for minimum costs.
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6.1 OptQuest Scenario 1
For Scenario 1 we have the following setting for the Optimization Problem-:
Controls:Order Up To Inventory Level(S)
Responses:Average Ordering Cost per day,Inventory Turns
Objective Function:Minimize Average Total Costs
6.1.1 Base Model
To run the optimization base model we set the levels of the order up to quantities with
lower bound of 10,most likely value of 25 and higher bound of 60 units.The options for the
optimization is to run either 250 simulation paths or as many simulations that will exhaust
all the possible simulation paths.The graphical change in the objective function with respect
to number of simulations is shown in fig. 32. The optimal solution is obtained at simulation
number 21 with value of objective function as $15.6 per day.
Figure 32: Base Model:Scenario 1 Objective Function
The output parameters after the optimization is an order up to inventory level(S) of 37
units with inventory turnover of 1.3.There is a considerable decrease in the total cost from
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$23 to $15.6 per day.
Figure 33: Base Model:Optimization Scenario 1 Parameters
6.1.2 Model with Lead Time Variability
In the model with lead time variability the controls for the order up to quantity(S) are lower
bound value of 10, most likely value of 50 and upper bound value of 150 units.The selection
of higher upper bounds for S here is because we observe that there are very high shortages
in this model without optimization,an higher value of S gives us a chance to reduce the
shortages by placing orders of larger quantity. The optimized model is again run for a
maximum of 250 simulations or the run is automatically aborted if OptQuest exhausts all
possible simulation paths and finds the optimal solution.
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Figure 34: Lead Time Variability Model:Scenario 1 Objective Function
The optimal solution for the order up to quantity is 68 units. The objective function is
minimized to a value of $22.8 in comparison to the model before optimization.The decrease
here is of around $40,from total cost $63 per day to $23 per day.The Inventory Turns
obtained for this scenario is 1.14.
Figure 35: Lead Time Variability Model:Scenario 1 Output Parameters
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6.2 OptQuest Scenario 2
The scenario 2 optimization model keeps the control and the objective function same but
forces a constraint of inventory turns greater than or equal to 4.The Retail Supplier’s aim
was to have an inventory turnover of 4 or greater,and thus, we impose a constraint over the
inventory turns.
Control:Order Up To Inventory Quantity(S)
Responses:Average Total Cost,Inventory Turns
Constraint:Inventory Turns ≥ 4
Objective Function:Minimize Total Cost
The solutions are unfeasible for both the base model and the model with the lead time
variability.
6.2.1 Base Model
OptQuest gives a result with the optimum objective function value of $40.65 per day and
an order up to quantity of 19 but the solution obtained is not feasible. The inventory turns
are still not equal to or greater than 4.
Figure 36: Base Model:Scenario 2 Objective Function
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Figure 37: Base Model:Optimization Scenario 2 Output Parameters
6.2.2 Model with Lead Time Variability
The model with lead time variability is also checked for an optimal solution for minimum
total costs,constraint of inventory turns equal or greater than 4 and control on the Order
Up To Quantity.
Figure 38: Lead Time Variability Model:Scenario 2 Objective Function
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Figure 39: Lead Time Variability Model:Scenario 2 Output Parameters
This too gives us an unfeasible solution for the optimization.This points to the fact the
a target inventory turnover of 4 or greater may not be a good choice for a D,E inventory
categorized item.
6.3 OptQuest Scenario 3
The Scenario 3 of the optimization again modifies the model to have the delay time too as
an added control for optimization.
Control:Order Up to Quantity(S),Delay Time(days)
Responses:Average Total Costs,Average Inventory Turns,Average Ordering Costs,Average
Shortage Costs and Average Holding Costs.
Objective Function:Minimize the total costs.
The lower bound value for S is set to be 10 units,most likely value of 25 and upper bound
value of 60.The lower bound value for delay time is set as 45 days,most likely value as 90
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days and upper bound value of 222 days.The minimum value of the objective function can
be seen graphically below to be $14.17 which is lower than the optimized base model.
Figure 40: Optimization Scenario 3 Objective Function
The Simulation number 90 gives us the optimal solution of 60 days delay time and 33
units of Order Up To Inventory.The Inventory Turns for this case are 1.3.
Figure 41: Optimization Scenario 3 Output Parameters
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7 Conclusions and Future Work
The results and conclusions from analyzing the performance of the model and its optimiza-
tion can be summarized below-:
1)The model with higher lead times performs worse than the model with lower and more
predictable lead times.The base model has a total cost of $23 per day and the model with
lead time variability has a cost of almost $40 more,approx. $63 per day.
2). The order up to quantities with minimum costs, inventory turns for the optimized mod-
els for both the base model and the model with the lead time variability are summarized
below-:
Table 9: Optimization Results
Base Model Base Model+Lead Time Variability
Average Total Costs $15.62 $22.80
Average Inventory Turns 1.3 1.14
Order up to quantity 37 68
3)The optimized models show a decrease of 30% in the total cost for the base model
and 60% in the model with lead time variability.
4)Both the models fail to perform with feasible solutions for inventory turns ≥ 4. Thus,
inventory turnover of 4 or higher may not be the best choice as a target for a D,E category
product.
5)The best case scenario from the optimization model would be an order up to quantity of
33 units with lead time 60 days.
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Table 10: Optimization Scenario 3 Results
Optimized Model
Average Total Costs $14.17
Average Inventory Turns 1.32
Order up to quantity 33
Delay Time 60 days
6)It may be beneficial for the Retail supplier to consider manufacturing options in close
geographical proximity. A cost analysis of moving to a closer manufacturer verses the high
inventory/backlog costs may provide a better insight.
Future Work-:For the future possible improvements the model may be modified to study
other output parameters as and when required.The service level and shelf-life have not been
considered in this study which may be included on later. The demand module can used
more complicated time series forecasting methods for greater accuracy that are discussed in
section 3.The Retail Supplier in consideration did not have tools to apply more complicated
forecasting procedures. Moving average forecast values were used to closely imitate the
real behavior of the Retail Supplier’s system. The DOE-Kri-MP technique mentioned in
the review of the Literature by Kleijen et al. [20] may be explored for better optimization
of the order up to inventory system to see if it provides better results. Another possible
modification can be to statistically model the orders received as a function of the orders
placed and time.
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