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LARGE DEVIATIONS FOR CONSERVATIVE STOCHASTIC PDE AND
NON-EQUILIBRIUM FLUCTUATIONS
BENJAMIN FEHRMAN, BENJAMIN GESS
Abstract. We identify the large deviations rate function for nonlinear diffusion equations with
conservative, nonlinear white noise by proving the Γ-convergence of rate functions to approximating
stochastic PDE. The limiting rate function is shown to coincide with the rate function describing
the large deviations of the zero range process from its hydrodynamic limit. The proof relies on a
detailed analysis of the associated skeleton equation—a degenerate parabolic-hyperbolic PDE with
irregular drift. The well-posedness and stability of this class of PDE in energy-critical spaces is the
second main result of this work.
1. Introduction
Macroscopic fluctuation theory (MFT) introduces a general framework for non-equilibrium dif-
fusive systems (cf. e.g. Bertini-De Sole-Gabrielli-Jona-Lasinio-Landim [4], Derrida [13]), extending
near to equilibrium theories like Onsager’s theory for non-equilibrium thermodynamics. MFT is
based on a constitutive formula for large fluctuations around thermodynamic variables, e.g. den-
sity and current, and can be justified from the viewpoint of fluctuating hydrodynamics (cf. e.g.
Hohenberg-Halperin [38], Landau-Lifshitz [44], Spohn [63]), which postulates a conservative, sin-
gular stochastic PDE describing fluctuations in non-equilibrium. The fundamental postulate of
MFT can then be obtained, informally, from fluctuating hydrodynamics as the zero noise large
deviations principle for this stochastic PDE. In addition to this conceptual relevance, the relation
in between zero noise large deviations for conservative stochastic PDE and MFT may serve as the
basis for the development of important sampling techniques to numerically simulate rare events
in systems far from equilibrium (cf. e.g. E-Ren-Vanden-Eijnden [18], Grafke-Vanden-Eijnden [32],
Vanden-Eijnden-Weare [64]).
Motivated by this, in this work we provide a rigorous link between zero-noise large deviations
to conservative stochastic PDE and rate functions appearing in interacting particle systems. The
rigorous analysis relies on the well-posedness and stability of the associated skeleton equation, a
parabolic-hyperbolic PDE, of the type,
(1.1) ∂tρ = ∆Φ(ρ)−∇ · (Φ
1
2 (ρ)g) in Td × (0, T ),
with irregular coefficients g ∈ L2(Td × (0, T );Rd) and monotone nonlinearity Φ, which builds the
technical core of this work, and extends concepts of renormalized solutions introduced by DiPerna-
Lions [14], and kinetic solutions introduced by Lions-Perthame-Tadmor [52], Chen-Perthame [8] to
the nonlinear context of (1.1).
We next lay out the main results in more detail, specializing the general discussion of MFT
to the particular case of large deviations in the zero range process. In this context, the relation
between far from equilibrium behaviour and large deviations in conservative stochastic PDE has
been suggested, for example, by Dirr-Stamatakis-Zimmer in [15]. The hydrodynamic limit of the
empirical density field of the zero range process on the torus T1 is given as the solution to a nonlinear
diffusion equation
(1.2) ∂tρ = ∂xxΦ(ρ) in T
1 × (0,∞),
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where Φ is the mean local jump rate of the particle process (cf. e.g. Ferrari-Presutti-Vares [21],
Kipnis-Landim [41]). While this describes the mean behavior in the hydrodynamic limit, fluctua-
tions around this mean appear. Such rare events and large fluctuations, although infrequent, can
have catastrophic effects, e.g. earthquakes, mechanical failure (cf. e.g. [18, 32, 64]) and are thus
important to understand and simulate. Large fluctuations around the hydrodynamic limit (1.2)
are described in terms of a large deviations principle with rate function I. The rate function esti-
mates the (im)probability of an event C on an exponential scale in the sense that, for the empirical
densities {µn}n∈N that converge as n→∞ to the solution of (1.2), as n→∞,
logP[µn ∈ C] ≈ e−n infµ∈C I(µ).
In [3], Benois-Kipnis-Landim identified the rate function for the dynamic fluctuations of the zero
range process around its hydrodynamic limit (1.2) as
(1.3) I0(µ) =
1
2
inf
{
‖g‖2L2(T1×[0,T ]) : ∂tρ = ∂xxΦ(ρ)− ∂x(Φ
1
2 (ρ)g)
}
,
where µ is a measure that is absolutely continuous with respect to the Lebesgue measure, where ρ
is the density of µ, and where I0(µ) = +∞ if µ is singular with respect to the Lebesgue measure.
In [15], it was observed informally that the fluctuations of the solutions, as ε → 0, to the
stochastic PDE, for ξ a space-time white noise,
(1.4) ∂tρ = ∂xxΦ(ρ)−
√
ε∂x(Φ
1
2 (ρ)ξ) in T1 × (0,∞),
about the solution of (1.2) should satisfy a large deviations principle with the same rate function
I0 defined in (1.3). In particular, this links the case of independent particles, which corresponds to
the mean local jump rate Φ(ρ) = ρ, to the Dean-Kawasaki stochastic PDE
(1.5) ∂tρ = ∂xxρ+
√
ε∂x(ρ
1
2 ξ) in T1 × (0,∞),
(cf. e.g. Dean [11], Donev-Fai-Vanden-Eijnden [16], Donev-Vanden-Eijnden [17], Konarovskyi-von
Renesse [42, 43], Lehmann-Konarovskyi-von Renesse [47]). However, the relationship between the
rate functions for the particle process and the stochastic PDE has had to remain informal, since
(1.4) is not known to be well-posed1. Indeed, in the language of singular stochastic PDE and
regularity structures (cf. e.g. Hairer [34], Gubinelli-Imkeller-Perkowski [33]), equations (1.4) and
(1.5) are supercritical and therefore fall outside the scope of the theory. Furthermore, it has been
observed by Lehmann-Konarovskyi-von Renesse [47] that a renormalization is necessary in order to
obtain function-valued solutions of (1.5). The renormalization terms would destroy the relationship
between the SPDE and the zero range process, since they would also appear in the rate function
for (1.5) and thereby lead to incorrect predictions of rare events for the particle process2.
The purpose of the present paper is to make the outlined informal relation between small noise
large deviations for conservative stochastic PDE and non-equilibrium fluctuations in zero range
processes rigorous. To address the issue of renormalization we consider joint limits in the scale
ε << 1K for a class of stochastic PDE of the form
(1.6) ∂tρ = ∆Φ(ρ)−
√
ε∇ · (Φ 12 (ρ)ξK) in Td × (0,∞),
where ξK denotes a spectral approximation of Rd-valued space-time white noise ξ, Φ ∈W 1,1loc ([0,∞))
is a strictly increasing nonlinearity, and Td is the d-dimensional torus. Due to the choice of scale
1For a discussion of this issue and the appearance of ultra-violet divergences in fluctuating hydrodynamics see [4,
p. 595].
2We refer to Hairer-Weber [35] for a discussion of related aspects in the context of (singular) stochastic Allen-Cahn
equations.
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ε << 1K , possible renormalization constants vanish in the limit leading to the correct rate func-
tion (1.3). More precisely, we consider a sequence of approximations3 {Φη}η∈(0,1) of Φ and the
corresponding stochastic PDE
(1.7) ∂tρ = ∆Φ(ρ)−
√
ε∇ ·
(
Φ
1
2
,η(ρ)ξK
)
in Td × (0,∞),
which recently has been shown by the authors to be well-posed in [20]. Due to the rough path
approach to (1.7) developed in [20] the contraction principle of large deviations theory immediately
implies a zero noise large deviations principle for (1.7), with good rate function
Jη,K : L1([0, T ];L1(Td))→ [0,∞],
given by
(1.8) Jη,K(ρ) =
1
2
inf
{
‖g‖2L2(Td×[0,T ]) : ∂tρ = ∆Φ(ρ)−∇ · (Φ
1
2
,η(ρ)PKg)
}
,
where PKg denotes the K-dimensional Fourier projection of g.
Theorem (cf. Theorem 7.3 below). Let T ∈ (0,∞), let Φ ∈W 1,1
loc
([0,∞)) satisfy Assumptions 2.1,
2.2, 2.3, 2.4, and 2.5 below, let {Φη : R → R}η∈(0,1) be a smooth approximation of Φ, and let
J : L1([0, T ];L1(T1))→ [0,∞] be defined by
(1.9) J(ρ) =
1
2
inf
{
‖g‖2L2(Td×[0,T ]) : ∂tρ = ∆Φ(ρ)−∇ · (Φ
1
2 (ρ)g)
}
.
Then, as K →∞ and η → 0,
Jη,K
Γ−→ J,
in the sense of Γ-convergence.
The proof of this result crucially relies on the well-posedness and stability of the associated
skeleton equation (1.1), with model case given by the porous media equation Φ(ρ) = ρm, for some
m ∈ [1,∞), that is,
(1.10) ∂tρ = ∆ρ
m −∇ ·
(
ρ
m
2 g
)
in Td × (0,∞).
Scaling arguments (cf. Section 3.1 below) demonstrate that this PDE becomes critical for g ∈
Lq([0, T ];Lp(Td;Rd)) for q = p = 2 for initial condition in the space L1(Td), and becomes super-
critical for initial condition in the space Lr(Td), for every r ∈ (1,∞). Hence, even in the case of
independent particles Φ(ρ) = ρ, the skeleton equation (1.1) for g ∈ L2(Td × [0, T ];Rd) is not of
semilinear nature, since also on small scales the diffusive operator does not dominate the convective
term. Consequently, the well-posedness and stability of solutions to (1.1) are challenging problems.
Based on new a-priori estimates, we prove the existence of weak solutions (cf. Definition 5.1
below) to (1.1) and optimal regularity estimates. In contrast to linear Fokker-Planck equations (e.g.
Le Bris-Lions [45, 46]), the super-criticality of (1.1) in Lr(Td) for r ∈ (1,∞) makes it impossible to
exploit Lr(Td)-based estimates. We instead derive new a-priori estimates based on entropy-entropy
dissipation, which require the nonnegativity of the initial data and yield that, for c ∈ (0,∞),
(1.11)
∫
Td
ΨΦ(ρ) dx
∣∣∣∣
t=T
t=0
+
∫ T
0
∫
Td
∣∣∣∇Φ 12 (ρ)∣∣∣2 dxdt ≤ c∫ T
0
∫
Td
|g(x, t)|2 dxdt,
with ΨΦ(ξ) =
∫ ξ
0 log(Φ(ξ
′)) dξ′. We therefore define the energy space for the initial data to be
(1.12) EntΦ(T
d) =
{
ρ0 ∈ L1(Td) : ρ0 ≥ 0 and
∫
Td
ΨΦ(ρ0(x)) dx <∞
}
.
3The additional approximation is required for the well-posedness of (1.7)
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The proof of uniqueness is significantly complicated by the lower integrability of the solution
provided by (1.11), and for this reason previous techniques such as Otto [59] do not apply. Indeed,
the arguments of [59] were based on Lr(Td) estimates, for r ∈ (1,∞), an approach not suitable
here due to the super-criticality of (1.1) in such spaces. We therefore introduce the concept of
a renormalized kinetic solution to (1.1) (cf. Definition 3.4 below) to recover the uniqueness of
solutions. We emphasize that even on the renormalized level, standard techniques for uniqueness
(cf. e.g. [9]) do not apply, since the estimate (1.11) does not imply the decay of entropy defect
measures at infinity.
Furthermore, it is not obvious that weak solutions are renormalized kinetic solutions, a difficulty
that should be expected from the linear case (cf. DiPerna-Lions [14], Ambrosio [1]). In fact, in
comparison to the linear case, additional commutator errors appear due to commuting convolutions
and nonlinearities in (1.1) and commutator estimates have to be based on the regularity Φ
1
2 (ρ)
implied by (1.11) rather than on regularity of ρ itself. Consequently, the proof of renormalizability
of weak solutions relies on delicate commutator estimates, crucially exploiting the new and optimal
regularity estimates for solutions to (1.1) developed in this work.
Besides the existence and uniqueness of solutions to (1.1) the proof of the Γ-convergence of Jη,K
relies on the weak-strong stability of the solutions ρ to (1.1) with respect to the control g. The
well-posedness of the skeleton equation and the weak-strong continuity are summarized by the next
theorem.
Theorem (cf. Theorem 4.2, Theorem 5.2, Proposition 6.4, Proposition 6.5 below). Let T ∈ (0,∞),
let Φ ∈W 1,1
loc
([0,∞)) satisfy Assumptions 2.1, 2.2, 2.3, 2.4, and 2.5 below.
(1) Let g ∈ L2([0, T ];L2(Td;Rd)), and ρ0 ∈ EntΦ(T). Then there is a unique weak solution to
(1.1). Moreover, for two weak solutions ρ1, ρ2 ∈ L∞([0, T ];L1(Td)) of equation (1.1) with
control g and initial data ρ10, ρ
2
0 we have that∥∥ρ1 − ρ2∥∥
L∞([0,T ];L1(Td))
≤ ∥∥ρ10 − ρ20∥∥L1(Td) .
(2) Let ρ0 ∈ EntΦ(Td), let {gn}n∈N ⊆ L2([0, T ];L2(Td;Rd)) satisfy
lim
n→∞
gn = g weakly in L
2([0, T ];L2(Td;Rd)),
and let ρn ∈ L1([0, T ];L1(Td)) be the solution to (1.1) with control gn. Then,
lim
n→∞
ρn = ρ strongly in L
1([0, T ];L1(Td)),
where ρ ∈ L1([0, T ];L1(Td)) is the solution to (1.1) with control g.
1.1. Comments on the literature. Stochastic PDE with conservative noise have been considered
in the framework of stochastic scalar conservation laws by Lions-Perthame-Souganidis [49, 50, 51],
Friz-Gess [23], Gess-Souganidis [29, 30], later extended to parabolic-hyperbolic stochastic PDE with
conservative noise by Gess-Souganidis in [31], Fehrman-Gess [20], Dareiotis-Gess [10]. Approaches
to their numerical treatment have been developed by Gess-Perthame-Souganidis [28], Hoel-Karlsen-
Risebro-Storrosten [36, 37]. Related results on the level of stochastic Hamilton-Jacobi equations,
based on entirely different methods, have been developed by Lions-Souganidis [53, 54, 55, 56]
(see Souganidis [62] for a recent account on the theory), with extensions by Friz-Gassiat-Lions-
Souganidis [22] and detailed study of fine properties in [26, 27, 57].
Large deviation estimates for singular stochastic PDE have been derived in Faris-Jona-Lasinio
[19], Jona-Lasinio-Mitter [39], Cerrai-Freidlin [7], Hairer-Weber [35] in the context of stochastic
Allen-Cahn equations. In particular, we highlight the work [35] where it has been observed that
renormalization constants may enter the rate function in the setting of singular stochastic PDE.
The aspects treated in these works are quite different from the present paper, since, due to the
additive noise structure of the stochastic Allen-Cahn equation, the treatment of the corresponding
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skeleton equation does not pose major difficulty. The authors are not aware of any previous results
on large deviations principles for stochastic PDE with conservative noise.
For literature on the Dean-Kawasaki equation we refer to Dean [11], Kawasaki [40], Donev-Fai-
Vanden-Eijnden [16], Donev-Vanden-Eijnden [17], Konarovskyi-von Renesse [42, 43], Lehmann-
Konarovskyi-von Renesse [47] and the references therein. The general macroscopic fluctuation
theory (MFT) has received considerable attention in the literature, with a beautiful overview given
by Bertini-De Sole-Gabrielli-Jona-Lasinio-Landim in [4].
Fluctuations around the limit in the context of the zero range process have been analyzed, for
example, by Benois-Kipnis-Landim in [3]. We also refer to Kipnis-Landim [41] and the references
therein for a detailed account of the theory.
The well-posedness and stability of solutions to linear Fokker-Planck equations with irregular co-
efficients has attained considerable attention. We refer to Bogachev-Krylov-Ro¨ckner-Shaposhnikov
[6] for a detailed account of the literature and to Le Bris-Lions [45, 46], Boccardo-Orsina-Porretta
[5], and Porretta [60] for approaches relying on renormalization.
1.2. Overview. The paper is structured as follows. In Section 2, we introduce our assumptions
on the nonlinearity Φ. We prove in Appendix A that these assumptions are satisfied by the model
example Φ(ξ) = ξm, for any m ∈ [1,∞), and therefore apply to the case of the Laplacian and to
every porous media nonlinearity.
In Section 3, we present an informal analysis of the skeleton equation broken down as follows. In
Section 3.1, we argue by scaling that the skeleton equation (1.10) is energy critical for L1(Td) and is
energy supercritical for Lp(Td), if p ∈ (1,∞). We obtain formal a-priori estimates for the solution of
(1.1) in Section 3.2 and thereby identify the correct energy space (1.12) for the initial data. Based
on these estimates, in Section 3.3 we define a renormalized kinetic solution (cf. Definition 3.4).
In Section 4, we prove the uniqueness of renormalized kinetic solutions (cf. Theorem 4.2). In
Section 5, we prove in Theorem 5.2 the equivalence of renormalized kinetic solutions and weak
solutions (cf. Definition 5.1) to the skeleton equation. In Section 6, we prove the existence of renor-
malized kinetic solutions (cf. Proposition 6.4), and obtain in Proposition 6.5 the strong continuity
of the solutions with respect to weak convergence of the controls.
In Section 7, we prove in Theorem 7.3 that the large deviations rate functionals (1.8) Γ-
convergence, as K → ∞ and η → 0, to the rate functional (1.9). The large deviations principle
for the regularized equation (1.7) driven by finite-dimensional noise requires Schilder’s theorem for
Brownian motion enhanced by its Stratonovich integrals, which we recall along with some aspects
of rough path theory in Appendix B, and the continuity of the solution with respect to the noise.
The continuity was obtained using a rough path approach to the well-posedness of (1.7) developed
by the authors in [20], which we recall in Appendix C.
2. Assumptions and notation
We fix the dimension d ∈ N. We will write Td = Rd/Zd for the d-dimensional torus. We will
henceforth be interested in nonnegative solutions to initial value problems of the type
(2.1)


∂tρ = ∇Φ(ρ)−∇ ·
(
Φ
1
2 (ρ)g
)
in Td × (0, T ],
ρ = ρ0 on T
d × {0},
for a strictly increasing, nonnegative function Φ ∈W 1,1loc ([0,∞)), for an Rd-valued noise or control g,
for nonnegative initial data ρ0, and for T ∈ (0,∞). The prototypical examples are the porous media
and fast diffusion equations defined by Φ(ξ) = ξm for some m ∈ (0,∞). We will now summarize
the assumptions imposed on Φ in order to establish the well-posedness of (2.1).
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2.1. Uniqueness. The following assumption will be used to prove the uniqueness of renormalized
kinetic solutions (cf. Definition 3.4 below) to equation (2.1). We prove in Proposition A.1 of the
Appendix that this assumption is satisfied by Φ(ξ) = ξm for every m ∈ (0,∞).
Assumption 2.1. Let Φ ∈W 1,1loc ([0,∞)) be a strictly increasing function that satisfies the following
five properties.
(i) We have
(2.2) Φ(0) = 0.
(ii) For every M ∈ (1,∞) there exists c ∈ (0,∞) such that, for every δ ∈ (0, 1),
(2.3) ess sup |ξ−ξ′|<δ
1
M
≤ξ,ξ′≤M
∣∣∣∣∣Φ
1
2 (ξ)
Φ′(ξ)
(
Φ
1
2 (ξ)− Φ 12 (ξ′)
)∣∣∣∣∣ ≤ cδ.
(iii) For every M ∈ (1,∞) there exists c ∈ (0,∞) such that, for every δ ∈ (0, 1),
(2.4) ess sup |ξ−ξ′|<δ
1
M
≤ξ,ξ′≤M
∣∣∣∣∣Φ
1
2 (ξ)Φ
1
2 (ξ′)
Φ′(ξ)Φ′(ξ′)
(
Φ′(ξ)
1
2 − Φ′(ξ′) 12
)2∣∣∣∣∣ ≤ cδ.
(iv) There exists c ∈ (0,∞) such that, for every M ∈ (1,∞) and δ ∈ (0, 1/M),
(2.5) ess sup |ξ−ξ′|<δ
1
M
≤ξ,ξ′≤M
∣∣∣∣∣Φ
1
2 (ξ)Φ
1
2 (ξ′)
Φ′(ξ)
∣∣∣∣∣ ≤ cM.
(v) There exists c ∈ (0,∞) such that, for every M ∈ (0,∞),
(2.6) ess sup0≤ξ≤M
∣∣∣∣ Φ(ξ)Φ′(ξ)
∣∣∣∣ ≤ cM.
2.2. Equivalence of renormalized kinetic solutions and weak solutions. In addition to As-
sumption 2.1 above, the following assumption will be used to prove the equivalence of renormalized
kinetic solutions (cf. Definition 3.4) and weak solutions (cf. Definition 5.1) to equation (2.1). We
prove in Proposition A.2 of the Appendix that this assumption is satisfied by Φ(ξ) = ξm for every
m ∈ [1,∞).
Assumption 2.2. Let Φ ∈W 1,1loc (R) satisfy Assumption 2.1. Assume either that
(i) We have that Φ
1
2 : [0,∞)→ [0,∞) is concave, and there exists c ∈ (0,∞) and p ∈ [2,∞) such
that, for every ξ ∈ [0,∞),
(2.7)
(
Φ
1
2 (ξ)
Φ′(ξ)
)p
≤ c (ξ + 1) ,
or that
(ii) We have that Φ
1
2 : [0,∞)→ [0,∞) is convex, there exists c ∈ (0,∞) such that
(2.8) ess sup{ξ≥1}
∣∣∣∣Φ(ξ + 1)Φ(ξ)
∣∣∣∣ ≤ c,
and for every M ∈ (0, 1) there exists c ∈ (0,∞) such that
(2.9) ess sup{ξ≥M}
∣∣∣∣∣Φ
1
2 (ξ)
Φ′(ξ)
∣∣∣∣∣ ≤ c.
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2.3. Existence. The following three assumptions will be used to prove the existence of weak so-
lutions to (2.1). Assumption 2.3 will be used to prove that the estimates explained in Section 3.2
below imply the strong compactness of the solutions. Assumption 2.4 will be used to prove the en-
ergy estimates explained in Section 3.2 below. Assumption 2.5 states that if ρ ∈ L∞([0, T ];L1(Td))
and
∇Φ 12 (ρ) ∈ L2([0, T ];L2(Td;Rd)),
then Φ
1
2 (ρ) ∈ L2([0, T ];H1(Td)). We prove in Proposition A.3 of the Appendix that Assumption 2.3
below is satisfied by Φ(ξ) = ξm for every m ∈ [1,∞), and we prove in Proposition A.4 of the
Appendix that Assumptions 2.4 and 2.5 below are satisfied by Φ(ξ) = ξm for every m ∈ (0,∞).
Assumption 2.3. Let Φ ∈ W 1,1loc ([0,∞)) be strictly increasing with Φ(0) = 0 and let T ∈ (0,∞).
Assume that {ρn}n∈N ⊆ L1([0, T ];L1(Td)) satisfy for c ∈ (0,∞) independent of n ∈ N, for every
n ∈ N,
‖ρn‖L1([0,T ];L1(Td)) +
∥∥∥Φ 12 (ρn)∥∥∥
L2([0,T ];H1(Td))
+ ‖∂tρn‖L1([0,T ];H−(d/2+2)(Td)) ≤ c.
Then we have that
{ρn}n∈N is relatively pre-compact in L1([0, T ];L1(Td)).
Assumption 2.4. Let Φ ∈W 1,1loc ([0,∞)) be nonnegative. Assume that there exists c ∈ (0,∞) such
that
inf
ξ∈[0,∞)
[∫ ξ
0
log(Φ(ξ)) dξ
]
≥ −c.
Assumption 2.5. Let Φ ∈ W 1,1loc ([0,∞)) be nonnegative. Assume that there exist c1, c2 ∈ (0,∞)
such that, for every ρ ∈ L1(Td) satisfying
∇Φ(ρ) ∈ L2(Td;Rd),
we have that ∥∥∥Φ 12 (ρ)∥∥∥
L2(Td)
≤ c1
(∥∥∥∇Φ 12 (ρ)∥∥∥
L2(Td)
+ ‖ρ‖c2
L1(Td)
)
.
3. The skeleton equation
The equation defining the large deviations rate functional of the zero range process (1.3) is the
so-called skeleton equation. In Sections 4, 5, and 6 we will prove the existence and uniqueness of
renormalized kinetic solutions (cf. Definition 3.4 below), for ρ0 ∈ EntΦ(Td) and for g ∈ L2(Td ×
[0, T ];Rd), to the equation
(3.1)

 ∂tρ = ∆Φ(ρ)−∇ ·
(
Φ
1
2 (ρ)g
)
in Td × (0, T ],
ρ = ρ0 on T
d × {0}.
We first argue formally in Section 3.1 below that equation (3.1) is energy critical for L1(Td) and
energy supercritical for Lp(Td), if p ∈ (1,∞). This argument suggests that no standard Lp-theory
can be applied, and indeed in Section 3.2 below we derive an energy estimate for solutions with
initial data in EntΦ(T
d) defined in (1.12). This estimate will be the basis for Definition 3.4 below,
where we present the definition of a renormalized kinetic solution.
We observe in particular that the formal estimates obtained in Section 3.2 are significantly weaker
than are required to apply standard techniques based on the entropy or kinetic formulation of the
equation (cf. [9]). This can be seen on the level of the parabolic defect measure (cf. (3.10) below),
which is neither globally integrable nor decaying at infinity. The proof of uniqueness therefore
requires new techniques to control errors at infinity, and the proof of existence is based on a
compactness argument that requires optimal estimates for the solution.
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3.1. Energy criticality. In this section, we will argue formally that the skeleton equation (3.1)
is energy critical for initial data ρ0 ∈ L1(Td) and controls g ∈ L2(Td× [0, T ];Rd). We will consider
the case of the porous media equation Φ(ξ) = ξm, for some m ∈ [1,∞), set on the whole space
R
d×[0,∞). Precisely, form, p, q ∈ [1,∞), T ∈ (0,∞), g ∈ Lp([0, T ];Lq(Rd;Rd)), and a nonnegative
ρ0, suppose that ρ solves 

∂tρ = ∆(ρ
m)−∇ ·
(
ρ
m
2 g
)
in Rd × (0, T ],
ρ = ρ0 on R
d × {0}.
We will “zoom in” in the sense that, for positive real numbers λ, η, τ → 0 we consider the rescaling
ρ˜(x, t) = λρ(ηx, τt).
It follows that ρ˜ solves the equation

∂tρ˜ =
(
τ
η2λm−1
)
∆(ρ˜m)−∇ ·
(
ρ˜
m
2 g˜
)
in Rd × (0, T ],
ρ = λρ0(η·) on Rd × {0},
for g˜ defined by
(3.2) g˜(x, t) =
(
τ
ηλ
m
2
−1
)
g(ηx, τt).
We are interested in understanding the effect of this scaling on the balance between the parabolic
and hyperbolic terms. We preserve the diffusion by fixing
(3.3)
(
τ
η2λm−1
)
= 1,
and for r ∈ [1,∞) we preserve the Lr(Rd)-norm of the initial data by fixing
(3.4) λ = η
d
r .
It follows from (3.2), (3.3), and (3.4) that
‖g˜‖Lp([0,T ];Lq(Rd;Rd)) =
(
τ
ηλ
m
2
−1
)(∫ T
0
(∫
Rd
|g(ηx, τt)|q dx
) p
q
dt
) 1
p
= η
1− d
p
+ 2
q
+ d
r
(
m
2
−m
q
+ 1
q
)
‖g‖Lp([0,T ];Lq(Rd;Rd)) .
To ensure that this norm does not diverge as η → 0, we require that
1 +
d
r
(
m
2
+
1
q
)
≥ 2
q
+
d
p
+
dm
rq
.
If p = q = 2, we conclude that d/2r ≥ d/2 and therefore that r = 1. Conversely, since the lefthand
side of this equality is largest for r = 1, and since the case r = 1 yields the inequality
1 + d
(
m
2
+
1
q
)
≥ 2
q
+ d
(
1
p
+
m
q
)
,
we conclude that p = q = 2 is critical for L1(Td) and supercritical for Lr(Rd), for every r ∈ (1,∞).
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3.2. A-priori estimates. In this section, we will motivate the definition of a renormalized kinetic
solution of the skeleton equation (cf. Definition 3.4 below). This definition is the foundation of the
existence and uniqueness theory to follow. We will first derive a formal energy estimate for the
solution, and thereby identify the correct energy space for the initial data.
We will restrict attention to nonnegative initial data, which is a necessary assumption for the
following estimates to be true (cf. Remark 3.1 below). Let T ∈ (0,∞), let ρ0 : Td → [0,∞) be
nonnegative, let g ∈ L2(Td × [0, T ];Rd), and let ρ denote the solution
 ∂tρ = ∆Φ(ρ)−∇ ·
(
Φ
1
2 (ρ)g
)
in Td × (0, T ],
ρ = ρ0 on T
d × {0}.
Let ψ : [0,∞)→ R, and define Ψ: [0,∞)→ R to be the antiderivative
Ψ(ξ) =
∫ ξ
0
ψ(ξ′) dx′.
We test the equation with the composition ψ(ρ) to obtain
∂t
∫
Td
Ψ(ρ) dx+
∫
Td
Φ′(ρ)ψ′(ρ) |∇ρ|2 dx = −
∫
Td
Φ
1
2 (ρ)g(x, t)ψ′(ρ)∇ρdx.
The nonnegativity of ρ, Ho¨lder’s inequality, and Young’s inequality imply that∫
Td
Ψ(ρ) dx
∣∣∣∣
t=T
t=0
+
∫ T
0
∫
Td
Φ′(ρ)ψ′(ρ) |∇ρ|2 dxdt
≤ 1
2
∫ T
0
∫
Td
|g(x, t)|2 dxdt+ 1
2
∫ T
0
∫
Td
Φ(ρ)ψ′(ρ)2 |∇ρ|2 dxdt.
To close the estimate we require that
Φ(ξ)ψ′(ξ)2 ≤ Φ′(ξ)ψ′(ξ) and hence that ψ′(ξ) ≤ Φ
′(ξ)
Φ(ξ)
.
We therefore fix ψΦ(ξ) = log(Φ(ξ)) and define
ΨΦ(ξ) =
∫ ξ
0
log(Φ(ξ′)) dx′,
to conclude that
(3.5)
∫
Td
ΨΦ(ρ) dx
∣∣∣∣
t=T
t=0
+
1
2
∫ T
0
∫
Td
Φ′(ρ)2
Φ(ρ)
|∇ρ|2 dxdt
=
∫
Td
ΨΦ(ρ) dx
∣∣∣∣
t=T
t=0
+ 2
∫ T
0
∫
Td
∣∣∣∇Φ 12 (ρ)∣∣∣2 dxdt
≤ 1
2
∫ T
0
∫
Td
|g(x, t)|2 dxdt,
where, in the penultimate step, we have used the identity
2
(
∇Φ 12 (ρ)
)
=
Φ′(ρ)
Φ
1
2 (ρ)
∇ρ.
Remark 3.1. Estimate (3.5) is in general false for signed initial data, which can be seen for the
heat equation. For (x, t) ∈ R× [0,∞), the solution ρ to the equation{
∂tρ = ∆ρ in R× (0,∞),
ρ0 = x on R× {0},
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is given by ρ(x, t) = x. It is clear that
Φ
1
2 (ρ(x, t)) = ρ
1
2 (x, t) = x
1
2 /∈ L2([0, T ];H1loc(R)),
since, for every ε ∈ (0, 1) and t ∈ (0,∞),∫ t
0
∫ ε
−ε
∣∣∣∂xx 12 ∣∣∣2 dxds = t
4
∫ ε
−ε
x−1 dx =∞.
After localizing this argument to the torus, it follows that estimate (3.5) cannot be true for signed
initial data, since (3.5) implies in particular the local L2-integrability of the gradient in time.
Remark 3.2. We observe that estimate (3.5) is based on the physical entropy of the initial data
in the case that Φ(ξ) = ξm, for some m ∈ (0,∞). In this case,
(3.6) ΨΦ(ξ) = m
∫ ξ
0
log(ξ′) dx′ = m (ξ log(ξ)− ξ) .
It follows from (3.5) and (3.6) that, for almost every t ∈ [0, T ],∫
Td
ρ(x, t) log(ρ(x, t)) dx −
∫
Td
ρ(x, t) dx ≤
∫
Td
ρ0(x) log(ρ0(x)) dx−
∫
Td
ρ0(x) dx.
We will prove in Proposition 6.4 below that, for almost every t ∈ [0, T ],∫
Td
ρ(x, t) dx =
∫
Td
ρ0(x) dx.
Therefore, for almost every t ∈ [0, T ],(
−
∫
Td
ρ0(x) log(ρ0(x)) dx
)
≤
(
−
∫
Td
ρ(x, t) log(ρ(x, t)) dx
)
,
which is to say that the physical entropy is a nondecreasing function of time.
3.3. Renormalized kinetic solutions. In this section, we will define renormalized kinetic solu-
tions of the skeleton equation (3.1). Based on estimate (3.5), we first rewrite the equation in the
form
(3.7)


∂tρ = 2∇ ·
(
Φ
1
2 (ρ)∇Φ 12 (ρ)
)
−∇ ·
(
Φ
1
2 (ρ)g
)
in Td × (0, T ],
ρ = ρ0 on T
d × {0}.
On this level, the criticality of the equation can be seen by analyzing the integrability of the
products
(3.8) Φ
1
2 (ρ)∇Φ 12 (ρ) and Φ 12 (ρ)g,
which are at best L1(Td × [0, T ]);Rd). Indeed, even in one dimension, embedding theorems do not
readily yield an improvement because they do not improve the integrability in time.
The borderline integrability of the products (3.8) and the lack of regularity for the solution
make classical techniques untenable and suggest the necessity of a generalized solution theory. We
therefore pass to the equation’s kinetic formulation. Let the kinetic function χ : R2 → R be defined
by
χ(s, ξ) = 1{0<ξ<s} − 1{s<ξ<0}.
Proceeding formally, suppose that ρ is a solution of (3.7). The kinetic function χ of ρ is defined
for every (x, ξ, t) ∈ Td × R× [0, T ] by
χ(x, ξ, t) = χ(ρ(x, t), ξ) = 1{0<ξ<ρ(x,t)} − 1{ρ(x,t)<ξ<0}.
The identities
∇xχ(x, ξ, t) = δ0(ξ − ρ(x, t))∇ρ(x, t) and ∂ξχ(x, ξ, t) = δ0(ξ)− δ0(ξ − ρ(x, t)),
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show formally that the kinetic function χ of ρ satisfies the equation
(3.9)
∂tχ = Φ
′(ξ)∆xχ−
(
∂ξΦ
1
2 (ξ)
)
g(x, t)∇xχ+ (∇xg(x, t)) Φ
1
2 (ξ)∂ξχ+ ∂ξp in T
d × R× [0, T ],
χ = χ(ρ0) on T
d × R× {0},
for the parabolic defect measure p on Td × R× (0, T ] defined by
(3.10) p = δ0(ξ − ρ)4 |Φ(ξ)|
Φ′(ξ)
∣∣∣∇Φ 12 (ρ)∣∣∣2 .
We rewrite (3.9) in the conservative form
(3.11)

∂tχ = Φ
′(ξ)∆xχ− ∂ξ
(
g(x, t)Φ
1
2 (ξ)∇xχ
)
+∇x ·
(
g(x, t)Φ
1
2 (ξ)∂ξχ
)
+ ∂ξp in T
d × R× [0, T ],
χ = χ(ρ0) on T
d × R× {0}.
Based on the estimates leading to (3.5), we will obtain the well-posedness of (3.1) for initial data
in the following space.
Definition 3.3. Let Φ ∈W 1,1loc ([0,∞)) be nonnegative. Let ΨΦ : [0,∞)→ [0,∞) be defined by
ΨΦ(ξ) =
∫ ξ
0
log(Φ(ξ′)) dx′.
We define
EntΦ(T
d) =
{
ρ0 ∈ L1(Td) : ρ0 ≥ 0 a.e. and
∫
Td
ΨΦ(ρ0(x)) dx <∞
}
.
The following definition of a renormalized kinetic solution is based on the kinetic equation (3.11),
Definition 3.3, and the formal estimates obtained in Section 3.2.
Definition 3.4. Let T ∈ (0,∞), let Φ ∈ W 1,1loc ([0,∞)) be nonnegative, and let ρ0 ∈ EntΦ(Td). A
function ρ ∈ L∞([0, T ], L1(Td)) is a renormalized kinetic solution of (3.11) with initial data ρ0 if ρ
satisfies the following two properties.
(a) We have that
(3.12) Φ
1
2 (ρ) ∈ L2([0, T ];H1(Td)).
(b) There exists a subset N ⊆ (0, T ] of Lebesgue measure zero such that for every t ∈ [0, T ] \ N ,
for every ψ ∈ C∞c (Td ×R), the kinetic function χ of ρ satisfies that
(3.13)
∫
Td
∫
R
χ(x, ξ, t)ψ(x, ξ) dxdξ =
∫ t
0
∫
R
∫
Td
Φ′(ξ)χ∆xψ dxdξ dr −
∫ t
0
∫
R
∫
Td
p∂ξψ dxdξ dr
+ 2
∫ t
0
∫
Td
g(x, t)
Φ(ρ)
Φ′(ρ)
∇xΦ
1
2 (ρ)(∂ξψ)(x, ρ) dxdr
+
∫ t
0
∫
Td
g(x, t)Φ
1
2 (ρ)(∇xψ)(x, ρ) dxdr
+
∫
R
∫
Td
χ(ρ0(x), ξ)ψ(x, ξ) dxdξ.
Remark 3.5. We observe that the equality in equation (3.13) is satisfied due to the optimal
regularity (3.12), which requires the nonnegativity of the initial data (cf. Remark 3.1). In general,
we would only expect to obtain an inequality due to the presence of a nonnegative entropy defect
measure (cf. [9]).
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The following lemma proves that pathwise kinetic solutions in the sense of Definition 3.4 satisfy
an integration by parts formula on the level of their kinetic functions.
Lemma 3.6. Let Φ ∈W 1,1
loc
([0,∞)) satisfy Assumption 2.1, let ρ : Td → R be a measurable function,
and let χ = χ(ρ) : Td × R→ R. Assume that
Φ
1
2 (ρ) ∈ H1(Td).
Then, for every ψ ∈ C∞c (Td × R),
1
2
∫
R
∫
Td
Φ′(ξ)
Φ
1
2 (ξ)
∇xψ(x, ξ)χ(x, ξ, r) dxdξ = −
∫
Td
ψ(x, ρ(x))∇xΦ 12 (ρ(x)) dx.
Proof. The change of variables formula proves that
(3.14)
1
2
∫
R
∫
Td
Φ′(ξ)
Φ
1
2 (ξ)
∇xψ(x, ξ)χ(x, ξ, r) dxdξ
=
∫
R
∫
Td
∇xψ
(
x, (Φ
1
2 )−1(ξ)
)
χ
(
x, (Φ
1
2 )−1(ξ)
)
dxdξ.
The definition of the kinetic function proves, for every (x, ξ) ∈ Td ×R,
(3.15) χ
(
x, (Φ
1
2 )−1(ξ)
)
= χ˜(x, ξ),
and since Φ
1
2 (ρ) ∈ H1(Td) it follows by smooth approximation that, as distributions,
(3.16) ∇χ˜(x, ξ) = δ0
(
ξ − Φ 12 (ρ)
)
∇Φ 12 (ρ).
It then follows from (3.14), (3.15), and (3.16) that
1
2
∫
R
∫
Td
Φ′(ξ)
Φ
1
2 (ξ)
∇xψ(x, ξ)χ(x, ξ, r) dxdξ =
∫
R
∫
Td
∇ψ
(
x, (Φ
1
2 )−1(ξ)
)
χ˜(x, ξ) dxdξ
= −
∫
Td
∇Φ 12 (ρ)ψ(x, ρ(x)) dx,
which completes the proof. 
4. Uniqueness of renormalized kinetic solutions
In this section, we will prove the uniqueness of renormalized kinetic solutions in the sense of Def-
inition 3.4 for nonlinearities Φ ∈W 1,1loc ([0,∞)) satisfying Assumption 2.1. The proof is significantly
complicated by the fact that the parabolic defect measure
p = δ0(ξ − ρ)4Φ(ξ)
Φ′(ξ)
∣∣∣∇Φ 12 (ρ)∣∣∣2 ,
is neither globally integrable nor decaying at infinity with respect to the velocity variable ξ ∈ R.
It is for this reason that we introduce a cutoff in velocity. We will first prove a lemma that is used
to control the error terms that arise when removing this cutoff function, and we present the proof
of uniqueness immediately after the lemma.
Lemma 4.1. Let (X,S, µ) be a measure space, let K ∈ N, let {fk : X → R}k∈{1,2,...,K} ⊆ L1(X),
and for every k ∈ {1, 2, . . . ,K} let {Bn,k ⊆ X}n∈N ⊆ S be disjoint subsets. Then
lim inf
n→∞
(
n
K∑
k=1
∫
Bn,k
|fk| dµ
)
= 0.
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Proof. Proceeding by contradiction, suppose that there exists ε ∈ (0, 1) such that
lim inf
n→∞
(
n
K∑
k=1
∫
Bn,k
|fk| dµ
)
≥ ε.
Then there exists N ∈ N such that, for every n ≥ N ,
n
K∑
k=1
∫
Bn,k
|fk| dµ ≥ ε
2
.
For every k ∈ {1, 2, . . . ,K} let IN,k ⊆ [N,N + 1, . . .) be defined by
IN,k =
{
n ∈ [N,N + 1, . . .) :
∫
Bn,k
|fk| dµ ≥ ε
2Kn
}
.
Since by definition
[N,N + 1, . . .) = ∪Kk=1IN,k,
and since
∞∑
n=N
1
n
=∞,
there exists k0 ∈ {1, 2, . . . ,K} such that ∑
n∈IN,k0
1
n
=∞.
This contradicts the assumption that fk0 ∈ L1(X), since the assumption that the {Bn,k0}n∈N are
disjoint and the definition of In,k0 imply that
∞ =
∑
n∈IN,k0
1
n
≤ 2K
ε
∑
n∈IN,k0
∫
Bn,k0
|fk0 | dµ ≤
2K
ε
∫
X
|fk0 | <∞.
We therefore conclude that
lim inf
n→∞
(
n
K∑
k=1
∫
Bn,k
|fk| dµ
)
= 0,
which completes the proof. 
Theorem 4.2. Let T ∈ (0,∞), let Φ ∈ W 1,1
loc
([0,∞)) satisfy Assumption 2.1, let g ∈ L2(Td ×
[0, T ];Rd), and let ρ10, ρ
2
0 ∈ EntΦ(Td). Let ρ1, ρ2 ∈ L∞([0, T ];L1(Td)) be renormalized kinetic
solutions (cf. Definition 3.4) of equation (3.1) with control g and with initial data ρ10, ρ
2
0. Then,∥∥ρ1 − ρ2∥∥
L∞([0,T ];L1(Td))
≤ ∥∥ρ10 − ρ20∥∥L1(Td) .
Proof. We will write χ1, χ2 ∈ L∞([0, T ];L1(Td×R)) for the corresponding kinetic functions, and we
will write p1, p2 for the corresponding parabolic defect measures. Finally, we will write N 1,N 2 ⊆
(0, T ] for the zero sets appearing in Definition 3.4, and we define N = N 1 ∪ N 2. To simplify the
notation we define, for every (x, ξ, t) ∈ Td × R× [0, T ] and i ∈ {1, 2},
χit(x, ξ) = χ(x, ξ, t),
and we will make similar conventions for pit and all other time-dependent functions or measures
appearing in the proof.
Let κs : Td → [0,∞) be a standard convolution kernel satisfying that, as distributions Td,∫
Td
κs dx = 1 and lim
ε→0
ε−1κs(·/ε) = δ0.
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Let κv : R→ [0,∞) be a standard convolution kernel satisfying that, as distributions on R,∫
R
κv dx = 1 and lim
ε→0
ε−1κv(·/ε)→ δ0.
For every ε, δ ∈ (0, 1), let κε,δ : (Td)2 × R2 → [0,∞) be defined by
κε,δ(x, y, ξ, η) =
(
ε−1κs(x−y/ε)
) (
δ−1κv(ξ−η/δ)
)
.
Finally, for every M ∈ (0,∞), let ζM : R→ [0, 1] be defined by
ζM (ξ) =


0 if |ξ| ≤ 1
M
M
(
|ξ| − 1
M
)
if
1
M
≤ |ξ| ≤ 2
M
1 if
2
M
≤ |ξ| ≤M
M + 1− |ξ| if M ≤ |ξ| ≤M + 1,
0 if |ξ| ≥M + 1.
The convolution kernel κε,δ will play the role of the test function in Definition 3.4. The cutoff ζM
is necessary owing to the fact that the parabolic defect measure is not globally integrable in the
velocity variable ξ ∈ R.
For every i ∈ {1, 2} and ε, δ ∈ (0, 1), let χi,ε,δ : Td × R× [0, T ]→ R be defined by
χi,ε,δt (y, η) =
∫
R
∫
Td
χit(x, ξ)κ
ε,δ(x, y, ξ, η) dxdξ.
For every δ ∈ (0, 1), let sgnδ : R→ R be defined for every η ∈ R, y ∈ Td, and ε ∈ (0, 1) by
sgnδ(η) =
∫
R
sgn(ξ)
(
δ−1κv
(
ξ − η
δ
))
dξ =
∫
R
∫
Td
sgn(ξ)κε,δ(x, y, ξ, η) dxdξ.
Let t ∈ (0, T ] \ N and M ∈ (0,∞). Properties of the kinetic function prove that
(4.1)
∫
R
∫
Td
∣∣χ1t − χ2t ∣∣2 ζM(η) dy dη
= lim
ε,δ→0
∫
R
∫
Td
∣∣∣χ1,ε,δt − χ2,ε,δt ∣∣∣2 ζM(η) dy dη
= lim
ε,δ→0
∫
R
∫
Td
(
χ1,ε,δt sgn
δ(η) + χ2,ε,δt sgn
δ(η) − 2χ1,ε,δt χ2,ε,δt
)
ζM (η) dy dη.
Let ε, δ ∈ (0, 1). Definition 3.4 implies for every i ∈ {1, 2} that, as distributions on Td×R× (0, T ],
(4.2)
∂tχ
i,ε,δ
t (y, η) =
∫
R
∫
Td
Φ′(ξ)χit∆xκ
ε,δ(x, y, ξ, η) dxdξ
−
∫
R
∫
Td
pit∂ξκ
ε,δ(x, y, ξ, η) dxdξ
+ 2
∫
Td
g(x, t)
Φ(ρi)
Φ′(ρi)
∇xΦ
1
2 (ρi)(∂ξκ
ε,δ)(x, y, ρi, η) dx
+
∫
Td
g(x, t)Φ
1
2 (ρi)(∇xκε,δ)(x, y, ρi, η) dx.
Lemma 3.6 and the definition of the convolution kernel imply that
(4.3)
∫
R
∫
Td
Φ′(ξ)χit∆xκ
ε,δ(x, y, ξ, η) dxdξ = ∇y
(
2
∫
Td
Φ
1
2 (ρi)∇xΦ
1
2 (ui)κ
ε,δ(x, y, ρi, η) dx
)
.
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The definition of the convolution kernel implies that
(4.4)
∫
R
∫
Td
pit(∂ξκ
ε,δ)(x, y, ξ, η) dxdξ = −∂η
∫
R
∫
Td
pitκ
ε,δ(x, y, ξ, η) dxdξ,
that
(4.5)
∫
Td
g(x, t)
Φ(ρi)
Φ′(ρi)
(
∇xΦ
1
2 (ρi)((∂ξκ
ε,δ)(x, y, ρi, η))
)
dx
= −∂η
∫
R
∫
Td
g(x, t)
Φ(ρi)
Φ′(ρi)
∇xΦ 12 (ρi)κε,δ(x, y, ρi, η) dx,
and that
(4.6)
∫
Td
g(x, t)Φ
1
2 (ρi)(∇xκε,δ)(x, y, ρi, η) dx = −∇y
∫
Td
g(x, t)Φ
1
2 (ρi)κε,δ(x, y, ρi, η) dx.
For every i ∈ {1, 2}, let κε,δi : (Td)2 × R× [0, T ]→ [0,∞) be defined by
κε,δi,t (x, y, η) = κ
ε,δ(x, y, ρi(x, t), η).
It follows from (4.2), (4.3), (4.4), (4.5), and (4.6) that, as distributions on Td × R× (0, T ],
(4.7)
∂tχ
i,ε,δ
t (y, η) =∇y
(
2
∫
Td
Φ
1
2 (ρi)∇xΦ
1
2 (ui)κ
ε,δ
i,t dx
)
+ ∂η
∫
R
∫
Td
pitκ
ε,δ dxdξ
− ∂η
(
2
∫
R
∫
Td
g(x, t)
Φ(ρi)
Φ′(ρi)
∇xΦ
1
2 (ρi)κε,δi,t dx
)
−∇y
∫
Td
g(x, t)Φ
1
2 (ρi)κε,δi,t dx.
We define
(4.8) Iε,δ,Mt =
∫
R
∫
Td
(
χ1,ε,δt sgn
δ(η) + χ2,ε,δt sgn
δ(η) − 2χ1,ε,δt χ2,ε,δt
)
ζM (η) dy dη.
We will analyze the terms involving the sgn function and the mixed term separately. For every
i ∈ {1, 2}, let
(4.9) Iε,δ,Mt,i,sgn =
∫
R
∫
Td
χi,ε,δt sgn
δ(η)ζM (η) dy dη,
and let
(4.10) Iε,δ,Mt,mix =
∫
R
∫
Td
χ1,ε,δt χ
2,ε,δ
t ζ
M(η) dy dη.
The sign terms. We will first analyze the sgn terms (4.9), and we will first consider the case
i = 1. We will write (x, y, ξ, η) for the variables defining the convolution of χ1,ε,δt , and we will write
(x′, y, ξ′, η) for the variables defining the convolution of sgn. Let κε,δ1 : (T
d)2 × R2 → [0,∞) satisfy
for every (x, y, ξ, η) ∈ (Td)2 × R2 that
κε,δ1 (x, y, ξ, η) = κ
ε,δ(x, y, ξ, η).
Similarly, let κε,δ2 : (T
d)2 × R2 → [0,∞) satisfy for every (x′, y, ξ′, η) ∈ (Td)2 × R2 that
κε,δ2 (x
′, y, ξ′, η) = κε,δ(x′, y, ξ′, η).
It follows from (4.7) that, as distributions on (0, T ], for every t ∈ (0, T ],
(4.11)
∂tI
ε,δ,M
t,1,sgn =−
∫
R2
∫
(Td)2
p1tκ
ε,δ
1 ∂η
(
sgnδ(η)ζM (η)
)
dxdξ dy dη
+ 2
∫
R
∫
(Td)2
g(x, t)
Φ(ρ1)
Φ′(ρ1)
∇xΦ
1
2 (ρ1)κε,δ1,t∂η
(
sgnδ(η)ζM (η)
)
dxdy dη.
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For the first term on the righthand side of (4.11), properties of the convolution kernel and the
distributional equality ∂ξsgn = 2δ0 imply that, omitting the integration variables,
(4.12)
∫
R2
∫
(Td)2
p1tκ
ε,δ
1 ∂η
(
sgnδ(η)ζM (η)
)
=−
∫
R3
∫
(Td)3
p1tκ
ε,δ
1 sgn(ξ
′)(∂ξ′κ
ε,δ
2 )ζ
M
+
∫
R2
∫
(Td)2
p1tκ
ε,δ
1 sgn
δ(η)∂ηζ
M
=2
∫
R2
∫
(Td)3
p1tκ
ε,δ
1 κ
ε,δ(x′, y, 0, η)ζM
+
∫
R2
∫
(Td)2
p1tκ
ε,δ
1 sgn
δ(η)∂ηζ
M .
Similarly, the second term on the righthand side of (4.11) satisfies that
(4.13)
∫
R
∫
(Td)2
g(x, t)
Φ(ρ1)
Φ′(ρ1)
∇xΦ
1
2 (ρ1)κε,δi,t ∂η
(
sgnδ(η)ζM (η)
)
= 2
∫
R
∫
(Td)3
g(x, t)
Φ(ρ1)
Φ′(ρ1)
∇xΦ
1
2 (ρ1)κε,δ1,tκ
ε,δ(x′, y, 0, η)ζM
+
∫
R
∫
(Td)2
g(x, t)
Φ(ρ1)
Φ′(ρ1)
∇xΦ 12 (ρ1)κε,δ1,tsgnδ(η)∂ηζM .
Returning to (4.11), it follows from (4.12) and (4.13) that
(4.14)
∂tI
ε,δ,M
t,1,sgn =− 2
∫
R2
∫
(Td)3
p1tκ
ε,δ
1 κ
ε,δ(x′, y, 0, η)ζM −
∫
R2
∫
(Td)2
p1tκ
ε,δ
1 sgn
δ(η)∂ηζ
M
+ 4
∫
R
∫
(Td)3
g(x, t)
Φ(ρ1)
Φ′(ρ1)
∇xΦ
1
2 (ρ1)κε,δ1,tκ
ε,δ(x′, y, 0, η)ζM
+ 2
∫
R
∫
(Td)2
g(x, t)
Φ(ρ1)
Φ′(ρ1)
∇xΦ
1
2 (ρ1)κε,δ1,tsgn
δ(η)∂ηζ
M .
The case i = 2 is identical, but to clarify some important cancellations below we will use the
variables (x′, y, ξ′, η) ∈ (Td)2 ×R2 for the convolution defining χ2,ε,δ and the variables (x, y, ξ, η) ∈
(Td)2 × R2 for the variables defining sgnδ. Then,
(4.15)
∂tI
ε,δ,M
t,2,sgn =− 2
∫
R2
∫
(Td)3
p2tκ
ε,δ
2 κ
ε,δ(x, y, 0, η)ζM −
∫
R2
∫
(Td)2
p2tκ
ε,δ
2 sgn
δ(η)∂ηζ
M
+ 4
∫
R
∫
(Td)3
g(x′, t)
Φ(ρ2)
Φ′(ρ2)
∇xΦ
1
2 (ρ2)κε,δ2,tκ
ε,δ(x, y, 0, η)ζM
+ 2
∫
R
∫
(Td)2
g(x′, t)
Φ(ρ2)
Φ′(ρ2)
∇xΦ 12 (ρ2)κε,δ2,tsgnδ(η)∂ηζM ,
which completes the initial analysis of the sgn terms.
The mixed term. We will now analyze the mixed term (4.10). We write (x, y, ξ, η) for the
variables defining χ1,ε,δt , and we write (x
′, y, ξ′, η) for the variables defining χ2,ε,δt . Let κ
ε,δ
1 : (T
d)2×
R
2 → [0,∞) satisfy for every (x, y, ξ, η) ∈ (Td)2 × R2 that
κε,δ1 (x, y, ξ, η) = κ
ε,δ(x, y, ξ, η).
Similarly, let κε,δ2 : (T
d)2 × R2 → [0,∞) satisfy for every (x′, y, ξ′, η) ∈ (Td)2 × R2 that
κε,δ2 (x
′, y, ξ′, η) = κε,δ(x′, y, ξ′, η).
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As distributions on (0, T ],
(4.16)
∂tI
ε,δ,M
t,mix =
∫
R
∫
Td
∂tχ
1,ε,δ
t χ
2,ε,δ
t ζ
M(η) dy dη +
∫
R
∫
Td
χ1,ε,δt ∂tχ
2,ε,δ
t ζ
M (η) dy dη
=∂tI
ε,δ,M
t,1,mix + ∂tI
ε,δ,M
t,2,mix.
It follows from (4.7) that
∂tI
ε,δ,M
t,1,mix =− 2
∫
R
∫
(Td)2
Φ
1
2 (ρ1)∇xΦ
1
2 (ρ1)κε,δ1,t∇yχ2,ε,δt ζM dxdy dη
−
∫
R2
∫
(Td)2
p1tκ
ε,δ
1 ∂η(χ
2,ε,δ
t ζ
M) dxdξ dy dη
+ 2
∫
R
∫
(Td)2
g(x, t)
Φ(ρ1)
Φ′(ρ1)
∇xΦ 12 (ρ1)κε,δ1,t∂η(χ2,ε,δt ζM ) dxdy dη
+
∫
R
∫
(Td)2
g(x, t)Φ
1
2 (ρ1)κε,δ1,t∇yχ2,ε,δt ζM dxdy dη.
The definition of the convolution kernel implies that, omitting the integration variables,
(4.17)
∂tI
ε,δ,M
t,1,mix =2
∫
R2
∫
(Td)3
Φ
1
2 (ρ1)∇xΦ
1
2 (ρ1)κε,δ1,tχ
2
t
(∇x′κε,δ2 )ζM
+
∫
R3
∫
(Td)3
p1tκ
ε,δ
1 χ
2
(
∂ξ′κ
ε,δ
2
)
ζM −
∫
R2
∫
(Td)2
p1tκ
ε,δ
1 χ
2,ε,δ
t ∂ηζ
M
− 2
∫
R2
∫
(Td)3
g(x, t)
Φ(ρ1)
Φ′(ρ1)
∇xΦ 12 (ρ1)κε,δ1,tχ2t
(
∂ξ′κ
ε,δ
2
)
ζM
+ 2
∫
R
∫
(Td)2
g(x, t)
Φ(ρ1)
Φ′(ρ1)
∇xΦ
1
2 (ρ1)κε,δ1,tχ
2,ε,δ
t ∂ηζ
M
−
∫
R2
∫
(Td)3
g(x, t)Φ
1
2 (ρ1)κε,δ1,tχ
2
t
(∇x′κε,δ2 )ζM .
The distributional equality
∂ξ′χ
2 = δ0(ξ
′)− δ0(ξ′ − ρ2),
implies the second term on the righthand side of (4.17) satisfies
(4.18)
∫
R3
∫
(Td)3
p1tκ
ε,δ
1 χ
2
(
∂ξ′κ
ε,δ
2
)
ζM =
∫
R2
∫
(Td)3
p1tκ
ε,δ
1
(
κε,δ2,t − κε,δ(x′, y, 0, η)
)
ζM ,
and for the fourth term on the righthand side of (4.17) that
(4.19)
∫
R2
∫
(Td)3
g(x, t)
Φ(ρ1)
Φ′(ρ1)
∇xΦ 12 (ρ1)κε,δ1,tχ2t
(
∂ξ′κ
ε,δ
2
)
ζM
=
∫
R
∫
(Td)3
g(x, t)
Φ(ρ1)
Φ′(ρ1)
∇xΦ
1
2 (ρ1)κε,δ1,t
(
κε,δ2,t − κε,δ(x′, y, 0, η)
)
ζM .
Lemma 3.6 implies for the first term on the righthand side of (4.17) that
(4.20)
∫
R2
∫
(Td)3
Φ
1
2 (ρ1)∇xΦ 12 (ρ1)κε,δ1,tχ2t
(∇x′κε,δ2 )ζM
= −2
∫
R
∫
(Td)3
Φ
1
2 (ρ1)Φ
1
2 (ρ2)
Φ′(ρ2)
∇xΦ
1
2 (ρ1)∇x′Φ
1
2 (ρ2)κε,δ1,tκ
ε,δ
2,tζ
M ,
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and for the final term on the righthand side of (4.17) that
(4.21)
∫
R2
∫
(Td)3
g(x, t)Φ
1
2 (ρ1)κε,δ1,tχ
2
t
(∇x′κε,δ2 )ζM
= −2
∫
R
∫
(Td)3
g(x, t)
Φ
1
2 (ρ1)Φ
1
2 (ρ2)
Φ′(ρ2)
∇x′Φ
1
2 (ρ2)κε,δ1,tκ
ε,δ
2,tζ
M .
Returning to (4.17), it follows from (4.18), (4.19), (4.20), and (4.21) that
(4.22)
∂tI
ε,δ,M
t,1,mix =− 4
∫
R
∫
(Td)3
Φ
1
2 (ρ1)Φ
1
2 (ρ2)
Φ′(ρ2)
∇xΦ
1
2 (ρ1)∇x′Φ
1
2 (ρ2)κε,δ1,tκ
ε,δ
2,tζ
M
+
∫
R2
∫
(Td)3
p1tκ
ε,δ
1
(
κε,δ2,t − κε,δ(x′, y, 0, η)
)
ζM
− 2
∫
R
∫
(Td)3
g(x, t)
Φ(ρ1)
Φ′(ρ1)
∇xΦ 12 (ρ1)κε,δ1,t
(
κε,δ2,t − κε,δ(x′, y, 0, η)
)
ζM
+ 2
∫
R
∫
(Td)3
g(x, t)
Φ
1
2 (ρ1)Φ
1
2 (ρ2)
Φ′(ρ2)
∇x′Φ
1
2 (ρ2)κε,δ1,tκ
ε,δ
2,tζ
M
+ 2
∫
R
∫
(Td)2
g(x, t)
Φ(ρ1)
Φ′(ρ1)
∇xΦ
1
2 (ρ1)κε,δ1,tχ
2,ε,δ
t ∂ηζ
M −
∫
R2
∫
(Td)2
p1tκ
ε,δ
1 χ
2,ε,δ
t ∂ηζ
M .
Since we have the same formula for Iε,δ,Mt,2,mix, after swapping the roles of i ∈ {1, 2}, x, x′ ∈ Td, and
ξ, ξ′ ∈ R, it follows from (4.16) and (4.22) that
(4.23)
∂tI
ε,δ,M
t,mix =− 4
∫
R
∫
(Td)3
Φ
1
2 (ρ1)Φ
1
2 (ρ2)
(
1
Φ′(ρ1)
+
1
Φ′(ρ2)
)
∇xΦ
1
2 (ρ1)∇x′Φ
1
2 (ρ2)κε,δ1,tκ
ε,δ
2,tζ
M
+
∫
R2
∫
(Td)3
p1tκ
ε,δ
1
(
κε,δ2,t − κε,δ(x′, y, 0, η)
)
ζM
+
∫
R2
∫
(Td)3
p2tκ
ε,δ
2
(
κε,δ1,t − κε,δ(x, y, 0, η)
)
ζM
− 2
∫
R
∫
(Td)3
g(x, t)
Φ(ρ1)
Φ′(ρ1)
∇xΦ 12 (ρ1)κε,δ1,t
(
κε,δ2,t − κε,δ(x′, y, 0, η)
)
ζM
− 2
∫
R
∫
(Td)3
g(x′, t)
Φ(ρ2)
Φ′(ρ2)
∇x′Φ
1
2 (ρ2)κε,δ2,t
(
κε,δ1,t − κε,δ(x, y, 0, η)
)
ζM
+ 2
∫
R
∫
(Td)3
g(x, t)
Φ
1
2 (ρ1)Φ
1
2 (ρ2)
Φ′(ρ2)
∇x′Φ
1
2 (ρ2)κε,δ1,tκ
ε,δ
2,tζ
M
+ 2
∫
R
∫
(Td)3
g(x′, t)
Φ
1
2 (ρ1)Φ
1
2 (ρ2)
Φ′(ρ1)
∇xΦ
1
2 (ρ1)κε,δ1,tκ
ε,δ
2,tζ
M
+ 2
∫
R
∫
(Td)2
g(x, t)
Φ(ρ1)
Φ′(ρ1)
∇xΦ 12 (ρ1)κε,δ1,tχ2,ε,δt ∂ηζM −
∫
R2
∫
(Td)2
p1tκ
ε,δ
1 χ
2,ε,δ
t ∂ηζ
M
+ 2
∫
R
∫
(Td)2
g(x′, t)
Φ(ρ2)
Φ′(ρ2)
∇x′Φ
1
2 (ρ2)κε,δ2,tχ
1,ε,δ
t ∂ηζ
M −
∫
R2
∫
(Td)2
p2tκ
ε,δ
2 χ
1,ε,δ
t ∂ηζ
M ,
which completes the initial analysis of the mixed term.
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The full derivative. We will decompose the full derivative of (4.8) defined by (4.9), (4.10),
(4.14), (4.15), and (4.23) into the following four terms. We define the parabolic term
(4.24)
∂tI
ε,δ,M
t,par = 8
∫
R
∫
(Td)3
Φ
1
2 (ρ1)Φ
1
2 (ρ2)
(
1
Φ′(ρ1)
+
1
Φ′(ρ2)
)
∇xΦ
1
2 (ρ1)∇x′Φ
1
2 (ρ2)κε,δ1,tκ
ε,δ
2,tζ
M
− 2
∫
R2
∫
(Td)3
(
p1tκ
ε,δ
1 κ
ε,δ
2,t + p
2
tκ
ε,δ
2 κ
ε,δ
1,t
)
ζM ,
the hyperbolic term
(4.25)
∂tI
ε,δ,M
t,hyp = 4
∫
R
∫
(Td)3
g(x, t)
Φ
1
2 (ρ1)
Φ′(ρ1)
(
Φ
1
2 (ρ1)− Φ 12 (ρ2)
)
∇xΦ
1
2 (ρ1)κε,δ1,tκ
ε,δ
2,tζ
M
+ 4
∫
R
∫
(Td)3
g(x′, t)
Φ
1
2 (ρ2)
Φ′(ρ2)
(
Φ
1
2 (ρ2)− Φ 12 (ρ1)
)
∇x′Φ
1
2 (ρ2)κε,δ1,tκ
ε,δ
2,tζ
M ,
the term involving the control
(4.26)
∂tI
ε,δ,M
t,con = 4
∫
R
∫
(Td)3
(
g(x, t) − g(x′, t)) Φ 12 (ρ1)Φ 12 (ρ2)
Φ′(ρ1)
∇xΦ 12 (ρ1)κε,δ1,tκε,δ2,tζM
+ 4
∫
R
∫
(Td)3
(
g(x′, t)− g(x, t)) Φ 12 (ρ1)Φ 12 (ρ2)
Φ′(ρ2)
∇x′Φ
1
2 (ρ2)κε,δ1,tκ
ε,δ
2,tζ
M ,
and the term defined by the cutoff
(4.27)
∂tI
ε,δ,M
t,vel = 2
∫
R
∫
(Td)2
g(x, t)
Φ(ρ1)
Φ′(ρ1)
∇xΦ 12 (ρ1)κε,δ1,t
(
sgnδ − 2χ2,ε,δt
)
∂ηζ
M
+ 2
∫
R
∫
(Td)2
g(x′, t)
Φ(ρ2)
Φ′(ρ2)
∇x′Φ
1
2 (ρ2)κε,δ2,t
(
sgnδ − 2χ1,ε,δt
)
∂ηζ
M
+
∫
R2
∫
(Td)2
p1tκ
ε,δ
1
(
2χ2,ε,δt − sgnδ
)
∂ηζ
M
+
∫
R2
∫
(Td)2
p2tκ
ε,δ
2
(
2χ1,ε,δt − sgnδ
)
∂ηζ
M .
It follows from (4.8), (4.9), (4.10), (4.14), and (4.23) that, as distributions on (0, T ],
(4.28) ∂tI
ε,δ,M
t = ∂tI
ε,δ,M
t,par + ∂tI
ε,δ,M
t,hyp + ∂tI
ε,δ,M
t,con + ∂tI
ε,δ,M
t,vel .
The four terms on the righthand side of (4.28) will be handled separately.
The parabolic terms. After adding and subtracting 2(Φ′(ρ1)Φ′(ρ2))−1/2 and using the identity
1
Φ′(ρ1)
+
1
Φ′(ρ2)
− 2
Φ′(ρ1)
1
2Φ′(ρ2)
1
2
=
(
Φ′(ρ1)
1
2 − Φ′(ρ2) 12
)2
Φ′(ρ1)Φ′(ρ2)
,
the parabolic term defined in (4.24) satisfies
(4.29)
∂tI
ε,δ,M
t,par = 8
∫
R
∫
(Td)3
Φ
1
2 (ρ1)Φ
1
2 (ρ2)
Φ′(ρ1)Φ′(ρ2)
(
Φ′(ρ1)
1
2 − Φ′(ρ2) 12
)2∇xΦ 12 (ρ1)∇x′Φ 12 (ρ2)κε,δ1,tκε,δ2,tζM
+ 16
∫
R
∫
(Td)3
Φ
1
2 (ρ1)Φ
1
2 (ρ2)
Φ′(ρ1)
1
2Φ′(ρ2)
1
2
∇xΦ 12 (ρ1)∇x′Φ
1
2 (ρ2)κε,δ1,tκ
ε,δ
2,tζ
M
− 2
∫
R2
∫
(Td)3
(
p1tκ
ε,δ
1 κ
ε,δ
2,t + p
2
tκ
ε,δ
2 κ
ε,δ
1,t
)
ζM .
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The definition of the parabolic defect measures {pi}i∈{1,2}, Ho¨lder’s inequality, and Young’s in-
equality prove that
(4.30)
16
∫
R
∫
(Td)3
Φ
1
2 (ρ1)Φ
1
2 (ρ2)
Φ′(ρ1)
1
2Φ′(ρ2)
1
2
∇xΦ
1
2 (ρ1)∇x′Φ
1
2 (ρ2)κε,δ1,tκ
ε,δ
2,tζ
M
≤ 2
∫
R2
∫
(Td)3
(
p1tκ
ε,δ
1 κ
ε,δ
2,t + p
2
tκ
ε,δ
2 κ
ε,δ
1,t
)
ζM .
It follows from the definition of the convolution kernels, (2.4), (4.29), and (4.30) that there exist
c ∈ (0,∞) depending on M ∈ (0,∞) but independent of ε, δ ∈ (0, 1) such that
∂tI
ε,δ,M
t,par ≤ cδ
∫
R
∫
(Td)3
1{0<|ρ1(x,t)−ρ2(x′,t)|≤cδ}
∣∣∣∇xΦ 12 (ρ1)∣∣∣ ∣∣∣∇xΦ 12 (ρ2)∣∣∣ κε,δ1,tκε,δ2,tζM .
The definition of the convolution kernels, the definition of ζM , Ho¨lder’s inequality, and Young’s
inequality prove that there exists c ∈ (0,∞) depending on M ∈ (0,∞) which satisfies for every
δ ∈ (0, 1) that
lim sup
ε→0
(
∂tI
ε,δ,M
t,par
)
≤ c
∫
{
0<|ρ1−ρ2|≤cδ
|ρ1|,|ρ2|≤M+1+δ
}
∣∣∣∇xΦ 12 (ρ1)∣∣∣2 + ∣∣∣∇xΦ 12 (ρ2)∣∣∣2 dx.
The fact that for each i ∈ {1, 2} we have Φ 12 (ρi) ∈ L2([0, T ];H1(Td)) and the dominated convergence
theorem then imply for almost every t ∈ (0, T ] that
(4.31) lim sup
δ→0
(
lim sup
ε→0
(
∂tI
ε,δ,M
t,par
))
≤ 0,
which completes the analysis of the parabolic terms.
The hyperbolic terms. The definition of the hyperbolic terms (4.25), the definition of the
convolution kernels, and (2.3) prove that there exists c ∈ (0,∞) depending on M ∈ (0,∞) but
independent of ε, δ ∈ (0, 1) satisfying that
∂tI
ε,δ,M
t,hyp
≤ cδ
∫
R
∫
(Td)3
1{0<|ρ1(x,t)−ρ2(x′,t)|≤cδ}
(
|g(x, t)|
∣∣∣∇xΦ 12 (ρ1)∣∣∣+ ∣∣g(x′, t)∣∣ ∣∣∣∇x′Φ 12 (ρ2)∣∣∣) κε,δ1,tκε,δ2,tζM .
The definition of the convolution kernels, the definition of ζM , Ho¨lder’s inequality, and Young’s
inequality prove that there exists c ∈ (0,∞) depending onM ∈ (0,∞) such that, for every δ ∈ (0, 1),
lim sup
ε→0
(
∂tI
ε,δ,M
t,hyp
)
≤ c
∫
{0<|ρ1−ρ2|≤cδ}
|g(x, t)|2 +
∣∣∣∇xΦ 12 (ρ1)∣∣∣2 + ∣∣∣∇xΦ 12 (ρ2)∣∣∣2 dx.
Since g ∈ L2(Td× [0, T ];Rd) and since for each i ∈ {1, 2} we have that Φ 12 (ρi) ∈ L2([0, T ];H1(Td)),
the dominated convergence theorem proves that, for almost every t ∈ (0, T ],
(4.32) lim sup
δ→0
(
lim sup
ε→0
(
∂tI
ε,δ,M
t,hyp
))
≤ 0,
which completes the analysis of the hyperbolic terms.
The control terms. The definition of the convolution kernel, the definition of ζM and (2.5)
prove that there exists c ∈ (0,∞) depending on M ∈ (0,∞) but independent of ε, δ ∈ (0, 1) such
that (4.26) satisfies
∂tI
ε,δ,M
t,con ≤ c
∫
R
∫
(Td)3
∣∣g(x′, t)− g(x, t)∣∣ (∣∣∣∇xΦ 12 (ρ1)∣∣∣+ ∣∣∣∇x′Φ 12 (ρ2)∣∣∣)κε,δ1,tκε,δ2,tζM .
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Since g ∈ L2(Td× [0, T ];Rd) and since for each i ∈ {1, 2} we have that Φ 12 (ρi) ∈ L2([0, T ];H1(Td)),
for almost every t ∈ (0, T ], for every M ∈ (0,∞) and δ ∈ (0, 1),
lim sup
ε→0
(
∂tI
ε,δ,M
t,con
)
≤ 0,
and, therefore, for almost every t ∈ (0, T ], for every M ∈ (0,∞) and δ ∈ (0, 1),
(4.33) lim sup
δ→0
(
lim sup
ε→0
(
∂tI
ε,δ,M
t,con
))
≤ 0,
which completes the analysis of the control terms.
The cutoff in velocity. For every δ ∈ (0, 1) let κv,δ : R→ R be defined by
κv,δ(ξ) = δ−1κv
(
ξ
δ
)
.
The definition of the cutoff in velocity (4.27), the definition of the convolution kernels, the inequality∣∣∣2χi,ε,δ − sgnδ∣∣∣ ≤ 1,
and the definition of ζM prove that, for every M ∈ (0,∞),
lim sup
ε→0
(
∂tI
ε,δ,M
t,vel
)
≤ 2
∫
R
∫
Td
|g(y, t)| Φ(ρ
1)
Φ′(ρ1)
∣∣∣∇xΦ 12 (ρ1)∣∣∣ κv,δ(ρ1 − η) ∣∣∂ηζM ∣∣
+ 2
∫
R
∫
Td
|g(y, t)| Φ(ρ
2)
Φ′(ρ2)
∣∣∣∇x′Φ 12 (ρ2)∣∣∣ κv,δ(ρ2 − η) ∣∣∂ηζM ∣∣
+
∫
R2
∫
Td
p1tκ
v,δ(ρ1 − η) ∣∣∂ηζM ∣∣+
∫
R2
∫
Td
p2tκ
v,δ(ρ2 − η) ∣∣∂ηζM ∣∣ .
The definition of the convolution kernel, the definition of ζM , (2.2), and (2.6) imply that there
exists c ∈ (0,∞) such that, for every M ∈ (0,∞),
(4.34)
lim sup
δ→0
(
lim sup
ε→0
(
I
ε,δ,M
t,vel
))
≤ c(M + 1)
∫
{M≤ρ1≤M+1}
|g(y, t)|
∣∣∣∇xΦ 12 (ρ1)∣∣∣+ c
∫
{0<ρ1≤ 2
M
}
|g(y, t)|
∣∣∣∇xΦ 12 (ρ1)∣∣∣
+ c(M + 1)
∫
{M≤ρ2≤M+1}
|g(y, t)|
∣∣∣∇xΦ 12 (ρ2)∣∣∣+ c
∫
{0<ρ2≤ 2
M
}
|g(y, t)|
∣∣∣∇xΦ 12 (ρ2)∣∣∣
+
∫
R
∫
{M≤ρ1≤M+1}
p1t dy dη +
∫
R
∫
{M≤ρ2≤M+1}
p2t dy dη
+M
∫
R
∫
{0<ρ1≤ 2
M
}
p1t dy dη +M
∫
R
∫
{0<ρ2≤ 2
M
}
p2t dy dη.
The definition of the parabolic defect measures, (2.2), and (2.6) prove that there exists c ∈ (0,∞)
satisfying for every i ∈ {1, 2} that
(4.35)
∫
R
∫
{M≤ρi≤M+1}
pit dy dη +M
∫
R
∫
{0<ρi≤ 2
M
}
pit dy dη
≤ c(M + 1)
∫
R
∫
{M≤ρi≤M+1}
∣∣∣∇Φ 12 (ρi)∣∣∣2 + c∫
{0<ρi< 2
M
}
∣∣∣∇Φ 12 (ρi)∣∣∣2 .
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Therefore, it follows from Ho¨lder’s inequality, Young’s inequality, (4.34), and (4.35) that there
exists c ∈ (0,∞) such that, for every M ∈ (0,∞),
(4.36)
lim sup
δ→0
(
lim sup
ε→0
(
I
ε,δ,M
t,vel
))
≤ c
2∑
i=1
(
(M + 1)
∫
{M≤ρi≤M+1}
|g(y, t)|2 +
∫
{0<ρi≤ 2
M
}
|g(y, t)|2
)
+ c
2∑
i=1
(
(M + 1)
∫
{M≤ρi≤M+1}
∣∣∣∇xΦ 12 (ρi)∣∣∣2 +
∫
{0<ρi≤ 2
M
}
∣∣∣∇xΦ 12 (ρi)∣∣∣2
)
,
which completes the analysis of the cutoff in velocity.
The conclusion. Returning to (4.1), it follows from (4.31), (4.32), (4.33), and (4.36) that there
exists c ∈ (0,∞) which satisfies for every M ∈ (0,∞) that∥∥∥∣∣χ1 − χ2∣∣2 ζM∥∥∥
L∞([0,T ];L1(Td×R))
≤ ∥∥∣∣χ(ρ10)− χ(ρ20)∣∣ ζM∥∥L1(Td×R)
+ c
2∑
i=1
(
(M + 1)
∫ T
0
∫
{M≤ρi≤M+1}
|g(y, t)|2 +
∫ T
0
∫
{0<ρi≤ 2
M
}
|g(y, t)|2
)
+ c
2∑
i=1
(
(M + 1)
∫ T
0
∫
{M≤ρi≤M+1}
∣∣∣∇xΦ 12 (ρi)∣∣∣2 +
∫ T
0
∫
{0<ρi≤ 2
M
}
∣∣∣∇xΦ 12 (ρi)∣∣∣2
)
.
The monotone convergence theorem, the dominated convergence theorem, and properties of the
kinetic function prove that
(4.37)
∥∥ρ1 − ρ2∥∥
L∞([0,T ];L1(Td))
≤ ∥∥ρ10 − ρ20∥∥L1(Td)
+ lim inf
M→∞
(
c
2∑
i=1
(
(M + 1)
∫ T
0
∫
{M≤ρi≤M+1}
|g(y, t)|2 +
∣∣∣∇xΦ 12 (ρi)∣∣∣2 dy dt
))
.
After defining {fi}i∈{1,2} ⊆ L1([0, T ];L1(Td × [0, T ])) by
f1 = |g(y, t)|2 +
∣∣∣∇xΦ 12 (ρ1)∣∣∣2 ,
f2 = |g(y, t)|2 +
∣∣∣∇xΦ 12 (ρ2)∣∣∣2 ,
and after defining the measurable subsets {An,i}i∈{1,2,3,4},n∈N∪{0} ⊆ B(Td × (0, T ]) for every n ∈ N
by
An,1 = {(x, t) ∈ Td × (0, T ] : 2n ≤ ρ1(x, t) ≤ 2n+ 1},
An,2 = {(x, t) ∈ Td × (0, T ] : 2n+ 1 ≤ ρ1(x, t) ≤ 2n + 2},
An,3 = {(x, t) ∈ Td × (0, T ] : 2n ≤ ρ2(x, t) ≤ 2n+ 1},
An,2 = {(x, t) ∈ Td × (0, T ] : 2n+ 1 ≤ ρ2(x, t) ≤ 2n + 2},
it follows from Lemma 4.1 that
(4.38) lim inf
M→∞
(
c
2∑
i=1
(
(M + 1)
∫ T
0
∫
{M≤ρi≤M+1}
|g(y, t)|2 +
∣∣∣∇xΦ 12 (ρi)∣∣∣2 dy dt
))
= 0.
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Returning to (4.37), we conclude from (4.38) that∥∥ρ1 − ρ2∥∥
L∞([0,T ];L1(Td))
≤ ∥∥ρ10 − ρ20∥∥L1(Td) ,
which completes the proof. 
5. Equivalence of renormalized kinetic solutions and weak solutions
In this section, we will prove an alternative characterization of renormalized kinetic solutions.
We emphasize that while the kinetic formulation of Definition 3.4 was used essentially in the proof
of uniqueness, this formulation cannot readily be used to show that a weakly convergent sequence
of controls induces a strongly convergent sequence of solutions. The problem appears in the second
term on the righthand side of (3.13), which in this setting would contain the product of a weakly
converging control and a weakly converging gradient. It is for this reason that we prove the
equivalence of renormalized kinetic solutions and weak solutions (cf. Definition 5.1 below) under
the additional Assumption 2.2.
Definition 5.1. Let T ∈ (0,∞), let Φ ∈ W 1,1loc ([0,∞)) be nonnegative, let g ∈ L2(Td × [0, T ];Rd),
and let ρ0 ∈ EntΦ(Td). A function ρ ∈ L∞([0, T ];L1(Td)) is a weak solution of (3.1) with initial
data ρ0 if ρ satisfies the following two properties.
(i) We have
(5.1) Φ
1
2 (ρ) ∈ L2([0, T ];H1(Td)).
(ii) There exists a subset N ⊆ (0, T ] of Lebesgue measure zero such that, for every t ∈ [0, T ] \N ,
for every ψ ∈ C∞(Td),
(5.2)
∫
Td
ρ(x, t)ψ(x) dx = −
∫ t
0
∫
Td
2Φ
1
2 (ρ)∇Φ 12 (ρ) · ∇ψ dxdt+
∫ t
0
∫
Td
gΦ
1
2 (ρ)∇ψ dxdt
+
∫
Td
ρ0(x)ψ(x) dx.
Theorem 5.2. Let T ∈ (0,∞), let Φ ∈ W 1,1
loc
([0,∞)) satisfy Assumptions 2.1 and 2.2, let g ∈
L2(Td × [0, T ];Rd), let ρ0 ∈ EntΦ(Td), and let ρ ∈ L∞([0, T ];L1(Td)). Then ρ is a renormalized
kinetic solution (cf. Definition 3.4) with control g and initial data ρ0 if and only if ρ is a weak
solution (cf. Definition 5.1) with control g and initial data ρ0.
Proof. We will first prove that Definition 3.4 implies Definition 5.1. Assume that ρ is a renormalized
kinetic solution of (3.1). Let χ : Td × R × [0, T ] → R denote the kinetic function of ρ, and let p
denote the parabolic defect measure
p = δ0(ξ − ρ(x, t))4Φ(ξ)
Φ′(ξ)
∣∣∣∇(Φ 12 (ρ(x, t)))∣∣∣2 .
By definition of a renormalized kinetic solution,
Φ
1
2 (ρ) ∈ L2([0, T ];H1(Td)).
It follows from (3.13) that there exists a subset N ⊆ (0, T ] of Lebesgue measure zero such that, for
every t ∈ [0, T ] \ N , for every ψ ∈ C∞(Td),∫
R
∫
Td
χ(x, ξ, t)ψ(x) dxdξ =
∫ t
0
∫
R
∫
Td
Φ′(ξ)χ∆xψ dxdt+
∫ t
0
∫
Td
gΦ
1
2 (ρ)∇xψ dxdξ dt
+
∫
R
∫
Td
χ(ξ, ρ0(x))ψ dxdξ.
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Lemma 3.6 and properties of the kinetic function then prove that∫
Td
ρ(x, t)ψ(x) dx = −
∫ t
0
∫
Td
2Φ
1
2 (ρ)∇Φ 12 (ρ) · ∇ψ dxdt+
∫ t
0
∫
Td
gΦ
1
2 (ρ)∇xψ dxdt
+
∫ t
0
∫
Td
ρ0ψ dx.
This completes the proof that renormalized kinetic solutions are weak solutions.
We will now prove that Definition 5.1 implies Definition 3.4. Assume that ρ is a weak solution.
LetN ⊂ (0, T ] denote the set of Lebesgue measure zero from (5.2). Let χ : Td×R×[0, T ]→ R denote
the kinetic function of ρ and let p denote the parabolic defect measure. For every ε ∈ (0, 1) let
κε : Td → R be a standard symmetric convolution kernel of scale ε ∈ (0, 1) and let ρε : Td×[0, T ]→ R
be defined by
ρε(x, t) =
∫
Td
ρ(y, t)κε(y − x) dy.
It follows from (5.2) and the definition of the convolution kernel that, as distributions on Td× [0, T ],
for every ε ∈ (0, 1),
∂tρ
ε =
∫
Td
2Φ
1
2 (ρ(y, t))∇Φ 12 (ρ(y, t))∇xκε(y − x) dy +
∫
Td
g(y, t)Φ
1
2 (ρ(y, t))∇xκε(y − x) dy.
Let ψ ∈ C∞c (Td × R) and let Ψ: Td × R→ R be defined by
Ψ(x, ξ) =
∫ ξ
0
ψ(x, ξ′) dξ′.
Then, for every t ∈ [0, T ] \ N ,
(5.3)
∫
Td
Ψ(x, ρε(x, r)) dx
∣∣∣∣
t
r=0
=
∫ t
0
∫
Td
∂tρ
εψ(x, ρε) dxdr
=
∫ t
0
∫
(Td)2
2Φ
1
2 (ρ(y, t))∇Φ 12 (ρ(y, t))∇xκε(y − x)ψ(x, ρε(x, t)) dy dxdt
−
∫ t
0
∫
(Td)2
g(y, t)Φ
1
2 (ρ(y, t))∇xκε(y − x)ψ(x, ρε(x, t)) dy dxdt.
The final two terms on the righthand side of (5.3) are treated identically. Focusing on the final
term of (5.3), after integrating by parts in the x-variable,
(5.4)
∫ t
0
∫
(Td)2
g(y, t)Φ
1
2 (ρ(y, t))∇xκε(y − x)ψ(x, ρε(x, t)) dy dxdt
= −
∫ t
0
∫
(Td)2
g(y, t)Φ
1
2 (ρ(y, t))κε(y − x)(∇xψ)(x, ρε(x, t)) dy dxdt
−
∫ t
0
∫
(Td)2
g(y, t)Φ
1
2 (ρ(y, t))κε(y − x)(∂ξψ)(x, ρε(x, t))∇xρε(x, t) dy dxdt.
Since
Φ
1
2 (ρ(x, t)) ∈ L2([0, T ];H1(Td)) and g(x, t) ∈ L2(Td × [0, T ];Rd),
it follows from Ho¨lder’s inequality that
g(x, t)Φ
1
2 (ρ(x, t)) ∈ L1(Td × [0, T ];Rd).
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Therefore, as ε→ 0,
(5.5)
∫
Td
g(y, t)Φ
1
2 (ρ(y, t))κε(y − x) dy → Φ 12 (ρ(x, t))g(x, t) strongly in L1(Td × [0, T ];Rd).
It follows from (5.5), ψ ∈ C∞c (Td × R), the triangle inequality, and the dominated convergence
theorem that
lim
ε→0
(∫ t
0
∫
(Td)2
g(y, t)Φ
1
2 (ρ(y, t))κε(y − x)(∇xψ)(x, ρε(x, t)) dy dxdt
)
=
∫ t
0
∫
Td
g(x, t)Φ
1
2 (ρ(x, t))(∇xψ)(x, ρ(x, t)) dxdt.
The convergence of the final term on the righthand side of (5.4) is more difficult. For this, we will
effectively upgrade the L1-convergence in (5.5) to an L2-convergence by bounding the solution ρ.
Precisely, since ψ ∈ C∞c (Td × R) there exists M ∈ (0,∞) such that
Supp(ψ) ⊆ Td × [−M,M ],
which implies that, for every ε ∈ (0, 1),
0 ≤ ρε ≤M on Supp[ψ(·, ρε(·, ·))].
We will effectively transfer this bound for the convolution to a bound for the solution itself. That
is, for subsets A0, A1 ⊆ Td × [0, T ] defined by
(5.6) A1 = {(y, t) ∈ Td × [0, T ] : ρ(y, t) ≥M + 1} and A0 = (Td × [0, T ]) \ A1,
we will prove that, returning to the final term of (5.3),
(5.7) lim sup
ε→0
∣∣∣∣∣
∫ t
0
∫
(Td)2
g(y, t)Φ
1
2 (ρ(y, t))∇xκε(y − x)ψ(x, ρε(x, t))1A1(y, t) dy dxdt
∣∣∣∣∣ = 0.
It will then remain to characterize the limit, after integrating by parts in the x-variable,
(5.8)
lim
ε→0
(∫ t
0
∫
(Td)2
g(y, t)Φ
1
2 (ρ(y, t))∇xκε(y − x)ψ(x, ρε(x, t))1A0(y, t) dy dxdt
)
= lim
ε→0
(
−
∫ t
0
∫
(Td)2
g(y, t)Φ
1
2 (ρ(y, t))κε(y − x)(∇xψ)(x, ρε(x, t))1A0(y, t) dy dxdt
−
∫ t
0
∫
(Td)2
g(y, t)Φ
1
2 (ρ(y, t))κε(y − x)(∂ξψ)(x, ρε(x, t))∇xρε(x, t)1A0(y, t) dy dxdt
)
.
The point is that, on A0 we have
0 ≤ ρ(y, t) ≤M + 1,
and therefore, as ε→ 0, strongly in L2(Td × [0, T ];Rd),(∫
Td
g(y, t)Φ
1
2 (ρ(y, t))1A0(y, t)κ
ε(y − x) dy
)
→ g(x, t)Φ 12 (ρ(x, t))1A0(x, t).
The L2-convergence improves the L1-convergence from (5.5), and it is for this reason that we
introduce the cutoff on the set A0. The proof of (5.7) and the characterization of the limit (5.8)
will be separated into the case that Φ
1
2 satisfies (2.7) and the case that Φ
1
2 satisfies (2.8) and (2.9).
The case that Φ
1
2 satisfies (2.7). Since ψ ∈ C∞c (Td × R) there exists M ∈ (0,∞) such that
(5.9) Supp(ψ) ⊆ Td × [−M,M ].
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In analogy with (5.6), for every k ∈ N let Ak ⊆ (Td × [0, T ]) be defined by
(5.10) Ak = {(y, t) ∈ Td × [0, T ] : Φ
1
2 (ρ(y, t)) ≥ Φ 12 (M) + k},
and let A0 = (T
d × [0, T ]) \ A1. Returning to (5.3), we form the decomposition
(5.11)
∫
Td
Ψ(x, ρε(x, r)) dx
∣∣∣∣
t
r=0
=
∫ t
0
∫
(Td)2
2Φ
1
2 (ρ(y, t))∇Φ 12 (ρ(y, t))∇xκε(y − x)ψ(x, ρε(x, t))1A1(y, t) dy dxdt
−
∫ t
0
∫
(Td)2
g(y, t)Φ
1
2 (ρ(y, t))∇xκε(y − x)ψ(x, ρε(x, t))1A1(y, t) dy dxdt.
+
∫ t
0
∫
(Td)2
2Φ
1
2 (ρ(y, t))∇Φ 12 (ρ(y, t))∇xκε(y − x)ψ(x, ρε(x, t))1A0(y, t) dy dxdt
−
∫ t
0
∫
(Td)2
g(y, t)Φ
1
2 (ρ(y, t))∇xκε(y − x)ψ(x, ρε(x, t))1A0(y, t) dy dxdt.
We will first prove that the first two terms on the righthand side of (5.11) vanish as ε→ 0. Precisely,
it follows by choosing F = g and F = ∇Φ 12 (ρ) in Lemma 5.3 below that
(5.12)
lim sup
ε→0
(∣∣∣∣∣
∫ t
0
∫
(Td)2
2Φ
1
2 (ρ(y, t))∇Φ 12 (ρ(y, t))∇xκε(y − x)ψ(x, ρε(x, t))1A1(y, t) dy dxdt
∣∣∣∣∣
+
∣∣∣∣∣
∫ t
0
∫
(Td)2
g(y, t)Φ
1
2 (ρ(y, t))∇xκε(y − x)ψ(x, ρε(x, t))1A1(y, t) dy dxdt
∣∣∣∣∣
)
= 0.
It will remain to treat the final terms on the righthand side of (5.11).
Lemma 5.3. Let Φ ∈ W 1,1
loc
([0,∞)) satisfy Assumption 2.1 and (2.7). Then, for every F ∈
L2(Td × [0, T ];Rd) and ψ ∈ C∞c (Td ×R),
(5.13) lim sup
ε→0
∣∣∣∣∣
∫ t
0
∫
(Td)2
F (y, t)Φ
1
2 (ρ(y, t))∇xκε(y − x)ψ(x, ρε(x, t))1A1(y, t) dy dxdt
∣∣∣∣∣ = 0.
Proof. Let ε ∈ (0, 1). It follows from Ho¨lder’s inequality and (5.10) that
(5.14)
∣∣∣∣∣
∫ t
0
∫
(Td)2
F (y, t)Φ
1
2 (ρ(y, t))∇xκε(y − x)ψ(x, ρε(x, t))1A1(y, t) dy dxdt
∣∣∣∣∣
≤ ε−1
(∫ t
0
∫
(Td)2
|F |2 (y, t) |ε∇xκε(y − x)| |ψ(x, ρε(x, t))| 1A1(y, t) dy dxdt
)1
2
·
(∫ t
0
∫
(Td)2
Φ(ρ(y, t)) |ε∇xκε(y − x)| |ψ(x, ρε(x, t))| 1A1(y, t) dy dxdt
)1
2
.
We will first analyze the final term on the righthand side of (5.14).
For every k ∈ N let 1k,k+1 : Td × [0, T ] → {0, 1} denote the indicator function of Ak \ Ak+1. It
follows from the change of variables formula, the fact that Φ is increasing, and the definition of the
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{Ak}k∈N that
(5.15)
∫ t
0
∫
(Td)2
Φ(ρ(y, t)) |ε∇xκε(y − x)| |ψ(x, ρε(x, t))| 1A1(y, t) dy dxdt
=
∫ t
0
∫
(Td)2
Φ(ρ(y, t)) |ε∇xκε(x)| |ψ(y + x, ρε(y + x, t))| 1A1(y, t) dy dxdt
=
∞∑
k=1
∫ t
0
∫
(Td)2
Φ(ρ(y, t)) |ε∇xκε(x)| |ψ(y + x, ρε(y + x, t))| 1k,k+1(y, t) dy dxdt
≤
∞∑
k=1
∫ t
0
∫
(Td)2
(
Φ
1
2 (M) + k + 1
)2 |ε∇xκε(x)| |ψ(y + x, ρε(y + x, t))| 1k,k+1(y, t) dy dxdt.
For every x ∈ Td and k ∈ N let Bεk,x ⊆
(
T
d × [0, T ]) be defined by
(5.16) Bεk,x =
{
(y, t) ∈ Td × [0, T ] :
∣∣∣Φ 12 (ρ(y, t)) − (Φ 12 (ρ))ε (y + x, t)∣∣∣ 1k,k+1(y, t) ≥ k} ,
where, for each (y, t) ∈ Td × [0, T ],(
Φ
1
2 (ρ)
)ε
(y, t) =
∫
Td
Φ
1
2 (ρ(y′, t))κε(y − y′) dy′.
Let x ∈ Td and k ∈ N. Since Φ 12 is concave, Jensen’s inequality proves that(
Φ
1
2 (ρ)
)ε
(y + x, t) ≤ Φ 12 (ρε(y + x, t)).
Therefore, for every (y, t) ∈ ((Ak \ Ak+1) ∩ Supp[ψ(· + x, ρε(·+ x, ·))]),
(5.17) Φ
1
2 (ρ(y, t)) −
(
Φ
1
2 (ρ)
)ε
(y + x, t) ≥ Φ 12 (ρ(y, t)) − Φ 12 (ρε(y + x, t)) ≥ k.
It follows from (5.16) and (5.17) that
(5.18) ((Ak \ Ak+1) ∩ Supp[ψ(· + x, ρε(·+ x, ·))]) ⊆ Bεk,x.
Returning to (5.15), it follows from ψ ∈ C∞c (Td × R) and (5.18) that there exists c ∈ (0,∞) such
that
(5.19)
∫ t
0
∫
Td
∫
A1
Φ(ρ(y, t)) |ε∇xκε(y − x)| |ψ(x, ρε(x, t))| dy dxdt
≤ c
∫
Td
(
∞∑
k=1
(
Φ
1
2 (M) + k + 1
)2 ∣∣Bεk,x∣∣
)
|ε∇κε(x)| dx.
It remains to estimate the measure of the sets {Bεk,x}k∈N,x∈Td .
Let x ∈ Td and k ∈ N. It follows from Chebyshev’s inequality, Jensen’s inequality, and the
fundamental theorem of calculus that, omitting the integration variables,
(5.20)∣∣Bεk,x∣∣
≤ 1
k2
∫ t
0
∫
Td
∣∣∣Φ 12 (ρ(y, t))− (Φ 12 (ρ))ε (y + x, t)∣∣∣2 1k,k+1(y, t)
≤ 1
k2
∫ t
0
∫
(Td)2
∣∣∣Φ 12 (ρ(y, t)) − Φ 12 (ρ(y′, t))∣∣∣2 κε(y + x− y′)1k,k+1(y, t)
≤ 1
k2
∫ t
0
∫
(Td)2
(∫ 1
0
∣∣∣∇(Φ 12 (ρ))(sy + (1− s)y′, t)∣∣∣2 ds)∣∣y − y′∣∣2 κε(y + x− y′)1k,k+1(y, t).
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On the support of the convolution kernel, the triangle inequality proves that
(5.21)
∣∣y − y′∣∣ ≤ |x|+ ε.
It follows from (5.20) and (5.21) that there exists c ∈ (0,∞) such that
(5.22)∣∣Bεk,x∣∣ ≤
c(ε2 + |x|2)
k2
∫ t
0
∫
(Td)2
(∫ 1
0
∣∣∣∇(Φ 12 (ρ))(sy + (1− s)y′, t)∣∣∣2 ds)κε(y + x− y′)1k,k+1(y, t) dy′ dy dt.
Returning to (5.19), it follows from (5.22) that there exists c ∈ (0,∞) depending on M ∈ (0,∞)
such that
(5.23)
∞∑
k=1
(
Φ
1
2 (M) + k + 1
)2 ∣∣Bεk,x∣∣
≤
∞∑
k=1
(
c(ε2 + |x|2)(Φ 12 (M) + k + 1)2
k2
·
∫ t
0
∫
(Td)2
(∫ 1
0
∣∣∣∇(Φ 12 (ρ))(sy + (1− s)y′, t)∣∣∣2 ds)κε(y + x− y′)1k,k+1(y, t) dy′ dy dt
)
≤ c
(
ε2 + |x|2
) ∫ t
0
∫
(Td)2
(∫ 1
0
∣∣∣∇(Φ 12 (ρ))(sy + (1− s)y′, t)∣∣∣2 ds)κε(y + x− y′)1A1(y, t) dy′ dy dt
≤ c
(
ε2 + |x|2
) ∥∥∥∇Φ 12 (ρ)∥∥∥2
L2(Td×[0,T ])
.
Returning to (5.19), it follows from the definition of the convolution kernel and (5.23) that, for
c ∈ (0,∞),
(5.24)
∫ t
0
∫
Td
∫
A1
Φ(ρ(y, t)) |ε∇xκε(y − x)| |ψ(x, ρε(x, t))| dy dxdt
≤
∫
Td
c(ε2 + |x|2)
∥∥∥∇Φ 12 (ρ)∥∥∥2
L2(Td×[0,T ])
|ε∇κε(x)| dx.
≤ cε2
∥∥∥∇Φ 12 (ρ)∥∥∥2
L2(Td×[0,T ])
.
Returning to (5.14), it follows from (5.24) that there exists c ∈ (0,∞) such that
(5.25)∣∣∣∣∣
∫ t
0
∫
(Td)2
F (y, t)Φ
1
2 (ρ(y, t))∇xκε(y − x)ψ(x, ρε(x, t))1A1(y, t) dy dxdt
∣∣∣∣∣
≤ c
∥∥∥∇Φ 12 (ρ)∥∥∥
L2(Td×[0,T ])
(∫ t
0
∫
(Td)2
|F |2 (y, t) |ε∇xκε(y − x)| |ψ(x, ρε(x, t))| 1A1(y, t) dy dxdt
)1
2
.
Let c0 ∈ (0,∞) satisfy, for every ε ∈ (0, 1),
c0 =
∫
Td
|ε∇κε(x)| dx =
∫
Td
|∇κ(x)| dx.
Since the sequence {c−10 |ε∇κε|}ε∈(0,1) is a Dirac sequence on Td, as ε→ 0,
(5.26)∫
Td
|F |2 (y, t) |ε∇κε(y − x)|1A1(y, t) dy → c0 |F |2 (x, t)1A1(x, t) strongly in L1(Td × [0, T ]).
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Therefore, since ψ ∈ C∞c (Td × R), there exists c ∈ (0,∞) such that, for every ε ∈ (0, 1),
(5.27)
∣∣∣∣∣
∫ t
0
∫
(Td)2
|F |2 (y, t) |ε∇xκε(y − x)| |ψ(x, ρε(x, t))| 1A1(y, t) dy dxdt
∣∣∣∣∣
≤ c
∫ t
0
∫
Td
∣∣∣∣
∫
Td
|F |2 (y, t) |ε∇κε(y − x)| 1A1(y, t) dy − |F |2 (x, t)1A1(x, t)
∣∣∣∣ dxdt
+ c
∫ t
0
∫
Td
|F |2 (x, t)1A1(x, t) |ψ(x, ρε(x, t))| dxdt.
It follows from (5.26), (5.27), ψ ∈ C∞c (Td×R), the definition of A1, and the dominated convergence
theorem that
(5.28) lim sup
ε→0
(∫ t
0
∫
(Td)2
|F |2 (y, t) |ε∇xκε(y − x)| |ψ(x, ρε(x, t))| 1A1(y, t) dy dxdt
)
= 0.
Returning to (5.25), it follows from (5.28) that
lim sup
ε→0
∣∣∣∣∣
∫ t
0
∫
(Td)2
F (y, t)Φ
1
2 (ρ(y, t))∇xκε(y − x)ψ(x, ρε(x, t))1A1(y, t) dy dxdt
∣∣∣∣∣ = 0,
which completes the proof of (5.13). 
We will now analyze the final two terms on the righthand side of (5.11). Let ε ∈ (0, 1). Since
the chain rule implies that
∇ (ψ(x, ρε)) = (∇ψ)(x, ρε) + (∂ξψ)(x, ρε)∇ρε,
we have, after integrating by parts in the x-variable,
(5.29)∫ t
0
∫
(Td)2
2Φ
1
2 (ρ(y, t))∇Φ 12 (ρ(y, t))∇xκε(y − x)ψ(x, ρε(x, t))1A0(y, t) dy dxdt
−
∫ t
0
∫
(Td)2
g(y, t)Φ
1
2 (ρ(y, t))∇xκε(y − x)ψ(x, ρε(x, t))1A0(y, t) dy dxdt
= −
∫ t
0
∫
(Td)2
2Φ
1
2 (ρ(y, t))∇Φ 12 (ρ(y, t))κε(y − x) (∇xψ) (x, ρε(x, t))1A0(y, t) dy dxdt
−
∫ t
0
∫
(Td)2
2Φ
1
2 (ρ(y, t))∇Φ 12 (ρ(y, t))κε(y − x) (∂ξψ) (x, ρε(x, t))∇xρε(x, t)1A0(y, t) dy dxdt
+
∫ t
0
∫
(Td)2
g(y, t)Φ
1
2 (ρ(y, t))κε(y − x) (∇xψ) (x, ρε(x, t))1A0(y, t) dy dxdt
+
∫ t
0
∫
(Td)2
g(y, t)Φ
1
2 (ρ(y, t))κε(y − x) (∂ξψ) (x, ρε(x, t))∇xρε(x, t)1A0(y, t) dy dxdt.
For the first and third terms appearing on the righthand side of (5.29), since it follows from the
definition of A0 and ψ ∈ C∞c (Td ×R) that, for every F ∈ L2(Td × [0, T ];Rd), as ε→ 0, strongly in
L2(Td × [0, T ];Rd),∫
Td
F (y, t)Φ
1
2 (ρ(y, t))κε(y − x)1A0(y, t) dy → F (x, t)Φ
1
2 (ρ(x, t))1A0(x, t),
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it follows from the triangle inequality, Ho¨lder’s inequality, the dominated convergence theorem, and
the definition of A0 that
(5.30)
lim
ε→0
(∫ t
0
∫
(Td)2
2Φ
1
2 (ρ(y, t))∇Φ 12 (ρ(y, t))κε(y − x) (∇xψ) (x, ρε(x, t))1A0(y, t) dy dxdt
)
=
∫ t
0
∫
Td
2Φ
1
2 (ρ(x, t))∇Φ 12 (ρ(x, t)) (∇xψ) (x, ρ(x, t)) dxdt,
and that
(5.31)
lim
ε→0
(∫ t
0
∫
(Td)2
g(y, t)Φ
1
2 (ρ(y, t))κε(y − x) (∇xψ) (x, ρε(x, t))1A0(y, t) dy dxdt
)
=
∫ t
0
∫
Td
g(y, t)Φ
1
2 (ρ(x, t)) (∇xψ) (x, ρ(x, t)) dxdt.
We will now handle the second and fourth terms appearing on the righthand side of (5.29).
Precisely, by choosing F = g and F = ∇Φ 12 (ρ) in Lemma 5.4 below, it follows that
(5.32)
lim
ε→0
(∫ t
0
∫
(Td)2
g(y, t)Φ
1
2 (ρ(y, t))κε(y − x) (∂ξψ) (x, ρε(x, t))∇xρε(x, t)1A0(y, t) dy dxdt
)
=
∫ t
0
∫
Td
g(y, t)
2Φ(ρ(y, t))
Φ′(ρ(y, t))
(∂ξψ) (y, ρ(y, t))∇Φ
1
2 (ρ(y, t)) dy dt,
and that
(5.33)
lim
ε→0
(
2
∫ t
0
∫
(Td)2
∇Φ 12 (ρ(y, t))Φ 12 (ρ(y, t))κε(y − x) (∂ξψ) (x, ρε(x, t))∇xρε(x, t)1A0(y, t) dy dxdt
)
=
∫ t
0
∫
Td
∣∣∣∇Φ 12 (ρ(y, t))∣∣∣2 4Φ(ρ(y, t))
Φ′(ρ(y, t))
(∂ξψ) (y, ρ(y, t)) dy dt.
Lemma 5.4. Let Φ ∈ W 1,1
loc
([0,∞)) satisfy Assumption 2.1 and (2.7). Then, for every F ∈
L2(Td × [0, T ];Rd) and ψ ∈ C∞c (Td ×R),
(5.34)
lim
ε→0
(∫ t
0
∫
(Td)2
F (y, t)Φ
1
2 (ρ(y, t))κε(y − x) (∂ξψ) (x, ρε(x, t))∇xρε(x, t)1A0(y, t) dy dxdt
)
=
∫ t
0
∫
Td
F (y, t)
2Φ(ρ(y, t))
Φ′(ρ(y, t))
(∂ξψ) (y, ρ(y, t))∇Φ
1
2 (ρ(y, t)) dy dt.
Proof. Since Φ is strictly increasing, let (Φ
1
2 )−1 denote the function inverse to Φ
1
2 . It follows from
(2.7) that (Φ
1
2 )−1 is locally Lipschitz continuous since, for every ξ ∈ [0,∞),
(5.35)
d
dξ
[(
Φ
1
2
)−1](
Φ
1
2 (ξ)
)
=
1(
Φ
1
2
)′
(ξ)
=
2Φ
1
2 (ξ)
Φ′(ξ)
.
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The chain rule, the fact that Φ
1
2 (ρ) ∈ L2([0, T ];H1(Td)), and (5.35) prove that
(5.36)
∇ρε(x, t) =
∫
Td
ρ(z, t)∇xκε(z − x) dz
= −
∫
Td
(
Φ
1
2
)−1 (
Φ
1
2 (ρ(z, t))
)
∇zκε(z − x) dz
=
∫
Td
2Φ
1
2 (ρ(z, t))
Φ′(ρ(z, t))
∇
(
Φ
1
2 (ρ(z, t))
)
κε(z − x) dz.
It follows from Ho¨lder’s inequality and the nonnegativity of ρ that there exists c ∈ (0,∞) such
that, for p ∈ [2,∞) as in (2.7), for every (x, t) ∈ Td × [0, T ],
(5.37)
∣∣∣∣∣
∫
Td
2Φ
1
2 (ρ(z, t))
Φ′(ρ(z, t))
∇
(
Φ
1
2 (ρ(z, t))
)
κε(z − x) dz
∣∣∣∣∣
≤ 2
(∫
Td
(
Φ
1
2 (ρ(z, t))
Φ′(ρ(z, t))
)p
κε(z − x) dz
) 1
p (∫
Td
∣∣∣∇Φ 12 (ρ(z, t))∣∣∣2 κε(z − x) dz)
1
2
≤ c
(∫
Td
(ρ(z, t) + 1) κε(z − x) dz
) 1
p
(∫
Td
∣∣∣∇Φ 12 (ρ(z, t))∣∣∣2 κε(z − x) dz)
1
2
= c (ρε(x, t) + 1)
1
p
(∫
Td
∣∣∣∇Φ 12 (ρ(z, t))∣∣∣2 κε(z − x) dz)
1
2
.
We will first prove that
lim
ε→0
(∫ t
0
∫
(Td)2
F (y, t)Φ
1
2 (ρ(y, t))κε(y − x) (∂ξψ) (x, ρε(x, t))∇xρε(x, t)1A0(y, t) dy dxdt
)
=
∫ t
0
∫
Td
F (y, t)
2Φ(ρ(y, t))
Φ′(ρ(y, t))
∇Φ 12 (ρ(y, t))(∂ξψ)(y, ρ(y, t)) dy dt.
Let ε ∈ (0, 1). It follows from (5.36) that
(5.38)
∫ t
0
∫
(Td)2
F (y, t)Φ
1
2 (ρ(y, t))κε(y − x) (∂ξψ) (x, ρε(x, t))∇xρε(x, t)1A0(y, t) dy dxdt
=
∫ t
0
∫
(Td)2
F (y, t)Φ
1
2 (ρ(y, t))κε(y − x) (∂ξψ) (x, ρε(x, t))
·
(∫
Td
2Φ
1
2 (ρ(z, t))
Φ′(ρ(z, t))
∇Φ 12 (ρ(z, t))κε(z − x) dz
)
1A0(y, t) dy dxdt.
The integral with respect to the z-variable will be decomposed in terms of A0 and A1. We will first
prove that
(5.39)
lim sup
ε→0
(∣∣∣∣∣
∫ t
0
∫
(Td)2
F (y, t) Φ
1
2 (ρ(y, t))κε(y − x) (∂ξψ) (x, ρε(x, t))1A0(y, t)
·
( ∫
Td
2Φ
1
2 (ρ(z, t))
Φ′(ρ(z, t))
∇Φ 12 (ρ(z, t))κε(z − x)1A1(z, t) dz
)
dy dxdt
∣∣∣∣∣
)
= 0.
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Let ε ∈ (0, 1). After repeating the derivation leading to (5.37), for p ∈ [2,∞) satisfying (2.7), there
exists c ∈ (0,∞) such that
∣∣∣∣∣
∫ t
0
∫
(Td)2
(
F (y, t)Φ
1
2 (ρ(y, t))κε(y − x) (∂ξψ) (x, ρε(x, t))1A0(y, t)
·
∫
Td
2Φ
1
2 (ρ(z, t))
Φ′(ρ(z, t))
∇Φ 12 (ρ(z, t))κε(z − x) dz
)
1A1(z, t) dy dxdt
∣∣∣∣∣
≤ c
∫ t
0
∫
(Td)2
(
|F (y, t)|Φ 12 (ρ(y, t))κε(y − x) |(∂ξψ) (x, ρε(x, t))| (ρε(x, t) + 1)
1
p1A0(y, t)
·
(∫
Td
∣∣∣∇Φ 12 (ρ(z, t))∣∣∣2 κε(z − x)1A1(z, t) dz) 12) dy dxdt.
Then, since ψ ∈ C∞c (Td × R) implies that ρε(x, t) is bounded on the support of ψ(x, ρε(x, t)), it
follows from Ho¨lder’s inequality and the definition of A0 that, for some c ∈ (0,∞),
(5.40)∣∣∣∣∣
∫ t
0
∫
(Td)2
(
F (y, t)Φ
1
2 (ρ(y, t))κε(y − x) (∂ξψ) (x, ρε(x, t))1A0(y, t)
·
∫
Td
2Φ
1
2 (ρ(z, t))
Φ′(ρ(z, t))
∇Φ 12 (ρ(z, t))κε(z − x)1A1(z, t) dz
)
dy dxdt
∣∣∣∣∣
≤ c
(∫ t
0
∫
(Td)2
|F |2 (y, t) |(∂ξψ) (x, ρε(x, t))| κε(y − x)1A0(y, t) dy dxdt
)1
2
·
(∫ t
0
∫
(Td)3
∣∣∣∇Φ 12 (ρ(z, t))∣∣∣2 |(∂ξψ) (x, ρε(x, t))| κε(z − x)κε(y − x)1A0(y, t)1A1(z, t) dxdy dz dt
)1
2
≤ c ‖F‖L2(Td×[0,T ])
(∫ t
0
∫
(Td)2
∣∣∣∇Φ 12 (ρ(z, t))∣∣∣2 |(∂ξψ) (x, ρε(x, t))| κε(z − x)1A0(y, t) dxdz dt
)1
2
.
Since, as ε→ 0,
∫
Td
∣∣∣∇Φ 12 (ρ(z, t))∣∣∣2 κε(z − x)1A1(z, t) dz → ∣∣∣∇Φ 12 (ρ(x, t))∣∣∣2 1A1(x, t) strongly in L1(Td × [0, T ]),
the definition of A1 and ψ ∈ C∞c (Td × R) prove that
(5.41)
lim
ε→0
(∫ t
0
∫
(Td)2
∣∣∣∇Φ 12 (ρ(z, t))∣∣∣2 |(∂ξψ) (x, ρε(x, t))| κε(z − x)1A1(z, t) dxdz dt
)
=
∫ t
0
∫
Td
∣∣∣∇Φ 12 (ρ(z, t))∣∣∣2 |(∂ξψ) (z, ρ(z, t))| 1A1(z, t) dz dt
= 0.
In combination (5.40) and (5.41) complete the proof of (5.39).
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We will now prove that
(5.42)
lim
ε→0
(∫ t
0
∫
(Td)2
F (y, t)Φ
1
2 (ρ(y, t))κε(y − x) (∂ξψ) (x, ρε(x, t))1A0(y, t)
·
( ∫
Td
2Φ
1
2 (ρ(z, t))
Φ′(ρ(z, t))
∇Φ 12 (ρ(z, t))κε(z − x)1A0(z, t) dz
)
dy dxdt
)
= 2
∫ t
0
∫
Td
F (x, t)
2Φ(ρ(x, t))
Φ′(ρ(x, t))
∇Φ(ρ(x, t))(∂ξψ)(x, ρ(x, t)) dxdt.
Since the definition of A0 and (2.7) prove that
2Φ
1
2 (ρ)
Φ′(ρ)
1A0 ∈ L∞(Td × [0, T ]),
it follows from ψ ∈ C∞c (Td× [0, T ]), the triangle inequality, Ho¨lder’s inequality, and the dominated
convergence theorem that
(5.43)
lim
ε→0
(
(∂ξψ) (x, ρ
ε(x, t))
( ∫
Td
2Φ
1
2 (ρ(z, t))
Φ′(ρ(z, t))
∇Φ 12 (ρ(z, t))κε(z − x)1A0(z, t) dz
))
= (∂ξψ)(x, ρ(x, t))
2Φ
1
2 (ρ(x, t))
Φ′(ρ(x, t))
∇Φ 12 (ρ(x, t)) strongly in L2(Td × [0, T ];Rd).
Similarly, the definition of A0 and F ∈ L2(Td × [0, T ];Rd) prove that
(5.44)
lim
ε→0
(∫
Td
F (y, t)Φ
1
2 (ρ(y, t))1A0(y, t)κ
ε(y − x) dy
)
= F (x, t)Φ
1
2 (ρ(x, t))1A0(x, t) strongly in L
2(Td × [0, T ];Rd).
In combination, (5.43), (5.44), the triangle inequality, Ho¨lder’s inequality, and the definition of A0
prove that
lim
ε→0
(∫ t
0
∫
(Td)2
F (y, t)Φ
1
2 (ρ(y, t))κε(y − x) (∂ξψ) (x, ρε(x, t))1A0(y, t)
·
( ∫
Td
2Φ
1
2 (ρ(z, t))
Φ′(ρ(z, t))
∇Φ 12 (ρ(z, t))κε(z − x)1A0(z, t) dz
)
dy dxdt
)
= 2
∫ t
0
∫
Td
F (x, t)
2Φ(ρ(x, t))
Φ′(ρ(x, t))
∇Φ(ρ(x, t))(∂ξψ)(x, ρ(x, t)) dxdt,
which completes the proof of (5.42). It then follows from (5.38), (5.39), (5.42), and Td × [0, T ] =
A0 ∪A1 that
lim
ε→0
(∫ t
0
∫
Td
∫
A0
F (y, t)Φ
1
2 (ρ(y, t))κε(y − x) (∂ξψ) (x, ρε(x, t))∇xρε(x, t) dy dxdt
)
=
∫ t
0
∫
Td
F (y, t)
2Φ(ρ(y, t))
Φ′(ρ(y, t))
(∂ξψ) (y, ρ
ε(y, t))∇Φ 12 (ρ(y, t)) dy dt,
which completes the proof of (5.34). 
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Returning to (5.29), it follows from Td × [0, T ] = A0 ∪ A1, (5.11), (5.12), (5.29), (5.32), (5.33),
(5.30), and (5.31) that
(5.45)
∫
Td
Ψ(x, ρ(x, r)) dx
∣∣∣∣
t
r=0
= lim
ε→0
∫
Td
Ψ(x, ρε(x, r)) dx
∣∣∣∣
t
r=0
= −
∫ t
0
∫
Td
2Φ
1
2 (ρ(x, t))∇Φ 12 (ρ(x, t)) (∇xψ) (x, ρ(x, t)) dxdt
−
∫ t
0
∫
Td
4Φ(ρ(x, t))
Φ′(ρ(x, t))
∣∣∣∇Φ 12 (ρ(x, t))∣∣∣2 (∂ξψ) (x, ρ(x, t)) dxdt
+
∫ t
0
∫
Td
g(x, t)Φ
1
2 (ρ(x, t)) (∇xψ) (x, ρ(x, t)) dxdt
+
∫ t
0
∫
Td
g(x, t)
2Φ(ρ(x, t))
Φ′(ρ(x, t))
(∂ξψ) (x, ρ(x, t))∇Φ
1
2 (ρ(x, t)) dxdt.
The definition of the kinetic function proves for every t ∈ [0, T ] \ N that
(5.46)
∫
Td
Ψ(x, ρ(x, r)) dx =
∫
R
∫
Td
ψ(x, ξ)χ(x, ξ, t) dxdξ,
Lemma 3.6 proves for every t ∈ [0, T ] \ N that
(5.47)
∫ t
0
∫
Td
2Φ
1
2 (ρ(x, r))∇Φ 12 (ρ(x, r)) (∇xψ) (x, ρ(x, r)) dxdr
= −
∫ t
0
∫
R
∫
Td
Φ′(ξ)χ(x, ξ, r)∆xψ(x, ξ) dxdξ dr,
and the definition of the parabolic defect measure proves for every t ∈ [0, T ] \ N that
(5.48)
∫ t
0
∫
(Td)2
4Φ(ρ(x, t))
Φ′(ρ(x, t))
∣∣∣∇Φ 12 (ρ(x, r))∣∣∣2 (∂ξψ) (x, ρ(x, t)) dxdr
=
∫ t
0
∫
R
∫
Td
p(x, ξ, r)(∂ξψ)(x, ξ, r) dxdξ dr.
In combination (5.1), (5.45), (5.46), (5.47), and (5.48) prove that ρ is a renormalized kinetic solution
of (3.1) in the sense of Definition 3.4. This completes the proof in the case that Φ satisfies (2.7).
The case that Φ
1
2 satisfies (2.8) and (2.9). In this case, we form a slightly different decom-
position. Let M ∈ (0,∞) be defined in (5.9). For every k ∈ N let Ak ⊆
(
T
d × [0, T ]) be defined
by
Ak = {(y, t) ∈ Td × [0, T ] : ρ(y, t) ≥M + k},
and let A0 = (T
d × [0, T ]) \ A1. The proof now follows identically to the previous case, provided
we can prove the analogues of Lemmas 5.3 and 5.4. We prove these statements in Lemmas 5.5 and
5.6 below, which completes the proof. 
Lemma 5.5. Let Φ ∈ W 1,1
loc
([0,∞)) satisfy Assumption 2.1, (2.8), and (2.9). Then, for every
F ∈ L2(Td × [0, T ];Rd) and ψ ∈ C∞c (Td × R),
(5.49) lim sup
ε→0
∣∣∣∣∣
∫ t
0
∫
(Td)2
F (y, t)Φ
1
2 (ρ(y, t))∇xκε(y − x)ψ(x, ρε(x, t))1A1(y, t) dy dxdt
∣∣∣∣∣ = 0.
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Proof. Let ε ∈ (0, 1). Ho¨lder’s inequality proves that
(5.50)
∣∣∣∣∣
∫ t
0
∫
(Td)2
F (y, t)Φ
1
2 (ρ(y, t))∇xκε(y − x)ψ(x, ρε(x, t))1A1(y, t) dy dxdt
∣∣∣∣∣
≤ ε−1
(∫ t
0
∫
(Td)2
|F |2 (y, t) |ε∇xκε(y − x)| |ψ(x, ρε(x, t))| 1A1(y, t) dy dxdt
)1
2
·
(∫ t
0
∫
(Td)2
Φ(ρ(y, t)) |ε∇xκε(y − x)| |ψ(x, ρε(x, t))| 1A1(y, t) dy dxdt
)1
2
.
We will analyze the final term on the righthand side of (5.50).
For every k ∈ N, let 1k,k+1 : Td×[0, T ]→ {0, 1} denote the indicator function of the set Ak\Ak+1.
The change of variables formula, the definition of the {Ak}k∈N, and the fact that Φ is increasing
prove that∫ t
0
∫
(Td)2
Φ(ρ(y, t)) |ε∇xκε(y − x)| |ψ(x, ρε(x, t))| 1A1(y, t) dy dxdt
=
∫ t
0
∫
(Td)2
Φ(ρ(y, t)) |ε∇xκε(x)| |ψ(y + x, ρε(y + x, t))| 1A1(y, t) dy dxdt
=
∞∑
k=1
∫ t
0
∫
(Td)2
Φ(ρ(y, t)) |ε∇xκε(x)| |ψ(y + x, ρε(y + x, t))| 1k,k+1(y, t) dy dxdt.
≤
∞∑
k=1
∫ t
0
∫
(Td)2
Φ(M + k + 1) |ε∇xκε(x)| |ψ(y + x, ρε(y + x, t))| 1k,k+1(y, t) dy dxdt.
For every x ∈ Td and k ∈ N let Bεk,x ⊆
(
T
d × [0, T ]) be defined by
Bεk,x =
{
(y, t) ∈ Td × [0, T ] : |ρ(y, t)− ρε(y + x, t)| 1k,k+1(y, t) ≥ k
}
.
The definition of the {Bεk,x}k∈N,x∈Td and the definition of M ∈ (0,∞) prove for every k ∈ N and
x ∈ Td that
(5.51) ((Ak \ Ak+1) ∩ Supp[ψ(· + x, ρε(·+ x, ·))]) ⊆ Bεk,x.
Since ψ ∈ C∞c (Td × R) it follows from (5.51) that there exists c ∈ (0,∞) such that
(5.52)
∫ t
0
∫
(Td)2
Φ(ρ(y, t)) |ε∇xκε(y − x)| |ψ(x, ρε(x, t))| 1A1(y, t) dy dxdt
≤ c
∫
Td
(
∞∑
k=1
Φ(M + k + 1)
∣∣Bεk,x∣∣
)
|ε∇xκε(x)| dx.
It remains to estimate the measure of the {Bεk,x}k∈N,x∈Td .
Let k ∈ N and x ∈ Td. Chebyshev’s inequality and Jensen’s inequality prove that
(5.53)
∣∣Bεk,x∣∣ ≤ 1k2
∫ t
0
∫
Td
|ρ(y, t)− ρε(y + x, t)|2 1k,k+1(y, t) dy dt
≤ 1
k2
∫ t
0
∫
(Td)2
∣∣ρ(y, t)− ρ(y′, t)∣∣2 κε(y + x− y′)1k,k+1(y, t) dy′ dy dt.
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Since the convexity proves that the derivative of the inverse((
Φ
1
2
)−1)′
: [0,∞)→ [0,∞) is non-increasing,
it follows from the nonnegativity of ρ that, for every y, y′ ∈ Td and t ∈ [0, T ],
(5.54)
∣∣ρ(y, t)− ρ(y′, t)∣∣ = ∣∣∣∣(Φ 12)−1 (Φ 12 (ρ(y, t))) − (Φ 12)−1 (Φ 12 (ρ(y′, t)))
∣∣∣∣
=
∣∣∣∣
∫ 1
0
((
Φ
1
2
)−1)′ (
sΦ
1
2 (ρ(y, t)) + (1− s)Φ 12 (ρ(y′, t))
)
ds
∣∣∣∣
·
∣∣∣Φ 12 (ρ(y, t)) − Φ 12 (ρ(y′, t))∣∣∣
≤
∣∣∣∣
∫ 1
0
((
Φ
1
2
)−1)′ (
sΦ
1
2 (ρ(y, t))
)
ds
∣∣∣∣ · ∣∣∣Φ 12 (ρ(y, t)) − Φ 12 (ρ(y′, t))∣∣∣ .
The fundamental theorem of calculus, the nonnegativity of ρ, the fact that (Φ
1
2 )−1(0) = 0, and
(5.54) prove that, for every y, y′ ∈ Td and t ∈ [0, T ],
(5.55)
∣∣ρ(y, t)− ρ(y′, t)∣∣ ≤
∣∣∣∣∣ ρ(y, t)Φ 12 (ρ(y, t))
∣∣∣∣∣
∣∣∣Φ 12 (ρ(y, t)) − Φ 12 (ρ(y′, t))∣∣∣ .
Returning to (5.53), it follows from the definition of the {Ak}k∈N, the fact that Φ is increasing, and
(5.55) that
(5.56)∣∣Bεk,x∣∣ ≤ 1k2
∫ t
0
∫
(Td)2
∣∣∣∣∣ ρ(y, t)Φ 12 (ρ(y, t))
∣∣∣∣∣
2 ∣∣∣Φ 12 (ρ(y, t)) − Φ 12 (ρ(y′, t))∣∣∣2 κε(y + x− y′)1k,k+1(y, t) dy′ dy dt
≤ (M + k + 1)
2
k2Φ(M + k)
∫ t
0
∫
(Td)2
∣∣∣Φ 12 (ρ(y, t))− Φ 12 (ρ(y′, t))∣∣∣2 κε(y + x− y′)1k,k+1(y, t) dy′ dy dt.
It follows from Jensen’s inequality and the fundamental theorem of calculus that
(5.57)∫ t
0
∫
(Td)2
∣∣∣Φ 12 (ρ(y, t))− Φ 12 (ρ(y′, t))∣∣∣2 κε(y + x− y′)1k,k+1(y, t) dy′ dy dt
≤
∫ t
0
∫
(Td)2
(∫ 1
0
∣∣∣∇Φ 12 (ρ(sy + (1− s)y′, t))∣∣∣2 ds)∣∣y − y′∣∣2 κε(y + x− y′)1k,k+1(y, t) dy′ dy dt.
On the support of the convolution kernel, the triangle inequality proves that
(5.58)
∣∣y − y′∣∣ ≤ |x|+ ε,
from which it follows from (5.56), (5.57), and (5.58) that there exists c ∈ (0,∞) such that
(5.59)
∣∣Bεk,x∣∣ ≤ c
(
ε2 + |x|2
)
(M + k + 1)2
k2Φ(M + k)
·
∫ t
0
∫
(Td)2
(∫ 1
0
∣∣∣∇Φ 12 (ρ(sy + (1− s)y′, t))∣∣∣2 ds)κε(y + x− y′)1k,k+1(y, t) dy′ dy dt.
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Therefore, returning to (5.52), it follows from the definition of M ∈ (0,∞), (2.8), and (5.59) that,
for c ∈ (0,∞) depending on M ∈ (0,∞), for every x ∈ Td,
(5.60)
∞∑
k=1
Φ(M + k + 1)
∣∣Bεk,x∣∣
≤
∞∑
k=1

c
(
ε2 + |x|2
)
(M + k + 1)2Φ(M + k + 1)
k2Φ(M + k)
·
∫ t
0
∫
(Td)2
(∫ 1
0
∣∣∣∇Φ 12 (ρ(sy + (1− s)y′, t))∣∣∣2 ds)κε(y + x− y′)1k,k+1(y, t) dy′ dy dt
)
≤ c
(
ε2 + |x|2
)∫ t
0
∫
(Td)2
(∫ 1
0
∣∣∣∇Φ 12 (ρ(sy + (1− s)y′, t))∣∣∣2 ds)κε(y + x− y′)1A1(y, t) dy′ dy dt
≤ c
(
ε2 + |x|2
)∥∥∥∇Φ 12 (ρ)∥∥∥2
L2(Td×[0,T ])
.
Returning to (5.52), it follows from the definition of the convolution kernel and (5.60) that, for
c ∈ (0,∞), for every ε ∈ (0, 1),
(5.61)
∫ t
0
∫
(Td)2
Φ(ρ(y, t)) |ε∇xκε(y − x)| |ψ(x, ρε(x, t))| 1A1(y, t) dy dxdt
≤ c
∫
Td
(
ε2 + |x|2
)∥∥∥∇Φ 12 (ρ)∥∥∥2
L2(Td×[0,T ])
|ε∇xκε(x)| dx
≤ cε2
∥∥∥∇Φ 12 (ρ)∥∥∥2
L2(Td×[0,T ])
.
Then, returning to (5.50), it follows from (5.61) that, for c ∈ (0,∞), for every ε ∈ (0, 1),∣∣∣∣∣
∫ t
0
∫
(Td)2
F (y, t)Φ
1
2 (ρ(y, t))∇xκε(y − x)ψ(x, ρε(x, t))1A1(y, t) dy dxdt
∣∣∣∣∣
≤ c
∥∥∥∇Φ 12 (ρ)∥∥∥
L2(Td×[0,T ])
(∫ t
0
∫
(Td)2
|F |2 (y, t) |ε∇xκε(y − x)| |ψ(x, ρε(x, t))| 1A1(y, t) dy dxdt
)1
2
.
Let c0 ∈ (0,∞) satisfy, for every ε ∈ (0, 1),
c0 =
∫
Td
|ε∇κε(x)| dx =
∫
Td
|∇κ(x)| dx.
Since the sequence {c−10 |ε∇κε|}ε∈(0,1) is a Dirac sequence on Td, as ε→ 0,∫
Td
|F |2 (y, t) |ε∇xκε(y − x)| 1A1(y, t) dy → c0 |F |2 (x, t)1A1(x, t) strongly in L1(Td × [0, T ]).
The triangle inequality, the definition of A1, and ψ ∈ C∞c (Td ×R) then prove that
lim sup
ε→0
∣∣∣∣∣
∫ t
0
∫
(Td)2
F (y, t)Φ
1
2 (ρ(y, t))∇xκε(y − x)ψ(x, ρε(x, t))1A1(y, t) dy dxdt
∣∣∣∣∣ = 0,
which completes the proof of (5.49). 
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Lemma 5.6. Let Φ ∈ W 1,1
loc
([0,∞)) satisfy Assumption 2.1, (2.8), and (2.9). Then, for every
F ∈ L2(Td × [0, T ];Rd) and ψ ∈ C∞c (Td × R),
(5.62)
lim
ε→0
(∫ t
0
∫
(Td)2
F (y, t)Φ
1
2 (ρ(y, t))κε(y − x) (∂ξψ) (x, ρε(x, t))∇xρε(x, t)1A0(y, t) dy dxdt
)
=
∫ t
0
∫
Td
F (x, t)
2Φ(ρ(x, t))
Φ′(ρ(x, t))
∇Φ 12 (ρ(x, t))(∂ξψ)(x, ρ(x, t)) dxdt.
Proof. We will first define a cutoff function that will be used to treat the degeneracy of the diffusion.
Let φ : R→ [0, 1] be defined by
φ(ξ) =


1 if |ξ| ≤ 1,
1− |ξ| if 1 ≤ |ξ| ≤ 2,
0 if |ξ| > 2,
and for every η ∈ (0, 1) let φη : R→ R be defined by φη(ξ) = φ(ξ/η).
Let ε, η ∈ (0, 1). The definition of the kinetic function proves that
(5.63)
∇ρε(x, t) =
∫
Td
ρ(z, t)∇xκε(z − x) dz
=
∫
R
∫
Td
χ(z, ξ, t)∇xκε(z − x) dz dξ
=
∫
R
∫
Td
χ(z, ξ, t)∇xκε(z − x)φη(ξ) dz dξ +
∫
R
∫
Td
χ(z, ξ, t)∇xκε(z − x)(1− φη(ξ)) dz dξ.
It follows from Lemma 3.6 and the definition of φη that the final term of (5.63) satisfies
(5.64)
∫
R
∫
Td
χ(z, ξ, t)∇xκε(z − x)(1− φη(ξ)) dz dξ
= −
∫
R
∫
Td
Φ′(ξ)
2Φ
1
2 (ξ)
χ(z, ξ, t)∇z
(
κε(z − x)2Φ
1
2 (ξ)
Φ′(ξ)
(1− φη(ξ))
)
dz dξ
=
∫
Td
∇zΦ
1
2 (ρ(z, t))κε(z − x)2Φ
1
2 (ρ(z, t))
Φ′(ρ(z, t))
(1− φη(ρ(z, t))) dz.
It follows from (5.63) and (5.64) that
(5.65)
∫ t
0
∫
(Td)2
F (y, t)Φ
1
2 (ρ(y, t))κε(y − x) (∂ξψ) (x, ρε(x, t))∇xρε(x, t)1A0(y, t) dy dxdt
=
∫ t
0
∫
(Td)3
F (y, t)Φ
1
2 (ρ(y, t))κε(y − x) (∂ξψ) (x, ρε(x, t))1A0(y, t)
· ∇zΦ
1
2 (ρ(z, t))κε(z − x)2Φ
1
2 (ρ(z, t))
Φ′(ρ(z, t))
(1− φη(ρ(z, t))) dz dy dxdt
+
∫ t
0
∫
(Td)3
∫
R
F (y, t)Φ
1
2 (ρ(y, t))κε(y − x) (∂ξψ) (x, ρε(x, t))1A0(y, t)
· χ(z, ξ, t)∇xκε(z − x)φη(ξ)
)
dξ dz dy dxdt.
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The two terms of on the righthand side of (5.65) will be treated separately. For the first term on
the righthand side of (5.65), the definition of φη and (2.9) prove that
(5.66)
2Φ
1
2 (ρ)
Φ′(ρ)
(1− φη(ρ)) ∈ L∞(Td × [0, T ]).
It then follows as in (5.43) using (5.66) that, for every η ∈ (0, 1),
(5.67)
lim
ε→0
(
(∂ξψ)(x, ρ
ε(x, t))
∫
Td
∇Φ 12 (ρ(z, t))κε(z − x)2Φ
1
2 (ρ(z, t))
Φ′(ρ(z, t))
(1− φη(ρ(z, t))) dz
)
= (∂ξψ)(x, ρ(x, t))∇Φ
1
2 (ρ(x, t))
2Φ
1
2 (ρ(x, t))
Φ′(ρ(x, t))
(1− φη(ρ(x, t))) strongly in L2(Td × [0, T ];Rd).
Similarly, as in (5.43), it follows using the definition of A0 to bound Φ
1
2 (ρ(y, t)) that
(5.68)
lim
ε→0
(∫
Td
F (y, t)Φ
1
2 (ρ(y, t)1A0(y, t)κ
ε(y − x) dy
)
= F (x, t)Φ
1
2 (ρ(x, t))1A0(x, t) strongly in L
2(Td × [0, T ]).
The triangle inequality, Ho¨lder’s inequality, the definition of A0, (5.67), and (5.68) then prove that
(5.69)
lim
ε→0
(∫ t
0
∫
(Td)3
F (y, t)Φ
1
2 (ρ(y, t))κε(y − x) (∂ξψ) (x, ρε(x, t))1A0(y, t)
· ∇zΦ
1
2 (ρ(z, t))κε(z − x)2Φ
1
2 (ρ(z, t))
Φ′(ρ(z, t))
(1− φη(ρ(z, t))) dz dy dxdt
)
=
∫ t
0
∫
Td
F (x, t)
2Φ(ρ(x, t))
Φ′(ρ(x, t))
∇Φ 12 (ρ(x, t))(∂ξψ)(x, ρ(x, t))(1 − φη(ρ(x, t))) dxdt.
Since (2.6) implies that limξ→0+ (Φ(ξ)/Φ′(ξ)) = 0, it follows by the dominated convergence theorem,
ψ ∈ C∞c (Td ×R), the definition of {φη}η∈(0,1), (2.6), and (5.69) that
(5.70)
lim
η→0
(
lim
ε→0
(∫ t
0
∫
(Td)3
F (y, t)Φ
1
2 (ρ(y, t))κε(y − x) (∂ξψ) (x, ρε(x, t))1A0(y, t)
· ∇zΦ 12 (ρ(z, t))κε(z − x)2Φ
1
2 (ρ(z, t))
Φ′(ρ(z, t))
(1− φη(ρ(z, t))) dz dy dxdt
))
=
∫ t
0
∫
Td
F (x, t)
2Φ(ρ(x, t))
Φ′(ρ(x, t))
∇Φ 12 (ρ(x, t))(∂ξψ)(x, ρ(x, t)) dxdt.
It remains to treat the second term on the righthand side of (5.65).
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We have, for every ε, η ∈ (0, 1),
(5.71)
∫ t
0
∫
(Td)3
∫
R
F (y, t)Φ
1
2 (ρ(y, t))κε(y − x)1A0(y, t)
· (∂ξψ)(x, ρε(x, t))χ(z, ξ, t)∇xκε(z − x)φη(ξ) dξ dz dy dxdt
=
∫ t
0
∫
(Td)3
∫
R
(
F (y, t)
(
Φ
1
2 (ρ(y, t))− Φ 12 (ρ(x, t))
)
κε(y − x)1A0(y, t)
· (∂ξψ)(x, ρε(x, t))χ(z, ξ, t)∇xκε(z − x)φη(ξ)
)
dξ dz dy dxdt
+
∫ t
0
∫
(Td)3
∫
R
(
F (y, t)
(
Φ
1
2 (ρ(x, t)) − Φ 12 (ρ(z, t))
)
κε(y − x)1A0(y, t)
· (∂ξψ)(x, ρε(x, t))χ(z, ξ, t)∇xκε(z − x)φη(ξ)
)
dξ dz dy dxdt
+
∫ t
0
∫
(Td)3
∫
R
F (y, t)Φ
1
2 (ρ(z, t))κε(y − x)
· (∂ξψ)(x, ρε(x, t))χ(z, ξ, t)∇xκε(z − x)φη(ξ) dξ dz dy dxdt.
For the first term on the righthand side of (5.71), the definition of the convolution kernel, the
fundamental theorem of calculus, and ψ ∈ C∞c (Td × R) prove that, for c ∈ (0,∞),
(5.72)
∣∣∣ ∫ t
0
∫
(Td)3
∫
R
(
F (y, t)
(
Φ
1
2 (ρ(y, t)) − Φ 12 (ρ(x, t))
)
κε(y − x)1A0(y, t)
· (∂ξψ)(x, ρε(x, t))χ(z, ξ, t)∇xκε(z − x)φη(ξ)
)
dξ dz dy dxdt
∣∣∣
=
∣∣∣ ∫ t
0
∫
(Td)3
∫
R
(
F (y, t)
(∫ 1
0
∇(Φ 12 (ρ))(x+ s(y − x), t) · (y − x) ds
)
κε(y − x)1A0(y, t)
· (∂ξψ)(x, ρε(x, t))χ(z, ξ, t)∇xκε(z − x)φη(ξ)
)
dξ dz dy dxdt
∣∣∣
≤ c
∫ t
0
∫
(Td)3
∫
R
∫ 1
0
(
|F (y, t)|
∣∣∣∇(Φ 12 (ρ))(x+ s(y − x), t)∣∣∣ κε(y − x)1A0(y, t)
· χ(z, ξ, t) |ε∇xκε(z − x)|φη(ξ) ds dξ dz dy dxdt
)
.
The definition of {φη}η∈(0,1) proves that, for every η ∈ (0, 1),
(5.73)
∫
R
φη(ξ)χ(z, ξ, t) dξ ≤ 2η.
It follows from (5.72), (5.73), Ho¨lder’s inequality, and the definition of the convolution kernels
{κε}ε∈(0,1) that there exists c ∈ (0,∞) independent of η ∈ (0, 1) such that
(5.74)
lim sup
ε→0
(∣∣∣ ∫ t
0
∫
(Td)3
∫
R
(
F (y, t)
(
Φ
1
2 (ρ(y, t)) − Φ 12 (ρ(z, t))
)
κε(y − x)1A0(y, t)
·(∂ξψ)(x, ρε(x, t))χ(z, ξ, t)∇xκε(z − x)φη(ξ) dξ dz dy dxdt
)∣∣∣)
≤ cη lim sup
ε→0
(∫ t
0
∫ 1
0
∫
(Td)2
|F (y, t)|
∣∣∣∇(Φ 12 (ρ))(x+ s(y − x), t)∣∣∣ κε(y − x) dxdy ds dt
)
≤ cη ‖F‖L2(Td×[0,T ])
∥∥∥∇Φ 12 (ρ)∥∥∥
L2(Td×[0,T ])
.
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For the second term on the righthand side of (5.71), an identical analysis proves that there exists
c ∈ (0,∞) independent of η ∈ (0, 1) such that
(5.75)
lim sup
ε→0
(∣∣∣ ∫ t
0
∫
(Td)3
∫
R
(
F (y, t)
(
Φ
1
2 (ρ(x, t))− Φ 12 (ρ(z, t))
)
κε(y − x)1A0(y, t)
· (∂ξψ)(x, ρε(x, t))χ(z, ξ, t)∇xκε(z − x)φη(ξ)
)
dξ dz dy dxdt
∣∣∣)
≤ cη ‖F‖L2(Td×[0,T ])
∥∥∥∇Φ 12 (ρ)∥∥∥
L2(Td×[0,T ])
.
For the third term on the righthand side of (5.71), for every η ∈ (0, 1) let φη : R→ R be defined by
φ
η
(ξ) =
∫
R
φη(ξ) dξ.
The definitions of the kinetic function and of {φη}η∈(0,1) prove that
(5.76)
∫ t
0
∫
(Td)3
∫
R
F (y, t)Φ
1
2 (ρ(z, t))κε(y − x)1A0(y, t)
· (∂ξψ)(x, ρε(x, t))χ(z, ξ, t)∇xκε(z − x)φη(ξ) dξ dz dy dxdt.
= −
∫ t
0
∫
(Td)3
F (y, t)κε(y − x)1A0(y, t)
· (∂ξψ)(x, ρε(x, t))Φ
1
2 (ρ(z, t))φ
η
(ρ(z, t))∇zκε(z − x) dz dy dxdt.
Since
φ
η
(ρ(z, t)) = φ
η
(((
Φ
1
2
)−1)(
Φ
1
2 (ρ(z, t))
))
,
the L2([0, T ];H1(Td)) regularity of Φ
1
2 (ρ), (5.35), the definition of {φη}η∈(0,1), the definition of
{φη}η∈(0,1), and (5.76) prove that, after integrating by parts in z ∈ Td,
(5.77)
−
∫ t
0
∫
(Td)3
F (y, t)κε(y − x)1A0(y, t)(∂ξψ)(x, ρε(x, t))Φ
1
2 (ρ(z, t))φ
η
(ρ(z, t))∇zκε(z − x) dz dy dxdt
=
∫ t
0
∫
(Td)3
F (y, t)κε(y − x)1A0(y, t)(∂ξψ)(x, ρε(x, t))∇zΦ
1
2 (ρ(z, t))φ
η
(ρ(z, t))κε(z − x) dz dy dxdt
+
∫ t
0
∫
(Td)3
F (y, t)κε(y − x)1A0(y, t)(∂ξψ)(x, ρε(x, t))
· 2Φ(ρ(z, t))
Φ′(ρ(z, t)
∇Φ 12 (ρ(z, t))φη(ρ(z, t))κε(z − x) dz dy dxdt.
The definition of {φη}η∈(0,1) proves that, for every η ∈ (0, 1), for every ξ ∈ R,
(5.78) φ
η
(ξ) ≤ 2η,
and since (2.6) and the definition of {φη}η∈(0,1) prove that there exists c ∈ (0,∞) independent of
η ∈ (0, 1) such that, for every (x, t) ∈ Td × [0, T ],
(5.79)
2Φ(ρ(x, t))
Φ′(ρ(x, t))
φη(ρ(x, t)) ≤ cη,
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it follows from (5.77), (5.78), (5.79), ψ ∈ C∞c (Td × R), and Ho¨lder’s inequality that there exists
c ∈ (0,∞) independent of η ∈ (0, 1) such that, for every ε, η ∈ (0, 1),
(5.80)∣∣∣ ∫ t
0
∫
(Td)3
F (y, t)κε(y − x)1A0(y, t)(∂ξψ)(x, ρε(x, t))Φ
1
2 (ρ(z, t))φ
η
(ρ(z, t))∇zκε(z − x) dz dy dxdt
∣∣∣
≤ cη
∫ t
0
∫
(Td)3
|F (y, t)| κε(y − x)1A0(y, t)
∣∣∣∇Φ 12 (ρ(z, t))∣∣∣ κε(x− z) dz dy dxdt
≤ cη ‖F‖L2(Td×[0,T ])
∥∥∥∇Φ 12 (ρ)∥∥∥
L2(Td×[0,T ])
.
In combination (5.71), (5.74), (5.75), and (5.80) prove that there exists c ∈ (0,∞) such that, for
every η ∈ (0, 1),
lim sup
ε→0
(∣∣∣ ∫ t
0
∫
(Td)3
∫
R
F (y, t)Φ
1
2 (ρ(y, t))κε(y − x)1A0(y, t)
· (∂ξψ)(x, ρε(x, t))χ(z, ξ, t)∇xκε(z − x)φη(ξ) dξ dz dy dxdt
∣∣∣)
≤ cη ‖F‖L2(Td×[0,T ])
∥∥∥∇Φ 12 (ρ)∥∥∥
L2(Td×[0,T ])
.
Therefore,
(5.81)
lim sup
η→0
(
lim sup
ε→0
(∣∣∣ ∫ t
0
∫
(Td)3
∫
R
F (y, t)Φ
1
2 (ρ(y, t))κε(y − x)1A0(y, t)
· (∂ξψ)(x, ρε(x, t))χ(z, ξ, t)∇xκε(z − x)φη(ξ) dξ dz dy dxdt
∣∣∣)) = 0.
Returning to (5.65), it follows from (5.70) and (5.81) that
lim
ε→0
(∫ t
0
∫
(Td)2
F (y, t)Φ
1
2 (ρ(y, t))κε(y − x)1A0(y, t) (∂ξψ) (x, ρε(x, t))∇xρε(x, t) dy dxdt
)
=
∫ t
0
∫
Td
F (x, t)
2Φ(ρ(x, t))
Φ′(ρ(x, t))
∇Φ 12 (ρ(x, t))(∂ξψ)(x, ρ(x, t)) dxdt,
which completes the proof of (5.62). 
6. Existence of weak solutions
In this section, we will prove that there exist weak solutions to the skeleton equation, for T ∈
(0,∞), g ∈ L2(Td × [0, T ];Rd) and ρ0 ∈ EntΦ(Td),{
∂tρ = ∆Φ(ρ)−∇ · (Φ
1
2 (ρ)g) in Td × (0, T ],
ρ = ρ0 on T
d × {0},
in the sense of Definition 5.1. The existence of renormalized kinetic solutions in the sense of
Definition 3.4 then follows from Theorem 5.2. The proof will use the following approximation of
the nonlinearity Φ.
Lemma 6.1. Let Φ ∈ W 1,1
loc
([0,∞)) be strictly increasing with Φ(0) = 0. Then there exist nonde-
creasing functions
{Φ 12 ,η : [0,∞)→ [0,∞)}η∈(0,1) ⊆ C∞([0,∞)),
which satisfy the following properties.
(i) For every η ∈ (0, 1),
(6.1) Φ
1
2
,η(0) = 0.
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(ii) There exists c ∈ (0,∞) such that, for every η ∈ (0, 1) and ξ ∈ [0,∞),
(6.2) 0 ≤ Φ 12 ,η(ξ) ≤ cΦ 12 (ξ).
(iii) For every η ∈ (0, 1) there exists c ∈ (0,∞) depending on η such that
(6.3)
∥∥∥Φ 12 ,η∥∥∥
L∞([0,∞))
+
∥∥∥(Φ 12 ,η)′∥∥∥
L∞([0,∞))
≤ c.
(iv) For every compact set A ⊆ [0,∞),
(6.4) lim
η→0
∥∥∥Φ 12 ,η − Φ 12∥∥∥
L∞(A)
= 0.
Proof. Extend Φ ∈ W 1,1loc ([0,∞)) to R by defining Φ(ξ) = 0 for every ξ ∈ (−∞, 0). For every
ε ∈ (0, 1) let κε ∈ C∞c (R) be a standard one-dimensional convolution kernel of scale ε ∈ (0, 1) that
is supported on (−ε, 0). For every η, ε ∈ (0, 1) define
Φ
1
2
,η,ε(ξ) =
((
(Φ
1
2 ∧ Φ (1/η)
)
∗ κε
)
(ξ) =
∫
R
(
Φ
1
2 (ξ′) ∧Φ (1/η)
)
κε(ξ′ − ξ) dξ′.
It follows by definition that, for every η ∈ (0, 1) there exists εη ∈ (0, 1) such that
(6.5) Φ
1
2
,η,εη(0) = 0 and that 0 ≤ Φ 12 ,η,εη(ξ) ≤ 2Φ 12 (ξ).
For every η ∈ (0, 1) let Φ 12 ,η = Φ 12 ,η,εη . It follows from (6.5), properties of the convolution, and
the continuity of Φ that the {Φ 12 ,η}η∈(0,1) satisfy (6.1), (6.2), (6.3), and (6.4). This completes the
proof. 
In the following proposition, using the approximation from Lemma 6.1, we will first prove that
there exists a weak solution to the regularized equation, for η1, η2, η3 ∈ (0, 1),
∂tρ = ∆Φ
η1(ρ) + η2∆ρ−∇ · (Φ 12 ,η3(ρ)g),
where Φη1 = (Φ
1
2
,η1)2. In Proposition 6.2, we pass to the limit η1 → 0. In Proposition 6.4 below,
based on the estimates of Proposition 6.3 below, we then pass to the limit η2 → 0 and finally to
the limit η3 → 0.
Proposition 6.2. Let T ∈ (0,∞), let Φ ∈ W 1,1
loc
([0,∞)) satisfy Assumptions 2.4 and 2.5, and let
{Φ 12 ,η}η∈(0,1) be defined in Lemma 6.1. Define Φ: [0,∞)→ [0,∞) to be the anti-derivative
Φ(ξ) =
∫ ξ
0
Φ(ξ′) dξ′.
Then for every nonnegative ρ0 ∈ L∞(Td), g ∈ L2(Td × [0, T ];Rd), and η2, η3 ∈ (0, 1) there exists a
nonnegative weak solution ρ ∈ L2([0, T ];H1(Td)) of the equation
(6.6)
{
∂tρ = ∆Φ(ρ) + η2∆ρ−∇ · (Φ
1
2
,η3(ρ)g) in Td × (0, T ],
ρ = ρ0 on T
d × {0},
which satisfies that, for almost every t ∈ [0, T ],
(6.7) ‖ρ(·, t)‖L1(Td) = ‖ρ0‖L1(Td) ,
that for some c ∈ (0,∞) independent of η2, η3 ∈ (0, 1),
(6.8)
‖ρ‖2L∞([0,T ];L2(Td)) + η2 ‖∇ρ‖2L2([0,T ];L2(Td;Rd))
≤ c
(
‖ρ0‖2L2(Td) +
1
η2
∥∥∥Φ 12 ,η3∥∥∥2
L∞([0,∞))
‖g‖2L2(Td×[0,T ])
)
,
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and that for some c ∈ (0,∞) independent of η2, η3 ∈ (0, 1),
(6.9)
∥∥Φ(ρ)∥∥
L∞([0,T ];L1(Td))
+ ‖∇Φ(ρ)‖2L2([0,T ];L2(Td;Rd))
≤ c
(∥∥Φ(ρ0)∥∥L1(Td) +
∥∥∥Φ 12 ,η3∥∥∥2
L∞([0,∞))
‖g‖2L2(Td×[0,T ])
)
.
Proof. Let η2, η3 ∈ (0, 1). We first consider the equation, for every η1 ∈ (0, 1),
(6.10)
{
∂tρ
η1 = ∆Φη1(ρη1) + η2∆ρ
η1 −∇ · (Φ 12 ,η3(ρη1)g) in Td × (0, T ],
ρη1 = ρ0 on T
d × {0},
for Φη1 = (Φ
1
2
,η1)2. For fixed η1, η2, η3 ∈ (0, 1) let
S : L2([0, T ];L2(Td))→ L2([0, T ];H1(Td)) ⊆ L2([0, T ];L2(Td)),
be defined for every v ∈ L2([0, T ];L2(Td)) as the unique weak solution of the equation
 ∂tS(v) = ∇ ·
(
(Φη1)′(v)∇S(v) + η2∇S(v)
) −∇ · (Φ 12 ,η3(v)g) on Td × (0, T ],
S(v) = ρ0 on T
d × {0},
where estimates of the type (6.13) below prove that S is well-defined in the sense that, for every
v ∈ L2([0, T ];L2(Td)), for some c ∈ (0,∞),
(6.11)
‖S(v)‖2L∞([0,T ];L2(Td)) + η2 ‖∇S(v)‖2L2([0,T ];L2(Td;Rd))
≤ c
(
‖ρ0‖2L2(Td) +
1
η2
∥∥∥Φ 12 ,η3∥∥∥2
L∞([0,∞))
‖g‖2L2(Td×[0,T ])
)
,
and estimate of the type (6.15) prove that, for every v ∈ L2([0, T ];L2(Td)),
(6.12)
‖∂tS(v)‖L2([0,T ]:H−1(Td))
≤
(
η
1
2
2 +
∥∥(Φη1)′∥∥
L∞([0,∞))
)∥∥∥∥η 122 ∇S(v)
∥∥∥∥
L2([0,T ];L2(Td;Rd))
+
∥∥∥Φ 12 ,η3∥∥∥
L∞([0,∞))
‖g‖L2([0,T ];L2(Td;Rd)) .
The Aubin-Lions-Simons lemma [2, 48, 61], (6.11), and (6.12) prove that the image of S lies in a
compact subset of L2([0, T ];L2(Td)). The Schauder fixed point theorem therefore implies that S
has a fixed point, which proves the existence of a weak solution to (6.10).
Let ρη1 ∈ L2([0, T ];H1(Td)) denote a weak solution of (6.10). Estimate (6.7) follows from the
nonnegativity of ρη1 by testing (6.6) with the constant function 1. By testing (6.6) with ρη1 , it
follows from Ho¨lder’s inequality, Young’s inequality, and the fact that Φ
1
2
,η1 is non-decreasing that,
for some c ∈ (0,∞) independent of η1, η2, η3 ∈ (0, 1),
(6.13)
‖ρη1‖2L∞([0,T ];L2(Td)) + η2 ‖∇ρη1‖2L2([0,T ];L2(Td;Rd))
≤ c
(
‖ρ0‖2L2(Td) +
1
η2
∥∥∥Φ 12 ,η3∥∥∥2
L∞([0,∞))
‖g‖2L2(Td×[0,T ])
)
.
Let Φ
η1 : [0,∞)→ [0,∞) denote the anti-derivative
Φ
η1(ξ) =
∫ ξ
0
Φη1(ξ′) dx′.
After testing (6.6) with the composition Φη1(ρη1), which is justified by ρη1 ∈ L2([0, T ];H1(Td)) and
(6.3), it follows from Ho¨lder’s inequality, Young’s inequality, the fact that Φ
1
2
,η1 is non-decreasing,
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and (6.2) that, for some c ∈ (0,∞) independent of η1, η2, η3 ∈ (0, 1),
(6.14)
∥∥Φη1(ρη1)∥∥
L∞([0,T ];L1(Td))
+ ‖∇Φη1(ρη1)‖2L2([0,T ];L2(Td;Rd))
≤ c
(∥∥Φη1(ρ0)∥∥L1(Td) +
∥∥∥Φ 12 ,η3∥∥∥2
L∞([0,∞))
‖g‖2L2(Td×[0,T ])
)
≤ c
(∥∥Φ(ρ0)∥∥L1(Td) +
∥∥∥Φ 12 ,η3∥∥∥2
L∞([0,∞))
‖g‖2L2(Td×[0,T ])
)
.
It follows from the equation that, for some c ∈ (0,∞) independent of η1, η2, η3 ∈ (0, 1),
(6.15)
‖∂tρη1‖L2([0,T ];H−1(Td))
≤ ‖∇Φη1(ρη1)‖L2([0,T ];L2(Td)) + η2 ‖∇ρη1‖L2([0,T ];L2(Td)) +
∥∥∥Φ 12 ,η3∥∥∥
L∞([0,∞))
‖g‖L2([0,T ];L2(Td)) .
It follows from (6.4), (6.13), (6.14), (6.15), and the Aubin-Lions-Simon lemma [2, 48, 61] that there
exists ρ ∈ L2([0, T ];H1(Td)) such that, after passing to a subsequence {ηk1 → 0}k∈N, as k →∞,
(6.16) ρη
k
1 → ρ strongly in L2([0, T ];L2(Td)),
that
(6.17) ρη
k
1 ⇀ ρ weakly in L2([0, T ];H1(Td)),
and that
(6.18) ∇Φηk1 (ρηk1 )⇀ ∇Φ(ρ) weakly in L2([0, T ];L2(Td;Rd)).
In combination (6.16), (6.17), and (6.18) prove that ρ ∈ L2([0, T ];H1(Td)) is a nonnegative weak
solution of (6.6). Estimate (6.8) follows from (6.13) and the weak lower-semicontinuity of the
Sobolev norm. Estimate (6.9) follows from (6.4), (6.14), (6.18), and the weak lower-semicontinuity
of the Sobolev norm. This completes the proof. 
It remains to pass to the limit η2, η3 → 0 in (6.6). For this we will use the following estimate,
which relies crucially on the nonnegativity of the initial data. The estimate is based on testing the
equation with log(Φ(ρ)), as already explained in Section 3.2. We recall, for every Φ ∈W 1,1loc ([0,∞)),
ΨΦ(ξ) =
∫ ξ
0
log(Φ(ξ′)) dξ′,
and we recall the space
EntΦ(T
d) =
{
ρ0 ∈ L1(Td) : ρ0 ≥ 0 a.e. and
∫
Td
ΨΦ(ρ0(x)) dx <∞
}
.
The general existence result follows immediately after the next proposition.
Proposition 6.3. Let T ∈ (0,∞), let Φ ∈ W 1,1
loc
([0,∞)) satisfy Assumptions 2.4 and 2.5, and let
{Φ 12 ,η}η∈(0,1) be as in Lemma 6.1. Then there exists c ∈ (0,∞) such that, for every nonnegative
ρ0 ∈ L∞(Td) and g ∈ L2(Td×[0, T ];Rd), for every η2, η3 ∈ (0, 1), the solution ρ ∈ L2([0, T ];H1(Td))
from Proposition 6.2 satisfies, for almost every t ∈ [0, T ],
(6.19)∫
Td
ΨΦ(ρ(x, t)) dx +
∫ t
0
∫
Td
∣∣∣∇Φ 12 (ρ(x, s))∣∣∣2 dxds ≤ c(∫
Td
ΨΦ(ρ0(x)) dx+ ‖g‖2L2(Td×[0,T ])
)
.
Proof. For every M ∈ N, let logM ∈ C(R) be defined by
logM (ξ) =
{
(−M ∨ log(ξ)) ∧M if ξ > 0,
−M if ξ < 0,
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and for everyM ∈ N and ε ∈ (0, 1), for a standard convolution kernel κε ∈ C∞(R) of scale ε ∈ (0, 1),
let logM,ε ∈ C∞(R) be defined by
logM,ε(ξ) = (logM ∗κε)(ξ).
For every M ∈ N and ε ∈ (0, 1), let
ΨMΦ (ξ) =
∫ ξ
0
logM (Φ(ξ′)) dξ′ and ΨM,εΦ (ξ) =
∫ ξ
0
logM,ε(Φ(ξ′)) dξ′.
Estimate (6.9) implies for every M ∈ N and ε ∈ (0, 1) that logM,ε(Φ(ρ)) is an admissible test
function for (6.6). It follows from Ho¨lder’s inequality, Young’s inequality, and the fact that logM,ε
is nondecreasing that, for every δ ∈ (0, 1), for almost every t ∈ [0, T ],∫
Td
ΨM,εΦ (ρ(x, s)) dx
∣∣∣∣
s=t
s=0
+
∫ t
0
∫
Td
(
logM,ε
)′
(Φ(ρ)) |∇Φ(ρ)|2 dxds
≤ 1
2δ
‖g‖2L2(Td×[0,T ]) +
δ
2
∫ t
0
∫
Td
∣∣∣(logM,ε)′ (Φ(ρ))∣∣∣2 Φη3(ρ) |∇Φ(ρ)|2 dxdt.
The dominated convergence theorem proves that, after passing to the limit ε → 0, for every
δ ∈ (0, 1), for almost every t ∈ [0, T ],∫
Td
ΨMΦ (ρ(x, s)) dx
∣∣∣∣
s=t
s=0
+
∫ t
0
∫
Td
(
logM
)′
(Φ(ρ)) |∇Φ(ρ)|2 dxds
≤ 1
2δ
‖g‖2L2(Td×[0,T ]) +
δ
2
∫ t
0
∫
Td
∣∣∣(logM)′ (Φ(ρ))∣∣∣2 Φη3(ρ) |∇Φ(ρ)|2 dxds.
The monotone convergence theorem proves that, after passing to the limit M → ∞, for every
δ ∈ (0, 1), for almost every t ∈ [0, T ],
(6.20)
∫
Td
ΨΦ(ρ(x, s)) dx
∣∣∣∣
s=t
s=0
+
∫ t
0
∫
Td
1
Φ(ρ)
|∇Φ(ρ)|2 dxds
≤ 1
2δ
‖g‖2L2(Td×[0,T ]) +
δ
2
∫ t
0
∫
Td
Φη3(ρ)
Φ(ρ)2
|∇Φ(ρ)|2 dxds.
We now use (6.2) to fix c1 ∈ (0,∞) independent of η3 ∈ (0, 1) such that
0 ≤ Φη3 ≤ c1Φ,
and choose δ1 =
1
c1
to conclude from (6.20) that, for almost every t ∈ [0, T ],
(6.21)
∫
Td
ΨΦ(ρ(x, t)) dx+
1
2
∫ t
0
∫
Td
1
Φ(ρ)
|∇Φ(ρ)|2 dxds ≤
∫
Td
ΨΦ(ρ0(x)) dx+
c1
2
‖g‖2L2(Td×[0,T ]) .
Estimate (6.19) will follow from (6.21) after we prove the distributional inequality
(6.22) ∇Φ 12 (ρ) = 1
2Φ
1
2 (ρ)
∇Φ(ρ).
To prove (6.22), let ψ ∈ C∞(Td × [0, T ]) and observe that the estimate (6.9) implies the equality,
for every δ ∈ (0, 1),∫ T
0
∫
Td
(Φ(ρ) + δ)
1
2 ∇ψ dxdt = −1
2
∫ T
0
∫
Td
(Φ(ρ) + δ)−
1
2 ∇Φ(ρ)ψ dxdt.
Estimate (6.21) and the dominated convergence theorem prove that, after taking the limit δ → 0,∫ T
0
∫
Td
Φ
1
2 (ρ)∇ψ dxdt = −
∫ T
0
∫
Td
1
2Φ
1
2 (ρ)
∇Φ(ρ)ψ dxdt,
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which completes the proof of (6.22), and therefore the proof. 
Proposition 6.4. Let T ∈ (0,∞) and let Φ ∈ W 1,1
loc
([0,∞)) satisfy Assumptions 2.1, 2.3, 2.4,
and 2.5. Then for every ρ0 ∈ EntΦ(Td) and g ∈ L2(Td× [0, T ];Rd) there exists a nonnegative weak
solution ρ ∈ L∞([0, T ];L1(Td)) to the equation
(6.23)
{
∂tρ = ∆Φ(ρ)−∇ · (Φ
1
2 (ρ)g) in Td × (0, T ],
ρ = ρ0 on T
d × {0},
which satisfies, for almost every t ∈ [0, T ],
(6.24) ‖ρ(·, t)‖L1(Td) = ‖ρ0‖L1(Td) ,
and which satisfies, for some c ∈ (0,∞), for almost every t ∈ [0, T ],
(6.25)∫
Td
ΨΦ(ρ(x, t)) dx +
∫ t
0
∫
Td
∣∣∣∇Φ 12 (ρ(x, s))∣∣∣2 dxds ≤ c(∫
Td
ΨΦ(ρ0(x)) dx+ ‖g‖2L2(Td×[0,T ])
)
.
Proof. We will first prove the existence of a weak solution for initial data ρ0 ∈ L∞(Td). For every
η2, η3 ∈ (0, 1) let ρη2,η3 ∈ L2([0, T ];H1(Td)) denote a nonnegative solution of (6.6) constructed in
Proposition 6.2 with initial data ρ0 and control g. It follows from (6.7) that
(6.26) ‖ρη2,η3‖L∞([0,T ];L1(Td)) = ‖ρ0‖L1(Td) .
It follows from Assumption 2.4, Assumption 2.5, Proposition 6.3, and (6.26) that there exists
c1, c2, c3 ∈ (0,∞) such that, for every η2, η3 ∈ (0, 1),
(6.27)
∥∥∥Φ 12 (ρη2,η3)∥∥∥2
L2([0,T ];H1(Td))
≤ c1
(∥∥∥∇Φ 12 (ρη2,η3)∥∥∥2
L2([0,T ];L2(Td;Rd))
+ ‖ρ0‖c2L1(Td)
)
≤ c3
(
1 +
∫
Td
ΨΦ(ρ0) dx+ ‖g‖2L2(Td×[0,T ]) + ‖ρ0‖c2L1(Td)
)
,
where Assumption 2.4, the definition of ΨΦ, and ρ0 ∈ L∞(Td) imply that∣∣∣∣
∫
Td
ΨΦ(ρ0) dx
∣∣∣∣ <∞.
Estimate (6.13) proves that there exists c ∈ (0,∞) independent of η2, η3 ∈ (0, 1) such that
(6.28)
‖ρη2,η3‖2L∞([0,T ];L2(Td)) + η2
∫ T
0
∫
Td
|∇ρη2,η3 |2 dxdt
≤ c
(
‖ρ0‖2L2(Td) +
1
η2
‖g‖2L2(Td×[0,T ])
∥∥∥Φ 12 ,η3∥∥∥2
L∞([0,∞))
)
≤ c
(
‖ρ0‖2L2(Td) +
1
η2
‖g‖2L2(Td×[0,T ])
∥∥∥Φ 12 ,η3∥∥∥2
L∞([0,∞))
)
,
which implies in particular that, for some c ∈ (0,∞) independent of η2, η3 ∈ (0, 1),
(6.29)
η
1
2
2 ‖ρη2,η3‖L∞([0,T ];L2(Td)) + η2 ‖∇ρη2,η3‖L2([0,T ];L2(Td;Rd))
≤ c
(
η
1
2
2 ‖ρ0‖L2(Td) + ‖g‖L2(Td×[0,T ])
∥∥∥Φ 12 ,η3∥∥∥
L∞([0,∞))
)
.
It follow from estimate (6.2), equation (6.6), Ho¨lder’s inequality and the Sobolev embedding theo-
rem that there exists c ∈ (0,∞) such that, for every η2, η3 ∈ (0, 1), for every ψ ∈ C∞(Td × [0, T ]),
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omitting the domains of the respective Sobolev spaces,∣∣∣∣
∫
Td
∂tρ
η2,η3(x, t)ψ(x) dxdt
∣∣∣∣
≤
(
2
∥∥∥Φ 12 (ρη2,η3)∇Φ 12 (ρη2,η3)∥∥∥
L1
+ η2 ‖∇ρη2,η3‖L1 +
∥∥∥gΦ 12 ,η3(ρη2,η3)∥∥∥
L1
)
‖∇ψ‖L∞
≤ c
(
2
∥∥∥Φ 12 (ρη2,η3)∇Φ 12 (ρη2,η3)∥∥∥
L1
+ η2 ‖∇ρη2,η3‖L2 +
∥∥∥gΦ 12 (ρη2,η3)∥∥∥
L1
)
‖∇ψ‖
H(d/2+2)
.
Therefore, Ho¨lder’s inequality and Young’s inequality prove that, for c ∈ (0,∞) independent of
η2, η3 ∈ (0, 1),
(6.30)
‖∂tρη2,η3‖L1([0,T ];H−(d/2+2)(Td))
≤ c
(∥∥∥Φ 12 (ρη2,η3)∥∥∥2
L2([0,T ];H1(Td))
+ η2 ‖∇ρη2,η3‖L2([0,T ];L2(Td)) + ‖g‖2L2([0,T ];L2(Td))
)
.
Observe that (6.27) and (6.28) prove that for every η3 ∈ (0, 1) the righthand side of (6.30) is
uniformly bounded in η2 ∈ (0, 1).
In combination (6.26), (6.27), (6.29), (6.30), and Assumption 2.3 prove that for every η3 ∈ (0, 1)
there exists ρη3 ∈ L1([0, T ];L1(Td)) such that, after passing to a subsequence {ηk2 → 0}k∈N, as
k →∞,
(6.31) ρη
k
2 ,η3 → ρη3 almost everywhere and strongly in L1([0, T ];L1(Td)).
It then follows from (6.27) and (6.31) that, as k →∞,
(6.32) Φ
1
2 (ρη
k
2 ,η3)⇀ Φ
1
2 (ρη3) weakly in L2([0, T ];H1(Td)),
and it follows from (6.2), (6.4), (6.27), (6.31), (6.32), and the dominated convergence theorem that
(6.33) lim
k→∞
Φ
1
2
,ηk(ρηk) = Φ
1
2 (ρ) strongly in L2([0, T ];L2(Td)).
In combination (6.31), (6.32), and (6.33) will prove that ρη3 is a nonnegative weak solution of the
equation
(6.34)


∂tρ
η3 = ∆Φ(ρη3)−∇ ·
(
Φ
1
2
,η3(ρη3)g
)
in Td × (0, T ],
ρη3 = ρ0 on T
d × {0},
if we can prove that, for every η3 ∈ (0, 1) and ψ ∈ C∞(Td × [0, T ]),
(6.35) lim sup
η2→∞
∣∣∣∣
∫ T
0
∫
Td
η2∇ρη2,η3∇ψ dxdt
∣∣∣∣ = 0.
To prove (6.35), observe that (6.29) implies that, for every η3 ∈ (0, 1), as η2 → 0,
(6.36) η2ρ
η2,η3 → 0 strongly in L∞([0, T ];L2(Td)).
Therefore, after integrating by parts, it follows from (6.35), (6.36), and ψ ∈ C∞c (Td × [0, T ]) that,
for every η3 ∈ (0, 1),
(6.37) lim sup
η2→∞
∣∣∣∣
∫ T
0
∫
Td
η2∇ρη2,η3∇ψ dxdt
∣∣∣∣ = lim sup
η2→∞
∣∣∣∣
∫ T
0
∫
Td
η2ρ
η2,η3∆ψ dxdt
∣∣∣∣ = 0.
In combination, (6.31), (6.32), (6.33), and (6.37) prove that ρη3 is a weak solution of (6.34).
It follows from (6.32), (6.33), and the weak lower-semicontinuity of the Sobolev norm that there
exists c1, c2 ∈ (0,∞) such that, for every η3 ∈ (0, 1),∥∥∥Φ 12 (ρη3)∥∥∥2
L2([0,T ];H1(Td))
≤ c1
(
1 +
∫
Td
ΨΦ(ρ0) dx+ ‖g‖2L2(Td×[0,T ]) + ‖ρ0‖c2L1(Td)
)
,
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and that there exists c ∈ (0,∞) such that, for every η3 ∈ (0, 1),
(6.38) ‖∂tρη3‖L1([0,T ];H−(d/2+2)(Td)) ≤ c
(∥∥∥Φ 12 (ρη2,η3)∥∥∥2
L2([0,T ];H1(Td))
+ ‖g‖2L2([0,T ];L2(Td))
)
.
And since (6.26) and (6.31) prove that, for every η3 ∈ (0, 1),
‖ρη3‖L∞([0,T ];L1(Td)) = ‖ρ0‖L1(Td) ,
a repetition of the arguments leading from (6.31) to (6.34) prove that there exists a solution
ρ ∈ L∞([0, T ];L1(Td)) to (6.23) which satisfies (6.24) and (6.25). This completes the proof for
initial data ρ0 ∈ L∞(Td).
To complete the proof, let ρ0 ∈ EntΦ(Td) and let {ρn0}n∈N ⊆ L∞(Td) be such that, as n→∞,
ρn0 → ρ0 strongly in L1(Td).
For every n ∈ N let ρn ∈ L∞([0, T ];L1(Td)) denote a solution of (6.23) that satisfies (6.24) and
(6.25). By Theorem 4.2 and Theorem 5.2, the solutions ρn are unique and form a Cauchy sequence
in L∞([0, T ];L1(Td)). Therefore, there exists ρ ∈ L∞([0, T ];L1(Td)) such that, as n→∞,
ρn → ρ strongly in L∞([0, T ];L1(Td)).
A repetition of the arguments leading from (6.31) to (6.33) prove that ρ is a weak solution of (6.23)
with initial data ρ0 that satisfies (6.24) and (6.25). This completes the proof. 
We conclude this section with the proof of weak-strong continuity. Precisely, we will prove that
a weakly convergent sequence of controls induces a strongly convergent sequence of solutions.
Proposition 6.5. Let T ∈ (0,∞), let Φ ∈W 1,1
loc
([0,∞)) satisfy Assumptions 2.1, 2.2, 2.3, 2.4, and
2.5, and let ρ ∈ EntΦ(Td). Assume that {gn}n∈N ⊆ L2(Td × [0, T ];Rd) and g ∈ L2(Td × [0, T ];Rd)
satisfy, as n→∞,
gn ⇀ g weakly in L
2([0, T ] × Td;Rd).
Then the renormalized kinetic solutions {ρn}n∈N and ρ with controls {gn}n∈N and g, and with initial
data ρ0 satisfy that, as n→∞,
ρn → ρ strongly in L1([0, T ];L1(Td)).
Proof. For every n ∈ N let ρn ∈ L∞([0, T ];L1(Td)) denote the weak solution in the sense of
Definition 5.1 constructed in Proposition 6.4 with control gn and initial data ρ0, and let g ∈
L∞([0, T ];L1(Td)) denote the weak solution with control g and initial data ρ0. Theorem 5.2 proves
that the {ρn}n∈N and ρ are renormalized kinetic solutions in the sense of Definition 3.4, and
Theorem 4.2 proves that they are the unique renormalized kinetic solutions. A repetition of the
argument leading to the proof of Proposition 6.4, based on estimates (6.24), (6.25), and (6.38)
proves that, as n→∞,
ρn → ρ strongly in L1([0, T ];L1(Td)).
This completes the proof. 
7. Γ-convergence
In this section, we will first establish a large deviations principle for a regularized equation driven
by a finite-dimensional Fourier projection of white noise (1.6). We then prove that the corresponding
large deviations rate functionals Γ-converge to the rate functional (1.3). In view of its application
to the one-dimensional zero range process, we will restrict attention to the one-dimensional case.
However, this is done only to simplify the notation, and we emphasize that every aspect of the
argument generalizes without change to an arbitrary dimension.
Henceforth, let
{ek}k∈N ⊆ C∞(T1) be an orthonormal basis of L2(T1).
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Let {Bk : Ω × [0,∞) → R}k∈N be independent one-dimensional Brownian motions defined on a
probability space (Ω,F ,P). For every K ∈ N let zK : Ω × [0,∞) → Rn denote the K-dimensional
Fourier projection of white noise with respect to {ek}k∈N defined by
dzKt (x) =
K∑
k=1
ek(x) dB
k
t .
Let {Φ 12 ,η}η∈(0,1) ⊆ C∞([0,∞)) be as defined in Lemma 6.1. In the following proposition, for every
K ∈ N, η ∈ (0, 1), and ρ0 ∈ EntΦ(T1), we will establish a large deviations principle, as ε → 0, for
the solutions of the equation
(7.1)

 ∂tρ
ε = ∆Φ(ρε)−√ε∇ ·
(
Φ
1
2
,η(ρε) ◦ dzKt
)
in T1 × (0,∞),
ρε = ρ0 on T
1 × {0}.
The proof is a consequence of the contraction principle, Schilder’s theorem for enhanced Brownian
motion (cf. Section B below), and the continuous dependence of the solution (7.1) with respect
to the noise (cf. Section C below). The following proposition is therefore related to the large
deviations of a K-dimensional Brownian motion on [0, T ], for each K ∈ N and T ∈ (0,∞), which
are characterized by the Cameron-Martin space HT (K) defined by
HT (K) =W 1,20 ([0, T ];RK) =
{
[0, T ] ∋ t 7→
∫ t
0
g˙(s) ds ∈ RK : g˙ ∈ L2([0, T ];RK)
}
,
and equipped with the inner product, for f, g ∈ HT (K),
〈f, g〉HT (K) =
∫ T
0
〈f˙(s), g˙(s)〉ds.
Proposition 7.1. Let K ∈ N, η ∈ (0, 1), T ∈ (0,∞), let Φ ∈ W 1,1
loc
([0,∞)) satisfy Assump-
tions 2.1, 2.2, 2.3, 2.4, and 2.5, and let ρ0 ∈ EntΦ(T1). For every ε ∈ (0, 1) let ρε,η,K : Ω →
L1([0, T ];L1(T1)) denote the solution map defined by Theorem C.1 below of the equation
(7.2)


∂tρ
ε,η,K = ∆Φ(ρε,η,K)−∇ ·
(
Φ
1
2
,η(ρε,η,K)
(
K∑
k=1
ek(x) ◦ dBε,kt
))
in T1 × (0, T ],
ρε,η,K = ρ0 on T
1 × {0},
and for every ε ∈ (0, 1] let P ε,η,K be defined by
P ε,η,K = (ρε,η,K)∗P.
Then the measures {P ε,η,K}ε∈(0,1] satisfy a large deviations principle with good rate functional
Jη,K : L1([0, T ];L1(T1))→ [0,∞],
defined for every ρ ∈ L1([0, T ];L1(T1)) by
(7.3) Jη,K(ρ) = inf{
g∈HT (K) : ρ(·,0)=ρ0 and ∂tρ=∆Φ(ρ)−∇·
(
Φ
1
2 ,η(ρ)(
∑K
k=1 ek g˙k)
)}
1
2
〈g˙, g˙〉HT (K),
in the sense that, for every measurable set A ⊆ L1([0, T ];L1(T1)),
−
[
inf
ρ∈A0
Jη,K(ρ)
]
≤ lim inf
ε→0
[
ε log
(
P ε,η,K(A)
)] ≤ lim sup
ε→0
[
ε log
(
P ε,η,K(A)
)] ≤ − [ inf
ρ∈A
Jη,K(ρ)
]
.
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Proof. We observe that the equation defining the rate functional (7.3) can be interpreted in the
sense of Definition 3.4, Definition 5.1, or in the pathwise kinetic sense of Section C below. It
follows from Theorem 5.2 and Proposition C.2 that these notions are equivalent. The proof is
then an immediate consequence of the pathwise well-posedness of (7.2) [20, Theorems 1.1, 1.2],
the continuity of the solution with respect to the noise [20, Theorem 1.3], Theorem B.3, and the
contraction principle [12, Theorem 4.2.1]. 
We will now prove that the rate functionals {Jη,K}K∈N,η∈(0,1) defined in Proposition 7.1 Γ-
converge, as K →∞ and η → 0, to the good rate functional J : L1([0, T ];L1(T1))→ [0,∞] defined
for every ρ ∈ L1([0, T ];L1(T1)) by
(7.4) J(ρ) = inf{
g∈L2(T1×[0,T ]) : ρ(·,0)=ρ0 and ∂tρ=∆Φ(ρ)−∇·
(
Φ
1
2 (ρ)g
)}
1
2
‖g‖2L2(T1×[0,T ]) ,
where by Theorem 5.2 the equation appearing in the definition of the rate functional is understood
either in the sense of Definition 3.4 or Definition 5.1. The following lemma, which is a consequence
of Proposition 6.5, proves that the infimum appearing in (7.3) is in fact a minimum.
Lemma 7.2. Let T ∈ (0,∞), let Φ ∈W 1,1
loc
([0,∞)) satisfy Assumptions 2.1, 2.2, 2.3, 2.4, and 2.5,
let ρ0 ∈ EntΦ(T1), let {Φ 12 ,η : R → R}η∈(0,1) be as in Lemma 6.1, let {Jη,K}K∈N,η∈(0,1) be defined
in (7.3), and let J be defined in (7.4). Then, for every K ∈ N and η ∈ (0, 1),
Jη,K(ρ) = min{
g∈HT (K) : ρ(·,0)=ρ0 and ∂tρ=∆Φ(ρ)−∇·
(
Φ
1
2 ,η(ρ)(
∑K
k=1 ek g˙k)
)}
1
2
〈g, g〉HT (K),
and
J(ρ) = min{
g∈L2(T1×[0,T ]) : ρ(·,0)=ρ0 and ∂tρ=∆Φ(ρ)−∇·
(
Φ
1
2 (ρ)g
)}
1
2
‖g‖2L2(T1×[0,T ]) .
Proof. The proof is an immediate consequence of Theorem 5.2 and Proposition C.2, since Defini-
tion 5.1 is stable with respect to weak convergence of the control. 
Theorem 7.3. Let T ∈ (0,∞), let Φ ∈ W 1,1
loc
([0,∞)) satisfy Assumptions 2.1, 2.2, 2.3, 2.4, and
2.5, let ρ0 ∈ EntΦ(T1), let {Φ 12 ,η : R → R}η∈(0,1) be as in Lemma 6.1, let {Jη,K}K∈N,η∈(0,1) be
defined in (7.3), and let J be defined in (7.4). Then, as K →∞ and η → 0,
Jη,K
Γ−→ J.
Proof. Let ρ ∈ L1([0, T ];L1(T1)). In order to establish the Γ-convergence, it is necessary to prove
the following two properties.
(i) For every sequence {ρKn,ηn}n∈N ⊆ L1([0, T ];L1(T1)) satisfying as n → ∞ that Kn → ∞,
ηn → 0, and
ρKn,ηn → ρ strongly in L1([0, T ];L1(T1)),
we have that
(7.5) lim inf
n→∞
JKn,ηn(ρKn,ηn) ≥ J(ρ).
(ii) There exists a sequence {ρKn,ηn}n∈N ⊆ L1([0, T ];L1(T1)) satisfying as n→∞ that Kn →∞,
ηn → 0, and
ρKn,ηn → ρ strongly in L1([0, T ];L1(T1)),
such that
(7.6) lim sup
n→∞
JKn,ηn(ρKn,ηn) ≤ J(ρ).
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We will first prove (7.5) and then (7.6).
Proof of (7.5). Let ρ ∈ L1([0, T ];L1(T1)) and suppose that {ρKn,ηn}n∈N ⊆ L1([0, T ];L1(T1))
satisfies as n→∞ that Kn →∞, ηn → 0, and
ρKn,ηn → ρ strongly in L1([0, T ];L1(T1)).
If
lim inf
n→∞
JKn,ηn(ρKn,ηn) =∞,
then (7.5) is satisfied. If not, fix a subsequence {(Km, ηm)}m∈N ⊆ {(Kn, ηn)}n∈N which satisfies for
every m ∈ N that
(7.7) JKm,ηm(ρKm,ηm) <∞,
and that
(7.8) lim
m→∞
JKm,ηm(ρKm,ηm) = lim infn→∞
JKn,ηn(ρKn,ηn).
By Lemma 7.2, the orthonormality of the {ek}k∈N, and (7.7), for every m ∈ N fix a possibly
nonunique gm = (g
1
m, . . . , g
Km
m ) ∈ HT (Km) satisfying
(7.9)
1
2
∥∥∥∥∥
Km∑
k=1
ekg˙
k
m
∥∥∥∥∥
2
L2(T1×[0,T ])
=
1
2
〈g˙m, g˙m〉HT (Km) = JKm,ηm(ρKm,ηm).
It follows from (7.8) and (7.9) that there exists g ∈ L2(T1 × [0, T ]) such that, after passing to a
further subsequence {(Km′ , ηm′)}m′∈N ⊆ {(Km, ηm)}m∈N, as m′ →∞,
Km′∑
k=1
ekg˙
k
m′

⇀ g weakly in L2(T1 × [0, T ]).
Since by assumption, as m′ →∞,
ρKm′ ,ηm′ → ρ strongly in L1([0, T ];L1(T1)),
it follows from Theorem 5.2, Theorem 6.4, and Proposition 6.5 that ρ is a renormalized kinetic
solution of the equation 
 ∂tρ = ∆Φ(ρ)−∇ ·
(
Φ
1
2 (ρ)g
)
in T1 × (0, T ],
ρ = ρ0 on T
1 × {0},
in the sense of Definition 3.4. The weak lower-semicontinuity of the L2-norm, the definition of J ,
and (7.8) prove that
lim inf
n→∞
JKn,ηn(ρKn,ηn) ≥
1
2
‖g‖2L2(T1×[0,T ]) ≥ J(ρ),
which completes the proof of (7.5).
The proof of (7.6). Let ρ ∈ L1([0, T ];L1(T1)). If
J(ρ) =∞,
then (7.6) is satisfied. If not, Lemma 7.2 implies that there exists a possibly nonunique g ∈
L2(T1 × [0, T ]) such that
(7.10)
1
2
‖g‖2L2(T1×[0,T ]) = J(ρ).
For every k ∈ N let g˙k ∈ L2([0, T ]) be defined for every t ∈ [0, T ] by
g˙k(t) =
∫
T1
ek(x)g(x, t) dx.
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For every K ∈ N let ρK ∈ L1([0, T ];L1(T1)) denote the unique solution of the equation

∂tρK = ∆Φ(ρK)−∇ ·
(
Φ
1
2
, 1
K (ρK)
(
K∑
k=1
ekg˙k
))
in T1 × (0, T ],
ρK = ρ0 on T
1 × {0}.
Since, as K → 0,
(7.11)
(
K∑
k=1
ekg˙k
)
→ g strongly in L2([0, T ];T1),
Proposition 6.5 proves that there exists ρ˜ ∈ L1([0, T ];L1(T1)) such that, as K →∞,
(7.12) ρK → ρ˜ strongly in L1([0, T ];L1(T1)),
and such that, in the sense of Definition 3.4,
 ∂tρ˜ = ∆Φ(ρ˜)−∇ ·
(
Φ
1
2 (ρ˜)g
)
in T1 × (0, T ],
ρ˜ = ρ0 on T
1 × {0}.
Since Theorem 4.2 proves that the solution is unique,
(7.13) ρ˜ = ρ in L1([0, T ];L1(T1)).
Therefore, it follows from (7.12) and (7.13) that, as K →∞,
(7.14) ρK → ρ strongly in L1([0, T ];L1(T1)),
and the definition of the {JK, 1K }K∈N, (7.10), and (7.11) prove that
(7.15) lim sup
K→∞
JK,
1
K (ρK) ≤ lim sup
K→∞
1
2
∥∥∥∥∥
(
K∑
k=1
ekg˙k
)∥∥∥∥∥
2
L2(T1×[0,T ])
=
1
2
‖g‖2L2(T1×[0,T ]) = J(ρ).
In combination (7.14) and (7.15) complete the proof of (7.6). This completes the proof. 
Appendix A. The porous media equation
In this section, we show that Assumptions 2.1, 2.2, 2.3, 2.4, and 2.5 are satisfied by Φ(ξ) = ξm
for every m ∈ [1,∞). In particular, they apply to the case of porous media and pure diffusion.
Some assumptions apply additionally to the case of fast diffusion, where Φ(ξ) = ξm for m ∈ (0, 1).
Proposition A.1. Let m ∈ (0,∞) and let Φ: [0,∞)→ [0,∞) be defined by
Φ(ξ) = ξm.
Then Φ satisfies Assumption 2.1.
Proof. Let m ∈ (0,∞). Let Φ(ξ) = ξm for every ξ ∈ [0,∞). It follows by definition that Φ ∈
W 1,1loc ([0,∞)) and that Φ is strictly increasing. Assumptions (2.2) and (2.6) are immediate from the
definitions. It remains to prove assumptions (2.3), (2.4), and (2.5).
Assumption (2.3). Let M ∈ (1,∞) and δ ∈ (0, 1). We will prove that there exists c ∈ (0,∞)
such that
(A.1) sup
|ξ−ξ′|<δ
1
M
≤ξ,ξ′≤M
1
m
∣∣∣ξ1−m2 (ξm2 − (ξ′)m2 )∣∣∣ ≤ cδ.
54 BENJAMIN FEHRMAN, BENJAMIN GESS
We will first consider the case m ∈ (0, 2], and we will consider the sub-cases that |ξ| ≤ 2δ and
|ξ| > 2δ. In the first case, suppose that |ξ| ≤ 2δ and that ξ′ ∈ [0,∞) satisfies |ξ − ξ′| ≤ δ. Then,
since m ∈ (0, 2],
(A.2)
∣∣∣ξ1−m2 (ξm2 − (ξ′)m2 )∣∣∣ ≤ ξ1−m2 ∣∣ξ − ξ′∣∣m2 ≤ 2δ.
In the second case, suppose that |ξ| > 2δ and that ξ′ ∈ [0,∞) satisfies |ξ − ξ′| < δ. Since in this
case ξ′ > 12ξ, the mean value theorem and m ∈ (0, 2] prove that
(A.3)
∣∣∣ξ1−m2 (ξm2 − (ξ′)m2 )∣∣∣ ≤m
2
ξ1−
m
2 max
{
ξ
m
2
−1, (ξ′)
m
2
−1
} ∣∣ξ − ξ′∣∣
≤mδ
2
m
2
.
In combination (A.2) and (A.3) prove (A.1), which establishes (2.3) in the case m ∈ (0, 2].
We now consider the case m ∈ (2,∞). Since the map ξ ∈ R 7→ ξm2 is locally Lipschitz on [0,∞),
there exists c ∈ (0,∞) depending on M ∈ (0,∞) such that, for every pair ξ, ξ′ ∈ R satisfying
|ξ − ξ′| < δ and 1/M ≤ ξ, ξ′ ≤M ,∣∣∣ξ1−m2 (ξm2 − (ξ′)m2 )∣∣∣ ≤ cM1−m2 δ ≤ cδ,
which completes the proof of (A.1) and therefore (2.3) in the case m ∈ (2,∞).
Assumption (2.4). Let M ∈ (1,∞) and δ ∈ (0, 1). We will prove that there exists c ∈ (0,∞)
such that
(A.4) sup
|ξ−ξ′|<δ
1
M
≤ξ,ξ′≤M
1
m
∣∣∣∣ξ1−m2 (ξ′)1−m2 (ξm−12 − (ξ′)m−12 )2
∣∣∣∣ ≤ cδ.
We will first consider the case m ∈ (0, 2], and we will consider the two sub-cases |ξ| ≤ 2δ and
|ξ| > 2δ. In the first case, suppose that |ξ| ≤ 2δ and that ξ′ ∈ [0,∞) satisfies |ξ − ξ′| ≤ δ. Since
m ∈ (0, 2],
ξ′ ≤ 3δ and (ξ′)1−m2 ≤ ξ1−m2 + δ1−m2 .
Therefore, since (m−1/2) ∈ (0, 1),
(A.5)
∣∣∣∣ξ1−m2 (ξ′)1−m2 (ξm−12 − (ξ′)m−12 )2
∣∣∣∣ ≤ξ1−m2 (ξ′)1−m2 (ξm−1 + (ξ′)m−1)
≤ξm2 (ξ′)1−m2 + ξ1−m2 (ξ′)m2
≤ξ + ξm2 δ1−m2 + 3m2 ξ1−m2 δm2
≤
(
2 + 2
m
2 + 21−
m
2 3
m
2
)
δ.
In the second case, suppose that |ξ| > 2δ and that ξ′ ∈ [0,∞) satisfies |ξ − ξ′| ≤ δ. Since in this
case 12ξ ≤ ξ′ ≤ 2ξ, the mean value theorem and m ∈ (0, 2] prove that
(A.6)
∣∣∣∣ξ1−m2 (ξ′)1−m2 (ξm−12 − (ξ′)m−12 )2
∣∣∣∣ ≤
∣∣∣∣m− 12
∣∣∣∣
2
ξ1−
m
2 (ξ′)1−
m
2 max
{
ξm−3, (ξ′)m−3
} ∣∣ξ − ξ′∣∣2
≤
∣∣∣∣m− 12
∣∣∣∣
2
2(4−
3m
2 )ξ−1δ2
≤
∣∣∣∣m− 12
∣∣∣∣
2
2(4−
3m
2 )δ.
In combination (A.5) and (A.6) prove (A.4), which establishes (2.4) in the case m ∈ (0, 2].
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We will now consider the case m ∈ (2,∞). Since the map ξ ∈ R 7→ ξm−12 is locally Ho¨lder or
locally Lipschitz continuous, there exists c ∈ (0,∞) depending on M ∈ (1,∞) and m ∈ (2,∞) such
that, for every ξ, ξ′ ∈ R satisfying |ξ − ξ′| < δ and 1/M ≤ ξ, ξ′ ≤M ,∣∣∣∣ξ1−m2 (ξ′)1−m2 (ξm−12 − (ξ′)m−12 )2
∣∣∣∣ ≤ cMm−2δ((m−1)∧1) ≤ cδ,
which completes the proof (A.4) and therefore (2.4) in the case m ∈ (2,∞).
Assumption (2.5). Let M ∈ (1,∞) and δ ∈ (0, 1/M). It suffices to prove that there exists
c ∈ (0,∞) such that
(A.7) sup
|ξ−ξ′|<δ
1
M
≤ξ,ξ′≤M
1
m
ξ1−
m
2 (ξ′)
m
2 ≤ cM.
We will first consider the case m ∈ (0, 2]. For every ξ, ξ′ ∈ [0,∞) satisfying ξ, ξ′ ≤M ,
ξ1−
m
2 (ξ′)
m
2 ≤M1−m2 +m2 ≤M,
which proves a stronger statement than (A.7) and establishes Assumption 2.5 the case m ∈ (0, 2].
We now consider the case m ∈ (2,∞). For every ξ, ξ′ ∈ R with 1/M ≤ ξ, ξ′ ≤ M and |ξ − ξ′| <
δ ≤ 1/M,
ξ1−
m
2 (ξ′)
m
2 ≤ ξ1−m2
(
ξ +
1
M
)m
2
=
(
ξ
2
m +
1
2M
ξ
2
m
−1
)m
2
.
Since
ξ
2
m ≤M 2m and 1
M
ξ
2
m
−1 ≤M−1M1− 2m ≤M− 2m ,
there exists c ∈ (0,∞) such that
ξ1−
m
2 (ξ′)
m
2 ≤ cM.
This completes the proof of (A.7) and establishes (2.5) in the case m ∈ (2,∞). 
Proposition A.2. Let m ∈ [1,∞) and let Φ ∈W 1,1
loc
([0,∞)) be defined by
Φ(ξ) = ξm.
Then Φ satisfies Assumption 2.2.
Proof. We will prove that Φ satisfies (2.7) if m ∈ [1, 2] and that Φ satisfies (2.8) and (2.9) if
m ∈ [2,∞). In the case m ∈ [1, 2], it follows by definition that Φ 12 is concave and that, for every
ξ ∈ [0,∞), (
Φ
1
2 (ξ)
Φ′(ξ)
) 2
2−m
= m−(
2
2−m)
(
ξ1−
m
2
) 2
2−m
= m−(
2
2−m)ξ.
Since we have that 22−m ∈ [2,∞) if m ∈ [1, 2], this completes the proof of (2.7) for m ∈ [1, 2].
In the case m ∈ [2,∞), it follows by definition that Φ 12 is convex, that
sup
ξ≥1
Φ(ξ + 1)
Φ(ξ)
= sup
ξ≥1
(ξ + 1)m
ξm
= sup
ξ≥1
(
1 +
1
ξ
)m
≤ 2m,
and that, for every M ∈ (0, 1),
sup
ξ≥M
Φ
1
2 (ξ)
Φ′(ξ)
= sup
ξ≥M
1
m
ξ1−
m
2 ≤ M
1−m
2
m
.
This completes the proof (2.8) and (2.9) for m ∈ [2,∞). 
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Proposition A.3. Let m ∈ [1,∞) and let Φ : [0,∞)→ [0,∞) be defined by
Φ(ξ) = ξm.
Then Φ satisfies Assumption 2.3.
Proof. Let {ρn}n∈N ⊆ L1([0, T ];L1(Td)) be nonegative, and assume that there exists c ∈ (0,∞)
such that
(A.8) ‖ρn‖L1([0,T ];L1(Td)) +
∥∥∥(ρn)m/2∥∥∥
L1([0,T ];H1(Td))
+ ‖∂tρn‖L1([0,T ];H−(d/2+2)(Td)) ≤ c.
We will first consider the case m ∈ (0, 2]. For every nonnegative ψ ∈ C∞c (Td), the equality
∇ψ = ψ1−m2 ψm2 −1∇ψ = 2
m
(
ψ1−
m
2 ∇(ψm2 )
)
,
Ho¨lder’s inequality, m ∈ [1, 2], and the boundedness of Td prove that, for c ∈ (0,∞),
(A.9)
‖∇ψ‖L1([0,T ];L1(Td;Rd)) ≤ c
∥∥∥∇(ψm2 )∥∥∥
L2([0,T ];L2(Td;Rd))
(∫ T
0
∫
Td
ψ2−m dxdx
)1
2
≤ c
∥∥∥∇(ψm2 )∥∥∥
L2([0,T ];L2(Td;Rd))
‖ψ‖1−
m
2
L1([0,T ];L1(Td))
.
In combination (A.8) and (A.9) prove that, for c ∈ (0,∞), for every n ∈ N,
(A.10) ‖ρn‖L1([0,T ];L1(Td)) + ‖ρn‖L1([0,T ];W 1,1(Td)) + ‖∂tρn‖L1([0,T ];H−(d/2+2)(Td)) ≤ c.
Since the inclusion W 1,1(Td) →֒ L1(Td) is compact, and since the Sobolev embedding theorem
implies that the inclusion L1(Td) →֒ H−(d/2+2)(Td) is continuous, the Aubin-Lions-Simon lemma
[2, 48, 61] and (A.10) prove that
(A.11) {ρn}n∈N is relatively pre-compact in L1([0, T ];L1(Td)).
We now consider the casem ∈ (2,∞). It was shown in [20, Proposition C.3] that for every s ∈ (0, 2m )
there exists c ∈ (0,∞) such that
(A.12) ‖ψ‖mW s,m(Td) ≤ c
(
‖ψ‖mL1(Td) +
∥∥∥∇(ψm2 )∥∥∥2
L2([0,T ];L2(Td;Rd))
)
.
Since Ho¨lder’s inequality and the boundedness of Td prove that there exists c ∈ (0,∞) such that,
for every s ∈ (0, 2m ),
‖ψ‖W s,1(Td) ≤ c ‖ψ‖W s,m(Td) ,
in combination (A.8) and (A.12) prove that there exists c ∈ (0,∞) such that, for every s ∈ (0, 2m),
(A.13) ‖ρn‖L1([0,T ];L1(Td)) + ‖ρn‖L1([0,T ];W s,1(Td)) + ‖∂tρn‖L1([0,T ];H−(d/2+2)(Td)) ≤ c.
Since for every s ∈ (0, 2m ) the inclusion W s,1(Td) →֒ L1(Td) is compact, and since the Sobolev
embedding theorem implies that the inclusion L1(Td) →֒ H−(d/2+2)(Td) is continuous, the Aubin-
Lions-Simon lemma [2, 48, 61] and (A.13) prove that
(A.14) {ρn}n∈N is relatively pre-compact in L1([0, T ];L1(Td)).
In combination (A.11) and (A.14) complete the proof. 
Proposition A.4. Let m ∈ (0,∞) and let Φ ∈W 1,1
loc
([0,∞)) be defined by
Φ(ξ) = ξm.
Then Φ satisfies Assumptions 2.4 and 2.5.
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Proof. Let m ∈ (0,∞) and let Φ ∈W 1,1loc ([0,∞)) be defined by Φ(ξ) = ξm. It follows that
inf
ξ∈[0,∞)
[∫ ξ
0
log(Φ(ξ′)) dξ′
]
= inf
ξ∈[0,∞)
[m(ξ log(ξ)− ξ)] ≥ −m,
which completes the proof of Assumption 2.4.
The proof of Assumption 2.5 is motivated by [20, Lemma 4.5]. Let ρ ∈ L1(Td) be nonnegative
and be such that
∇Φ 12 (ρ) ∈ L2(Td;Rd).
We will separately consider the cases m ∈ (0, 1] and m ∈ (1,∞). If m ∈ (0, 1], it follows from
Ho¨lder’s inequality that ∥∥∥Φ 12 (ρ)∥∥∥
L2(Td)
= ‖ρm‖
1
2
L1(Td)
= ‖ρ‖
m
2
L1(Td)
.
It remains to consider the case m ∈ (1,∞). We will write the argument for d ≥ 3, since the cases
d = 1 and d = 2 are similar. The log-convexity of the Sobolev norm proves that, for the Sobolev
exponent 12∗ =
1
2 − 1d and for θ ∈ (0, 1) defined by
1
m
= (1− θ) + 2θ
2∗m
,
we have that
(A.15)∥∥∥Φ 12 (ρ)∥∥∥
L2(Td)
=
∥∥∥ρm2 ∥∥∥
L2(Td)
= ‖ρ‖
m
2
Lm(Td)
≤ ‖ρ‖
(1−θ)m
2
L1(Td)
‖ρ‖
θm
2
L
2∗m
2 (Td)
= ‖ρ‖
(1−θ)m
2
L1(Td)
∥∥∥ρm2 ∥∥∥θ
L2∗ (Td)
.
It follows from the equality
∥∥∥∥
∫
Td
ρ
m
2 dx
∥∥∥∥
θ
L2∗ (Td)
=
∣∣∣∣
∫
Td
ρ
m
2 dx
∣∣∣∣
θ
=
∥∥∥ρm2 ∥∥∥θ
L1(Td)
,
the triangle inequality, the Gagliardo-Nirenberg-Sobolev inequality, Ho¨lder’s inequality, and θ ∈
(0, 1) that, for c ∈ (0,∞),
(A.16)
∥∥∥ρm2 ∥∥∥θ
L2∗(Td)
≤
∥∥∥∥ρm2 −
∫
Td
ρ
m
2 dx
∥∥∥∥
θ
L2∗ (Td)
+
∥∥∥ρm2 ∥∥∥θ
L1(Td)
≤ c
(∥∥∥∇ρm2 ∥∥∥θ
L2(Td;Rd)
+
∥∥∥ρm2 ∥∥∥θ
L2(Td)
)
.
In combination (A.15), (A.16), and the definition of Φ prove that, for c ∈ (0,∞),
∥∥∥Φ 12 (ρ)∥∥∥
L2(Td)
≤ c
(
‖ρ‖
(1−θ)m
2
L1(Td)
∥∥∥∇Φ 12 (ρ)∥∥∥θ
L2(Td;Rd)
+ ‖ρ‖
(1−θ)m
2
L1(Td)
∥∥∥Φ 12 (ρ)∥∥∥θ
L2(Td)
)
.
It then follows from Young’s inequality and θ ∈ (0, 1) that there exists c ∈ (0,∞) such that
∥∥∥Φ 12 (ρ)∥∥∥
L2(Td)
≤ c
(∥∥∥∇Φ 12 (ρ)∥∥∥
L2(Td;Rd)
+ ‖ρ‖
m
2
L1(Td)
)
.
This completes proof of Assumption 2.5 for m ∈ (1,∞), and therefore the proof. 
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Appendix B. Schilder’s Theorem for enhanced Brownian motion
In this section, we will recall the large deviations principle for Brownian motion lifted to a 2-
step geometric rough path enhanced by its Stratonovich integrals. The theory of rough paths was
first introduced by Lyons [58], and overviews of the theory can be found in Friz-Hairer [24] or in
Friz-Victoir [25]. We briefly sketch some main details here.
Let K,M ∈ N and T ∈ (0,∞). Let x ∈ C1−var ([0, T ];RK) be a path with bounded 1-variation.
The M -step signature SM (x)0,T takes values in the truncated tensor algebra
SM(x)0,T ∈ TM (RK) = R⊕ RK ⊕
(
R
K
)⊗2 ⊕ . . . ⊕ (RK)⊗M ,
and is defined by
SM (x)0,T =
(
1,
∫ T
0
dxs,
∫
0<s0<s1<T
dxs1 ⊗ dxs2 , . . . ,
∫
0<s1<...<sM<T
dxs1 ⊗ . . . ⊗ dxsM
)
.
After reparametrizing the path x from [0, T ] to [0, 1], it follows that SM (x)0,T lies in the smaller
space GM (RK) ⊂ TM (RK) defined by
GM (RK) =
{
SM (x)0,1 : x ∈ C1−var
(
[0, 1];RK
) }
.
The space GM (RK) is equipped with the Carnot-Caratheodory norm ‖·‖CC , which is defined for
every σ ∈ GM (RK) by
‖σ‖CC = inf
{ ∫ 1
0
|γ˙| ds : γ ∈ C1−var ([0, 1];RK) and SM (γ)0,1 = σ
}
.
Following [25, Definition 7.41], the Carnot-Caratheodory norm induces the Carnot-Cartheodory
metric dCC on G
M (RK) which is defined for every σ1, σ2 ∈ GM (RK) by
dCC(σ1, σ2) =
∥∥σ−11 ⊗ σ2∥∥CC ,
where σ−11 is the inverse of σ1 in T
M (RK). The Carnot-Caratheodory metric gives rise to a ho-
mogenous metric on the space of rough paths in the following way.
For every σ ∈ GM (RK), for every s, t ∈ [0, 1], let σt,s ∈ RK denote the increment
σt,s = σt − σs.
Let β ∈ (0, 1) and let ⌊1/β⌋ ∈ N be defined by
⌊1/β⌋ = inf{n ∈ N ∪ {0} : n ≤ 1/β}.
The homogenous β-Ho¨lder metric dβ on G
M (RK) is defined for every σ1, σ2 ∈ GM (RK) by
dβ(σ
1, σ2) = sup
0≤s<t≤1
dCC(σ
1
t,s, σ
2
t,s)
|t− s|β .
The definition below defines a geometric β-Ho¨lder continuous rough path, which is a path σ taking
values in the completion of G⌊1/β⌋(RK) ⊆ T⌊1/β⌋(RK) with resect to the homogenous β-Ho¨lder
metric.
Definition B.1. Let T ∈ (0,∞) and K ∈ N. A path σ : [0, T ] → T ⌊1/β⌋(RK) is a K-dimensional
β-Ho¨lder continuous geometric rough path if there exists a sequence of smooth paths {σn : [0, T ]→
R
K} such that
lim
n→∞
dβ
(
σ, S⌊1/β⌋(σ
n)
)→ 0.
The space C0,β([0, T ];G
⌊1/β⌋
(RK)) denotes the space of K-dimensional β-Ho¨lder continuous geo-
metric rough paths starting at zero.
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The following proposition, which is a consequence of [24, Proposition 3.5], proves that Brownian
motion enhanced by its Stratonovich integrals is almost surely a β-Ho¨lder continuous geometric
rough path for every β ∈ (1/3, 1/2).
Proposition B.2. Let K ∈ N, β ∈ (1/3, 1/2), and T ∈ (0,∞). Let (Ω,F ,P) be a probability space,
let B : [0,∞) × Ω → RK be a K-dimensional Brownian motion, and let B : [0,∞) × Ω → T 2(RK)
be defined for every t ∈ [0, T ] and almost every ω ∈ Ω by
Bt(ω) =
(
1, Bt(ω),
∫ t
0
Bs(ω) ◦ dBs(ω)
)
.
Then there exists a subset Ω′ ⊂ Ω of full probability such that, for every ω ∈ Ω′,
B(ω) ∈ C0,β([0, T ];G2(RK)).
We will now explain the large deviations principle for enhanced Brownian motion. Let K ∈ N,
β ∈ (1/3, 1/2), and T ∈ (0,∞). Let B be a K-dimensional Brownian motion on a probability space
(Ω,F ,P) and let B denote the Brownian motion enhanced by its Stratonovich integrals. For every
ε ∈ (0, 1] let Bε be defined for every t ∈ [0,∞) and ω ∈ Ω by
Bεt (ω) =
(
1, Bεt,
∫ t
0
Bεs ◦ dBεs
)
.
Proposition B.2 proves for every ε ∈ (0, 1] that there exists a measurable map
Bεβ,T : Ω→ C0,β([0, T ];G2(RK)),
defined for almost every ω ∈ Ω by
Bεβ,T (ω) =
(
Bε(ω) : [0, T ]→ G2(RK)
)
.
Let {P εβ,T }ε∈(0,1] be the push-forward measured defined for every ε ∈ (0, 1] by
P εβ,T =
(
Bεβ,T
)
∗
P.
The large deviations principle for the measures {P εβ,T }ε∈(0,1] is similar to Schilder’s theorem
for Brownian motion. For this we recall the Cameron-Martin space HT (K) for K-dimensional
Brownian motion on [0, T ] defined by
HT (K) =W 1,20 ([0, T ];RK) =
{
[0, T ] ∋ t 7→
∫ t
0
g˙(s) ds ∈ RK : g˙ ∈ L2([0, T ];RK)
}
,
which is equipped with the inner product, for f, g ∈ HT (K),
〈f, g〉HT (K) =
∫ T
0
〈f˙(s), g˙(s)〉ds.
The following large deviations principle is a consequence of [25, Theorem 13.42].
Theorem B.3. Let K ∈ N, β ∈ (1/3, 1/2), and T ∈ (0,∞). Then the push-forward measures
{P εβ,T }ε∈(0,1] satisfy a large deviations principle with good rate functional
I : C0,β([0, T ];G
2
(RK))→ [0,∞],
defined for every σ = (1, σ1, σ2) by
I(σ) =


1
2
〈σ1, σ1〉HT (K) if σ1 ∈ HT (K) and σ2 =
∫ ·
0
(σ1(s)⊗ σ˙1(s)) ds,
+∞ if else,
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in the sense that, for every measurable subset A ⊆ C0,β([0, T ];G2(RK)),
− inf
σ∈A0
I(σ) ≤ lim inf
ε→0
[
ε log
(
P εβ,T (A)
)] ≤ lim sup
ε→0
[
ε log
(
P εβ,T (A)
)] ≤ − inf
σ∈A
I(σ).
Appendix C. Pathwise kinetic solutions
Let N ∈ N, let (Ω,F ,P) be a probability space, let B be a standard N -dimensional Brownian
motion, and let Md×N be the space of d × N matrices with real coefficients. For every six times
continuously differentiable function A : Td × R → Md×N , with bounded derivatives from first to
sixth order, for every m ∈ (0,∞), and for every nonnegative ρ0 ∈ L2(Td), it was shown in [20,
Theorems 1.1, 1.2, 1.3] that the equation
(C.1)


∂tρ = ∆
(
ρ |ρ|m−1
)
−∇ · (A(x, ρ) ◦ dBt) in Td × (0,∞),
ρ = ρ0 on T
d × {0},
is well-posed in the class of pathwise kinetic solutions (cf. [20, Definition 3.4]). This solution theory
is based on the equation’s kinetic formulation, like in Definition 3.4, where on the kinetic level the
noise enters as a linear transport and can be inverted using the theory of rough paths to obtain
a well-defined notion of solution. Because we will not use any specific aspects of the pathwise
kinetic solution theory in this paper, we point the reader to [20] for the complete details. In the
following theorem, we state the pathwise well-posedness of equations like (C.1) for more general
nonlinearities Φ.
Theorem C.1. Let T ∈ (0,∞), let N ∈ N, let Φ ∈ W 1,1
loc
([0,∞)) satisfy Assumptions 2.1, 2.2,
2.3, 2.4, 2.5, and let A : Td×R→Md×N six-times continuously differentiable with bounded deriva-
tives from first to sixth order. Then there exists a subset of full probability Ω′ ⊆ Ω such that, for
every ω ∈ Ω′, for every ρ0 ∈ EntΦ(Td), there exists a unique nonnegative pathwise kinetic solution
ρ ∈ L∞([0, T ];L1(Td)) to the equation
(C.2)
{
∂tρ = ∆Φ(ρ)−∇ · (A(x, ρ) ◦ dBt) in Td × (0,∞),
ρ = ρ0 on T
d × {0},
that satisfies
‖ρ‖L∞([0,T ];L1(Td)) = ‖ρ0‖L1(Td) .
Furthermore, the solution depends continuously in L1([0, T ];L1(Td)) on the driving noise with re-
spect to the rough path metric (cf. Section B).
Proof. We point the reader to [20, Definition 3.4] for the definition of a pathwise kinetic solution.
It follows from [20, Theorem 4.2, Theorem 5.6] that there there exists a unique solution of (C.2) for
Φ(ξ) = ξm, for every m ∈ (0,∞), and for a nonnegative initial data ρ0 ∈ L2(Td). The fact that the
solution theory can be extended to nonlinearities Φ ∈W 1,1loc ([0,∞)) satisfying Assumptions 2.1, 2.2,
2.3, 2.4, and 2.5 follows from a straightforward but technical combination of Theorem 4.2 above
and [20, Theorem 4.2, Theorem 5.6]. Indeed, these assumptions summarize exactly the properties
of Φ(ξ) = ξm that were used to prove [20, Theorem 4.2, Theorem 5.6]. The fact that the existence
and uniqueness can be extended to initial data ρ0 ∈ EntΦ(Td) ⊆ L1(Td), at the cost of significant
technicalities, is explained in [20, Remark 1.7]. The continuity is proven in [20, Theorem 5.7]. 
In the final proposition of this section we will prove that, for smooth noise, the notions of renor-
malized kinetic solutions (cf. Definition 3.4) and pathwise kinetic solutions (cf. [20, Definition 3.4])
are equivalent. To simplify the notation only, we consider the one-dimensional case.
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Proposition C.2. Let T ∈ (0,∞) and K ∈ N. Let Φ ∈W 1,1
loc
([0,∞)) satisfy Assumptions 2.1, 2.2,
2.3, 2.4, and 2.5. Let {ek}k∈N be a smooth orthonormal basis of L2(T1). Let {Φ 12 ,η}η∈(0,1) be defined
in Lemma 6.1. Let g = (g1, . . . , gK) ∈ L2([0, T ];RK) and let G ∈ H1([0, T ];RK) be defined by
Gt = (G
1
t , . . . , G
K
t ) =
(∫ t
0
g1s ds, . . . ,
∫ t
0
gKs ds
)
.
Then for every η ∈ (0, 1), for every ρ0 ∈ EntΦ(T1), a function ρ ∈ L∞([0, T ];L1(T1)) is a renor-
malized kinetic solution (cf. Definition 3.4) of the equation
(C.3)


∂tρ = ∆Φ(ρ)−∇ ·
(
Φ
1
2
,η(ρ)
(
K∑
k=1
ek(x)g
k
t
))
in T1 × (0, T ),
ρ = ρ0 on T
1 × {0},
if and only if ρ is a pathwise kinetic solution (cf. [20, Definition 3.4]) of the equation
(C.4)


∂tρ = ∆Φ(ρ)−∇ ·
(
Φ
1
2
,η(ρ) ◦
K∑
k=1
ek(x) dG
k
t
)
in T1 × (0, T ),
ρ = ρ0 on T
1 × {0}.
Proof. We will first prove the statement for ρ0 ∈ L2(T1). Since it follows that
K∑
k=1
ekg
k ∈ L2(T1 × [0, T ]),
for every η1 ∈ (0, 1) let ρη1 ∈ L∞([0, T ];L1(T1)) denote the solution constructed in Proposition 6.2
of the equation
(C.5)


∂tρ
η1 = ∆Φη1(ρη1)−∇ ·
(
Φ
1
2
,η(ρη1)
(
K∑
k=1
ek(x)g
k
t
))
in T1 × (0, T ),
ρη1 = ρ0 on T
1 × {0}.
It follows from [20, Proposition A.1, Proposition A.2] and Theorem 5.2 that ρη1 is a weak solution
of (C.5) if and only if ρη1 is a pathwise kinetic solution of (C.5). After passing to the limit
η1 → 0, as in Proposition 6.2, it follows from Theorem 4.2 and Theorem C.1 that there exists
a unique ρ ∈ L∞([0, T ];L1(T1)) that is simultaneously a weak and pathwise kinetic solution of
(C.3) and (C.4) and that satisfies estimate (6.19). Finally, the statement is extended to initial data
ρ0 ∈ EntΦ(T1) exactly as in the conclusion of Proposition 6.4. 
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