In this paper we diminish the gap between the classical necessary and sufficient conditions for optimality in two equality constraint isoperimetric calculus of variations problems. The conditions of the sufficiency theorems do not impose the strict condition of Legendre but only the standard necessary condition of the former. An example in which a singular arc affords a strong local minimum illustrates the properties of the alternate sufficiency theory presented in this article.
Introduction
The parametric problem that we shall study in this paper consists in minimizing a functional of the form I(x a ) := l(a) + t 1 t 0 L(t, x(t),ẋ(t)) dt.
For this problem, elements x a will be called arcs or trajectories, where x is an absolutely continuous function mapping [t 0 , t 1 ] to R n and a ∈ R p . The nonparametric problem we shall deal with concerns the fact of finding a minimum value to a functional I(x) := (x(t 0 ), x(t 1 )) + t 1 t 0 L(t, x(t),ẋ(t)) dt.
Also, for this problem, elements x are called arcs or trajectories and x is an absolutely continuous function mapping [t 0 , t 1 ] to R n .
It is worthwhile mentioning that the hypotheses of the theorems provided in this paper do not make use of the classical strengthened condition of Legendre, implying that our results also apply for singular trajectories, that is, arcs x a where det[Lẋẋ(t, x(t),ẋ(t))] could be equal to zero for some t ∈ [t 0 , t 1 ].
The origin of the technique used in the main sufficiency proof presented in this article arises in a method which was first introduced by McShane in 1942 and it was later generalized by Hestenes in 1966 . This technique has been applied in [13] in order to obtain sufficiency theorems for parametric and nonparametric calculus of variations problems which do not include isoperimetric restrictions. It is of importance to mention that this method is self contained since it does not make use of concepts such as, matrix Ricatti inequalities, fields of extremals, or local convexity arguments, as those presented for instance in [5] , [1, 3, 6, 9] , or [11] respectively. As a remarkable fact, we point out that all the above sufficiency theories require the standard assumption of nonsingularity, the same fact which is imposed in all the classical literature in the calculus of variations, for example, see [2, 4, 7, 8, 10, 12, 14] . In contrast, we show how our theory may be able to detect singular solutions. This fact is illustrated with an example, in which a singular arc satisfies all the hypotheses of one of our sufficiency theorems.
In this paper we present a new sufficiency theorem for strong local minima for a parametric isoperimetric calculus of variations problem and an additional new sufficiency theorem for strong minima for a nonparametric isoperimetric problem of Bolza. In Section 2 we state the parametric isoperimetric problem and we enunciate the main corresponding sufficiency result, leaving its proof for Section 5. In Section 3 the parametric problem of Bolza is stated together with its corresponding sufficiency theorem which is almost an immediate consequence of the sufficiency result for the parametric problem. In Section 4 we present two lemmas which will be of a fundamental usefulness in the sufficiency theory presented in this paper. The proof of these auxiliary results is provided in Section 6. Finally, in Section 7 we illustrate our theory by means of an example in which a singular arc satisfies all the assumptions of one of our new sufficiency theorems.
Isoperimetric parametric calculus of variations problem
Let T := [t 0 , t 1 ] be a closed interval in R and A be any nonempty subset of R p , which we shall call the set of parameters. Consider the following functions
r).
We shall assume throughout the paper that the functions L, L 1 , . . . , L r are of class C 2 with respect to x andẋ in T × R n × R n . Also, it will be assumed that the functions l, l γ (γ = 1, . . . , r) and Ψ i (i = 0, 1) are of class C 2 in R p .
We denote by AC(T ; R n ) the set of absolutely continuous functions defined on T with values in R n , by AC 2 (T ; R n ) the set of absolutely continuous functions with square integrable derivative, that is,
In addition, denote by AC p (T ; R n ) and AC 2 p (T ; R n ) to the sets AC(T ; R n )×R p and AC 2 (T ; R n ) × R p respectively. If x ∈ AC(T ; R n ) and a ∈ R p we denote by x a to the element (x, a) ∈ AC p (T ; R n ).
The isoperimetric parametric calculus of variations problem we shall deal with, which we label (P), consists in minimizing a functional
over all x a ∈ AC p (T ; R n ) subject to the constraints
Here, problem (P) is called the variable state equality constraint isoperimetric parametric problem in the calculus of variations.
Elements of AC p (T ; R n ) are called arcs or trajectories, and a trajectory x a is admissible if it satisfies the constraints. An admissible arc z c solves (P), if I(z c ) ≤ I(x a ) for all admissible arcs x a . An arc z c is a strong minimum of (P), if it is a local minimum of I relative to the norm
that is, if for some > 0, I(z c ) ≤ I(x a ) for all admissible arcs x a satisfying x a − z c < .
With the purpose of establishing the first sufficiency theorem of the paper, let us introduce the following definitions.
• Given x ∈ AC(T ; R n ), definẽ
• Given r real numbers λ 1 , . . . , λ r , consider the functional I 0 defined for all admissible arcs x a by
• For any x a ∈ AC p (T ; R n ) withẋ ∈ L ∞ (T ; R n ), and any y b ∈ AC p (T ; R n ), the first variation of I γ (γ = 0, 1, . . . , r) along x a over y b is given by
and the symbol * denotes transpose.
•
• The Weierstrass excess functions of L γ (γ = 0, 1, . . . , r), E γ : T × R 3n → R, are given by
• Define the functions V :
The following theorem provides a set of sufficient conditions for a strong minimum of problem (P). Conditions (i) and (ii) of Theorem 2.1 are called transversality conditions, condition (iii) is the integral form of the Euler equation, (iv) corresponds to the Legendre necessary conditon and it is worthwhile mentioning that its strict version is not imposed, condition (v) is precisely the positivity of the second variation along nonnull admissible variations and, finally, conditions (vi), (vii) and (viii), are appropriate selected conditions related to the Weierstrass excess function of the augmented Lagrangian.
Theorem:
Let z c be an admissible arc withż ∈ L ∞ (T ; R n ). Suppose there exist two positive numbers h, , a constant k ∈ R n , and multipliers λ 1 , . . . , λ r such that if
the following is satisfied:
(vi) If x a is admissible with x − z C ≤ , then E 0 (t, x(t),ż(t),ẋ(t)) ≥ 0 (a.e. in T ).
(vii)
whenever x a is admissible and x − z C ≤ .
Then, for some µ, ν > 0 and all admissible arcs x a satisfying x a − z c ≤ ν, we have
In particular, z c is a strong minimum of (P).
Isoperimetric nonparametric problem of Bolza
Now, consider an interval
r).
We shall assume that the functions L, L 1 , . . . , L r (γ = 1, . . . , r) are C 2 with respect to x andẋ in T × R n × R n . Also we shall suppose that the functions
The isoperimetric nonparametric problem of calculus of variations we shall deal with, which we label (P), consists in minimizing the functional
over all x ∈ AC(T ; R n ) subject to the constraints
Here, problem (P) is called the variable state equality constraint isoperimetric nonparametric problem of Bolza in the calculus of variations.
Elements in AC(T ; R n ) will be called arcs or trajectories with respect to problem (P) or simply arcs or trajectories when it does not exist any confusion. We shall say that an arc x is admissible if it satisfies the constraints. A trajectory z solves problem (P) if it is admissible and I(z) ≤ I(x) for all admissible arcs x. We shall say that an arc z is a strong minimum of (P) if it is a minimum of I relative to the norm · C , that is, if for some > 0, I(z) ≤ I(x) for all admissible arcs x with x − z C < .
. We associate problem (P) to the parametric problem of Section 2, which we denote by (P Ψ ), that is, (P Ψ ) will be the parametric problem given in Section 2, with p = n,
. . , r), and Ψ 0 , Ψ 1 the components of Ψ, that is, Ψ = (Ψ 0 , Ψ 1 ).
Theorem:
The following is satisfied:
(i) x a is an admissible arc of (P Ψ ) if and only if x is an admissible arc of (P) and a ∈ Ψ −1 (x(t 0 ), x(t 1 )).
(ii) If x a is an admissible arc of (P Ψ ), then
(iii) If z c is a solution of (P Ψ ), then z is a solution of (P).
Proof: Statements (i) and (ii) follow from the definitions of the problems. Now, let x be an admissible arc of (P) and let a ∈ Ψ −1 (x(t 0 ), x(t 1 )). By (i), z is an admissible arc of (P) and x a is an admissible arc of (P Ψ ). Then by (ii),
which shows (iii).
The next theorem, which is a direct consequence of Theorems 2.1 and 3.1, gives a set of sufficient conditions for problem (P).
Theorem: Let
and let (P Ψ ) be the parametric problem defined in the previous paragraph of Theorem 3.1. Let z c be any admissible arc of (P Ψ ) withż ∈ L ∞ (T ; R n ). Suppose there exist two positive numbers h, , a constant k ∈ R n , and multipliers λ 1 , . . . , λ r such that if
Then, z is a strong minimum of (P).
Auxiliary results
The following lemmas will be of usefulness in the proof of Theorem 2.1. Before enunciating the lemmas we shall introduce some notions concerning convergence of functions. The proof of these lemmas will be given in Section 6.
Let (f n ) be a sequence of measurable functions and let f be a measurable function. We shall denote uniform convergence by
f . From now on we will not relabel the subsequences of a given sequence since this fact will not alter our results.
In the following two lemmas, we shall assume that we are given z ∈ AC(T ; R n ) and (z q ) a sequence in AC(T ; R n ) such that
For all q ∈ N, let
Lemma:
There exists a subsequence of (z q ) such thaṫ
Proof of Theorem 2.1
The following definitions will be of usefulness in the proof of Theorem 2.1.
• For all x ∈ AC(T ; R n ) and a ∈ R p , define
Observe that for all a ∈ R p ,
• For all γ = 0, 1, . . . , r, the functions
and the Weierstrass excess functions of L γ
are defined bỹ
Since the proof of Theorem 2.1 is rather long, first we shall state several lemmas which are going to help us to carry out the proof of the theorem. Throughout this Section, z c will be an admissible arc withż ∈ L ∞ (T ; R n ) which satisfies all the hypotheses of Theorem 2.1 and (z q cq ) will be a sequence of admissible arcs such that for all q ∈ N,
2)
It should be noted that z q u −→ z and c q −→ c.
For all t ∈ T , u ∈ R n+p , and γ = 0, 1, . . . , r, definẽ
Observe that for all γ = 0, 1, . . . , r, we havẽ
For all γ = 0, 1, . . . , r, and all admissible x a , definẽ
γ (t, x a (t),żċ(t),ẋȧ(t)) dt.
Lemma:
If x a is admissible, then for all γ = 0, 1, . . . , r,
Proof: It follows from the definitions ofẼ γ ,K γ ,Ĩ γ , andĨ γ .
If x a is admissible with x − z C ≤ , theñ
Proof: It follows from the fact thatẼ 0 (t, x a (t),żċ(t),ẋȧ(t)) = E 0 (t, x(t),ż(t),ẋ(t)), condition (vii) of Theorem 2.1, and the definition of Q.
There exists η > 0 such that if x a is admissible, then
By continuity ofL 0uu andL 0uu , there exists κ > 0 such that
for all t ∈ T and u,u ∈ R n+p which satisfy |(u,u)| ≤ κ 0 . Define
Let x a be an admissible arc such that
Therefore,
for almost all t ∈ T . Then,
for almost all t ∈ T . Hence
For all q ∈ N and i = 0, 1, the following holds
. Then (i) and (ii) of Lemma 5.4 follow by Taylor's formula applied to Ψ i . By Theorem 2.1(i), we have 
Once again by Theorem 2.1(iii), the function t → L 0ẋ (z(t)) belongs to AC(T ; R n ) and hence Lemma 5.4(iv) is satisfied. Finally, Lemma 5.4(v) is obtained by replacing Lemma 5.4(iii) in Lemma 5.4(iv).
There exists a subsequence of (z q cq ) such that z q = z for all q ∈ N.
Proof: Suppose the contrary. Without loss of generality we may assume that z q = z for all q ∈ N. Then, (i) and (iii) of Lemma 5.4 become
Similarly, (5.2) is reduced to l 0 (c q ) < l 0 (c), which implies that c q = c for all q ∈ N. Therefore, we may choose a subsequence such that
for someĉ ∈ R p with |ĉ| = 1. By (5.3), for i = 0, 1,
Also, since z cq and z c are admissible, by Lemma 5.1, for γ = 1, . . . , r, we have
As one readily verifies, for all γ = 1, . . . , r,
Therefore, for γ = 1, . . . , r,
Consequently, 0ĉ ∈ Y (z c ) and 0ĉ is nonnull. By (5.4), if (c q , c) denotes the interior of the line segment joining the end points c q and c, for all q ∈ N, there existsb q ∈ (c q , c) such that
By (5.5) and Theorem 2.1(ii),
which contradicts Theorem 2.1(v).
The following is satisfied
(ii) lim q→∞ Q(z q − z) = 0. 
Consequently for all q ∈ N,
Therefore, by (5.6) and (5.7), Lemma 5.6(ii) holds.
For all q ∈ N, define
There exist y ∈ AC 2 (T ; R n ) and a subsequence of (z q ) satisfying
Proof: By Lemma 4.1 together with Lemma 5.6, we immediately obtain Lemma 5.7(i), (ii), and (iii). Now, for all q ∈ N and almost all t ∈ T ,
where
By Theorem 2.1(vi),
Let S be a measurable subset of T such thatż 
Since the mapping
is integrable on T , and since S can be chosen such that the measure of T \ S be arbitrarily small, one obtains Lemma 5.7(iv).
The sequence ((c q − c)/d q ) is bounded.
Proof: Suppose that the sequence ((c q −c)/d q ) is unbounded. Thus, there exists a subsequence such that
Choose a subsequence of ((c q − c)/|c q − c|) andč ∈ R p with |č| = 1, such that
As
Then, by Lemma 5.4(i), for i = 0, 1, 
Thus, by Theorem 2.1(viii), for all γ = 1, . . . , r,
Since for all q ∈ N and γ = 1, . . . , r,
then, by (5.10) and (5.12), for all γ = 1, . . . , r,
Thus, sinceẏ
then for all γ = 1, . . . , r,
Therefore, 0č ∈ Y (z c ) and 0č is nonnull.
By (5.13),
14)
Then, by (5.14) and (5.15),
Finally, by (5.16), Lemma 5.1, (5.2), (5.17) and Theorem 2.1(ii),
There existc ∈ R p and a subsequence of ((c q − c)/d q ) such that
(ii) yc ∈ Y (z c ).
Proof: Lemma 5.9(i) follows by Lemma 5.8. In order to prove Lemma 5.9(ii), note that by Lemma 5.4(i) and the fact that y q u −→ y, we have
Now, since for all γ = 1, . . . , r, 
Since for all q ∈ N and γ = 1, . . . , r, Therefore, since
Consequently, yc ∈ Y (z c ).
The following holds
(ii) and Lemma 5.9(i),
ẏ, and by Lemma 5.7(iv), then as one readily verifies, Proof of Theorem 2.1: Suppose that all the hypotheses of the theorem are satisfied and that its conclusion is false in order to obtain a contradiction. Since for every admissible arc x a we have that I(x a ) = I 0 (x a ), the fact that the conclusion of the theorem is false implies that for all q ∈ N, there exists z q cq admissible such that (5.1) and (5.2) are satisfied. Consequently, the lemmas given in this Section are satisfied by z c and the sequence (z q cq ). Then, by Lemma 5.10(ii), Lemma 5.2, the fact that 2V (α) ≤ |α| 2 (α ∈ R n ), Lemma 5.4(i), Lemma 5.9(i) and (ii), and Lemma 5.10(i),
Let x ∈ AC(T ; R n ) and set w(t) :
Then,
Consequently, lim
which implies that there exists a subsequence of (z q ) such thatż q au −→ż on T .
Proof of Lemma 4.2:
Recalling the definition of w q given in the proof of Lemma 4.1, let us observe that sinceż q u −→ż on S, then
As R q u −→ R on S, it follows that lim inf q→∞ Sẏ q (t) * R q (t)ẏ q (t) dt ≥ Sẏ (t) * R(t)ẏ(t) dt.
Example
The next example illustrates the theory presented in the above sections. It deals with a nonparametric problem of Bolza and with a singular arc which satisfies all the hypotheses of Theorem 3.2 of Section 3. For this problem we can consider the data of the nonparametric problem given in Section 3 which are given by T = [0, 1], n = r = 1, A 0 = A 1 = {0}, (x 1 , x 2 ) ≡ 0, 1 (x 1 , x 2 ) = x 1 + x 2 , L(t, x,ẋ) = tẋ 2 − x 3 , L 1 (t, x,ẋ) = t 2ẋ2 − (1 +ẋ 2 ) 3/4 + 1.
Clearly, the arc z ≡ 0 is admissible of (P). Let Ψ: R → R × R be defined by Ψ(a) := (a, a). Clearly, Ψ is injective. The associated parametric problem (P Ψ ) has the following data, A = Ψ −1 ({0} × {0}) = {0}, l = • Ψ ≡ 0, l 1 (a) = 1 • Ψ (a) = 1 (a, a) = 2a, L = L, L 1 = L 1 and Ψ 0 , Ψ 1 the components of Ψ, that is, Ψ 0 (a) = Ψ 1 (a) = a. Let c := 0 and observe that z c is an admissible arc of (P Ψ ) withż ∈ L ∞ (T ; R). Now, if we choose the multiplier λ 1 = 0, then l 0 (a) := l(a) + λ 1 l 1 (a) = 2λ 1 a = 0,
Since L 0x (z(t)) = 0 and L 0ẋ (z(t)) = 0 (t ∈ T ), then, conditions (i) and (ii) of Theorem 3.2 are satisfied. Also Theorem 3.2(iii) holds with k = 0. We have and E 1 (t, x, 0,ẋ) = t 2ẋ2 − (1 +ẋ 2 ) 3/4 + 1.
Hence, Theorem 3.2(vi) is verified with any > 0. Also, if x a is admissible, E 0 (t, x(t),ż(t),ẋ(t)) dt ≥ 1 0 E 1 (t, x(t),ż(t),ẋ(t)) dt , whenever x a is admissible, and Theorem 3.2(viii) holds with h = 1 and any > 0. By Theorem 3.2, z is a strong minimum of (P).
