Abstract -Recursive calculation of the probability density function characterizing the state estimate of a nonlinear stochastic dynamic system in general cannot be performed exactly, since the type of the density changes with every processing step and the complexity increases. Hence, an approximation of the true density is required. Instead of using a single complicated approximating density, this paper is concerned with bounding the true density from below and from above by means of two simple densities. This provides a kind of guaranteed estimator with respect to the underlying true density, which requires a mechanism for ordering densities. Here, a partial ordering with respect to the cumulative distributions is employed. Based on this partial ordering, a modified Bayesian filter step is proposed, which recursively propagates lower and upper density bounds. A specific implementation for piecewise linear densities with finite support is used for demonstrating the performance of the new approach in simulations.
Introduction
The task of determining unknown quantities through indirect measurements in nonlinear systems is a key problem in digital signal processing. From a theoretical point of view, this problem is solved by the Bayesian Estimator or Bayesian filter. Practical implementations of this algorithm only exist for special systems.
In this paper, we introduce a novel approach to propagate sets of probability density functions through a Bayesian Estimator. This is achieved by defining lower and upper densities for sets of densities, which are passed through the filtering algorithm, to obtain new lower and upper bounds for the resulting estimated density. Several works have been done in processing sets of probability distributions in a Bayesian way. The field of robust Bayesian analysis [1] deals with sets of probability distributions processed by Bayesian inference and the dependence of the posterior to the prior distributions and the likelihood function respectively. Much work has been done on this topic [2] and the theory is well established, but no convincing algorithm has been proposed so far [6] . Furthermore, the problem of state prediction is not solved with these results. Another approach to state estimation is based on interval analysis [3] . The problem here is the discretization of sample space.
By discretization no guaranteed probability distribution bounds of the continuous sample space can be given. The same problem holds for the DempsterShafer-Theory [4] and operations on the DempsterShafer structures [5] . This will be shown by an example: Consider a Gaussian probability density function f (x) = N (0, 2) with mean 0 and variance 2, and a sample space Ω = [ −5, 5] . Now a discretization of the sample space is given by the intervals A := [−5, −2.5), B := [−2.5, 0), C := [0, 2.5), and D := [2. 5, 5] . For the intervals, the probability is given as P (A) = 0.1, P (B) = 0.4, P (C) = 0.4, and P (D) = 0.1. With this information, a probability box as described in [5] can be determined. It is shown in Figure 1 . The cumulative distribution function F , an upper distribution function U , and a lower distribution function L are shown. With the intervals and the corresponding probabilities, a probability box can be determined that bounds the cumulative distribution function F . Performing discrete Bayes' law with the probabilities Figure 1 : Distribution function F with its probability box U, L.
of f both as prior and likelihood results in a new probability box described by U ′ and L ′ . The corresponding posterior probability density is f ′ (x) = N (0, √ 2) in continuous space. Discrete Bayes' law agrees with this result in that the probability box bounds the continuous distribution F ′ . If the discretization of the sample space is changed in such a way that the intervals have different widths, the result is less satisfactory. As an example the intervals E 1 := [0, 1) with P (E 1 ) = 0.19 and E 2 := [1, 2.5) with P (E 2 ) = 0.21 are defined. The partitioning of Ω is now {A, B, E 1 , E 2 , D}. Applying Bayes' law leads to a different solution shown in Figure 2 . Here the probability box does not bound the function F ′ and so no guaranteed upper and lower distribution functions are given. This can be seen at the location 0.5. Furthermore, it can be shown that even Figure 2 : Distribution function F ′ with its probability box U ′ , L ′ . The probability box does not bound the function F ′ .
for equal interval widths the bounding property of the probability boxes is not preserved for continuous densities. The same applies to Dempster-Shafer structures.
For that reason they are not adequate for this estimation problem. The use of bounds is able to simplify the Bayesian estimation problem. In general, the complexity of a density representation increases with a rising number of measurements. Furthermore, the expressions usually cannot be calculated in closed form and the density type changes with each processing step. Only linear systems with Gaussian noise can be evaluated analytically with a constant complexity by employing the well-known Kalman Filter [8] . To overcome the problem of increasing complexity, the use of samples instead of whole densities is employed [9, 10] . The so called particle filters are very efficient from an algorithmic point of view. Unfortunately, it is very difficult to guarantee a sufficient precision of the estimate. An alternative approach is the use of generic parameterized density functions, like Gaussian mixtures [11] . The Gaussian mixture filtering algorithms themselves are also very efficient. Approaches exist for approximating arbitrary density functions [12] , but they are computationally very costly. Our key idea is to sacrifice a bit of precision by introducing lower and upper density bounds. In return, we obtain much simpler density functions we can handle. Furthermore, if a parameterized representation of the bounding densities is used, the complexity of the representation can be easily kept at a constant level.
Another aspect for the use of density sets is that in technical systems the exact likelihood is often unknown or cannot be obtained with reasonable effort. Numerical deviations, sensor drift or complex measurement equipment are some common examples. Since these errors are typically of a mixed stochastic-deterministic nature, a set based approach has to be pursued. The use of bounds would be an efficient method for dealing with such stochastic-deterministic errors.
The following section reviews the time-discrete Bayesian Estimator and discusses the structure of filter employing bounds. The rest of this paper is structured as follows: In Section 3, a more rigorous definition of lower and upper densities will be given. Then a construction algorithm of a set containing a given or partially known probability density function will be derived. It is shown what information is required and how to derive lower and upper probability density functions. Section 4 describes the modifications of the Bayesian filter step to propagate such bounds: The lower and upper bounds of two sets are combined to obtain new bounds. The second part of the estimator, the prediction step is shown in Section 5. Section 6 investigates the cubic sensor problem as an example application. This paper closes with a conclusion and an outlook on future work.
Problem Formulation
For the sake of clarity and brevity, merely scalar stochastic variables will be considered which are denoted by boldface, e.g. x.
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Figure 3: Structure of a time discrete nonlinear system with input u k , outputŷ k and a generic Bayesian Estimator determining f e (x) for the state variable x.
We consider the following nonlinear time discrete system
with the not directly observable state variable x k , the deterministic input u k , the scalar measurement y k , and the additive noise terms v k , w k which have the densi-
Note that an realization of y k , i.e. an actual measurement, is denoted byŷ k . The Bayesian Estimator generates an estimate for x k in the form of a density f e (x k ) for each discrete time k. As shown in Figure 3 , the estimator consists of the filter step and the prediction step.
The purpose of the filter step is to enhance a given estimate f p (x k ) with the information of the measurement valueŷ k . This is accomplished by determining the likelihood [8] 
and then using Bayes' law
to receive the desired estimated density f e (x k ). It is obvious that by recursive application f e (x k ) gets more and more complicated for almost any type of density function. The prominent exception is the Gaussian density with a linear measurement equation.
The prediction step is used to propagate a current estimate f e (x k ) to the next time step k + 1. It can be shown that
is an optimal predicted density with respect to equation (1). A solution for value discrete densities can be found in [13] .
Generate Likelihoods

Modified Filter
Step Our approach is to modify the filter step for propagating a set of densities. As shown in Figure 2 , two likelihoods, one lower and one upper, are generated. The generation of these likelihood depend on the nonstochastic errors of the system. Efficient methods of deriving density bounds from real systems are another point of future research. These two likelihoods plus the lower and upper bounds of the prior density f 
Lower and Upper Densities
For defining lower and upper bounds a partial ordering over the cumulative probability distributions is introduced. This approach is much more intuitive than using the density function, since cumulative distributions are monotonous and intervals for probabilities can easily be derived. Definition 3.1 Given are two probability density functions
For investigating sets of probabilities, bounding densities have to be defined. Definition 3.2 Given is a set of densities Φ over x. A density f u is called upper bounding density on Φ, if for every density f Φ ∈ Φ and for every x ∈ Ω
holds. A lower bounding density is defined analogously.
The ideal thing would be to know the density which tightly bounds a given set. Definition 3.3 Given is an upper bounding density
holds. A lower tight bounding density is defined analogously.
It is not possible to derive tight bounding densities for arbitrary sets of densities. But we are able to show that bounding densities can be derived for a large class of continuous density functions which are close enough the tight bounding density to be used for nonlinear estimation.
A Specific Class of Boundable Probability Density Functions
This work considers one-dimensional probability densities. The following assumptions are made for all density functions f :
• Two scalars α and β, α < β, exist with f (x) = 0 for all x < α and x > β. So f only has values larger than 0 inside the interval [α, β].
• The density functions must be continuous. This means that maximum and minimum values of f exist for every set in [α, β]. The same assumption applies to its derivative ∂ ∂x f (x) also.
In order to compute the bounds the density functions need not to be completely known. The following information is required:
] are disjunct except their borders x i and their union is [α, β].
• The function values of f at all locations x i , x = 1 . . . n + 1. This assumption can be loosened by assuming an interval for the function values f (x i ). This is part of future work.
• The maximum and minimum bounds of the considered probability density function f within
{f (x)} ,
{f (x)} .
• The maximum and minimum bounds of the derivatives of the probability density functions:
In this work it is bounded with 3 straight lines. Other functions like higher order polynomials or Gaussian distribution functions are also possible. The first one goes through the point (x i |f (x i )) with maximum slope a i . The second one has a constant value of c i . The third straight line goes through (x i+1 |f (x i+1 )) and has the minimum slope b i . The upper estimation f u of f is now the minimum of these three straight lines.
f u is displayed in Figure 5 . Figure 5 : Upper bound f u of a probability density function f with three straight lines.
The lower estimation f l of f is given in a similar way again with 3 straight lines. In comparision to the upper estimation the slopes a i and b i are now interchanged and the second straight line has a constant value of the minimum d i . To obtain the lower bound of f the maximum of the 3 lines is needed:
f l is displayed in Figure 6 . Figure 6 : Lower bound f l of a probability density function f with three straight lines.
Now the estimates f l and f u can easily be calculated for all x in [α, β]. f u and f l are not valid probability density functions because none of their integrals is guaranteed to be equal to 1. Only f u (ξ)dξ ≥ f (ξ)dξ = 1 and f l (ξ)dξ ≤ f (ξ)dξ = 1 are fulfilled. How to get valid probability density functions is discussed in the next Subsection.
Deriving Valid Lower and Upper Bounding Densities
To obtain valid density and distribution functions only the upper estimation f u is needed. If we compare f u (ξ)dξ to f (ξ)dξ we can say that
and especially
are fulfilled. To convert the integral of f u to a valid probability distribution function it will be bounded to the maximum of 1. A scalar value v is determined which satisfies the equation
which exists because f u (ξ)dξ ≥ 1. Now the corresponding valid probability density function u is
The probability distribution function is then x −∞ u(ξ)dξ which is an upper bound of the distribution function of f .
The lower boundary is determined as follows: A scalar value w with
is defined. The resulting probability density function l, the lower bound, is then
Its probability distribution function is x −∞ l(ξ)dξ. We will proof that this term is actually the lower bound of the distribution function
applies for all x. For x < w equation (10) is obviously fulfilled. For x ∈ [w, β], x is substituted by y − β and (11) is obtained. Differentiating both sides of equation (11) with respect to y we obtain ∂ ∂y
and ∂ ∂y
Comparing both derivatives leads to
Inequality (13) (12) follows that equation (11) is fulfilled. For any x > β equation (10) is fulfilled using equation (9) .
An example of the densities u, l, and their distribution functions is shown in Figure 7 . The density f (x) at the top of Figure 7 is a Gaussian density N (0, 1). 5 intervals have been defined with their borders −5, −3, −1, 1, 3, and 5 to calculate the bounds. The line segments of the lower density bound l and the upper density bound u can be seen clearly. The positions v and w, where the densities u and l are cut-off, are at about −0.7 and 0.7. At the bottom of Figure 7 the probability distributions F, L, and U are shown. Here the order of the densities can be seen. Neither the distribution function L corresponding to the lower density bound l nor the distribution function U corresponding to the upper density bound u subtend the distribution function F .
Deriving a Modified Bayesian Filter Step
With the bounds introduced in the preceding section, it possible to derive an algorithm to obtain guaranteed lower and upper bounds of the estimated resulting distribution function after a Bayesian filter step. Passing the lower and upper bound directly to the filter would not produce the desired result because the order of the densities would not be conserved. The normalization factor given in the denominator of equation (2) would destroy the previously valid order. In the following a modified Bayesian filter step is introduced.
We assume that the parameters introduced in Section 3 of the functions f 1 and f 2 are known. First an approximation of the product f 1 · f 2 will be shown. 
The parameters are then calculated as
With this information the bounds of a Bayesian filter step of the two functions f 1 and f 2 , labelled f 12 , can be given. The lower and upper bounds will also be denoted by the additional index 12. To calculate the bounds an upper limit of the fraction in equation 2 is determined. This is done by calculating a lower limit for the denominator and and an upper limit for the numerator.
L , and the assumed function values at all locations x i are
. With these parameters lower and upper functions f l,12 and f u,12 can be calculated.
An example is given in Figure 8 . The top figure shows the resulting density f 12 after the Bayesian filter step with its lower and upper bounds l 12 and u 12 . The functions f 1 and f 2 are probability densities with
, a normalization constant k, and f 2 = N (2, 1). f 1 is a composite of a Gaussian density and a sine curve and therefore rather complex and elaborate to handle. The bottom of Figure 8 shows the corresponding probability distributions F 12 , U 12 and L 12 . 
Deriving a Modified Prediction Step
With the information of the parameters a, b, c, d, and f (x i ) of two probability distributions, the prediction step described in Section 2 can be performed. The required computation is given by a convolution of the probability densities f 1 and f 2 . A special case with x k+1 = x k + w k is described here. Other system model equations can be handled by estimating the transitional density function f w (ŷ k − h k (x k )) and processing it with f e k . Regarding the segmentation of the sample space
Maximum function values c 1 * 2 can be approximated by max x∈[xi,xi+1] {f 1 (x) * f 2 (x)} ≤ c i,1 * 2 and it holds
So the convolution is performed by integrating f u,1 multiplied by a constant factor. Because of the simple structure of f u,1 it is easy to integrate. In an analogous way the minimum function values d i,1 * 2 can be computed.
The minimal and maximal derivatives can be computed by considering
and replacing the factor ∂ ∂x (f 2 (x − ξ)) by the corresponding upper or lower derivation a i or b i .
Assumed function values (f 1 * f 2 )(x i ) at the interval borders can be estimated by computing the convolution interval directly. The product f 1 · f 2 is a polynomial of order 2 and is easily integrated.
These are all parameters needed in order to perform the prediction step.
Example: Cubic Sensor Problem
The cubic sensor problem is a well known problem which is extensively discussed in literature. It was introduced by Bucy in [7] . This work investigates the discrete-time cubic sensor problem with the measurement model equation
where v k is zero mean noise consisting of a Gaussian and a sine part and the system model equation
at a discrete time step k. w k is also zero mean noise and constructed like v k . In order to perform backward inference to estimate the system state x k at time step k given the measurementŷ k and a prior density function of the system state, the normalized product
analogous to equation (2) needs to be calculated. This problem can be reduced to estimating the likelihood f v (ŷ k − x 3 k ) and then applying the modified Bayesian filter step discussed above.
First the parameters of the measurement noise function f v need to be specified. They are denoted by the index v. Now a function f v,y−x 3 (x) is defined with The function values at the interval borders are given by f v (ŷ − x 3 i ) for all i = 1 . . . n + 1. The maximum and minimum function values can easily be determined by evaluating
is estimated as follows: The maximum and minimum slope of We define the set
whereas the value 0 has to be considered for both a i,v,y−x 3 and
An example upper estimation f u,v,y−x 3 (x) of the unnormalized density f v (ŷ − x 3 ) withŷ = 0.5 and σ 2 v = 1 is shown in Figure 9 . Note that the integrals of both functions are below 1. If they would be normalized individually the condition f v (ŷ − x 3 ) ≤ f u,v,y−x 3 (x) would not be met any more and invalid results could appear. Normalization is done in the modified filter step. Figure 10 shows a complete measurement step with the parameters given above and a prior normal density N (0, 1). It is clearly seen that the lower and upper probability density functions are cut-off and are normalized. Iterative estimations are shown in Figure 11 . The figure shows the system state after 20 iterations. It can be seen that the density functions are rather irregular. This is mainly due to the cubic measurement equation and the complicated noise density. 
Conclusion and Future Work
In this work lower and upper bounds for sets of probability densities have been introduced. For that purpose a partial ordering of densities has been defined. This allows to encase complex densities by simpler bounding densities. It was proposed to only propagate the bounds instead of the whole set through a modified Bayesian filter step which results in new bounding densities.
A kind of guaranteed estimator for complex densities can be designed to cope with numerical deviation and other deterministic error sources. By choosing the appropriate bounding density type, it can be ensured that the true density stays within determined bounds, while the complexity of the filter step does not increase. Furthermore, in technical systems the exact likelihood often cannot be obtained with adequate effort. Using bounds can be an efficient method to incorporate these kinds of mixed deterministic-stochastic uncertainties.
To demonstrate the practicability of our approach, lower and upper bounds for a class of density functions were constructed. It was shown that for continuous piecewise limited densities with piecewise limited derivatives, the modified Bayesian filter step can be derived. It was demonstrated on the cubic sensor problem, that these bounds are tight enough to conduct efficient nonlinear filtering.
Further research includes other classes of probabilities, e.g. higher order polynomials or piecewise Gaussians.
On the theoretical side, a derivation of a measure of the tightness of bounds would be helpful to identify new classes of boundable probability density functions.
In conclusion, we believe that the use of lower and upper bounds can substantially improve the quality of nonlinear estimators and simplify their design for a wide range of applications.
