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Essays in Energy and Environmental Economics
Raimundo Atal Chomali
This dissertation represents an effort to advance interdisciplinary research in issues relevant for
energy and environmental policy, combining economics with applied engineering and ecology. It
includes work that is informed by theoretical and empirical studies, and is conceptually centered
in the notion that competitive markets lead to inefficient combinations of risk and yield. In the
first two chapters of the dissertation, I study this in the context of wind energy capacity
investments, where profit-maximizing developers choose the location and timing of the
construction of wind farms. The final chapter of the dissertation is an empirical study on the
effects of intensive aquaculture on water pollution.
Climate change mitigation will require massive investments in energy sources that do not emit
greenhouse gases. Today, renewable energy in the United States accounts for around 19% of total
electricity production and is expected to double its share by 2050 (Energy Information Agency
(EIA)) as many states commit to significant increases in renewable energy in their portfolios.1
The increase will come mostly from wind and solar (EIA), two intermittent sources of energy that
have experienced remarkable technological improvements in the past decades.
The first chapter deals with location decisions about wind farms in the US. When wind farms are
1Renewable energies are hydroelectric, geothermal, solar, wind, wood and waste biomass, and biofuels. A simple
back-of-the envelope calculation suggests that phasing out coal completely could mean a threefold increase in capacity
of renewable energy.
located close to each other, their individual output is highly correlated, which means that there is
a high level of variability in aggregated output. A constant stream of electricity is very important
for managing electrical systems, where a balance needs to be maintained between supply and
demand all the time. In this chapter, I argue that competitive developers have incentives to build
wind farms too close to each other, resulting in output that is too variable. This occurs because
individual developers do not internalize output variability costs which are borne by the system
operator. I provide an approximation to this spatial inefficiency by calculating an efficient frontier
using a simple linear optimization procedure and comparing it to the actual mean-variance output
profile .
The second chapter deals with the timing of construction. Technological change has dramatically
increased the output a single windmill can produce; wind turbine technology has developed very
rapidly as taller turbines and longer blades have allowed for large increases in output. Because of
the high fixed costs of the initial investment, there is value in waiting to see what technological
innovations may occur in the future. In this chapter, I argue that developers might have incentives
to build wind turbines too soon . I provide empirical content to this idea by calculating the
increases in output and profits that would have occurred if developers would have waited to
invest, once technological improvements occur.
Both chapters combined suggest that competitive markets lead to a profile of wind output that is
too little and too variable, and that is situated inside a dynamic efficient frontier. This idea
parallels — conceptually — the literature on the tensions between profit maximization leading to
specialization and ecosystem functionality through diversification that follows from Weitzman
(2000). Just as farmers who have incentives to concentrate on a few high-yielding crops, which
increases the likelihood of pests and thus of the variance of aggregated output, my analysis
suggests individual developers of wind energy projects tend to concentrate in locations with high
wind speed, failing to internalize the added variability costs and thus leading to excessive
aggregate output variance. Competition also leads to investing too soon, a concentration in time
which, I propose is also (ex-post) inefficient.
The third chapter studies the empirical relationship between intensive salmon aquaculture and
primary productivity in the inner seas of Chiloé, in the south of Chile. While aquaculture is an
increasingly important food source, its potential environmental impacts have been insufficiently
studied. In this project, I focus my attention on the relationship between water enrichment
through feed and waste and abnormal algae growth (measured as chlorophyll concentrations ).
Previous studies of this relationship have documented water enrichment near the salmon farms,
relying on relatively few on-site measurements of chlorophyll. In this chapter, I explore effects at
the large (basin) scale and, instead of relying on in-situ measurements, I use satellite data for
chlorophyll measurements and farm-level information on fish biomass, allowing me to
significantly expand the spatial and temporal dimension of the measurements and enrich the
empirical strategy. Results so far suggest there might be a positive relationship between
aquaculture and chlorophyll concentrations. While, I am not at this point able to reject the
hypothesis of no effects , this chapter provides suggestive evidence that a positive relationship
might exist, and gives precise avenues on moving forward for giving a more definitive answer.
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Chapter 1: Inefficient Location of Wind Energy Investments in the US
1.1 Introduction
The intermittency of wind (and solar) energy imposes important costs on the operation of the
electricity grid, effectively limiting the share of wind and solar in the energy matrix (Gowrisankaran,
Reynolds and Samano, 2016; Katzenstein and Apt, 2012). Spatial diversification of wind farms
can reduce output variability, lowering in turn the needs for storage, demand management, and
back-up generation capacity, which are all substitute strategies used to deal with this intermittency.
Specifically, as wind farms become more geographically separated from each other, the correlation
of their output decreases, offsetting each other and reducing aggregate variability and the need to
invest in costly alternatives. However, as several authors have suggested, there may be incentives
for wind farm developers to concentrate the construction of wind farms in locations with high
expected output, leading to “excessive” output variability (Worley and Kaffine, 2010; Schmidt,
Lehecka and Schmid, 2013; Wolak, 2016).
The goal of this chapter is to study spatial inefficiencies of wind energy investments in the US.
I do so by expanding the theoretical analysis of location incentives to an oligopoly framework,
and then update previous calculations made by Wolak (2016) on the distance between output vari-
ability and variability implied by an efficient frontier. Theoretically, I study the location decision
using a “locational Cournot” framework (Gupta, Pal and Sarkar, 1997) where wind speed distri-
bution changes across space and correlation of wind speed increases as farms become closer to
each other. In an oligopoly, players soften price competition by distancing themselves from one
another, which decreases the variance of combined output. When they are price takers, most of
this incentive disappears, leading to wind farms being built closer to each other, resulting in higher
1
total output variance. Then, using georeferenced data from the National Renewable Energy Lab
(NREL) on wind speed and from the United States Geological Survey (USGS) on the location of
the universe of wind turbines in the US, I calculate the distance between the actual mean-variance
profile of wind energy capacity factors and the mean-variance profile implied by an efficient fron-
tier. I find that wind output variance is greater than the variance at the efficient frontier by more
than 20% for all Independent System Operators (ISOs) and Regional Transmission Organizations
(RTOs). CAISO (California) has the largest inefficiencies, with output variance near 50% greater
than the frontier.
This work is built on that of others (Wolak, 2016; and Novacheck and Johnson, 2017; Degeilh
and Singh, 2011) who suggest a portfolio investment approach is useful when studying the opti-
mal allocation of stochastic energy sources. Within this framework, Wolak (2016) finds that the
standard deviation of wind and solar output (combined) in California (CAISO) is around 25%
higher than on the estimated efficient frontier for installed capacity as of 2012. While I calculate
the inefficiency for wind alone , my main contribution with respect to Wolak (2016) is to provide
a comprehensive calculation that includes all ISOs/RTOs and the universe of wind farms as of
2018, as well as providing a more realistic set of restrictions to calculate the efficient frontier. My
results show that the current wind output in California exhibits greater variability than in 2012,
and a larger distance to the frontier than implied in Wolak (2016), which might suggest increasing
geographical concentration of output over time .
Fixed price incentive mechanisms, such as fixed Feed-In Tariffs —prevalent in Europe— should
provide strong incentives for concentrating investment in windier sites, thus leading to excessive
variance. Whether variable prices that reflect marginal production costs can induce proper diversi-
fication is debatable. Schmidt, Lehecka and Schmid (2013) suggest that when aggregate stochastic
renewable production affects prices, sites with low (high) correlation with output (prices) from
these sources will be more profitable, inducing diversification. I suggest it is entry to each one of
2
these particular sites that is inefficient when wind power developers are price-takers. This is more
in line with Worley and Kaffine (2010), who model competition by price-taking developers and
show that there are strong incentives for concentrating output.
The analysis in this chapter suggests that incentives for renewable energies whose output de-
pends on their location should be indeed location-specific to induce proper diversification. This
is in contrast with the main incentive for renewables in the US, the Federal Producer Tax Credit,
which grants a homogeneous tax credit to project operators on a per kWh basis.
The chapter is divided as follows. First, I discuss some background information regarding the
cost of variability, the measure of efficiency against which actual output mean and variance is com-
pared to, and the scale at which the analysis is performed. Second, I outline the model that guides
my intuition . Third, I discuss the data. Fourth section shows the results.
1.2 Background
1.2.1 On the costs of variability
Power supply and demand (load) must be balanced continuously. For that reason, the variabil-
ity of intermittent sources such as wind (and solar) imposes a wide range of costs. These are either
“direct” costs to the system operator or “indirect ” costs to society (Katzenstein and Apt, 2012),
which are incurred to secure operating flexibility in order to manage power fluctuations (variability
costs) and to deal with the uncertainty (uncertainty costs) in output (Northwest Power and Conser-
vation Council, 2007).1
Estimating these costs is challenging as they depend on the level of renewable energy pen-
1The components of variability costs according to Katzenstein and Apt (2012) are: load following, regulation,
energy balance, spinning reserve, supplemental reserve, frequency control, voltage control, non-operating reserve, and
standby reserves.
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etration, output variability, and counterfactual scenarios. However, available estimates for wind
power suggest these costs can be large. For example, Wiser and Bolinger (2008) estimate that
they range from $0.5 to $9.5 per MWh for wind penetration levels ranging from 3.5% to 33%. In
turn Katzenstein and Apt (2012) estimate the variability costs alone in the Electricity Reliability
Council of Texas (ERCOT) to be around $4.35 per MWh. If we extrapolate the latter estimate
to all of ERCOT’s wind energy production as of 2018 (the data used in this paper), these vari-
ability costs would be around $330 million per year. Extrapolating these numbers to the entire
US, these direct costs would amount to around $1.3 billion per year. Note that this might even
be an underestimation because they are increasing with capacity and only account for variabil-
ity costs, excluding uncertainty costs. Uncertainty costs are also likely to be high; for example
Gowrisankaran, Reynolds and Samano (2016) estimate $46 per MWh for solar uncertainty costs.
Importantly for the purpose of this paper, spatial diversification allows wind turbines to offset
each other’s variability. This potential offset varies by region, but available estimates suggest they
are large and can potentially translate into important cost reductions. Grams et al. (2017), for ex-
ample, show that balancing future wind capacity across regions with contrasting weather regimes
in Europe (variations of weather that occur at distances of more than 1,000km and more than 5
days apart) can almost completely eliminate aggregate output variation at medium temporal scales
(a period of a few weeks). Shaner et al (2018) in turn give a broad scale analysis on the sensitivity
of storage needs and system reliability to increasing areas of wind resource aggregation. For exam-
ple, they estimate that less than 60% of demand can be met in systems that are heavily dependent
on wind when the resource is aggregated over city- scale areas. This number, however, increases
to more than 75% when the resource is aggregated to the areas equivalent to the contiguous US.2
How location aggregation turns into actual cost reductions for system operators has not been ad-
dressed to the same level in the literature. At the micro scale, Katzenstein and Apt (2012) present
2There are many details in their calculation, and specifically it assumes no “excess installed capacity” (name
plate installed capacity equivalent to maximum demand) and no storage. This sensitivity of reliability to resource
aggregation increases when considering scenarios with storage and excess built capacity .
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changes in variability costs due to average variability costs for a single turbine in ERCOT to be
around $8.7 per MWh in 2008. When 20 farms are interconnected, the costs fall to $4.35 per MWh
due to reduced total output variability. 3
There are also “indirect” costs related to the fact that non-renewable but dispatchable sources
that are displaced by wind (and solar) are polluters (mainly coal and natural gas). Emissions in-
crease with total output from non-wind sources, but also when large and quick power increases
are needed (ramping), which will increase with wind (or solar) output variability (Novacheck and
Johnson, 2017).
1.2.2 An efficient frontier
As stochastic sources of output that exhibit a known correlation structure, wind sites can be
studied using a portfolio approach (Wolak, 2016). In this chapter, I address whether observed ca-
pacity investments result in output that is far from the wind output mean-variance efficient frontier.
In the following, I describe this frontier. 4
3Using their methodology, variability costs depend on the costs of ancillary services.$3.9 per MWh in 2009 for
each wind farm (the difference between years is due to the drop in the price of ancillary services)
4Since technology is changing over time, this frontier is dynamic, as seen in Chapter 2. However, for the purpose
of this chapter, I will consider technology to be fixed.
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Call :8C installed capacity in location 8 at time (year) C, and @8Cℎ the hour ℎ output from a turbine




Now B8C is the share of capacity of site 8 at time (year) C. The expected value and variance of
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where d8 9 is the covariance between hourly capacity factors at sites 8 and 9 , B8C is capacity share
of site 8 and  C is total capacity at time C.
Then, the efficient frontier is characterized by the solution to the minimization of output vari-
ance for a given level of expected output. Considering the discussion in the previous section, I
argue this is a reasonable characterization of the optimization problem for a system operator. That
is, all other things being equal, having lower total output variance from wind reduces overall oper-
ation costs. The level of expected output can be thought to be one that is consistent with a specific















5Countries (and states in the US) have different target output levels for renewable energy. For some states in the
US, these target levels are explicitly given in the Renewable Portfolio Standards (Yin and Powers, 2010).
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where the cost of connecting a wind farm at site 8 to the electricity grid is 8C . The first con-
straint sets the level of target expected output (in GWh or share equivalent). The second constraint
imposes a limit on how much capacity can be installed at site 8, which is determined by terrain (and
possibly transmission) restrictions.6 The third constraint simply imposes that the sum of capacity





sum of actual interconnection costs for all wind farms. Conceptually, this isolates the results from
potential efficiency gains from investing in transmission that connects far flung locals, allowing for
lower correlations between sites. In this sense, calculations here represent a constrained optimum
, where the constraint is the existing electrical grid.7
Conveniently, the problem can be re-written in terms of capacity factors and the solution char-
acterized as the mean-variance pair for different levels of aggregate capacity factors:
min
8

























Figure 1.1 shows a representation of the efficient frontier that results from the minimization
problem above. I hypothesize the actual mean-variance pair that results from the location decision
will be inside the frontier because of incentives to concentrate in locations with high wind speeds.
Movements in the horizontal-left direction correspond to changes related to the location that affect
6Wolak (2016) does not incorporate restrictions on how much energy can be concentrated in each site, and thus
most likely overestimates the gains from spatial diversification he finds. In this chapter, I impose a limit of 10% of
total market capacity, but this limit can be better calculated using available data from the National Renewable Energy
lab (see Discussion section). As a sensitivity analysis, I present results considering a maximum of 5% of total market
capacity in the Appendix.
7Transmission restrictions can also put a limit on how much output can be concentrated in one location. In this
paper, I do not incorporate this constraint explicitly, but it should be noted it may have an impact.
7
variance while keeping the actual capacity factor (and output) mean constant.




NOTES: Figure shows the efficient frontier for capacity factors. Red point shows the actual mean-variance pair, which
will be located inside the frontier when there is spatial inefficiency.
1.2.3 On scale of analysis and potential for diversification
The electricity market in the US can be studied at different aggregation scales. At the broadest
level, it consists of three largely independent interconnections: the West, East, and Texas (ER-
COT), with limited power transfer across them. Within these three, are different subsystems that
differ in the level of power flows across their borders: regions defined by the North American
Electric Reliability Corporation (NERC), Independent System Operators (ISOs), and Regional
Transmission Organizations (RTOs), Power Balancing Authorities (PBAs), and states. In this ex-
ercise, I perform calculations at the ISO/RTO level as these are defined markets where prices are
cleared, but other aggregations are also relevant.8 For example, there is great heterogeneity at the
8I include data on the non-ISO Western region for completeness.
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state level in renewable energy public policies, so results at the state level can be informative.9
Figure 1.2 shows wind speed correlations between sites where there are currently wind turbines.
Average correlation reductions per km are stable across markets, with some markets (CAISO, ER-
COT and WEST) exhibiting greater potential correlation reductions at shorter distances. Connec-
tion of sites at distances equivalent to the size of ERCOT and CAISO makes it possible to reach
correlations near zero, signaling great potential reductions in output variability.
Figure 1.2: Wind speed correlation and distance between wind turbines
NOTES: Figure shows Pearson correlation of wind speed as a function of distance between sites for each market in
the sample plus the non-ISO Western region (WEST). Data for the non-ISO Western region is trimmed to distances
< 1000km for display purposes. Correlation between sites does not decrease significantly for distances greater than
1000km. Data from NREL.
9See the Appendix for a representation of the diversity of existing policies for wind energy at the state level.
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1.2.4 Transmission
Transmission plays, naturally, a key role in the location decision and thus on the observed cor-
relation output matrix. Most importantly, it determines interconnection costs, and developers will
naturally prefer projects that can be located closer to the grid because they are cheaper. Intercon-
nection costs can vary significantly by project, but available estimates (for 2009 ) suggest median
interconnection costs represent around 15% of the total installation cost (Mills et al, 2009).10 Even
though there have been relevant investments in grid expansions, there is no guarantee it efficiently
connects wind sites, as the grid was largely built before wind (and solar) was relevant.11 As
mentioned above, the efficient frontier considers a constant grid, which allows one to isolate the
sub-optimality of the location decision from the potential inefficiencies from the grid’s configura-
tion. In this sense, any (locational) optimality needs to be interpreted as a constrained optimum,
where the constraint is imposed by the spatial configuration of the electricity grid. In addition, lim-
ited transmission might deter entry into a congested line. This could provide incentives for spatial
diversification and should increase the relative value in sites that sell output through non-congested
lines, ceteris paribus. I argue that a congested transmission line should not affect a price-taker’s
location decision when considering sites that are all connected to the same congested line .
1.3 Model
In this section, I outline a model of the location decision by a developer using a locational
Cournot framework (Gupta, Pal & Sarkar, 1997) where wind speed distributions and distance to
the interconnection point change across a uni-dimensional space, and correlation of wind speed
increases as wind farms become closer to each other.12 Developers simultaneously choose their
10The importance of interconnection costs has likely increased over time. First, because, as will be discussed in the
next chapter, farms are located further and further away from the electricity grid. Second, because generation costs —
per kWh— have decreased.
11In fact wind speed and capacity factors are largely uncorrelated with distance to the grid when one considers sites
where there are wind farms as well as sites that are still available.
12It can be a linear field or a city in locational model terminology.
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location and, after this decision has been made, then realizations of output and price occur for
every subsequent period.
Figure 1.3 shows a graphical representation of the three main components of the location model
(mean wind speed, correlation, and interconnection costs). Special cases are depicted where wind
speed is highest right at the “middle” of the field (Figure 1.3a), the minimum achievable correlation
between any two wind farms is d (Figure 1.3b) and, just as with interconnection costs, changes
linearly with distance (Figure 1.3c).


































NOTES: Panel (a) shows mean wind speed in the linear field. A special case is depicted where wind speed is highest
right at 1/2 and symmetric, with minimum and maximum wind speeds F̄ and F, respectively. Panel (b) shows
correlation between wind farms that is linear on distance. The three lines show correlation between 0 and 1 as a
function of 1’s location for three cases for 0’s location: at 0, 1, and inside the interval. Minimum attainable correlation
is d (around 0 in the data). Panel (c) shows linear interconnection costs. For a given interconnection point % in the
linear field, connection costs increase linearly with distance.
Call E(Π8Cℎ) the expected hour ℎ revenue from installing a turbine in site 8 at time (year) C. The
first order condition with respect to location is:
[8] : (1 + A)
Δ+1 − 1






Using the variance decomposition formula:
[8] : (1 + A)
Δ+1 − 1











− k = 0
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The first order condition with respect to location reveals the basic trade-offs for location of a
wind farm. First, a developer will be willing to choose a site with a lower average wind speed
if it has access to higher average prices. Second, a developer will want to locate in a site with a
high correlation between price and wind speed. It becomes apparent that the ability to affect prices
then plays a key role in the location decision. In the locational Cournot example with a symmetric
distribution of wind speed around the middle of the city (as in 1.3a), a developer will have fewer
incentives to move towards the center if this has a lower expected price, counteracting the incen-
tives described in Worley and Kaffine (2010) and Schmidt, Lehecka and Schmid (2013) for wind
farms simply moving to the windiest sites. Importantly, a developer will also have fewer incentives
to build a wind farm closer to another one as this increases the correlation of output between them,
reducing the correlation between own output and price. To the best of my knowledge, there is no
evidence that wind farms, at an individual level, affect prices in relevant markets. This suggests
that, in a competitive environment, wind farms will be located too close to each other, with a re-
sulting total variance that is potentially higher than what a planner would choose.
1.4 Data
In this section I describe the data and the exercises used in this chapter. I combine turbine lo-
cation data from the United States Geological Survey with model-based georeferenced wind speed
and output estimates from National Renewable Energy Lab (NREL), which is available at a 2x2km
resolution. This allows for the approximation of wind speed and output at the wind turbine level. I
do so by assigning each turbine to a NREL wind speed series based on minimum distance.
NREL has constructed a data set that includes model-based wind speed series for all potential
wind sites in the US. Potential sites are selected based on wind availability and the feasibility of
constructing a wind farm.13. For each of these locations, NREL provides a 5 minute interval series
13For example, protected areas and urban areas are excluded
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of wind speed measured at 100m, wind direction, air surface temperature, and air pressure on more
than 100,000 pixels with a resolution of 2x2 km (Figure 1.4). It also provides estimations of power
and capacity factors constructed by assuming turbines with homogeneous technology . 14
Figure 1.4: Wind Speed Data (NREL)
(a) (b)
NOTES: Figure shows NREL data for wind speed. Panel (a) shows data for the contiguous US, while panel (b) is
zoomed in for greater detail. Each dot shows a wind speed series. Colors denote average wind speed, increasing from
blue to red .
Meanwhile , the United States Geological Survey (USGS) has an up-to-date dataset on the
universe of wind turbines installed in the US. It provides the exact location, year of coming on-
line, physical factors like hub-height and rotor diameters, among other characteristics (Hoen, et al
2018). The sample consists of around 60,000 turbines built from 1980 to mid-2018. I limit the
sample to 2000-2018, because prior to 2000, the entire process was very experimental. I group
these turbines by project name and characteristics to identify around 1400 wind farms across the
US (Figure 1.5).
14The dataset assumes 100m turbines installed at each site. Three turbine models are considered based on a clas-
sification of the wind speed series. The power functions associated with each turbine model differ slightly and reflect
a small margin of fine match between technology and site characteristics. These differences are small compared to
changes in power functions that result from technological development, and there seems to be no significant correlation
between wind speeds and capacity factors and the power curves assigned by NREL to a particular site.
13
Figure 1.5: Wind Turbine Characteristics Data (USGS)
(a) (b)
NOTES: Figure shows the location of wind turbines. Panel (a) shows the location of wind turbines in the US. Panel
(b) shows a zoom for greater detail. Different colors represent different wind farms. Data from USGS.
1.5 Descriptive Statistics
Figure 1.6 shows yearly added wind capacity in the US for each wholesale market (and the
non-ISO West, labeled as WEST) as well as current shares (as of 2018). Investment drops in
2002, 2004, and 2013 are explained by temporal expirations of the Production Tax Credit (PTC),
the main federal support for renewable energy.15 Figure 1.6c shows the distribution of current
installed capacity. The largest markets for wind energy are ERCOT and MISO, which account for
roughly 25% of the total installed capacity each.
15The PTC grants the owner or operator of a wind farm an income tax credit per kWh produced. The PTC has
generally been a temporary tax credit, but has been nearly constantly renewed since its implementation (Barradale,
2010). It was allowed to expire in 2002, 2004 and 2013, but reinstated retroactively soon after.
14
Figure 1.6: Installed capacity and current shares
(a) Added Capacity in the US (GW)
(b) Added Capacity by market (GW)
(c) Current Installed Capacity Shares (%)
NOTES: Panel (a) shows added wind energy capacity by market. Panel (b) shows added wind energy capacity in
wholesale markets. Panel (c) shows the current (as of 2018) share of total US wind energy capacity provided by
wholesale markets and the Western Interconnection (WEST). Data from USGS.
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1.6 Results
I calculate the location inefficiency as the difference between actual variance of output (or ca-
pacity factor) and variance at the estimated frontier for the same actual output mean (or capacity
factor). 16 This frontier is calculated assuming constant turbine technology across sites, which
allows one to isolate location from the effects of technological changes on the frontier, which is
the focus of chapter 2. In particular, I use capacity factors at each site provided by NREL, which
assume wind speed profiles at 100m and standardized power functions. Figure 1.7 shows the cal-
culated mean-variance frontier of capacity factors for the markets in the sample (black dots), as
well as the actual mean-variance profile of output (red dot). The efficient frontier differs between
markets due to the correlation structure of wind speeds and to the characteristics of the sites avail-
able in each one. Figure 1.8 shows the estimated distance between actual variance and variance
in the frontier for the same average output as today. The largest markets, where connecting more
distant turbines is feasible, exhibit largest feasible reductions. For CAISO, I find reductions close
to 50%, significantly larger than the 20% found by Wolak (2016).
16I estimate the frontier using the augmented Lagrange multiplier method for non-linear optimization. In R, this is
implemented using the Rsolnp package.
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Figure 1.7: Capacity factor efficient frontier
NOTES: Figure shows capacity factor mean-variance efficient frontier for each wholesale markets in the US and the
non-ISO West region (black dots) and actual capacity factor mean-variance (red dots).
Figure 1.8: Distance between capacity factors variance and the frontier (same mean)
NOTES: The Y axis shows the difference between the actual capacity factor variance and the capacity factor implied
by the efficient frontier for the same mean capacity factor set to current levels.
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1.7 Discussion
In this chapter I document aggregate wind output variability that is higher than what is implied
by the estimated efficient frontier . All studied markets show capacity factor variances greater than
20% compared to the frontier , with ERCOT, SPP, and MISO close to 40%. These results are con-
sistent with the idea that wind farm developers are incentivized to concentrate on sites with high
wind speed and not internalize the costs of added output variability to the system.
Existing incentives for wind (and solar) in place today —in the US and abroad— are largely
homogeneous. In the US for example, some balancing authorities charge integration tariffs to cover
some of the variability costs, but these are set on a per kWh basis. The Production Tax Credit, the
main federal financial policy for wind energy, is also on a per kWh basis. Meanwhile in Europe, it
is common to see fixed feed-in tariffs, which secure a price for each unit of output. This chapter
suggests these incentives should instead be location specific. Importantly, they should not only
depend on output variance at a particular site, but also on the correlation of wind speeds between
locations. As I discuss in this chapter, given the same variance and mean output, it is preferable to
locate a new wind farm in a site that exhibits lower correlation with the output from current wind
farms, and incentives should be set up accordingly. In the context of investment plans to expand
the capacity of renewable energy sources, making subsidies location-specific could serve both the
goal of subsidizing wind energy expansion and the one of minimizing total variance in the system.
A few caveats suggest the nature of future work. First, the restriction imposed on how much
capacity can be installed in a particular site can be finely tuned to better represent existing site char-
acteristics. This restriction comes from terrain characteristics that are, theoretically, observable in
NREL data. In this chapter, I have considered a cap on maximum installed capacity equal to 10%
of total capacity in the market. This might underestimate or overestimate the results depending on
how binding this restriction is for particular sites. Sensitivity analysis (shown in the Appendix)
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suggests these restrictions are important. A second caveat stems from the fact that these calcula-
tions only consider sites where there are already wind turbines and not those sites that have not
yet been developed. Including these sites increases the possibilities for diversification and could
suggest my findings are conservative.
Finally, as mentioned before, the incentives described in this paper apply to solar energy as
well. Indeed, EIA predicts greater expansions of solar plants compared to wind turbines in the
future. While the benefits of spatial integration might be lower than with wind (as the spatial
correlation of solar radiation is greater than for wind), these magnitudes are a matter of empirical
investigation.
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Chapter 2: Inefficient Timing of Wind Energy Investments in the US
2.1 Introduction
Wind turbine (and solar panel) technology has developed very rapidly in the past few decades.
Older wind farms are significantly less efficient than newer ones but still represent an important
fraction of total installed capacity. In addition, newer farms have increasingly been installed in sites
that have lower wind speeds and are located further away from the electric grid. In this chapter, I
suggest that, in the context of rapid technological change, competition for the best sites can lead
to inefficient timing of investment. In particular, the risk of losing the site to a competitor could
rush developers to install farms, eroding the potential gains from waiting to build due to general
technological improvements.
Theoretically, competitive advantage for a first mover in preemptive games can lead to ineffi-
cient timing in the presence of technological development (Fudenberg and Tirole, 1985). In the
context of this chapter, wind developers risk losing the best sites to a competitor, creating an ad-
vantage for moving earlier and installing a wind farm. So, while there are benefits for delaying
investments, these are eroded by the competitive pressure. Note that these benefits for delaying
investments are true even if there is no uncertainty regarding future costs or technological change.
Uncertainty regarding the value of these irreversible investments should give further incentives for
delaying them (Arrow and Fisher, 1974; Pindyck, 1990). For risk-averse agents, there is a value
in waiting for uncertainty to be revealed in order to avoid the low part of the value distribution,
which in this context corresponds to a scenario of rapid technological development. This applies
to wind energy because the replacement costs of a wind turbine are non-trivial, and while tech-
nological improvements have been important, evidence from surveys show significant uncertainty
20
regarding future technological advancements.1 Thijssen Cottrell and Sick (2002) recognize that
the first-mover advantage might indeed erode this option value . In this paper, I provide empirical
content to this idea, in the context of wind energy investment decisions.
Using data from the United States Geological Services (USGS) and the National Renewable
Energy Lab (NREL) on wind turbine characteristics and geo-referenced wind speed distributions,
respectively, I find systematic, positive, and economically relevant ex-post benefits of delaying the
installation of wind farms in the US, which is consistent with developers that compete for best
sites and erode the waiting value of technological development. For some years, output and profits
would have increased 20% and 100% respectively from delaying the installation of the wind farms
by only a couple of years.
The chapter is organized as follows. First, I describe the main intuition using a simple model.
Second is the discussion of measuring wind turbine technological development. Then I describe
the data used to characterize the evolution of said technological progress. The final section presents
the main results.
2.2 Model
Assume that, for each time period, a suitable site is either occupied by a developer or still
available.2 Assume also that projects have all the same expected life cycle of Δ years and that
1In the US, since 2010, the average Levelized Cost of Energy (LCOE) for on-shore wind has generally decreased
more than 60% (Lazard report, 2019). Lantz, Hand and Wiser (2012) document a wide range of expectations regarding
these types of changes in the future.
2I am not considering the question of upgrading, but this is an important factor when it comes to the US. In 2017 for
example, partial upgrades produced around 2,000 MW, while total added capacity was around 7,000 MW. Repowering
has been the focus of research in European markets, such as Denmark (Cook and Lin, 2020), in part because these
markets developed earlier and a greater share of turbines have completed their life cycle. It is expected that in the US
upgrades and replacements will be increasingly important as farms get older. To the best of my knowledge, there is
no available data on this in the US however. My work is still informative to the extent that it speaks to the location
decision of the turbines that are being upgraded (relocating is too expensive) and of the ones that need to be built in the
future . Regarding investment timing, note that repowering only responds to the expectation of future technologies,
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all turbines in a wind farm provide the same revenue stream.3 Call E(Π8Cℎ) the expected hour
ℎ revenue from installing a turbine at site 8 at time (year) C, and 8C total installation costs. The






[1 + A]B − E(8C)
where A corresponds to the discount rate and 8C are —fixed— installation costs.
Consider now a wind developer solving how long to wait to build a project and defining E(6B)
as expected growth of the value of a turbine in period B. Denote W as the probability of losing access
to a site for each period.4 Delaying an investment C periods (from today) is profitable for the firm if:
(1 − W)C
(1 + A)C E(+80)
C∏
B=1
(1 + E(6B)) > E(+80)
where E(+80) is the expected value of a turbine built today (period 0). It is clear to see that the
above will be true if the growth of cumulative profits discounted by the probability of losing the




(1 + E(6B)) > (1 + A)C
prices and costs, not on the location nor the pressure to rush in investing since sites are already secured.
3This is obviously a simplification. Wake effects, i.e., downstream turbulence externalities created by turbines,
are relevant, and addressed in Lundquist et al (2019 ).
4This probability is assumed to be constant for ease of exposition.
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Importantly, from a pure resource perspective, it will be socially efficient (ex-ante) to delay
investment C periods if:
C∏
B=1
(1 + E(6B)) > (1 + A)C
Note that investments can be inefficient ex-post not only because of the competitive pressures
described in this chapter, but also due to differences in the expected and realized growth of tech-
nology. In particular, an underestimation of E(6B) will underestimate the value of waiting and thus
will lead to inefficient investments ex-post (i.e., investments that are proven to have been made
too soon after they were done). It is reasonable to argue that the relevant measure of inefficiency
is ex-ante, that is, one that exists in expectation but does not hold after uncertainty has been real-
ized. Unfortunately, I cannot distinguish between the two since there is no systematic data on the
expectations of technological development. In that sense, I am constrained to observing whether
investments have proven to be ex-post inefficient. In order to do so, I look for systematic deviations
of cumulative observed profits, growth, and interest rates in the data.
2.3 Measuring technological change and the value of waiting
In order to evaluate whether the conditions for social efficiency in the timing of construction
holds empirically, I estimate cumulative growth in profits per turbine and compare this to the cu-
mulative discount. This involves calculating all components of the profits function. In this section,
I discuss the measurement of technological change that enters the revenue function and how I con-
struct expected output. In order to construct the value of a turbine, I use prices and costs taken
from the Lawrence Berkeley National Laboratory (Berkeley Lab). The latter are described in the
data section.
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The power function of a wind turbine represents a standard relationship between wind speed
and output (Burton et al, 2001). For a turbine built at time C in location 8, output in hour ℎ, @8Cℎ, its
power function is given by:
@8Cℎ =





if FC < F8ℎ < F'C
@'C if F'C < F8ℎ < F$C
where BA0C is the swept rotor area of the turbine,5 F8ℎ is wind speed at site 8 during hour ℎ;
d8ℎ is air density; and [ is the power coefficient, which typically ranges from 0.25 to 0.45 (with a
theoretical maximum of 0.59). FC , F$C , F'C are cut-in, cut-out, and rated wind speeds, respec-
tively.
Taller turbines and longer blades mechanically allow for harnessing more wind energy by
reaching higher wind speeds that occur at higher altitudes, and increasing the swept rotor area.
However, increasing the size of the turbines presents numerous challenges that are one of the
primary areas of technological research. For example, the swept rotor area increases to by the
power of two with the length of the blades , but the volume, and thus the mass and material
costs, increases —roughly— by the power of three. Material design improvements, such as high
strength-to-weight ratio carbon fibers, have allowed for the building of more resistant but lighter
structures, thus increasing the overall economic profitability of larger turbines (Thresher, Robinson
and Veers, 2008). In addition, longer and lighter blades are more flexible and thus have increased
vibration when rotating, stressing internal mechanical parts that convert the torque into electrical
power. Technological development has increased the resistance of these mechanical parts as well
as creating control mechanisms that can help mitigate the increased vibration (Staino and Basu,
5The swept rotor area is the area of the circle formed by the rotating blades. It is simply BA0C = c( A3C2 )
2, where





These technological advances can be reflected along every dimension of the power curve: taller
turbines, longer blades, increased rated wind speeds, increased rated capacity, and higher cut-out
and lower cut-in speeds. Because of data limitations, the exercises presented in this paper assume
cut-in, cut-out, and rated wind speeds are not changed. Note that this will underestimate techno-
logical progress (because it underestimates the increases in output). Figure 2.1 shows a diagram of
the assumed changes in the power curve, where only rated power @' and power produced for wind
speeds in the interval [F , F'] change over time.












NOTES: Figure shows the assumed technological progress in the power function. The bulk of the increased power
production occur because of increases in rotor diameters and hub heights. Longer blades allow to harness more output
per unit of wind, while taller turbines allow to reach higher wind speeds. Because of data limitations, I assume that
cut-in, rated and cut-out wind speed do not change over time. This simplification leads to an underestimation of the
expected gains from waiting for technological advancements.
Define C ≡ A32C ℎℎ3nC , where A3C is the rotor’s diameter; ℎℎC is hub-height; and n is the shear
exponent, a parameter that measures how much wind speed increases with height.6 In Appendix
6The shear exponent varies from site to site. In this paper I assume it is constant , since it is not available for each
site.
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for this chapter, I show that expected hourly output for a particular turbine  (@8Cℎ) can be written
as:
 (@8Cℎ) = @'C U8 + CV8
Here U8 and V8 are parameters inferred from the distribution of wind speed at site 8. V8 includes
the expected average wind speed at a reference height (100m), which is independent of the timing
of construction.7 Technological progress is then calculated with observed changes in @'C and C . I
assume wind farm developers are take technology as given, in the sense that @'C and C are exoge-
nous to them.8
The value of waiting is then calculated by constructing a simple counterfactual. For all years,
I calculate the averages of @'C and C for the newly installed turbines. Then, the value of waiting
between C1 and C2 is calculated as the average profit increases assuming that each site uses the av-
erage technology in their newly installed turbines in C1 and C2.
2.4 Data
Table 2.1 shows summary statistics for all wind turbines installed between 2000 until 2018
in the US.9 The average turbine was built in 2011, has around 1.8 MW of rated capacity, with a
hub-height of 80m and a rotor diameter of 90m.
Table 2.2 shows mean values for a number of variables in each market. Some heterogeneity
between markets exists. For example, in CAISO , where most of early wind farm development
occurred, turbines are older, smaller and located significantly closer to the grid.
7These parameters can be constructed directly from those of the wind speed distributions, which are, in turn,
estimated via maximum likelihood.
8Data shows no correlation between these and site quality or distance to the grid, when controlling for time of
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Table 2.1: Summary Statistics
Min Mean Median Max Sd
online year 2000 2011 2011 2018 4.59
rated capacity (kW) 50.0 1851.2 1790.0 3600 534.12
hub-height (m) 22.8 80.0 80.0 130.0 8.96
rotor diameter (m) 14.0 90.2 90.0 150.0 18.02
NOTES: Rows show online year, rated capacity (kW), hub-height (m) and rotor diameters (m), respectively. Data from
NREL and USGS.


























ERCOT 0.26 0.26 2011 1887.5 80.0 92.0 8.25 0.46 6.24
MISO 0.25 0.51 2011 1826.6 82.2 90.1 7.77 0.44 6.38
SPP 0.18 0.69 2013 1953.9 80.4 96.7 8.34 0.48 6.51
WEST 0.17 0.85 2009 1702.6 76.3 84.0 7.80 0.40 5.12
CAISO 0.06 0.91 2010 1884.6 71.6 81.6 8.87 0.47 3.37
PJM 0.05 0.96 2012 1880.8 86.9 92.5 7.89 0.45 4.99
NYISO 0.02 0.98 2009 1760.1 82.2 86.0 7.82 0.46 4.24
ISO-NE 0.02 1.00 2012 2219.5 81.6 90.5 7.78 0.46 7.38
NOTES: Columns show capacity shares, cumulative capacity share (from highest to lowest), average turbine online
year, average turbine rated capacity (kW), average turbine hub-height (meters), average rotor diameter (meters), av-
erage wind speed at the associated NREL site (at 100m), capacity factor (at 100m with standard technology), and
distance to the grid, respectively. Data from NREL and USGS.
2.5 Location and site characteristics
Figure 2.2 shows how, over time, site quality has decreased. Panel (a) shows that capacity fac-
tors (measured at 100m with standard technology using NREL data) have decreased, while panel
(b) shows that distance to the grid has increased over the time period. Both of these trends com-
bined reveal that there is some rivalry in site availability, supporting the idea that the first-mover
advantage might be relevant.
investment.
9I exclude from the sample turbines installed prior to 2000 as these were mostly experimental wind farms.
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Figure 2.2: Site quality and online year
(a) Capacity factors
(b) Distance to the grid
NOTES: Panel (a) shows capacity factors (measured at 100m with standard technology). Panel (b) shows distance to
the grid (in km). Each light blue dot corresponds to a turbine. Black dots show yearly averages. The blue solid line
shows a fitted linear trend. Data from NREL and USGS.
2.6 Technology
Figure 2.3 shows the evolution of hub heights, rotor diameters, rated capacities, and the calcu-
lated technology index C for each market in the sample. Hub heights exhibit a stepwise increase of
three standards: the 50-60m turbines in the early 2000s, the 80m turbines used until around 2015,
and, more recently, turbines that are around 100m tall. Meanwhile rotor diameters exhibit a linear
upward trend, showing that longer blades are being installed at same hub -heights. Turbine rated
capacity —the maximum amount a turbine can generate— also exhibits a somewhat linear upward
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trend, in line with the continuous increase of rotor diameters. The combination of the increase in
hub heights and rotor diameters lead to an overall linear increase in the technology index C over
time as shown in panel (d).
Figure 2.3: Evolution of the parameters on the power function
(a) Hub Height (m) (b) Rotor Diameter (m)
(c) Turbine Rated Capacity (kW) (d) Technology Index (indexed to min()=1)
NOTES: Panel (a), (b) and (c) show evolution of hub heights, rotor diameters, and rated capacities, respectively.
Meanwhile panel (d) shows the evolution of the constructed technology index C .
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2.7 Price and cost
In order to construct the value of a turbine and its change over time it is necessary to incorporate
energy prices and construction costs. Unfortunately, I do not have market data for each individ-
ual farm. Thus I use the available data for Power Purchase Agreements (PPAs) at the wholesale
market level. Today, around half of newly installed wind projects in the US are built under a PPA.
A PPA is a bilateral contract between an independent power producer (that operates or owns the
turbines) and, typically, a utility that sets a fixed price per kWh of output sold to them. Evidence
suggests these prices have been, on average, similar to wholesale markets prices (Berkley Lab), so
the use of PPA prices for the overall market seems reasonable.10 This data is available from the
Berkeley Lab, which also reports estimated turbine installation costs. PPAs and installation costs
per turbine are shown in Figure 2.4 (a) and (b) respectively. An important feature of this data, is
the increase and subsequent decrease of prices and costs. Bolinger and Wiser (2019) and Moné
(2017) discuss that the main driver for cost changes has been the scaling up of turbines, the dol-
lar/euro exchange rate, and labor and material costs. All cost components increased before 2008
and decreased afterwards. The authors suggest this is due to increased competition among man-
ufacturers and important cost reductions in the supply chain. This, along with a similar trend for
natural gas prices (the black line in panel (a)) explain the evolution of PPAs observed in panel (a).11
10This is true for spot and forward prices.
11As mentioned above, larger turbines are also heavier, and per kW material costs increase with turbine size (the
mass of materials needed increases costs more than the increase in maximum output). Technological advances, how-
ever, have meant that these increases are compensated by increases in production, leading to decreasing Levelized
Costs of Energy (LCOE) (Bolinger and Wiser, 2019; Moné, 2017).
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Figure 2.4: PPA and Cost of Wind Turbines
(a) Capacity weighted PPA ($/MWh) (b) Average turbine installation costs ($/kW)
NOTES: Panel (a) shows capacity weighted PPAs ($/MWh), colored lines show prices for each market. The black line
shows national average natural gas price. Panel (b) shows average turbine installation costs ($/kW) in the US. Data
from Berkley Lab .
2.8 Results
Figure 2.5 shows cumulative average growth of  (@), C and rated capacity for all turbines in
the US as a function of the number of years investments are delayed (x axis of each plot) and the
year in which investments were made (each plot ). For example, the first plot —on the upper left—
shows that delaying the construction time of the average turbine built in 2000 by 10 years implies
an increase of around 200% in expected output. Meanwhile , the average investment made in
2017 (plot on the bottom right) could have yielded, on average, around 8% higher output if it was
delayed for one year. Figure 2.6 shows, in addition to the growth of expected output (same as in
Figure 2.5), price changes (PPAs) and turbine costs, both of which determine the value (in profits)
of waiting on an investment. The value of waiting is shown in Figure 2.7. Since the present value
of an investment depends on interest rates,12 Figure 2.7 shows the value of waiting for two interest
rates (5% and 7%) as a measure of robustness. Results suggest consistent, positive, and significant
returns from delaying investments for a number of years. For example, in the first (top-left) panel
of Figure 2.7, delaying an investment made in 2000 for 5 years would have yielded expected value
gains of around 800%.
12Through the calculation of the present value of revenues and discounting of profits .
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Figure 2.5: Cumulative growth of technology and expected output
NOTES: Figure shows cumulative growth of technology components and expected output from delaying investments.
Each plot corresponds to a starting year while x axis of each is the number of years investment is delayed. The red
line is growth in  while blue line is growth in turbine rated capacity. The green lines are the cumulative growth in
expected output  (@).
32
Figure 2.6: Cumulative growth of profit components: expected output, prices (PPA) and turbine
cost
NOTES: Figure shows the cumulative growth of expected output  (@), price (PPA), and turbine costs from delaying
investments. Each plot shows a starting year while x axis of each corresponds to the number of years investment is
delayed. The red line is growth in expected output  (@) (same as in Figure 2.5), the green line corresponds to PPA
growth, and the blue line shows increases in average turbine costs.
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Figure 2.7: Waiting Value (US)
NOTES: Figure shows the cumulative waiting value measured as the average increase in profits from delaying the
installation of wind turbines in a given year. Each plot shows a starting year while x axis of each is the number of
years investment is delayed. The blue and red lines correspond to the waiting value calculated with 5% and 7% interest
rates, respectively.
2.9 Discussion
In this chapter, I find that delaying fixed investments in wind energy capacity would have in-
creased expected output and profits significantly in the past 20 years. Early investments appear to
have been particularly inefficient as those years experienced important technological advances in
short periods of time. These results, I suggest, are consistent with wind developers competing for
best sites and effectively eroding the social value of delaying investments.
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As opposed to the issue of wind farm location discussed in Chapter 1, a potential policy so-
lution to the intertemporal inefficiency is less clear. Land use planning that allows developers to
secure sites and wait for technological development depends on information that, as discussed in
this chapter, is not available either for planners or individual developers . However, these results
do highlight the value of repowering old wind farms. Older wind farms in the US, as shown here,
occupy the best sites (both in terms of wind speeds and distance to the grid). Repowering these
sites could go a long way in increasing average wind output without the need to build new turbines
in new sites, which, among the other issues mentioned in the previous two chapters, might also
face local opposition for valid environmental concerns.
Finally, I have not discussed the role of a planner, who could incorporate the benefits of de-
laying investments in terms of the present value of reducing emissions. Indeed, we know wind
power is — when available — typically dispatched so that it displaces emitting sources. A planner
can trade-off present and future emission reductions based on the evolution of pollution and the
social cost of carbon cost over time and create appropriate discounts based on expected technolog-
ical evolution. This could, in principle, reduce or increase the value of the estimated inefficiency.
Building wind farms earlier reduces emissions earlier in time. On the other hand, technological
development would lead to even more reduced emissions in the future where the social cost of
carbon will be higher. This additional intertemporal dimension of the problem is left for future
work .
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Chapter 3: Intensive Aquaculture and Chlorophyll Concentrations in the
Inner Seas of Chiloé
3.1 Introduction
In recent decades, fish farming has rapidly increased its importance in the world’s food sup-
ply. According to the Food and Agriculture Organization (FAO), while aquaculture accounted for
around a quarter of total fish production in 2000, by 2010 it accounted for more than 50%.1 This is
due in part to the collapse of wild fisheries worldwide and to the technological developments that
have allowed for the production of fish — and seafood in general — in controlled environments.
In parallel with this growth, there are increasing concerns about the environmental impacts of in-
tensive aquaculture (Black, 2001; Read and Fernandes, 2003; Primavera, 2006; Barrett, Swearer
and Dempster, 2019). Depending on the species and context, these can include: changes in physio-
chemical properties and biodiversity loss on the seafloor and risks of eutrophication due to nutrient
inputs (through feed and waste), the development of resistant bacteria due to the use of antibiotics,
and the reductions of endemic species due to escapees (see Buschman et al (2006) for a full review).
In this chapter, I aim at providing empirical evidence on the relationship between salmonid
aquaculture and chlorophyll concentrations — a proxy for anthropogenic eutrophication — in the
inner seas of Chiloé, in the south of Chile, the second largest producer of farmed salmon in the
world.2 In contrast with previous studies that have concentrated on the effects near the salmon
farms, I explore effects at the “large” scale, that is, at the basin level. I do so by combining remote
1In 2000, aquaculture produced 42 million tons of fish. In 2013, it produced 97 million tons. Source: https:
//ourworldindata.org/seafood-production#how-is-our-seafood-produced.
2Salmonids refer to salmon and trout. Here, for simplicity, I do not make a distinction between the two and use
the term “salmon” to refer both to salmon and trout.
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sensing estimates of chlorophyll-a concentrations (from MODIS-Aqua satellite) with data at the
salmon farm level on fish biomass.
Most of the existing evidence on the relationship between aquaculture and primary productivity
in Chile comes from experimental settings that try to replicate real conditions or extrapolate from
small scale lab experiments (Jensen, 2012; Iriarte et al, 2012). These studies in general suggest
that a large fraction of the nitrogen (#) and phosphorus (%) added to the system (in the form of
feed and waste) is likely to end up as either as organic matter sedimentation or as dissolved nutri-
ents in the ecosystem, which might result in algae growth. According to Buschman et al. (2006),
around 75% of added nitrogen and phosphorus remain in the ecosystem. In addition, the size of
the industry suggests that this is a serious issue. The total # , pollution has been estimated to be
the equivalent of 9 million peoples’ untreated waste added to the environment or 6 million for %
(Armijo, et al. 2020 ). This means that the potential for eutrophication is, in principle, large.
The actual observed eutrophication effect depends on multiple factors such as the water recharge
capacity and the dilution rates of these nutrients as well as specific environmental conditions. The
sensitivity of the effects to actual hydrodynamic conditions is an important reason for studying
these relationships outside of the lab setting. Soto and Norambuena (2004) for example find higher
concentrations of nitrogen, carbon, and phosphorus in bottom sediments near salmon farms, but
no significant difference in the water column more than a few kilometers away. However, the low
number of observations does not allow for a deeper statistical analysis. In any case, as Quiñones, et
al. (2019) points out, while the available evidence confirms the adverse effects of salmon farming
at or near farms, larger scale evidence does not exist.3
In order to explore this issue, I combine two different datasets. First, I use remote sensing data
3In a recent article, Armijo, et al. (2020) show evidence that a severe algal bloom in 2016 was fueled by the
dumping of 9,000 tons of rotting fish. Even if the context is different, this is compelling evidence of a potential
connection between fish farming biomass and chlorophyll concentrations.
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on near-surface chl-a concentration estimates from the MODIS Aqua satellite. This, in contrast to
in-situ measurements, allows for the observation of chl-a at multiple locations at different points
in time. Second, I use georeferenced, farm-level data on fish biomass as the main explanatory
variable. Since input nutrients are largely proportional to biomass, this is a relevant source of vari-
ation that should be considered in addition to distance from the farms. Exploring effects at large
scale implies observing effects beyond the near vicinity of one — or more — farm(s). The scale
at which the effects should be observed is a matter of empirical investigation in and of itself and
presents important challenges that I seek to partially address. Ideally, one could use a hydrological
model to associate production from a set of farms with a pixel or set of pixels. Such a model, to the
best of my knowledge, does not exist for the region. I thus base my empirical strategy on multiple
plausible connections between groups of farms and chl-a measuring points. An additional degree
of freedom refers to the time scale at which the effects could be observed. Since temporal scale at
which dissolved nutrients would effectively translate into higher chl-a concentrations is not clear,
I consider the relationship between chl-a concentrations and different lags of biomass produced
around the measurement points.
Results presented in this chapter show a positive relationship between salmon farm biomass
and chl-a concentrations. When considering aggregated ecological zones, this relationship is sig-
nificant for chl-a and same-period biomass as well as for chl-a and up to three weeks of lagged
biomass . In turn, there is a positive relationship between sampling points and farms located as
far as 20km away. However, existing challenges in the estimations do not allow me to confidently
reject the null hypothesis of no effects. Specifically, other plausible —and more precise— methods




In its simplest form, the relationship could be estimated as similar to:
28C = V0 + V1 × 18C + V2 × 4=E8C + V4 × CA4=3C + V5 × X8 + n8C
where 28C is chl-a at point 8 at time C, 18C is salmon farm biomass associated with point 8 at
time C, 4=E8C are environmental controls (such as sea surface temperature and precipitation), CA4=3C
are time trends (polynomial of degree =), and X8 are point fixed effects. An important challenge
is to determine which farm locations are connected to which specific measurement points. To
explore the many plausible strategies for assigning biomass to chl-a measuring points, I perform
two complementary exercises, each with their own costs and benefits. First, I assign biomass to
a chl-a measuring point based on the “ecological zone” it belongs to.4 In the second exercise, I
assign biomass based on the distance between the salmon farm and the chl-a measuring point. An
additional degree of freedom is the relevant time lag. Nutrients released into the water column may
take 1, 2, 3 or more weeks to be dissolved and be available to algae. Thus, I consider different lags
for biomass. Finally, all regressions include an additional quadratic term for the relevant biomass,
capturing decreasing marginal effects of nutrient input on primary productivity (Scheffer, et al.,
1993; Dodds, et al., 2016; Wurstbaugh, et al., 2016).5
3.3 Data
Biomass data comes from SalmonChile, a salmon producer association that accounts for around
80% of the total regional fish production. Data is monthly observations of estimated biomass for
each salmon farm from 2012 to 2018 reported to the Chilean authorities.6 Each farm consists of
4These are described in Section 3.4.
5There are also discontinuities in the relationship — regime changes and/or different steady states — that are well
recognized, but poorly understood (Wurstbaugh, et al.,2016). I do not explore this at length in this chapter, beyond a
sensitivity analysis on filtered data that only considers lower levels of chl-a concentrations. I choose that exercise in
an attempt to exclude short term acute events of algae growth, considering the system at its base level and to avoid
potential reverse causality. Results are somewhat sensitive to this sample restriction (see the Discussion section).
6Data is available from 2000, but full reporting was not in place until 2012.
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many cages, typically just a few meters apart. The estimated biomass at the farm level is typically
inferred from sampling a number of fish and multiplying average weight by estimated population
. The latter is calculated as the difference between the initial number of fish and the number of
deaths and escapees. Some fish are transferred occasionally between farms, which is observed, but
the vast majority of cages have the same population until harvest. Estimated chlorophyll type a
(chl-a) concentrations in turn are obtained from MODIS-Aqua satellite at 4x4km (L3) resolution,
which are retrieved from the Google Earth Engine .7 For each region there is, on average, one
observation every three days. Thus, I extrapolate biomass weekly measurements from monthly
reports and aggregate daily chl-a data to weekly data points. Regressions are performed using data
at the weekly level to match the relevant scales at which the phenomena could be observed . It is
important to take advantage of the high frequency of satellite observations in order to capture the
temporal dynamic of algae growth, Since biomass increases smoothly , transforming biomass data
to weekly measurements should not overly skew the data.
3.4 Study region
Figure 3.1 shows the region of interest in the inner Seas of Chiloé, where, historically, the ma-
jority of salmonid production has concentrated.8 Panel (c) shows the points where chlorophyll is
measured. Each buffer (red circles) can contain 1 or more pixels. In the latter case, the average be-
tween measurements is considered. These points are selected quasi-randomly, located in proximity
to groups of salmon farms but further away from the shore to capture effects at the basin level, the
focus of this study. Panel (d) shows a division of the region into six ecological zones based on Lara
et al (2010). The north-south division corresponds three different sub-basins of the inner Sea of
Chiloé (Lara et al, 2010). In my estimates, I further divide each zone into east and west, which is
7Chl-a concentrations are estimated using an empirical relationship between in situ measurements of chl-a and
blue-to-green band ratios of remote sensing reflectance. A full description of the algorithm can be found at https:
//oceancolor.gsfc.nasa.gov/atbd/chlor_a/.
8Recently, production has expanded into the southern fjords of Patagonia, the southern region shown in Panel (b)
of Figure 3.1
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an ad-hoc division constructed based on conversations with expert Alejandro Buschmann, which
allows me to explore an additional dimension of the spatial variability .9 Water circulation patterns
in the basin are such that shallow water travels north to south but deeper waters travel south to north
(Silva et al, 1998; Issa et al, 2010). Since satellite estimates for chl-a concentrations concentrate
on shallow waters, this means that my focus is mostly on surface water circulation.10
9A data driven approach to division would be of interest to future research. In addition, Alejandro Buschmann
suggested an additional division of the ecological zones . The analysis of this suggested division is left for future work
.
10However, it may be the case that deeper currents drive the movement of nutrients from south to north.
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Figure 3.1: Study region: Inner Sea of Chiloé, south of Chile.
(a) South of Chile (b) Salmon farms in the inner Sea of Chiloé. Each
black shape shows a salmon farm that typically
consists of multiple cages.
(c) Chlorophyll sampling points. Each red circle
show chlorophyll-a sampling points considered in
this study. Black dots show the salmon farms.
(d) Ecological zones. Each macro-region (Ancud,
Islands and Guafo) is further divided into west and




Figure 3.2 shows basic descriptive statistics for chl-a concentrations and biomass production
for each of the macro-regions (aggregating east and west). Chl-a concentrations follow a clear
(southern hemisphere) summer-winter cycle. In the summer, higher temperatures are associated
with higher primary productivity and thus increased chl-a. The 11-12 month cycle of salmon
growing and harvesting is also apparent in the figure. Production is concentrated in the Ancud and
Island regions, which also have greater chl-a levels. However, this is insufficient evidence of the
potential impact of fish production since this region is closer to population centers and land run-
offs can also be a contributing factor to observed chl-a concentrations. Note that the sharp decline
in production in 2016 is the result of a harmful algal bloom (HAB) that effectively killed around
30% of fish biomass in that year.
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(c) Mean sea surface temperature
NOTES: Figure shows monthly total fish biomass and mean concentrations of chl-a and sea surface across all three
macro regions in this study. Chl-a and sea surface temperature averages correspond to the mean across all sampling
points in the region for a given month.
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3.6 Results
In this section I describe the preliminary results of this chapter. It is divided into subsections
that describe the different sets of exercises of assigning fish biomass with points where chl-a con-
centrations are measured. Since different assignment strategies are plausible, I take a flexible ap-
proach to investigate the nature of the relevant scale at which the effects could potentially be seen.
These exercises are, of course, a subset of other plausible assignment strategies . The first exercise
considers that, for each chl-a measuring point, the associated biomass corresponds to aggregate
biomass of the ecological region it belongs to. The second is a distance-based approach, where
chlorophyll measuring points are assigned the total biomass of farms located at a given distance.
In this case, I test different distances to explore potential impacts at different levels of aggregation.
3.6.1 Biomass aggregated at ecological zones
This exercise constructs a panel with time series for each of the chl-a measuring points (as seen
in Figure 3.1) and assign biomass to each equal to the total biomass in its region. This amounts to
estimating:
28IC = V0 + V1 × 1IC + V2 × 4=E8C + V3 × 28IC−1 + V4 × CA4=3C + V5 × X8 + n8C
where 28IC corresponds to chlorophyll concentrations at measuring point 8, located in region I
at time (week) C, and 1IC is biomass in the zone 8. Table 3.1 shows the estimates. Column headers
correspond to the lag of considered biomass. For example, the first column takes current biomass
and shows its estimated contemporaneous (same week) effect on chlorophyll concentrations. The
second column corresponds to a one week lag and so on until six weeks.
Results suggest a potential positive relationship between chl-a concentrations and biomass that
decreases as further lags of biomass are considered. For the average level of biomass in the sample
(16.8 thousand tons), the marginal effect of an additional thousand tons, in the current period is of
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Table 3.1: Biomass aggregated at ecological zones, different lags of biomass
0 1 2 3 4 5 6
bi 0.95∗∗∗ 0.97∗∗∗ 0.81∗∗∗ 0.60∗∗ 0.22 0.06 0.07
(0.24) (0.22) (0.21) (0.19) (0.18) (0.19) (0.20)
bi2 −0.02∗∗∗ −0.02∗∗∗ −0.02∗∗∗ −0.01∗∗ −0.00 0.00 0.00
(0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00)
n 111 111 111 111 111 111 111
T 354 354 354 354 354 354 354
Num. obs. 7576 7576 7555 7488 7443 7420 7384
NOTES: The dependent variable is chl-a concentration at each sampling point. Independent variable is (lagged)
biomass in the region each point belongs to. Each column corresponds to the lag of biomass considered (at 0 to 6
weeks). First column corresponds to current biomass (lag=0); bi: biomass (thousand tons). All regressions include
one week lag for chl-a concentrations, sea surface temperature, two degree time trends, and measuring points fixed
effects. Regressions are performed using Generalized Method of Moments, including up to five lags of the dependent
variable as well as two lags of sea surface temperature as instruments. ∗p<0.1; ∗∗ p<0.05; ∗∗∗p<0.01.
an increase of 0.278 <6/<3. The one week lagged biomass appears to have a similar effect. Ef-
fects decrease for further lags and are not significant after three weeks of lags (last three columns
of 3.1). Note that, in line with expectations, the coefficient on the quadratic term of biomass is
negative.11
I also regress chlorophyll to all lags of biomass — and their square — included simoultaneously
in the equation. This is shown in table ??. Statistical significance is reduced and many signs are
reversed, pointing to the importance of collinearity in the time series. This highlights the relevance
of studying spatial dynamics as a source heterogeneity, which I do in the following section.
3.6.2 Biomass based on distance to measuring point
As mentioned above, the scale at which effects should to be observed is a matter of investi-
gation in and of itself. The previous exercise assumes that all chl-a measuring points are affected
equally by the aggregated biomass inside their region, independent of where they are located in
the region and how close they are to farms. In this section I take a more flexible approach and
11These regressions are sensitive to the exclusion of the quadratic term for biomass. Coefficients for 18 are smaller
and largely insignificant in the linear model (see Aappendix 3.8.3). If diminishing impacts are true, then this is
expected behavior.
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Table 3.2: Biomass aggregated at ecological zones, all lags of biomass
0 1 2 3 4 5 6
bi 0.38 −0.15 1.45 0.68 −0.23 −2.91∗ 1.53
(0.77) (1.26) (1.54) (1.45) (1.37) (1.45) (0.79)
bi2 −0.00 0.01 −0.04 0.02 −0.07 0.07 0.00
(0.01) (0.03) (0.03) (0.03) (0.03) (0.04) (0.02)
NOTES: The dependent variable is chlorophyll-a concentration at each sampling point. Shown independent variables
are current biomass and 6 week lags. Each column shows the coefficient for each lag. First column corresponds
to current biomass (lag=0). bi: biomass (thousand tons). All regressions include one week lag for chlorophyll-a
concentrations, sea surface temperature, two degree time trends and measuring points fixed effects. Regressions are
performed using Generalized Method of Moments, including up to five lags of the dependent variable as well as two
lags of sea surface temperature as instruments. ∗p<0.1; ∗∗ p<0.05; ∗∗∗p<0.01.
assign biomass to a chl-a measuring point based on the distance between the measuring point and
the farm. I thus estimate a panel where the dependent variable is chl-a at each measuring point
and the main dependent variable is sum of biomass in the farms located within a given distance
threshold. In this specification, biomass beyond the distance threshold is assumed to have no ef-
fect, whereas biomass inside this distance is assumed to have equal effects on primary productivity.
I consider distances ranging from 1 to 20 km. Table 3.3 shows the results, where each column is
the kilometers considered as the distance threshold. The top panel of the table considers current
biomass (same week) whereas the bottom panel considers 3 weeks of lagged biomass as the main
independent variable.12
Results shown in Table 3.3 suggest a potential positive relationship between biomass and chl-a
concentrations. Surprisingly, this relationship is non-significant at the shortest distance considered
(5km), which is counterintuitive given previous results found in the literature that suggest results
are bounded to the near vicinity of the fish farms. This does suggest that nutrients are traveling
throughout the water system. In addition, even though the coefficient is not significant, its magni-
tude is reasonable . Coefficients on the square of biomass are generally negative, as in the previous
exercise, except for biomass within 5km of distance.
12The appendix to this chapter shows the effects when one considers other lags.
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Table 3.3: Biomass assigned based on distance, different lags of biomass
current biomass
5 10 15 20
bi 6.64 3.68∗ 1.54∗ 1.23∗∗∗
(4.82) (1.53) (0.60) (0.36)
bi2 −0.51 −0.40∗∗ −0.09∗∗ −0.05∗∗∗
(0.90) (0.12) (0.03) (0.01)
Num. obs. 7576 7576 7576 7576
3 weeks lag
5 10 15 20
bi 1.75 2.80∗ 1.52∗∗∗ 1.12∗∗∗
(4.60) (1.10) (0.37) (0.29)
bi2 2.27 −0.20 −0.07∗∗ −0.04∗∗
(1.21) (0.18) (0.03) (0.01)
Num. obs. 7488 7488 7488 7488
NOTES: Depedendent variable is chlorophyll-a concentration at each sampling point. Each column corresponds to
a distance of calculated (lagged) biomass (5 to 20 kms). bi: biomass (thousand tons). All regressions include one
week lag for chlorophyll-a concentrations, sea surface temperature, two degree time trends and measuring points fixed
effects. Regressions are performed using Generalized Method of Moments, including up to five lags of the dependent
variable as well as two lags of sea surface temperature as instruments. ∗p<0.1; ∗∗ p<0.05; ∗∗∗p<0.01.
Note that in this exercise, biomass is assigned to a chl-a measuring point based on the distance
in all directions (the radius). There is evidence suggesting a north-south water pattern in this area.
(Soto and Norambuena, 2004). In the Appendix I show results when considering only salmon
farms located north of the chl-a measuring point within the given distance (Table C.2). The coef-
ficients on these regressions are largely non-significant and of inconsistent signs, which could be
indicative of more complex water circulation patterns affecting nutrient dispersion.
3.7 Discussion
In this chapter, I have advanced the study of the relationship between intensive salmonid aqua-
culture in the inner seas of Chiloé, in southern Chile, and chlorophyll type a concentrations as
an indicator of anthropogenic eutrophication. In contrast to previous work that has focused on
the potential impacts near farms and in-situ measurements, I focus on the impacts at the larger
(basin) scale using satellite estimates of chl-a concentrations and farm-level biomass data. Results
suggest there may be a positive relationship between the two, which is detectable for up to three
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or four weeks later depending on the specification. In addition, these effects appear to hold for
biomass produced within a 20km radius of the chlorophyll measuring points, with stronger effects
for nearby salmon farms .
With little prior information about water patterns so that specific salmon farms can be properly
assigned to a chl-a measuring point, there is a high degree of freedom (and arbitrariness) as to how
to construct the datasets for the calculations. For this reason, I have chosen to perform a set of
exercises that assume different relationships between biomass production and chl-a concentrations
in both time and space. While my results thus far are indicative of a potential positive relationship,
these need to be taken cautiously for a number of reasons .
Of the greatest importance, the assignment of biomass to a chl-a measuring point can be im-
proved. Aggregating biomass by ecological zones is an arbitrary process and an alternative defi-
nition of these is worth studying. A particular concern is that zones used here are too broad and
encompass too many measuring points that are located too far away from the shore and salmon
farms that should not be clustered together as they belong to narrower ecological zones than the
ones I define in this study. Further work is needed in this area and this chapter provides a first step
in this direction. While the assignment by distance helps to advance this work, it is incomplete as
it doesn’t take water patterns — which are also cyclical — into account. Also, since (extremely)
high levels of chl-a concentrations can lead to fish mortality, there might be concerns of reverse
causality. I find that results are somewhat sensitive to excluding concentrations of chl-a greater
than 20 mg/m3.13 Finally, results appear to be non-robust to some specifications. Table C.1 in the
Appendix I show that considering 4 and 6 week lags for biomass yield negative coefficients, which
is counterintuitive .
13Appendix 3.8.4. shows regression results for a similar specification as Table 3.1 when restricting the sample to
chl-a concentrations smaller than 20 mg/m3. Size and significance are reduced, but the same overall pattern of coeffi-
cients remains. Distance based regressions also have less robust results. Indeed, most coefficients are not statistically
significant and of opposite sign , which should encourage further empirical exercises in the future.
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In conclusion, these results appear as suggestive evidence of a potential positive relationship
between aquaculture and anthropogenic eutrophication in the inner Seas of Chiloé, but future work
is needed to further strengthen the empirical strategy that would allow one to confidently reject the
hypothesis of no effects. This work provides a first step in that direction.
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Conclusion
In this dissertation I have tried to advance interdisciplinary work on issues that, I believe, are
relevant for energy and environmental policy. I have done so by examining the investment
patterns of wind energy in the US and an empirical investigation of the environmental effects of
intensive aquaculture in Chile. These studies have relied on knowledge from economics, applied
engineering and ecology, both for the type of questions that I have tried to answer and the
methods I have applied.
Sustainable development is an inherently interdisciplinary endeavor, and my expectation is that
this dissertation serves as an example of the type of work that is required for moving forward on
that path. A guiding conceptual principle underlying my research is the tension between profit
maximizing behaviour by competitive agents and social well-being. This poses broad questions
about the role of markets and government policy in achieving the goal of sustainable development.
I have discussed here examples where market pressures can lead to important inefficiencies. The
fact that these are in many cases irreversible highlights the importance of considering the
challenges of market-driven approaches to guide investments that provide public goods.
I am writing this dissertation at a time when governments around the globe are considering
unprecedented fiscal policies to foster economic recovery from the devastating consequences of
the COVID-19 pandemic. At the same time, there is great urgency for transforming our industrial
economies in order to avoid the catastrophic consequences of climate change and biodiversity
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loss. Promisingly, there are pressures to direct government spendings in ways that will allow our
productive systems to become greener. The task is huge.
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Appendix A: Appendix to Chapter 1
A.1 Sensitivity to limit on installed capacities
Figures A.1 and A.2 show results when considering a limit on installed capacity in each site of
5% instead of 10% of total installed capacity in a market. Naturally, potential gains from spatial
diversification are smaller for 5% than for 10%, which results in a smaller distance between actual
variance and the frontier.
Figure A.1: Capacity factor efficient frontier
NOTE: Figure shows capacity factor mean-variance efficient frontier for each wholesale markets in the US and the
non-ISO West region (black dots) and actual capacity factor mean-variance (red dot). Data from USGS and NREL.
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Figure A.2: Distance between capacity factors variance and the frontier (same mean)
NOTES: Y axis shows the difference between actual capacity factor variance and capacity factor implied by the
efficient frontier for the same mean capacity factor set to current levels.
A.2 Number of wind energy policies, by state
Figure A.3: Number of incentives or policies for wind energy in the US.
NOTE: Number of incentives or policies for wind energy in the US. Source: North Carolina Clean Energy Technology
Center.
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Appendix B: Appendix to Chapter 2
The power function of a turbine built at time C in location 8, would be typically represented as:
@8Cℎ =









if FC < F8ℎ < F'C
@'C if F'C < F8ℎ < F$C
Where F8ℎ is wind speed at site 8 during hour ℎ, d8ℎ is air density, A38C is the rotor’s diameter
and [ is the power coefficient, that typically ranges from 0.25 to 0.45 (with a theoretical maximum
of 0.59), respectively. FC , F$C , F'C are cut-in, cut-out and rated wind speeds, respectively.
Wind speed typically increases with height. The shear exponent n —assumed here paper to be












With this, we can re-write the power function as a function of hub-heights and hourly wind
speed at location 8 at a reference wind speed of 100m, that, for simplicity we can call F8ℎ. Define:
8C ≡ A328C · ℎℎ3n8C













if FC < F8ℎ < F'C
@'C if F'C < F8ℎ < F$C
With this, we can explore an expression for expected output, based on the technology and
characteristics of the sites. We start from an expression of expected output that follows from the
power function:
 (@8Cℎ) = 0 · {?8 (F8ℎ > F$C ) + ?8 (F8ℎ < FC )} + @'C · ?8 (F8ℎ > F'C ) · ?8 (F8ℎ < F$C )+
+  · C · E8
(
F3 |FC < F8ℎ < F'C
)
· ?8 (F8ℎ > FC ) · ?8 (F8ℎ < F')
Define:
U8 ≡  · E(F3 |F # < F < F') · ?(F < F') · ?(F > F# )
V8 ≡ ?(F < F$) · ?(F > F')
We can re-write the expression for :
 [@8Cℎ] = U8C + V8@'C
Where ?8 (F8ℎ < G) = 1 − 4G?(−(G/:8)_8 ), according to the Weibull distribution with shape
and scale parameters :8 and _8. These are directly estimated in the data for each wind site using
maximum likelihood. With this, U8 and V8 are to be infered from the data, using the fact that it can
be shown that:
E(F= |F # < F8ℎ < F') = _=8
W(=/:8 + 1, F:8/=' _
−:
8










Where W(0, G) =
∫ G
0 4
−CC0−13C is the (lower) incomplete Gamma function. Throughought this
chapter it is assumed that d = 1.225 (kg/m3) and n = 0.2.
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Appendix C: Appendix to Chapter 3
Table C.1: Distance based panel regressions: Additional weeks of lagged biomass
current biomass
5 10 15 20
bi 9.44 3.57 1.39∗ 1.06∗∗
(6.80) (1.97) (0.56) (0.37)
bi2 −0.85 −0.28 −0.05 −0.04∗∗
(1.47) (0.17) (0.03) (0.01)
Num. obs. used 7576 7576 7576 7576
2 weeks lag
5 10 15 20
bi 9.87 2.38 0.90 0.70
(8.32) (1.45) (0.65) (0.40)
bi2 −0.85 −0.22 −0.05 −0.03∗
(1.74) (0.17) (0.03) (0.02)
Num. obs. used 7555 7555 7555 7555
4 weeks lag
5 10 15 20
bi −10.80 0.01 0.24 0.04
(5.61) (1.35) (0.46) (0.33)
bi2 5.26∗∗ 0.04 −0.02 −0.01
(1.67) (0.21) (0.03) (0.01)
Num. obs. used 7443 7443 7443 7443
6 weeks lag
5 10 15 20
bi −15.85∗∗ −2.39 −0.99 −0.89
(5.64) (1.49) (0.73) (0.51)
bi2 5.47∗∗∗ 0.24 0.06∗ 0.04∗∗
(1.61) (0.20) (0.03) (0.01)
Num. obs. used 7384 7384 7384 7384
NOTES: Depedendent variable is chlorophyll-a concentration at each sampling point. Each column corresponds to
a distance of calculated (lagged) biomass (5 to 20 kms). bi: biomass (thousand tons). All regressions include one
week lag for chlorophyll-a concentrations, sea surface temperature, two degree time trends and measuring points fixed
effects. Regressions are performed using Generalized Method of Moments, including up to five lags of the dependent
variable as well as two lags of sea surface temperature as instruments. ∗p<0.1; ∗∗ p<0.05; ∗∗∗p<0.01.
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Table C.2: Distance based panel regressions: only “north” points
current biomass
5 10 15 20
bi 8.22 −0.53 0.17 0.36
(4.53) (2.50) (0.76) (0.63)
bi2 −1.56 −0.00 −0.09 −0.06
(0.98) (0.27) (0.06) (0.04)
Num. obs. used 7576 7576 7576 7576
1 week lag
5 10 15 20
bi 16.56 −2.01 0.51 −0.01
(8.50) (2.89) (0.85) (0.71)
bi2 −2.82∗ 0.19 −0.07 −0.03
(1.33) (0.31) (0.06) (0.04)
Num. obs. used 7576 7576 7576 7576
2 weeks lag
5 10 15 20
bi 17.60 −1.60 0.39 0.81
(11.45) (2.52) (1.04) (0.79)
bi2 −2.73 0.20 −0.09 −0.08
(1.84) (0.32) (0.09) (0.05)
Num. obs. used 7555 7555 7555 7555
3 weeks lag
5 10 15 20
bi 7.43 −2.33 0.72 1.35∗
(4.04) (2.26) (0.78) (0.68)
bi2 0.92 0.53 −0.09 −0.09
(0.60) (0.29) (0.10) (0.05)
Num. obs. used 7488 7488 7488 7488
NOTES: Depedendent variable is chlorophyll-a concentration at each sampling point. Each column corresponds to
a distance of calculated (lagged) biomass (5 to 20 kms). bi: biomass (thousand tons) of points located north from
sampling points. All regressions include one week lag for chlorophyll-a concentrations, sea surface temperature,
two degree time trends and measuring points fixed effects. Regressions are performed using Generalized Method
of Moments, including up to five lags of the dependent variable as well as two lags of sea surface temperature as
instruments. ∗p<0.1; ∗∗ p<0.05; ∗∗∗p<0.01.
63
Table C.3: Biomass aggregated at ecological zones, different lags of biomass, no square root of
biomass.
0 1 2 3 4 5 6 7
bi 0.04 0.06 0.07 0.13 0.06 0.09 0.17 0.13
(0.11) (0.11) (0.11) (0.10) (0.10) (0.10) (0.10) (0.09)
Num. obs. used 7576 7576 7555 7488 7443 7420 7384 7364
NOTES: Depedendent variable is chlorophyll-a concentration at each sampling point. Independent variable is (lagged)
biomass at the region each point belongs to. Each column corresponds to the lag of biomass considered (0 to 6 weeks).
First column corresponds to current biomass (lag=0). bi: biomass (thousand tons). All regressions include one week
lag for chlorophyll-a concentrations, sea surface temperature, two degree time trends and measuring points fixed
effects. Regressions are performed using Generalized Method of Moments, including up to five lags of the dependent
variable as well as two lags of sea surface temperature as instruments. ∗p<0.1; ∗∗ p<0.05; ∗∗∗p<0.01.
Table C.4: Chl-a < 20mg/m3, biomass aggregated at ecological zones and different lags of biomass
0 1 2 3 4 5 6 7
lag bi 0.18 0.24∗ 0.23∗ 0.15 0.08 0.07 0.16 0.05
(0.11) (0.11) (0.10) (0.09) (0.09) (0.09) (0.09) (0.09)
lag bi2 −0.01∗∗ −0.01∗∗∗ −0.01∗∗∗ −0.00∗ −0.00 −0.00 −0.00 −0.00
(0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00)
Num. obs. used 5591 5591 5570 5516 5479 5457 5429 5413
NOTES: Depedendent variable is chlorophyll-a concentration <20 mg/m3 at each sampling point. Independent variable
is (lagged) biomass at the region each point belongs to. Each column corresponds to the lag of biomass considered
(0 to 6 weeks). First column corresponds to current biomass (lag=0). bi: biomass (thousand tons). All regressions
include one week lag for chlorophyll-a concentrations, sea surface temperature, two degree time trends and measuring
points fixed effects. Regressions are performed using Generalized Method of Moments, including up to five lags of
the dependent variable as well as two lags of sea surface temperature as instruments. ∗p<0.1; ∗∗ p<0.05; ∗∗∗p<0.01.
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