In this paper fast Fourier transform algorithms (FFT's) are constructed for wreath products of the form G S n ]. Examples of interest include the hyperoctahedral groups B n (the symmetry groups of the n-cube) as well as more generally A S n ] for any abelian groups A and also the full wreath products S m S n ] and their iterates, often identi ed as automorphism groups of spherically homogeneous rooted trees.
Introduction
The fast Fourier transform (FFT) is arguably one of the most important classes of algorithms ever developed. It is fundamental to a tremendous range of computational applications in areas ranging from signal processing to fast computer arithmetic. The books 19, 35, 36] are a few good sources for many of the relevant techniques and applications of the FFT.
Group representation theory turns out to be a very useful framework for analyzing the FFT. A discrete Fourier transform (DFT) can be de ned for any nite group G and requires jGj 2 operations if computed directly (cf. Section 2). In this setting, the now "classical" Cooley-Tukey FFT 12] and its variants are a family of algorithms which compute the DFT for any abelian group G in O(jGj log jGj) operations, where an operation is understood to be a complex multiplication followed by an addition.
Currently, in the context of various applications to data analysis and signal processing (cf. 9, 14] and the references therein), the problem of nding FFT's for nonabelian groups is being studied extensively. General techniques now exist for reducing the complexity of the This work supported in part by ARPA as administered by the AFOSR under contract DOD F4960-93-1-0567 as well as an NSF Math Sciences Postdoctoral Fellowship.
DFT for any nite group 15, 11, 7] with dramatic speed-ups possible for several classes of nonabelian groups. In particular, it is now known that many families of nonabelian groups also possess O(jGj log jGj) FFT's. This includes the symmetric groups 11], metabelian groups 10, 33] and more generally, supersolvable groups 5]. Baum and Clausen's recent book 9] is a good source for some of the recent work in this area. Other developments in the nite setting include new e cient algorithms for computing on quotients 16] as well as with sets of orthogonal polynomial 18, 30] .
There has also been very recent work in the setting of continuous groups. Healy and Driscoll have discovered an FFT for band-limited functions on the 2-sphere 17, 22]. Maslen has been able to extend this to more general compact groups 29] . This work is already nding applications in areas such as geophysics and weather modelling. In this paper FFT's are developed for nite groups obtained as wreath products by the symmetric group S n (cf. Section 4). These algorithms use classical results from the representation theory of nite groups as well as some of the newer algorithmic techinques developed for FFT's on S n 15, 11] . In particular, they depend on the construction of certain "adapted bases" for the irreducible representations of these groups (Section 3.2, Theorem 1).
The algorithms developed here have potential applications to data analysis, molecular spectroscopy and matched lter design. Wreath products are of interest in data analysis as the automorphism groups of nested designs. FFT's for wreath products will greatly facilitate the computation of the analysis of variance of data on a nested design for statistical models which assume symmetry invariant covariance 1, 21] . Similarly, e cient computation of spectral analysis for such data requires such FFT's 14]. Wreath products are also the symmetry groups of many classes of molecules -particularly so-called "non-rigid" molecules. Here the development of the adapted bases necessary for FFT's turns out to be useful for e cient computation for NMR spectroscopy 4]. Lastly, nonabelian FFT's have been proposed as potential approximants to Karhunen-Loeve lters 23, 24, 26] . By exhibiting a new class of nonabelian groups with close to optimal DFT algorithms, new possibilities for signal estimation and data compression are displayed.
The organization of this paper is as follows. Section 2 recalls the background and de nitions relevant to construction of FFT's. The algorithms presented here depend on a use of the Mackey Subgroup Theorem which is reproved here as well (Section 2.3). Section 3 recalls the representation theory of wreath products and then constructs the suitably adapted bases for wreath products G S n ]. These bases are building blocks for the main results of this paper, the FFT algorithms given in Section 4. Section 5 closes by explaining in some detail the applications of this work to data analysis as well as outlining the applications to molecular spectroscopy and signal processing. 
Thus gives the partial tower of subgroups
For a thorough treatment of their combinatorial structure and generalizations of the wreath product construction see Wells' paper 37] as well as Kerber's monographs 27].
DFT's and FFT's
There are several equivalent de nitions of the discrete Fourier transform for a nite group 9, 7, 15]. The following is the most convenient for this paper. Recall that the dual of G, denoted G is the collection of equivalence classes of irreducible complex matrix representations of G.
Thus, a traversal ofĜ is a complete set of inequivalent irreducible matrix representations.
De nition 1 Let For a traversal R ofĜ let T(G; R) denote the minimum number of operations (de ned to be a complex multiplication followed by an addition) needed to compute DFT R (f) via a straight-line program for an arbitrary f 2 L(G). Similarly, let T(G) = min R fT(G; R)g: Remark 1. Another common interpretation of the DFT is as a change of basis for L(G), from the basis of point masses on G, to a basis of matrix coe cients spanningĜ. When this approach is adopted, the complexity of the DFT can be measured as the clinear complexity of the DFT matrix 6]. The c-linear complexity of a group G, is de ned to be the minimum c-linear complexity of any DFT matrix for G. The 
where the direct sum is over a complete set of double coset representatives for KnG=H and denotes equivalence of representations.
Proof: The goal here is to decompose the action of K on the space Ind(W Assuming for now that the representations of G S n ] are all constructed as induced representations (cf. Section 3.1), then potentially, the Mackey Subgroup Theorem presents a possibility for construction of adapted representations, as equation (5) shows that restriction to G G S n?1 ] is itself a direct sum of induced representations. In fact as will be shown, this is precisely the case (cf. Section 3.2).
While the results proved here are primarily for wreath products by the full symmetric group, under suitable hypotheses they can be applied to more general wreath products (cf. Section 3.3).
Representation theory of wreath products
In this section, the representation theory of wreath products G S n ] is summarized quickly. The irreducible representations of G S n ] are constructed by applying Cli ord theory, which uses the action of G S n ] by conjugation on the representations of the normal subgroup G n /G S n ] (cf. 13]). Under this action the representations of G n are partitioned into orbits for which a complete set of representatives are given by the representations r as runs over all weak compositions of n with h parts. The stabilizer of r in S n is the Young subgroup S = S j 1 S jm of permutations which permute the rst j 1 indices among themselves, the next j 2 among themselves and so on.
Notice that S operates naturally on V by permuting components of the multitensor within tensor products of equal vector spaces,
This action allows for the representation r to be extended in a well de ned manner to G S ], which is still denoted by r , by r ( f; ]) = r (f) v ?1 (1) v ?1 (n) : (12) In order to complete the description of the irreducible representations of G S n ] it is necessary to recall the representation theory of the symmetric group. The irreducible representations of S n are indexed by partitions of n. Partitions are distinct from compositions in that all parts are strictly positive and are listed in weakly decreasing order. If is a partition of n, denoted `n, then let denote the associated irreducible representation of S n . James' monograph 25] gives a very readable account of the theory.
Keeping the above notation, let = (
; : : :;
) denote a vector of partitions with (i)` j i . Then = (1) (m) ; will denote this irreducible representation of S . Remark 3. Babai and R onyai have shown that a traversal forĜ can always be constructed in deterministic polynomial time 3]. In the special case of S n , highly e cient algorithms exist to construct particular sets of representations, Young's orthogonal form or seminormal form, which are used in the algorithms described in the coming sections. For example, closed form expressions exist for representations at the pairwise adjacent transpositions and from these all necessary representations of S n may be obtained 25]. Thus, using the standard basis for the induced representation (cf. De nition 5) the necessary input for the wreath product FFT's can be constructed e ciently.
Adapted bases for wreath products by S n
The Mackey Subgroup Theorem shows the way to producing G G S n?1 ]-adapted bases for the irreducible representations of G S n ]. It turns out that constructing these bases depends primarily on two things. To satisfy (a) it is well known that the irreducible representations of S n , in Young's orthogonal (resp. seminormal) form are S n?1 -adapted for Young's orthogonal (resp. seminormal) form for S n?1 . (14) and extend this de nition to S by de ning @ i S = S @ i : (15) Proposition 3 Let j = n with the j i as above. 
is a set of coset representatives for S n?1 nS n . Consequently, the coset representatives comprising S n?1 (n : : : i)S are given by (n : : :i)y where y are coset representatives for S =S \ (n : : :i) ?1 S n?1 (n : : :i) = S =@ l S where i 2 f j 1 + + j l?1 + 1; : : :; j 1 + + j l g. Under this correspondence it is easy to check that the coset representatives (17) partition into orbits with representatives given by (16) .
Proof of (ii) requires a simple calculation. This sort of decomposition is neatly encoded as a tree ( Figure 1 ). As is clear, paths from the root to any leaf correspond to a unique coset representative.
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( 3 2 ) ( 1 2 ) Figure 1 : Tree representation of coset construction for S 4 =S 2 S 2 .
To construct the appropriate subgroup adapted bases the following conventions will be followed. With these conventions, the following theorem is easily proved.
Theorem 1 Let R denote a traversal for G and all notation be as above. For each j = n, l( ) = h, c( ) = ( j 1 ; : : :; jm ) and = (
) with 
Extension to general wreath products
The irreducible representations of an arbitrary wreath products G L] for L < S n are constructed almost exactly as those for G S n ]. Keeping the notation of the previous sections, 
General results
Using the adapted bases constructed in Section 3.2, FFT's for G S n ] can now be obtained.
Theorem 3 Recall the notation of equation (2) 
To compute (20) T(n) O(j G S n ] j log b j G S n ] j) (22) where b = maxf4; cg: In particular, for G = S m or G abelian, (11) holds for b = 4. It is clear that these techinques can be applied to iterated wreath products, for which analogous results would be obtained. These iterated wreath products are of great interest as the automorphism groups of nested designs and spherically homogeneous rooted trees (rooted trees with constant branching at each level). A di erent constructive approach to the computation of Fourier inversion may be found in 32]. Application of the methods explained there in concert with the sparse factorization of the representations at the coset representatives will yield a similar complexity result.
Fast forward and inverse transforms imply the existence of a fast convolution algorithm as well 11, 15] . That is, recall that for functions f; f 0 2 L(G), the convolution of f and f 0 , denoted f ? f 0 is de ned as
It is easy to check that the Fourier transform turns convolution into (matrix) multiplication, 
Applications
As mentioned, the techniques described here have potential application to data analysis, molecular spectroscopy as well as various aspects of signal processing. These possibilities derive from the use of the subgroup adapted bases constructed in Section 3. The following section sketches these applications and gives pointers to the relevant literature for a more thorough treatment.
Computational methods for nested designs
The applications to data analysis come from the necessity of nding e cient algorithms to compute projections for data on homogeneous spaces for iterated wreath products, for which nested designs comprise a large class of examples.
From a graph theoretic point of view, nested designs may be described as spherically homogeneous trees, which are rooted trees with constant branching at a xed distance from the root. If the tree has height n and is such that all nodes at distance k from the root having m k descendants, then the tree is said to have type m = (m 1 ; : : :; m n ) and is denoted as X m . The rst factor re ects the arbitrary automorphisms of the subtree not containing the distinguished leaf, while the second factor indicates that automorphisms of the subtree containing that leaf, must stabilize the leaf. 
Further directions
Potential applications for the algorithms developed in this paper may also be found in molecular spectroscopy as well as in signal processing. Detailed study of these possibilities is in progress. The general ideas are sketched below.
Molecular spectroscopy
Historically, group theory and representation theory have helped to simplify the analysis of many physical systems (cf. 28]). The general idea is that symmetry-invariant properties are interesting and lead to physically intersting results. The symmetry of interest may be nuclear (e.g. spin-symmetry) time-symmetry, or geometric symmetry, just to name a few examples.
For molecular spectroscopy, the notion of symmetry is encapsulated in the requirement that a group G of unitary matrices commute with a particular Hamiltonian H, the choice of which depends on the assumed physical dynamics. In many cases of interest it is enough to restrict attention to nite groups and thus, the Hamiltonian becomes an interwining operator for a particular matrix representation of a nite group G.
Assume that H acts on a vector space V which supports a representation space for G.
Representation theory can be used to determine the objects of interest, the eigenvalues and eigenvectors of H. On the one hand, any eigenspace of H will be a G-invariant subspace of V . As a partial converse to this, understanding the representation of G on V can also simplify the computation of the eigenvalues and eigenvectors of H. For this, consider the isotypic decomposition of V with respect to G, V = V 0 V 1 V n :
As the distinct V i have no representations in common, H must preserve the di erent V i . Thus, in some basis, H becomes block diagonal and the eigenvectors must themselves be within isotypics. In particular, note that if a given V i is itself irreducible, then Schur's Lemma implies that every element of V i will be an eigenvector for H.
In particular, direct products of wreath products of the form Z =mZ S n ] and their iterates have been identi ed as the symmetry groups of \non-rigid" molecules 38] and their induced permutation action on the atoms in these molecules is shown to commute with the NMR Hamiltonian 4]. In the most elementary setting, this permutation action is e ectively the action of Z =mZ S n ] on the leaves of the spherically homogeneous tree X m;n (cf. Figure 2) .
Analysis of this action is analogous to that of Section 5.1. Consequent block diagonalization of any operator commuting with this action follows quickly, allowing then for possible simpli cation of the determination of normal modes for the Hamiltonian. A more detailed analysis of this sort of application is in progress.
Group lters
It has been suggested that applications of generalized FFT research in signal processing may come from the construction of \nonabelian group lters". Intriguing recent work of Holmes 23] , 24], Trachtenberg, Karpovsky 26] and others have proposed that certain DFT's for nonabelian (noncommutative) groups may be employed as potential approximants of the Karhunen-Loeve transform for particular classes of stochastic signals. To formulate the problem, suppose a given problem of signal estimation involves N-dimensional data. Let G denote any group of order N, with a xed ordering of group elements G = fs 1 ; : : :; s N g and transversal ofĜ, R = f (1) ; : : :; Thus, the rst d 2 1 rows will contain the matrix coe cients (1) jk (s l ), the second d 2 2 the matrix coe cients (2) jk (s l ) and so on. It is straightforward to see that for any h 2 L ). The Fourier inversion formula (23) shows that F G;R is invertible. A group lter (from G) is the application to a data vector f of an operator of the form F ?1 G;R D F G;R : (27) In ( is unique and one-dimensional. In this case the Fourier transform is computed quickly and stably by the usual abelian FFT. However, if G is nonabelian then there are an in nite number of choices for R. The choice is usually dictated by computational considerations. However, as discussed in Sections 1 and 4, it is now known that for a given N, there may be many nonabelian groups whose DFT's enjoy the same computational advantages as the abelian FFT. This opens the door for many new potential avenues of investigation for matched lters using nonabelian group transforms. In particular, the results of Section 4 show wreath products are a possible sources of e cient group lters. Given the computational advantages of wreath product transforms, it is of interest to determine classes of stochastic signals for which the wreath product FFT's act as nearly optimal lters.
Data compression
Holmes also points out 23] that nonabelian FFT's provide interesting possibilities for data compression. To explain his ideas, again assume N-dimensional data is given by a signal x of constant (although not necessarily stationary) variance and let x denote the associated covariance matrix. Then for any N N matrix U consider x (U) = U x U:
When U = F G;R (recall the notation of Section 3.2.3) write x (G; R) for x (F G;R ) for any group G of order N and transversal R ofĜ.
Compression is measured by the geometric mean of the diagonal of x (U). This is known to be minimal for U a discrete Karhunen-Loeve matrix for x . Instead taking U = F G;R , one arrives at perhaps suboptimal compression schemes, but ones which may enjoy certain computational advantages over Karhunen-Loeve. Consequently, given the complexity results of Section 4, it is now of interest to understand the compression characteristics of wreath product FFT's.
