We obtain integral boundary decay estimates for solutions of fourth-order elliptic equations on a bounded domain with regular boundary. We apply these estimates to obtain stability bounds for the corresponding eigenvalues under small perturbations of the boundary.
Introduction
Let Ω be a bounded region in R N and let H be a fourth-order, self-adjoint, uniformly elliptic operator on L 2 (Ω) subject to Dirichlet boundary conditions on ∂Ω,
The scope of this paper is to obtain integral boundary decay estimates for solutions of the equation
More precisely, we want to establish ranges of β > 0 for which the integrals d −2−β u 2 dx and d −β |∇u| 2 dx (d(x) = dist(x, ∂Ω)) are finite. If the boundary Ω is regular in the sense that the Hardy-Rellich inequality
is valid, we then immediately have such an estimate since H 2 0 (Ω) = Dom(H 1/2 ). Our aim is to establish better decay estimates that exploit the fact that the solution u of (1) belongs not only in H 2 0 (Ω) but also in Dom(H).
This problem is well studied in the case of second-order operators. In [D2] Davies obtained boundary decay estimates of the form
for α > 0 in some interval (0, α 0 ). Here α 0 is an explicitly given constant which depends on the boundary regularity and the ellipticity constants of H. As an application of (2) stability estimates were obtained on the eigenvalues {λ n } of H under small perturbations of the boundary ∂Ω. More precisely, ifΩ ⊂ Ω is a domain such that ∂Ω ⊂ {x ∈ Ω : dist(x, ∂Ω) < ǫ} and if {λ n } are the corresponding Dirichlet eigenvalues (the operatorH being defined by form restriction), then it was shown that (2) implies 0 ≤λ n − λ n ≤ c n ǫ 2α
for all n ∈ N and all ǫ > 0 small enough. This estimate has obvious applications in the numerical computation of eigenvalues; see [D2] for more on specific examples. Inequality (3) was subsequently improved in [D4] , where ǫ 2α , α < α 0 , was replaced by ǫ 2α 0 , for the same α 0 ; this was done by estimating the integrals d(x)<ǫ |∇u| 2 dx and d(x)<ǫ u 2 dx for small ǫ > 0. For results analogous to those of [D4] for the p-Laplacian together with applications we refer to Fleckinger et al. [FHT] . See also [EHK] where estimates of this type were first obtained for eigenfunctions of second-order operators.
For relevant results in the case of singular operators see [M] .
In our main theorem we obtain integral decay estimates analogous to (2) for fourthorder operators. More precisely, for a fourth-order operator H with L ∞ coefficients we establish boundary decay estimates of the form
for α in an interval (0, α 0 ). Under additional assumptions we obtain α 0 = 1/2, which is optimal. To prove (4) we first use some general inequalities, which lead to a property (P α ) being identified as sufficient for the validity of (4). We then study property (P α ), and find sufficient conditions under which it is valid; the distance function used here is taken to be the Finsler distance induced by the operator. Technical reasons oblige us to make a regularity assumption that is not needed in the second-order case and requires d(x) to be C 2 near ∂Ω. This relates to a recurrent and largely unsolved issue in higher-order problems: a distance function is normally only once differentiable, but is required for technical reasons to be differentiated more than once; see for example [B] , where such an issue has arisen in the context of heat kernel estimates. Finally, as an application of (4) we obtain stability bounds analogous to (3) on the eigenvalues of H under small boundary perturbations. The structure of the paper is as follows: in Section 2 we provide a sufficient condition (P α ) for the validity of (4); in Section 3 we establish the range of α for which (P α ) is valid for different classes of operators; and in Section 4 we present the application to eigenvalue stability.
Setting
We fix some notation. Given a multi-index η = (η 1 , . . . , η N ) we write η! = η 1 ! . . . η N ! and |η| = η 1 + · · · + η N . We write γ ≤ η if γ i ≤ η i for all i, in which case we also set c η γ = η!/γ!(η − γ)!. We use the standard notation
The letter c will denote a constant whose value may change from line to line; the constants c 1 , c 2 and c 3 however are the same throughout the paper.
We now describe our setting. We assume that Ω is a bounded domain in R N with boundary ∂Ω. We consider a distance function d(·, ·) on Ω, and denote by d(·) the corresponding distance to the boundary ∂Ω. We say that d(·) belongs in the class D if it satisfies:
There exist c 1 , c 2 > 0 such that for any x, y ∈ Ω (a)
There exist θ, τ > 0 such that
The following Hardy-Rellich inequalities are valid for all v ∈ C 2 c (Ω):
We note that a sufficient condition for (D3)(b) is the Hardy inequality
The distance d(·, ·) will typically be a Finsler distance, in which case (a) and (b) of (D1) are equivalent. Condition (D2) is essentially a strong regularity assumption on ∂Ω, as will be seen below. Its validity in examples will always involve the specific value τ = 1; we choose however this more general and somewhat axiomatic setting because, we believe, it shows more clearly what the essential ingredients are. Finally, for more on Hardy-Rellich inequalities, optimal constants as well as improved versions of such inequalities we refer to [BFT, BT] and references therein.
In the sequel we shall often need to twice differentiate d(x) near ∂Ω. In order to avoid repeatedly splitting integrals in two, we redefine d(x) on {x ∈ Ω : d(x) > θ} so that now d(x) is C 2 and positive function on Ω such that d(x) equals inf{d(x, y) : y ∈ ∂Ω} for x ∈ {dist(x, ∂Ω) < θ} but not necessarily for all x ∈ Ω (of course d(x, ·) extends to ∂Ω by uniform continuity). In relation to this we emphasize that throughout the paper what really matters is what happens near the boundary ∂Ω. We also note that, while the validity of estimate (4) and assumption (D3) is independent of the specific distance d(·) ∈ D chosen, we shall need to consider non-Euclidean distances since some of the intermediate calculations do depend on the specific choice of distance.
We will consider operators of the form
subject to Dirichlet boundary conditions on ∂Ω; lower-order terms can be easily accomodated. More precisely, we start with a matrix-valued function a(x) = {a ηζ (x)} which is assumed to be have entries in L ∞ (Ω) and to take its values in the set of all real, N (N + 1)/2 × N (N + 1)/2 matrices (N/(N + 1)/2 is the number of multi-indices η of length |η| = 2). We assume that {a ηζ (x)} is symmetric for all x ∈ Ω and define a quadratic form Q(·) on the Sobolev space H 2 0 (Ω) by
We make the ellipticity assumption that there exist λ, Λ > 0 such that
, where Q 0 (u) = Ω (∆u) 2 dx denotes the quadratic form corresponding to the bilaplacian ∆ 2 . We then define H to be the associated self-adjoint operator on L 2 (Ω), so that Hu, u = Q(u) for all u ∈ Dom(H).
Boundary decay
Let d(·) ∈ D. Let α > 0 be fixed and let us define
We regularize ω defining
We note that u ∈ H 2 0 (Ω) implies ω n u ∈ H 2 0 (Ω), n ∈ N. It is crucial for the estimates which follow that, while they contain the functions d n and ω n , they involve constants that are independent of n ∈ N.
Lemma 1 Let α > 0. There exists a constant c which is independent of n ∈ N such that
Proof. It suffices to prove (7) for all u ∈ C 2 c (Ω). So let u ∈ C 2 c (Ω) be given and let v = ω n u, a function also in C 2 c (Ω). Using (D3) we have
where we have used the fact that
Finally, since d and d n differ by a constant,
and therefore
Since d n ≥ d, the second and third terms in the brackets are smaller than c Ω (∆v) 2 dx by the Hardy-Rellich inequalities (D3). The same is true for the last term by (D2). Thus, one more application of (8) concludes the proof. // Lemma 2 Let α ∈ (0, 1) and ω n = d −α n . Then there exists a constant c > 0, independent of n ∈ N, such that
Proof. For any n ∈ N and u ∈ C 2 c (Ω) we have
Hence ω 4/α n ≤ cH in the quadratic form sense, which by [D1, Lemma 4.20] implies that ω 4 n ≤ cH α (since α ∈ (0, 1)). Hence given u ∈ Dom(H) we have
which is the stated inequality.
//
We can now establish a sufficient condition for the boundary decay estimates.
Theorem 3 Let α ∈ (0, 1) be fixed and let
for all n ∈ N. Then there exists c > 0 such that
Proof. The validity of (9) for all u ∈ C 2 c (Ω) implies its validity for all u ∈ H 2 0 (Ω) and in particular for all u ∈ Dom(H). Hence given u ∈ Dom(H) and applying Lemmas 1 and 2 we conclude that there exists a constant c such that for any n ∈ N there holds
Letting n → +∞, applying the Dominated Convergence Theorem and using the fact that the spectrum of H is bounded away from zero we obtain (10). // 3 The property (P α )
The validity of assumption (9) of Theorem 3 will be our main interest in this section. For the sake of simplicity, for any α ∈ (0, 1) we define the property (P α ) (relative to the distance function d ∈ D) as
There exists constants k, k ′ > 0 such that
This is precisely assumption (9) of Theorem 3. Our aim in this section is to obtain sufficient conditions under which property (P α ) is valid. In the following three subsections we present three theorems that provide such conditions. The first applies to all operators in the class under consideration; the second applies to operators of a specific type but gives a better range of α > 0; and the third applies to small perturbations of operators in the second class.
Remark. If ∂Ω is smooth then the ground state φ of ∆ 2 decays as d(x) 2 as x → ∂Ω. Hence the integral in the left-hand side of (10) is not finite for α ≥ 1/2. For this reason and throughout the rest of the paper we restrict our attention to α ∈ (0, 1/2).
General operators
We always work in the context described at the begining of Section 2. We recall that for α ∈ (0, 1/2) we have
we also recall that λ and Λ are the ellipticity constants of the operator H.
Theorem 4 There exists a computable constant c > 0 such that property (P α ) relative to the Euclidean distance is valid for H for all α ∈ (0, c −1 Λ −1 λ).
Proof. Let u ∈ C 2 c (Ω) be fixed. Setting v = d −α n u and using Leibniz' rule we have
But, by (D1) and (D2),
and we thus obtain
Hence, if α is such that cΛλ −1 α < 1, then property (P α ) is valid for H. //
Regular coefficients
The weak point of Theorem 4 is the poor information it provides on the range of α for which (P α ) is valid. In this subsection we shall consider operators of a more specific type and for which we shall see that (P α ) is valid for all α ∈ (0, 1/2).
It will be useful in this subsection to drop the multi-index notation and write the quadratic form as
We may clearly assume that the functions a ijkl have the following symmetries:
We make the following additional assumptions on the coefficients {a ijkl }:
Without any loss of generality we assume that τ in (i) is the same as in (D2) . Condition (ii) is a technical one, whose necessity is not clear. We present two examples in which it is valid. Example 1. Suppose that a ijkl = b ij b kl for some non-negative N × N matrix {b ij } i,j . Then (ii) is valid by the Cauchy-Schwarz inequality for the non-negative form (ξ, η) → b ij ξ i η j . This for example includes operators of the form ∆a(x)∆, for which we have a ijkl = a(x)δ ij δ kl . Example 2. Suppose that a ijkl = δ ij δ kl a ik , where a ik = a ki ≥ 0 for i, k = 1, . . . , N . Then it is easily seen that (ii) is again valid.
We choose the distance function d(·) to be the one naturally associated with H, that is the one induced by the Finsler metric p(x, η) whose dual metric (cf. (15) below) is
This implies in particular that the function d(·) satisfies
Indeed, the and on the other hand, by differentiability,
We note that the metric is Riemannian if the symbol of the operator H is the square of a polynomial of degree two.
We assume that our basic hypotheses (D1) − (D3) of the Introduction are valid; Concerning in particular the validity of condition (D2), we note that it is satisfied if enough regularity is imposed on the boundary and the coefficients. If for example the boundary is C 3 and the coefficients a ijkl lie in
see [LN, Section 1.3] . On the other hand, for the Euclidean distance a C 2 boundary is enough [GT, p354] .
It is useful to introduce at this point a class A of integrals that are in a sense negligible.
Definition. A family of quadratic integral forms T n (v), v ∈ C 2 c (Ω), n ∈ N, belongs to the class A if for any ǫ > 0 there exists c ǫ > 0 (independent of n ∈ N) such that
and integrating by parts a number of times. If b n contains as a factor either a derivative of a ηζ or a second-order derivative of d n , then (I n ) n ∈ A.
Proof. After expanding
(19) below) we obtain a linear combination of integrals, and direct observation shows that each one of them has one of the following three forms (we switch temporarily to multi-index notation):
(These are distinguished by the number of second-order derivatives of d n that they contain -none, one and two respectively.) Hence all resulting integrals have the form
where b n (x) is a product of a ηζ with powers and/or derivatives of d n and, since ∇d n is bounded,
In cases (b) and (c) however, where b n (x) contains as a factor at least one secondorder derivative of d n , it follows from condition (D2) of the Introduction that we have something more, namely
This easily implies that the integral lies in A in this case.
Suppose now that we integrate by parts in the integral above, transfering one derivative from, say, D γ v, (|γ| ≥ 1), to the remaining functions. If the derivative being transfered is ∂/∂x i , we obtain -in an obvious notation -the integral
If the derivative ∂/∂x i "hits" either a ηζ or one of the factors that make up (∇d n ) η+ζ−γ−δ we obtain an integral of the form
; hence this integral belongs in A.
//
Example. We illustrate the last lemma with an example: in (21) below there appears the integral
Note. The summation convention over repeated indices will be used from now on.
Lemma 6 There exists (T n ) n ∈ A such that
Proof. For β equal to α or to −α we have
and expand. Now, by Lemma 5 all terms containing second-order derivatives of d n belong to A. Further, the symmetries (11) of a ijkl give
Denoting by (T n ) n an element of A which may change within the proof we thus arrive at
We integrate by parts the second and fourth terms in the last integral. By Lemma 5, all terms that contain either derivatives of a ijkl or second-order derivatives of d n , belong in A. Hence, denoting always by (T n ) n a generic element of A we obtain (cf. the example above)
and, similarly,
Substituting in (21) yields
Recalling that (14), relation (18) follows.
where (T n ) n ∈ A.
Remark 1. When working with the function w, all integrals have the form
where the function b n satisfies
Such an integral lies in A if in addition there holds
for some τ > 0; as before, these are precisely the integrals that contain either secondorder derivatives of d n or (first-order) derivatives of a ijkl .
Remark 2. Since d and d n differ by a constant, for the sake of simplicity we shall write
Proof of Lemma 7. We substitute
n d x i w in (18). Recalling the symmetry relations (20) (with w in the place of v) and using the fact that
The fifth term belongs in A be a simple integration by parts. We also integrate by parts the second and third terms, obtaining respectively
Substituting in (23) and recalling (14) we obtain the stated relation.
//
We can now prove the main theorem of this subsection. For any α ∈ (0, 1/2) we define
.
Theorem 9
For the operator H and relative to the metric (13) property (P α ) is valid for all α ∈ (0, 1/2). More precisely, for any α ∈ (0, 1/2) and any k > k α there exists k ′ < +∞ such that
Proof. Let u ∈ C 2 c (Ω) be given and let v and w be defined by v = d −α n u and w = d −3/2 n v respectively. Define γ α = (40α 2 − 16α 4 )/9 and observe that γ α ∈ (0, 1). Applying Lemmas 7 and 8 and assumption (12) (ii)we obtain
since the coefficient of the last integral is zero and those of the other two integrals are non-negative. Now, for any ǫ 1 , ǫ 2 > 0 we have from (16)
for any ǫ > 0 small. Choosing ǫ > 0 so that γ α + ǫ < 1 we obtain from (26) and (27)
Hence (24) is valid with k any number larger than 1/(1 − γ α ) = k α . //
Small perturbations
In this subsection we prove a stability theorem on the validity of (P α ). We denote by M + the cone of all coefficients matrices for the operators under consideration, that is
a ηζ symmetric, real valued and measurable
equipped with the uniform norm
here |a(x)| is the norm of the matrix a(x) = {a ηζ (x)} η,ζ considered as an operator on R N (N +1)/2 . We recall that λ,λ, etc, denote the lower ellipticity constant for the operators induced by the matrices a,ã, etc. We have
Lemma 10 There exists a computable constant c > 0 such that for all α ∈ (0, 1/2) there holds
Note. For an estimate on the constant c see the remark at the end of this subsection. Proof. For any β ∈ R we have
We write this for β = α and for β = −α, and we multiply the two relations; d α n cancels with d −α n and we obtain
The proof is concluded by using assumption (D2) on ∇ 2 d and the Hardy-Rellich inequalities (D3); here we have also used the fact that Ω |∇ 2 v| 2 dx = Ω (∆v) 2 dx. // Proposition 11 Let α ∈ (0, 1/2) be fixed. Assume that (P α ) is valid for the matrix a ∈ M + relative to some distance d(·) ∈ D and let k, k ′ > 0 be such that
Then there exists a constant c > 0 such that ifã ∈ M + satisfies ã−a ∞ <λ[(1+ck)] −1 , then (P α ) is also satisfied forã relative to d(·); more precisely, there existsk ′ < +∞ so that
Proof. We first note that
Moreover, setting v = ω n u we have from Lemma 10,
From (30) and (31) we conclude that for any n ∈ N and u ∈ C 2 c (Ω) we havẽ Q(ω n u) ≤ Q(ω n u) + ã − a ∞ Q 0 (ω n u)
from which the statement of the lemma follows. // Let G denote the cone of all coefficient matrices that satisfy assumptions (i), (ii) of Section 3.2. Also let k α be as in Theorem 9. Combining Proposition 11 and Theorem 9 we obtain immediately the following
Theorem 12 There exists a computable constant c > 0 such that if for some α ∈ (0, 1/2) the coefficient matrix a of the operator H satisfies dist L ∞ (a, G) < λ (1 + ck α ) then (P α ) is satisfied for H.
Proof. Letã ∈ G be such that a −ã ∞ < λ 1 + ck α Now, letΩ be a domain such that Ω ǫ ⊂Ω ⊂ Ω ; we do not make any regularity assumptions on ∂Ω. We denote by {λ n } the eigenvalues of the operatorH on L 2 (Ω), which is defined by restricting the quadratic form Q(·) on H 2 0 (Ω). Let φ be a non-negative, smooth, increasing function on R such that φ(t) = 0, t ≤ 0, 1, t ≥ 1.
We define a C 2 cut-off function τ on Ω by
Note that τ (x) = 1 when d(x) > 2ǫ; moreover (32) yields
Let us now denote by {φ n } the normalized eigenfunctions of H. For n ≥ 1 we set L n = lin{φ 1 , . . . , φ n } ,L n = lin{τ φ 1 , . . . , τ φ n }, and observe thatL n ⊂ H 2 0 (Ω).
Lemma 13 There exists a constant c > 0 such that for all ǫ > 0 small and all u ∈ Dom(H) there holds Proof. Let u ∈ Dom(H). On Ω 2ǫ we have τ (x) = 1, hence 
