Abstract. We show how to generate labeled and unlabeled outerplanar graphs with n vertices uniformly at random in polynomial time in n. To generate labeled outerplanar graphs, we present a counting technique using the decomposition of a graph according to its block structure, and compute the exact number of labeled outerplanar graphs. This allows us to make the correct probabilistic choices in a recursive generation of uniformly distributed outerplanar graphs. Next we modify our formulas to count rooted unlabeled graphs, and finally show how to use these formulas in a Las Vegas algorithm to generate unlabeled outerplanar graphs uniformly at random in expected polynomial time.
Introduction
There are several fields of applications of efficient algorithms that generate random combinatorial structures. We can use such a generation procedure as an experimental tool to verify properties of these structures that hold almost always. It can also be used to produce test instances for other algorithms on these structures. We can then measure the average running time of these algorithms on random instances.
Outerplanar graphs are planar graphs with an embedding where every vertex lies on the outer face. They are interesting examples of combinatorial structures with respect to the mentioned motivations of random generation procedures, having numerous applications in various areas of computer and natural sciences. Many computational problems that are hard in general cases become tractable for outerplanar graphs [21, 25] . But still, their structure is rich enough that many computational tasks remain challenging when the input is restricted to outerplanar graphs [6, 15] . Outerplanar graphs also attract interest in graph drawing [2, 5, 19] .
Often one is interested not in the worst-case running time of an algorithm, but in the running time of a typical instance. The so-called average-case complexity of a problem then depends on a probability distribution on the problem instances. In this paper, we will focus on the generation of random outerplanar graphs according to their uniform distribution. Algorithms that generate combinatorial structures uniformly at random can thus be used to evaluate the average-case running time of the algorithm.
The choice of the uniform distribution might not be appropriate to study the average-case behaviour of an algorithm for a certain application. But if the distribution of a typical input instance in an application is not known, the uniform distribution is a well-understood and reasonable choice from which to draw test instances. The uniform distribution also plays an important role in the theory of average-case complexity classes (see [16, 20] ).
Besides the random outerplanar graph, we would like to mention a related random structure that recently attracted attention: Unlike the random graph, still little is known about the random planar graph. Random planar maps, i.e., embedded planar graphs, were studied in [3] , and it is known how to generate rooted 3-connected planar maps uniformly at random [27] . Osthus, Prömel, and Taraz [26] , and Bender, Gao, and Wormald [4] derived upper and lower bounds on the asymptotic number of planar graphs, and Gerke and McDiarmid [14] investigated the expected number of edges in a random planar graph. Denise, Vasconcellos, and Welsh [9] introduced a Markov chain on the space of all planar graphs, whose limit distribution is the uniform distribution over all planar graphs.
Markov chains that uniformly generate some combinatorial objects turned out to be a powerful tool for the theory of random structures, since they might help proving properties of a random instance of the combinatorial object. Markov chains with a uniform stationary distribution can be used as Monte Carlo algorithms for the generation of random structures that are approximately uniformly distributed. These Monte Carlo algorithms are called efficient, if the Markov chain is rapidly mixing, that is, the number of steps until the Markov chain is close to the uniform distribution (which is called the mixing time) is polynomial. The Markov chain technique leads to efficient algorithms for the generation of random trees and triangulations of convex polygons [22, 24] . On the other hand, it is not clear whether the Markov chain in [9] for the uniform generation of planar graphs is rapidly mixing. Interestingly, the difficulties in proving any nontrivial upper bound on the mixing time already appear for Markov chains that generate outerplanar graphs uniformly at random.
Like the case of planar graphs, outerplanar graphs can be characterized in terms of forbidden minors (namely K 2,3 and K 4 , [8] ). Mitchell [23] gave a linear time algorithm to recognize outerplanar and maximal outerplanar graphs. Maximal outerplanar graphs have a simple structure. They can be seen as a triangulation of a convex polygon. Their dual graph forms a binary tree structure and thus they can be counted by the Catalan numbers, and can be efficiently generated [11, 13] . Biconnected outerplanar graphs can be seen as dissections of a convex polygon, and their number can be counted by the number of the Schröder number [28, 29] , also called the bracketing number. There are no such simple formulas known for general outerplanar graphs.
In this paper we show how to efficiently generate random labeled outerplanar graphs. This means, for a given set of n vertices, we will generate a random labeled outerplanar graph in polynomial time in n. Every labeled outerplanar graph will be generated with equal probability, given that our algorithm has access to O(n 2 log n) random bits. We will then show how to modify the algorithm to generate unlabeled connected outerplanar graphs uniformly at random in expected polynomial time.
Both for the labeled and the unlabeled case we first derive counting formulas, which can be evaluated efficiently with dynamic programming. To count and to generate the graphs we make use of the block structure of the graph, which is essentially the tree structure formed by the blocks and the cutvertices of the graph. The generation procedure can be seen as the reversed decomposition of a graph along its block structure, and is guided by the probabilities computed with the counting formulas.
Outerplanar Graphs
A graph G is outerplanar, if there is an embedding of G in the plane that has a face containing all the vertices of G. We will always draw this face as the outer face. To describe how outerplanar graphs look, the well-known graph theoretic concept of the block structure of a graph (see e.g. Figure 1 ) is useful.
We will first recall and fix some graph theoretic notions (using the conventions in [12] ). A maximal connected subgraph of a graph G is called a component of G. A cutvertex of a component is a vertex such that the component without this vertex is not connected. A block of G is a maximal connected subgraph without a cutvertex. A graph G is called biconnected if |G| > 2 and G − {u} is connected for every vertex u ∈ G. Thus, every block of a graph G is either a maximal biconnected subgraph, an edge (including its ends), or an isolated vertex. Definition 1. The block structure of a graph G is a forest on two types of vertices: the blocks and the cutvertices of G. A block and a cutvertex are adjacent in the forest if the block contains the vertex.
For convenience, we will also call a vertex that is not a cutvertex adjacent to a block, if the block contains the vertex. The reason why the decomposition into biconnected components of an outerplanar graph is so useful is that biconnected outerplanar graphs have a simple structure. Let us assume that the vertices of the Hamiltonian cycle of a biconnected outerplanar graph with n vertices are labeled in clockwise order, and form a convex n-gon K. A biconnected outerplanar graph then corresponds to a dissection of K, and its dual graph is again a tree-structure. The number of dissections of K equals the Schröder number s(n − 1) (also called the bracketing number [28, 29] ), which satisfies the following recursion:
We remark that it is possible to add a parameter m to all recursive counting formulas in this paper to specify the number of edges of the corresponding graphs. 
Generating Forests Uniformly at Random
In this section we want to explain how recursive counting formulas are used to generate random structures uniformly at random. We illustrate the idea with a counting formula for labeled forests and labeled trees, and obtain a random generator that runs in timeÕ(n 4 ), whereÕ denotes the asymptotics up to logarithmic factors. We will formulate this simple algorithm here only for explanatory reasons. Note that for trees linear time generators are known [1] .
Let f (n) denote the number of labeled forests with n vertices {0, 1, · · · , n−1} and f c (n) the number of forests with c connected components. Clearly, for n ≥ 1
A labeled forest with more than one component has a unique decomposition into the tree that contains the vertex zero and the forest with the remaining components. Summing over the number of vertices i in the connected component containing 0 we obtain
To count trees, i.e., connected forests, let t(n) be the number of labeled trees with n vertices and t d (n) the number of trees where the vertex 0 has degree d.
If T is a tree where the vertex 0 has degree one, then we can decompose T into the vertex 0 and the remaining subtree with n−1 vertices, hence t 1 (n) = t(n−1). If the vertex 0 has degree d ≥ 2, we decompose T into two subtrees. One is the subtree of the vertex 0 containing the vertex 1, and is called the split subtree. The other one is the rest of the tree together with the vertex 0. The uniqueness of this decomposition gives rise to a random generation procedure, and correspondingly to a counting formula for the set of labeled trees:
Generate(n): returns random tree with vertices 0, . . . , n−1. if n ≤ 1 then return ∅. choose the degree d of 0 with probability
Generate(n, d): returns tree with vertices 0, . . . , n−1 where 0 has degree d if d = 1 then let T = Generate(n−1); relabel vertex j in T to j + 1. return T ∪ {(0, 1)} choose the size i of the split subtree with probability`n To compute the numbers t(n) and t d (n) efficiently, we store all of their values in a table to avoid recomputation, which is a technique called dynamic programming. Since the number of labeled trees on n vertices is n n−2 , the entries of the table must store O(n log n) many bits. Assuming an O(n log n log log n) multiplication algorithm (see e.g. [7] ), the number of computation steps needed to fill the quadratic size table is inÕ(n 4 ), whereÕ(·) denotes growth up to logarithmic factors.
As we see in Figure 3 , it is an easy exercise to derive a generation procedure, once the exact recursive counting formulas with appropriate parameters are known. In the next sections, when dealing with outerplanar graphs, we will therefore concentrate on the presentation of the decomposition strategy and the counting formulas.
Decomposing Labeled Outerplanar Graphs
Since the block structure of an outerplanar graph is a forest, we want to count and generate outerplanar graphs similarly as demonstrated in the last section. As we saw there, we can restrict our attention to connected graphs.
In order to decompose an outerplanar graph, we consider two cases: the vertex labeled with the smallest label is either a cutvertex and hence it is contained in more than one block, or it is not a cutvetex and hence it is contained in a unique block. Depending on these two cases, we apply a degree-reduction strategy as in the case of labeled trees, see Figure 4 .
Let p(n) be the number of all labeled outerplanar graphs with n vertices {0, 1, · · · , n − 1} and p d (n) the number of all labeled outerplanar graphs with n vertices, where the vertex 0 is adjacent to d blocks. Then, for n ≥ 2,
Note that
Let G be an outerplanar graph with n vertices where the vertex 0 is a cutvertex and is adjacent to d blocks, d ≥ 2; see the upper part of Figure 4 . At the vertex 0 we split off the connected component containing the vertex 1 from G. In the remaining graph the vertex 0 is adjacent to d − 1 blocks. If the split subgraph has i vertices, then there are n−2 i−2 ways to choose a vertex set of the split subgraph since the two vertices 0 and 1 are already contained in the split subgraph. It follows that for d ≥ 2, n ≥ 3,
We consider the case that the vertex 0 is not a cutvertex and hence it is contained in a unique block, which we call the root block ; see the lower part of Figure 4 . Let q c (n) be the number of all outerplanar graphs with n vertices, where the smallest c vertices of the root block are not cutvertices. Then clearly
From such a graph we split off a subgraph attached at the (c + 1)-th smallest vertex, which might be any kind of outerplanar graph. In the remaining graph the (c + 1)-th smallest vertex of the root block is not a cutvertex. Thus for c ≥ 1, n ≥ 3,
If the smallest n vertices of the root block of an outerplanar graph with n vertices are not cutvertices, the graph is biconnected. As explained in Section 2
where s(n) is the n-th Schröder number defined by (1).
Thus we obtain a complete set of recursive formulas that count labeled outerplanar graphs. As mentioned and illustrated in the remarks in Section 3 the decomposition and counting formulas of labeled outerplanar graphs give rise to an efficient uniform random generation procedure. For the generation of biconnected outerplanar graphs we use the tree structure of its dual as mentioned in Section 2. We want to remark that this counting technique is not limited to outerplanar graphs, but works for every graph class where we can compute the number of blocks that might be used to construct the graphs. It is also not difficult to modify the formulas to count these graphs for a given number of vertices and a given number of edges. Figure 5 on the preceding page shows some results from an implementation of the counting formulas for given numbers of vertices and edges. The expected edge density of a random labeled outerplanar graph is known to be ≥ 7/5 [14] . The values for up to 100 vertices, depending on the connectivity, are shown in Figure 5 (a) . The parameter m in Figure 5 (b), (c) denotes the number of edges. Figure 5 (b) shows the number of c-connected outerplanar graphs, and Figures 5 (c), (d) the expected connectivity.
Unlabeled Outerplanar Graphs
Counting unlabeled structures, i.e., counting isomorphism classes, is usually much harder than counting labeled structures. It is however possible to derive closed formulas for some classes of unlabeled graphs, for instance for trees, forests, connected, bipartite, or Eulerian graphs (see e.g. [17] ).
It turns out that the exact number of unlabeled but rooted connected outerplanar graphs can be found by the same decomposition strategy and modifications of the presented counting methods. Throughout this section we assume that the outerplanar graphs are unlabeled and connected. A rooted outerplanar graph is an outerplanar graph with a special designated vertex, called the root. We count rooted outerplanar graphs up to isomorphisms that fix the root vertex. Thus, isomorphic outerplanar graphs that only differ in the position of the root are counted several times.
We present a uniform generation procedure for (unrooted) outerplanar graphs using rejection sampling. This leads to a Las Vegas algorithm, i.e., an algorithm that produces every outerplanar graph precisely with the same probability, but has a running time that depends on the random bits used by the computer. The algorithm first generates a random rooted outerplanar graph. Then it outputs the graph with probability 1 o , where o is the number of orbits in the automorphism group of the unrooted outerplanar graph. Otherwise we say that the graph is rejected, and the algorithm is restarted. Since the probability that the graph is rejected is at most 1 − 1 n , the expected number of restarts is at most
It is easy to compute the orbit of the root using an efficient linear time procedure for isomorphism testing of outerplanar graphs (one could even use the linear time isomorphism testing algorithm for planar graphs [18] , checking for each position of the root in the graph whether there is an automorphism that maps the vertex of the root to this vertex).
Let p(n) be the number of all rooted (unlabeled connected) outerplanar graphs with n vertices. Again, we distinguish two cases: The case where the root is a cutvertex and the case where the root lies in a unique root block. In the first case, the graph without the root has several connected components. Let p l (n) be the number of all outerplanar graphs with n vertices where all these components have size ≤ l; thus clearly p 1 (n) = 1 (which counts a so-called star graph) and p(n) = p n−1 (n). Let q(n) be the number of all outerplanar graphs with n vertices and a unique root block. Then summing over the number k of components of size l we get for n ≥ 2 and 1 ≤ l ≤ n − 1
In the second case, where the outerplanar graph has a unique root block, it is not so easy to avoid double counting. The number of outerplanar graphs where the root block consists of a single edge is p(n − 1). But otherwise we have to distinguish between two cases: The outerplanar graph might or might not have a nontrivial automorphsim that fixes the root vertex, and exchanges the two vertices on the unique Hamiltonian cycle of the root block that have the same distance to the root. According to that, let a(n) denote the number of asymmetric outerplanar graphs with n vertices where the root lies in a unique block with more than two vertices. Correspondingly b(n) denotes the number of symmetric such graphs. Then for n ≥ 3,
To compute the symmetric (resp. asymmetric) outerplanar graphs with a unique root block let b l (n) (resp. a l (n)) be the number of symmetric (resp. asymmetric) outerplanar graphs with n vertices that do not have a cutvertex at distance at most l from the root on the unique Hamiltonian cycle of the root block. In the following formula we sum over the number i of vertices in the subgraphs attached to one of the vertices at distance l from the root. For n ≥ 3,
An outerplanar graph counted by a(n) can be asymmetric for three disjoint reasons: either the graph formed by deleting a graph attached to the cut vertex with distance l to the root is already asymmetric, or two graphs of different size are attached to the cutvertices with distance l to the root, or the two graphs attached to the cutvertices with distance l to the root are distinct for another reason.
It remains to clarify the initial cases for a l (n) and b l (n), where l ≥ (n−1)/2 . In the sense of above, we also distinguish between symmetric and asymmetric biconnected rooted outerplanar graphs. So, let c(n) be the number of symmetric biconnected graphs with n vertices; initial values are c(1) = c(2) = c(3) = 1, c(4) = c(5) = 3. Clearly b (n−1)/2 (n) = c(n) and a (n−1)/2 (n) = (s(n − 1) − c(n))/2, where s(n) is the n-th Schröder number defined by (1). Using s(n) we can also calculate c(n) by the following unique decomposition: If we have an even number 2n of vertices, there are two vertices at maximal distance from the root, if we have an odd number 2n + 1 of vertices, there is a unique such vertex. If these vertices or this vertex have degree two, then both cases can be reduced to the number of symmetric biconnected rooted outerplanar graphs on 2n − 1 vertices. Otherwise there are two dissecting edges at maximal distance n − i to the root. Summing over all i, and decomposing the graph along these edges yields the following: For n ≥ 2 c(2n) = c(2n
Again, the decomposition and the recursive counting formulas derived in this section can be used to generate a rooted unlabeled outerplanar graph uniformly at random, with one exception: we did not decompose asymmetric biconnected outerplanar graphs, and counted them by couting all biconnected outerplanar graphs and subtracting the symmetric objects. To generate a random asymmetric outerplanar graph, we again use rejection sampling: first we generate an arbitrary biconnected rooted outerplanar graph, and accept it only in the case that it is asymmetric; otherwise we restart the procedure. It is easy to see that the graph will be asymmetric with high probability, and therefore we obtain an expected polynomial time sampling procedure.
Conclusion
Brute-force algorithms to generate random outerplanar graphs uniformly at random require exponential time, and Markov chain Monte Carlo methods have unknown mixing times and only approximate the uniform distribution. We have developed a polynomial time generation algorithm for labeled and for unlabeled outerplanar graphs, which can be adapted to generate and count e.g. labeled outerplanar graphs, labeled connected outerplanar graphs, unlabeled connected outerplanar graphs, or unlabeled symmetric rooted outerplanar graphs, uniformly at random. In all these cases, it is also easy to modify the formulas and the algorithm to count and generate outerplanar graphs with a given number of vertices and a given number of edges.
The algorithm has to compute sums of a linear number of products for the entries of a two-dimensional table. Since in the labeled case the number of outerplanar graphs grows on n vertices grows with n factorial, the entries of the table have to store O(n log n) many bits, whereas the number of unlabeled outerplanar graphs only grows exponentially, and hence a linear number of bits suffices. Assuming an O(n log n log log n) multiplication algorithm (see e.g. [7] ), the number of computation steps therefore is inÕ(n 4 ), whereÕ(·) denotes growth up to logarithmic factors. If we want to generate several random outerplanar graphs, we have to compute this table only once, and it makes sense to analyse the computation of the table separately as the precomputation step. The actual generation of a random outerplanar graph can then be done much faster: in the labeled case we have to make a linear number of random decisions, each involving a random number with linearly many bits; this gives a quadratic running time. In the unlabeled case we have an expected polynomial time algorithm with an extra linear factor because of the rejection sampling steps. See Figure 6 . To increase the efficiency of the algorithm one can use floating point numbers instead of arbitrary precision integer arithmetic. Since the algorithm can base its decisions on O(log n) bits in most cases, it might even be possible to get an exact uniform generator if we use certified floating-point arithmetics, see e.g. [10] .
