We develop an online variant of the GCC-NMF blind speech enhancement algorithm and study its performance on two-channel mixtures of speech and real-world noise from the SiSEC separation challenge. While GCC-NMF performs enhancement independently for each time frame, the NMF dictionary, its activation coefficients, and the target TDOA are derived using the entire mixture signal, thus precluding its use online. Prelearning the NMF dictionary using the CHiME dataset and inferring its activation coefficients online yields similar overall PEASS scores to the mixture-learned method, thus generalizing to new speakers, acoustic environments, and noise conditions. Surprisingly, if we forgo coefficient inference altogether, this approach outperforms both the mixture-learned method and most algorithms from the SiSEC challenge to date. Furthermore, the trade-off between interference suppression and target fidelity may be controlled online by adjusting the target TDOA window width. Finally, integrating online target localization with max-pooled GCC-PHAT yields only somewhat decreased performance compared to offline localization. We test a realtime implementation of the online GCC-NMF blind speech enhancement system on a variety of hardware platforms, with performance made to degrade smoothly with decreasing computational power using smaller pre-learned dictionaries.
Introduction
Real-world applications of speech processing including assistive listening devices and digital personal assistants rely on online speech separation and enhancement algorithms. However, a significant amount of research has focused on the offline setting, where many algorithms are unsuitable for real-time use due to batch processing or computational requirements. We recently presented the offline GCC-NMF speech enhancement algorithm, combining non-negative matrix factorization (NMF) with the generalized cross-correlation (GCC) localization method [1] . While GCC-NMF performs enhancement independently for each time frame, the NMF dictionary, its activation coefficients, and the target time delay of arrival (TDOA) are derived using the entire mixture signal, thus precluding its use online. In this work, we develop an online variant of GCC-NMF, and present a real-time implementation thereof.
We begin with a review of the foundations of GCC-NMF in Section 2, followed by a review of offline GCC-NMF and the development of the online variant in Section 3. We proceed with experimental analyses in Section 4, first showing that online GCC-NMF generalizes to new speakers and noise conditions from very little data. We then show that by forgoing NMF coefficient inference completely, thus performing enhancement using only a pre-learned dictionary and input phase differences, this approach outperforms the offline method. We also present various means to control the trade-off between interference suppression and target fidelity on a frame-by-frame basis, all but one having no effect on computational requirements. We finish with a description of the real-time implementation in Section 5, with performance made to decrease smoothly with decreasing computational power, followed by a conclusion in Section 6.
GCC and NMF

GCC
GCC is a robust approach to sound source localization in the presence of noise, interference, and reverberation [2, 3] . The GCC function extends the frequency domain cross-correlation definition with an arbitrary frequency-weighting function ψ f t , providing control over the relative importance of the signal's constituent frequencies:
where V lf t and V rf t are the left and right complex spectrograms computed with the short-time Fourier transform (STFT), * is complex conjugation, and f , t, and τ index frequency, time, and TDOA respectively. Many of the most robust localization methods are based on the GCC phase transform (GCC-PHAT) [4] , in which frequencies are weighted equally, defining ψ PHAT f t as the inverse product of the magnitude spectrograms:
The resulting GCC-PHAT angular spectrogram can then be pooled over time, with the TDOA of the highest peaks corresponding to the source locations; see Figure 1a ) for an example. In Section 3.1, we will show that individual NMF dictionary atoms can be used as GCC frequency-weighting functions, such that their TDOAs may be estimated at each point in time.
NMF
NMF is known to learn parts-based representations of nonnegative input data in a purely unsupervised fashion [5] . In the context of speech separation and enhancement, input typically consists of a magnitude spectrogram |V f t |, with f and t indexing frequency and time as above. NMF decomposes the spectrogram into two non-negative matrices: a dictionary W f d whose columns comprise atomic spectra indexed by d and set of corresponding activation coefficients H dt such that |V| ≈ WH; see Figure 1b ) for example dictionary atoms. Each column of the input spectrogram |V|, i.e. each frame t, is thus approximated as a linear combination of the dictionary atoms with the coefficients from the corresponding column of H. For the stereo spectrograms we study here, we may set V f t = [V lf t |V rf t ], with the corresponding stereo coefficients
where the matrices are concatenated in time.
In traditional NMF, dictionary learning and coefficient inference are performed together by initializing the dictionary and coefficient matrices randomly, and updating them iteratively according to the following rules,
where Λ = WH is the reconstructed input, β parameterizes the reconstruction cost function d β (|V|, Λ) 1 , and the matrix exponentials, divisions, and product are computed element-wise. Dictionary atoms are typically normalized after each update, and their coefficients scaled accordingly. Since all input examples are required prior to optimization, this is an offline approach. As described in Section 3.2, we will instead pre-learn a dictionary offline, and infer the coefficients for each input frame online by initializing the coefficient vector randomly and iteratively performing (3) while keeping the dictionary fixed.
3. Online GCC-NMF 3.1. Offline GCC-NMF As NMF dictionary atoms are non-negative functions of frequency, they may be used to construct a set of atom-specific GCC frequency weighting functions,
such that for a given atom d, frequencies are weighted according to their relative magnitude in the atom. The resulting GCC-NMF atom-specific angular spectrograms are then defined as follows, with examples shown in Figure 1c ),
We estimate the TDOA of each atom d at each time t as the τ for which GCC-NMF reaches its maximum value: argmax τ G NMF dτ t . Atoms are then associated with the target if their estimated TDOA lies within a window of size around the target TDOA τ * t , otherwise they are associated with the interference. This defines a binary coefficient mask,
Multiplying M dt with the coefficients H dt and reconstructing as usual then yields the estimate target magnitude spectrogram,
As is typical in NMF-based separation, the target estimate signal is then reconstructed by applying a time-varying Wienerlike filter to the input signal. The filter is constructed in the frequency domain as the ratio between the target and mixture estimate spectrograms, and is multiplied with the complex input spectrogram V cf t , yielding the complex target spectrogram, 1 The beta divergence d β (|V| , Λ) is equivalent to the Euclidian distance for β = 2, the generalized KL divergence for β = 1, and the IS divergence for shown in c). When an atom is associated with the target (see Section 3.1), its angular spectra is colored in black, otherwise it is colored in red. Angular spectrograms are rectified here for clarity with max(0, x).
where c is the channel index. The complex target spectrogram is then transformed to the time domain with the inverse STFT.
Online GCC-NMF
Since the coefficient mask M dt is generated independently for each frame, GCC-NMF has potential be performed online. However, dictionary learning, coefficient inference, and target localization are performed using the entire mixture signal, thus precluding online use. We proceed to address each of these elements now, as we develop the online variant of GCC-NMF.
Dictionary Pre-learning
A typical approach for supervised speech enhancement with NMF is to pre-learn a pair of dictionaries on isolated speech and noise signals, and subsequently infer their coefficients for the mixture signal while keeping the dictionaries fixed [7, 8, 9] . We take inspiration from this approach and pre-learn a single NMF dictionary from a dataset containing both isolated speech and noise signals. Contrary to the supervised approach, this approach remains purely unsupervised as a single dictionary is learned for both speech and noise. Individual atoms are then associated with either the target or interference at each point in time according to (7) . In Section 4.1, we will see that this dictionary pre-learning approach generalizes to different speakers, acoustic environments, noise conditions, and recording setups.
Coefficient Inference
The activation coefficients of the pre-learned dictionary can be inferred for the input mixture on a frame-by-frame basis by ini-
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Inference (3) Wiener Filter Construction (9,10) tializing the coefficient vector randomly, and updating it iteratively according to (3) . However, we will see in Section 4.2 that better overall performance can in fact be achieved by forgoing coefficient inference completely. In this case, replacing the coefficients with the all-ones vector, the Wiener-like filtering process defined in (9) reduces to,
Online Localization
With offline GCC-NMF, target localization was performed using a max-pooled GCC-PHAT technique [4] where the target TDOA is that at which the global maximum occurred in the GCC-PHAT angular spectrogram (2), i.e. argmax τ G PHAT τ t
. We adapt this approach to the online setting by considering the only the current and previous angular spectrogram frames. While this approach works well for the static speaker case we consider here, a more complex localization and tracking approach will be incorporated in future work to handle moving speakers.
Experiments
We proceed to evaluate online GCC-NMF on the SiSEC 2016 speech in noise dev dataset, consisting of two-channel mixtures of speech and background noise [10] . Dictionary pre-learning is performed on a subset of the CHiME 2016 development set [11] , taking an equal number of randomly selected frames from the isolated speech and background noise signals. The sample rate for both SiSEC and CHiME is 16 kHz, and we use an STFT with 1024-sample windows (64 ms), 16-sample hop size / frame advance (4 ms), and a Hann window function. Default GCC-NMF parameters are dictionary size = 1024, number of updates = 100, β = 1, number of TDOA samples = 128, and target TDOA window size = 5% (6 samples). Enhancement performance is measured with the PEASS open source toolkit quantifying overall quality, target fidelity, interference suppression, and lack of artifacts, where higher scores are better. PEASS is a perceptually-motivated method that better correlates with human assessments than the traditional SNR-based measures [12] .
We first study the effects on enhancement performance of the pre-learned dictionary size and the amount of data used for pre-learning, followed by the number of training and inference iterations, and the target TDOA window width . These evaluations are performed with offline target TDOA estimation. We then compare performance using online and offline localization, and compare results with other speech enhancement algorithms from the SiSEC challenge, in addition to an oracle baseline.
Dictionary pre-learning
PEASS scores for varying train set and dictionary sizes are shown in Figure 3 . For a given dictionary size, we note that performance converges quickly with increasing train set size, such that performance is near maximal for most measures with only 2 10 (1024) frames, with interference suppression reaching its maximum at larger training sets in some cases. Contrary to many supervised approaches, therefore, unsupervised dictionary pre-learning only requires a small amount of training data. We also note that overall, target, and artifact performance increase smoothly with increasing dictionary size, as was the case with offline GCC-NMF, albeit with diminishing returns, with interference suppression showing a slight decrease for larger dictionaries. Finally, since the overall scores are similar to those presented previously for offline GCC-NMF [1] , this dictionary pre-learning technique generalizes to new speakers, noise and acoustic conditions, and recording setups. 
Number of training and inference updates
The effect of the number of dictionary pre-learning updates on enhancement performance is presented in Figure 4a ). As was the case for offline GCC-NMF, increasing the number of training iterations results in increased interference suppression. Overall, target, and artifact scores, however, increase until approximately 100 iterations, decreasing thereafter. The choice of the number of training iterations therefore offers offline control of the trade-off between target fidelity and interference suppression. One could learn a set of dictionaries spanning a range of training iterations, and subsequently control the trade-off online by selecting the desired dictionary on a frame-by-frame basis.
The number of online inference iterations is presented in Figure 4b ), showing similar effects to the number of training iterations for large values. For small number of iterations, how-ever, we note an opposite effect for overall, target, and artifact scores, as they continue to increase with decreasing number of iterations. Surprisingly, then, the best overall performance is in fact achieved when no inference is performed, i.e. 0 coefficient updates. As mentioned in Section 3.2.2, we can thus forego the coefficient inference stage completely, and perform the Weiner-like filtering using only the pre-learned dictionary and input phase differences as in (10) .
Finally, we note that both the number of training and inference iterations offer control over the target fidelity vs. interference suppression trade-off. While the dictionary pre-learning is performed offline, and thus has no computational effect online, increasing the number of inference iterations comes with a computational cost at runtime. 
Target TDOA window size
We present the effect of the target TDOA window size, i.e. in (7), for both 100 inference iterations and 0 iterations in Figure 4c ) and d). We first note that the 0 iterations case generally yields higher overall scores with higher target fidelity and decreased interference suppression. Second, we note in both cases a drastic effect on the target vs. interference trade-off, as widening the TDOA window results in reduced interference suppression and higher target fidelity. Since the target TDOA window width can be controlled online, this provides the most significant control of the target fidelity vs. interference suppression trade-off with respect to the parameters presented thus far, with no effect on computational requirements. The highest overall score is achieved for 1/8 (100 iterations) and 1/16 (0 iterations) of the total TDOA range.
Comparison between approaches
In Table 1 , we compare online GCC-NMF with dictionary pre-learning and no coefficient inference for both offline and online max-pooled GCC-NMF localization methods. Offline GCC-NMF and other algorithms from the 2013, 2015, and 2016 SiSEC separation challenges are included for comparison [13, 14, 10] . We first note that the proposed online GCC-NMF approaches yield better overall and artifact scores than offline GCC-NMF, with reduced interference suppression and somewhat reduced target fidelity. The online localization method results in somewhat decreased performance when compared to offline localization, suggesting that more complex localization methods should be investigated. Finally, online GCC-NMF outperforms all but one of the previous methods, most of which Table 1 : Mean PEASS scores for different speech enhancement algorithms taken over the SiSEC speech and noise mixtures dev dataset. The GCC-NMF methods include the previous offline mixture-learned approach 1 , the dictionary prelearning approach both with online localization 2 and offline localization 3 . Other approaches from the SiSEC challenges are presented for comparison, where * are computed using the subset of examples as reported in [10] , and the ideal binary mask † (IBM) is an oracle baseline.
rely on supervised learning or are unsuitable in online settings. Online GCC-NMF therefore holds significant potential for future research, especially given that it remains purely unsupervised, conceptually simple, easy to implement, and generalizes across speakers, noise conditions, and recording setups.
Real-time Implementation
A real-time GCC-NMF software implementation was written in Python, using the Theano optimizing compiler, with an interactive graphical interface using PyQt and pyqtgraph [21] . Parameters may be manipulated in real-time, such that their effects on subjective enhancement quality can be studied interactively. The software has been tested on a range of hardware platforms including a desktop PC with an NVIDIA K40 GPU, an NVIDIA TX1 embedded system on a chip (SoC), the low-cost Raspberry Pi 3, and a 2010 MacBook Pro. Performance can be made to degrade smoothly with decreasing computational power by using smaller pre-trained dictionaries, as shown in Figure 3 . The source code for real-time GCC-NMF will be made available at https://www.github.com/seanwood/gcc-nmf.
Conclusion
We presented an online variant of the GCC-NMF speech enhancement algorithm, and studied its performance on stereo mixtures of speech and real-world noise. We showed that prelearning the NMF dictionary on a different dataset and inferring its activation coefficients frame-by-frame generalizes to new speakers, noise conditions, and recording setups from very little data. By foregoing the coefficient inference step completely, thus using only the pre-learned dictionary and input phase differences, this approach yields better overall performance than the offline method, and outperforms all but one of the previous algorithms submitted to the SiSEC speech enhancement challenge. The trade-off between interference suppression and target fidelity may be controlled online via several different parameters, with the target TDOA window width offering the most control, and having no effect on computational requirements. Finally, a real-time, open source Python implementation was developed, allowing a subjective analysis of the effects of various parameters to be studied interactively in real-time.
