Let T = A ∪ B ∪ C be an alphabet that is partitioned into three subalphabets. The mixing product of a word g over A ∪ B and of a word d over A ∪ C is the set of words w over T such that its projection onto A ∪ B gives g and its projection onto A ∪ C gives d.
Introduction
This paper is concerned with a special case of a problem about trace languages, that we address in a particular setting, and for which we give a partial answer. We first state the problem and then sketch its relation to trace languages.
Let T be an alphabet that is partitioned into three pairwise disjoint alphabets A, B, and C, so that
Consider a regular language R that is (B, C)-commutative, i.e., satisfies zbcy ∈ R ⇐⇒ zcby ∈ R for all letters b ∈ B, c ∈ C and words z, y. One may ask whether R can be built up by "mixing" regular languages G over A ∪ B and D over A ∪ C. To be more precise, denote by B : T * → (A ∪ B) * , and C : T * → (A ∪ C) * the projections from T * onto (A ∪ B) * and (A ∪ C) * respectively, and define the mixing product of two words u ∈ (A ∪ B) * and v ∈ (A ∪ C) * by
C (v) .
These products extend to set as usual by
C (D)
for G ⊂ (A ∪ B) * and D ⊂ (A ∪ C) * . The question can be stated more formally as follows: if R is (B, C)-commutative, does there exist G and D such that R = G ↑ D. This is easily answered, as well shall see. A more interesting question is: is it possible to write R as a finite union of sets G i ↑ D i . We do not know whether this problem is decidable. However, we prove that, given an integer k 1, it is decidable where R can be written as a union of at most k sets G i ↑ D i . The general framework is that of free partially commutative monoids and of trace languages (see e.g., [1] ). Such a free partially commutative monoid M(T , I ) over the alphabet T is defined by an independence relation I ⊂ T × T . In our case, letters in B commute with letters in C, so I = B × C ∪ C × B. Languages we call (B, C)-commutative are precisely trace languages, that is subsets of T * that are inverse homomorphic images of subsets in M(T , I ) by the canonical homomorphism. A trace language that is regular is the inverse homomorphic image of a recognizable subset of M(T , I ). A famous theorem of Zielonka [3] shows that recognizable trace languages are precisely those recognized by asynchronous automata.
Duboc [2] considers mixing products of languages (that we defined above in our special setting) and she called weakly mixing those languages that are finite unions of mixing languages (we will call them mixing for short later). She observed that regular trace languages are not always weakly mixing, but she proved that every regular trace language is the homomorphic image of some weakly mixing language.
The problem we address can be stated in general as follows: given a regular trace language, is it decidable if it is mixing (weakly mixing)? We consider only the very simple case of the special independence relation given before, and give only a partial answer.
For more motivation, let us consider an automata-theoretic approach. Consider two automata B and C over A ∪ B and A ∪ C respectively. Transform automaton B by adding loops labelled by all letters in C to each state, and similarly for C. This gives automataB andC over T. The direct productB ×C is called the mixing product by Duboc [2] . InB ×C, choose a set F of final states, and then minimize the automaton. Call the resulting minimal automaton A. The language recognized by A is
where L(g, d) denotes the language recognized by taking (g, d) as the unique final state. Then
where L B (g) is the language recognized in B with the unique final state g and similarly for L C (d). This shows that L(A) is a union of Card(F ) mixed languages. However, it may happen, as in the example we give now, that the number of final states in the minimal automaton A is strictly less than the size of F, so that the mixing decomposition cannot be "read" from the form of A. In fact, we do not know of an upper bound for Card(F ) expressed as a function of . Example 1.1. Let A = {a}, B = {b}, C = {c}, let W be the set of words of even length over {b, c} and set R = aW . This language is recognized by the automaton A of Fig. 1 . On the other hand, consider the automata B and C of Fig. 2 . No final states are specified. Adding loops on states gives the automata of Fig. 3 . In the (accessible part) of the direct product of these automata we choose final states 11 and 22 (see Fig. 4 ).
The language recognized is therefore
Minimizing the product automaton yields the automaton of Fig. 1 with a unique final state, and R is easily shown not to be representable as a unique mixing of two languages. The automata-theoretic description seems not to lead directly to an answer to our question. We therefore consider in the sequel a language-theoretic approach.
The paper is organized as follows: the next section contains some notation. In Section 3, we prove the first result we announced (Proposition 3.4), namely that it is decidable whether a language is strongly mixing. Sections 4 and 5 contain some preliminary results and examples on k-mixing languages. The basic construction for answering the question whether a language is k-mixing is presented in Section 6. It relates mixing to a kind of syntactic notion called the index: the index is, roughly speaking, the maximum number of classes of traces that compose the inverse image of a skeleton. The construction, proved in Proposition 6.5 is in fact a semi-algorithm in the sense that it yields only a bound between k and 4 k . This proposition heavily relies on a surprising result (Lemma 6.6) showing that a certain language is regular. In Section 7, a second algorithm is presented that shows how a decomposition into mixing languages can be splitted and recomposed into smaller ones, yielding the answer to our question (Theorem 7.8).
Mixing product
Recall that T denotes an alphabet that is partitioned into three pairwise disjoint alphabets A, B, and C, so that
We denote by :
where denotes the shuffle operation. The projection (w) of a word w ∈ T * is called the skeleton of w.
The mixing product of two words u ∈ (A ∪ B) * and v ∈ (A ∪ C) * is defined by
There are other notations for this product: Zielonka [3] writes u v and Duboc [2] uses still another notation. 
Strongly mixing languages
As usual, the mixing product is extended to sets of words as follows.
Observe that the union is over all pairs (g, d) ∈ G × D, but that the pair (g, d) has a non empty contribution to the union only if
A language L over T is strongly mixing if there exist languages G over A ∪ B and
This shows the second part, and also the inclusion
Example 3.2. Let A = {a}, B = {b} and C = {c}. The language K = {aw | w ∈ {b, c} * , |w| b = 1, |w| c > 0} is strongly mixing. Indeed, one has K = ab ↑ ac + . The language can also be written for instance as K = (ab ∪ aa + ) ↑ ac + , since aa + ↑ ac + = ∅.
Example 3.3. The language R = {aw | w ∈ {b, c} * , |w| even} is not strongly mixing, since B (R) = ab * and C (R) = ac * , and R = ab * ↑ ac * .
Proposition 3.4. Given a regular language R over T, it is decidable whether R is strongly mixing. Moreover, if R is strongly mixing, then it is the mixing product of two regular languages.
Proof. In order to check whether R is strongly mixing, it suffices to compute the regular languages G = B (R) and D = C (R) and to check whether R = −1
. All these computations are effective because the languages involved are regular. Clearly, the language R is strongly mixing if and only if the equality holds.
We have the following closure property. 
Proof. Let
L = G ↑ D = −1 B (G) ∩ −1 C (D) and L = G ↑ D = −1 B (G ) ∩ −1 C (D ). Then L ∩ L = −1 B (G ∩ G ) ∩ −1 C (D ∩ D ) = (G ∩ G ) ↑ (D ∩ D ).
Mixing languages
A language L is k-mixing for some integer k if there exist k strongly mixing languages
The language L is mixing if it is k-mixing for some k. Clearly, 1-mixing languages are precisely the strongly mixing languages. Since the empty set is strongly mixing, any k-mixing language is also k -mixing for k > k.
Example 4.1. The language R = {aw | w ∈ {b, c} * , |w| even} of Example 3.3 is 2-mixing, since
Example 4.2. Let again A = {a}, B = {b}, C = {c}. Let W be the set of words of even length over {b, c}. We show that the language R = (aW ) + is not mixing. For this, we consider, for each n 1, the words (abc) i (ab 2 c 2 ) n−i for 0 i n. All these words are in R.
Assume R is k-mixing. Then, if n k, there are two distinct words w = (abc) i (ab 2 c 2 ) n−i and w = (abc) j (ab 2 c 2 ) n−j (with i < j) which are in the same strongly mixing subset of R, say w,
In the sequel, we shall prove that, given a regular set R over T and an integer k, it is decidable whether R is k-mixing. It remains open whether it is decidable that a regular language R is mixing. In other words, we are able to answer the question for a fixed k, but we do not know the answer if k is not fixed.
As a simple consequence of Proposition 3.5, we have
, and the result follows from the preceding proposition.
We introduce now a running example that will be used repeatedly to illustrate the arguments developed in this paper.
Example 4.5. Let A = {a}, B = {b} and C = {c} and consider the three languages
All words in R have the same skeleton a. By construction, the language R is 3-mixing. It is not strongly mixing. Indeed B (R) = ab + , C (R) = ac + , and for instance abc 2 is in ab + ↑ ac + and is not in R. However, R is 2-mixing, because
Preliminary results

Consider the mapping
:
it is natural to consider the "diagonal" composed of pairs of words with the same skeleton
This is a rational relation, and
for all letters b ∈ B, c ∈ C and words z, y. It is easily seen that this property is decidable for regular languages. Indeed, one may consider the minimal automaton of a regular languages 
For any regular set R over T, the set (R) is a rational relation. The relation (R) defines two reciprocal rational transductions R :
Symmetric expressions hold for R . If R is regular, then each of these sets is regular and effectively computable. If R is strongly mixing, i.e., if R = G ↑ D, then for u ∈ G, one has
Example 5.1. In the previous example, the transductions R and R are readily computed. One has
We now consider the nuclear equivalences associated to these transductions. 
More generally, one has the implications
Example 5.2. Let us continue our example. The equivalence ∼ ,R has three classes con-
Similarly, there are two equivalence classes for
The language R is saturated for R-equivalence, and it is the union of four equivalence classes:
giving yet another decomposition of R. C) -commutative, and u ↑ v ∈ R because u ∼ ,R u and u ↑ v ∈ R because v ∼ ,R v , and thus x ∈ R.
The basic construction
The R-equivalence introduced at the end of the previous section provides a property of k-mixing languages that will be used as a test for termination in the construction we will describe now.
A set X of words over T is monoskeletal if all words in X have the same skeleton. Thus, a subset X of R is monoskeletal if and only if it is a subset of a set R ∩ −1 (s), for some s ∈ (R). Each R-equivalence class is monoskeletal because R equivalent words have the same skeleton. Thus, each set R ∩ −1 (s) is saturated for R-equivalence. The index of R ∩ −1 (s) is the number of R-equivalence classes it contains. More generally, for a subset X of R, the index of the subset X ∩ −1 (s) is the number of R-equivalence classes that X ∩ −1 (s) intersects and the index of X is the maximum of the indices of the sets X ∩ −1 (s), where s ranges over the skeletons of R.
A set R ⊂ T * has index k if any monoskeletal subset X of R has index at most k, that is intersects at most k distinct R-equivalence classes. In other words, R has index k if any monoskeletal subset of R composed of at least k+1 words contains two distinct R-equivalent words.
Proposition 6.1. If a language R is k-mixing, then it has index 4 k . The argument used before to show that R has infinite index can be rewritten as follows. We observe that if R is k-mixing, then by the previous proposition, the number of R-equivalence classes for each skeleton is bounded by 4 k . However, two words w = (abc) i (ab 2 c 2 ) n−i and w = (abc) j (ab 2 c 2 ) n−j (with i < j) have the same skeleton a n and are not R-equivalent, since otherwise (ab) i (ab 2 ) n−i ↑ (ac) j (ac 2 ) n−j ⊂ R. Thus the number of R-equivalence classes for the skeleton a n is at least n + 1.
Proof. Set
We now prove a weak converse of the previous property. This is an immediate consequence of the next proposition which gives a more precise description of the construction used in the proof. For this, we introduce some additional notions. A k-mixing decomposition of R, or a k-decomposition for short, is a decomposition 
Example 6.4. In our running example, all words in R have the same skeleton, and the R-equivalence has four classes. The 4-decomposition (5) is basic and regular.
Proposition 6.5. Let R be a (B, C)-commutative regular language over T. If R has index k, then R has a k-decomposition that is regular and basic.
Proof. The proof is constructive. Starting with the regular language R, we first choose a regular language K ⊂ R such that (K) = (R) and is injective on K. In other words, two distinct words in K have different skeletons. The cross-section theorem ensures that a regular language K with these properties can be effectively constructed. Of course, K is not (B, C)-commutative in general.
Set
We now consider the saturation of G 1 for ∼ ,R and of D 1 for ∼ ,R . Set
The first inclusion is clear. The second follows from the fact that R is (B, C)-commutative, and so [R] R = R. Observe that G 1 ↑ D 1 is basic. Indeed, it is saturated for ∼ R by construction, and any two words with the same skeleton are R-equivalent to the only word in K having this skeleton, and so are R-equivalent.
We prove in a separate lemma (Lemma 6.6 below) that G 1 and D 1 are regular languages. Taking this for granted, one gets a regular language G 1 ↑ D 1 contained in R. If G 1 ↑ D 1 = R, the language R is strongly mixing and therefore 1-mixing. Otherwise, set
Since both R and R 1 are regular and (B, C)-commutative, the languageR 1 also is regular and (B, C)-commutative. Moreover, every skeleton ofR 1 is a skeleton of R, and is also a skeleton of R 1 because R and R 1 have the same sets of skeletons.
We now repeat the same construction onR 1 : we choose a cross-section ofR 1 that is injective for , we build G 2 , D 2 . Saturation is always with respect to the initial language R. This yields regular languages G 2 over A ∪ B and
. Again,R 2 may or may not be empty. This construction is repeated at most k times. Observe that the languages R i = G i ↑ D i are pairwise disjoint.
We prove that there is an integer k such that
showing that R is -mixing and thus also k-mixing. Arguing by contradiction, assume that the claim is false. Then R = R 1 ∪ · · · ∪ R for 1 k. Repeating the construction once more, we get regular languages G k+1 and D k+1 such that, setting Proof. The proof is in two steps. We first show that, for a word u over A∪B, the equivalence class [u] ,R is a regular language. This is done by giving two rational transductions for the complement of the language. In a second step, these transductions are used to give a regular expression for the complement of G (see Eq. (7)). The injectivity of C plays a central role in the last argument. Let u be a word over A ∪ B.
,R is a regular language for each u. For this, we show that the set
} it is composed of two sets, namely thoseū for which R (u) contains words not in R (ū), and thoseū for which R (ū) contains words not in R (u) . Thus, the set L(u) is the union of two, not necessarily disjoint languages
The proof of the second relation is symmetric. This shows that [u] ,R is regular.
We now turn to the second step. The sets
Thus the language
is regular. Since C is injective on G , each set 
Example 6.7. Let us perform the construction of the proof of Proposition 6.5 on our running example. Since R is monoskeletal, any word in R is a candidate for the language K. So take
In fact, this decomposition is precisely that of Eq. (5). Observe that the languages R i do not correspond to the languages R i of Example 4.5.
It might be interesting to consider another example, with infinitely many skeletons.
Example 6.8. Set A = {a}, B = {b}, and C = {c}. Let W be the set of words of even length over {b, c}, and let W 0 (W 1 ) be the set of words in W having an even (odd) number of b's and of c's. The language we consider is
Of course, the set of skeletons is (R) = a + . We perform the construction of the proof of Proposition 6.5. We start with a first cross-section K = a + . Clearly,
Observe that the choice of the cross-section may change the decomposition that is obtained. For i, j = 0, 1, define
The languages R 1 and R 2 of the previous 2-decomposition are
Consider now for instance the language K = (a 2 ) + ∪ (a 2 ) * abc. This is a cross-section of R. The corresponding projections are At this point, we are able to check only partially whether a language R is k-mixing. We proceed as follows: 1. First, we check whether R is (B, C)-commutative. If it is not, then it is not mixing. 2. We use at most 4 k steps of the construction given in the proof of theorem 6.3. (a) If the construction stops before at most k steps, we know that R is k-mixing. (b) If the construction does not stop after 4 k steps, we know that R is not k-mixing by Proposition 6.1. However, if the construction stops between k and 4 k steps, we do not (yet) know whether R is k-mixing or not. We will show in Section 7 that in this case, it is decidable whether R is k-mixing or not.
A second example
Let us consider again A = {a}, B = {b}, and C = {c}, and consider the language
It is easily seen that R is 2-mixing since
It is also easily seen that R is not 1-mixing. Indeed B (R) = b * a + , C (R) = a + c * , and
Let us compute the R-equivalence classes. For this, we consider first the three words a, ba, and bac. One gets, for the word a,
for the word ba, one gets
and for the word bac
This shows that the R-equivalence classes of the words a, ba, and bac are different. In fact, it is now easy to see that
This holds also for words containing more than one letter a. So finally, for all n 1,
Let us apply the construction of Theorem 6.3. We start with a first cross-section
Consider next the cross-section
Consider the cross-section
Thus we get the basic 3-decomposition R = R 1 ∪ R 2 ∪ R 3 with
Assume now that we start the construction by choosing another initial cross-section, namely
Take now the cross-section
Finally, we take the cross-section
This yields another basic 3-decomposition R = R 1 ∪ R 2 ∪ R 3 with
(9)
Complement to the basic construction
In this section, we show that it is decidable whether a regular language R is k-mixing, provided we know a basic regular t-mixing decomposition of R for some t with k < t 4 k . For this, we show that if R is k-mixing, then there exists a k-decomposition of R that is obtained by gluing together parts of a basic t-decomposition. We moreover show that this k-decomposition can be chosen among a finite number of candidates, proving thus the decidability.
We start with some elementary properties of monoskeletal languages. Recall that a set K ⊂ T * is monoskeletal if the set (K) of its skeletons is a singleton. A useful property of monoskeletal languages is that the union of monoskeletal, strongly mixable languages with distinct skeletons is again strongly mixable. More precisely, consider a set S ⊂ A * and, for each s ∈ S, monoskeletal languages G(s) over A ∪ B and D(s) over A ∪ C with skeleton
Given an arbitrary K ⊂ T * , and a skeleton s ∈ (K), the set K ∩ −1 (s) is monoskeletal by construction. The skeleton s is simple for K if s ∈ (K) and K ∩ −1 (s) is strongly mixing.
It is easy to check that, for each s ∈ (K),
B (s)) .
Next, s is simple if and only if
C (s) (and similarly for the other term), it follows that s is simple if and only if
If X ⊂ A * is a set of simple skeletons for K, then K ∩ −1 (X) is strongly mixing, because
B (X)) .
Lemma 7.1. Let K ⊂ T * be a regular language. The set S(K) of simple skeletons of K is an effectively computable, regular subset of A * .
In view of (11), s ∈ (K) is simple if and only if L ∩ −1 (s) = ∅, that is if and only if
and proves the lemma.
In the sequel, we consider a regular language R over T that admits a basic t-decomposition
where the R i are strongly mixing. Set N = {1, . . . , t}.
For any subset I of N, we set R I = ∪ i∈I R i . To any k-cover H of N, we associate the regular set 
This proves the lemma.
The same result holds for several k-covers Proof. The union is
is k-mixing, and since the union is now over disjoint sets of skeletons, it is again k-mixing.
, that is if every skeleton is in at least one of the sets S(H i ).
Proposition 7.4. If R has a complete set of k-covers, then R is k-mixing.
Proof. Let H 1 , . . . , H n be a complete set of k-covers. By the previous lemma, the union of the sets
Example 7.5. Let us illustrate the preceding proposition with the 3-decomposition (9). We consider the two 3-covers H 1 = {{1, 3}, {2}} and H 2 = {{1}, {2, 3}}. Consider the first one. Then R {1,3} = R 1 ∪ R 3 = b + (a 2 ) * ac * ∪ b + (a 2 ) + c + ∪ (a 2 ) + and it follows that S(R {1,3} ) = (a 2 ) * a. Assume indeed that a n is a simple skeleton of R {1,3} for some even integer n. Then R {1,3} ∩ −1 (a n ) must be the mixing product of its projections, that is must be equal to b * a n ↑ a n c * , and this does not hold. Clearly, S(R 3 ) = a + because R 3 is strongly mixing. So S(H 1 ) = (a 2 ) * a. A similar computation shows that R {2,3} = b * (a 2 ) * ∪ b + (a 2 ) * ac + ∪ (a 2 ) * a and that S(R {2,3} ) = (a 2 ) + . So S(H 2 ) = (a 2 ) + , and the set H 1 , H 2 is a complete set of 3-covers. According to the construction given in the previous proof, it suffices to compute the union of the languages R ∩ −1 ((a 2 ) * a) and R ∩ −1 ((a 2 ) + ). One gets R ∩ −1 ((a 2 ) * a) = b + (a 2 ) * ac * ∪ (a 2 ) * a and R ∩ −1 ((a 2 ) + ) = b + (a 2 ) + c + ∪ b * (a 2 ) + and finally R = b * a + ∪ b + a + c + .
Conversely, one has the following. 
S(H (s)) .
Observe that there are only finitely many k-covers. Thus, the union on the right-hand side of (13) 
Concluding remarks
We have shown that for a given integer k, it is decidable whether a regular language R is k-mixing. It still remains an open question if one can decide whether R is k-mixing for some k.
The case we have studied here is a partition of the alphabet T into 3 subalphabet. This is a special case of a more general case, namely a partition into m + 1 subsets T = A ∪ B 1 ∪ · · · ∪ B m , where closure under permutation of letters from different subalphabet B i is permitted. The question whether our result extend to this case is open.
