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Abstract
The topic of the first part of this research is trajectory optimization of dynamical systems
via computational swarm intelligence. Particle swarm optimization is a nature-inspired
heuristic search method that relies on a group of potential solutions to explore the fitness
landscape. Conceptually, each particle in the swarm uses its own memory as well as the
knowledge accumulated by the entire swarm to iteratively converge on an optimal or near-
optimal solution. It is relatively straightforward to implement and unlike gradient-based
solvers, does not require an initial guess or continuity in the problem definition. Although
particle swarm optimization has been successfully employed in solving static optimization
problems, its application in dynamic optimization, as posed in optimal control theory, is
still relatively new. In the first half of this thesis particle swarm optimization is used to
generate near-optimal solutions to several nontrivial trajectory optimization problems in-
cluding thrust programming for minimum fuel, multi-burn spacecraft orbit transfer, and
computing minimum-time rest-to-rest trajectories for a robotic manipulator. A distinct
feature of the particle swarm optimization implementation in this work is the runtime
selection of the optimal solution structure. Optimal trajectories are generated by solv-
ing instances of constrained nonlinear mixed-integer programming problems with the
swarming technique. For each solved optimal programming problem, the particle swarm
optimization result is compared with a nearly exact solution found via a direct method
using nonlinear programming. Numerical experiments indicate that swarm search can
locate solutions to very great accuracy.
The second half of this research develops a new extremal-field approach for synthesiz-
ing nearly optimal feedback controllers for optimal control and two-player pursuit-evasion
ii
games described by general nonlinear diﬀerential equations. A notable revelation from
this development is that the resulting control law has an algebraic closed-form structure.
The proposed method uses an optimal spatial statistical predictor called universal krig-
ing to construct the surrogate model of a feedback controller, which is capable of quickly
predicting an optimal control estimate based on current state (and time) information.
With universal kriging, an approximation to the optimal feedback map is computed by
conceptualizing a set of state-control samples from pre-computed extremals to be a par-
ticular realization of a jointly Gaussian spatial process. Feedback policies are computed
for a variety of example dynamic optimization problems in order to evaluate the eﬀec-
tiveness of this methodology. This feedback synthesis approach is found to combine good
numerical accuracy with low computational overhead, making it a suitable candidate for
real-time applications.
Particle swarm and universal kriging are combined for a capstone example, a near
optimal, near-admissible, full-state feedback control law is computed and tested for the
heat-load-limited atmospheric-turn guidance of an aeroassisted transfer vehicle. The per-
formance of this explicit guidance scheme is found to be very promising; initial errors
in atmospheric entry due to simulated thruster misfirings are found to be accurately
corrected while closely respecting the algebraic state-inequality constraint.
iii
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Chapter 1
Introduction
1.1 Background
Among biologically-inspired search methods, Genetic Algorithms (GAs) have been suc-
cessfully applied to a variety of search and optimization problems arising in dynamical
systems. Their use in optimizing impulsive [1], low-thrust [2–6], and hybrid aerospace tra-
jectories [7–9] is well documented. Optimizing impulsive-thrust trajectories may involve
determining the impulse magnitudes and locations extremizing a certain mission objective
such as the propellant mass, whereas in low-thrust trajectory optimization, the search
parameters typically describe the time history of a continuous or piecewise-continuous
function such as the thrust direction. In hybrid problems, the decision variables may
include both continuous parameters, e.g. interplanetary flight times, mission start and
end dates, impulsive thrust directions and discrete ones e.g. categorical variables repre-
senting a sequence of planetary fly-bys. Evolutionary algorithms have also been applied
to the problem of path planning in robotics. Zhao et al. [10] applied a genetic algorithm
to search for an optimal base trajectory for a mobile manipulator performing a sequence
of tasks. Garg and Kumar [11] identified torque-minimizing optimal paths between two
given end-eﬀector positions using GA and Simulated Annealing (SA).
Particle Swarm Optimzation (PSO), on the other hand, has only relatively recently
started finding applications as a search heuristic in dynamical systems trajectory opti-
mization. Izzo [12] finds PSO-optimized space trajectories with multiple gravity assists,
where the decision parameters are the epochs of each planetary encounter; between im-
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pulses or flybys the trajectories are Keplerian and can be computed by solving Lambert’s
problem. Pontani and Conway [13] use PSO to solve minimum-time, low-thrust inter-
planetary transfer problems. Adopting an indirect trajectory optimization method, PSO
was allowed to choose the initial co-state vector and the final time that resulted in meet-
ing the circular-orbit terminal constraints. The actual optimal control was subsequently
computed using Pontryagin’s Minimum Principle. The literature also reports the de-
sign of optimal space trajectories found by combining PSO with other search heuristics.
Sentinella and Casalino [14] proposed a strategy for computing minimum-∆V Earth-to-
Saturn trajectories with multiple impulses and gravity assists by combining GA, Diﬀer-
ential Evolution (DE) and PSO in parallel in which the best solution from each algorithm
is shared with the others at fixed intervals. More recently, Englander and Conway [15]
took a collaborative heuristic approach to solve for multiple gravity assist interplane-
tary trajectories. There, a GA determines the optimal sequence of planetary encounters
whereas DE and PSO cooperate by exchanging their populations and optimize variables
such as launch dates, flight times and thrusting instants for trajectories between the plan-
ets. However, none of these researches involve parameterization of the time history of
a continuous variable and therefore cannot be categorized as continuous-time trajectory
optimization problems in the true sense of the term. The research presented in the first
part of this thesis on the other hand, solves trajectory optimization problems for contin-
uous dynamical systems through a novel control-function parameterization mechanism
resulting in swarm-optimizable hybrid problems, and is therefore fundamentally diﬀerent
from the above-cited references.
PSO has also found its use in robotic path planning. For example, Wang et al. [16]
proposed an obstacle-avoiding optimal path planning scheme for mobile robots using
particle swarm optimization. The robots are considered to be point masses, and the PSO
optimizes way-point locations in a 2-dimensional space; this is in contrast to the robotic
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trajectory optimization problem considered in the present work where a rigid-body two-
link arm dynamics have been optimized in the joint space. Saska et al. [17] reduce path
planning of point-mass mobile robots to swarm-optimization of the coeﬃcients of fixed-
degree (cubic) splines that parameterize the robot path in a 2-dimensional state space.
This is again diﬀerent from the robotics problem considered in this research where PSO
optimizes a non-smooth torque profile for a rigid manipulator. Wen et al. [18] report the
use of PSO to optimize the joint space trajectory of a robotic manipulator, but the present
research adopts a diﬀerent approach from theirs. While the authors in the said source
optimize joint variables such as angles, velocities and accelerations at discrete points along
the trajectory, the current work takes an optimal control perspective to address a similar
problem.
Recent advances in numerical optimal control and the related field of trajectory op-
timization have resulted in a broad range of sophisticated methods [19–21] and software
tools [22–24] that can solve large scale complex problems with high numerical accuracy.
The so-called “direct”methods, discussed in Chapter 2, transcribe an infinite-dimensional
functional optimization problem to a finite-dimensional, and generally constrained, pa-
rameter optimization problem. This latter problem, a non-linear programming problem
(NLP), may subsequently be solved using gradient-based sparse NLP solvers such as
SNOPT [25], or biologically-inspired search algorithms, of which evolutionary algorithms
and computational swarm intelligence are prominent examples. Trajectory optimization
with one swarm intelligence paradigm, the PSO, is the focus of the first part of this the-
sis. However, all of the above-stated methods essentially solve the optimal programming
problem, which results in an open-loop control function depending only upon the initial
system state and current time.
Compared to optimal control problems or one-player games, relatively little mate-
rial is available in the open literature dealing with the numerical techniques for solving
3
pursuit-evasion games. Even then, most existing numerical schemes for pursuit-evasion
games concentrate on generating the open-loop saddle point solutions [26–30]. One cause
for concern with the dependence of optimal strategies only on the initial states is that
real systems are not perfect; the actual system may start from a position for which
control program information does not exist, or the system states may diﬀer from those
predicted by the state equations because of modeling errors or other unforeseen distur-
bances. Therefore, if it is desired to transfer the system to a prescribed terminal condition
from a state which is not on the pre-computed optimal path, one must solve another op-
timal programming problem starting from this new point. This is disadvantageous for
Optimal Control Problems (OCPs) if the available online computational power does not
allow for almost-instantaneous computation, and critical for players in a pursuit-evasion
game where time lost in computation can result in the antagonistic agent succeeding in
its goal. The ability to compute optimal feedback strategies in real-time is therefore of
paramount importance in these cases. In fact, it is hardly an exaggeration to assert that
the Holy Grail of optimal control theory is the ability to define a function that maps all
available information into a decision or action, or in other words, an optimal feedback
control law [31,32]. It is also recognized to be one of the most diﬃcult problems of Control
Theory [33]. The latter half of this thesis introduces an eﬃcient numerical scheme for
synthesizing approximate-optimal feedback strategies using a spatial statistical technique
called universal kriging [34–37]. In so doing, this work reveals a new application of spatial
statistics, namely, that in dynamical systems and control theory.
1.2 Thesis Outline
The rest of the thesis is organized as follows:
Chapter 2 briefly introduces the version of the PSO used in this research and illus-
trates its operation through benchmark static optimization examples. Then, the type of
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optimal programming problems solved with PSO in the present research is stated, and
some of the existing methods for solving them are briefly examined. The distinct features
of PSO vis-a`-vis the traditional methods are pointed out in the trajectory optimization
context. Subsequently, the special modifications performed on basic PSO to handle tra-
jectory optimization with terminal constraints are detailed. The details of the algorithm
allowing run-time optimization of the solution structure are elucidated.
Chapter 3 presents several trajectory optimization test cases of increasing complexity
that are solved using the PSO-based optimal programming framework of Chapter 2. For
each problem, implementation-specific parameters are given.
Chapter 4 develops the necessary theoretical background and mathematical machin-
ery required for kriging-based feedback policy synthesis with the extremal-field implemen-
tation of dynamic programming. The concept of the stratified random sampling technique
Latin Hypercube Sampling and its role in facilitating the construction of the feedback
controller surrogate model are discussed.
Chapter 5 presents the results of solved test cases from optimal control and pursuit-
evasion games. Aerospace examples involving autonomous, non-autonomous, uncon-
strained and path-constrained systems are given, and indicators for judging the eﬀec-
tiveness of the guidance law are also elucidated.
The capstone example problem is the synthesis of an approximate-optimal explicit
guidance law for an aeroassisted inclination change maneuver. Chapter 6 demonstrates
how the two new computational optimal control paradigms introduced in this research,
PSO and spatial prediction via kriging, can synergistically collaborate without making
any simplifying assumptions, as has been done by previous researchers.
Finally, Chapter 7 concludes the thesis with a summary and potential future research
directions.
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Chapter 2
Swarm Intelligence and Dynamic
Optimization
2.1 Introduction
Computational swarm intelligence (CSI) is concerned with the design of computational
algorithms inspired by the social behavior of biological entities such as insect colonies,
bird flocks or fish schools. For millions of years, biological systems have solved com-
plex problems related to the survival of their own species by sharing information among
group members. Information transfer between the members of a group or society causes
the actions of individual, unsophisticated members to be properly tuned to achieve so-
phisticated desired behavior at the level of the whole group. CSI addresses complex
mathematical problems of interest in science and engineering by mimicking this decen-
tralized decision making in groups of biological entities, or swarms. PSO, in particular,
is a computational intelligence algorithm based on the simulation of the social behavior
of birds in a flock [38–40]. The topic of this chapter is the application of PSO to dynamic
optimization problems as posed in the Optimal Control Theory.
Examples of coordinated colony behavior are abundant in nature. In order to ef-
ficiently forage for food sources, for instance, social insects such as ants recruit extra
members in the foraging team that helps the colony locate food in an area too large to
be explored by a single individual. A recruiter ant deposits pheromone on the way back
from a located food source and most recruits follow the pheromone trail to the source.
Cooperative behavior is also observed amongst insect colonies moving nest. For example,
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during nest site selection, the ant Temnothorax albipennis does not use pheromone trails;
rather new recruits are directed to the nest either by tandem running, where one group
member guides another one to the nest by staying in close proximity, or by social carry-
ing, where the recruiter physically lifts and carries a mate to the new nest. Honeybees
proﬀer another example of such social behavior. Having located a food source, a scout
bee returns to the swarm and performs a “dance” in which the moves encode vital pieces
of information such as the direction and distance to the target, and the quality of the
food source. Dance followers in close contact with the dancer decode this information and
decide whether or not it would be worthwhile to fly to this food source. House hunting
in honeybees also follows a similar pattern. More details on these and other instances of
swarm intelligence encountered in nature may be found in Beekman et al. [41] and the
sources cited therein.
Over the last decade or so, search and optimization techniques inspired by the col-
lective intelligent behavior of natural swarms have been receiving increasing attention of
the research community from various disciplines. Two of the more successful CSI tech-
niques for computing approximate optimal solution to numerical optimization problems
are PSO, originally proposed by Kennedy and Eberhart in 1995 [38], and Ant Colony
Optimization (ACO), introduced by Dorigo and his colleagues in the early 1990’s [42].
PSO imitates the coordinated, cooperative movement of a flock of birds that fly through
space and land on a location where food can be found. Algorithmically, PSO maintains a
population or swarm of particles, each a geometric point and a potential solution in the
space in which the search for a minimum (or maximum) of a function is being conducted.
At initialization, the particles start at random locations, and subsequently “fly” through
the hyper-dimensional search landscape aiming to locate an optimal or “good enough”
solution, corresponding, in reality, to a location oﬀering the best or most food for the
bird flock. In analogy to bird flocking, the movement of a particle is influenced by loca-
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tions where promising solutions were already found by the particle itself, and those found
by other (neighboring) particles in the swarm. As the algorithm iterates, the swarm is
expected to focus more and more on an area of the search space holding high-quality
solutions, and eventually converge on a feasible, good one. The success of PSO in solv-
ing optimization problems, mostly those involving continuously variable parameters, is
well documented in the literature. Details of the PSO algorithm used in this research,
including a survey of the PSO literature applied to engineering optimization, and the
main contributions of the present research in the application of PSO to the trajectory
optimization of dynamical systems are given in sections 2.2 and 2.4.
Similarly, ACO was inspired by the collective foraging by ant colonies. Ants commu-
nicate with each other indirectly by means of chemical pheromone trails, which allows
them to find the shortest paths between their nest and food sources. This behavior is
exploited by ACO algorithms in order to solve, for example, combinatorial optimization
problems. See references [40, 41, 43] for more details on ant algorithms and some typical
applications.
Apart from CSI, there are other paradigms of nature-inspired search algorithms, the
better known among them being the diﬀerent classes of evolutionary algorithms (EA)
such as Genetic Algorithms (GA), Genetic Programming (GP), Evolutionary Program-
ming, Diﬀerential Evolution (DE) etc., some of which predate CSI [39, 40, 44]. Genetic
Algorithms were invented by John Holland in the 1960s and were further developed by
him and his collaborators in the 1960s and 1970s [45]. An early engineering application
that popularized GAs was reported in the 1980s by Goldberg [46,47]. Briefly, evolutionary
computation adopts the view that natural evolution is an optimization process aimed at
improving the ability of species to survive in competitive environments. Thus, EA’s mimic
the mechanics of natural evolution, such as natural selection, survival of the fittest, repro-
duction, mutation, competition and symbiosis. In GAs for instance, potential solutions of
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an optimization problem are represented as individuals within a population that evolve in
fitness over generations (iterations) through selection, crossover, and mutation operators.
At the end of the GA run, the best individual represents the solution to the optimization
problem. Since concepts from evolutionary computation have influenced PSO from its
inception [39], questions regarding the relation between the two may be of some relevance.
For example, PSO, like EA’s, maintains a population of potential solutions that are ran-
domly initialized and stochastically evolved through the search landscape. However, in
PSO, each individual swarm member iteratively improves its own position in the search
landscape until the swarm converges, whereas in evolutionary methods, improvement is
achieved only through combination. Further, EA implementations sometimes quantize
the decision variables in binary or other symbols, whereas PSO operates on these param-
eters themselves. In addition, in PSO, it is the particles’ “velocities” (or displacements)
that are adjusted in each iteration, while EAs directly act upon the position coordinates.
The basic PSO algorithm used in this research is discussed next.
2.2 Particle Swarm Optimization
PSO is a population-based, probabilistic, derivative-free search metaheuristic in which
the movement of a swarm or collection of particles (points) through the parameter space
is conceptualized as the group dynamics of birds. In its pure form, PSO is suitable for
solving bound-constrained optimization problems of the nature:
min
r∈U
J(r) (2.1)
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where J : RD → R is a possibly discontinuous cost function, and U ⊆ RD is the bound
constraint defined as:
U = {r ∈ RD | bκ ≤ rκ ≤ aκ, κ = 1, . . . , D} (2.2)
with −∞ ≤ bκ ≤ aκ ≤ ∞. Let N be the swarm size. Each particle i of the swarm, at a
generic iteration step j, is associated with position-vector rj(i) and a displacement vector,
or velocity-vector as it is customarily called in the PSO literature, vj(i). In addition, each
particle “remembers” its historical best position ψj(i), that is the position resulting in the
smallest magnitude of the objective function so far into the iteration. The best position
ever found by the particles in a neighborhood of the ith. particle up to the jth. iteration
is denoted by ρj. The PSO algorithm samples the search space by iteratively updating
the velocity term. The particle’s position is then updated by adding this velocity to the
current position. Mathematically [38–40]:
v(j+1)κ (i) = w v
(j)
κ (i) + c1 ￿1(0, 1) [ψ
(j)
κ (i)− r(j)κ (i)] + c2 ￿2(0, 1) [ρ(j)κ − r(j)κ (i)](2.3)
r(j+1)κ (i) = r
(j)
κ (i) + v
(j+1)
κ (i), κ = 1, . . . , D, i = 1, . . . , N (2.4)
The velocity update term in Eq. (2.3) comprises of three components:
1. The inertia component or the momentum term w v(j)κ (i) represents the influence of
the previous velocity that tends to carry the particle in the direction it has been
traveling in the previous iteration. The scalar w is called the inertia coeﬃcient.
Various settings for w are extant [39,40,48], and experience indicates that these are
often problem-dependent; some “tuning”may be required before a particular choice
is made. Depending upon the application under consideration (cf. Chapter 3), one
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of the following two types of the inertia weights are used in this research [48,49]:
w =
1 + ￿(0, 1)
2
(2.5)
or
w(j) = wup − (wup − wlow) j
niter
, wup, wlow ∈ R, wup > wlow (2.6)
In Eq. (2.5), ￿(0, 1) ∈ [0, 1] is a random real number sampled from a uniform
distribution. Adding stochasticity to the inertia term reduces the likelihood of the
PSO getting stuck at a local minimum, as it is expected that a random “kick”
would push the particle out of a shallow trough. The inertia weight of Eq. (2.6),
on the other hand, is seen to decrease linearly with the number of iterations j as it
runs through to the end of the specified number of iterations niter. This structure
has been reported to induce a thorough exploration of the search space at the
beginning, when large steps are more appropriate, and shift the focus more and
more to exploitation as iteration proceeds [48]. In the present work, this type of
iteration-dependent inertia weighting is used to solve problem 3.5 in Chapter 3,
which is a challenging multi-modal, hybrid, dynamic optimization problem with
closely-spaced minima. The numerical values of wup, wlow are problem-dependent
and are reported for the relevant problems.
2. The cognitive component or the “nostalgia” term c1 ￿1(0, 1) [ψ
(j)
κ (i)− r(j)κ (i)] repre-
sents the tendency of the particle to return to the best position it has experienced
so far, and therefore, resembles the particle’s “memory”.
3. The social component c2 ￿2(0, 1) [ρ
(j)
κ −r(j)κ (i)] represents the tendency of the particle
to be drawn towards the best position found by the ith. particle’s neighbors. In the
global best or gbest PSO used in this research, the neighborhood of each particle is
the entire swarm, to which it is assumed to be connected in a star topology. Details
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on the local best or lbest PSO and other social network topologies can be found in
the references [40,48].
In Eq. (2.3), ￿1 and ￿2 are random real numbers with uniform distribution between 0 and
1. The positive constants c1 and c2 are used to scale the contributions of the cognitive and
social terms respectively, and must be chosen carefully to avoid swarm divergence [40].
For the PSO implemented in this work, numerical values c1 = c2 = 1.49445 recommended
by Hu and Eberhart [49] have proven to be very eﬀective. The steps of the PSO algorithm
with velocity limitation used for solving the optimization problem Eq. (2.1) are [48, 50]:
1. Randomly initialize the swarm positions and velocities inside the search space,
bounded by vectors a,b ∈ RD:
a ≤ r ≤ b, −(b− a) ≤ v ≤ (b− a) (2.7)
2. At a generic iteration step j,
(a) for i =1, . . . , N
i. evaluate the objective function associated with particle i, J(rj(i))
ii. determine the best position ever visited by particle i up to the current
iteration j, ψ(j)(i) = arg min
µ=1,...,j
J(r(µ)(i)).
(b) identify the best position ever visited by the entire swarm up to the current
iteration j: ρ(j) = arg min
i=1,...,N
J(ψ(j)(i)).
(c) update the velocity vector for each swarm member according to Eq. (2.3). If:
i. v(j+1)κ (i) < −(bκ − aκ), set v(j+1)κ (i) = −(bκ − aκ)
ii. v(j+1)κ (i) > (bκ − aκ), set v(j+1)κ (i) = (bκ − aκ)
(d) update the position for each particle of the swarm according to Eq. (2.4). If:
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i. r(j+1)κ (i) < aκ, set r
(j+1)
κ (i) = aκ and v
(j+1)
κ (i) = 0
ii. r(j+1)κ (i) > bκ, set r
(j+1)
κ (i) = bκ and v
(j+1)
κ (i) = 0
The search ends either after a fixed number of iterations, or when the objective function
value remains within a pre-determined ￿-bound for more than a specified number of
iterations. The swarm size N and the number of iterations ntier are problem-dependent
and may have to be adjusted until satisfactory reduction in the objective function is
attained, as will be discussed in Section 3.7. As an illustration, consider an instance of
a continuous function optimization problem with the above-described algorithm, that of
minimizing the Ackley function:
J(r) = −20 exp
−0.2
￿￿￿￿ 1
D
D￿
κ=1
r2κ
− exp￿ 1
D
D￿
κ=1
cos(2πrκ)
￿
+ 20 + exp(1) (2.8)
with U = [−32.768, 32.768]D. The Ackley function is multi-modal, with a large number
of local minima and is considered a benchmark for evolutionary search algorithms [51].
The function has relatively shallow local minima for large values of r because of the
dominance of the first exponential term, but the modulations of the cosine term become
influential for smaller numerical values of the optimization parameters, leading to a global
minimum at r∗ = 0. It is visualized in Figure 2.1 in 2 dimensions. Figure 2.2 shows the
trajectory of the best particle as it successfully navigates a multitude of local minima
to finally converge on the global minimum using an inertia coeﬃcient of the form of Eq.
(2.5). Note that although the randomly initialized swarm occupied the entire expanse
of the rather large search space U, the swarm-best particle is seen to have detected the
most promising region from the outset, and explores the region thoroughly as it descends
the “well” to the globally optimal value. Figure 2.3 shows the best particle trajectory
corresponding to a linearly-decreasing inertia weight of the type of Eq. (2.6). Clearly,
this setting has also detected the global minimum of {0, 0}. As stated previously, the
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choice of wup and wlow is problem dependent and requires some trial and error, which
constitutes the tuning process. This is not surprising, given the fact that PSO is a
heuristic search method. In this problem, for example, setting wup = 1.2 while keeping
all the other parameters fixed leads to swarm divergence. The problem settings for this
test case appear in Table 2.1.
Fig. 2.1: The 2-D Ackley Function
Fig. 2.2: Swarm-best particle trajectory with random inertia weight
Apart from the canonical version of the PSO described above and used in this research,
other variants, created for example by various modes of choice of the inertia, cognitive
and social terms, are extant in the literature [40, 48]. Some of the other proposed PSO
versions include, but are not limited to, unified PSO [52], memetic PSO [53], composite
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Fig. 2.3: Swarm-best particle trajectory with linearly-decreasing inertia weight
Table 2.1: Ackley Function Minimization Using PSO
Intertia weight {N , niter} rniter , (J(rniter))
Eq. 2.5 {50, 200} {0,0} (0)
Eq. 2.6 (wup = 0.8, wlow = 0.1) {50, 200} {0,0} (0)
PSO [54], vector-valued PSO [54,55], guaranteed convergence PSO [56], cooperative PSO
[57], niching PSO [58] and quantum PSO [59].
The PSO algorithm is simple to implement, as its core is comprised of only two vector
recurrence relations, Eqs. (2.3) and (2.4). Furthermore, it does not require the cost func-
tion to be smooth since it does not involve a computation of the cost-function derivatives
to determine a search direction. This is in contrast to gradient-based optimization meth-
ods that require the existence of continuous first derivatives of the objective function,
e.g. steepest descent, conjugate gradient and possibly higher derivatives, e.g. Newton’s
method, trust region methods [60], sequential quadratic programming (SQP) [25]. PSO is
also guess-free, in the sense that only an upper and a lower bound of each decision variable
must be provided to initialize the algorithm, and such bounds can, on many occasions,
be simply deduced from a knowledge of the physical variables under consideration, as
evidenced from the test cases presented in Chapter 3. Gradient-based deterministic op-
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timization methods on the other hand, require an initial guess or an estimate of the
optimal decision vector to start searching. Depending upon the quality of the guess, such
methods may entirely fail to converge to a feasible solution, or for multi-modal objec-
tive functions such as the Ackley function, may converge to the nearest optimum in the
neighborhood of the guess, as demonstrated in Section 2.3. However, many of the so-
phisticated gradient-based optimization algorithms used in modern complex engineering
applications such as dynamical systems trajectory optimization typically converge to a
feasible solution if “warm-started” with a suitable initial guess. Collaboration between
the heuristic and deterministic approaches can therefore be beneficial.
Due to its decided advantages, the popularity of PSO in numerical optimization
has continued to grow. The successful use of PSO has been reported in a multitude
of applications, a small sample of which are electrical power systems [61–63], biomedi-
cal image registration [64], H∞ controller synthesis [65], PID controller tuning [66], 3-D
body pose tracking [67], parameter estimation of non-linear chemical processes [68], lin-
ear regression model parameter estimation in econometrics [69], oil and gas well type and
location optimization [70], and multi-objective optimization in water-resources manage-
ment [71]. Needless to say, PSO has found many applications in aerospace engineering as
well. Apart from trajectory optimization, discussed in Subsection 1.1, some other exam-
ples are a binary PSO for determining the direct-operating-cost-minimizing configuration
of a short/medium range aircraft [72], a multidisciplinary (aero-structural) design opti-
mization of nonplanar lifting-surface configurations [73], shape and size optimization of a
satellite adapter ring [74], and multi-impulse design optimization of tetrahedral satellite
formations resulting in the “best quality” formation [75].
The following section formally introduces the problem of trajectory optimization from
an optimal control perspective, and presents an overview of some of the conventional
approaches of obtaining its numerical solution.
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2.3 Computational Optimal Control and Trajectory
Optimization
Optimal Control Theory addresses the problem of computing the inputs to a dynami-
cal system that extremize a quantity of importance, the cost function, while satisfying
diﬀerential and algebraic constraints on the time evolution of the system in the state
space [76–81]. Having originated to address flight mechanics problems, it has been an
active field of research for more than 40 years, with applications spanning areas such as
process control, resource economics, robotics, and of course, aerospace engineering [19].
In some literature, the term “Trajectory Optimization” is often synonymously used with
Optimal Control, although in this work it is reserved for the task of computing optimal
programs, or open-loop solutions to functional optimization problems. Optimal Control
Theory, on the other hand, subsumes both optimal programming and optimal feedback
control, the latter problem being the topic of Chapters 4 and 5. The following form of
the trajectory problem is considered [19,20,77]:
Given the initial conditions {x(t0), t0}, compute the state-control pair {x(·),u(·)}, and
possibly also the final time tf that minimize the Bolza-type objective functional:
J(x(·),u(·), tf ; s) = φ(x(tf ), tf ; s) +
￿ tf
t0
L(x(t),u(t), t; s)dt (2.9)
while transferring the dynamical system:
x˙ = f(x(t),u(t), t; s), x ∈ Rn,u ∈ Rm, s ∈ Rs (2.10)
to a terminal manifold:
Ψ(x(tf ), tf ; s) = 0 (2.11)
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and respecting the path constraints:
C(x(t),u(t), t; s) ≤ 0 (2.12)
by selecting the control program u(t) and the static parameter vector s. Note that the
dependence of the control program u(·) on the initial state x0 is implicit here as the system
initial conditions are assumed to be invariant for the optimal programming problems
considered in this work. This is in contrast to Chapters 4 and 5 that deal with the
synthesis of feedback solutions to optimal control and pursuit-evasion games for dynamical
systems with box-uncertain initial conditions. Most trajectory optimization problems of
practical importance cannot be solved analytically, so an approximate solution is sought
using numerical methods. Trajectory optimization of dynamical systems using various
numerical methods has a long history, beginning in the early 1950s, and continues to be a
topic of vigorous research as complexity of the problems in various branches of engineering
increase in step with the sophistication of the solution methods. Conway [21] and Rao [82]
present recent surveys of the methods available in computational optimal programming.
Briefly, two existing techniques for computing candidate optimal solutions of the problem
Eqs. (2.9)−(2.12) are the so-called indirect method and direct method [20]. The indirect
method converts the original problem into a diﬀerential-algebraic multi-point boundary
value problem (MPBVP) by introducing an n-number of extra pseudo-state functions
(or-costates) and additional (scalar) Lagrange multipliers associated with the constraints,
and has been traditionally solved using shooting methods [20, 77]. The direct method,
on the other hand, reduces the infinite-dimensional functional optimization problem to
a parameter optimization problem by expressing the control, or both the state and the
control, in terms of a finite-dimensional parameter vector. The control parameterization
method is known in the optimal control literature as the direct shooting method [83]. The
NLP resulting from a direct method is solved by an optimization routine.
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In the following sections, brief descriptions are presented of the indirect shooting,
direct shooting and state-control parameterization methods for trajectory optimization.
In particular, the state-control parameterization method is discussed in the context of a
global collocation method known as the Gauss pseudospectral method (GPM) that was
adopted for some of the problems solved in this work. Finally, an outline is given for
the SQP algorithm, a popular numerical optimization method for solving sparse NLPs
resulting from the direct transcription of optimal programming problems.
2.3.1 The Indirect Shooting Method
In the indirect shooting method, numerical solution of diﬀerential equations is combined
with numerical root finding of algebraic equations to solve for the extremals of a trajectory
optimization problem. Application of the principles of the COV to the problem Eqs. (2.9)-
(2.12) leads to the first-order necessary conditions for an extremal solution. For a single-
phase trajectory optimization problem lacking static parameters s and path constraint
C, the necessary conditions reduce to the following Hamiltonian boundary-value problem
[77]:
H(x,λ,u, t) := L+ λT f (2.13)
x˙∗ =
￿
∂H
∂λ∗
￿T
(2.14)
λ˙
∗
= −
￿
∂H
∂x∗
￿T
(2.15)￿
∂H
∂u∗
￿T
= 0 (2.16)
λ∗(t∗f ) =
￿
∂φ
∂x∗
￿￿￿￿
t∗f
+ (ν∗)T
∂Ψ
∂x∗
￿￿￿￿
t∗f
￿T
(2.17)
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H(t∗f ) = −
￿
∂φ
∂t
￿￿￿￿
t∗f
+ (ν∗)T
∂Ψ
∂t
￿￿￿￿
t∗f
￿
(2.18)
x(t0) = ξ0 (2.19)
Ψ(x∗(t∗f ), t
∗
f ) = 0 (2.20)
Here H is the variational Hamiltonian, λ are the co-state or adjoint functions, ν are
the constant Lagrange multipliers conjugate to the terminal manifold, and the asterisk
(∗) denotes extremal quantities. A typical implementation of the shooting method as
adopted in this work covers the following steps:
1. With an approximation of the solution vector z˜ = [λ˜(t0) ν˜ t˜f ]T , numerically in-
tegrate the Eqs. (2.14 - 2.15) from t0 to t˜f with known initial states Eq. (2.19).
The control function u∗ needed required for this integration is determined from Eq.
(2.16) if u∗ is unbounded.
2. Substitute the resulting λ˜(t˜f ) and ν˜, t˜f into the left hand side of Eqs. (2.17), (2.18)
and (2.20).
3. Using a non-linear algebraic equation solving algorithm such as Newton’s method
or its variants, iterate on the approximation z˜ until Eqs. (2.17), (2.18) and (2.20)
are satisfied to a pre-determined tolerance. At the conclusion of iterations, the
solution vector is [λ∗(t0) ν∗ t∗f ], and the state, co-state and control trajectories can
be recovered via integration of Eqs. (2.14) - (2.16).
The indirect shooting method is one of the earliest developed recipes for trajectory opti-
mization, and its further details, variants, implementation notes and possible pitfalls are
detailed in references [19–21,82] and the sources cited therein.
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2.3.2 The Direct Shooting Method
In a direct shooting method, an optimal programming problem is converted to a parameter
optimization problem by discretizing the control function in terms of a parameter vector.
A typical parameterization is to approximate the control with a known functional form:
u˜(t) = αTB(t) (2.21)
where B(t) is a known function and the coeﬃcient vector α, along with the static param-
eter vector s constitute the NLP parameters, i.e. r = [α s]T . In this research, however,
the direct shooting method has been modified in such a way that the structure of the
functional form B(t) also becomes an NLP parameter, which distinguishes it from tradi-
tional implementations of this method. Details of this parameterization are presented in
Section 2.4. With the parameterized control history, the state dynamics Eq. (2.10) are
integrated explicitly to obtain x(tf ) = xf (r), transforming the cost function Eq. (2.9)
to J(r) and the constraints to the form c(r) ≤ 0. The resulting NLP is solved to obtain
[α∗ s∗]T , and the optimal control can be recovered from Eq. (2.21). The optimal states
can then be solved for by direct integration of the dynamics Eq. (2.10) through a time-
marching scheme such as the Runge-Kutta method. An advantage of the direct shooting
method over transcription methods that discretize both the controls and the state is that
it usually results in a smaller NLP dimension. This is an attractive feature, especially if
population-based heuristics like the PSO are used as the NLP solver, as these methods
tend to be computationally expensive owing to the large number of agents searching in
parallel, each using numerical integration to evaluate fitness.
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2.3.3 The Gauss Pseudospectral Method
The GPM is a global orthogonal collocation method in which the state and control are
approximated by linear combination of Lagrange polynomials. Collocation is performed
at Legendre-Gauss (LG) points, which are the (simple) roots of the Legendre polynomial
Pη(t) of a specified degree η ∈ N lying in the open interval (−1, 1). In order to perform
collocation at the LG points, the Bolza problem Eqs. (2.9)-(2.12) is transformed from
the time interval t ∈ [t0, tf ] to τ ∈ [−1, 1] through the aﬃne transformation:
t =
tf − t0
2
τ +
tf + t0
2
(2.22)
to give:
J(x(·),u(·), tf ; s) = φ(x(1), tf ; s) + tf − t0
2
￿ 1
−1
L(x(τ),u(τ), τ ; s)dτ (2.23)
dx
dτ
=
tf − t0
2
f(x(τ),u(τ), τ ; s), x ∈ Rn,u ∈ Rm, s ∈ Rs (2.24)
Ψ(x(1), tf ; s) = 0 (2.25)
C(x(τ),u(τ), τ ; s) ≤ 0 (2.26)
With LG points {τi}ηi=1 ∈ (τ0 = −1, τη+1 = 1), the state is approximated using a basis of
η + 1 Lagrange interpolating polynomials L(·):
x˜(τ) =
η￿
i=0
x˜(τi)Li(τ) (2.27)
and the control by a basis of η Lagrange interpolating functions L¯(·):
u˜(τ) =
η￿
i=1
u˜(τi)L¯i(τ) (2.28)
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where
Li(τ) =
η￿
j=0,j ￿=i
τ − τj
τi − τj , and L¯i(τ) =
η￿
j=1,j ￿=i
τ − τj
τi − τj (2.29)
With the above representation of the state and the control, the dynamic constraint Eq.
(2.24) is transcribed to the following algebraic constraints:
η￿
i=0
Dkix˜i − tf − t0
2
f(x˜k, u˜k, τk; s) = 0, k = 1, . . . , η (2.30)
where Dki is the (η × η + 1) diﬀerentiation matrix:
Dki =
η￿
￿=0
η￿
j=0,j ￿=i,l
(τk − τj)
η￿
j=0,j ￿=i
(τi − τj)
(2.31)
and x˜k := x˜(τk) and u˜k := u˜(τk). Since τη+1 = 1 is not a collocation point but the
corresponding state is an NLP variable, x˜f := x˜(1) is expressed in terms of x˜k, u˜k and
x˜(−1) through the Gaussian quadrature rule:
x˜(1) = x˜(−1) + tf − t0
2
η￿
k=1
wk f(x˜k, u˜k, τk; s) (2.32)
where wk are the Gauss weights. The Gaussian quadrature approximation to the cost
function Eq. (2.23) is:
J(x(·),u(·), tf ; s) = φ(x(1), tf ; s) + tf − t0
2
η￿
k=1
wk L(x˜k, u˜k, τk; s) (2.33)
Furthermore, the path constraint Eq. (2.26) has the discrete approximation:
C(x˜k, u˜k, τk; s) ≤ 0, k = 1 . . . η (2.34)
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The transcribed NLP from the continuous-time Bolza problem Eqs. (2.23)-(2.26) is now
specified by the cost function Eq. (2.33), and the algebraic constraints Eqs. (2.30),
(2.32), (2.25) and (2.34). Additionally, if there are multiple phases in the trajectory, the
above discretization is repeated for each phase, the boundary NLP variables of consecutive
phases are connected through linkage constraints, and the cost functions of each phase are
summed algebraically. It may be noted that due to the fact that the control is discretized
only at the LG points, the previously mentioned NLP solution does not include the
boundary controls. A remedy to this issue is to solve for the optimal controls at the
end-points by directly invoking the Pontryagin’s Minimum Principle at those points. In
other words, u˜(−1) and u˜(1) can be computed from the following pointwise Hamiltonian
minimization problem:
min
u˜(τb)∈U
H = L+ λT f
subject to: C(x˜(τb), u˜(τb), τb; s) ≤ 0, τb ∈ {−1, 1}
(2.35)
where U is the feasible control set. Further details and analyses of the GPM can be
found in references [84–86]. The open-source MATLAB-based [87] software GPOPS [22]
automates the above transcription procedure, and was used to obtain the truth solutions
to some of the test cases to be presented in this thesis. The NLP problem generated by
GPOPS was solved with SNOPT [25], a particular implementation of the SQP algorithm.
2.3.4 Sequential Quadratic Programming
From the discussion of Subsections 2.3.2 and 2.3.3, it follows that a direct method tran-
scribes an optimal programming problem to the following general NLP:
min
r∈RD
J(r) (2.36)
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subject to:
a ≤

r
Ar
c(r)
 ≤ b
where c(·) is a vector of nonlinear functions and A is a constant matrix defining the
linear constraints. Aerospace trajectory optimization problems have traditionally been
solved using the sequential quadratic programming method. For example, Hargraves
and Paris reported the use of the trajectory optimization system OTIS [88] in 1987 with
NPSOL as the NLP solver. The SQP solver SNOPT (Sparse Nonlinear OPTimizer) [25] is
widely used by modern trajectory optimization software such as GPOPS [22], DIDO [23],
PROPT [24] etc. The diﬀerences in operation between the traditional deterministic
optimizer-based trajectory optimization techniques and the PSO-based trajectory op-
timization method that will be discussed in the next section, can perhaps be better
highlighted by taking a brief look at the basic SQP algorithm. The structure of an SQP
method involves major and minor iterations. Starting from an initial guess r0, the major
iterations generate a sequence of iterates rk that hopefully converge to at least a local
minimum of problem (2.36). At each iteration, a quadratic programming (QP) subprob-
lem is solved, through minor iterations, to generate a search direction toward the next
iterate. The search direction must be such that a suitably selected combination of ob-
jective and constraints, or a merit function, decreases suﬃciently. Mathematically, the
following QP is solved at the jth iteration to improve on the current estimate [25,89]:
min
r∈RD
J(rj) +∇J(rj)T (r− rj) + 1
2
(r− rj)T [∇2J(rj)−
￿
i
(πj)i∇2ci(r)](r− rj)
(2.37)
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subject to:
a ≤

r
Ar
c(rj) +∇c(rj)(r− rj)
 ≤ b
where (πj)i is the Lagrange multiplier associated with the ith. inequality constraint at the
jth. iteration. The new iterate is determined from:
rj+1 = rj + αj(r¯j − rj) (2.38)
πj+1 = πj + βj(π¯j − πj)
where {r¯j, π¯j} solves the QP subproblem 2.37 and αj, βj are scalars selected so ob-
tain suﬃcient reduction of the merit function. Clearly, SQP assumes that the objective
function and the nonlinear constraints have continuous second derivatives. Moreover, an
initial estimate of the NLP variables is necessary for the algorithm to start. For trajec-
tory optimization problems, this initial guess must include the time history of all state
and/or control variables as well as any unknown discrete parameters or events such as
switching times for multi-phase problems, and mission start/end dates etc. Although di-
rect methods are more robust compared to indirect ones in terms of sensitivity to initial
guesses, experience indicates that it is certainly beneficial and often even necessary to
supply the optimizer with a dynamically feasible initial estimate, that is, one in which
all the state and control time histories satisfy the state equations and other applicable
path constraints. As is well known from the literature, generating eﬀective initial es-
timates is frequently a non-trivial task [90]. The framework proposed in the following
section addresses this issue, in addition to constituting an eﬀective trajectory optimiza-
tion method in its own right. The sensitivity of a gradient-based optimizer to the initial
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guess is well illustrated by considering the Ackley function minimization problem using
SNOPT. Compared to NLPs resulting from direct transcription methods that typically
involve hundreds of decision variables and non-linear constraints, this problem is seem-
ingly innocuous, with only two variables, and no nonlinear inequality constraints. Even
then, the deterministic NLP solver is quickly led to converge to local minima near the
initial estimate and stops searching once there, as a feasible solution is located with small
enough reduced gradient and maximum complementarity gap [91]. Table 2.2 enumerates
the initial guesses and the corresponding optima reported for three random test cases,
and Figure 2.4 graphically depicts the situation. Such behavior is in contrast to the
guess-free and derivative-free, population-based, co-operative exploration conducted by
a particle swarm that was shown in the previous section to have been able to locate the
global minimum for the Ackley function from amongst a multitude of local ones.
Table 2.2: Ackley Function Minimization Using SQP
Initial estimate (objective value) Converges to (Objective value) Major iterations
{2.2352, -7.2401} (14.7884) {1.9821, -2.9731}(7.96171) 12
{6.5868, -6.4200}(16.8511) {6.9872, -4.9909}(14.0684) 12
{1.2377, -9.4732}(16.9043) {-1.9969, -8.986}(14.5647) 11
Fig. 2.4: SQP-reported local minima for three diﬀerent initial estimates
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2.4 Dynamic Assignment of Solution Structure
2.4.1 Background
Control parameterization is the preferred method for addressing trajectory optimization
problems with population-based search methods as it typically results in few-parameter
NLPs. For example, one common type of trajectory optimization problem involves the
computation of the time history of a continuously-variable quantity, e.g. as the thrust-
pointing angle, that extremizes a certain quantity such as the flight time. One approach
to solving these problems is to utilize experience or intuition to presuppose a particular
control parameterization (e.g. trigonometric functions when multi-revolution spirals are
foreseen, or fixed-degree polynomial basis functions [3, 5, 6]) and allow the optimizer to
select the related coeﬃcients. But in such cases, even the best outcome would still be
limited to the “span” of the assumed control structure, which may not resemble the
optimal solution.
Another class of problems that arise in dynamical systems trajectory optimization is
the optimization of multi-phase trajectories. In these cases, the transition between phases
is characterized by an event, e.g. the presence or absence of continuous thrusting. Prob-
lems of this type are complicated by the fact that the optimal phase structure must first
be determined before computing the control in each phase, and these two optimizations
are usually coupled in the form of an inter-communicating inner-loop and outer-loop.
Optimal programming problems of the variety discussed above may be dealt with by
posing them as hybrid ones, where the solution structure such as the event sequence or
a polynomial degree is dynamically determined by the optimizer in tandem with the de-
cision variables parameterizing continuous functions, such as the polynomial coeﬃcients.
In this thesis hybrid trajectory optimization problems are solved exclusively using PSO.
A search of the open literature did not reveal examples of similar problems handled by
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PSO alone. The formulation adopted in this research reduces trajectory optimization
problems to mixed-integer nonlinear programming problems because the decision vari-
ables comprise both integer and real values. Earlier work by Laskari et al. [92] handled
integer programming by rounding the particle positions to their nearest integer values.
A similar approach, also based on rounding, was proposed by Venter and Sobieszczanski-
Sobieski [93]. In this research, it is demonstrated that the classical version of PSO pro-
posed by Kennedy and Eberhart [38] which has traditionally been applied in optimization
problems involving only continuous variables, can, by proper problem formulation, also be
utilized in hybrid optimization. This aspect of the present study is distinct from previous
literature addressing PSO-based trajectory optimization which handled only parameters
continuously variable in a certain numerical range.
Another distinguishing feature of the trajectory optimization method presented here
is the use of a robust constraint-handling technique to deal with terminal constraints that
naturally occur in most optimal programming problems. Applications with functional
path constraints involving states and/or controls have not been considered for optimiza-
tion with PSO in this thesis. In their work on PSO-based space trajectories, Pontani and
Conway [13] treated equality and inequality constraints separately. Equality constraints
were addressed by the use of a penalty function method, but the penalty weight was se-
lected by trial and error. Inequality constraints were dealt with by assigning a (fictitious)
infinite cost to the violating particles. In this work, instead, both equality and inequality
constraints are tackled using a single, unified penalty function method which is found to
yield numerical results of high accuracy. The present method is also distinct from most of
the GA-based trajectory optimizers encountered in the literature that use fixed-structure
penalty terms for solution fitness evaluation [3, 5, 6] . A fixed-structure penalty has also
been reported in the collaborative PSO-DE search by Englander and Conway [15]. In this
work the penalty weights are iteration-dependent, a factor that can be made to result in
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a more thorough exploration of the search space, as described in the next subsection.
2.4.2 Solution Methodology
The optimal programming problem described by Eqs. (2.9) − (2.12) is solved by pa-
rameterizing the unknown controls u(t) in terms of a finite set of variables and using
explicit numerical integration to satisfy the dynamical constraints Eq. (2.10). For those
applications in which the possibility of smooth controls was not immediately discarded
from an optimal control theoretic analysis, the approximation u˜(t) of a control function
u(t) ∈ u(t) is expressed as a linear combination of B-spline basis functions Bi,p with
distinct interior knot points:
u˜(t) =
p+L￿
i=1
αiBi,p(t) (2.39)
where p is the degree of the splines, and L is the number of sub-intervals in the domain of
the function definition. The scaling coeﬃcients αi ∈ R constitute part of the optimization
parameters. The ith B-spline of degree p is defined recursively by the Cox-de Boor formula:
Bi,0(t) =
 1 if ti ≤ t ≤ ti+10 otherwise (2.40)
Bi,p(t) =
t− ti
ti+p − tiBi,p−1(t) +
ti+p+1 − t
ti+p+1 − ti+1Bi+1,p−1(t)
A B-spline basis function is characterized by its degree and the sequence of knot points
in its interval of definition. For example, consider the breakpoint sequence:
￿ = {0, 0.25, 0.5, 1} (2.41)
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According to Eq. (2.39), a total of m = 5 second order B-spline basis functions can be
defined over this interval:
m = L+ p = 3 + 2 = 5 (2.42)
However, when the B-spline basis functions are actually computed, the sequence (2.42)
is extended at each end of the interval by including an extra p replicates of the boundary
knot value, that is, eﬀectively placing p + 1 knots at each boundary. This makes the
spline lose diﬀerentiability at the boundaries, which is reasonable since no information
is available regarding the behavior of the (control) function(s) beyond the interval of
interest. With this modification, the new knot sequence becomes:
￿ = {0, 0, 0, 0.25, 0.5, 1, 1, 1} (2.43)
The knot distributions used for the applications in this work are reported along with
the problem parameters for each of the solved problems. B-splines, instead of global
polynomials, are the approximants of choice when function approximation is desired over
a large interval. This is because of the “local support” property of the B-Spline basis
functions [94]. In other words, a particular B-spline basis has non-zero magnitude only in
an interval comprised of neighboring knot points, over which it can influence the control
approximation. As a result, the optimizer has greater freedom in shaping the control
function than it would have if a single global polynomial were used over the entire in-
terval. An alternative to using splines would be divide the (normalized) time interval
into smaller sub-intervals and use piecewise global polynomials (say cubic) within each
segment, but this would increase the problem size (4 coeﬃcients in each segment). Fur-
thermore, smoothness constraints would have to be imposed at the segment boundaries.
With basis splines, this is naturally taken care of. References [94, 95] present thorough
exposition of splines.
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Now, before parameterizing the control function in terms of splines, the problem of
selecting the shape of the latter must be addressed; should the search be conducted in
the space of straight lines or higher-degree curves? Clearly, the actual control history is
known only after the problem has been solved. In applying the direct trajectory opti-
mization method, the swarm optimizer is used to determine the optimal B-spline degree p
in addition to the coeﬃcients αi so as to minimize the functional Eq. (2.9) and meet the
boundary conditions Eq. (2.11). This approach proves particularly useful in multi-phase
trajectory optimization problems where controls in diﬀerent phases may be best approxi-
mated by polynomials of diﬀerent degrees. Specifically, in each phase of the trajectory for
a multi-phase trajectory optimization problem, each control is parameterized by (P + 1)
decision variables, where P is the number of B-spline coeﬃcients. The extra degree of
freedom is contributed by the “degree-parameter”ms,k, which decides the B-spline degree
of the sth control in the kth phase in the following fashion:
ps,k =

1 if − 2 ≤ ms,k < −1
2 if − 1 ≤ ms,k < 0
3 if 0 ≤ ms,k < 1
(2.44)
where the interval boundaries have been chosen arbitrarily. Also, it is assumed that
a continuous function in a given interval can be approximated by linear, quadratic, or
cubic splines to a reasonable degree of accuracy. Note that the decision space is now
comprised of the continuously-variable B-spline coeﬃcients as well as the spline degree
which can take only integer values. This dynamic determination of the solution struc-
ture accomplished by solving PSO-based mixed-integer programming problems is a new
contribution of this research. This is significant, because unlike a GA that is inherently
discrete (encodes the design variables into bits of 0’s and 1’s) and easily handles discrete
decision variables, PSO is inherently continuous and has been modified to handle discrete
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parameters.
The canonical PSO algorithm introduced in Section 2.2 is suitable for bound-constrained
optimization problems only. However, following the discussion in Section 2.3, it is ob-
vious that any optimization framework aspiring to solve the problem posed by Eqs.
(2.9)−(2.12) must be capable of handling functional, typically nonlinear, constraints as
well. Therefore, in order to solve dynamic optimization problems of the stated nature,
a constraint-handling mechanism must necessarily be integrated with the standard PSO
algorithm. Constraint handling with penalty functions has traditionally been very pop-
ular in EA-based optimization schemes, and the PSO literature is no exception to this
pattern [15, 48, 93, 96, 97]. Penalty function methods attempt to approximate a con-
strained optimization problem with an unconstrained one, so that standard search tech-
niques can be applied to obtain solutions. Two main variants of penalty functions can
be distinguished between: i) barrier methods that consider only the feasible candidate
solutions and favor solutions interior to the constraint set over those near the boundary,
and ii) exterior penalty functions that are applied throughout the search space but favor
those belonging to the constraint set over the infeasible ones by assigning higher cost
to the infeasible candidates. The present research uses a dynamic exterior penalty func-
tion method to incorporate constraints. Other constraint-handling mechanisms have also
been reported in the literature. Sedlaczek and Eberhard [98] implement an augmented
Lagrange multiplier method to convert the constrained problem to an unconstrained one.
Yet another technique for incorporating constraints in the PSO literature is the so-called
“repair method”, which allows the excursion of swarm members into infeasible search re-
gions [49,99,100]. Then, some “repairing operators”, such as deleting infeasible locations
from the particles’ memory [49] or zeroing the inertia term for violating particles [100],
are applied to improve the solution. However, the repair methods are computationally
more expensive than penalty function methods and therefore only moderately suited for
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the type of applications considered in this research.
Following the proposed transcription method, the trajectory optimization problem
posed by Eqs. (2.9)−(2.12) reduces to a constrained NLP compactly expressed as:
min
r∈Ω
J(r), J : RD → R (2.45)
where Ω ⊆ RD is the feasible set:
Ω = {r | U ∩W} (2.46)
and
W = {r | gi(r) ≤ 0, i = 1, . . . , l ; gi : RD → R} (2.47)
This formulation of the functional constraint set W is perfectly general so as to include
both linear and non-linear, equality and inequality constraints. Note that an equality
constraint gi(r) = 0 can be expressed by two inequality constraints gi(r) ≤ 0 and −gi(r) ≤
0. The decision variable space r can be conceptually partitioned into three classes: r =
[α m s]T , where α includes the B-spline coeﬃcients continuously variable in a numerical
range, m is comprised of categorical variables representing discrete decisions from an
enumeration influencing the solution structure, such as the degree of a spline, and s
are other continuous optimization parameters such as the free final time, thrust-coast
switching times, etc. Depending on the application, either α or s may not be required.
Using an exterior penalty approach, problem 2.45 can be reformulated as:
min
r∈U
F (r) = J(r) + P(D(r,W)) (2.48)
where D(·,W) is a distance metric that assigns, to each possible solution r, a distance
from the functional constraint setW, and the penalty function P(·) satisfies: i) P(0) = 0,
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and ii) P(D(r,W)) > 0 and monotonically non-decreasing for r ∈ RD \W. However,
assigning a specific structure to the penalty function involves compromise. Restricting
the search to only feasible regions by imposing very severe penalties may make it diﬃcult
to find optimum solutions that lie on the constraint boundary. On the other hand, if the
penalty is too lenient, then too wide a region is searched and the swarm may miss promis-
ing feasible solutions due low swarm volume-density. It has been found that dynamic or
iteration dependent penalty functions strike a balance between the two conflicting objec-
tives of allowing good exploration of the infeasible set while simultaneously influencing
the final solution to be feasible [101]. Such penalty functions have the form:
min
r∈U
F (r) = J(r) + P(j,D(r,W)) (2.49)
where P(j, .) is monotonically non-decreasing with iteration number j. Penalty functions
of this type with an initial small value of the penalty weight ensure that promising re-
gions of the search space are not pruned at the beginning. As the iteration progresses,
a progressively larger penalty is imposed on violating particles, thus discouraging the
excursion of the swarm members into infeasible regions of the search landscape. The fol-
lowing distance-based, dynamic, multistage-assignment exterior penalty function P(·, ·),
originally proposed by Parsopoulos and Vrahatis [96] is used in this work to approximate
the constrained NLP Eq. (2.45) with a bound-constrained one:
min
r∈U
F (r) = J(r) + P(j, r) = J(r) + h(j)
l￿
i=1
θ(qi(r))qi(r)
γ(qi(r)) (2.50)
where h(j) is a penalty value depending upon the algorithm’s current iteration number
j, the function qi(r) is a measure of the violation of the ith. constraint:
qi(r) = max(0, gi(r)) (2.51)
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θ(qi(r)) is a multi-stage assignment function and γ(qi(r)) is the power of the penalty
function. The functions h, θ and γ are problem-dependent. For the purposes of this
research, the following structure has proved to be very succesful:
• h(j) =
√
j
• if qi(r) < 0.001, then θ(qi(r)) = υ1, else if qi(r) ≤ 0.1, then θ(qi(r)) = υ2, else if
qi(r) ≤ 1, then θ(qi(r)) = υ3, else θ(qi(r)) = υ4, with υ4 > υ3 > υ2 > υ1
• if qi(r) < 1, then γ(qi(r)) = 1, else γ(qi(r)) = 2
where the parameters υi are problem-specific and may have to be adjusted until a rea-
sonable constraint violation tolerance is met. This form of the penalty function takes
all constraints into consideration based on their corresponding degree of violation, and it
is possible to manipulate each one independently based on its importance. The param-
eter optimization problem Eq. (2.50) is now solved using the PSO algorithm outlined
in Section 2.2. The incorporation of an eﬀective constraint-handling technique to mini-
mize functional constraint violations in a PSO-based dynamic optimization framework is
another contribution of this research.
Figure 2.5 illustrates six diﬀerent snapshots taken as the PSO iterates for the Ackley
function minimization problem, but now with the following inequality constraint:
g1(r1, r2) =
(r1 − 5.5)2
22
+
(r2 − 3)2
1.22
− 5 ≤ 0 (2.52)
In the figures, the iso-value lines of the objective function are shown along with the
shaded feasible region. From the sequence of figures, it can be seen that at initialization,
most particles are distributed outside the feasible set. As iteration proceeds, both feasible
and infeasible sets are searched. Even though there are numerous local minima outside
the constraint set, the swarm steadily proceeds toward the constraint boundary, even
avoiding the lure of the global minimum at the origin. Toward the end of iterations,
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most swarm members are seen to be conducting search inside the set W, particularly
in the neighborhood of the promising region that it has located. The particles finally
converge on the solution r∗ = {1.97445, 1.97445} with J(r∗) = 6.55965. While there
is no known global minimum for this instance of the problem, it may be noted that
the SNOPT solution for the same problem from a randomly-initialized feasible point
{7.43649, 1.65836} was rˆ = {4.9527, 0.3369}, with J(rˆ) = 11.5626 > J(r∗).
37
￿￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿￿
￿
￿
￿
￿
￿ ￿
￿
￿￿
￿
￿ ￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ ￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ ￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿10 ￿5 0 5 10
￿10
￿5
0
5
10
r1
r2
￿
￿
￿
￿
￿
￿ ￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿￿
￿
￿
￿
￿
￿
￿
￿ ￿
￿
￿
￿
￿
￿
￿
￿￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿￿
￿
￿
￿
￿
￿
￿ ￿￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ ￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ ￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ ￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ ￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿￿
￿
￿
￿
￿
￿
￿10 ￿5 0 5 10
￿10
￿5
0
5
10
r1
r2
￿
￿￿￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿￿
￿
￿
￿￿
￿
￿
￿
￿
￿￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿￿￿
￿
￿
￿
￿
￿
￿
￿
￿
￿￿ ￿
￿
￿
￿
￿
￿
￿
￿ ￿
￿
￿
￿
￿
￿
￿
￿
￿￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿￿
￿
￿
￿
￿
￿
￿￿
￿
￿
￿
￿
￿ ￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿10 ￿5 0 5 10
￿10
￿5
0
5
10
r1
r2
￿
￿￿
￿
￿￿
￿
￿
￿
￿
￿
￿
￿
￿￿
￿
￿￿
￿
￿
￿￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ ￿
￿
￿
￿
￿
￿
￿
￿
￿
￿￿
￿
￿
￿10 ￿5 0 5 10
￿10
￿5
0
5
10
r1
r2
￿
￿￿￿￿￿
￿
￿
￿￿
￿
￿
￿￿
￿
￿
￿
￿
￿
￿
￿10 ￿5 0 5 10
￿10
￿5
0
5
10
r1
r2
￿
￿
￿10 ￿5 0 5 10
￿10
￿5
0
5
10
r1
r2
Fig. 2.5: Convergence of the constrained swarm optimizer
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2.5 Summary
This chapter introduced a modified direct method for solving trajectory optimization
problems for continuous-time dynamical systems. Through special parameterization, it
was shown that optimal programming problems can be posed so as to have a two-level
optimization pattern: the first level selects optimal solution structure, and the second
level further optimizes the best of the available structures. It was proposed that the
standard particle swarm optimization algorithm can be modified to solve this two-level
optimization problem in such a way that the selection of the optimal solution structure
happens at the program run-time. Taking cognizance of the fact that most trajectory
optimization problems include nonlinear equality and/or inequality constraints, the pro-
posed PSO-based trajectory optimization scheme also provides for constraint handling
using an iteration-dependent exterior penalty function method. It was argued that an
initial-guess-dependent gradient-based optimization technique used by many of the ex-
isting trajectory optimization systems may perform unsatisfactorily when an NLP is
multi-modal or has mathematically ill-behaved objective functions and/or constraints.
The presented framework utilizing the guess-free and derivative-free PSO could to be an
attractive alternative.
In the next chapter, the eﬀectiveness of this newly-introduced trajectory optimization
method is demonstrated through the solution of several non-trivial problems selected from
the open literature.
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Chapter 3
Optimal Trajectories Found Using
PSO
3.1 Introduction
In this chapter, the trajectory optimization system developed in Chapter 2 is applied to
solve a variety of optimal programming problems with increasing complexity. Problem 3.2
involves a single control function and no boundary constraints, and tests the eﬀectiveness
of the framework in selecting the best B-spline degree and then the optimal B-spline
coeﬃcients. Problem 3.3 involves terminal constraints, and example 3.4 deals with a
problem with two controls as well as terminal constraints. In application 3.5, three levels
of optimization are performed, two with categorical variables and the third one with
continuous decision parameters. Finally, in example 3.6, a problem with two controls,
both bang-bang, is solved, indicating that the proposed methodology is not only useful
for handling cases with smooth controls, but can also tackle discontinuous ones.
The PSO algorithm was implemented in a Mathematica programming environment
[102]. The truth solutions to the test cases 3.3-3.6 were obtained using GPOPS version 3,
a MATLAB-based implementation of the Gauss pseudpspectral method that uses SNOPT
as the sparse NLP solver. SNOPT was used with its default optimization and feasibility
tolerances. All Mathematica simulations were carried out on an Apple MacBook Pro with
Intel 2.53 GHz Core 2 Duo processor and 4 GB RAM, whereas those using MATLAB were
run on a HP Pavilion PC with a 1.86 Ghz. processor and 32-bit Windows Vista operating
system with 2 GB RAM. Since the swarm is randomly initialized over the search space
40
and the swarm movement itself is stochastic in nature, multiple trials were conducted for
each numerical experiment in this chapter. The results reported represent the best, in
terms of cost and constraint violation, of 10-15 runs.
3.2 Maximum-Energy Orbit Transfer
Recent developments in electric propulsion have made low-thrust interplanetary trajec-
tories viable alternatives to chemically propelled ones. Electric propulsion units have
specific impulses often an order of magnitude higher compared to chemical rockets, oﬀer-
ing improvements in payload fraction. The Deep Space 1 spacecraft, launched in October
1998, successfully tested the usefulness of a low-thrust Xenon ion propulsion system. The
engine operated for 677 days. NASA’s DAWN mission to asteroids Vesta and Ceres uses
solar-electric propulsion for interplanetary travel as well as orbital operations at each
asteroid [103]. However, optimization of low-thrust trajectories is challenging due to the
low control authority of the propulsion system and the existence of long thrust arcs with
multiple orbital revolutions.
The objective of the present problem is to compute the optimal thrust-angle history
which will result in the maximum final specific energy of a continuously thrusting space-
craft in a given time interval. The final location and velocity are free. (cf. Herman and
Conway, [90]). Figure 3.1 illustrates the problem geometry. The polar coordinates {r, θ}
locate the spacecraft at any instant. The radial and tangential velocities are denoted by
vr and vt respectively, and µ is the gravitational constant of the attracting center. The
control is the angle β(t) measured with respect to the local horizontal. The engines of
the spacecraft impart an acceleration of constant magnitude, Γ, always in the plane of
motion. The optimal control problem is to maximize a cost functional of the Mayer form:
max
β(·)
J1(x(·), β(·), tf ) = 1
2
[v2r(tf ) + v
2
t (tf )]−
1
r(tf )
(3.1)
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￿
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Fig. 3.1: Polar coordinates for Problem 3.2
or equivalently, minimize:
min
β(·)
J(x(·), β(·), tf ) = −{1
2
[v2r(tf ) + v
2
t (tf )]−
1
r(tf )
} (3.2)
subject to the two-body dynamics:
r˙ = vr (3.3)
θ˙ =
vt
r
(3.4)
v˙r =
v2t
r
− µ
r2
+ Γ sin(β) (3.5)
v˙t = −vrvt
r
+ Γ cos(β) (3.6)
In order to simplify computer implementation, the following canonical length and time
units (LU and TU) are selected based on the properties of the attracting body:
1 LU ≡ R (3.7)
µ ≡ R
3
TU2
= 1 (3.8)
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where R is the equatorial radius of the attracting body. The spacecraft is assumed
to start from a circular orbit of radius 1.1 LU, which corresponds to the initial states:
[1.1 0 0 0.9534]T . The constant acceleration Γ is assumed to be 0.01 LU/TU2 and the
final time tf = 50 TU.
The spline coeﬃcients αi (cf. Eq. (2.39)) parameterizing the thrust pointing angle
were initialized in a search space of {−2π, 2π}, and the cost function Eq. (3.2) was
evaluated by numerically integrating the dynamical equations Eqs. (3.3)-(3.6) with the
assumed control. The particle swarm optimizer was allowed to choose between linear,
quadratic and cubic splines for this single phase trajectory optimization problem. The
control and the trajectory that resulted in optimum cost appear in Figure 3.2. The
optimal trajectory is seen to be a multi-revolution counter-clockwise spiral. The optimal
control angle β(t) was found to be a spline consisting of a linear combination of 12 second-
degree B-splines defined over 9 equally spaced internal knot points in the specified time
interval. With this choice, the number of optimization parameters was 13, and the average
simulation time considering 10 trials was 40 mins. and 14 seconds. Figure 3.3 shows the
evolution of the best-particle cost as the PSO iterates for the reported trial, and it can be
seen that convergence is attained in less than 20 iterations. As a check, the PSO solution
is compared with a solution obtained via the calculus of variation (COV) approach. The
latter trajectory is marked “COV” in Figure 3.2. To this end, a two-point boundary
value problem resulting from the cost-extremizing necessary conditions Eqs.(2.13)-(2.20)
was solved by an indirect shooting method. With the previously stated initial states,
and estimated values of the initial co-states λ(0) = [λr(0) λθ(0) λvr(0) λvt(0)], the state
equations (3.3-3.6) were numerically integrated forward with sin(β) = −λvr√
λ2vt+λ
2
vr
, cos(β) =
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−λvt√
λ2vt+λ
2
vr
(Eq. (2.16)) along with the following adjoint equations derivable from 2.15:
λ˙r =
vtλθ
r2
+ λvr(
v2t
r2
− 2
r3
)− λvt
vrvt
r2
(3.9)
λ˙θ = 0 (3.10)
λ˙vr = −λr + λvt
vt
r
(3.11)
λ˙vt =
−λθ
r
− 2λvt
r
+
λvtvr
r
(3.12)
The MATLAB function ode45 was used with default settings for numerical integration
and fsolve, also with default settings was used to iteratively update the initial guess co-
state vector λ(0) so that the following boundary conditions, obtained from Eq. (2.17),
were met:
λr(tf ) = − 1
r(tf )2
; λθ(tf ) = 0; λvr(ttf ) = −vr(tf ); λvt(tf ) = −vt(tf ) (3.13)
Table 3.1 enumerates the optimal decision variables reported by PSO. Table 3.2 lists the
particle swarm optimizer parameters, including the values υi of the multi-stage assignment
penalty function, the B-spline knot sequence ￿, and the maximum final energy values
obtained from the two diﬀerent solution methods. The close correspondence between the
benchmark solution and the PSO solution is apparent in Table 3.2 and in Figure 3.2.
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Fig. 3.3: Cost function as solution proceeds for problem 3.2
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Table 3.1: Optimal decision variables: Problem 3.2
Parameter Value
α1 0.003136
α2 0.06828
α3 -0.02482
α4 0.08414
α5 -0.08530
α6 0.1643
α7 0.01377
α8 -0.05852
α9 0.02355
α10 0.1449
α11 0.2630
α12 0.2947
m1,1 -0.2076
Table 3.2: Problem 3.2 Summary
PSO parameters and result Value
D 13
N 200
niter 50
Inertia weight Random
{υ1, υ2, υ3, υ4} {10, 20, 100, 300}
￿ {0, 0, 0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1, 1, 1}
J1COV −9.512× 10−2
J1PSO −9.515× 10−2
diﬀerence 0.0315%
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3.3 Maximum-Radius Orbit Transfer with Solar Sail
Solar sails are large, lightweight photon-propelled reflectors in space. The promise of
propellant-free space propulsion has stimulated new research by space agencies into near-
term solar-sail missions and has spurred the development of relevant technologies [104].
IKAROS (Interplanetary Kite-craft Accelerated by Radiation Of the Sun) launched by
Japan Aerospace Exploration Agency (JAXA) on May 21st., 2010 became the first suc-
cessful mission to deploy a solar-power sail in inter-planetary orbit. IKAROS utilizes a
hybrid propulsion system; the thin solar arrays attached to the solar sail generate electric
power for the spacecraft’s ion engine while the solar sail itself also provides acceleration
from solar radiation [105].
The problem considered here is one of determining the sail angle orientation history of
a solar-sail spacecraft for transferring the vehicle from a given initial circular orbit to the
largest possible coplanar circular orbit in a fixed time interval. For this study, a spherical
gravity model of the Earth is considered, and atmospheric drag and any shadowing eﬀects
are neglected. The spacecraft is treated as a point mass m with a perfectly flat solar sail
of area A. The sail orientation angle α is the angle between the sail normal and the
Poynting vector associated with solar flux. The angle α = 0 when the sail is normal to
the Sun’s rays. The only forces acting on the vehicle are assumed to be gravity and solar
radiation pressure. Then, in the heliocentric reference frame, the equations of motion of
a solar sail spacecraft with perfect reflection are [106]:
r˙ = vr (3.14)
θ˙ =
vt
r
(3.15)
v˙r =
v2t
r
− µ
r2
+ a
cos3 α
r2
(3.16)
v˙t = −vrvt
r
+ a
sinα cos2 α
r2
(3.17)
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where a is the non-dimensional characteristic acceleration and the other symbols have
been explained in the previous example. The objective is to maximize the radius of the
circular orbit attained in 450 days or about 7.7413 TU, i.e.
min
α(·)
J(x(·),α(·), tf ) = −r(tf ) (3.18)
The magnitude of a selected was 0.13, which translates to a nominal acceleration of
0.77 mm/s2. This value is less than 2 mm/s2, the approximate maximum characteristic
acceleration attainable by a solar sail spacecraft [106]. The initial states are [1 0 0 1]T
and the terminal constraints are:Ψ1
Ψ2
 =
vt(tf )−￿( µr(tf ))
vr(tf )
 =
0
0
 (3.19)
As done in example 3.2, the coeﬃcients of the B-spline representing the sail angle as a
time-function were randomly initialized within a search volume of {−2π, 2π}. The degree
parameter associated with α was initialized within the bounds −1 ≤ m1,1 ≤ 2. The
optimal time history of the sail-angle α(t) was stochastically found by the PSO to be
closely approximated by a sum of 7 quadratic splines. The numerical values of the basis
function coeﬃcients αi as well as the degree-deciding parameter m1,1 at convergence are
given in Table 3.3. In Figure 3.4, one can see the optimal sail angle history as well as
the optimal trajectory compared with the corresponding direct-method solution, labeled
SNOPT. The SNOPT solution was obtained using a 40 LG node implementation of GPM.
The average running time for the PSO algorithm was 45 mins. and 12 seconds based on
10 trials.
As shown in Table 3.4, with PSO, the tangential velocity constraint |Ψ1| was met to
the order of 10−8. Unfortunately, in the best of 10 runs of the PSO the smallest value of the
radial velocity constraint violation |Ψ2| obtained was 0.006. In seeking an explanation for
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this relatively large terminal constraint violation compared to the other cases presented in
this research, it may be noted that with the assumed solution methodology, an eﬀective
restriction has been imposed on the choice of controls by forcing the selection to take
place from the space of B-splines, and then from only a certain range of spline degrees. In
addition, the B-spline construction assumes a particular knot distribution which remains
fixed throughout the solution process. It is conceivable that allowing the optimizer to
dynamically re-distribute these knots would result in better performance. The problem
parameters and results are summarized in Table 3.4.
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Fig. 3.4: Problem 3.3 control and trajectory
Table 3.3: Optimal decision variables: Problem 3.3
Parameter Value
α1 0.4377
α2 0.3879
α3 0.1665
α4 1.096
α5 0.9228
α6 0.7494
α7 0.6798
m1,1 -0.3364
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Table 3.4: Problem 3.3 Summary
PSO parameters and result Value
D 8
N 200
niter 50
Inertia weight Random
{υ1, υ2, υ3, υ4} {10, 20, 100, 300}
￿ {0, 0, 0, 0.1, 0.2, 0.3, 0.6, 1, 1, 1}
JPSO −1.527
JSNOPT −1.525
diﬀerence 0.1311%
{Ψ1,Ψ2} {2.22× 10−8, 0.006}
3.4 B-727 Maximum Altitude Climbing Turn
This problem considers the optimal angle-of-attack (α) and bank angle (σ) programs to
maximize the final altitude of a Boeing 727 aircraft in a fixed time tf while enforcing the
terminal constraint that the flight path be turned 90◦ and the final velocity be slightly
greater than the stall velocity (cf. Bryson, [107]) . Such a maneuver may be of interest
to reduce jet engine noise over populated areas located ahead of the airport runway. The
rigid-body attitude motions of an aircraft take place in a few seconds. Therefore, when
analyzing performance problems lasting tens of seconds and above, attitude motions can
be assumed to be quasi-instantaneous, that is, the aircraft can be treated as a point mass
acted on by lift, drag, gravity and thrust forces. The optimal control formulation of this
problem is:
min
u(·)
J(x(·),u(·), tf ) = −h(tf ) (3.20)
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subject to the following point-mass equations of motion:
V˙ = T (V ) cos(α + ￿)−D(α, V )− sin(γ) (3.21)
V γ˙ = [T (V ) sin(α + ￿) + L(α, V )] cos(σ)− cos(γ) (3.22)
V cos(γ)ψ˙ = [T (V ) sin(α + ￿) + L(α, V )] sin(σ) (3.23)
h˙ = V sin(γ) (3.24)
x˙ = V cos(γ) cos(ψ) (3.25)
y˙ = V cos(γ) sin(ψ) (3.26)
The take-oﬀ thrust (T ), drag (D) and lift (L) in units of the aircraft weightW = 180, 000
lb. are approximately [107]:
T (V ) = 0.2476− 0.04312V + 0.008392V 2 (3.27)
D(α, V ) = (0.07351− 0.08617α + 1.996α2)V 2 (3.28)
L(α, V ) =

(0.1667 + 6.231α)V 2, α ≤ 12π180
(0.1667 + 6.231α
−21.65(α− 12π180 ))V 2, α > 12π180
(3.29)
where V is the velocity in units of
√
gl, g = acceleration due to gravity, l is a characteristic
length = 3253 ft., γ is the climb angle, ψ is the heading angle, h is the altitude, x is the
horizontal distance in the initial direction and y is the horizontal distance perpendicular
to the initial direction. The angle between the thrust-axis and the zero-lift axis, ￿, is taken
to be 2◦. The distances h, x and y are measured in units of the characteristic length l.
Figure 3.5 labels the forces acting on the vehicle. The aircraft starts from an initial
condition of [1 0 0 0 0 0]T . The requirement is to transfer the system to the following
terminal manifold: [Ψ1 Ψ2]T = [(V (tf )− 0.6) (ψ(tf )− π2 )]T = [0 0]T . The rest of the
variables are free. The normalized specified final time is tf = 2.4, which corresponds to
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24.12 seconds.
Fig. 3.5: Forces acting on an aircraft
The B-spline coeﬃcients describing the control functions were initialized within re-
alistic bounds: −π2 ≤ (αi)α ≤ π2 , and 0 ≤ (αi)σ ≤ π. As in the previous examples, the
fitness of a swarm member was judged by evaluating the constraint violation magnitudes
and cost function value at the end of forward integration of the equations of motion. The
controls [σ α]T found by the PSO approach appear in Figure 3.6. With 6 B-spline coeﬃ-
cients and 1 degree parameter for each of the controls, the dimension of the optimization
problem was 14, and an average simulation time over 15 runs was approximately 3 hours
for the settings listed in Table 3.6. As shown in Table 3.5 the optimizer selected cubic
splines to model both the α and σ control histories. The PSO solution was again bench-
marked against a combination of a collocation method and a gradient based optimizer.
GPM was once again used with 40 LG nodes. The optimal control policies reported by
the stochastic and gradient-based methods are seen to match closely in Figure 3.6. Figure
3.7 shows the state histories. The violation of the terminal constraints is too minute to be
discerned at this scale. As shown in Table 3.6 and Figure 3.7, the PSO-computed controls
almost level the flight at the final time (γPSO(tf ) = 0.73◦) while admitting a constraint
violation of [0.95 ft/s 0.018◦]T . The errors in attaining the commanded velocity and
52
angle are, respectively, 0.48% and 0.02% of their desired values. The attained maximum
final altitudes, as computed by the stochastic and deterministic optimizers, are seen to
match closely, cf. Table 3.6. The 90◦ change in heading angle is apparent from the flight
trajectory of Figure 3.8.
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Fig. 3.6: Controls for problem 3.4
Table 3.5: Optimal decision variables: Problem 3.4
Controls B-spline coeﬀs ms1
σ 0.5897 0.4814 0.3436 0.3525 0.3144 1.59120 0.9971
α 0.1700 0.1700 0.1897 0.2379 0.2673 0.2291 0.2081
Table 3.6: Problem 3.4 Summary
PSO parameters and result Value
D 14
N 200
niter 100
Inertia weight Random
{υ1, υ2, υ3, υ4} {10, 20, 100, 300}
￿ {0, 0, 0, 0, 0.25, 0.5, 1, 1, 1, 1}
JPSO −0.5128 (-1668.14 ft)
JSNOPT −0.5131 (-1669.11 ft.)
diﬀerence 0.05847%
{Ψ1,Ψ2} {0.0029, 0.0003} = {0.95ft/s, 0.018◦}
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Fig. 3.7: Problem 3.4 state histories
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3.5 Multiburn Circle-to-Circle Orbit Transfer
In this problem, a spacecraft is to transfer from an initial circular orbit to a coplanar
circular orbit of larger radius such that the total fuel consumed in the maneuver is mini-
mized. The final time is free. If the ratio of the terminal radii satisfy rf/r0 < 11.94, then
the globally optimal open-final-time solution for an impulsive-thrusting spacecraft is the
well known Hohmann transfer with one impulse each at the periapse and apoapse [108].
For a continuously thrusting vehicle the global open-time optimum is ill-defined because
it would consist of an infinite number of infinitesimal-duration burns at the periapse and
apoapse summing to the Hohmann impulses [109]. Local optima can, however, be de-
termined by restricting the number of burns in such a transfer. Continuous, low-thrust
orbit transfers with finite-duration apoapse and/or periapse burns are less eﬃcient than
the corresponding idealized Hohmann transfer impulsive burns at the apses because in
the former case, the thrust acceleration is spread over arcs rather than being concen-
trated at the optimum locations (apoapse and periapse). The extra fuel sacrificed in
continuous-burn transfers is known as gravity loss. Enright and Conway [110] consid-
ered two separate cases : a two-thrust solution with one burn each at the periapse and
apoapse, and a three-thrust solution with two periapse burns separated by a coast arc and
a final apoapse burn. Using an SQP implementation, the numerical values of both the
local optima were found to lie close, with (∆V )2 burn = 0.3995 and (∆V )3 burn = 0.3955
for the stated problem parameters. This is consistent with the analysis presented by
Redding and Breakwell [111] who assert that the gravity loss associated with two-burn,
low-thrust transfers can be reduced by distributing the single, long-duration periapse /
apoapse burn over several shorter-duration arcs during multiple apsis passages, obviously
with additional intervening coast arcs. However, the trade-oﬀ in such cases would be a
longer transfer time. For high, constant acceleration transfers, the intermediate burns
should be of equal magnitude, each contributing the same ∆V [111].
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In the present case the process of locating the “better” of the two local minima is
automated with the particle swarm optimizer. The problem is parameterized such that
the number of burns in the transfer becomes a decision variable, denoted by nb. Following
a procedure identical to one used for the run-time selection of spline degrees in examples
3.2-3.4, a numerical range is associated with each choice:
Nb =
 2 if − 1 ≤ nb < 03 if 0 ≤ nb < 1 (3.30)
Formally then, each swarm member is associated with the following optimization param-
eters: the burn parameter nb, the B-spline coeﬃcients αi and degree parameter ms,k for
the thrust angle history in each thrusting phase, the switching instants ti between the
thrust and the coast phases, and finally, the final time tf . Note that the eﬀective dimen-
sion of this problem depends on the choice of the burn parameter nb. For example, using
4 B-spline coeﬃcients to describe the thrust pointing angle in each phase, the number of
decision parameters could be either 1+ (4+ 1)× 2+ 3 = 14 for the two-burn solution, or
1 + (4 + 1)× 3 + 5 = 21 for the three-burn case. This is handled in the implementation
by evaluating diﬀerent cost functions depending on the choice of nb, each cost function
involving a fixed number of parameters relevant to the chosen thrust structure. The PSO
is however, initialized in a search space of the highest possible dimension (in this case
21), with the extra parameters not influencing the cost for a certain range of nb.
With eﬀective exhaust velocity c, the thrust acceleration Γ can be modeled by:
Γ˙ =
1
c
Γ2 (3.31)
The minimum-propellant formulation of this problem for a spacecraft equipped with a
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Constant Specific Impulse (CSI) engine is then:
min
β(·), ti
J(x(·), β(·), tf ; t1, t2, t3, t4) =
￿ tf
0
Γ(t)dt (3.32)
where ￿ tf
0
Γ(t)dt =
￿ t1
0
Γ(t)dt+Θ(nb)
￿ t3
t2
Γ(t)dt+
￿ tf
t4
Γ(t)dt (3.33)
subject to Eqns. (3.3-3.6) and Eq. (3.31), repeated below for convenience:
r˙ = vr
θ˙ =
vt
r
v˙r =
v2t
r
− µ
r2
+ Γ sin(β)
v˙t = −vrvt
r
+ Γ cos(β)
Γ˙ =
1
c
Γ2
In Eq. (3.33), Θ(·) is the standard unit step function which is 0 for negative arguments
and 1 for positive ones. The following vector equation defines the target set for this
problem: 
Ψ1
Ψ2
Ψ3
 =

r(tf )− rf
vt(tf )−
￿
( µr(tf ))
vr(tf )
 =

0
0
0
 (3.34)
For ease of comparison to published results, the same mission parameters as reported
by Enright and Conway [110] were used: initial acceleration Γ0 = 0.1, c = 0.15, r0 = 1,
rf = 3 with all quantities measured in canonical units. As stated in Chapter 2 Section 2.2,
a linearly decreasing inertia weight given by Eq. (2.6) was used in the velocity update
rule for this problem with wup = 2 and wlow = 0.1. Tables 3.7 and 3.8, respectively,
list the results and problem summary. Table 3.7 shows that the PSO has fitted linear
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splines to the first and the third segments whereas the control in the second burn arc
was approximated by a combination of four cubic splines. Figure 3.9 shows the variation
of the parameter nb associated with the best particle in the swarm. It can be seen that
although the sub-optimal two-burn choice was made at the beginning, the algorithm
was able to find the three burn solution as the optimal one within about 5 iterations
and afterward maintained this decision. The variation of the objective function as the
solution proceeds iteratively is shown in Figure 3.10. Figure 3.11 illustrates the transfer
trajectory with two periapse burns and a final apoapse burn. The thrust arcs are marked
with thick lines punctuated by dashed coasting phases. Comparing the PSO trajectory
with one obtained from a 20 LG node per phase GPM implementation (labeled SNOPT),
it is clear the swarm-based search has identified a neighboring solution for this angle-open
problem; a shorter flight-time has been achieved at the expense of a slightly higher ∆V
(cf. Table 3.8). Note that the Hohmann transfer ∆V for this case is 0.3938 and the
corresponding transfer time is approximately 8.886 time units. The swarming algorithm
took an average of 3 hours and 34 mins. over 15 trials for the problem settings in Table
3.8. The steering-angle programs in each of the three thrust phases have been shown In
Figure 3.12. The agreement between the direct solution using NLP and the PSO costs,
as well as the extent of constraint violations indicated in Table 3.8 is very good.
Table 3.7: Optimal decision variables: Problem 3.5
Phase, k B-spline coeﬀs m1k ti ti+1
1 0.05805 0.2618 0.2588 0.08594 -1.598 0.0 0.9227
2 0.2618 -0.08727 -0.08042 0.2562 0.7028 8.000 9.257
3 0.2548 -0.06841 -0.02446 -0.05625 -1.935 17.04 18.37
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Table 3.8: Problem 3.5 Summary
PSO parameters and result Value
D 21
N 300
niter 100
Inertia weight Linearly decreasing, wup = 2, wlow = 0.1
{υ1, υ2, υ3, υ4} {10, 20, 100, 300}
￿ {0, 0, 0, 0, 1, 1, 1, 1} for p = 3
{0, 0, 0.25, 0.5, 1, 1} for p = 1
{J, tf}PSO {0.3999, 18.37}
{J, tf}SNOPT {0.3955, 19.45}
diﬀerence 1.113%
{Ψ1,Ψ2,Ψ3} {9.873× 10−6, 5.470× 10−6, 9.826× 10−6}
0 20 40 60 80 100
￿1.0
￿0.5
0.0
0.5
1.0
iterations
n b
Nb ￿ 3
Nb ￿ 2
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3.6 Minimum-Time Control of a Two-Link Robotic
Arm
Fig. 3.13: A two-link robotic arm
Robotic arms are used in many industries, including automated production lines
and other material handling industries. The productivity in such cases depends on the
speed of the operating manipulators. Time-optimal pick-and-place cycles are therefore
of considerable practical importance. A factor that limits the speed of operation is the
maximum available torques at the shoulder and elbow joints of the arm. Consider a
robotic arm consisting of two rigid and uniform links, each of mass m and length l, with
a tip mass (or payload)M , as shown in Figure 3.13. Actuators located at the shoulder and
elbow joints provide torques u1 and u2 respectively. Both the torquers are independently
subject to a control saturation constraint. It is assumed that:
62
1. the system remains on a horizontal plane
2. the joints are frictionless
3. there are no path constraints on the angles
The arm dynamics are given by [112]:
x˙1 =
sin x3[cosx3(χ+
1
2)
2x21 + (χ+
1
3)(χ+
1
2)x
2
2] + (χ+
1
3)(u1 − u2)− (χ+ 12)u2 cos x3
7
36 +
2χ
3 (χ+
1
2)
2 sin2 x3
(3.35)
x˙2 = −sin x3[(χ+
4
3)(χ+
1
2)x
2
1 + cosx3(χ+
1
2)
2x22] + (χ+
1
2) cosx3(u1 − u2)− (χ+ 43)u2
7
36 +
2χ
3 (χ+
1
2)
2 sin2 x3
(3.36)
x˙3 = x2 − x1 (3.37)
x˙4 = x1 (3.38)
Here x1 and x2 are the inertial velocities of the shoulder and elbow arms respectively, the
angles x3 and x4 are labeled in Figure 3.13 and χ ≡ Mm . In the present problem χ = 1.
The “hard” bounds on the normalized control torques for the present case are:
|u1| ≤ 1, |u2| ≤ 1 (3.39)
Such bounds are natural for physical actuators: if the joints are actuated by current-
controlled dc motors for which shaft torque is proportional to the armature current, a
current limit directly translated to limited control magnitude. The optimization prob-
lem consists in computing the admissible joint torque histories that would result in a
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minimum-time “point-to-point” motion of the arm. Mathematically,
min
u(·)
J(x(·),u(·), tf ) = tf (3.40)
subject to Eqs. (3.35)-(3.38) and constraints Eq. (3.39). To facilitate comparison to the
previous results, the same numerical values of the terminal states given in reference [112]
are considered: [x1(0) x2(0) x3(0) x4(0)] = [0 0 0.5 0] and

Ψ1
Ψ2
Ψ3
Ψ4
 =

x1(tf )
x2(tf
x3(tf )− 0.5
x4(tf )− 0.522
 =

0
0
0
0
 (3.41)
For time-optimal control of an aﬃne non-linear system like this with fixed terminal states
and bounded inputs, the necessary conditions of Pontryagin’s minimum principle require
that the solution be of a bang-bang type [77]. The presence of singular arcs is ruled
out a priori. Then, such a problem can be posed as a parameter optimization problem
where the parameters are the starting-values sval of each control (1 or -1), the number of
switches ns (1, 2 or 3), the switching times {tswk} and the final time tf . The joint torque
control functions can therefore be expressed in the following mathematical form:
ui := ui(sval, ns, tsw1, tsw2, tsw3, t), i = 1, 2 (3.42)
Note that an eﬀective constraint has been imposed on the problem in limiting the search
for controls with up to only 6 switches. A valid question at this point might be whether
searching for bang-bang controls in the constrained space of a limited number of switches
may prune out those that actually satisfy Pontryagin’s principle. In order to justify
restraining the search to a limited number of switches, the following claim detailed by
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Van Willigenburg and Loop [113] is used; for the minimum-time point-to-point transfer
of a general control-aﬃne non-linear system of dimension n, the probability that a bang-
bang solution with more than n− 1 switches satisfies Pontryagin’s Minimum Principle is
very small. This is justified by demonstrating that the necessary condition for optimality
(Pontryagin’s Minimum Principle) for non-singular ith control for a p-switch control profile
can be reduced to the following set of p+ 1 linear equations involving n unknown initial
co-states:
λT (t0)Φ
T (ts, t0)Gi(ts) = 0, s = 1, . . . p (3.43)
H(t0) = 0 (3.44)
where Φ is the state transition matrix associated with the co-state equations 2.15, ts are
the control switching instants, andGi is the ith column of the input matrix corresponding
to the aﬃne non-linear model Eqs. (3.35)-(3.39). If p > n − 1, then the system Eqs.
(3.43)-(3.44) becomes over-determined, leading to the conclusion that a solution exists
only if at least p+1−n of them are linearly dependent. Since the likelihood of the extra
equations being linearly dependent is very low, the justification follows. In the present
case n = 4. However, exceptions are reported both by Van Willigenburg and Loop [113]
for a similar robotic manipulator problem and Bai and Junkins [114] for a rigid-spacecraft
reorientation maneuver, where, respectively, n and n + 1 switch local optima are found.
As such, the possibility of up to n+ 2 switches is included in the present case.
As in examples 3.2-3.5, the dynamical constraints are imposed by explicit numerical
integration of Eqs. (3.35)-(3.38) from 0 to tf . The torque profile of each actuator is
determined based on the following pair of rules:
Sval =
 −1 if − 1 ≤ sval < 01 if 0 ≤ sval < 1 (3.45)
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Ns =

1 if − 1 ≤ ns < 0
2 if 0 ≤ ns < 1
3 if 1 ≤ ns < 2
(3.46)
where Sval and Ns denote, respectively, the initial value and number of switches of ui.
With one start-level parameter, one switch-number parameter, up to three switching
times for each control, and the free final time, the maximum number of decision variables
in this case is thus 2 × (1 + 1 + 3) + 1 = 11. The average PSO simulation time over a
batch of 15 trials was about 5 hours and 5 minutes. Figure 3.14 depicts the evolution
of the parameter sval associated with the swarm-best particle for each of the controls,
whereas Figure 3.15 gives similar information for ns. Apparently, the global-best particle
never selects the 3-switch structure. Figure 3.16 illustrates the bang-bang control time-
histories. For comparison, a direct solution using 50 LG nodes was obtained via GPM.
The resulting optimal control time history is shown in Figure 3.17 and is indistinguishable
from the PSO results (Figure 3.16). The optimal paths taken by the joint angles are shown
in Figure 3.18. It is worth remarking that PSO has found a control switching structure
identical to that obtained using a sequential gradient restoration algorithm as reported
by Lee [112], and using iterative dynamic programming by Luus [115]. Such a consensus
may hint at global optimality, although a conclusive proof does not seem to be available
in the open literature. The swarm-optimized decision variables and results summary for
the case under consideration appear in Tables 3.9 and 3.10 respectively.
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Fig. 3.14: The start-level parameters for the bang-bang control, problem 3.6
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Fig. 3.15: The switch-number parameters for the bang-bang control, problem 3.6
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Fig. 3.16: The PSO optimal control structure, problem 3.6
Fig. 3.17: The optimal control structure from direct method, problem 3.6
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Fig. 3.18: Joint-space trajectory for the two-link robotic arm, problem 3.6
Table 3.9: Optimal decision variables: Problem 3.6
Control sval ns tsw1 tsw2 tsw3
1 0.08749 -0.9684 1.490 X X
2 0.1145 0.6152 0.9450 2.637 X
Table 3.10: Problem 3.6 Summary
PSO parameters and result Value
D 8
N 500
niter 100
Inertia weight Random
{υ1, υ2, υ3, υ4} {100, 200, 400, 800}
JPSO 2.993
JSNOPT 2.982
diﬀerence 0.3689%
{Ψ1,Ψ2,Ψ3,Ψ4} {0.002697, 0.0009684, 0.00002178, 0.0006451}
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3.7 Summary
PSO was successfully used to obtain near-optimal solutions to representative classes of
problems commonly encountered in the dynamical systems trajectory optimization liter-
ature. A distinctive feature of the present work is that a swarm-based search was applied
to optimal control problems parameterized to be of a mixed-integer type where the in-
teger variables dynamically determine the solution structure at the run-time. This was
achieved through a novel parameterization method whereby a candidate solution space
was demarcated into “subspaces”, each associated with a certain numerical range of a
particular decision parameter. In problems 3.2-3.5, the continuous variables are the B-
spline coeﬃcients while the spline degrees constitute the discrete variables. In these cases
the swarm optimizer selects the optimal B-spline coeﬃcients as well as the appropriate
B-spline degree(s) that best approximates the control(s). Problem 3.5 has an extra dis-
crete decision parameter, namely, the burn-number parameter, which is mapped from an
interval (-1 to 1) to integral values (2 or 3) by an operation mimicking the behavior of a
piecewise function. For the robotic manipulator case, problem 3.6, all of the time instants
involved can vary continuously, but the variables defining the control profile, namely, the
starting values of each control (+1 or −1) and the number of control switches (1, 2 or 3)
are again discrete-valued and are found at the program run-time. Problems of this hybrid
type have typically been implemented in the conventional optimal control literature, e.g.
by over-specifying the number of switches and allowing the NLP solver to collapse the
redundant phases. The method introduced in this thesis handled these cases successfully
without a complicated programming paradigm. Regarding the case 3.5, note the presence
of two diﬀerent layers of discrete decision variables: burn number and spline shape. Also
note that the “truth” solution from the collocation method was obtained only after a bet-
ter mission (the 3-thrust structure) was specified. In other words, the collocation-based
direct method did not detect the optimal 3-thrust arc structure, rather, the swarm opti-
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mizer found this mission to be the less costly choice of the two, and solved for the control
and trajectory, which were then given as guesses to the conventional optimizer. This test
case can thus be considered to be an ideal example of how the synergistic collaboration
of the PSO and a conventional optimizer can be beneficial in non-trivial space mission
design tasks. Finally, it is emphasized that the PSO was successfully able to identify the
less expensive mission although the two minima are very closely spaced, within ∼ 10−3
of each other. This bears testimony to the swarm optimizer’s suitability for multi-modal
search and optimization problems.
A notable feature of the current approach is the adoption of an eﬃcient manner of
handling constraints. A general procedure was followed for incorporating both equality
and inequality constraints that occur naturally in most optimal control problems. The
exterior penalty function used considers all the constraints based on their respective
extent of violation, and it is possible to manipulate each one independently depending on
its relative importance. The iteration-dependent penalty term also allows the search to
gradually shift from exploration in the beginning to exploitation as the iteration proceeds.
Another benefit of this manner of dealing with constraints is that the swarm population
can be initialized over a reasonably large search space, relying on the non-stationary
penalty function method to ensure that constraint violation is minimized. This gives the
optimizer ample freedom to explore the search volume. The utility of this method of
handling constraints is in evidence from the numerical accuracy with which the terminal
constraints associated with the optimal control problems were met.
Another point that deserves mention is the utility of this approach in generating
guesses or initial estimates for trajectory optimization systems that rely on gradient-
based optimizers. It was reasoned in Subsection 2.3.4 that such optimizers might require
a good initial estimate of the solution in order to converge on a feasible or optimal so-
lution. It was also seen from the presented test cases that PSO was able to produce
71
solutions to dynamic optimization problems starting from only a knowledge of the deci-
sion variable bound constraints, and that those solutions were little improved by SNOPT.
It follows that even the least accurate solution obtained from set of multiple PSO trials
would serve as an excellent preprocessor for the gradient-based direct method. Investi-
gating further, the superior quality of the estimates arises from the fact that a control
parameterization or direct shooting scheme was used which involved explicit integration
of the system dynamical equations, automatically resulting in dynamically feasible or
zero-defect-constraint estimates for a collocation-based direct method. Yet another point
of note is that the adopted direct shooting scheme of discretization typically results in
a few-parameter NLP, an important factor favoring time expense for population-based
heuristics.
The newly-developed implementation of the PSO algorithm to generate optimal tra-
jectories requires several problem-dependent parameters, which is perhaps not surprising
given its heuristic nature. To study the eﬀect of the inertia coeﬃcient in the velocity-
update rule is particularly instructive. For the circle-to-circle transfer problem, which is
surely at least bi-modal (because of the parameterization method) with two modes close
to each other, a linearly decreasing inertia weight proved more eﬀective than the random-
coeﬃcient form. A relatively large inertia weight at the beginning of the iteration ensures
that a thorough exploration of all the “nooks and corners” of the search landscape takes
place in the early stages of the search. Once a promising region has been identified it
is desirable to diminish the perturbative eﬀects of the previous velocity term and trap
the particle in the vicinity of such a region. An inertia term with diminishing magnitude
achieves this, and this choice yielded good results in a case where the requirement was to
distinguish between two closely spaced local minima. The upper and lower values of the
iteration-dependent inertia weight require some tuning via trial and error. A trial and
error approach was also adopted in selecting the parameters υi defining the structure of
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the multi-stage penalty function.
Swarm size is another problem-specific factor that requires some fine-tuning. Ex-
perience indicates that if a problem is parameterized so as to consist of several integer
variables, a large swarm leads to better performance. The greater the number of integer-
valued decision parameters, the larger the recommended swarm size. With the newly-
devised method of parameterizing an optimal control problem, PSO identifies a particular
control structure by mapping intervals of certain optimization variables to integer values
following a set of rules. This can desensitize the fitness function to even an appreciable
delta-change in these variables, unless their numerical values happen to lie near the in-
terval borders. In that case only, a small velocity update would cause a diﬀerent spline
degree or switching profile to be selected, accompanied by a change in the fitness value.
In application 3.6 for instance, for almost an entire range of sval values between -1 and 0,
and ns values between, say, 0 to 1, the only changes in the cost and constraint violation
may be brought about by the evolution of the continuously variable time instants tswk
and tf . Consequently, a considerable fraction of the initial swarm population could ini-
tially hover around non-optimal regions of the search space, without influencing swarm
movement towards a better landscape. Therefore, the larger the number of such variables
in a problem, the more beneficial it is to start with a larger swarm.
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Chapter 4
Synthesis of Feedback Strategies
Using Spatial Statistics
4.1 Introduction
Traditionally, the majority of the eﬀorts directed toward constructing a feedback or ex-
plicit guidance scheme for optimal control problems have focussed on one of the two
well-known approaches, namely the dynamic programming (DP) method or its variants,
and the neighboring feedback guidance method. A brief survey of literature dealing with
the optimal feedback control problem is presented in this the sequel to put the present
work in perspective.
In the classical DP setting, to realize an optimal feedback controller, a continuous dy-
namical system is discretized, leading to a recurrence relation which is seemingly suitable
for digital computer implementations [76]. However, this approach is problematic due
to the prohibitive storage requirements or the “curse of dimensionality” associated with
DP [76–78,116]. The greatest diﬃculty is constructing the grid values for the states and
the controls. To have satisfactory results, the state grids must be suﬃciently fine. For
optimization then, at each time step, at each state grid point, the state dynamics must be
propagated forward for each allowable value of the control. This involves a large number
of integrations at each step. An even greater problem arises when a trajectory com-
puted for a particular grid-point reaches an oﬀ-grid point at the next time step, requiring
interpolation to be performed. The resulting approximation may be unreliable [117].
An alternative DP solution to the optimal feedback control problem uses a non-linear
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partial diﬀerential equation, the Hamilton-Jacobi-Bellman(HJB) equation [76–78, 118].
Although it has a single solution variable, namely, the optimal value function, the equation
involves n+1 independent variables for states x ∈ Rn, and time t ∈ R, and is diﬃcult to
solve numerically. Various methods for approximately solving the HJB equation have been
reported in the literature [119–122]. Park and Tsiotras [120] used a successive Galerkin-
wavelet projection scheme to numerically solve the HJB equation. However, only a one-
dimensional example was presented, so the scalability of the method to higher-dimensional
problems is not clear. In another paper by Park and Tsiotras [121], a collocation method
using interpolating wavelets was applied to solve the Generalized HJB equation. A one-
dimensional example was again given, and it was commented that a generalization of
the algorithm to hyper-dimensions could be problematic. In a paper by Vadali and
Sharma [122], a power-series expansion of the value function in terms of the states and
the constraint Lagrange multipliers was utilized to approximately solve the HJB equation
for problems with terminal constraints and fixed final time. There, it was assumed that
the value function and controls are smooth with respect to the states, Lagrange multipliers
and time. A further assumption of weak non-linearity of the dynamics was also made in
order to justify the application of the power series methodology. The body of literature
dealing with the solution of the HJB equation is quite extensive, and more details can be
found in the above-cited sources and the references therein.
Another implementation of DP, the one followed in this work, is the synthesis of
optimal feedback solutions from open-loop ones. This is based on the fact that the op-
timal open-loop and feedback strategies result in the same state trajectory [118]. If a
field of extremal trajectories and control histories has been computed for a number of
initial conditions by any solution technique, such as the Pontryagin’s Minimum Princi-
ple, an optimal trajectory corresponding to “untried” initial conditions could be obtained
by interpolating between the extremals to define the extremizing control history [77,78].
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Generation of the open-loop extremals is only a one-time eﬀort, and using the technique
of universal kriging, it will be demonstrated that interpolation is extremely fast, mak-
ing kriging suitable for possible real-time applications. The extremal-field approach has
been utilized before to construct optimal feedback controllers. Edwards and Goh [123]
employed a direct training method for neural networks for the synthesis of optimal feed-
back controllers for continuous-time non-linear systems. There, the feedback controller
was approximated with a neural network parameterized by a set of weight parameters.
The optimal values of these parameters were selected by training the network using a
large number of extremals starting from a set of initial conditions. As many as 125
triplets of initial states were used for a 3-state problem. Furthermore, only fixed-time
and infinite-horizon problems were considered. Recently, Jardin and Bryson [124] have
used the extremal-field technique to obtain feedback solutions for minimum-time flight
paths in the presence of winds. Optimal trajectories were computed backwards from
the desired destination to several initial latitude-longitude pairs, and the optimal state-
feedback heading angle and time-to-go were computed by interpolation using Delaunay
triangulation for this two-state problem. However, the authors [124] do not oﬀer any
specific metric, such as the feedback control computation time or the on-board stor-
age requirement, that would assist in judging the suitability of the presented method to
real-time implementations. Such information is provided for the problems solved in this
research in Chapter 5. Beeler et al. [125] have used the extremal-field method to compute
optimal feedback solutions for control-aﬃne, infinite-horizon problems with quadratic
cost functions. In their work, a discretized two-point boundary-value problem (TPBVP)
is solved to compute the initial values of the open-loop control(s) at a large number of
starting conditions, and the feedback control at an unknown point is found by interpola-
tion using a particular type of the Green function. However, it is shown that the adopted
interpolation method fails to meet the control objective in one of the cases presented. No
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mention has been made of the suitability of this method for an online implementation.
It may also be noted that the number of interpolation points used in reference [125] is
also relatively large; 125 points for a three-state problem and 1024 for a five-state one.
In the present work, approximate-optimal feedback strategies have been constructed for
both free and fixed final-time problems, and those with path constraints, without any
assumption on the structure of the dynamical equations and/or the objective function.
Apart from DP, other techniques are available for the computation of feedback so-
lutions of optimal control problems. One classical method is the neighboring optimum
control or the accessory minimization method [77,78]. This approach consists of precom-
puting a nominal open-loop trajectory and then using second-variational techniques to
construct a feedback controller that uses perturbations from the nominal trajectory as
input. The result is a linear controller with time-dependent gains. Although suitable for
real-time implementation, the applicability of such a control law is limited to only that
region of the state-space in the neighborhood of the nominal trajectory within which the
linearity assumption holds. This is in contrast to the method adopted in this work in
which the system can start at any initial state as long as it remains within the convex
hull of those used while “training” or constructing the feedback controller model. If the
field of extremal covers a large enough region of the state-space, a locally near-extremal
feedback controller is expected to be operational within that domain.
Receding Horizon Control (RHC) is another strategy for computing near-optimal
feedback control based on current state information. In RHC, controls are optimized
online using a truncated planning horizon and approximating the optimal cost over the
rest of the interval by a suitable cost-to-go function. Singh used nonlinear model predic-
tive control to solve the missile avoidance problem for an aircraft [126]. Further details
on RHC-based feedback control computation may be found in Karelahti [127] and the
references cited therein.
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Yet another technique for computing real-time closed-loop controls is the recently-
developed“clock-based”pseudospectral feedback that generates the so-called Caratheodory
π trajectories [33]. An application of this method to the reentry guidance problem is re-
ported by Bollino and Ross [128].
State-feedback controllers for non-linear systems may also be obtained using the State
Dependent Riccati Equation (SDRE) method [129–131]. The SDRE framework solves an
infinite-horizon regulation problem with a quadratic cost-function, and requires that the
given dynamical system be a control-aﬃne non-linear one:
x˙ = F(x) +B(x)u(t) (4.1)
with smoothness requirement:
F(x) ∈ C1(Rn) (4.2)
and
F(0) = 0 (4.3)
If the problem does not conform to these conditions and structure, then the SDRE method
cannot be directly applied [129].
4.1.1 Application to Two-Player Case
In a two-player, zero-sum pursuit-evasion game, two antagonistic agents (players) adopt
fixed roles, those of the pursuer (P) and the evader (E). The pursuer wishes to force
the game state toward a terminal manifold in the state-space against any action of E,
while E aims to avoid this. Computation of feedback strategies in real-time is necessary
for such problems because open-loop programs may not be optimal in real engagement
situations. Capture or evasion may fail if either player deviates from the pre-computed
open-loop trajectory due to model inaccuracies or unpredictable disturbances. Although
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feedback strategies can, in principle, be synthesized by solving the Hamilton-Jacobi-Isaacs
(HJI) equation, such a route is fraught with diﬃculties given the complexity in directly
solving this PDE. The associated curse of dimensionality not only limits its applicability
to lower-dimensional problems, but also discourages real-time implementation because
of computational complexity and storage. Similar to the one-player case, one approach
for generating approximate-optimal feedback strategies for games is to use the oﬄine-
computed extremals for predicting real-time controls. The extremals approach is used
by Pesch and coauthors in [132] where a large number of oﬄine state-control trajecto-
ries (1325) is generated to train a neural network, and thereafter quasi-optimal game
strategies are computed based on the current state information. A neural network-based
feedback guidance scheme has also been reported by Choi et al. [133] for a two-dimensional
pursuit-evasion game. In the present work, universal-kriging is used as a feedback-map ap-
proximator for generating near-optimal controls based on the current game states. The
mode of generating the open-loop state-control extremals in this work is also diﬀerent
from those reported in the above-cited papers. Pesch et al. [132] use a semi-analytical
method for computing the game solutions, while Choi et al. [133] employ a direct method
based on control parameterization. The saddle-point solutions of the ballistic intercep-
tion game considered in Section 5.2 were obtained using a “semi-direct”method originally
introduced by Horie and Conway [30]. For the orbital pursuit-evasion game of Section
5.3, a shooting method was adopted that involves solving a set of diﬀerential-algebraic
equations (DAE) representing the necessary conditions for an open-loop realization of the
feedback saddle-point solution.
The rest of this chapter is organized as follows: Section 4.2 discusses the form of the
optimal control and diﬀerential game problems considered in this thesis and introduces
the concept of synthesizing feedback strategies from open-loop ones. Section 4.3 presents
the concept of kriging and establishes the mathematical relations necessary to compute
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feedback controls from a pre-computed field of extremals. In Section 4.4, the concept of
Latin Hypercube Sampling is briefly introduced. The chapter ends with conclusions in
Section 4.5.
4.2 Optimal Feedback Strategy Synthesis
4.2.1 Feedback Strategies for Optimal Control Problems
Consider the optimal control problem P1 described by:
P1

x˙ = F(t,x(t),u(t)), x(0) = x0, t ≥ 0
u(t) = γ(t,x(t)) ∈ S, γ ∈ Γ
J(u) = φ(tf ,x(tf )) +
￿ tf
0 L(t,x(t),u(t))dt
Ψ(tf ,x(tf )) = 0
where x ∈ Rn is the state, u ∈ Rm is the control, F : R+ × Rn × Rm → Rn is a
known smooth, Lipschitz vector function, γ : R+ × Rn → Rm is the feedback strategy,
S ⊆ Rm and Γ is the class of all admissible feedback strategies. The control function or
control program u must be chosen to minimize the Bolza-type cost-functional J(·), and
Ψ : R+ × Rn → Rq, q ≤ n represents a smooth terminal manifold in the state space.
Note that the possible inclusion of algebraic path constraints is implicit in P1 because
of the assertion of the admissibility of the strategy set. Adopting a feedback information
pattern for P1, the optimal feedback control problem is to find a γ∗ ∈ Γ such that:
J(γ∗) ≤ J(γ) ∀ γ ∈ Γ (4.4)
where J(γ) ￿ J(u) with u(t) = γ(t,x). The function u∗ minimizing J(·) is the optimal
open-loop strategy while γ∗ is referred to as the feedback realization of u∗. Conversely, it
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also holds that the open-loop solution u∗ of P1 is a representation of the feedback strategy
γ∗. This equivalence between open-loop and feedback strategies can be summarized with
the following two statements [118]:
1. Both u∗ and γ∗ generate the same unique, admissible, state trajectory.
2. They both have the same value(s) on this trajectory.
The procedure for synthesizing optimal feedback strategies from open-loop controls now
directly follows from the above discussion:
1. First construct the set UOL that are strategies that depend only on the initial state
x0 and the current time t. This can be achieved by selecting a certain volume UH
of the state-space and solving for the open-loop control programs and trajectories
for a sample of initial conditions from within UH. Such a collection of extremals
will be referred to as the nominal ones, and can be obtained numerically from a
direct method or an indirect one.
2. Given an oﬀ-nominal state, and perhaps also the current time (for a non-autonomous
system), find, by interpolation, the open-loop control which would be the optimal
open-loop strategy for that state at that time. Such an open-loop control would also
constitute, by the equivalence-of-strategies argument presented above, an equivalent
feedback strategy ￿γ∗(t,x), with the feedback information pattern being enforced by
the use of current state (and time) in the interpolation scheme. Under the adopted
assumption of the existence of a family of unique, admissible state-control pairs
{x(t),u(t)} corresponding to γ(t,x(t)) for every x0 ∈ UH, γ(t,x(t)) is also called
a control synthesis [134], and ￿γ∗(t,x) the approximate control synthesis for the set
UH of initial conditions.
In this research, interpolation has been realized by the use of universal kriging, a method
for approximating non-random, deterministic input-output models arising out of com-
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puter experiments. It is assumed that all the states are directly available for measurement
for a full-state feedback controller synthesis.
4.2.2 Feedback Strategies for Pursuit-Evasion Games
Consider the problem P2 that describes a two-player, zero-sum pursuit-evasion game with
immediate and complete information of the actual state and dynamical equations of the
players. Information regarding the present and future controls of the antagonistic player
is unknown, and both P and E select their controls instantaneously and independent of
each other [26, 27, 118,135,136]:
P2

x˙P = FP (t,xP (t),uP (t)), uP (t) ∈ SP ⊆ RmP , xP (0) = x0P , t ≥ 0
x˙E = FE(t,xE(t),uE(t)), uE(t) ∈ SE ⊆ RmE , xE(0) = x0E, t ≥ 0
JPE(uP ,uE) = tf
ΨPE(tf ,xP (tf ),xE(tf )) = 0
where xi ∈ Rni , i = P,E denotes the states, ui are the control functions, and JPE is the
objective function or the value of the game. The pursuer attempts to drive, in minimum
time, the game state to the terminal manifold ΨPE, which defines capture. The evader
wishes to avoid capture altogether, failing which it aims to maximize the capture time.
The value of the game, if it exists, is the outcome of the following minimax (or maximin)
problem:
V ∗ = max
uE
min
uP
JPE = min
uP
max
uE
JPE (4.5)
where it is assumed that the max and min operators commute [118]. Furthermore, func-
tions Fi are assumed to be continuous in t and ui, and continuously diﬀerentiable in
xi, and the admissible controls ui ∈ C0p [0,∞). The problem P2 introduced above
can be solved using a variety of methods, such as those utilizing the necessary condi-
tions only [26, 27, 118], or the semi-direct collocation with non-linear programming tech-
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nique [30, 135]. The optimal open-loop strategies u∗i thus found numerically provide an
open-loop representation of the admissible saddle-point feedback strategies γ∗i . That is:
JPE(γ
∗
P ,γE) ≤ JPE(γ∗P ,γ∗E) ≤ JPE(γP ,γ∗E), ∀γi ∈ Γi (4.6)
with JPE(γP ,γE) ￿ JPE(uP ,uE) and u∗i (t) = γ∗i (t,xP ,xE), i = P,E. Near-optimal
feedback strategies can then be synthesized from their open-loop representations in a
manner similar to the optimal control case discussed above. The procedure starts by
perturbing the initial states of the pursuer and/or evader, and solving for the open-loop
extremals corresponding to each initial game state. When either P or E or both start
from an oﬀ-nominal state, the approximate-optimal feedback strategy ￿γ∗i (t,xP ,xE) is
computed using the current state (and for non-autonomous systems, also time) informa-
tion with kriging interpolation. In the present discussion, it is tacitly assumed that all
the nominal game states start from inside the capture zone of P so that a capture can
always be enforced against any action of E. Moreover, it is also assumed that regardless
of their initial conditions, both players always play optimally. For example, the evasive
actions of E are selected only from its set of admissible optimal strategies. A thorough
discussion on diﬀerential games can be found in Basar and Olsder [118] and Isaacs [136].
4.3 A Spatial Statistical Approach to Near-Optimal
Feedback Strategy Synthesis
Spatial statistics comprises a set of computational methods for characterizing spatial
attributes related to natural processes for which deterministic models are diﬃcult to for-
mulate because of the complexity of these processes. In the Earth sciences, the disciplines
in which spatial statistical techniques have traditionally been used, such spatial attributes
could be the rainfall observed at certain geographical locations, soil properties recorded at
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known locations over a field, or mineral ore concentrations sampled over a region. A cen-
tral problem in spatial statistics is to utilize an attribute’s individual measurements and
spatial fluctuation rates to minimize the uncertainty in its predicted value at unsampled
sites. This uncertainty is not a property of the attribute itself, instead, it is an artifact of
imperfect knowledge. Kriging, named after South African mining engineer D.G. Krige, is
a spatial statistical predictor or estimator comprising of a collection of linear regression
techniques that addresses the following problem: given a set of observed functional values
Y (χi) at a set of discrete points {χi, . . . ,χp}, determine a map of the surface Y so as to
produce the least mean-squared prediction error. Kriging is fundamentally diﬀerent from
classical linear regression in the following aspects [34]:
1. It eliminates the assumption that the variates are independent and identically dis-
tributed (iid); rather, the deviations or errors from the deterministic trend surface
are assumed to be positively correlated for neighboring observations.
2. A set of observed values of an attribute is not considered multiple realizations of
one random variable; instead, the data is regarded as one partial realization of a
random function of as many variates as the number of observations.
Having had its origin as a geostatistical predictor or regressor in the 1960s, kriging
started finding application in computer-based surrogate modeling following the work of
Sacks et al. in the late 1980s [35]. Surrogate modeling is concerned with constructing
response surfaces from digital simulations or resource-intensive computer experiments
[35, 137, 138]. In essence, the construction of a digital surrogate model with kriging
involves running a computer experiment at a collection of suitably selected design points
that result in input-output pairs {χi, Y (χi)}, data mimicking observed spatial attributes
from a geological field experiment, and then using the kriging framework to quickly
predict the outcome of the same computer experiment for an “unobserved” input without
actually executing the computer code. This technique is also called DACE [35, 139], for
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Design and Analysis of Computer Experiments. Note that unlike typical geostatistical
applications in which χ ∈ R2 on a geographical terrain, DACE design variables χ need
not, in principle, have any dimensional limitations. Using the underlying assumption
that the controls corresponding to neighboring state values in a field of extremals are
positively correlated, DACE is then suitable for constructing a surrogate model of an
optimal feedback controller from oﬄine-computed extremals.
A kriging model is composed of two terms: the first is a (polynomial) regression
function µ(χ) that captures the global trend of the unknown function; the other one,
Z(χ,ω) is a multivariate white-noise process that accounts for the local deviations or
residuals so that the model interpolates the p sampled observations. Mathematically [137],
Y (χ,ω) = µ(χ) + Z(χ,ω) (4.7)
where χ ∈ D ⊂ RN is the domain in which samples are observed, Y : RN × Ω → R for
some sample space Ω and
E[Z(χ, ·)] = 0, Cov[Z(χi, ·), Z(χj, ·)] = Cij = σ2Rij, i, j = 1, . . . p (4.8)
Here Cij and Rij are, respectively, the covariance and correlation between two of the
observations; and σ2 is the process variance. In other words, according to the model
Eqn. (4.7), a certain deterministic output y(χi) = yi (of a computer experiment) can
be regarded as a particular realization ysi ￿ Y (χi, ·) of the random function Y (·) [35].
Simple kriging takes µ(χ) = 0, in ordinary kriging it is assumed that µ(χ) = µ ∈ R, an
unknown constant, whereas in universal kriging, adopted in this research, the following
form is postulated:
µ(χ) =
k￿
κ=1
fκ(χ)βκ = β
T f(χ) (4.9)
85
In Eq. (4.9), fκ(·) are known regression basis functions and βκ ∈ R are unknown regression
coeﬃcients. In this work, the trend model µ(χ) is assumed to have the following form
[140]:
k￿
κ=1
fκ(χ)βκ =
￿
0≤i1+i2+...+iq≤d
βi1i2...iqχ
i1
1 χ
i2
2 . . .χ
iq
N (4.10)
where d ∈ R is the degree of the polynomial. For example, for N = 3, a quadratic (d = 2)
response is comprised of 10 regressors with the following form:
β000 + β100χ1 + β010χ2 + β001χ3 + β110χ1χ2 + β101χ1χ3 +
β011χ2χ3 + β200χ
2
1 + β020χ
2
2 + β002χ
2
3 (4.11)
Although kriging has been applied to create black-box models in several engineering
applications, it has never been used for representing the model of a feedback controller for
dynamical systems. Simpson et al. [140] use kriging in the design of an aerospike nozzle.
Vazquez et al. [141] applied kriging to estimate the flow in a water pipe from observing
flow-speed at sampling points in a cross section. Kriging has also found application in
electromagnetic device optimization; Lebensztajn and coauthors [142] use a kriging model
as the objective function. For an application of kriging metamodels to aerodynamic shape
optimization, see Paiva et al. [143].
4.3.1 Derivation of the Kriging-Based Near-Optimal Feedback
Controller
Consider a collection of state samples or “training” locations S = {x∗1,x∗2, . . .x∗p} in a
region D ⊂ Rn and the corresponding open-loop controls {u∗(x1), u∗(x2), . . . u∗(xp)} =
{u∗s1, u∗s2, . . . u∗sp}. In particular:
u∗s(x) = µ(x) + Z(x, ·) = βT f(x) + Z(x, ·) (4.12)
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where βT f(·) is of the nature given by Eq. (4.10). The coeﬃcient vector β is unknown
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Fig. 4.1: Feedback control estimation with kriging
and must be estimated (cf. Eq. (4.31)). As stated before, the random process Z(·, ·) is
characterized by zero mean, but its covariance is, for the time being, assumed to be known
(see Eq. (4.33)). Note that {x∗i , u∗si} are precisely the state and control values sampled
from the numerically-computed extremals of an optimal control or a diﬀerential game
problem. Figure 4.1 schematically shows the situation with a few representative points
for a one-dimensional system. In the following analysis, it will be implicit that u refers to
the open-loop control for a one-player game or a similar strategy for a pursuer or evader
in a pursuit-evasion game, and as such, subscripts will be suppressed for convenience.
It is required to compute an estimate of the control ￿γ∗(x0) = ￿u∗(x0) corresponding to
x0 /∈ S but x0 ∈ ConvexHull(S). It may be noted that extrapolations outside the convex
hull are possible, but they are unreliable [34]. Following kriging, the control estimate at
the new site is expressed as the weighted linear combination of the available observations:
￿u∗(x0) = p￿
i=1
wi(x0)u
∗
s(xi) (4.13)
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where wi(·) ∈ R are scalar weights. The estimation error at x0 is the diﬀerence of the
control estimate given by Eq. (4.13) and the random variable representing the (unknown)
true value:
e(x0) = ￿u∗(x0)− u∗s(x0) (4.14)
Combining the above two equations, the prediction error is expressed as a function of the
(p+1)-dimensional multivariate-normally-distributed vector [u∗s(x0), u
∗
s(x1), . . . , u
∗
s(xp)]
T :
e(x0) =
p￿
i=1
wi(x0)u
∗
s(xi)− u∗s(x0) (4.15)
The minimum-variance unbiased estimate (MVUE) of u∗s(x0) can now be obtained by
solving the following constrained optimization problem: find weights w∗ ∈ Rp in Eq.
(4.15) satisfying:
w∗ = arg min
w
Var[e(x0)], s.t E[e(x0)] = 0 (4.16)
Now, the objective function of the above optimization problem, the error variance, can
be simplified in the following way:
σ2e = Var[e(x0)] = Var[￿u∗ − u∗s0] = E[(￿u∗ − u∗s0)2]− (E[￿u∗ − u∗s0])2
= Var[￿u∗] + Var[u∗s0]− 2Cov[￿u∗, u∗s0] (4.17)
But
Var[￿u∗] = Var[ p￿
i=1
wiu
∗
si ] =
p￿
i=1
p￿
j=1
wiwjCov[u
∗
si, u
∗
sj] =
p￿
j=1
wiwjCij (4.18)
Also,
Var[u∗s0] = σ
2 (4.19)
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Finally,
2 Cov[￿u∗, u∗s0] = 2 Cov[ p￿
i=1
wi u
∗
si, u
∗
s0] = 2 E[(
p￿
i=1
wi u
∗
si) u
∗
s0]− 2 E[
p￿
i=1
wi u
∗
si] E[u
∗
s0]
= 2
p￿
i=1
wi E[u
∗
si u
∗
s0]− 2
p￿
i=1
wi E[u
∗
si] E[u
∗
s0]
= 2
p￿
i=1
wi (E[u
∗
si u
∗
s0]− E[u∗si] E[u∗s0]) = 2
p￿
i=1
wi Ci0 (4.20)
With Cij = σ2Rij, the substitution of Eqs. (4.18), (4.19) and (4.20) into Eq. (4.17) leads
to:
σ2e = σ
2(1 +wTRw− 2 wTR0) (4.21)
In Eq. (4.21), w is the p × 1 vector of weights, R is the p × p matrix of correlations
among {u∗s1, u∗s2, . . . , u∗sp} and R0 = [R10 R20 . . . Rp0]T is the p× 1 vector of correlations
of {u∗s1, u∗s2, . . . , u∗sp} with u∗s0. Again, the unbiasedness constraint in Eq. (4.16) can be
expressed as the equality:
E[
p￿
i=1
wiu
∗
si] = E[u
∗
s0] (4.22)
The left hand side of Eq. (4.22) can be expanded to:
E[
p￿
i=1
wiu
∗
si] = wi
p￿
i=1
E[u∗si] = wi
p￿
i=1
E[
k￿
κ=1
βκfκ(xi) + Z(xi,ω)]
=
k￿
κ=1
βκ(
p￿
i=1
wifκ(xi)) = wi
p￿
i=1
E[
k￿
κ=1
βκfκ(xi)]
= wi
p￿
i=1
k￿
κ=1
βκfκ(xi) (4.23)
The right hand side of Eq. (4.22) is simply:
E[u∗s0] =
k￿
κ=1
βκfκ(x0) (4.24)
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Since the regression coeﬃcients are, in general, not all 0, the unbiasedness constraint Eq.
(4.22) can be enforced by demanding that the following set of k linear equations hold:
p￿
i=1
wi fκ(xi) = fκ(x0), κ = 1 . . . k (4.25)
or, in matrix form,
FTw = f0 (4.26)
where f0 = [f1(x0) f2(x0) . . . fk(x0)]T and F is the following p× k matrix:
F =

f1(x∗1) f2(x
∗
1) · · · fk(x∗1)
f1(x∗2) f2(x
∗
2) · · · fk(x∗2)
...
...
. . .
...
f1(x∗p) f1(x
∗
p) · · · fk(x∗p)

Here, fκ,κ = 1, . . . , k, are the regression basis functions (see Eq. (4.9)). Combining Eqs.
(4.21) and (4.26), the constrained optimization problem Eq. (4.16) reduces to:
w∗ = arg min
w
σ2(1 +wTRw− 2 wTR0), s.t FTw− f0 = 0, w ∈ Rp (4.27)
WithR (a correlation matrix) positive definite, this is a linear equality-constrained convex
quadratic minimization problem, and the KKT conditions [144] immediately lead to the
following set of p+ k linear equations:
R F
FT 0

 w
π
2σ2
 =
R0
f0
 (4.28)
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where π ∈ Rk is the Lagrange multiplier vector associated with the constraints. This
solves to:
w∗ = R−1(R0 − F(FTR−1F)−1(FTR−1R0 − f0))
π∗ = 2σ2(FTR−1F)−1(FTR−1R0 − f0) (4.29)
Substituting w∗ from Eq. (4.29) into Eq. (4.13), the point estimate of u∗(x0), expressed
as a weighted linear combination of the neighboring observed values is:
￿u∗(x0) = RT0R−1u∗s − (FTR−1R0 − f0)T (FTR−1F)−1FTR−1u∗s
= RT0R
−1(u∗s − F(FTR−1F)−1FTR−1u∗s)
+ fT0 (F
TR−1F)−1FTR−1u∗s (4.30)
where u∗s is the vector of the pre-computed optimal program values : u
∗
s := [u
∗
s1 u
∗
s2 . . . u
∗
sp]
T .
For the linear regression model Eq.(4.12) associated with the correlation matrix R it is
known that
βGLS = (F
TR−1F)−1FTR−1u∗s (4.31)
is the generalized least square (GLS) (and also the best linear unbiased) estimator of the
regression coeﬃcient vector β (cf. Montgomery et al. [145]). The MVUE of the optimum
open-loop control, and by the argument presented in Section 4.2, also the optimal feedback
strategy can then be compactly expressed as:
￿u∗(x0) = ￿γ∗(x0) = RT0R−1(u∗s − FβGLS) + fT0 βGLS (4.32)
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Following Sacks et al. [35] it is assumed that a generic element of the correlation matrix
can be expressed as the product of stationary, one-dimensional, parametric correlations:
corr(u∗s(xi), u
∗
s(xj)) = Rij(θ,xi,xj) = Rij(θ,xi − xj) =
n￿
l=1
Rij(θl, xi,l − xj,l) (4.33)
The correlation function Rij(, ·, ) quantifies the average decrease in correlation between
the two observed controls as the distance between the corresponding state vectors in-
creases. However, as is typical in most kriging applications, the exact nature of Rij(, ·, )
and the parameter θ are unknown, and must be ascertained in order to use Eq. (4.32).
Despite their vital role in kriging applications, definitive guidelines for selecting a proper
covariance model are scant in the literature. In Isaaks and Srivastava [146] it is suggested
that the covariance model choice be guided by any inference of the spatial continuity of
the process drawn from the sample dataset. Experience indicates that if any particular
spatial continuity pattern fails to emerge from the family of extremals, a trial-and-error
approach must be adopted before a particular Rij(, ·, ) is decided upon. In reference [35],
it is suggested that in order to capture a smooth response, a covariance function with
several derivatives is desirable. The following correlation functions have been used for
the problems solved in this research [35,139,147–150]:
With hij,l = |xi,l − xj,l| and θl > 0,
1. The spline model with the general form:
Rij(θl, hij,l) =

1− µ(θl hij,l)2 + ν(θl hij,l)3, 0 ≤ θl hij,l ≤ ￿
γ(1− θl hij,l)3, ￿ < θl hij,l ≤ 1
0, θl hij,l > 1
(4.34)
where µ, ν, ￿, γ ∈ R and ￿ < 1.
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2. The linear model:
Rij(θl, hij,l) = max{0, 1− θl hij,l} (4.35)
3. The Gaussian model:
Rij(θl, hij,l) = exp(−θl h2ij,l) (4.36)
4. The exponential model:
Rij(θl, hij,l) = exp(−θl hij,l) (4.37)
For a given covariance function model but unknown covariance parameters θ, the control
estimate ￿u∗ in Eq. (4.32) can be written as:
￿u∗(x0) = RˆT0 Rˆ−1(u∗s − FβˆGLS) + fT0 βˆGLS = RˆT0Φ+ fT0 βˆGLS (4.38)
where
Φ ￿ Rˆ−1(u∗s − FβˆGLS) (4.39)
and
βˆGLS ￿ (FT Rˆ
−1
F)−1FT Rˆ
−1
u∗s (4.40)
with Rˆ ￿ R(θˆ) and Rˆ0 ￿ R0(θˆ) computed from an estimate θˆ of θ. βˆ is called the
estimated generalized least square (EGLS) estimator of β. Several methods exist for
estimating θ, such as Maximum Likelihood Estimation (MLE), Restricted Maximum
Likelihood Estimation (RMLE), Cross Validation (CV) and Posterior Mode (PM) [139].
In this research, the MLE method implemented in the DACE Kriging toolbox [150] has
been used. The ML estimate θˆ can be numerically computed by solving the following
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n-dimensional optimization problem:
θˆ = arg max
θ∈Rn+
￿
−p log(1
p
(u∗s−FβGLS(θ))TR(θ)−1(u∗s−FβGLS(θ)) det(R(θ))
1
p )
￿
(4.41)
The expression for the objective function Eq. (4.41 can be derived by noting that for
the multivariate-normal joint distribution of {u∗s1, u∗s2, . . . , u∗sp} with mean vector Fβ and
correlation R(θ) the logarithm of the likelihood function is [139]:
L(β, σ2,θ) = −p
2
log(σ2)− 1
2
log(det(R))− 1
2σ2
(u∗s − Fβ)TR−1(u∗s − Fβ) (4.42)
First-order stationarity conditions of L(·) with respect to σ and β:
∂L
∂σ
= − p
σ
+
1
σ3
(u∗s − Fβ)TR−1(u∗s − Fβ) = 0 (4.43)
∂L
∂β
=
1
2σ2
2(FTR−1Fβ − FTR−1u∗s) = 0 (4.44)
Solving the above gives the following ML estimates of β and σ:
βˆ(θ) = βGLS (4.45)
σˆ2(θ) =
1
p
(u∗s − Fβˆ)TR−1(u∗s − Fβˆ) (4.46)
Substituting Eqs. (4.45) and (4.46) above back into Eq. (4.42) gives Eq. (4.41). The
optimization problem Eq. (4.41) is highly non-linear, and for high-dimensional problems,
potentially multimodal with multiple local maxima. It is also computationally expensive,
primarily due to the evaluation of the correlation function p2 times during the evaluation
of the correlation matrix and because inversion of the correlation matrix is involved. In
addition, the numerical diﬃculties are aggravated by ill-conditioned correlation matrices
and long ridges near optimal values [138]. The literature reports several methods for
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solving this problem, including the modified Hooke-Jeeves method [150], the Levenberg-
Marquardt method [138], a Genetic Algorithm [151], and Generalized Pattern Search
[152]. In this research, the Hooke-Jeeves method available in the DACE Matlab toolbox
has produced satisfactory results. The initial guess required for optimization must be
user-supplied. With an estimate θˆ of θ computed from Eq. (4.41), the approximate-
optimal feedback-controller kriging metamodel is given by Eq. (4.47):
￿γ∗(x0) = Rˆ0(x0)TΦ+ f0(x0)T βˆGLS (4.47)
where the feedback information pattern is highlighted by making explicit the dependence
of the right hand side on the new measurement x0. Notably, Eq. (4.47) constitutes an
algebraic, closed-form expression feedback control computation. The closed-loop config-
uration is sketched in Figure 4.2. The following points are worth noting at this juncture:
x￿ ￿ ￿ ￿ x￿, Γ￿￿ ￿x￿￿￿
Γ￿
￿ ￿ ￿ ￿ ￿ R0￿ ￿ ￿ ￿T ￿ ￿ f0￿ ￿ ￿T Β￿GLS
x￿Γ￿￿ ￿ x￿ ￿
Fig. 4.2: Kriging-based near-optimal feedback control
1. Once the matrices βˆGLS ∈ Rk and Φ ∈ Rp have been computed on the extremal
fields, they become fixed, and can be stored in the computer memory. This means
that both the expensive MLE optimization as well as matrix inversions are done
oﬄine. As soon as a new measurement becomes available, only Rˆ0 ∈ Rp and
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f0 ∈ Rk need to be computed, which involves p × n evaluations of the covariance
function and k evaluations of the regression basis functions. This and the two sub-
sequent operations of matrix multiplication and addition are relatively lightweight
and almost-instantaneous even on legacy hardware running unoptimized software.
The timings are presented in Chapter 5. This points to the suitability of the pro-
posed method for real-time implementation.
2. In the above discussion, the quantities ￿γ∗ and ￿u∗ are taken to be scalars. In one-
player games with multiple controls, each control must be associated with a separate
metamodel characterized by its own choice of the regression polynomial, the covari-
ance model and the correlation parameter vector. For problems with free final time,
yet another model is necessary to predict the optimal time-to-go at each state. A
similar argument applies for two-player games. Note that two models are deemed as
diﬀerent if at least one of the model properties, viz. regression polynomial (degree
and/or estimated coeﬃcients), covariance model, estimated variance or covariance
parameters disagree.
3. Computation of feedback control by kriging requires inversion of the spatial correla-
tion matrix R. With positive spatial correlation functions (SCF), kriging feedback
control therefore requires the observation sites to be distinct, failing which R would
be singular. This in turn implies that no two extremals are allowed to intersect,
as otherwise, their intersection point, selected as observation sites, would lead to
a singular set of kriging equations. This is precisely the Jacobi no-conjugate-point
suﬃcient condition for local optimality [77, 78], which is interestingly integrated
into the kriging framework.
4. Kriging is an exact interpolator in the sense that Eq. (4.47) returns the exact
value of the true (control and/or time-to-go) function at each observed point. The
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mean-squared prediction error (E[(￿u∗(x0)−u∗s(x0))2]) at those locations is therefore
zero.
From the preceding discussion it is clear that the current method of synthesizing
an optimal feedback controller depends on the generation of admissible open-loop state-
control histories for a chosen set of initial conditions. Too few extremals may lead to
unreliable kriging prediction, whereas too many would undermine implementation eﬃ-
ciency by increasing the matrix sizes and storage requirements. A pertinent question is
thus whether there exists a systematic way of eﬃciently generating these initial states so
that they are spread evenly throughout, or fill the volume of a “uncertainty hypercube”
UH ￿
n￿
i=1
[x0i − ai, x0i + bi] ⊂ Rn (4.48)
for which the dimensions are selected based on actual physical considerations. In this
research, Latin Hypercube Sampling, briefly discussed next, is used to achieve such a
space-filling design [137,139,153,154].
4.4 Latin Hypercube Sampling
Latin Hypercube Sampling (LHS) is a stratified random-sampling method that ensures
that each initial condition has its entire uncertainty range represented in the simulation
study. In order to draw a Latin Hypercube sample from the hypervolume UH, the domain
of uncertainty of each initial state [−ai, bi] is first mapped to the interval [0, 1] using the
aﬃne transformation:
ζi =
(δx0i + ai)
(ai + bi)
, δx0i ∈ [−ai, bi], ζi ∈ [0, 1], i = 1, . . . , n (4.49)
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The components of the initial state vector are assumed to be independently distributed,
which is clearly justified in the cases under consideration. Then, in order to draw a Latin
Hypercube sample of size N , the domain of each variable ζi is divided into N equal,
disjoint intervals or strata. The Cartesian product of these intervals constitutes a parti-
tioning of the n−dimensional uncertainty hypercube into Nn “hypercells”. A collection
of N cells is so selected from these Nn cells that the projections of the centers of each cell
onto each axis are uniformly located along the axis. Finally, a point is chosen at random
from each selected cell.
Formally, let Fi(·) denote the marginal distribution of ζi. The ith. axis is divided into
N intervals each of which has equal probability 1N under Fi(·):
{F−1i (
1
N
), . . . , F−1i (
N − 1
N
)} (4.50)
In this work, a (scaled) initial state deviation ζi is assumed to be uniformly distributed
in [0, 1], and as such,
F−1i (t) = t, 0 < t < 1 (4.51)
Let Θ = {Θji} denote a N × n matrix with columns that are n unique permutations of
{1, . . . , N}. The ith. component of the jth. sample ζj, ζji can be computed from:
ζji = F
−1
i
￿ 1
N
(Θji − 1 + Uji)
￿
=
1
N
(Θji − 1 + Uji) (4.52)
where {Uji} ∼ U [0, 1] are iid. An interpretation of Eq. (4.52) is the following: The jth.
row of Θ determines the randomly selected cell, out of the Nn cells, from which a state
value is sampled. Then, Θji−1N eﬀects a shift to the left-most corner of the i
th. axis of the
jth. cell, following which a random deviate UjiN is added to complete a random selection
of a point from within the said cell. The actual δx0i can finally be computed from the
inverse transformation of Eq. (4.49).
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The basic LHS algorithm described above has the disadvantage that it may not nec-
essarily guarantee a true space-filling design [137]. One approach to cover the space is
to use the so-called maximin criteria, i.e select that LHS design which maximizes, over
all possible LHS designs, the minimum L2 norm of the separation between two points in
UH. Mathematically:
max
LHS(P,n,N)
min
v1,v2∈UH
||v1 − v2|| (4.53)
where LHS(P, n,N) is a set of P randomly generated LHS designs, each of size N . In this
work, the Matlab Statistics Toolbox [155] function lhsdesign was used with the option
“maximin” to generate the initial state samples. Figure 4.3 shows a space-filling LHS
design with n = 2, N = 5, x01 = x02 = 0, a1 = b1 = 2.5, a2 = 0, b2 = 5. It may be noted
that in this design, a particular row or column contains exactly one design point. This is
a characteristic of LHS schemes.
−2.5 −2 −1.5 −1 −0.5 0 0.5 1 1.5 2 2.5
0
0.5
1
1.5
2
2.5
3
3.5
4
4.5
5
x1
x 2
Fig. 4.3: A 2-dimensional Latin Hypercube Design
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4.5 Summary
This chapter presented the theoretical foundations of a new extremal-field approach for
computing near-optimal feedback synthesis for optimal control and two-player pursuit-
evasion games. The dynamical models of the systems under consideration are described
by general nonlinear diﬀerential equations. The proposed method uses a spatial statistical
technique called universal kriging to construct the surrogate model of a feedback controller
which is capable of predicting an optimal control estimate based on current state (and
time) information. A notable feature of this formulation is that the resulting control law
has an algebraic, closed-form structure. By observing the control program, assumed to
be a partial realization of a Gaussian process, at a set of state and time “locations” in a
field of oﬄine-computed extremals, kriging estimates the control given new state and time
values. It was noted that although kriging has been employed in the existing literature
for response surface modeling in several engineering applications, a new contribution of
this research is the revelation that this mathematical framework is suitable for obtaining
a feedback controller model for dynamic optimization problems. Numerical examples
involving both autonomous and nonautonomous systems are presented in the next chapter
to evaluate the eﬀectiveness of this methodology.
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Chapter 5
Approximate-Optimal Feedback
Strategies Found Via Kriging
5.1 Introduction
The concepts introduced in Chapter 4 are illustrated with the solution of optimal control
problems and two-player, zero-sum pursuit-evasion games. Feedback guidance examples
involving both unconstrained and functional-path-constrained optimal control problems
are presented. State-variable path constraints have not been considered for the diﬀerential
games solved in this research. The DACE Matlab Kriging Toolbox Version 2.0 [150] was
used for constructing the controller metamodel, and all the simulations were carried out
on a HP Pavilion PC running 32-bit Windows Vista operating system with a 1.86 Ghz.
processor and 2 GB RAM. For each example in this chapter, the following information
related to the kriging model is provided:
1. The dimensions of the matrices:
βˆ
C
= [βˆ
1
GLS βˆ
2
GLS . . . βˆ
ν
GLS], and Φ
C = [Φ1 Φ2 . . .Φν ]
where βˆ
i
GLS andΦ
i are the“model matrices” βˆGLS andΦ (cf. Eq. (4.47)) associated
with the ith response variable and ν is the number of response variables.
2. The number of observation points, p. Essentially, p = ntraj × nnodes, where ntraj is
the total number of extremals in the field and nnodes is the number of number of
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discrete nodes at which the solution is reported by the solver. This could be the
number of discretization nodes if a direct method is used, or the number of points
used by the numerical integrator if an indirect shooting method is chosen.
3. The regression basis function degree (d) and number (k). In each of the test cases
considered, the same polynomial structure (constant, linear or quadratic) has been
used to model all the response variables for that case, although numerical values of
the estimated coeﬃcients βˆGLS are diﬀerent for each response.
4. The spatial correlation function (SCF) Rij(·) and the parameters θˆ. For the prob-
lems considered in this work, the same combination of SCF and θˆ has been used to
model all the response variables.
5. The memory requirement M for storing the kriging model. Specifically, this is the
memory demand, in kilobytes, for storing matrices βˆ
C
and ΦC . The numerical
value of M was obtained using Matlab function [87] function whos.
6. The average time tpred taken for outputting the predicted control (and time-to-go)
values once a “measurement” becomes available after an integration step. Matlab
functions tic and toc were used for this purpose. This metric, computed on legacy
hardware, is provided in order to evaluate the suitability of the presented feedback
synthesis scheme to possible real-time applications.
The performance of the kriging-based feedback controller is evaluated by noting i) the
agreement between the feedback and open-loop solutions, ii) the end-constraint violation
and iii) the (absolute value of the) diﬀerence in costs along feedback and open-loop
trajectories. All numerical integrations with the controller in the feedback loop were
performed with Matlab function ode45 with default settings. The initial guess provided
for the optimization problem Eqn. (4.41) was 0.02 for all the components of θ.
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5.2 Minimum-Time Orbit Insertion Guidance
Using the approximation of constant gravity, consider the problem of thrust-direction
feedback control to place a rocket (modeled as a point mass) at a given altitude with
a specified horizontal velocity and zero vertical velocity (i.e. injection into a circular
orbit) in minimum time [77]. This problem is of some practical importance as it is a
simplified approximation of the steering law used by many launch vehicles, including the
recently-retired space shuttle [19]. The system dynamical equations are:
X˙ = U (5.1)
Y˙ = V (5.2)
U˙ = a cos β (5.3)
V˙ = a sin β − g (5.4)
where X and Y locate the vehicle center-of-mass in the vertical plane, U and V are the
horizontal and vertical components of the velocity, a is the known thrust acceleration
magnitude, g is the acceleration due to gravity, and β is the thrust angle. The optimal
feedback control problem is to find β(x) that will transfer the system from an arbitrary
initial state to the terminal manifold:
Ψ = [Y (tf )− Yf U(tf )− Uf V (tf )]T = [0 0 0]T (5.5)
while minimizing tf . The following numerical values, measured in scaled units, were
assumed: Yf = 0.4, Uf = 2, g = 1 and a = 2. Note that X(tf ) is free, and the X˙
equation is decoupled from the rest, i.e, X does not enter the RHS of any equation in
Eqs. (5.1)-(5.4). Consequently, both the optimal time-to-go and control are functions of
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Y, U, and V only:
β∗ = β∗(Y, U, V ) (5.6)
φ∗ = φ∗(Y, U, V ) (5.7)
Explicit time-dependence of these functions is ruled out since Eqs. (5.1)-(5.4) represent an
autonomous system. For this problem, uncertainty is considered only in the initial spatial
coordinates; the system always starts from rest. As such, 21 initial states were selected
using LHS from within UH defined by x01 = 0, x02 = 0, a1 = a2 = 0, b1 = 0.2, b2 = 0.1,
and extremals were generated using the Chebyshev pseudospectral method [156] with 30
Chebyshev-Gauss-Lobatto (CGL) nodes. The initial state guess was a 30 × 4 matrix of
initial state values at the CGL nodes, the control guess was a 30 × 1 column vector of
zeros at those nodes and the final time estimate for the NLP solver was 1. Figures 5.1-5.4
show the states and the control histories for the chosen initial conditions. To test the
eﬃcacy of the optimal feedback controller, the system described by Eqs. (5.1)-(5.4) was
started from several randomly selected points within the dashed bounding box (cf. Figure
5.1), and numerical integration was carried out with the kriging controller metamodel in
the feedback loop. Figures 5.5-5.8 illustrate the system states and control for the first
trial case of Table 5.1. The match between the vehicle states driven by the control
program and the explicit guidance law is very close, so much so that the state histories
are indistinguishable at the (automatically) selected scale of the figures. Attention is also
drawn to the accuracy with which tf was predicted by the kriging method (column 3 of
Table 5.1).
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Table 5.1: Feedback controller performance for several initial conditions: Problem 5.2
Initial Condition |Ψ| |J − J| = |tf |fb − tf |ol|
{0.1265, 0.0906, 0, 0} [4.14× 10−6 3.7× 10−4 1.54× 10−4]T 1.75× 10−7
{0.1094, 0.0278, 0, 0} [2.44× 10−5 4.27× 10−4 1.97× 10−4]T 2.23× 10−8
{0.1941, 0.0485, 0, 0} [1.96× 10−5 3.72× 10−4 2.50× 10−4]T 3.15× 10−9
{0.0763, 0.0766, 0, 0} [9.97× 10−6 3.99× 10−4 3.98× 10−4]T 8.06× 10−8
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
0.45
X
Y
Fig. 5.1: Position extremals for problem 5.2
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Fig. 5.2: Horizontal velocity extremals for problem 5.2
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Fig. 5.3: Vertical velocity extremals for problem 5.2
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Fig. 5.4: Control extremals for problem 5.2
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Fig. 5.5: Feedback and open-loop trajectories for problem 5.2
107
0 0.2 0.4 0.6 0.8 1 1.2 1.4
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
t
U
 
 
openïloop
feedback
Fig. 5.6: Feedback and open-loop horizontal velocities for problem 5.2
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Fig. 5.7: Feedback and open-loop vertical velocities for problem 5.2
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Fig. 5.8: Feedback and open-loop controls for problem 5.2
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An inherent property of feedback control schemes is their robustness to disturbances.
The robustness of the kriging guidance law to uncertainties in the initial conditions was
demonstrated in the foregoing analysis. Consider next a scenario where the system starts
from [0.1265 0.0906 0 0]T and undergoes a sudden change in states mid-flight between
two successive state sampling instants, perhaps due to the (unmodeled) impulsive action
of an object-hit or wind-gust: the net result is that at the following sampling instant,
the rocket finds itself shifted from its nominal optimal trajectory such that the new state
is x = x∗ + δx. A 10 % change in velocity and a 5 % change in position components is
considered at t = 0.6tf :
δX = 0.05X∗(0.6tf ), δY = 0.05Y ∗(0.6tf ), δU = 0.1U∗(0.6tf ), δV = 0.1V ∗(0.6tf ) (5.8)
The (feedback) control objective is to transfer the system from this new condition to
the prescribed terminal manifold in minimum time without having to re-solve a new
optimal programming problem. Figures 5.9-5.11 illustrate the result of applying the near-
optimal kriging feedback controller. For comparison, the re-computed open-loop optimal
trajectory from the disturbed location is also shown, along with the now-non-optimal
trajectory resulting from the application of the pre-computed control program. It is clear
that the feedback control steers the system very close to the desired terminal manifold,
whereas the previously-computed open-loop control misses the mark by a considerable
extent. The excellent agreement between open-loop and feedback strategies is apparent
from the figure. Table 5.2 shows the constraint violations, and Table 5.3 summarizes the
controller metamodel information.
Table 5.2: Feedback control constraint violations, problem 5.2
Control Strategy |Ψ1| |Ψ2| |Ψ3|
Near-optimal feedback 1.54× 10−5 1.29× 10−4 1.58× 10−4
Non-optimal open-loop 3.21× 10−2 9.81× 10−2 3.72× 10−2
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Fig. 5.9: Position correction after mid-flight disturbance, problem 5.2
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Fig. 5.10: Horizontal velocity with mid-flight disturbance, problem 5.2
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Fig. 5.11: Vertical velocity with flight mid-disturbance, problem 5.2
Table 5.3: Kriging controller metamodel information: problem 5.2
p, d, k, ν 630, 2, 10, 2
dim(ΦC) 630× 2
dim(βˆ
C
) 10× 2
SCF, θˆ Spline, [3.85× 10−4 0.0303 0.0081]T
M 9.92 kB
tpred 3.36 msec
5.3 Minimum-time Orbit Transfer Guidance
Consider a spacecraft initially positioned in a circular orbit around a central attracting
mass. The objective is to minimize the journey time of the vehicle to a higher, co-planar
circular orbit by modulating the thrust-pointing direction. The craft, modeled as a point
mass, is assumed to be fitted with a constant specific impulse (CSI) engine. The initial
velocity and radial position are known. The final radius is specified, and the final velocity
vector is constrained to reflect circular motion at the final radius. The rocket engine has a
112
constant thrust level T , a constant propellant flow rate m˙, and a variable thrust direction
α, which is the control. The vehicle equations of motion in a reference frame fixed at the
center of the attracting mass are: [20, 77]
r˙ = u (5.9)
u˙ =
v2
r
− µ
r2
+
T sinα
m0 − |m˙|t (5.10)
v˙ = −uv
r
+
T cosα
m0 − |m˙|t (5.11)
where r is the radial distance of the spacecraft from the pole, u is the radial velocity
component, v is the tangential velocity component, m is the spacecraft mass, and µ is
the mass’s gravitational parameter. It is assumed that perhaps due to a possible launch
vehicle malfunction, there exists some uncertainty as to the actual radial distance at
which the spacecraft will start its journey, but nevertheless, the feedback control law
should still guide the vehicle to its destination orbit in minimum time. An example of
such a launch vehicle failure occurred in 1995 at the launch of the Koreasat I satellite: one
of nine solid boosters of the Delta-7925 launch vehicle failed to separate from the rocket,
which therefore failed to achieve a geostationary orbit by 3400 nautical miles [157].
Note that the system dynamics Eqs. (5.9)-(5.11) constitute a non-autonomous system
due to the explicit dependence of the right hand side on time. Consequently, the feedback
control law as well as the optimal value function are explicit functions of time:
α = α(t, r, u, v) (5.12)
φ∗ = φ∗(t, r, u, v) (5.13)
The desired terminal manifold is:
Ψ = [r(tf )− rf u(tf ) v(tf )−
￿
µ/r(tf )]
T = [0 0 0]T (5.14)
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Following Bryson and Ho [77], the numerical values of the problem constants, measured
in normalized units, are: rf = 1.5237, µ = 1, T = 0.1405, m˙ = 0.07487. Assuming
a nominal orbital radius of 1 DU (Distance Unit), and a 10 % uncertainty in initial
radial position, 21 samples were selected by LHS design from within UH defined by
x01 = 1, a1 = 0, b1 = 0.1. A TPBVP represented by the DAEs (5.15)-(5.22) was solved
using the Matlab function fsolve with default settings. For implementation details of such
problems, cf. Bryson [107].
r˙ = u (5.15)
u˙ =
v2
r
− µ
r2
+
T
m0 − |m˙|t(−
λu￿
λ2u + λ
2
v
) (5.16)
v˙ = −uv
r
+
T
m0 − |m˙|t(−
λv￿
λ2u + λ
2
v
) (5.17)
λ˙r = −λu(−v
2
r2
+
2µ
r3
)− λvuv
r2
(5.18)
λ˙u = −λr + λv v
r
, λ˙v = −λu2v
r
+ λv
u
r
(5.19)
x(0) = known, Ψ = known (5.20)
λr(tf ) = ν1 + ν3
√
µ
2r(tf )3/2
, λu(tf ) = ν2, λv(tf ) = ν3 (5.21)
1 =
T
m0 − m˙0tf
￿
λ2u(tf ) + λ
2
v(tf ) (5.22)
Here [λr(t) λu(t) λv(t)]T is the co-state vector conjugate to the state equations 5.9-5.11,
and [ν1 ν2 ν3]T is the constant Lagrange multiplier vector conjugate to the terminal
constraints Ψ. Note that although the quantities in Eqs. (5.15)-(5.22) represent optimal
values, the asterisk subscript (∗) has been suppressed for convenience. Figures 5.12-5.15
show the extremals obtained after solving 21 instances of this optimal control problem
with an indirect shooting method implementation [20].
Figures 5.16-5.19 show a scenario where the spacecraft starts from a (randomly se-
lected) higher orbit of normalized radius 1.0815. Clearly the kriging feedback controller
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Fig. 5.12: Radial distance extremals for problem 5.3
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Fig. 5.13: Radial velocity extremals for problem 5.3
guides the vehicle very close to its target states, with the optimal open-and-closed-loop
trajectories being indistinguishable at the depicted scale. However, application of the
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Fig. 5.14: Tangential velocity extremals for problem 5.3
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Fig. 5.15: Control extremals for problem 5.3
pre-computed control program based on the nominal conditions results in a miss of the
desired conditions by a large margin. Table 5.4 shows the numerical values of the con-
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straint violation, and the extent of agreement between the optimal open-loop and feedback
solutions for four randomly selected initial conditions. Table 5.5 summarizes information
related to the kriging controller model. Note that the correlation parameter vector is
four-dimensional i.e n = 4 in Eq. (4.33). This is because each observation point is
associated with four coordinates, the fourth “state” being time.
Table 5.4: Feedback controller performance for several initial conditions: problem 5.3
Initial Condition |Ψ| |J − J|
{1.0815, 0, 0.9616} [2.05× 10−4 4.94× 10−4 4.92× 10−4]T 6.16× 10−7
{1.0599, 0, 0.9713} [6.10× 10−4 1.05× 10−4 4.81× 10−4]T 4.02× 10−7
{1.0423, 0, 0.9795} [3.98× 10−4 3.21× 10−5 4.52× 10−4]T 6.48× 10−7
{1.0278, 0, 0.9864} [3.33× 10−4 5.09× 10−5 4.04× 10−4]T 2.32× 10−7
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Fig. 5.16: Radial distance feedback and open-loop solutions compared for problem 5.3
117
0 0.5 1 1.5 2 2.5 3 3.5
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
 
 
nearïoptimal feedback
optimal openïloop
nonïoptimal openïloop
Fig. 5.17: Radial velocity feedback and open-loop solutions compared for problem 5.3
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Fig. 5.18: Tangential velocity feedback and open-loop solutions compared for problem
5.3
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Fig. 5.19: Feedback and open-loop controls for problem 5.3
Table 5.5: Kriging controller metamodel information: problem 5.3
p, d, k, ν 1092, 2, 15, 2
dim(ΦC) 1092× 2
dim(βˆ
C
) 15× 2
SCF, θˆ Linear, [0.0168 1.2986 3.0844× 10−4 2.394]T
M 17.71 kB
tpred 2.836 msec
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5.4 Feedback Guidance in the Presence of No-Fly
Zone Constraints
In this section, the autonomous feedback guidance of an aerospace vehicle tasked with a
destination-to-target mission in the presence of no-fly-zone (NFZ) constraints is consid-
ered. The vehicle dynamical model used for this purpose is that of the Hypersonic Cruise
Vehicle (HCV) described by Jorris and Cobb [158]. The following assumptions are made:
1. Motion takes place in a plane, at a constant altitude h = 100000 feet = 30.48 km.,
over a flat, non-rotating Earth. The vehicle mass m also remains constant through-
out the motion duration.
2. The vehicle is subject to a constant acceleration a = −0.1 m/s2.
The vehicle equations of motion are:
X˙ = V cosψ (5.23)
Y˙ = V sinψ (5.24)
V˙ = a = −D
m
(5.25)
ψ˙ =
L
mV
sin σ (5.26)
where X axis points positive eastward (i.e. along the line of latitude), Y axis points
positive northward (i.e. along the line of longitude), ψ is the heading angle measured
positive counter-clockwise from East, V is the speed, L and D are the lift and drag forces
respectively, and σ is the bank angle. Although thrust is not modeled explicitly in Eqs.
(5.23)-(5.26), it is implicitly used to justify the assumptions of constant altitude and de-
celeration [158]. Furthermore, the HCV is also assumed to possess suﬃcient lift over a
range of airspeeds to sustain level flight without stalling. For a particular altitude, a min-
imum airspeed Vmin must also be enforced in order to validate the level-flight assumption
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and engine performance. For the present case Vmin = 1.35 km/s, or Mach 4.47 at 30.48
km.
For a banked steady, level, turning flight with zero side-slip, the following kinematic
relations must hold [159]:
L cos σ = m g (5.27)
L sin σ =
mV 2
R
(5.28)
where g is the acceleration due to gravity at the specified altitude and R is the radius of
the turn. Combining Eqs. (5.26) and (5.27), the time evolution of the heading angle is
now given by:
ψ˙ =
g
V
tan σ (5.29)
A limit on the bank angle of |σmax| = 20◦ is imposed out of consideration for maximum
allowable wing loading, aerodynamic stability and heating tolerances. Equations (5.27)
and (5.28), along with the lower bound on airspeed and the upper bound on the bank
angle lead to the following minimum allowable turn radius:
Rmin =
V 2min
g tan σmax
(5.30)
Any change in the drag force due to rolling is assumed to be counteracted by the thrust
so as to maintain the constant deceleration. For computational purposes, it is convenient
to use the following non-dimensional, scaled counterparts of the variables appearing in
Eqs. (5.23)-(5.25) and Eq. (5.29):
x ￿ X
Ls
, y ￿ Y
Ls
, v ￿ V
Vs
, τ ￿ t
ts
, α ￿ a
as
, w ￿ tan σ
tan σmax
(5.31)
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where, with RE the Earth radius, the following scale factors are selected:
Ls = RE + h, Vs =
￿
g(RE + h), ts =
￿
RE + h
g
, as = g (5.32)
The optimum feedback guidance problem is now stated as follows: compute the admissible
control synthesis w(x, y, v,ψ) that will transfer the HCV described by:
dx
dτ
= v cosψ (5.33)
dy
dτ
= v sinψ (5.34)
dv
dτ
= α (5.35)
dψ
dτ
=
tan σmax
v
w (5.36)
from any random location from within a specified box-uncertain set of initial conditions
to a terminal target location:
Ψ = [x(τf )− xf y(τf )− yf ]T = [0 0]T (5.37)
minimizing an objective functional that penalizes the total flight time and a measure of
the incremental turning control eﬀort:
J(u) = τf + ￿
￿ τf
0
w2dτ (5.38)
while avoiding geographical NFZs:
Ci ￿ r2i − (x− xci)2 − (y − yci)2, i = 1, 2 (5.39)
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The NFZs are assumed to be cylinders of infinite altitude, and may represent geopolitical
constraints or threat zones. The relative locations of the NFZ centers and the starting
and target locations, as well as the NFZ radii ensure that these constraints become
active during the journey. Also, the NFZ radii satisfy min(r1, r2) > Rmin. The problem
parameters are summarized in Table 5.6.
Table 5.6: Problem parameters for problem 5.4
{x0, y0, v0,ψ0} {80◦38￿ W, 28◦34￿ N, 0.292, 0}
{xf , yf} {29◦34￿ E, 33◦46￿ N}
{xc1, yc1, r1} {40◦6.6￿W, 34◦22.8￿N, 0.1}
{xc2, yc2, r2} {11◦03￿ E, 22◦39￿ N, 0.25}
α −0.01029
￿ 0.8
In order to generate the field of extremal states and controls, uncertainty was assumed
to be present in all four initial states: the initial longitude and latitude of the vehicle,
and the velocity and heading angle at deployment. The bounds chosen for UH were:
a1 = b1 = 4
◦, a2 = b2 = 1.4◦, a3 = b3 = 5% of v0, a4 = b4 = 2◦ (5.40)
Each extremal was generated using the GPM-SNOPT combination. As described in
Subsection 2.3.3, GPM is based on approximating the state and control histories using
Lagrange interpolating polynomials. Solving an optimal programming problem via GPM
begins with supplying initial estimates of the state and control values at a set of node
points, along with other optimization parameters, that are iteratively updated by the
optimization routine SNOPT. For the problem under consideration, a vector of linearly
increasing values between the initial and final specified states was given as an initial
estimate for each of x and y. For v and ψ, guess vectors of their initial values suﬃced
for the GPM. The control guess was a zero vector, whereas the final time estimate was
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10 non-dimensional time units. The state and control extremals computed via GPM
appear in Figures 5.20 -5.24. From Figures 5.21 and 5.23 it can be seen that depending
upon its starting condition, the vehicle initially heads either south or north leading to the
activation of lower half of the first NFZ constraint, but subsequently heads north causing
the upper half of the second NFZ constraint to become active, and finally turns south in
order to reach the target.
Fig. 5.20: Constant-altitude latitude and longitude extremals for problem 5.4
Table 5.7: Feedback controller performance for several initial conditions: problem 5.4
Init. states {x, y, v,ψ} |Ψ| |J − J|
{76◦22￿ W, 27◦43￿ N, 0.2866, 0.2464◦} [4.98× 10−5 9.60× 10−6]T 1.0× 10−4
{81◦5￿ W, 27◦33￿N, 0.2996, 1.7361◦} [1.50× 10−4 3.15× 10−5]T 7.0× 10−4
{78◦15￿ W, 28◦55￿N, 0.2968,−1.6845◦} [1.57× 10−4 2.86× 10−5]T 2.20× 10−3
{83◦58￿ W, 28◦40￿N, 0.2912, 0.8938◦} [1.68× 10−5 3.29× 10−6]T 2.0× 10−3
124
Fig. 5.21: Latitude and longitude extremals projected on the flat Earth for problem 5.4
Fig. 5.22: Control extremals for problem 5.4
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Fig. 5.23: Heading angle extremals for problem 5.4
Fig. 5.24: Velocity extremals for problem 5.4
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To test the eﬀectiveness of the synthesized feedback law, the system is initialized at
four randomly chosen state space locations within the boundary of UH. These initial
conditions are listed in Table 5.7, which also presents two other indices of the controller
performance: the error in attaining the target as well as the diﬀerence between the
feedback and open-loop costs. The nominal open-loop cost was 7.6314.
Figure 5.25 shows the HCV trajectory in which the vehicle navigates using the kriging-
derived autonomous guidance law of Eq. (4.47) for the initial conditions of the first row
of Table 5.7. The feedback controller is seen to have approximated the control function
well from a comparison of the feedback and open-loop controls of Figure 5.26. The
excellent correspondence between the feedback and open-loop solutions is also evident
from Figures 5.27-5.29. The good performance of the feedback controller is further clear
from the accuracy of the terminal manifold attainment as well as the agreement between
the open-loop and feedback cost values on their respective trajectories, enumerated in
Table 5.7. The other initial states in Table 5.7 resulted in similar graphics and are
therefore omitted.
Fig. 5.25: Trajectory under Feedback Control, problem 5.4
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Fig. 5.26: Feedback and open-loop controls compared, problem 5.4
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Fig. 5.27: Feedback and open-loop solutions compared, problem 5.4
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Fig. 5.28: Feedback and open-loop heading angles compared, problem 5.4
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Fig. 5.29: Feedback and open-loop velocities compared, problem 5.4
129
An index of the eﬀectiveness of the guidance law in enforcing the path constraints is
the extent to which the Ci are driven close to zero when the constraints become active.
Figure 5.30 shows a plot of the constraint functions C1 and C2 for the feedback trajectory.
At the plotted scale in which the quantities are ∼ 100, the constraints appear to be
perfectly satisfied. Magnifying those portions of the plot over which the system is seen to
follow the constraint boundary, it is ensured from Figures 5.31 and 5.32 that the kriging
feedback law results in a trajectory that is very nearly equivalent to the open-loop solution
in terms of constraint-satisfaction accuracy.
From the open-loop trajectory in Figures 5.31 and 5.32, it appears that the con-
strained solution is a touch-point rather than a finite-duration arc. Whether this is an
artifact of the limited resolution of the pseudospectral method (the Legendre-Gauss points
being more dense in the neighborhood of the interval boundaries) or an actual character-
istic of the solution requires further investigation based on variational calculus techniques
(e.g. Ch.3 of Bryson and Ho [77]). However, for the purposes of this research, in which
the feedback controller metamodel construction is based on “learning” from approximate
numerical solutions, it suﬃces to note that the guidance law is able to closely emulate
the extremal pattern on which it is based and results in minimal constraint violation.
The parameters of the controller surrogate model are presented in Table 5.8. It is
seen that the trends for both the prediction variables, the optimal time-to-go as well as
the control, are modeled by zeroth order regressors, or constants. Any deviations from
these global, flat surfaces are locally captured by a stationary Gaussian process with a
Gaussian correlation function of the type Eq. (4.36).
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Fig. 5.30: The constraint functions for problem 5.4
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Fig. 5.31: Magnified view of C1 violation, problem 5.4
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Fig. 5.32: Magnified view of C2 violation, problem 5.4
Table 5.8: Kriging controller metamodel information: problem 5.4
p, d, k, ν 1386, 0, 1, 2
dim(ΦC) 1386× 2
dim(βˆ
C
) 1× 2
SCF, θˆ Gaussian, [0.0569 0.0502 0.0025 0.0025]T
M 22.19 kB
tpred 2.912 msec
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5.5 Feedback Strategies for a Ballistic Pursuit-Evasion
Game
￿xP, ￿yP￿ ￿xE, ￿yE￿￿wP
￿wE
x
￿y
VP
VE
Fig. 5.33: Problem geometry for problem 5.5
The ballistic pursuit-evasion game was presented in reference [30], which focussed
on computing the open-loop saddle-point game solution. In the sequel, this problem is
used as a test case for demonstrating the eﬀectiveness of the spatial statistical method of
feedback policy synthesis for PE games in the presence of initial condition uncertainties as
well as mid-course disturbances. Figure 5.33 shows the problem geometry. The pursuer
and evader are conceptualized as point masses subject to a uniform acceleration field.
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The kinematic equations of the players are:
x˙P = VP coswP =
￿
v2P − 2g yP coswP (5.41)
y˙P = VP sinwP =
￿
v2P − 2g yP sinwP (5.42)
x˙E = VE coswE =
￿
v2E − 2g yE coswE (5.43)
y˙E = VE sinwE =
￿
v2E − 2g yE sinwE (5.44)
where the initial launch velocity of the pursuer, vP is chosen to be greater than that of the
evader vE in order to ensure intercept in finite time. The players control their flight-path
angles {wP , wE} in order to mini-maximize the time tf for interception specified by:
ΨPE = [xP (tf )− xE(tf ) yP (tf )− yE(tf )]T = [0 0]T (5.45)
The nominal initial conditions and the problem parameters are:
xP (0) = 0, yP (0) = 0, xE(0) = 1, yE(0) = 0, g = 1, vP = 2, vE = 1 (5.46)
The field of open-loop saddle-point trajectories for this problem is generated by assuming
the imperfectly-known initial states of the evader to be bounded by a box (interval)
uncertain set described, per Eq. (4.48), by: a3 = 0, b3 = 0.5, a4 = 0, b4 = −0.5. The
semi-direct collocation with non-linear programming method (semi-DCNLP) developed
by Horie and Conway [30] is utilized here for computing the open-loop representations of
the player trajectories and controls.
With semi-DCNLP, two-player, zero-sum PE games with separable Hamiltonians are
solved by avoiding the use of a numerical mini-maximizer or the pure indirect shooting
method. Instead, it is shown by Horie and Conway [30] that under certain conditions,
a two-sided, min-max (or maxi-min) dynamic optimization problem can be cast in a
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form conveniently handled by a direct method in conjunction with a one-sided numerical
optimizer. Briefly,
1. The analytical necessary conditions involving the player states, co-states and con-
trols are first determined.
2. The control(s) of one of the players, say the pursuer, is computed from the Hamil-
tonian minimization principle Eq. (2.16).
3. The pursuer control thus computed is substituted in the game state equations which
now involve only the player states, the pursuer co-states and the evader control(s).
4. The resulting cost maximization problem is subsequently solved by numerically
computing the evader control(s) using a direct method and treating the pursuer
co-states as extra “pseudo states”. Note that cost minimization by the pursuer is
already incorporated in the system of equations from step 2.
Application of this semi-direct method to the game at hand leads to the following one-
sided minimization problem:
min
wE
− tf (5.47)
subject to:
x˙P =
￿
v2P − 2g yP cos(tan−1 λyP ) (5.48)
y˙P =
￿
v2P − 2g yP sin(tan−1 λyP ) (5.49)
λ˙yP =
g￿
v2P − 2g yP
(cos(tan−1 λyP ) + λyP sin(tan
−1 λyP )) (5.50)
x˙E =
￿
v2E − 2g yE coswE (5.51)
y˙E =
￿
v2E − 2g yE sinwE (5.52)
with capture conditions Eq. (5.45) and initial conditions stated in Eq. (5.46). The
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initial and final values λyP (0) and λyP (tf ) of the pursuer co-state λyP are free. The
above problem is solved here using the Gauss pseudospectral method as opposed to local
collocation based on Gauss-Lobatto Quadrature rules adopted in reference [30]. The NLP
solver estimates for the player states were their initial values, and that for the pursuer
co-state was a zero vector. The evader control estimate was a vector of linearly increasing
elements from 0 to 1, while the final time estimate was 1. The open-loop game trajectories
and controls appear in Figures 5.34 and 5.35 respectively. The evader uncertainty set is
marked with heavy dotted lines in Figure 5.34.
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Fig. 5.34: Saddle-point state trajectories for problem 5.5
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Fig. 5.35: Open-loop controls of the players for problem 5.5
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The trial cases randomly selected to verify the eﬃcacy of the controller in computing
near-real-time feedback game strategies are given in Table 5.9. For each of these cases,
both the pursuer and the evader select their controls:
{wP (xP , yP , xE, yE), wE(xP , yP , xE, yE)}
based on instantaneously available full game state information. It will be clear from
the presented results that both players are able to play near-optimally by querying the
kriging-based controller for their strategies. Figure 5.36 compares trajectories obtained
upon integrating Eqs. (5.41)-(5.44) with open-loop controls:
{wP (t, 0, 0, xE(0), yE(0)), wE(t, 0, 0, xE(0), yE(0))}
and their feedback representations for data from the first row of Table 5.9. Figure 5.37
compares the two representations of the player strategies. Clearly, these illustrations
parallel the Table 5.9 numerical results.
Table 5.9: Feedback controller performance for several initial conditions:
problem 5.5
Initial Condition
{xE, yE} |ΨPE| |J − J|
{1.3541, −0.0377} [3.07× 10−5 2.52× 10−4]T 6.9× 10−5
{1.1758, −0.3466} [3.30× 10−5 1.84× 10−4]T 2.96× 10−6
{1.1082, −0.2393} [3.07× 10−5 2.17× 10−4]T 8.51× 10−6
{1.4445, −0.2501} [8.35× 10−5 1.53× 10−4]T 1.44× 10−4
Problem 5.2 revealed the usefulness of the kriging feedback control scheme in correct-
ing mid-flight perturbations for one-player games. Such a study is carried out next to
judge the eﬀectiveness of the proposed feedback controller in compensating for the state
errors occurring at arbitrarily-chosen time instants of tdist = 0.3tf , 0.5tf and 0.7tf . A 2%
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Fig. 5.36: Feedback and open-loop trajectories compared for problem 5.5
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Fig. 5.37: Feedback and open-loop controls compared for problem 5.5
error in current “measurement” is assumed in each player’s position components at the
stated time instants. This could be the case if, for instance, cumulative (position) sensor
drifts are noted and corrected at those times. The intercept constraint violations for the
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three cases are:
[3.0× 10−4 1.9× 10−3]T , [1.10× 10−4 4.32× 10−4]T , [2.0× 10−4 1.8× 10−3]T
Table 5.10 gives information relevant to the controller model. Figures 5.38-5.40 show that
after each disturbance, the players are able to autonomously re-compute controls based
on their state values and follow approximate saddle-point trajectories.
Table 5.10: Kriging controller metamodel information: problem 5.5
p, d, k, ν 702, 0, 1, 3
dim(ΦC) 702× 3
dim(βˆ
C
) 1× 3
SCF, θˆ Spline, [0.0159 0.0534 0.0178 0.0534]T
M 16.78 kB
tpred 3.695 msec
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Fig. 5.38: Mid-course disturbance correction for t = 0.3tf , problem 5.5
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Fig. 5.39: Mid-course disturbance correction for t = 0.5tf , problem 5.5
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Fig. 5.40: Mid-course disturbance correction for t = 0.7tf , problem 5.5
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5.6 Feedback Strategies for an Orbital Pursuit-Evasion
Game
Consider two spacecraft modeled as point masses initially positioned in concentric, copla-
nar circular orbits around a spherical planet. Both vehicles are subject to two-body
inverse-square gravitational force. The vehicle in the lower orbit, designated as the pur-
suer (P) wishes to capture or intercept the vehicle in the higher orbit, the evader (E), in
minimum time, while E attempts to prolong this outcome. In order to ensure capture in
finite time, the (constant) thrust-to-mass ratio of P is assumed to be greater than that
of E. Both vehicles use their thrust-pointing angles as controls. The game dynamics are
given by:
r˙i = ui (5.53)
u˙i =
v2i
ri
− µ
r2i
+ Ai sinαi (5.54)
v˙i = −uivi
ri
+ Ai cosαi (5.55)
ϑ˙i =
vi
ri
(5.56)
where {ri, ϑi} gives the location, {ui, vi} is the velocity and αi is the control, i = P, E.
Also by assumption, AP > AE. The players start from the following conditions:
rP (0) = r0P , uP (0) = 0, vP (0) =
￿
µ/r0P , ϑP (0) = 0 (5.57)
rE(0) = r0E, uE(0) = 0, vE(0) =
￿
µ/r0E, ϑE(0) = ϑ0E (5.58)
Interception is defined by the following terminal condition ΨPE:
rP (tf )− rE(tf ) = 0, ϑP (tf )− ϑE(tf ) = 0 (5.59)
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and as stated in Subsection 4.2.2, the minimax objective function is the time-to-intercept
tf . Scaling the Eqs. (5.53)-(5.56) leads to µ = 1, and following reference [30], AP = 0.05,
AE = 0.0025. P starts from a nominal orbit of r0P = 1 DU and E from nominal conditions
r0E = 1.08 DU and ϑ0E = 20◦. The objective is to compute a saddle-point solution to the
game in feedback strategies {αP (xP ,xE),αE(xP ,xE)} that would enable both the pursuer
and the evader to play optimally irrespective of their starting conditions. An open-loop
saddle-point game solution satisfies the necessary conditions derived in references [30,118],
which, for this problem are given by:
r˙i = ui (5.60)
u˙i =
v2i
ri
− µ
r2i
+ Ai sinαi (5.61)
v˙i = −uivi
ri
+ Ai cosαi (5.62)
ϑ˙i =
vi
ri
(5.63)
λ˙ri =
λui(−2µ+ riv2i ) + rivi(λϑi − uiλvi)
r3i
(5.64)
λ˙ui =
viλvi − λriri
ri
(5.65)
λ˙vi =
−2viλui + uiλvi − λϑi
ri
(5.66)
λ˙ϑi = 0 (5.67)
λui(tf ) = 0, λvi(tf ) = 0, i = P,E (5.68)
λrP (tf ) = −λrE(tf ), λϑP (tf ) = −λϑE(tf ) (5.69)
1 = λrP (tf )(uP (tf )− uE(tf )) + λϑP (tf )(vP (tf )rP (tf ) −
vE(tf )
rE(tf )
) (5.70)
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where λ’s are the co-states and the Hamiltonian mini-maximization condition yields:
sinαP =
λuP￿
λ2uP + λ
2
vP
, cosαP =
λvP￿
λ2uP + λ
2
vP
(5.71)
sinαE = − λuE￿
λ2uE + λ
2
vE
, cosαE = − λvE￿
λ2uP + λ
2
vE
(5.72)
It was assumed that there exists a 2% uncertainty in the initial radial position of the
pursuer, who, once in orbit, finds E anywhere within an angular window of 15◦ − 25◦.
Following the approach introduced in this work, 21 engagement scenarios were simulated
with Latin Hypercube-sampled initial conditions of P and E. For each set of starting
conditions called for by the LHS routine, a solution was obtained by solving the TPBVP
comprised of the DAE set Eqs. (5.60)–(5.70). To integrate the 16 diﬀerential equations
(8 state + 8 co-state) Eqs. (5.60)–(5.67), 16 initial conditions on states and co-states and
the final time are necessary. Of these, the state conditions are known; the remaining 9
unknowns are iteratively solved for using the Matlab function fsolve from the 7 algebraic
constraints in Eqs. (5.68)–(5.70) and the 2 of Eqs. (5.59). Figures 5.41 and 5.42 illustrate
the extremals for this problem.
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Fig. 5.41: Polar plot of the player trajectories, problem 5.6
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Fig. 5.42: Extremals for problem 5.6
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One particular engagement situation is depicted in Figures 5.43 -5.46 in which the
pursuer and the evader start from a randomly selected initial condition (row 1 of Table
5.11) and each selects an optimal strategy based on its own state and the opponent’s
current state. The agreement between the feedback and open-loop saddle-point solutions
is seen to be very good. The other scenarios in Table 5.11 yielded graphical results similar
to Figs 5.43-5.46, and therefore are omitted for brevity. From the controller model of Table
5.12, it is seen that the deterministic part of the controller (µ(·) in Eq. (4.7)) is captured
by a linear function of the states: one constant coeﬃcient and eight state coeﬃcients, or
k = 9. In seeking an explanation for the higher storage requirement in this case compared
with the previously presented cases, note that i) the number of observation sites is greater
and ii) there is one extra response variable here.These factors contribute to an increased
size of ΦC which must be stored. A similar argument regarding computational demand
can be applied to the prediction time per sample which is slightly higher in the present
case: the number of SCF evaluations per state sample is greater in this case owing to
the presence of a larger number of observation sites p and a relatively large number of
states, n = 8. In this work, p was automatically selected by the numerical integrator
used, and can be reduced by opting for a fixed-step one. This would ease the storage
requirement, although the influence of reducing observation sites on the eﬀectiveness of
the kriging-based controller is a matter requiring further study.
Table 5.11: Feedback controller performance for several initial conditions:
problem 5.6
Initial Condition
{rP ,ϑP , rE,ϑE} |ΨPE| |J − J|
{1.0125, 0◦, 1.08, 21.79◦} [5.70× 10−5 5.09× 10−5]T 4.91× 10−4
{1.0024, 0◦, 1.08, 24.39◦} [7.02× 10−4 4.28× 10−4]T 4.9× 10−3
{1.011, 0◦, 1.08, 17.3◦} [4.86× 10−5 3.05× 10−5]T 3.77× 10−4
{1.0069, 0◦, 1.08, 21.6◦} [3.70× 10−4 3.40× 10−5]T 1.80× 10−3
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Table 5.12: Kriging controller metamodel information: problem 5.6
p, d, k, ν 1281, 1, 9, 3
dim(ΦC) 1281× 3
dim(βˆ
C
) 9× 3
SCF, θˆ Spline, [0.1035 0.0568 0.0312 2 1.6673 0.0052 0.0031 1.9445]T
M 30.86 kB
tpred 7.86 msec
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Fig. 5.43: Feedback and open-loop polar plots, problem 5.6
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Fig. 5.44: Feedback and open-loop player controls, problem 5.6
146
0 0.5 1 1.5 2 2.5 3
0.95
1
1.05
1.1
time
r P
, 
r E
 
 
pursuer openéloop
evader openéloop
pursuer feedback
evader feedback
Fig. 5.45: Player radii, problem 5.6
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Fig. 5.46: Player polar angles, problem 5.6
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5.7 Summary
In this chapter, universal kriging was used to construct a surrogate feedback-controller
model from oﬄine-computed extremals. Latin Hypercube sampling was used to select the
initial state conditions at which to compute the open-loop trajectories. No assumption
was made regarding the mathematical form of a dynamical system, the cost function, or
specification of the final time. An attractive feature of this approach is that a relatively
small number of extremals could be used to develop the predictor model; a maximum
of only 26 were used for the examples herein instead of hundreds reported for solving
similar problems using neural networks. This reduction in the volume of the training
dataset was achieved by use of the Latin Hypercube Sampling method while selecting the
trial initial states. Consequently, the resulting controller model occupies modest storage
space; control computation time with new state information is also minimal, just a few
milliseconds, indicating its suitability for real-time implementation. Several nontrivial
problems were solved, including an optimal control problem involving a non-autonomous
dynamical system, a problem with a path constraint, and two pursuit-evasion games.
A notable feature of the presented method is that no special treatment is necessary for
handling path constraints that arise naturally in many dynamic optimization problems.
The agreement between the open-and closed-loop numerical solutions was found to be
very good.
The success of this technique depends to a considerable extent on the choice of the
spatial correlation function, a kriging model parameter which controls the smoothness of
the model, the influence of nearby sites, and the diﬀerentiability of the response surface by
quantifying the correlation between two observations. Since there is little guidance in the
literature on the selection of the best form of this function, a trial-and-error approach was
used in this work. Selecting the regression polynomial structure, the correlation function,
and producing an initial guess for the maximum likelihood estimation of the correlation
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function parameters constitute the controller tuning process. A more methodical way of
determining these components is a matter for further investigation.
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Chapter 6
Near-Optimal Atmospheric
Guidance For Aeroassisted Plane
Change
6.1 Introduction
This chapter describes the capstone problem to be solved in this thesis, demonstrating
how the two new methods of computational optimal control developed in this research,
namely, trajectory optimization with swarm intelligence and near-optimal feedback con-
trol synthesis with kriging, can cooperate to solve a challenging dynamic optimization
problem. The problem considered in this chapter is that of computing the feedback syn-
thesis for the heating-rate-constrained, minimum-energy-loss orbital inclination change
of an Aeroassisted Transfer Vehicle (AOTV). The diﬀerential equations describing the
dynamics of this system are more complicated than those considered in the examples of
Chapter 5, and the problem is exacerbated by the presence of a heating rate constraint
expressed by a highly non-linear algebraic inequality. In addition, there are also control
inequality constraints. Unlike the guidance problems solved in Chapter 5 that required
no special pre-processing to compute extremals via a direct method, the AOTV prob-
lem presented greater challenge in terms of an initial estimate for the NLP solver. In the
following sections, it is demonstrated how the previously-detailed PSO-based dynamic de-
termination of control structure can complement the spatial statistical feedback synthesis
method to solve the AOTV explicit guidance problem.
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6.2 Aeroassisted Orbital Transfer Problem
Orbital transfers of spacecraft may be categorized into one of the two major types: all
propulsive transfers in which an orbit transfer occurs entirely using on-board fuel, and
aeroassisted transfers, in which a part of the orbital transfer uses propulsion and the rest
utilizes aerodynamic forces via flight through atmosphere. The latter is also referred to as
a synergetic transfer since the maneuver is accomplished through a combination of aero-
dynamic and propulsive forces rather than propulsion alone. The chief motivation behind
the study of aeroassisted transfers is the potential fuel saving it aﬀords. This is an impor-
tant factor in missions involving small satellites for which the on-board fuel constraints
may render all-propulsive maneuvers infeasible, thereby necessitating aeroassisted trans-
fers. In fact, it has been asserted that any mission involving changes in orbital altitude
and/or inclination in the neighborhood of an atmosphere-bearing planet is a candidate
for aeroassist maneuvers [160].
The control and optimization of aeroassisted transfers have been actively researched
since the introduction of this concept by London in 1961 [161]. The majority of eﬀorts
have however focussed on the computation of fuel-optimal open-loop maneuvers [162–172].
But recognizing the presence of such factors as navigation errors, and imperfections in
the atmospheric density model, aerodynamic coeﬃcients and the gravitational field, and
the fact that numerical solution of optimal controls is too computationally demanding
for onboard computers of an orbiting vehicle, it is natural that eﬃcient near-optimal
guidance laws are highly desirable for aerospace applications of this kind.
Hull et al. [173] developed a feedback guidance law for the unconstrained atmospheric
turn phase of the transfer, but it was based on approximate-optimal controls obtained
from reduced-order dynamical equations with small-angle assumptions. The present work
is distinct from that approach because full non-linear dynamics are considered here along
with a heating-rate constraint, a key parameter determining the performance of an AOTV.
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Speyer and Crues [174] computed approximate-optimal feedback controls for a path-
unconstrained aeroassisted plane change problem based on an expansion of the HJB
equation. There, it was required that the dynamical system of equations be transformed
into a special structure with a primary part and a perturbation part x˙ = F(x,u)+ ￿ g(x)
with ￿ small. In the present research, instead, a path-constrained problem is considered,
and no particular structure is imposed on the dynamics. Additionally they noted [174]
that numerical quadrature must be performed at each sampling instant to compute the
controls, an approach that is less favorable to real-time applications compared to only-
algebraic operations required by the method introduced in this research.
McFarland and Calise [175] studied open-loop and closed loop solutions of the aeroglide
plane-change problem. Using a methodology similar to Speyer and Crues [174], they ap-
proximated the original non-linear dynamical equations by a low-order approximation de-
rived from regular perturbation techniques. Again, no path constraints were considered,
and no information was provided regarding the suitability of the method for real-time
use, such as control update computation time or storage requirements.
Naidu et al. [176] developed an aeroassisted orbital transfer guidance scheme based on
neighboring optimal linearization, but the scenario considered there was one of co-planar
orbit lowering instead of inclination change. Modeling uncertainties were accounted for
by the inclusion of stochastic white noise, but no path constraints were imposed over the
course of the atmospheric passage.
Miele [177] developed a closed-form feedback law for the atmospheric flight phase
of a GEO to LEO co-planar transfer. In the proposed scheme, a TPBVP is repeatedly
solved every ∆t seconds, and in between sampling intervals, the guidance law corrects
any deviation from the predicted flight path angle. However, for the particular problem
solved there, only one control, the bank angle, was used instead of two controls in the
present research, the lift coeﬃcient and flight path angle. Furthermore, derivation of
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the feedback law in the Miele work is specific to the dynamical equations of the system
under consideration whereas the kriging-based feedback controller used in this research
eschews specific model dependence and therefore aﬀords a greater degree of flexibility and
automation.
Aeroassisted orbital transfer and the associated optimal control problem are presented
next along with the necessary assumptions, vehicle and model parameters, and details on
scaling the dynamical equations.
6.2.1 Problem Description
In an aeroassisted transfer, the basic idea is to apply a hybrid combination of thrusting
maneuvers in space and aerodynamic maneuvers in the sensible atmosphere to accomplish
a mission objective. In the atmospheric part of the maneuver, the trajectory is usually
controlled by modulating both the lift coeﬃcient and the bank angle. Figure 6.1 illustrates
a typical scenario in which the mission requirement is to eﬀect a LEO-to-LEO transfer
of an AOTV with only a plane change, the initial and final radii being the same. The
maneuver consists of three tangential impulses and an atmospheric plane change. De-
orbit is achieved at a radial distance of rc (labeled A in the figure) by the impulse ∆V1,
causing the spacecraft to coast along an elliptic orbit to atmospheric entry at a radial
distance of r0, marked by point B. In the course of the thrust-free atmospheric flight,
or the aeroglide phase, labeled BC in Figure 6.1, the craft undergoes a plane change
by modulating the lift coeﬃcient (or angle of attack) and the bank angle. Because of
drag-related energy depletion during the turn, a second boost impulse ∆V2 is imparted
on re-attainment of the atmospheric altitude in order to raise the apogee of the transfer
orbit and meet the target circular orbit. This is marked by the point C in Figure 6.1.
Finally, upon reaching apogee, location D, a third impulse ∆V3 is applied to place the
AOTV into the final circular orbit. This chapter is concerned with the development of a
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kriging controller metamodel for guidance in the endo-atmospheric phase BC only.
￿V1
￿V2
￿V3
i f
Initial Orbit
Final Orbit
Aeroglide
A
B
C
D
rc
r0
Fig. 6.1: Schematic depiction of an aeroassisted orbital transfer with plane change
6.2.2 AOTV Model
The dynamical model of the AOTV executing an atmospheric turn is described by Eqs.
(6.1)-(6.6). The following assumptions are made [166,178]:
1. Aeroglide occurs with the thrust shut oﬀ, and therefore the AOTV can be modeled
as a constant-mass point particle.
2. Motion takes place over spherical, non-rotating Earth; consequently the Coriolis
acceleration −2 ω × v and transport acceleration −ω × (ω × r) are zero.
3. The aerodynamic forces on the AOTV are computed using inertial velocity instead
of relative velocity.
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The AOTV equations of motion are given by [178]:
h˙ = v sin γ (6.1)
φ˙ =
v cos γ sinψ
R⊕ + h
(6.2)
v˙ = −D
m
− µ
(R⊕ + h)2
sin γ (6.3)
γ˙ =
L
mv
cos σ +
￿ v
R⊕ + h
− µ
v(R⊕ + h)2
￿
cos γ (6.4)
ψ˙ =
L
mv cos γ
sin σ − v
R⊕ + h
cos γ cosψ tanφ (6.5)
θ˙ =
v cos γ cosψ
(R⊕ + h) cosφ
(6.6)
where:
h is the vehicle altitude.
φ is the latitude measured along the local meridian from the equatorial plane, positive
northward.
θ is the longitude measured along the equator, positive eastward.
v is the velocity of the center of mass.
γ is the flight-path angle, the angle between the velocity v and the local horizon, positive
if v is directed upward.
ψ is the heading angle, the angle between the projection of v on the local horizon and
the local parallel of latitude. ψ > 0 if the projection is directed inward from the local
parallel.
σ is the bank angle, the angle between the lift vector L and the r− v plane. For west-
to-east motion of the AOTV, a positive σ with the vehicle banked to the left generates
a northward heading.
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m, R⊕ and µ are respectively the vehicle mass, Earth radius and Earth gravitational
parameter.
The aerodynamic lift and drag are given by:
L =
1
2
clρAv
2, D =
1
2
cdρAv
2 (6.7)
where cl is the lift coeﬃcient, cd the drag coeﬃcient, and A is a reference surface area.
In sub-orbital speeds, under hypersonic conditions, the functional dependence of the
aerodynamic coeﬃcients on Mach number and the Reynolds number can be neglected,
and per references [166,169] the following parabolic drag polar is adopted:
cd = cd0 + kc
2
l (6.8)
In Eq. (6.8), cd0 and k are the zero-lift drag and induced drag coeﬃcients. Atmospheric
density is determined from the following exponential model:
ρ = ρ0e
−h/β (6.9)
where ρ0 is the sea-level density and β the density scale height. The numerical values of
the model parameters are given in Table 6.1
6.2.3 Optimal Control Formulation
The problem considered here is one of obtaining approximate-optimal state-feedback con-
trols c˜l and σ˜ that will guide the AOTV to a prescribed inclination change if and altitude
h0 with minimum energy loss, honoring (as closely as possible) a specified heating rate
constraint, even in the face of uncertain atmospheric entry conditions. Such uncertainties
could be generated, for instance, due to the imperfect thrusting caused by a propulsion
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Table 6.1: AOTV data and physical constants
Quantity Numerical Value
R⊕ 6378.4 km.
µ 3.986× 1014 m3/sec2
A 11.69 m2
cd0 0.032
k 1.4
ρ0 1.225 kg/m3
β 7357.5 m.
m 4837.9 kg.
system malfunction at the beginning of the de-orbit coast, as will be described in Section
6.3. Note that tilde signifies numerical approximations of the corresponding quantities,
a convention introduced in Section 4.2. In the remainder of this chapter, the tilde are
omitted from the controls for convenience, with the understanding that they refer to
approximations. The control objective is to maximize the final energy, or equivalently,
minimize the negative of the final vehicle velocity. The motivation for selecting this per-
formance index is that it translates to the minimization of ∆V2 + ∆V3 for a given ∆V1
magnitude [173]. The problem can be formally stated as:
min
cl,σ
− v(tf ) (6.10)
subject to the equations of motion 6.1–6.6, the control constraints:
cl ∈ [0, clmax], σ ∈ [0, 2π] (6.11)
the boundary conditions:
h(0) = h0, φ(0) = φ0, v(0) = v0, γ(0) = γ0, ψ(0) = ψ0, θ(0) = θ0 (6.12)
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Ψ1 = h(tf )− h0 = 0 (6.13)
Ψ1 = cosφ(tf ) cosψ(tf )− cos if = 0 (6.14)
and the state inequality constraint representing the stagnation-point heating rate limit
expressed in BTU/ft2/sec :
C = Q˙− Q˙max = 17600
√
e−h/β
￿
v
￿
R⊕
µ
￿3.15 − Q˙max ≤ 0 (6.15)
It should be noted here that the optimum feedback controls cl(h,φ, v, γ,ψ) and σ(h,φ, v, γ,ψ)
are not functions of the state θ as the longitude equation 6.6 is decoupled from the rest,
and θ(t) is free over the entire trajectory. The example mission data are listed in Table
6.2. The clmax specified in Table 6.2 corresponds to an angle of attack of approximately 40
deg for the selected vehicle [170]. The specified value of the initial altitude approximately
corresponds to the edge of the sensible atmosphere. Also, an initial negative γ0 ensures
that that the AOTV enters the atmosphere at point B. Note, however, that if γ0 is
selected too shallow, numerical optimization may be problematic as the AOTV will tend
to exit the atmosphere without requisite maneuvering unless too high a lift coeﬃcient is
used. On that other hand, too steep a γ0 will cause the vehicle to descend rapidly into
the atmosphere and dissipate energy, making it diﬃcult to enforce the constraint Eq.
(6.15). The numerical value of the initial flight-path angle reported by Seywald [169] was
found appropriate for this study. It can be shown that specification of the initial latitude,
longitude and heading amounts to prescribing the initial orbital inclination and longitude
of the ascending node [179]. For the numerical values of φ0 = θ0 = ψ0 = 0 given in Table
6.2, the atmospheric entry velocity vector lies entirely in the equatorial plane. The exit
condition Eq. (6.13) ensures that the initial orbital altitude is regained on exit, whereas
Eq. (6.14) enforces the plane change constraint.
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Table 6.2: Mission data
Quantity Numerical Value
clmax 0.4
h0 111.3 km.
rc = R⊕ + hc R⊕ + 100 nm.
φ0 0 deg.
v0 7847.291 m/s
γ0 -0.55 deg.
ψ0 0 deg.
θ0 0 deg.
if 5 deg.
Q˙max 280 BTU/ft
2/sec
6.2.4 Nondimensionalization
Canonical units are frequently used to nondimensionalize orbital and sub-orbital dynam-
ical equations. In this research, however, the following specially selected scale factors for
length, mass and time are used:
l¯ = h0, m¯ = m, t¯ = 14.1832 seconds (6.16)
Note that t¯ is so chosen as to make the non-dimensional initial velocity vs(0) = 1. With
reference to Eqs. (6.1)-(6.6), the transformed state variables are then:
hs =
h
l¯
, φs = φ, vs =
v
v¯
, γs = γ, ψs = ψ, θs = θ, τ =
t
t¯
(6.17)
where v¯ = l¯/t¯. The control cl is a non-dimensional scalar and is not scaled/nondimensionalized.
Similarly, the bank angle σs = σ.
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6.3 Generation of the Field of Extremals with PSO
Preprocessing
Following the extremal-field method of classical dynamic programming, the procedure for
obtaining a feedback law for the state-inequality-constrained dynamical system discussed
in Subsection 6.2.3 starts with making perturbations to the initial conditions and cover
a set {t,x} ∈ B ⊂ Rn+1 of the state space with graphs of optimal trajectories. For the
problem at hand, the GPM was used to compute such a field. It was discussed in Chap-
ter 2 that trajectory optimization systems that utilize a combination of collocation and
deterministic numerical optimizers, such as the GPM-SNOPT combination GPOPS [22]
require an initial estimate of the states, controls and other optimization parameters in
order to converge to accurate solutions. For a problem with complicated dynamics such
as the aeroassisted transfer, giving an unsuitable initial guess would lead the optimizer to
report a numerical diﬃculty or non-convergence. This issue was encountered while solv-
ing the present problem which failed to converge with a final time estimate of 100 scaled
units, a state vector guess of all initial states, and controls estimates linearly increasing
from the minimum to the maximum allowed. It was argued in Chapter 2 that a dynami-
cally feasible initial estimate from a direct shooting method would expedite convergence.
The PSO-based trajectory optimization system involving dynamic determination of so-
lution structure, introduced in Chapter 2 and tested in Chapter 3, was found to yield
very satisfactory solutions to optimal programming problems with only bound-constraint
estimates on the decision variables. However, it was also observed from the test cases
solved that with this method, each problem instance consumes considerable computation
time because numerous search agents explore the search landscape in parallel, each us-
ing a numerical integrator to evaluate its fitness. This factor coupled with the fact that
gradient-based trajectory optimizers yield highly accurate solutions in a matter of a few
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seconds when supplied with a dynamically feasible initial estimate, presents compelling
motivation for a symbiotic collaboration between the two approaches in the case under
consideration: i.e., generate a one-time initial estimate with PSO with which to construct
an entire family of extremals using GPM.
The PSO pre-processing to generate the family of extremals comprises two steps.
First, the optimal programming problem posed by Eqs. (6.1)-(6.6) and (6.10)-(6.14),
that is, disregarding the heat-rate inequality constraint Eq. (6.15), is solved with PSO.
Note that this solution corresponds to the nominal initial conditions of the mission, i.e.,
those listed in Table 6.2. Next, this single (nominal) set of unconstrained control and
state trajectories obtained from the PSO solver is supplied as the initial guess to the
GPM-SNOPT combination in order to generate the family of constrained extremals, with
perturbed initial conditions drawn via Latin Hypercube Sampling.
Figures 6.2-6.8 illustrate the (path-unconstrained) PSO-optimized controls and (non-
dimensional) states compared with the corresponding GPM solution. A close agreement
between the two solutions is apparent from the figures, except for a discernible violation
in meeting the final-altitude constraint. This is ascribed to additional tuning needed in
B-spline knot placement for the controls, an eﬀort foregone here as the main aim is to
use PSO as a pre-processor. Following the dynamic determination of solution structure
methodology introduced earlier in this thesis (Chapter 2), the optimization variables
representing the control functions consist of the basis function (B-spline) coeﬃcients and
the function degrees. PSO selects the basis function degree(s) from a finite enumeration
(via Eq. (2.44)) at run-time in addition to the basis scalar coeﬃcients. This method
assigned cubic-splines for both the controls cl(t) and σ(t) with N = 300 particles in
ntier = 100 iterations. The dimension of the problem was D = 15, with 7 B-spline
coeﬃcients for each control and the final time τf . The PSO-reported B-spline coeﬃcients
appear in Table 6.3.
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Fig. 6.2: PSO and GPM solutions compared for the control lift coeﬃcient
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Fig. 6.3: PSO and GPM solutions compared for the control bank angle
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Fig. 6.4: PSO and GPM solutions compared for altitude
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Fig. 6.5: PSO and GPM solutions compared for latitude
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Fig. 6.6: PSO and GPM solutions compared for velocity
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Fig. 6.7: PSO and GPM solutions compared for flight-path angle
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Fig. 6.8: PSO and GPM solutions compared for heading angle
Table 6.3: B-spline coeﬃcients for unconstrained aeroassisted orbit transfer
Coeﬃcients cl values σ values
α1 0.12766 2.17851
α2 0.126922 2.24912
α3 0.164337 2.28148
α4 0.0608648 1.66691
α5 0.289999 0.192458
α6 0.324826 0.40649
α7 0.132565 1.66062
Table 6.4: Performance of the unconstrained PSO and GPM
Quantity PSO GPM
τf 78.7483 78.5611
vs(τf ) 0.94999 0.950618
|Ψ1| 0.0547962 0
|Ψ2| 0.0004767 0
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The values of τf , the objective function values and terminal constraint violations
obtained from the PSO pre-processor and GPM appear in Table 6.4. It can be seen
that all the numerical quantities of interest except the terminal constraint |Ψ1| show very
close agreement between the two solutions. Clearly, PSO has served as an excellent initial
estimate for the collocation-based solution.
6.3.1 Generation of Extremals for the Heat-Rate Constrained
Problem
Having solved the open-loop, path-unconstrained problem with PSO, the nominal state
and control trajectories are now used to initialize a GPM implementation of the heat-
rate-inequality-constrained aeroassisted inclination change problem (i.e. now including
Eq. (6.15)). In order to obtain a family of extremals through initial state perturbation, it
was assumed that a 10% uncertainty exists in the magnitude of the impulse ∆V1 imparted
when the vehicle departs the initial circular orbit of radius rc. Such an uncertainty could
be the result of thruster misfirings arising out of a propulsion system malfunction or
imprecise knowledge of the spacecraft mass at de-orbit. For a given initial orbital altitude
hc and atmosphere edge height h0, the entry velocity v0, entry flight path angle γ0 and
retro-burn ∆V1 are related through following expressions representing the conservation
of energy and angular momentum respectively:
(vc −∆V1)2
2
− µ
R⊕ + hc
=
v20
2
− µ
R⊕ + h0
(6.18)
(R⊕ + h0)v0 cos γ0 = (R⊕ + hc)(vc −∆V1) (6.19)
where vc =
￿
µ/rc. In other words, for fixed hc and h0, a perturbation in ∆V would give
rise to perturbed v0 and γ0 satisfying Eqs. (6.18)-(6.19). In addition to the perturbations
in v0 and γ0, the heading angle at atmospheric entry ψ0 is assumed to lie in the range
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0◦ − 1◦. With reference to Section 4.4, the following bounds were considered for Latin
Hypercube Sampling of the burn magnitude and heading angle:
a1 = b1 = 10% of ∆V1, a2 = 0
◦, b2 = 1◦ (6.20)
where the nominal ∆V1 = 38.4256 m/s for the mission parameters stated in Table 6.2.
Figures 6.9-6.15 show the family of solutions, in dimensional units, for the heating-rate
constrained problem corresponding to 26 initial conditions sampled from UH via LHS.
The PSO-generated estimate is also shown with heavy dotted lines. It can be seen that
the PSO solution serves as a very good estimate for the path-constrained problem as well.
From Figure 6.16, it is obvious that the inequality constraint 6.15 becomes active for all
the trajectories. However, the constraint on the lift coeﬃcient from Eq. (6.11) never
becomes eﬀective. From the heading angle plots, it is clear that the vehicle turns more
steeply inward into the atmosphere almost in step with velocity and altitude loss. The
flight-path angle, on the other hand, increases sharply during the dive in preparation for
the final exit condition, for which it must be non-negative. Since the AOTV enters the
atmosphere with a small negative γ, a high bank angle σ > 90◦ is necessary to generate
enough downward force and induce a descent into the atmosphere. The bank angle
subsequently decreases to < 90◦, which, along with the increased lift, pulls the vehicle
up to meet the final altitude constraint as well as eﬀects a sharp change of heading.
Also, from Figures 6.11 and 6.16, the peak heat-load constraint becomes active when the
AOTV plunges the deepest, as expected.
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Fig. 6.9: Extremals for cl, heating-rate constraint included
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Fig. 6.10: Extremals for σ, heating-rate constraint included
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Fig. 6.11: Extremals for h, heating-rate constraint included
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Fig. 6.12: Extremals for φ, heating-rate constraint included
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Fig. 6.13: Extremals for v, heating-rate constraint included
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Fig. 6.14: Extremals for γ, heating-rate constraint included
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Fig. 6.15: Extremals for ψ, heating-rate constraint included
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Fig. 6.16: Heating-rates for the extremals
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6.4 Performance of the Guidance Law
The family of extremals shown in Figures 6.9-6.15 is used to construct a kriging feed-
back controller surrogate model based on the theory developed in Chapter 4. For the
problem of aeroassisted plane change feedback guidance, there are 3 prediction variables,
cl(h,φ, v, γ,ψ), σ(h,φ, v, γ,ψ) and the simulation horizon at each step, or, the time-to-go
t2go(h,φ, v, γ,ψ). The global trends of each of these response variables are modeled by a
first degree deterministic manifold in the h− φ− v − γ − ψ space, whereas the Gaussian
random process associated with the kriging model is found to be appropriately described
by a exponential stationary covariance function. The controller parameters, including the
MLE estimates of the parameters θ of the spatial correlation function are given in Table
6.5. The performance of the kriging-based explicit guidance law is depicted in Figures
6.17-6.24 and numerically summarized in Table 6.6. Four instances of random state devi-
ations were selected from the atmospheric entry box-uncertainty, and for each condition,
a comparison is made between an open-loop solution and the kriging full-state feedback
solution. Note that each open-loop result is a “truth” result obtained by generating an
optimal trajectory using the Gauss Pseudospectral Method (which is the same method
used for generating the field of extremals required to construct the kriging metamodel)
for a case with the same initial perturbation that the feedback controller must accom-
modate. It may be further noted that these four test solutions are novel trajectories, i.e.
it is not among the trajectories used to train the kriging controller model. This compar-
ison between open-loop and feedback solutions is made in order to judge the accuracy
with which the Gaussian process point-prediction method is able to predict the controls,
because according to principles of feedback synthesis (cf. Section 4.2), open-loop and
feedback controls should have same numerical value along a given state trajectory. Feed-
back and open-loop trajectories are graphically compared only for the test case reported
in the first row of Table 6.6, as others gave similar results. Close agreement is noticed be-
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tween the two sets of solutions. From Table 6.6, it is clear that in all the cases considered,
the feedback-guided non-linear dynamical system Eqs. (6.1)-(6.6) is able to eﬀectively
counter imperfect atmospheric entry conditions by autonomously navigating very close to
the desired orbital specifications. Altitude deviations of only tens of meters are observed
for a target orbit of altitude exceeding 100 km., an error of less than 10−2%. The small
violation of the inclination constraint is also notable for the cases presented. Additionally,
from column 3 of Table 6.6 that lists the diﬀerence between the open-loop and feedback
trajectory costs expressed as a percentage of the nominal open-loop cost, it is seen that
there is very little diﬀerence between the open-loop and closed-loop cost magnitudes.
Attention is also drawn to the controller’s ability in estimating near-admissible feedback
strategies. Denoting the peak heat load for the feedback trajectory by Q˙fb and that for
unconstrained trajectory from the corresponding locations by Q˙u, it can be seen from
Table 6.6 that the inequality constraint becomes active, but the system under feedback
is flown closer to the constraint boundary of 280 BTU/ft2/sec in each case.
The usefulness of the guidance strategy can be further illustrated by examining the
behavior of the trajectory variables of interest when the perturbed system is driven by the
nominal open-loop control programs, instead of the feedback controls starting at the new
locations. In other words, it may be instructive to note the terminal and path constraint
violations in each of the cases when the vehicle starts from a randomly-selected non-
nominal state, but uses the nominal open-loop controls to navigate for the nominal time
duration. Table 6.7 shows that for each perturbed case considered, propagation of the dy-
namics with the nominal control programs cl(t, h0,φ0, v0, γ0,ψ0) and σ(t, h0,φ0, v0, γ0,ψ0)
results in non-admissible solutions, with large exit altitude error and/or excessive peak
heat load.
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Table 6.5: Kriging controller metamodel information for aeroassisted transfer
p, d, k, ν 1456, 1, 6, 3
dim(ΦC) 1456× 3
dim(βˆ
C
) 6× 3
SCF, θˆ Exponential, [0.5124 3.31× 10−2 1.43× 10−2 2 1.8858]T
M 35.09 kB
tpred 4.35 msec
Table 6.6: Controller performance with diﬀerent perturbations for aeroassisted transfer
{δ∆V1%, δψ0} Ψ1, m. |Ψ2| |J − J|/Jnom% {Q˙fb, Q˙u},BTU/ft2/sec
{6.9, 0.3258◦} 34.09 1.49× 10−4 0.130 {291.95, 315.40}
{−3.7, 0.7548◦} 75.52 1.21× 10−4 0.095 {289.60, 306.26}
{2.32, 0.5830◦} -69.10 1.30× 10−4 0.099 {290.50, 311.50}
{−2.56, 0.6260◦} -36.94 1.13× 10−4 0.073 {290.80, 310.38}
Table 6.7: Nominal control programs applied to perturbed trajectories
{δ∆V1%, δψ0} Ψ1, m. |Ψ2| Peak heat load,BTU/ft2/sec
{6.9, 0.3258◦} 7.3813× 103 0.0203 509.56
{−3.7, 0.7548◦} 6.3251× 103 0.0017 213.08
{2.32, 0.5830◦} −1.7066× 103 0.0034 347.63
{−2.56, 0.6260◦} 4.5215× 103 0.0014 231.57
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Fig. 6.17: Feedback and open-loop solutions compared for cl
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Fig. 6.18: Feedback and open-loop solutions compared for σ
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Fig. 6.19: Feedback and open-loop solutions compared for h
0 200 400 600 800 1000 1200
0
0.5
1
1.5
2
2.5
time, sec
!, 
de
g
 
 
feedback
open−loop
Fig. 6.20: Feedback and open-loop solutions compared for φ
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Fig. 6.21: Feedback and open-loop solutions compared for v
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Fig. 6.22: Feedback and open-loop solutions compared for γ
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Fig. 6.23: Feedback and open-loop solutions compared for ψ
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Fig. 6.24: Feedback and open-loop solutions compared for the heating rate
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6.5 Summary
An approximate-optimal, near-admissible, explicit guidance law based on the spatial sta-
tistical point prediction method of universal kriging was employed to the atmospheric-turn
guidance of an aeroassisted transfer vehicle. The feedback controller, constructed using
the field-of-extremals implementation of dynamic programming, was found to perform
well in autonomously guiding the vehicle from uncertain atmospheric entry conditions to
near-perfect exit conditions while closely respecting the peak-heat-load path constraint.
A notable feature of the new, kriging-based feedback control law is that it has been found
applicable to unconstrained as well as path-constrained dynamic optimization problems,
as evidenced from the test cases presented in Chapter 5 and the present problem. Unlike
some of the previous researches on AOTV guidance, the current work did not make any
simplifying assumptions on the system dynamics to compute a feedback controller. A
particle swarm optimization based direct shooting method, developed in Chapter 2 was
utilized for obtaining an initial estimate for the SQP solver SNOPT employed by the
GPM NLP transcription system. The PSO solution proved to be a very accurate initial
estimate that facilitated the computation of the entire family of 26 extremals required
for the controller metamodel construction.
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Chapter 7
Research Summary and Future
Directions
7.1 Summary
This research contributed to the development of two main areas of computational optimal
control. New methods were presented for:
1. Solving the trajectory optimization problem or the open-loop control programming
problem for continuous-time dynamical systems.
2. Computing feedback strategies for optimal control and pursuit-evasion games for
such systems.
Referring to the first point, this work introduced a modified control parametrization
method for optimal programming that results in a mixed-integer NLP subsequently solved
by a guess-free, gradient-free search heuristic, the Particle Swarm Optimization. Through
special parameterization, it was shown that optimal programming problems can be con-
structed so as to have a bi-level optimization pattern: the first level determines the
appropriate solution structure, and the second level further optimizes the best of the
available structures. A paradigm was proposed whereby PSO selects the most appro-
priate solution structure from a finite number of alternatives at the program run time.
An iteration-dependent exterior penalty function method, previously applied to only low-
dimensional static optimization problems, was successfully adopted to solve instances of
optimal programming problems with specified terminal state constraints. It was argued
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that this approach, apart from being an eﬀective trajectory optimization system in its
own right, would constitute an an accurate initial-guess generator for complex problems
handled by collocation-sparse-NLP-solver combinations. A variety of test problems were
solved to demonstrate the eﬃcacy of the proposed framework in addressing problems with
smooth controls as well as discontinuous, bang-bang controls.
The second part of the research introduced a new numerical method capable of gener-
ating approximate-optimal feedback policies for both optimal control and pursuit-evasion
games. A spatial statistical technique called universal kriging was used to construct
the surrogate model of a feedback controller having an algebraic closed-form structure,
compactly expressed in the form of a linear matrix function. It was argued that the
more computation-intensive operations required to evaluate this expression can be per-
formed oﬄine, making on-demand (i.e. “real-time”) control estimation practical. It was
also observed from the reported numerical experiments that the controller model occu-
pies low digital storage space. These considerations suggest that this newly-developed
method is an ideal candidate for real-time applications. Notably, this work has also
presented a new application of kriging: its utilization in dynamical systems and control
theory. Approximate-optimal feedback solutions synthesized with this method showed ex-
cellent agreement with the corresponding open-loop solutions for both autonomous and
non-autonomous, unconstrained and path-constrained problems. The method was also
extended, with no special modification, to the determination of approximate saddle-point
solutions in feedback strategies for pursuit-evasion games, under the assumption that the
player trajectories do not intersect singular surfaces and they always play rationally.
Finally, the complementary nature of the two newly-developed methodologies was
demonstrated through the computation of an approximate-optimal feedback guidance
law for a challenging aeroassisted orbital transfer problem. PSO was used to determine
a very accurate initial guess for the unconstrained problem, which were used to initialize
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solutions for the extremals of the heat-load constrained problem, which then rapidly
converged. The end product of this collaboration was a near-optimal, near-admissible
explicit guidance law for the aeroglide plane change problem.
7.2 Future Research
The following possible avenues are identified:
PSO with path constraints : In this research, PSO was applied to hybrid trajectory
optimization problems involving end-point constraints only. A natural extension of this
work would then be to apply PSO to the solution of dynamic optimization problems with
path constraints. A literature search did not reveal papers addressing such problems us-
ing PSO. It may be the case however, that for overly complex dynamics with complicated
path constraints, the PSO-spline approach will not yield solutions as accurate as the
ones reported in this research; the main point of note would then be whether the PSO-
generated solution could serve as an eﬀective initial guess for a conventional optimizer.
It is possible that the version of PSO utilized in this research may be unsuitable for accu-
rately handling too many constraints, in which case the implementation a multiobjective
PSO will be called for.
PSO and diﬀerential games : Still another research direction would be to apply the
PSO-spline methodology introduced here to two-sided optimization problems, i.e pursuit-
evasion games. Adopting a PSO-based semi-direct method would entail parameterizing
the controls of one player using splines and guessing the initial values of the Lagrange
multipliers of the other player, both sets of variables being optimized by the PSO.
Use of Other PSO Variants : The present work demonstrated the eﬀectiveness of the
basic PSO version with some modifications in the inertia weight. However, as noted in
Section 2.2, PSO is a dynamic research field with many improvements being suggested on
a regular basis. Some of these new PSO variants were mentioned in that section. It may
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be the case that one or more of these new PSO variants will yield improved performance
in terms of solution accuracy, perhaps locate better solutions that current version may
have missed.
Feedback Strategies For Pursuit-Evasion Games with Path Constraints : Few papers
existing in the open literature address computing feedback solutions of complicated
pursuit-evasion games involving realistic dynamics. In fact, a search of the literature
did not immediately reveal papers dealing with the feedback solution of complex pursuit-
evasion games with path constraints. Extending the semi-direct approach for pursuit-
evasion games to deal with path constraints, and using the extremal-field technique to
synthesize feedback strategies for such problems could be an area of future research as
well. A motivating test case can be found in Breitner et al. [26, 27] where a missile vs.
aircraft game is posed with a dynamic pressure path constraint. There, the open-loop
strategies are computed using a shooting method. This could be an ideal candidate for
testing the performance of the constrained semi-direct method and the proposed feedback
synthesis approach. Other problems such as these can be constructed. In these cases,
PSO would be used as a pre-processor for guess generation.
Other mechanisms for determining the initial uncertainty hypervolume: The present
work has arbitrarily fixed the range of uncertainty in each initial state to construct a
Euclidean box from which to sample diﬀerent combination of the states. A possible
refinement of this procedure may be performed by propagating a (possibly diﬀerent)
dynamical model from a prior event and arrive at more realistic ranges of uncertainty.
Typically, this would involve computing the influence of stochastic parameter uncertain-
ties on the dispersion of state trajectories of this previous phase using a method such as
Monte Carlo or Polynomial Chaos [180]. The aeroassisted plane change problem would
constitute an interesting test case for which the coast dynamics after the first de-orbit
impulse could be propagated under suitably selected distribution and statistics of the
183
gravitational acceleration.
Verifying the Performance of the Guidance Methodology In the Laboratory : A worth-
while research project would be to test the eﬀectiveness of the proposed guidance law
on actual hardware. The dynamic programming method introduced in this research was
found to be capable of generating accurate feedback strategies for non-linear systems
based on current state and time information with modest computational demand. It
would be interesting to investigate how this performance would scale under hard real-
time scenarios. Indeed, under such circumstances, full-state feedback must be achieved
based on estimates obtained from a non-linear estimator such as the unscented Kalman
filter. A potential application of this kind would be a path-planning problem with no-fly
zones such as the one solved in Section 5.4, implemented with the Quanser Unmanned
Vehicle Systems Laboratory [181]. In this experimental set-up, a so-called ground con-
trol station computer runs the real-time control software QuaRC, that enables control
algorithms developed in Matlab/Simulink to be downloaded and executed remotely on a
target vehicle fitted with an on-board Gumstix computer.
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