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This paper is primarily concerned with linear time-varying ordinary differen- 
tial equations. Sufficient conditions are given for the existence ofa “trichot- 
omy, ” i.e., a continuous decomposition fR” into stable, unstable and neutral 
subspaces. For constant coefficients it reduces to the usual (Jordan) decom- 
position of R” into subspaces corresponding to eigenvalues with negative, 
positive, and zero real parts, respectively, butonly in the case in which the 
eigenvalues with zero real parts occur with simple elementary divisors. The 
conditions are related to those used by Favard in his study of almost periodic 
equations. The problem is treated in the unified setting of a skew-product 
dynamical system and the results apply to discrete systems including those 
generated by diffeomorphisms of manifolds. Inthe continuous case, sufficient 
conditions are given for a flow on a compact manifold to be an Anosov flow. 
1. INTRODUCTION 
In two earlier papers [2, 31 we developed a theory in which we analyzed 
the existence of xponential dichotomies andinvariant splittings for linear 
differential equations. This paper is a continuation of these arlier studies 
and we will assume that he reader isfamiliar with the point of view developed 
in these papers. 
Specifically we shall study a linear skew product flow r = (cp, u)on 
a product space X x Y, where X is a finite-dimensional real or complex 
* This research was begun while the first author was visiting the University of
Minnesota. Robert J. Sacker was partially supported by U.S. Army Contract DAHC 
04-74-6-0013, and George R. Sell by NSF Grant No. GP 39855. 
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linear space and Y is a Hausdorff topological sp ce. Recall that nhas the form 
4% Y, t) = M% y, t), U(Y, t)), 
where a: Y x r ---f Y is a flow on Y and ~(x, y, t) is linear inx. The group 9- 
is either the integers 2 or the real ine R. (As pointed out in [2, 31 our argu- 
ments are essentially local in nature and thus generalize at once to the case 
of linear fiber preserving flows on vector bundles. These will be discussed 
more specifically in Section 5 where we treat the case of Anosov flows 
on manifolds. For the present we will content ourselves with the skew- 
product flow motivated by the study of nonautonomous ordinary differential 
equations, andit will be understood that linear fiber-preserving flows on 
vector bundles are included inour discussion.) 
In our earlier studies weassumed that he bounded set 
a = {(x9 Y): II 944 Y> t)ll isuniformly bounded in t) 
is trivial, i.e., 99= (0) x Y, and we studied the question fexpressing 
X x Y as a Whitney sum Y + %, where Y is the stable s t 
and % is the unstable s t 
@ = {(x, Y): II 94x, y, Qll + 0 as t + -a>. 
In this paper we shall drop the assumption that g be trivial and we shall 
seek conditions u der which X x Y is a Whitney sum of L@ + 9’ + %. 
In order to motivate our theory, let us consider the special case where 
the linear skew product flow is generated by a linear differential equ tion 
x’ = Ax with constant coefficients i  C2. In this case X = C? and Y 
degenerates o a point. Assume that A is in Jordan canonical form, i.e., 
A has one of the following forms: 
where p # h. In the first two cases, the eigenvectors spanthe space C?. 
Furthermore these igenvectors lie in9, 99, 9 depending onwhether the ’ 
real part of the associated eigenvalue is <O, =0, or >O. In any case, one 
always has C2 = @ + 9’ + 4. In the third case, the bounded set .B is 
nontrivial f and only if Re h = 0. Furthermore, &’ is one-dimensional 
and 9’ = 4 = (0). Therefore one does not have C2 = ~$9 + 9’ + %. The 
problem here is a “shearing phenomenon” which can be seen more easily b
plotting in R2 the solutions f 
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This phenomenon is not limited toequations with constant coefficients 
and we will have to eliminate it by hypothesis in the general case in order 
to prove the desired spanning theorem. 
Another feature w can learn from this example is that he bounded 
set 9? consists of almost periodic functions of t. In the event hat 9? is non- 
trivial this implies that here are positive constants C, and C, such that 
for any bounded solution v(t) one has 
(l-1) 
for all tE R. This property, which is automatic nthe constant coefficient 
case, will appear as an assumption i the general case. 
The precise tatement ofour results will be given in the next section. 
Under a Hypothesis B, which generalizes Inequality (1.1) and which 
eliminates flows with the “shearing phenomenon,” we shall prove the 
trichotomy X x Y = g + 9’ + %! (Whitney sum). 
The proof of our results will be given in Sections 3 and 4. In Section 6 
we shall discuss the relationship between our theory and the work of Favard 
[l]. Specifically we shall show that in the case of almost periodic equations 
our Hypothesis B is equivalent to he Favard property. 
2. STATEMENT OF MAIN RESULTS 
Let X be a finite-dimensional real or complex linear space with inner 
product and let Y be a topological space. Let y denote the integers Z or 
the real ine R. A mapping 
?7:XxYx9-+XxY 
is said to be a jZow if (l), r is continuous, (2)n(x, y, 0) = (x, y), and (3) 
4~(x, y, t), s) = 4x, y, t + 4. Th e mapping x is a skew-product fEow if 
in addition, 7r has the form 
where u: Y x r -+ Y is itself a low. If ~(x, y, t) is, in addition, linear inx, 
then r is said to be a linear skew-product jIow. We shall abbreviate u and 
write y * t in place of u(y, t). 
Throughout this paper we shall assume that n = (cp, u)is a fixed linear 
skew-product jfowon X x Y, and that he base space Y is a compact Hausdorfl 
space. 
We define the bounded set 
Ja = {(x2 r>: II 94x> Y t)ll is uniformly bounded in t> 
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and the stable set 
27 = {(x,Y): II dx,y, 0 - 0 as t - +a> 
and the unstable set 
42 = (by): II q&y, t)ll - 0as t- -a>. 
We also define the fibers 
28(y) = {x Ex: (x, y) E Lza} 
Y(y) = {x E x: (x, y) E Y} 
42(y) = {x E x: (x, y) E %}. 
These fibers are linear subspaces of X since q~(x, y t) is linear in x. 
Recall that a subset w C X x Y is said to be a subbundle ofX x Y if 
(i) for each y E Y the set w(y) = {x E X: (x, y) EW) is a linear 
subspace of X, and 
(ii) dim w(y) is constant for y E Y, and 
(iii) ?V is closed 
(cf. [4]). This also means that the linear space w(y) varies continuously 
in y, i.e., for y restricted o small open sets, one can make a continuous 
choice of basis in w(y), cf. [4]. 
If wi ,*‘-, %I are subsets of a subbundle w we say that w = “w; + 
a*. + wk (Whitney sum) if the following hold. 
(i) Each w1 is a subbundle of X x Y, and 
(ii) ?VJy) n wj(y) = (0) if i # j, for all y E Y, and 
(iii) V(y) = WI(y) + .. + $%Qy) for all y E Y. 
A subbundle w C X x Y is said to be invariant ifrr(~F, t)= V for 
all t E .7. 
Now let ?P’- be a subbundle of X x Y and define the orthogonal com- 
plement 9KL by 
?tfL = ax, Y): x I @-(Y)>, 
where x 1 w(y) means that he inner product (x, 2) = 0 for all fE w(y). 
Since -F is a subbundle one can show that w’ is also a subbundle and 
that X x Y = w + wi, as a Whitney sum, cf. [4]. 
Define P: X x Y + X x Y by P(x, y) = (P(y)x, y) where P(y) is the 
projection X with range = w’(y) and null space = w(y). One can 
easily show that p is continuous jointly inx and y. 
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Now if W is an invariant subbundle, itis not necessary that he orthogonal 
complement WL also be invariant under the flow r. However one has the 
following result, which is proved in the next section. 
LEMMA 1. Let w be an invariant subbundle ofX x Y and define i3 by 
fxx, Y, t) = &(x, Y, t)) = (P(Y * t> dx, y, t), y - t) 
for (x, y) E w1 and t E F. Then 73 is a linear skew product flow on %fl. 
The following theorem was proved in [2, 31. 
THEOREM 1. Let V” be any subbundle ofX x Y and let 6 = (@,6) be a 
linear skew product pow on V. Let 
4 = {(x, y) E V: 11 $(x, y, t)ll isuniformly bounded in t}, 
9 = {(x, y) E v: II @(x, y, t)ll - 0 as t -+ +a>, 
92 = {(x, y) E ?+--: 11$(x, y, t)il + 0 as t -+ -a} 
denote, respectively, the bounded set, the stable set, and the unstable s t for 
the flow i3. Assume that 4 is trivial, i.e., 4 = {0} x Y, and that the base 
space Y is compact and has one of the following properties. 
(i) Theflow 6 on Y is chain recurrent, or 
(ii) there is precisely one integer k so that every minimal set of Y lies in 
Y, = {y E Y: dim y(y) = k}. 
Then the following conclusions arevalid. 
(1) 9 and & are subbundles ofV. 
(2) V” = 9 + &, as a Whitney sum. 
(3) The mapping Q: ly- + v de$ned by Q(x,Y) = (Q(Y)x,Y) @he 
Q(y) is the projection on V(y) with range = p(y) and null space = g(y) 
is continuous jointly inx and y). 
(4) There are positive constants K, and a! such that 
I @Y, t) Q(y) @(Y, s)l < &e-m(t-s), s < 4 
I 6( y, t)[l - Q(y)] 6-Y y, s)l < Koe-ol(s-t), t < s, 
where &( y, t) is the linear transformation from Y(y) to V(y * t) given by 
@Y% t)x = qxx, Y, t). 
We have formulated this theorem for a linear skew product flow i3 on 
a subbundle V of X x Y, but in fact he theorem is valid for linear skew 
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product flows on arbitrary vector bundles (cf. Sect. 5 and [2, Sect. 71 for 
more details). 
Before stating the main result ofthis paper we need one more concept. 
Let $T C X x Y. We shall say that T#‘- satisfies Hypothesis B if 
(i) YT is an invariant subbundle for the flow T, and 
(ii) there xist positive constants C, , C, and C, such that 
for all yE Y, t E T and x E w(y), and 
II @(Y> 4 WY, 4x II < c2 II xII (2.2) 
for all yE Y, s, t E T, and x E #‘( y * s). 
Let us note in passing that he two inequalities (2.1) and (2.2) are quivalent 
statements. We have formulated both of them as part of Hypothesis B in 
order to simplify uture referencing. Alsonote that if w satisfies Hypoth- 
esis B, then by inequality (2.1) one has ?T C g, the bounded set. Finally, 
note that if 9 is trivial, i.e., &’ = (0) x Y, then 9? itself satisfies Hypothesis B. 
We can now state our main result. 
THEOREM 2. Assume there is an invariant subbundle w C X x Y that 
satisjies Hypothesis B and that 4, the associated bounded set for the induced 
jlow 73 on wl,. is trivial. Assume further that Y is compact and has one of the 
following properties. 
(i) The JEow 0 on Y is chain recurrent, or 
(ii) there xists precisely one integer k such that every minimal set of Y 
lies in Y, = {y E Y: dim p(y) = k}. 
Then the following conclusions arevalid. 
(1) 9T = a’, 
(2) Y and % are subbundles ofX x Y. Furthermore one has 
Y = lim sup rr(9, t), @ = lim sup T(@, t), 
t-r--m t++m 
where 9 and & are the stable and unstable s ts for the induced flow i3 on WI. 
(3) dim sP( y) = dim p(y) and dim ‘4?(y) = dim g(y) for all y E Y. 
(4) X x Y = a + Y + 4 (Whitney sum). 
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(5) Let Pl( y), P,(y) and P,(y) be the projections on X with 
range pi(Y) = I, null space P,(Y) = =@(y) + Q(Y), 
range p2(Y) = Q(Y), null space P,(Y) = WY) + Y(Y), 
range pa(y) = -%$ null space Pa(y) = y(y) + 4(y). 
Then there exist positive constants K and fl such that 
I @(y, t) f’,(y) WY, 4 < Ke-B(t-S), 
I @(Y, 4 f’,(y) WY, 4 < Ke-B(S-t), 
I @(Y> 4 P,(Y) @-YY, 4 G K 
for all s, t E .F. 
Hypothesis B is the technical assumption which we referred to in the 
Introduction when discussing inequality (1.1). This same assumption, 
albeit nan apparently weaker form, has been used by Favard [l] and others 
in the study of almost periodic equations. We shall explore this connection 
in Section 6.
It is the assumption that & be trivial that forces the equality w = &9 
and rules out flows with the shearing phenomenon discussed earlier. More 
specifically, in theperiodic case in which Y is the hull of a periodic con- 
tinuous matrix A(t), it rules out the presence ofsolutions f the form tp(t) 
where p(t) is periodic. Thus in the more general, say almost periodic, case 
we find ourselves onestep closer toa Floquet-type geometrical decomposition 
of X x Y. It is the “shearing” solutions, i.e., the bounded solutions of 
the projected flow i3, together with the bounded solutions of r that are 
not bounded away from zero which still obstruct the decomposition. 
In view of conclusion (3) we may restate hypothesis ( i) by using Yk = 
(y E Y: dim 9’(y) = K} in place of Yk . To see this, imply apply Theorem 2, 
as stated, toeach minimal (hence chain-recurrent) s t in Y; the rest is 
obvious. 
In the next section weshall use the decomposition X x Y = w + WA to 
introduce local coordinates on X x Y and we shall derive an appropriate 
variation of constants formula. 
3. LOCAL COORDINATES INDUCED BY INVARIANT SUBBUNDLE W 
Let w be an invariant subbundle for the flow n and let %‘-A be the 
associated orthogonal subbundle. Let P: X x Y + X x Y be given by 
&, Y) = P(Y)x, Y) w h ere P(y) is the projection on X with range = wl(y) 
and null space = w(y). 
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Proof of Lemma 1. We must verify that he mapping 73 given by 
ii@, y, t) = fy”(X,Y, t)) = (P(Y - t> v(x, y, t>, y * t) (3.1) 
defines’ a linear skew product flow on w I. Clearly 79is continuous, since 
P and r are continuous. Also 6(x, y, 0) = (x, y) when (x, y) EW’-. Further- 
more $, which is defined by
$xX, y, t) = P(Y * 4 q-+, y, t), 
is linear inx. It remains only to verify the group roperty 73(&(x, y, t), s) = 
6(x, y, t + s) for (x, y) E%“~. Let (x, y) E %‘-l. Then IJI(~(X, y, t), y * t, s) = 
~(x, y, t + s) by the group roperty ofn. Next by the linearity of ‘p in x 
we get 
where u= [I - P( y . t)] q~(x, y t) EW(~ t). Also ne has w E%‘(Y . (t + s)) 
since w is invariant forthe flow V. Consequently P( . (t + s))w = 0, and 
therefore 
P(Y * (t + 4) dP(Y * t) dx, Y9 9, Y * t, 4 = P(Y * (t + 4) P,(% y, t + 4 
or equivalently, 
$4$(x, y 4, y * 4 4 = Q(x, y, t + s). (3.2) 
The group roperty for 73 now follows directly from (3.2). Q.E.D. 
Now let (x, y) E X x Y and define v = P(y)x and u = x - P(y)x. Then 
(X,Y) = (u + V,Y) (3.3) 
is the unique decomposition of (x, y) into the sum of two vectors (u, y) E %‘- 
and (v, y) E#‘-~. The decomposition depends on the base pointy and there- 
fore we shall express itas in Eq. (3.3). Now the solutions ~(u, y, t) and 
~‘(0, y, t) admit similar decompositions. Since 7yr is invariant u der n one 
has (P)(u, y, t), y . t) EW whenever (u, y) E #‘-. This means that one can 
write 
where A( y, t) is a linear t ansformation from w(y) to w( y * t). Also ne has 
dv, y, t) = B(Y, t>v + qy, t)v, 
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where B(y, t): W-l(y) + W(y . t) and B(y, t): W’(y) ---f WL(y * t) are 
linear t ansformations. If e writes x in the vector form x = (3, then this 
can be summarized byusing matrix notation a d writing 
dx, Y, t) = qy, t)x = qy, t) (3 
i 
4Y * t)U + WY, t)v u = 
1 ( 
= 4Y, 4 WY, t) 
D(Y, t)o 0 D(Y> t) 10 v 
Now the group roperty @(y . t, S) @(y, t) = @(y, t + S) implies that 
4Y - 6 4 4Y, t) = 4Y, t + 4, 
D(Y * t, 4 D(Y, t) = D(Y, t + 4 
(3.4) 
for ally EY and S, tE ,9-. Inparticular by setting s = -t, we see that A(y, t) 
and D(y, t) are invertible and the inverses satisfy 
A-‘(y, t) = A(y * t, -t) and D-l(y, t) = D(y . t, -t). 
Define ut and ot by the formulas 
Ut = JY, t>u + B(Y, t)u, 
v, = D(y, t)u. 
Then ut and vt denote the t-evaluation of the u and v coordinates under 
the flow r. Furthermore since the projection P(y) can be expressed as
P(y)(z) = (I) in these coordinates, w  ee that he induced flow G on V-‘- 
is given by 
f%v Y, t) = NY, th Y * t), (3.6) 
that is, g(z), y t) = D(y, t)a, or equivalently, C&y, t) = D(y, t) (cf. Theo- 
rem 1). Also the mapping 
(u, Y, t> -+ (AY, t>u, y * t> (3.7) 
is simply the restriction of the original flow nto the invariant subbundle W.
The next lemma gives an important variation-of-constants formula for 
the coordinate u  . 
LEMMA 2. Let W be an invariant subbundle inX x Y and let ut and vt 
be given by (3.5). Then for all tE F and all integers n one has 
u nt = A(y,nt)u + A(y,nt) i A-l(y,it)B(y . (i-l)t,t)D(y,(i-1)t)v. (3 8) 
i=l 
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Proof. The. proof uses mathematical induction. For n = 1, we have 
from Eq. (3.5) 
ut = A(Y, t)u + WY, t)v 
= 4Y, t)u + 4Y, 4 WY, t) B(Y, t) WY, O)v 
since D(y, 0) = I. This establishes (3.8) for n = 1. 
Now assume (3.8) holds for it. Let us check it for n + 1. By applying 
(3.5) together with the induction hypothesis, we get 
%+1)t = 4Y * nt, t) f&It + WY * nt, t) vO,t 
= A(y * nt, t) 
[ 
A(Y, 4 u + A(Y, nt> f r, + NY * nt, t) %t 7 
i=l 1 
where ri = A-l(y, it) B(y . (i - l)t, t) D(y, (i - 1)t)v. Using Eq. (3.4) and 
the fact hat v,, = D(y, nt)v we get 
%+1)t = 4Y, (fl + lY> u + 4Y, (n + l)t) 2 ri + WY * nt, t) WY, NV 
i=l 
n+1 
= 4Y, (n + 1>t) u + 4Y, (n + l>t> c ri , 
i=l 
where r,,,, = my, (n + l>t) WY ’ nt, t) WY, NV. Q.E.D. 
Remurk. The variation-of-constants formula (3.8) can be written in 
an integral form when y = R the real line, and when B( y, t) is continuously 
differentiable n t att = 0. Define b(y) by 
WY) = (W NY, 0 L-0 ’ 
In Eq. (3.8) let -+ 0 with nt = 7 fixed. Then the limit 
u, = 4Y, 4 u + 4Y, 4 py 
St=7 [ 
El HY, W(Y * (i - I>4 WY, (W)v] 
exists. Since B(q, 0) = 0 for all 17 EY one has 
I;$ t A-yy, it) B(y * (i - 1) t, t) D(y, (i - 1)t)v 7lt=7 [ i=l 1 
= /$ jJ ~-l(y,it)[B(y*(i-l)t,t)--B(y~(i-l)t,O)]t-l D(y,(i-1)t)v 
L 1 nt=7 i=l 
z.2 s TA-yy, s)b(y - s) D(y, s) v ds. 0 
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In other words, one has 
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% = 4Y, 4[u +Su’ A-‘(y, s) b(y -s) qy, s) wdi], 
which agrees with the classical v riation fconstants formula for ordinary 
differential equations. 
The next thing we want to look at is the significance of the inequalities 
from Hypothesis B in terms of the local coordinates. 
LEMMA 3. Let W be an invariant subbundle in X x Y and let A(y, t), 
B(y, t) and D(y, t) be determined by (3.5). IfW satisjies Hypothesis B then 
OM has 
foraZl(u,y)EWandtEFand 
II 4~9 t) A-V, 4~ II < C, II 1~ II (3.10) 
for all s, tE F and (u, y * s) E W, where CO , C, and C, are given by inequalities 
(2.1) and (2.2). 
Proof. This follows immediately from Hypothesis B after one recalls 
from (3.7) that the mapping 
(u, Y,4 - MY, t)u, Y * 4 
is precisely the restriction of the flow rr to 7clr. Q.E.D. 
4. PROOF OF MAIN THEOREM 
Let us now turn to the proof of Theorem 2. Let w be the invariant 
subbundle of the flow n and let (x, y) = (U + w, y) denote the local coordinate 
decomposition i duced by the splitting X x Y = w + WI, as described 
in the last section. Let A(y, t), B(y, t) and D(y, t) be determined so that 
(3.5) is valid. Let i3 denote the induced flow on the orthogonal subbundle 
wl. Since the induced bounded set .58 is trivial the hypotheses ofTheorem 1 
are satisfied. Therefore one can write w1 = 9 + & (Whitney sum). 
Furthermore the mapping Q: wl - w-1 defined by &(x, Y) = (Q(Y)x, Y), 
where Q(y) is the projection on w’(y) with range =9(y) and null space 
= g(y), satisfies the exponential estimates given by conclusion (4) of 
505/22/2-x8 
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Theorem 1. Recall from Eq. (3.6) that &(y, t) = D(y, t) for all yE Y and 
t E F. Therefore these xponential estimates can be rewritten as 
I D(Y, t) Q(Y) WY, 41 < G+-s), s<t 
I WY, t)[l - Q(y)] MY, s)l =G JGe-+t), 
(4.1) 
t < s. 
The subbundles 9 and @ need not be invariant forthe original flow W. 
However, we can show that he subbundles 
cT,=9+w and &,=&j-+ 
are invariant subbundles for rr. (By 9 + W we mean the collection of 
all (x, y) in X x Y such that xE p(y) + W(y). Since 9 and W are 
subbundles ofX x Y with g(y) n W(y) = (0) for all yE Y, it can easily 
be shown that 9 + W is also asubbundle. Likewise @ + W is a subbundle.) 
PROPOSITION 1. The subbundles b, = 9 + W and b, = @ + YY are 
invariant subbundles forr. 
Proof. As before we let P(y) denote the projection on X with range 
= W”-‘-(y) andnull space = W(y). Therefore for any (T, y) E X x Y one has 
[I - P(Y * 41 d% YY 9 E WY * Q 
for all tE F. Consequently if (x, y) E 9 then 
a@, Y, t> =qxx, Y> t) + [I - P(Y * q1 dx, Y> 9, 
where $(x, y, t) = P(y . t) cp(x, y t). Now since 9 is invariant u der the 
induced flow i3 one has 
f+(% y, t> = (Q(x, y q, y * t> E9. 
Hence ~(x, y, t) = (~(x, y t), y * t) E 8, for all t, i.e., 
4% 0 c 8, 
for all tET. Since W is invariant u der the original flow 7 one has 
Ir(W, t)CWCb, 
for all tE 9. Therefore bythe linearity onegets 
+g, , q = 71(9 + v, t) =rr(~,t)+~(~,t)CB,+b,=tP, 
for all tE F. A similar argument shows that b, is invariant u der ‘IT. Q.E.D. 
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Let us now restrict our attention to the invariant subbundle 8,. In a 
series of steps we shall show that 6, contains a subset 9’ with the following 
properties. 
(i) Sp is a subbundle of 8, . 
(ii) ‘yl =L ‘6, n Y. 
(iii) Y; is invariant under rr. 
(iv) &7s = Y; + w. 
Define gt = ~(9, t), i.e., 5@$ is the time evolution of 4 under the flow 7~. 
Since 9 is a subbundle of Q, it is not difficult to verify that, for each t E F, 
&‘* is a subbundle of 8, and 
dim $(y) = dim g(y) = k 
for all y E Y. (We define k so that the second equality above holds; cf. 
Theorem 1.) Now define Y; by 
and let 
K(y) = {x E x: (% y) E x1 
denote the fiber of 9r over y. In due time we shall show that 9r(y) is a 
linear subspace of X for each y, but for now let us simply note the following 
fact. 
PROPOSITION 2. For each y E Y, the jber Sp,( y) contains a linear subspace 
of X of died k. 
Proof. Each fiber pi,(y) is a linear subspace of X of dimension k. Let 
ft,J be a sequence with tot -+ --00 and let (xrn,..., xk”> be an o~hono~al 
basis in ptn(y). By choosing a subsequence, if necessary, we can assume 
that xin --f xi as n --+ (~3 for i = 1, . . . . k. It follows that (x1 ,..., xk) is an 
orthonormal set in 9i( y). Since xf=, a$~,” -+ Cf_, e+xi as pt ---f co, for every 
choice of scalars (011 ,..., LU,), it follows that span{x, ,..., xk} C Y;(y); i.e., 
Y;(y) contains a linear subspace of dimension k. Q.E.D. 
Our next objective is to show that Pi C 9, the stable set. In order to 
do this we shall need an estimate of the growth rate for solutions ~(x, y t) 
with {x, y) E Y; . The next four propositions derive the desired estimate. 
Recall that every point (x, y) E &‘s can be expressed uniquely in the form 
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(x, y) = (u + v, y) where (u, y) E FY and (v, y) E 9. Then the solution 
‘p(x, y t) can be expressed in the form 
v(x, Y, t) = (Ut + vt), 
where ut = A(y, t)u + B(y, t)v and vt = D(y, t)v by (3.5). 
PROPOSITION 3. There xist positive constants 01,C, , and C, with the 
property hat 
II vt II d Q-at It ut IL t 2 0, (4.2) 
for all (u, y) E W, (v, y) E 9 with I/ vII < C, // u11. Furthermore, 01, C and C, 
do not depend on the base point y E Y. 
Proof. We shall use the variation of constants formula (3.8) from 
Lemma 2 with t = 1. One then has 
II u, II = II 4y, 4 u + 5 454 Wy, i> B(y * (i - I), 1) D(y, i- l)v II 
i=l 
2 II 4Y, n)u II - i /I A(y, n) A-l(y, i)B(y * (i - I), 1) D(y, i - I)0 II 
i-1 
3 CO II uII - G i II B(y * (i - 11, 1111 * II Wy, i - 110 II 
f-l 
by inequalities (3.9) and (3.10). Since vE p(y) one has v = Q(y)v, where 
Q(y) is the projection on ~Yl(y) with range =9(y). Therefore from 
inequality (4.1) one gets 
II W, i - lb II < Koe-~(i-l) II 21 II < & II vII, i = 1,2,...  (4.3) 
Now B(y, 1) is continuous in y and therefore 
sup{l/~(y, l)lIY~ y>= MI < +m 
hence /I B(y . (i - I), l)ll < MI for i = 1,2,...  Putting this all together 
we get 
where Ma = x,“=, e-mu-l) = (1 - e-“)-l. Consequently one has 
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1) u, 11 > (# C,, 11 u 11, for n = 0, 1,2 ,..., provided (1 ZJ 11 < Cs 11 u 11, where 
Cs = c,(2c,M,M,K,)-~. 
Now let IL and w satisfy jj w 11 < Cs II II II. If u = 0, then v = 0 and a, = 
ut = 0 for t 3 0. Therefore it will suffice to verify inequality (4.2) when 
u # 0. Now by inequality (4.3) one has 
II %I II < II m, + II < &,-an II < (=4e-an 
II’ (GPN 21 II Ilull ’ 
n = 0, 1,2 ,..., (4.4) 
where k = 2K,,C~’ and Cd = kc3 . This establishes inequality (4.2) in 
the case Y = 2, the integers. 
If Y = R, the real line, then the above argument is still applicable for 
integral values of t. In particular Inequality (4.4) is valid provided II v /I < 
Cs 11 u 11. Using the continuity of the flow n, we can choose C’s > 0 so that 
one has 
II % II G G II UT II9 O<T<l, (4.5) 
provided /I o II < C’s II u (I. Now if t > 0 is given, define 7 so that n = t - 7 
is an integer and 0 < 7 < 1. Then vt = (o,), and ut = (u,)~ . Furthermore, 
if jl v II < C, 11 u 11, then (4.5) is valid, and by inequality (4.4) we get 
II fJt II Ilwn II - = - < kc-an H < keae-atcS . 
II 4 II IlWn II Ut 
Hence by setting C, = kpCz one gets inequality (4.2). 
Note that in inequality (4.2) one must have C, > 1. 
Q.E.D. 
PROPOSITION 4. Let C, and C, be given by Proposition 3 so that inequality 
(4.2) holds whenever 1) v I I < Cs II u II. DeJine ‘T >, 0 by Cqe-nT = C, . If one 
has 11 w II > C, II u I/, then for all t < -7 one has // UUt II 3 C, 11 ut II. 
Proof. If this is false, then for some t, < --7 one would have 11 otO /I < 
C, I/ ut, II and I/ z, I/ > Cs 1) u 11. Now set ~a = vt, E p(y . to) and us = uto E 
W(y . to). Then (v& = e, and (u& = u at t = -2,. Now by usmg 
Inequality (4.2) with the fact that t > T one has 
II 2, II = Il(dt II < Cd+ Il(4 II < Ge-mT /I24 II = C3 II u II, 
which contradicts the inequality 11 v II 3 C, II u 11. Q.E.D. 
PROPOSITION 5. Let C, and 7 be determined by Propositions 3 and 4 and 
let a E F with a < --7. Let (x, y) E II(g a) and let (x, y) = (u + v, y) be the 
decomposition into terms (u, y) E W and (v, y) E 9. Then one has 
II 0, II 3 G II ut II? O<t<--7-a. 
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Proof. Let x0 = p)(x, y -a) and y,, = y . (-a). Then (x,, , ys) E 9, 
i.e., the u-coordinate of (x,, , y”) is u,, = 0 and the v-coordinate is r, = x0 . 
Since one clearly has 11 x,, [I = 11 w,, 11 > 0 = C’s // ZJ,, 11, it follows from Proposi- 
tion 4 that ll(w,&, 11 > C, Il(u&, jj for t, < -7, or by setting t = t, - a 
we have 11 wit I/ 3 Cs 11 ut I/ for t < --7 - a, and in particular for 0 < t < 
--7-a. Q.E.D. 
The following proposition gives us the main estimate w need for studying 
solutions ~(x, y, t) beginning in Yi . 
PROPOSITION 6. Let (x, y) E 9” and let (x, y) = (u + w, y) be the unique 
decomposition into terms (u, y) E W and (w, y) E 9. Then one has 
II wt II 2 G II ut II, t > 0, (4.6) 
where C, is giwen by Proposition 3. 
Proof. Since (x, y) E Y; one can write (x, y) = lim(xn, y”) where (xn, yn) E 
17($ a,) and a, + -co. Let (xn, yn) = (un + wn, yn) be the unique decom- 
positions into terms (II”, y”) EYY and (wn, yn) E 9. Then, by choosing 
subsequences if necessary, one can assume that (@, y”) + (u, y) and 
(OS, y”) + (a, y). It follows from Proposition 5 that 
II wtn II 3 G II utn II> O<t<--7--aa,. 
By continuity, his inequality is preserved inthe limit, and since (--7 - a,) -+ 
+co one gets 
II “t /I 3 G t/ Ut II, O,<t<co. 
Q.E.D. 
PROPOSITION 7. Y; C 9, the stable manifold. 
Proof. Let (x, y) E Y; . Let (x, y) = (U + w, y) be the decomposition 
into terms (u, y) EW and (w, y) E 9. We must show that /I &xl y, t)ll + 0 
as t + a. Let ~(x, y, t) = (Ut + wt). Since 
(% 7 Y . t) = MY, th y * t) = W,Y, t), 
this is precisely the induced flow i3 on 9. Hence one has I/ wt 11 ---f 0 as 
t -+ +co. It follows from Inequality (4.6) that 11 ut I/ + 0 as t + +co. 
Hence Y; C 9. Q.E.D. 
PROPOSITION 8. 9X is a subbundle of d, and Y; = 6, n 9’. Furthermore 
dim Y;(y) = dim p(y) for all yE Y. 
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Proof. Recall that K = dim p(y) for all yE Y. Let I = dim s(y) for 
all yE Y. Then one has K + I = dim B,(y). 
Now we claim that Y(y) n w(y) = (0). Indeed, if u E y(y) n W(y) 
then II 4r, 0~ II + 0 as t -+ CO. However, Hypothesis B,and in particular 
inequality (3:9): 
for all tE F, 
implies that u = 0. Since y(y) n w(y) = (0) one must have 
B,(y) n Y(y) n w(y) = (0). Therefore 
dim[J8(y) n yl(y)l < k. (4.7) 
Now by Proposition 7 e has Y1( y) C 6’,(y) n y(y) and by Proposition 2 
together with (4.7) we get Y;(y) = b,(y) n y(y), i.e., Y;(y) is a linear 
subspace ofX, dim am = K f or all yE Y. Since y1 is the intersection 
of closed sets, itis closed inb, and therefore Y; is a subbundle ofb, . Q.E.D. 
PROPOSITION 9. Y; is invariant u der TI and I, = Y; + w, as a Whitney 
sum. 
Proof. Since Y; = &‘, n Y and since both d, and Sp are invariant 
under , it follows that Y; is invariant u der 7r. In order to show that b, = 
Y; + w, as a Whitney sum we first note that Y; is a subbundle (by Proposi- 
tion 8) and w is a subbundle byassumption. Also as shown in the proof 
of Proposition 8 e has 
Y;(Y) n T(Y) =C(Y) nY(Y) nWY) = @I 
for all yE Y, and dim Y;(y) = k for all yE Y. Since dim B,(y) = k + 1 and 
dim w(y) = 1 we get b,(y) = yl(y) + w(y) for all yE Y. Q.E.D,. 
Let us now turn our attention t  ‘8, = @ + w. Define * 
%1 = lim sup ~(4, t). 
t-em 
Then by a similar reasoning process one- shows the following. 
PROPOSITION 10. Q, is a subbundle of 6, with Q, C @, the unstable set, 
and aI = 8, n 4. Furthermore, aI is invariant u der 7~ and 8, = %I + TV, 
as a Whitmy sum. 
PROPOSITION 11. X x Y = w + yI + @I , as a Whitney sum. 
Proof. This follows directly from Propositions 8, 9 and 10. 
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PROPOSITION 12. ?V = kB’, yl= 9’ andC711 = %.Furthermore X x Y = 
9? + Y + %‘, as a Whitney sum. 
Proof. The proof that ly = g is simple. Since the base space Y is 
compact, here is a positive constant K such that jl P(y)11 < K for all y, 
where P(y) is the projection on X with range = w’( y) and null space 
=%‘(y). Now if P(y)% = v and u = x - V, then 
II D(Y> t)v II = II es Y> t)ll = II Ply * 0 P)(v y,41 < K II ?e, y, 411, 
and 
?+A y, t) = &, y, t) - rg(% y, t). 
That is, by inequality (3.9) one has 
II D(Y9 th II G K II P(X, Y?t)ll + K II du, Y9 9 
G K II 94% Y, 0 + Kc-1 II 24 II. 
Hence if (x, y) E a, then Ij D( y, t) vII is uniformly bounded in t, i.e., (v, y) E 0. 
Since & is trivial this implies that v = 0, or equivalently, hat(x, y) EW. 
Hence .5l? Cw. Since Hypothesis B implies that %‘- C a, we must have 
w- = 33. 
In order to show that yi = Y it will suffice to show that Y C b, , because 
of Proposition 8. Now Proposition 11 implies that X x Y = b, + %r 
as a Whitney sum. Therefore each (x, y) E X x Y can be written i the 
form (x, y) = (U + v, y) where (u, y) E b, and (v, y) E %!r. By linearity 
one then has 
V(%Y, t) = d%Y, t) + v,(v, y t). (4.8) 
Now, if (x, y) E Y then II p)(x, y t)jl -+ 0 as t -+ +co. Furthermore II ~(u, y, t)ll 
is bounded for t > 0 since (u, y) E 8,. It then follows from (4.8) that 
\I ~(v, y, t)ll isbounded for t 3 0. Since (v, y) E a1 one has II q(e), y t)ll -+0 
as t + -co, therefore (v,y) E el( y) n B(y) = (0). Hence (x, y) = (u, y) E b, . 
A similar gument shows that 6&i = %. Finally the assertion X x Y = 
9 + Y + Q (Whitney sum) follows now from Proposition Il. Q.E.D. 
PROPOSITION 13. For all y E Y one has dim y(y) = dim p(y) and 
dim e!(y) = dim g(y). 
Proof. The assertion f rdim y(y) follows directly from Propositions 8 
and 12, and the assertion f rdim Q(y) is proved similarly. Q.E.D. 
Let us now turn to the estimates stated inconclusion (5)of the theorem. 
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Let E’s(y) be the projection on X with range =g(y) and null space 
= 9’(y) + 92(y). For each (x, y) E X x Y define (u, y) by u = P(y)x and 
letv=x-~.Then(u,y)~3?and(v,y)~Y+4?.Since93andY+Q 
are invariant se s for the original flow r one also has 
PAY) @-l(y, 4 = PdY) WY, 4 PAY .s) = WY, 4 P3(Y .s> 
for all yE Y and s E y. Therefore ifJ = Pa(y . s)x, then one has 
P,(y) CD-yy, s)x = @-yy, s) P3(y . s)x = @-y y, s)@ = A-yy, s)ii 
where we recall that A(y, t) denotes the restriction of @(y, t) to 97. Also 
one has 
@(Y, q P3(Y) @-yy, 4x = @(y, q .qy, sp = A(y, t) A-yy, sp. 
Since Y is compact there is a positive constant Krsuch that 
for all yE Y, x E X and s E 3 It now follows from inequality (3.10) that 
II @P(Y, 4Pa(Y) @-l(y, 4x II G II 4Y, t) MY, 01 * II cII < WI II xII 
forallyEY,xEXands,tEKHence 
I @(Y, 4 P,(Y) @-l(y, 4 < CJG * 
The exponential estimates for the projections P,(y) and P,(y) follow 
now by applying Theorem 1 to the restriction of the flow r to the invariant 
subbundle Y + %!. This completes the proof of the theorem. 
5. VECTOR BUNDLES AND ANOSOV FLOWS 
In this ection we will see how Theorem 2 applies quite naturally, to a 
C1 vector field without critical points on a compact manifold, togive a 
characterization of An sov flows. 
Let M be a smooth compact manifold and TM the tangent bundle of M. 
Let F: M + TM be a Cl-nonvanishing vector field on M, i.e., for each 
y E M, one has F(y) E T,M the tangent space at y and F(y) # 0. The 
mapping F gives rise to a differential equ tion M which is described in 
local coordinates y a
3 =F(Y)* (5-l) 
Let o(y, t) denote the solution of (5.1) which satisfies u(y,0) = y. 
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Associated with the flow uon M is the linearized flow r: TM x R -+ TM 
given by 
4x7 Y, 4 = (P,(X, y, 4 U(Y, 4, 
where ~(x, y, T) = @(y; T)X and @ is the linearized mapping 
@(y; 4 = RP(Y, T). 
Equivalently, ~(xy, T) is the solution at time rof the initial v ue problem 
for the linear variational equation 
2 = F,(fJ(Y, t))x, x(0) = x 
expressed in local coordinates. 
The assumption F(y) # 0 implies that he collection 
YY’- = {(cF(y),  E TM: c E R, y E M} 
(5.2) 
is a subbundle ofTM with one-dimensional fibers. From the compactness 
of M we see that there xists a constant m > 0 such that for any 
(x,y)~w and tER one has 
(l/m) IIxII < II F&Y, t)ll < mII xII, 
that is, %‘” satisfies Hypothesis B.We then have the following theorem 
as an application of Theorem 2. 
THEOREM 3. Let 
YY .T> cp(X> Y,4 = $(x, Y> 4, 
where P(q): T,,M -+ T,,M is the projection w thull space %‘(T) = {(cF(v), 7 :
c E R) and range %+‘$)l. Assume that he only (x, y) for which II 4(x, y, T)II 
remains bounded for 7 E R are those (x, y) ~%f. Further assume that either 
(i) the jlow oon M is chain-recurrent, o  
(ii) there exists precisely oneinteger k such that every minimal set in M 
lies in 
Yk = {y E M: dim Y(y) = k). 
Then the flow (5.1) isan Anosov POW, i.e., TM has an invariant splitting 
TM=$f+Y+@ (Whitney sum), 
where Y is contracting and ‘42 is expanding. 
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6. HYPOTHESIS B AND THE FAVARD PROPERTY 
In this ection we want to study Hypothesis B in more detail. In order 
to do this let us first recall the work of Favard [l] concerning of almost 
periodic solutions f the linear inhomogeneous equation 
where the coefficients A(t) and f(t) are almost periodic nt. He showed 
the existence of an almost periodic solution provided two assumptions 
were satisfied, viz
(i) The inhomogeneous equation (6.1) has a solution that is bounded 
for tE R; and 
(ii) for every A* E 0!, where fl is the hull of A, the homogeneous 
equation x’= A*(t)x has the property hat for every nontrivial bounded 
solution v(t) there is an Q > 0 such that 11 p(t)ll > 01 for all tE R. 
It is condition (ii) which interests us and motivates the following. 
DEFINITION. Let r = (pl, u)be a linear skew product flow on X x Y 
and let 99 denote the bounded set. We shall say that rr, or the bounded 
set a’, has the Favard property iffor every (x, y) E 9 with x # 0 one has 
LY(X, y) > 0 where (II isdefined by
+, r) = in411 94x, y t)ll: t E F’>. (6.2) 
It follows directly from inequality (2.1) that if 99 satisfies Hypothesis B 
then W has the Favard property. In this ection weshall study the converse 
question. We shall prove the following result. 
THEOREM 4. Let 7~ = (v, U) be a linear skew product Jaw on X x Y 
where Y is a compact minimal set in the jlow u. Then the following statements 
are equivalent. 
(A) The bounded set B has the Favard property. 
(B) 9l satisfies Hypothesis B, i.e., 9 is an invariant subbundle of X x Y 
and there exist positive constants CO ,Cl and C, such that 
cll II xII < II @(n 4% II = II 4% YY t>ll < c, II xII (6.3) 
forallyEY, tErandxEW(y)and 
II cy(Y, 4WY7 4% II G G II xII (6.4) 
for allyEY, s,tErandxEB(y*s). 
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As we have just observed, theimplication (3) =c- (A) is always true without 
any special ssumptions concerning the base space Y. So we shall study 
the converse problem, and for this purpose we shall make the following 
STANDING HYPOTHESIS. The base space Y is compact and minimal in 
the flow (T, and the bounded set B has the Favard property. 
For (x, y) E a we define 
/%?Y> = SUP~ll&,Y> t>ll: tET). 
Then one has /?(x, y)< + CC for all (x, y) E &?3;. 
65) 
LEMMA 4. Let xi E 9(y) with xi # 0 and i = I,..., h  Let a(xi ,y) and 
fl(xi , y) be giwen by (6.2) and (6.5) and define 
d = min{+, , Y),..., a(+ , y)}, 
B = maxMxl 9 YL kXxk ,391. 
If (x*, y*) = lim T& ,y, T,) for some xi and some sequence {7,J Cr, then 
x* c 9(y*), x* # 0 and 
Proof. Let s = 7, + t, then one has 
Since Z < 11 v(xi ,y, s)ll < fl for all s, it follows from the continuity of r
that hese inequalities ar  preserved inthe limit, i.e., inequality (6.6) is 
valid. Q.E.D. 
LEMMA 5. Let (x1 ,..., xk)be a linearly independent se in 9(y). If 
(x~*,Y*),..., (xk*,y*) satisfy 
(Xi*, Y*) = lim m(xi, Y, T,), i = I,..., k, 
for some sequence {gn} CF, then {x1*,..., xk*}is a linearly independent se
in W(y*). In particular thefunction dim ./9(v) is constant over Y. 
Proof. Lemma 4 implies that xi* pa for i= l,..., k  Let us show 
that he collection {x1*,..., xk*}is linearly independent. If 
alxl* + ... + oL&$xk” = 0, 
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then by the linearity of v we get 
d4Xl + ... + (YkX, ,y, T,) 4 $x1* + **- + c$x** = 0. 
But (c+q + -a. + ‘ylcx,) E a(y) since g!(y) is a linear subspace of X. By 
the Favard property wehave 
CtlXl + ... + CikXk = 0. 
Since (x1 ,..., xk}is linearly independent, this implies that c+ = .** =
ak = 0. Hence {xi*,..., xlc*} islinearly independent. 
Now if k is chosen so that k = dim g(y), then the argument above 
implies that k < dima( i.e., dim g(y) < dim a’(~*). Since Y is 
minimal, the trajectory through y* is dense in Y and therefore th roles 
of y and y* can be reversed. We conclude then that dim a(~*) < dim g(y), 
or dim 39(y) is constant over Y. Q.E.D. 
LEMMA 6. Let {x 1,,.,.., xk} bea basis for a(y). Then there exist positive 
constants d and D such that if {rn> is any sequence in .Y with the property 
that he limits 
& 4% , y, 7,) = (xi*, Y*), i = l,..., R, (6.7) 
exist, then 
~(lor,I+~~~+I~,I)~II~~,*+~~~+~~,*II~~(I~,I+~~~+I~,I) (6.8) 
for any collection of scalars (aI ,..., ~2~). 
Proof. Let us first consider the compact set 
If there does not exist a d > 0 such that 
d < 11 ‘%X,* + **- + “Jzzk* iI (6-g) 
for all {x1*,..., xk*}given by (6.7) and all ($ ,..., 01~) inr, then we can find 
sequences 
{Trim} c 3- (ap,..., as)c r 
such that he limits 
p% 4% 3 y, in,) = ($7 y*m), i = l,..., k, 
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as m + 00. Now r is compact and, by Lemma 4, (xT~, y*“) for i = l,..., R, 
remain in a compact set in X x Y. Therefore there exist subsequences 
(which we relabel) sothat 
(xrm, y*“) -+ (xi*, y*) and cdim -+ c$ (asm-+ co) 
for i = 1 ,..., h. Now (o/1 ,..., c+J E I’. By the continuity ofthe norm one 
gets II 4x1* + *.. + a$,* 11 = 0, which contradicts Lemma 5. Hence the 
lower bound (6.9) is valid for (% ,..., c+J E r, i.e., the lower inequality 
in (6.8) is valid for (0~~ ,..., tik) E l7 
If (01i ,..., 01%) does not lie in r then set p = I 01~ I+ ... + I 0~~ I. Since 
inequality (6.8) is obviously satisfied if /3 = 0, we assume that p > 0. 
Next let ai = ai//3 for i = l,..., k. One then has (6, ,..., 6,) Er, hence 
d G II k,* + **a + b,* II = II x1* + *** + (4rB) G*II. 
If we multiply through by /3, we get the lower inequality in (6.8). 
In order to prove the upper inequality in(6.8) we let b be given by 
Lemma 4. Then 
Now set D = p. Q.E.D. 
Proof of Theorem 4. As we have observed, itsuffices to show that (A) 3 
(B). So assume that k@ has the Favard property. Let us first verify Inequality 
(6.3). Fix y0 E Y and let {x1 ,..., xe} be a basis for a(~,). Let /? be given 
by Lemma 4 and let d and D be given by Lemma 6. Next let y be any point 
in Y. Since the trajectory y(y,,) = {y,, *t: t E y} is dense in Y, there is a 
sequence {TV} C 9- such that y0 * T, -+ y as n + 00. By choosing a sub- 
sequence we can assume that v(xi , y,, T,) -+ xi* (as 12 -+ co) for i= l,..., k. 
It follows from Lemma 5 that (xi*,..., xk*} is a basis for B(y). Therefore 
any x E a(y) can be written (uniquely) inthe form 
for an appropriate choice of scalars (011 ,..., elk). Furthermore since ‘p is 
linear in x we get 
dx, Y, q = i a* q&i* , y, t). 
i=l 
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Now set C, = d/D and C, = F/d and by applying inequalities (6.6) and 
(6.8) for any t ET we get 
G 2 /%IIId%*~Y9t)ll e  Iatl 
f=l f=l 
< $P)ll %%* + -” + akxk* II = ‘$ II XII, 
i.e., inequality (6.3) is valid. 
As we have noted earlier by setting C,= C,/C, inequality (6.4) follows 
from (6.3). We shall omit hese details. 
Since the bounded set a is invariant u der the flow 7~ it remains only 
to verify that 9? is a subbundle ofX x Y. Now the fiber B(y) is a linear 
subspace ofX and by Lemma 5 dim 9?(y) is constant over Y. Therefore 
it remains only to verify that g is closed. Let (~“,yn) bea sequence ina 
with limit (x, y). Since 
II dxn, Y> t>ll G c, II x” II 
for all n and t, and since v is continuous, this inequality s preserved in 
the limit, i.e., II~(x, y, t)ll < C, II xII for all t. Hence (x, JJ) Ea. Q.E.D. 
To some extent Lemmas 4, 5, and 6 can be extended to the study of 
a linear skew-product flow over a base space Y which is compact but not 
necessarily minimal (cf. [4]). But, as the following examples show, the 
implication (A)* (B) can fail in the case of a chain-recurrent flow on the 
base space. 
EXAMPLE 1. Let v: R -+ R be an odd, continuous function such that 
v(t) 3 0 for all t > 0, v(t) + 0 as t ---+ coand sz v(s) ds diverges. Then 
Y is an element of 9, the space of continuous real valued functions  R 
with the topology ofuniform convergence on compact subsets. We define 
the flow (T on 9 by setting u(f, T) = f, where f7(t) = f(t + T). Let Y 
denote the hull of v in this flow. Then Y consists of all translated v, together 
with 19, the identically zerofunction. Furthermore, Y is chain recurrent 
and A(V) = Q(V) = (81. 
Now let rr = (v, u) be the linear skew product flow on R x Y generated 
by x’ = f (t)x for fE Y. It is then easily seen that g!(e) = R and 9(vI) = (0) 
for all 7E R. Furthermore 99 satisfies th  Favard property but it is not a 
subbundle ofR x Y since dim g(f) is not constant for f E Y. 
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EXAMPLE 2. By appropriately modifying the above example we may 
show that (A) * (B) is false even when the base space Y is compact, con- 
nected and contains a collection of minimal subsets whose union is dense. 
For E satisfying 0 < E < 1, let v~: R -+ R be a continuous periodic 
function fperiod 4/c such that v’(t) = v(t) for t E [-(2/c) + E, (2/r) - E], 
vf(--2/e) = v’(2/~) = 0 and v’(t) is linear on [--2/e, -(2/e) + C] and 
[(2/e) - E, 2/e]. Let H, denote the hull of vC and set Y = Y u (Jocrcl H, 
where Y is given in Example 1. Let ii = (v, u) denote the linear skew product 
flow on R x Y generated by x’ = f(t)x where fE Y. Then one has 99(e) = R, 
5?(vT)={O} for all TER, andg(f)=R wheneverfEH,, O<E<~. 
Furthermore 39satisfies the Favard property, but it is not a subbundle 
of R x Y since dim g(f) is not constant. 
EXAMPLE 3. We finally give an example in which (A) => (B) is false 
and where the base space Y is compact, connected and equal to the union 
of its minimal subsets. Furthermore 9 is a bundle. For E satisfying 0 < E< 1 
let FE: R -+ R be given by P(t) = --E sin(e2t). LetY = Uosr$I H(P). 
Then Y is the union of periodic orbits (for E> 0) and one stationary point 
(0) (for E= 0). Let v be the usual skew-product flow on R x Y generated 
by solutions of ti = F(t)x, FE Y. The solution f2 = F6(t)x is x(t) =
x(0) exp[(l/c) cos(c2t) - l] for E> 0 and x(t) = x(0) for E= 0. All solutions 
are bounded and therefore 39= R x Y. However for all t, 
I @)I 3 I x(O)l exp(--2/e) = I+dc2)l for E > 0 so that (B) is not satisfied. 
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