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I. INTRODUCTION
Speech is an important means for communicating thoughts between person to person / human to machine. But the speech communicated, is affected/corrupted by the noise present in the environment. Speech enhancement is the technique used in reducing noise from corrupted signal. The objective of speech enhancement is twofold in which it can improve quality as well as intelligibility. Quality deals with SNR of the signal and intelligibility deals with how much percent of words will be understood correctly.
Traditional speech enhancement approaches include Minimum Mean Square Error (MMSE) estimators and Bayesian estimators assume the speech Discrete Fourier Transform (DFT) spectral coefficients and noise spectral coefficients as Gaussian distribution [1] [2] . Later it is observed that, improved results are obtained by considering Super-Gaussian (Gamma, Rayleigh, Chi, Exponential, Nakagami) distributions rather than assuming Gaussian for speech and noise spectral coefficients [3-,4] . Thus in this work, the comparison of statistical estimators namely Harmonic Regeneration for Noise Reduction (HRNR), Harmonic Regeneration for Noise Reduction with Speech Presence Uncertainty Estimator (HRNR-SPU) is discussed [5] . Traditional Bayesian estimators process only DFT amplitudes and phase is left unprocessed. In enhanced speech signal reconstruction, the unprocessed phase of noisy speech is used [6] . Later in [7] the Bayesian estimators that use phase information for amplitude estimation is derived. It is observed that performance of Bayesian estimators is improved by considering phase information [7] [8] . In this work, Super Gaussian based estimators which used phase information like CUP, CUP-NG and CUP-GG are considered for comparison.
It is observed that template based approaches like NMF approach perform better under non-stationary noises. But the disadvantage is that it requires apriori information of speech and noise which is not required in statistical approaches. By combining the advantages of
II. STATISTICAL APPROACHES FOR SPEECH ENHANCEMENT
The most traditional statistical approach for speech enhancement is Wiener Filter approach. The gain of the wiener filter is obtained by assuming speech DFT coefficients as Gaussian and under MMSE sense. The gain depends on priori SNR. But the disadvantage is that the calculation of priori SNR of current frame depends on past frame and thus the gain applied to current frame depends on past frame. To overcome this problem, new speech enhancement approaches TSNR and HRNR are proposed in literature. The HRNR approach shows inferior performance under low SNR conditions. Thus in this paper, HRNR method is combined with Speech Presence Uncertainty (SPU) estimator. It is observed that there is performance improvement in HRNR-SPU approach.
The above mentioned approaches process only noisy amplitudes but phase is left unprocessed and the unprocessed noisy phase is considered for reconstruction. It is noted that the above mentioned algorithms work under Gaussian assumption. Later, it is observed that using Super-Gaussian assumption based estimators provide better results as the distribution gives best fit to the data. In this work, Super-Gaussian based estimators are derived by considering phase information and different CUP estimators are taken for comparison [5] [6] [7] [8] .
The Complex speech coefficients given Uncertain Phase (CUP) estimator is derived by assuming speech as Chi distribution and noise as Gaussian. CUP estimator estimates the amplitude by considering phase information. The phase information of clean speech is estimated by noisy signal phase. Where as in CUP-NG and CUP-GG, it is assumed that noise spectral coefficients follow Generalized Gamma distribution where as speech spectral coefficients follow Nakagami and Gamma respectively [9] . The equations of gain are summarized in table I.  be the phases of noisy speech, clean speech and noise respectively. The priori knowledge of clean speech is estimated from noisy speech using [8] . The estimate of clean speech is obtained using   , S Y ES  , where S  denotes the priori knowledge of the clean speech estimate. Also from [2] , it is noted that by taking compressed amplitudes with parameter β provides perceptual benefit in enhancement process. Thus including compressed amplitude and the final estimate of the enhanced speech is obtained by calculating 
By using Bayes rule, the posterior function can be modeled using 
Assuming that amplitudes and phases are mutually dependent, then the PDF of amplitudes can be written as Table I . 
III. NMF APPROACHES FOR SPEECH ENHANCEMENT
NMF based speech enhancement methods deal well with non-stationary noises. In NMF techniques the priori information is given by assuming statistical distributions of speech and noise. The distributions are selected such that, they provide better fit and less Kullback-Leibler (KL) divergence. The assumption of Gaussian noise suits well as sum of different noises tends to Gaussian (Central Limit Theorem). If DFT coefficients follow Gaussian, then the magnitudes follow Rayleigh distribution. In NMF, the factorization is performed by considering magnitudes. Thus the penalties or priori for noise is assumed as Rayleigh distribution. Similarly speech spectral magnitudes better fit under super Gaussian assumption and here Nakagami and Weibull distributions are assumed. NMF update rules are obtained by gradient descent algorithm which minimizes Kullback-Leibler divergence. The complete algorithm of posterior regularized NMF is given below.
Basically in NMF analysis, the STFT magnitudes of noisy speech, i.e., a spectrogram matrix X of M rows and N columns is factorized into product of two matrices (Note that M , N also indicates the no. of frequency bins and frames respectively). The two matrices contain nonnegative elements and let the two matrices be W (Bases Matrix) and H (Encoding Matrix , 0
Here the parameter  is estimated by using Maximum likelihood parameter estimation and it would be given as 
The magnitudes of the speech signal are better fit by assuming powerful Weibull distribution from [3] . It can be shown that the smoothed KL divergence error is less for Weibull than the other distributions. Thus magnitudes of speech signal is modeled using Weibull distribution with adjustable scale parameter as
With the estimated scale parameter as
, (here k is frequency bin which is omitted in formula). The regularization / penalty term for the speech sample is obtained by taking the negative logarithm on both sides.
The proposed algorithm is implemented with the following step by step process. Here the Weibull distribution is used and can replace the same with Nakagami to implement Nakagami Rayleigh NMF (NR-NMF). 
Speech Enhancement Algorithm using WR-NMF
where,
Repeat
For all s do () exp{ }, % Update penalties using LMS 
End For
Untill Convergence

Return:
s
Time domain signals x
The above mentioned algorithm is completely described with the help of Block diagram as shown in Fig.1 The proposed speech enhancement process is performed in two steps. In the first step, the speech enhancement method proposed in [12] is used to enhance the noisy speech. In the later stage, the NMF with online bases update is used for further processing. The added feature in this method is estimating the gain using novel phase based CUP estimator. The complete process of proposed method is shown in Fig.2 
HRNR -The Harmonic Regeneration for Noise Reduction, is one in which the gain depends on priori SNR. The priori SNR is calculated such that the current frame priori SNR depends on current samples. A non linear function is used for generating harmonics artificially.
HRNR-SPU-The HRNR gain is modified according to Speech Presence Uncertainty estimator Gain.
PR-NMF-It is the Posterior Regularized NMF technique. In this the importance of regularization in NMF approach is discussed in [11 ] .
WR-NMF-It is similar to PR-NMF approach, but regularization is provided by assuming magnitudes of speech and noise as Weibull and Rayleigh distributions respectively and negative logarithm of assumed distributions is used for providing regularization.
CUP Estimator-It is derived under statistical assumption that speech spectral coefficients follow Chi distribution and noise spectral coefficients follow Gaussian distribution.
CUP-NG Estimator-It is derived under statistical assumption that speech spectral coefficients follow Nakagami distribution and noise spectral coefficients follow Generalized Gamma distribution.
CUP-GG Estimator-It is derived under statistical assumption that speech spectral coefficients follow Gamma distribution and noise spectral coefficients follow Generalized Gamma distribution SE+NMF+OU-It is the cascade of Speech Enhancement (A highly Non-Stationary Speech Enhancement) and NMF approach with online bases update.
SE+NMF+CUP-GG+OU-CUP estimator is used in the second stage of SE+NMF+OU SE+β-NMF+CUP-GG+OU-It is same as SE+NMF+ CUP-GG+OU and the NMF variant β-NMF is used. In table 6, the Comparison of Average PESQ, ∆PESQ performance measures for the 30 speech signals corrupted by Babble noise under input SNRs of -10 dB, -5dB, 0dB, 5 dB, 10 dB, 15 dB is listed. It is observed that the, SE + CUP-GG + NR-NMF + OU provides improved performance than to all compared methods and it provides a ∆PESQ value of 0.82 for the input signal corrupted under Babble noise at 0dB SNR. It is observed that SE+ CUP-GG + NMF approach provides an PESQ improvement of 0.62. Also it is observed that CUP-GG estimators provides an improved ∆PESQ value of 0.57 compared to posterior WR-NMF of 0.45 at 0dB input SNR. It is noted that the Bayesian estimators shown comparable improvement under low SNRs than to traditional NMF approach. Also noted that combination of Bayesian estimator with NMF approach provides improved results in case of Babble noise.
SE+WR-NMF+CUP-GG+OU-
In In Table 9 , the comparison of Average PESQ, ∆PESQ performance measures for the 30 speech signals corrupted by Pink noise under input SNRs of -10 dB, -5dB, 0dB, 5 dB, 10 dB, 15 dB is listed. It is observed that the, SE + CUP-GG + NR-NMF + OU provides improved performance than to all compared methods and it provides a ∆PESQ value of 1.02 for the input signal corrupted under Pink noise at 0dB SNR. It is observed that SE+CUP-GG + NMF approach provides PESQ improvement of 0.84. Also it is observed that CUP-GG estimators provides an improved ∆PESQ value of 0.79 compared to posterior WR-NMF of 0.59 at 0dB input SNR. It is noted that the Bayesian estimators shown comparable improvement under low SNRs than to traditional NMF approach. Also noted that combination of Bayesian estimator with NMF approach provides improved results in case of Pink noise
In Table 10 In table 18, the Comparison of Average PESQ, ∆PESQ performance measures for the 30 speech signals corrupted by Car noise under input SNRs of -10 dB, -5dB, 0dB, 5 dB, 10 dB, 15 dB is listed. It is observed that the, SE + CUP-GG + NR-NMF + OU provides improved performance than to all compared methods and it provides a ∆PESQ value of 0.89 for the input signal corrupted under Car noise at 0dB SNR. It is observed that SE+CUP-GG + NMF approach provides an PESQ improvement of 0.79. Also it is observed that CUP-GG estimators provides an improved ∆PESQ value of 0.67 compared to posterior WR-NMF of 0.59 at 0dB input SNR. It is noted that the Bayesian estimators shown comparable improvement under low SNRs than to traditional NMF approach. Also noted that combination of Bayesian estimator with NMF approach provides improved results in case of Car noise
In table 19, the Comparison of Average STOI, %STOI performance measures for the 30 speech signals corrupted by Car noise under Input SNRs of -10 dB, -5dB, 0dB, 5 dB, 10 dB, 15dB is listed. It is observed that % STOI improvement of STOI values for SE + CUP -GG + NR -NMF+OU approach is 6.92, 5.84, 3.76, 2.63, 1.97, 0.95 and for CUP-GG estimator is 4.97, 3.78, 3.21, 1.78, 0.49, 0.43 and for WR-NMF approach is 2.71, 2.18, 1.99, 0.89, 0.36,0.14 at input SNRs of -10 dB, -5dB, 0dB, 5 dB, 10 dB, 15 dB respectively. It is noted that at -10 dB, -5 dB SNRs there is significant improvement in SE+CUP-GG+NMF based approaches than to all other methods.
In Table 20 In table 27, the Comparison of Average PESQ, ∆PESQ performance measures for the 30 speech signals corrupted by Street noise under input SNRs of -10 dB, -5dB, 0dB, 5 dB, 10 dB, 15 dB is listed. It is observed that the, SE + CUP-GG + NR-NMF + OU provides improved performance than to all compared methods and it provides a ∆PESQ value of 0.91 for the input signal corrupted under Street noise at 0dB SNR. It is observed that SE+CUP-GG + NMF approach provides an PESQ improvement of 0.86. Also it is observed that CUP-GG estimators provides an improved ∆PESQ value of 0.69 compared to posterior WR-NMF of 0.61 at 0dB input SNR. It is noted that the Bayesian estimators shown comparable improvement under low SNRs than to traditional NMF approach. Also it is noted that combination of Bayesian estimator with NMF approach provides improved results in case of Street noise.
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