The DYNK module allows element settings in SixTrack to be changed on a turn-by-turn basis. This document contains a technical description of the DYNK module in SixTrack. It is mainly intended for a developer or advanced user who wants to modify the DYNK module, for example by adding more functions that can be used to calculate new element settings, or to add support for new elements that can be used with DYNK.
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Initialize ktrack etc. End of subroutine trauthin End of program maincr Note that all DYNK-related global variables have names postfixed with _dynk, while all functions and subroutines related to DYNK bear the prefix dynk_. Since the subroutine initialize_element is also used outside of DYNK, it does not contain this pre-or post-fix in its name. Furthermore, while this document is intended to give an overview of how DYNK functions, detailed descriptions of each subroutine, code stub, and variable are given in the code as comments.
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Data structure
The configuration of DYNK is stored in the dynk module. These variables and arrays are separated in 3 main categories, as described in the following subsections.
Overall configuration
Whether DYNK is active at all, i.e. if a DYNK block is present in the fort.3 input file, is controlled by the ldynk boolean variable. If this is .FALSE., no DYNK functions are called in the tracking loop. Furthermore, it is possible to enable extra debugging output and run-time checks (ldynkdebug), and to disable writing of the dynksets.dat output file (ldynkfiledisable).
Functions
Statement in fort. At the core of DYNK is the possibility to compute function values. This can for instance be used to change the strength of elements as a function of the turn number. The details of how this works is described in Section 5. As illustrated in Figure 3 , the configuration for these functions is described in the table funcs_dynk, with one row per function (FUN statements in fort.3). Each of these rows consist of five integers, for which the first two have the same meaning for all function types. The meaning of the last three columns vary. Here, the first column always points to the location in the cexpr_dynk array where the (user-defined) name of the function is stored, while the second is an index which indicates the type of the function, and thus the interpretation of the following three columns. The number of function "slots" currently in use is defined by the variable nfuncs_dynk such that the last row that is currently in use is row number nfuncs_dynk 2 . The size of the table, and thus the maximum amount of slots, is given by the constant parameter maxfuncs_dynk.
Since many functions require the storage of more than three integers, DYNK has an internal memory allocation mechanism supporting the three main data types: integers, double precision real numbers, and strings. This is implemented as three large arrays iexpr_dynk, fexpr_dynk, and cexpr_dynk. Each string has a maximum length maxstrlen_dynk, and the stored strings are generally expected to be terminated and padded with binary zeros. Similar to nfuncs_dynk, each of these arrays have an associated integer that keeps track of how many elements are currently in use. These usage counters are called niexpr_dynk, nfexpr_dynk, and ncexpr_dynk, and should point to the last valid index in their corresponding data array.
It is the developer's responsibility to make sure that a new function (1) does not interfere with the data storage for other functions, and (2) does not exceed the available storage for this data type. For the first point, this means that the function must not modify the data stored by other functions, and it must correctly update the usage counters so that the next function to be defined can safely allocate more memory. In order to help with the second point, the subroutine dynk_checkspace is provided, which dynamically expands the arrays when needed. The expansion is normally done in chunks of 500 numbers or 200 strings. If more than this is requested, the allocation is exactly large enough to fit the requested amount. Similar to the functions, the element settings (SET statements in fort.3) are also stored in a few tables. However, since all settings are defined by the same fields, the memory management is considerably simpler. As illustrated in Figure 4 the main table is sets_dynk, which can store up to maxsets_dynk rows of integers. Each row of this table contains four columns. The first column is pointing to a row in the funcs_dynk array, indicating which function should be used for this element setting. The two next columns indicate the range of turns for which the setting is active. The last column is an offset which is applied to the current turn number before computing the value of the function.
Element settings
Additionally, there is a table csets_dynk, which has one row per SET with the same indexing as sets_dynk). Each row has two columns, both strings. The first column is the name of the SINGLE ELEMENT to be changed, and the second column is the name of the attribute that should be changed. This table is filled in the subroutine dynk_pretrack.
This architecture allows multiple functions to be defined for the same element, as long as the range of turns they are used for is not overlapping. This is verified by the dynk_pretrack subroutine, which also verifies that all SETs refer to valid elements and attributes. While this data structure makes it possible to apply different functions to the same element and attribute for different time periods, in many cases it is necessary to directly iterate over the element and attribute combinations that are used instead of the individual SET statements. To avoid excessive searching when iterating over unique elements and attributes, the table csets_unique_dynk is used. The table has the same format as csets_dynk, but has no duplicate entries. The number of rows used in this table is kept in the integer variable nsets_unique_dynk. Furthermore, the array fsets_origvalue_dynk contains the pre-changed value of the elements using the same indexing as csets_unique_dynk. This is necessary for collimation, where multiple samples of particles are tracked sequentially, making it necessary to be able to reset the state of the elements to how it was originally defined in fort.2 and fort.3.
Finally, there are two arrays that are used to keep additional information on the level of structure elements, of which there may be several per single element. These arrays are named dynk_izuIndex and dynk_elemdata. The array dynk_izuIndex is used to store the index of the random number used to set the magnet error of the element in question. The array dynk_elemdata is used to store the various values needed to initialize certain types of elements, such as accelerating RF cavities, and will most likely be necessary for handling magnetic multipoles should this be implemented in the future.
Changing element settings: dynk_apply
If DYNK is active in the simulation, the subroutine dynk_apply is called in the tracking loop at the beginning of every turn, as shown in Figure 2 . This subroutine then loops over the defined SETs, checking if it is active in the current turn. If this is the case, the current effective turn is calculated by adding the turn-shift (which is often 0) to the actual turn. The value of the active function is then calculated using dynk_computeFUN as described in Section 5.
Note that dynk_apply has an important role in initializing DYNK FUNctions where the output depends on the internal state created by previous calls. This happens with the FIR and IIR filters, and also with the RNG-based functions RANDG, RANDU, and RANDON. This is done on the first turn, before any kicks are applied. The action taken is for example to initialize the "seed" that is updated at every call to the RNG function, with the initial seed read from fort.3.
The subroutine dynk_setvalue
When the new value has been calculated, it is applied to the specified element and attribute using dynk_setvalue. This function modifies the main element setting arrays in the same way as daten does when reading the input files, doing no calculations. In practice, this means that when changing single elements, it will write to the ed/ek/el and elens_theta_max arrays. The reason for this is to make the code, and its testing, as straight forward as possible.
One exception to the "no calculations" rule is that when changing the reference energy E0 using GLOBAL-VARS, which triggers a recalculation of the reference momentum e0f, relativistic gamma gammar, and the energy-dependent particle arrays dpsv/dpsv1/dpd/dpsq/oidpsv/rvv.
The subroutine initialize_element
If any further calculation is needed, this is done afterwards in the subroutine initialize_element. This is for example used for nonlinear elements, where the actual kick strength is given by an average strength (ed) and a random component (ek). Furthermore, a unit conversion is also applied.
Another example is crab cavities, which store the phase offset in el when reading the input file, which is normally used to store the element length. This phase is therefore moved into a separate array crabph, which has the same shape and indexing as el.
Note that initialize_element is not only used when changing element settings, but also used just after reading the input files in daten. In this case, the second argument "lfirst" is set to .TRUE..
The subroutine dynk_getvalue
The function dynk_getvalue returns the setting of an element's attribute as it was set by dynk_setvalue. This is used for output to dynksets.dat. When ldynkdebug=.TRUE. it is also used to confirm that the setting was correctly applied.
The virtual element GLOBAL-VARS
In order to change certain global settings, such as the reference energy E0, the element name GLOBAL-VARS is used. Because of this, it is not possible to have an actual element in the single elements list with this name when DYNK is active.
The GLOBAL-VARS element is also treated specially in the dynk_setvalue and dynk_getvalue subroutines. Here, this "element name" is tested for and handled near the top of the routine, before trying to locate the normal elements.
How the functions are calculated
As shown in Table 1 , many types of functions are available in DYNK. The data used for their evaluation is stored in the dynk module, as described in Section 3.2. Internally, each function type is given an integer index, which is used in a select case when evaluating the function. Note that these indices are grouped by function type, and this grouping should be respected when adding new functions. A detailed description of the use of each function is given in the user manual, and how they store their data is documented in comments in the dynk_parseFUN code.
In most cases the DYNK FUNs are functions of the current turn number, including a possible turnshift, which may be specified in the SET command. Note that DYNK functions can be chained such that one function can call another one, which may call yet another, etc. This is done by for example the ADD function, which calls two other functions, adds their results together, and returns the value. When this happens, the current turn number -including any turn-shift -is passed on to the next function.
Calculating the function values f(turn): dynk_computeFUN
The values of the functions are calculated in this Fortran function. It is called with an index into the relevant row in the funcs_dynk table, and the current (possibly shifted) turn number. Using the row index, it then reads the type index (second column), and executes the case containing the code for that function. The code may then read or modify any data in the funcs_dynk array and the {c|f|i}expr_dynk arrays. Note that it is expected that functions should only touch data in the arrays they themselves allocated in dynk_parseFUN, i.e. the functions should not interact outside of calling each other.
Index
Name
Short description "System" functions: 0 GET Get original value of element/attribute. 60 SINF Sine of the turn number, with specified ω, φ, and A. 61 COSF Cosine of the turn number, with specified ω, φ, and A. 62 COSF_RIPP Cosne of the turn number (alternate "RIPP" format). Specialized functions: 80 PELP Parabolic-Exponential-Linear-Parabolic, used for energy ramping [20] . 81 ONOFF On for p 1 turns, then off for p 2 − p 1 turns, then repeat. 
Initializing the functions: dynk_parseFUN
This function is responsible for parsing the user input (FUN statements), filling the funcs_dynk table, and allocating memory in the {c|f|i}expr_dynk arrays. It is one of the most complex parts of the DYNK module, and must be modified whenever one wants to add new DYNK functions. In dynk_parseFUN, each function type is initialized by a block of code. The selection of the code to execute depends on the function type listed in the second word of the relevant FUN statement. Note that all DYNK functions first call two support subroutines dynk_checkargs and dynk_checkspace, in order to check that the number of arguments is as expected for this function, and that there is enough space in the {c|f|i}expr_dynk arrays. If there is not enough space, it is automatically allocated, as described in Section 3.2.
Please also note that the initialization of the GET function, which returns the initial setting of an element, is only fully initialized after the dynk_pretrack subroutine has run.
Support for collimation version
The collimation version of SixTrack [19] is able to work around the 64 particle limit by tracking multiple samples of particles, i.e. loading the first 64 particles and then calling thin6d to track them for all turns, then loading the next 64 particles etc., as illustrated in Figure 2 . For this to work correctly, DYNK must reset all element attributes at the beginning of each tracking simulation. This is accomplished in dynk_apply, which at the first turn of the first sample saves the original values (retrieved using dynk_getvalue), and then on the first turn of consecutive samples resets all elements and attributes touched by DYNK to the stored value. Furthermore, the outputfile dynksets.dat is only written while processing the first sample.
Checkpointing and restarting
The DYNK module supports checkpointing and restarting. For this to work, it must be able to truncate the dynksets.dat file to its position at the loaded restart point, and to store the current state of the DYNK functions. As all the current states of the functions are stored in the {c|f|i}expr_dynk arrays and in fsets_dynk, these arrays are written by the checkpoint/restart routines. Additionally, the array usage counters n{c|f|i}expr_dynk are also saved and restored. The rest of the state of DYNK is unchanged after initialization, and is thus recreated when reading the input files and initializing the simulations.
Summary and outlook
The DYNK module in SixTrack has been a success and has been in use for more than three years, enabling several new studies. Its overall architecture is designed to be extensible, to make it easy to add new functions, and to support acting on new types of elements and element attributes. The implementation of DYNK has also been taken as an opportunity to clean up several parts of the SixTrack code, as was done by implementing initialize_element. Furthermore, it not only supports the standard SixTrack, but also the collimation version and checkpoint/restart.
For the future, it is likely that several more functions and elements will be added, such as a wider variety of random distributions, and support for the beam-beam and multipole element. It may be interesting to support the setting of a global non-integer turn shift, in order to easily study the effects on different bunches along the ring. Furthermore, the performance of dynk_setvalue and dynk_getvalue might be improved by caching the element index, avoiding the search over all elements every time these functions are called. Finally, since DYNK can now change the reference energy using the GLOBAL-VARS mechanism, the large subroutines thin6dua and thck6dua can now in principle be removed, reducing the amount of code duplication.
