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Resumo
Este trabalho e´ dedicado a` teoria da factorizac¸a˜o de func¸o˜es matriciais
no espac¸o L2(> ), onde > representa a circunfereˆncia unita´ria.
Consideram-se func¸o˜es matriciais do tipo
Aγ(b) =
 e b
b∗ b∗b+ γe
 ,
onde γ e´ uma constante complexa na˜o nula, e representa a func¸a˜o matricial
identidade, b pertence a [L∞(> )]n,n e b∗ e´ a adjunta hermiteana de b.
O objectivo principal e´ a elaborac¸a˜o de um algoritmo para a construc¸a˜o
de uma factorizac¸a˜o das matrizes desta classe.
Constatamos e analisamos fortes ligac¸o˜es entre a factorizac¸a˜o da func¸a˜o
matricial Aγ(b) e o operador N+(b) = P+bP−b∗P+, onde P± sa˜o os operadores
de projecc¸a˜o de Cauchy.
Quando n = 1 e b e´ o produto de uma func¸a˜o interna por uma func¸a˜o
racional externa, constru´ımos um algoritmo que permite resolver equac¸o˜es
integrais da forma
(N+(b) + γI)ω+(t) = g+(t),
e cujas soluc¸o˜es, por sua vez, nos va˜o permitir determinar uma factorizac¸a˜o
ii
da func¸a˜o matricial Aγ(b).
Mostramos ainda que um racioc´ınio ana´logo ao que utilizamos para o
estudo de matrizes do tipo Aγ(b) pode ser adaptado para a obtenc¸a˜o de uma
representac¸a˜o dos resolventes de uma classe especial de operadores integrais
de Hankel.
Palavras-chave: Factorizac¸a˜o de func¸o˜es matriciais, algoritmo de fac-
torizac¸a˜o, problemas de contorno de Riemann, operadores de Hankel
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Title: Factorization of some classes of matrix functions and its applica-
tions
Abstract
This work is dedicated to the theory of factorization of matrix functions
in L2(> ), where > denotes the unit circle.
We consider matrix functions of the type
Aγ(b) =
 e b
b∗ b∗b+ γe
 ,
where γ is a non-zero complex constant, e represents the identity matrix
function, b is a matrix function which belongs to [L∞(> )]n,n and b∗ is the
Hermitian adjoint of b.
The main objective is the elaboration of an algorithm to the construction
of a factorization of matrix functions of that class.
Strong relations between a factorization of the matrix function Aγ(b)
and the operator N+(b) = P+bP−b∗P+, where P± are the Cauchy projection
operators, are analyzed.
When n = 1 and b is the product of an inner function with a rational
outer function, we construct an algorithm that allows us to solve integral
equations of the form
(N+(b) + γI)ω+(t) = g+(t),
whose solutions permit us to determine a factorization of the matrix function
Aγ(b).
We also show that a similar reasoning to that used for the study of ma-
trices of the type Aγ(b) can be adapted to obtain a representation of the
resolvent operators of a special class of Hankel integral operators.
iv
Keywords: Factorization of matrix functions, factorization algorithm,
Riemann contour problem, Hankel operators
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Cap´ıtulo 1
Introduc¸a˜o
Este trabalho e´ dedicado a` teoria da factorizac¸a˜o de func¸o˜es matriciais rela-
tivamente a` circunfereˆncia unita´ria > . Por factorizac¸a˜o de uma matriz G(t)
compreende-se uma decomposic¸a˜o multiplicativa
G(t) = G+(t)Λ(t)G−(t), t ∈ > ,
onde os factores G+(t) e G−(t) sa˜o na˜o singulares e as matrizes G±1+ (t) e
G±1− (t) admitem prolongamento anal´ıtico na regia˜o interior de > e na regia˜o
exterior de > , respectivamente, e o factor Λ(t) e´ uma func¸a˜o matricial diag-
onal da forma
Λ(t) = diag [tκ1 , · · · , tκn ] ,
com κ1 ≥ · · · ≥ κn inteiros denominados ı´ndices parciais da factorizac¸a˜o. De-
pendendo da posic¸a˜o dos factores G± distingue-se entre factorizac¸a˜o esquerda
e direita.
A teoria da factorizac¸a˜o de matrizes tem uma longa e interessante histo´ria
que tem ra´ızes no trabalho de J. Plemelj ”Riemannsche Funktionenscharen
mit gegebener Monodromiegruppe. Monat. Math. Phys., 19, 211-245, 1908”.
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Esse artigo conte´m uma demonstrac¸a˜o completa da existeˆncia de factorizac¸a˜o
para func¸o˜es matriciais que sa˜o anal´ıticas num contorno. Plemelj tambe´m
considerou o caso de func¸o˜es que sa˜o cont´ınuas a` Ho¨lder num contorno, mas
a sua demonstrac¸a˜o e´ so´ parcial tendo sido completada posteriormente em
1943 por N. I. Muskhelishvili e N. P. Vekua.
O desenvolvimento da teoria da factorizac¸a˜o foi estimulado por neces-
sidades surgidas na teoria de operadores integrais singulares, na teoria de
equac¸o˜es diferenciais lineares e na˜o lineares, na teoria de difracc¸a˜o de ondas
electromagne´ticas e acu´sticas, entre outras.
Nos primeiros anos, a teoria desenvolveu-se essencialmente para as func¸o˜es
de Ho¨lder mas, devido a`s suas diversas aplicac¸o˜es, houve a necessidade de
modificar a noc¸a˜o de factorizac¸a˜o, tendo surgido o conceito de factorizac¸a˜o
generalizada em Lp(> ), 1 < p <∞, por Simonenko.
Embora o conceito de factorizac¸a˜o tenha tido grandes desenvolvimentos,
na˜o existe um me´todo geral para a sua obtenc¸a˜o. Progressos teˆm sido con-
seguidos so´ para algumas classes de func¸o˜es matriciais cujas caracter´ısticas
particulares determinam a abordagem a adoptar no estudo do problema de
factorizac¸a˜o (ver, por exemplo, [1], [3], [11] e [13]).
E´ poss´ıvel ver que mesmo no caso das matrizes triangulares surgem prob-
lemas. A factorizac¸a˜o de func¸o˜es matriciais triangulares 2 × 2 com compo-
nentes diagonais factoriza´veis pode ser reduzida ao problema de factorizac¸a˜o
de matrizes do tipo
G(t) =
 tm 0
h(t) t−m
 , t ∈ > .
Esse me´todo para factorizar tais func¸o˜es matriciais foi desenvolvido por G.
Chebotarev em 1956. No entanto, foi observado por Spitkovskii, em 1980,
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que existem func¸o˜es matriciais triangulares factoriza´veis com componentes
diagonais na˜o factoriza´veis, sendo a factorizac¸a˜o de tais matrizes (mesmo
para o caso 2 × 2) um problema dif´ıcil. Embora em 1995, I. Feldman, I.
Gohberg e N. Krupnik, tenham descrito um me´todo para factorizar algu-
mas classes de func¸o˜es matriciais triangulares, em geral, o problema esta´ em
aberto.
A classe de matrizes para a qual foi mais desenvolvido o estudo da factor-
izac¸a˜o e´ a classe de func¸o˜es matriciais racionais. Em 1952 foi proposto por F.
D. Gahov um algoritmo de factorizac¸a˜o para esse tipo de matrizes. No caso de
func¸o˜es matriciais racionais na˜o singulares na circunfereˆncia unita´ria, o prob-
lema de factorizac¸a˜o pode-se resumir ao problema de factorizac¸a˜o de func¸o˜es
matriciais polinomiais. Um me´todo de aproximac¸a˜o algor´ıtmica para a con-
struc¸a˜o de uma factorizac¸a˜o de uma func¸a˜o matricial racional factoriza´vel
encontra-se descrito em [34]. Mais recentemente (ver, por exemplo, [2]) foi
proposta uma aproximac¸a˜o alternativa para a construc¸a˜o de uma factorizac¸a˜o
de uma func¸a˜o matricial racional, onde e´ dado eˆnfase a fo´rmulas expl´ıcitas.
Em vez da aproximac¸a˜o algor´ıtmica descrita por F. D. Gahov, foi apresentado
um me´todo baseado no facto de qualquer func¸a˜o matricial racional n×n, F ,
admitir uma representac¸a˜o na forma
F (λ) = E + C(λG− A)−1B. (1.1)
Aqui E e´ a matriz identidade n×n, A e G sa˜o matrizes quadradas de ordem
m, e as matrizes C e B sa˜o do tipo n × m e m × n, respectivamente. A
representac¸a˜o (1.1) e´ chamada uma realizac¸a˜o de F . Esta representac¸a˜o
permite-nos reduzir o problema de factorizac¸a˜o de F para um problema de
a´lgebra linear envolvendo 4 matrizes A, B, C e G e obter os factores numa
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forma expl´ıcita.
O objectivo principal do nosso trabalho e´ a elaborac¸a˜o de um algoritmo
para a construc¸a˜o de uma factorizac¸a˜o de func¸o˜es matriciais do tipo
Aγ(b) =
 e b
b∗ b∗b+ γe
 , (1.2)
onde γ e´ uma constante complexa na˜o nula, e representa a func¸a˜o matri-
cial identidade, b e´ uma func¸a˜o matricial pertencente a [L∞(> )]n,n e b∗ e´ a
adjunta hermiteana de b.
Func¸o˜es matriciais deste ge´nero surgiram pela primeira vez relacionadas
com o problema de Riemann generalizado (ver, por exemplo, [28], Cap´ıtulo
4).
Tambe´m e´ interessante notar que a factorizac¸a˜o generalizada de func¸o˜es
matriciais 2× 2 do tipo (1.2) pode ser utilizada para a resoluc¸a˜o da equac¸a˜o
de Schro¨dinger na˜o linear
i
∂ψ
∂t
= −∂
2ψ
∂x2
+ 2η|ψ|2ψ, ψ(x, t)|t=0 = ψ(x)
(ver [12], Cap´ıtulos 1 e 2).
Em geral, e´ poss´ıvel mostrar (ver [28], pa´g. 158) que, no caso 2 × 2, o
estudo da factorizac¸a˜o de qualquer func¸a˜o matricial hermiteana com algumas
relac¸o˜es entre os elementos diagonais pode ser reduzido ao estudo de A−1(b).
Por estes motivos, existem va´rios trabalhos dedicados a este assunto (para
encontrar bibliografia adequada, ver [28] e [29]).
Mencionamos aqui somente os resultados que esta˜o directamente ligados
com os do nosso trabalho. Ja´ ha´ mais do que trinta anos (ver [23]) que foi
descoberto que o problema de factorizac¸a˜o das func¸o˜es matriciais do tipo
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(1.2) esta´ relacionado com o estudo de operadores singulares que podem
ser representados como um produto de operadores de Hankel (em [28] e em
[29] e´ poss´ıvel encontrar mais bibliografia sobre este tema). O artigo [22]
relaciona uma factorizac¸a˜o cano´nica da func¸a˜o matricial 2×2, da forma Aγ(b),
quando γ > 0, com o operador resolvente do operador N−(b) = P−b∗P+bP−.
Em trabalhos de Litvinchuk e Spitkovskii foi mostrado (ver [28], pa´g. 158)
que a func¸a˜o matricial A−1(b), de ordem 2 × 2, admite uma factorizac¸a˜o
generalizada em L2(> ) se e so´ se a unidade na˜o pertence ao espectro limite
(isto e´, ao conjunto dos pontos limite do espectro e dos valores pro´prios de
multiplicidade infinita) do operador N−(b) = H(b)H∗(b) (H(b) = P−b∗P+ e´
um operador de Hankel com s´ımbolo b) e os seus ı´ndices parciais sa˜o ±l, onde
l e´ a multiplicidade de 1 como um valor pro´prio do operador N−(b). Notamos
que, caso γ < 0, podemos sempre relacionar Aγ(b1) com A−1(b) atrave´s da
igualdade
Aγ(b1) =
 1 0
0
√−γ
A−1(b)
 1 0
0
√−γ
 ,
onde b1 =
√−γ b.
Estas fortes ligac¸o˜es entre a factorizac¸a˜o da func¸a˜o matricial Aγ(b) e
N−(b) levaram-nos a dedicar um Cap´ıtulo da tese ao estudo dos operadores
N−(b) e N+(b) = H∗(b)H(b) e de algumas equac¸o˜es que os envolvem.
Numa primeira etapa do nosso trabalho, o operador resolvente do oper-
ador N−(b) (N+(b)), definido em [L2(> )]n,n, e´ obtido atrave´s de uma fac-
torizac¸a˜o generalizada cano´nica esquerda (direita) de func¸o˜es matriciais do
tipo (1.2). Numa segunda etapa, uma factorizac¸a˜o generalizada cano´nica
esquerda de (1.2) e´ constru´ıda (quando −γ ∈ ρ(N+(b)) = ρ(N−(b))) usando
o operador resolvente de N+(b) (a mesma factorizac¸a˜o e´ obtida utilizando o
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operador N−(b)).
Em particular, e´ poss´ıvel obter uma sua factorizac¸a˜o generalizada cano´nica
esquerda atrave´s das soluc¸o˜es das equac¸o˜es na˜o homoge´neas
(N+(b) + γI)u+ = e e (N+(b) + γI) v+ = P+b (1.3)
(uma factorizac¸a˜o generalizada cano´nica direita pode ser obtida atrave´s de
equac¸o˜es da forma (1.3), onde substitu´ımos N+(b) pelo operador N+(b
∗) ou
N−(b∗)). Destes resultados segue que atrave´s das soluc¸o˜es das equac¸o˜es (1.3)
e´ poss´ıvel obter o operador inverso (quando existe) do operador N−(b) + γI.
Caso seja pretendido o inverso de N+(b) + γI basta considerarmos equac¸o˜es
do tipo (1.3), substituindo b por b∗.
E´ interessante notar que em trabalhos de L. A. Sakhnovich (ver [36])
foi desenvolvida uma teoria que permite obter os operadores inversos dos
operadores com nu´cleo de diferenc¸a
Tf =
d
dx
∫ ω
0
s(x− t)f(t)dt,
onde f ∈ L2(0, ω), s ∈ L2(−ω, ω) e a func¸a˜o
g(x) =
∫ ω
0
s(x− t)f(t)dt
e´ absolutamente cont´ınua, atrave´s das soluc¸o˜es das equac¸o˜es
Tf = 1 e Tf = s(x). (1.4)
Nesta teoria a obtenc¸a˜o do operador inverso foi baseada na introduc¸a˜o e no
estudo de alguns operadores constru´ıdos atrave´s das soluc¸o˜es das equac¸o˜es
(1.4).
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No nosso caso o caminho e´ diferente: soluc¸o˜es de (1.3) permitem obter
uma factorizac¸a˜o generalizada cano´nica da func¸a˜o matricial Aγ(b) e depois a
factorizac¸a˜o, por sua vez, permite obter o operador inverso.
Numa fase seguinte, considerando func¸o˜es matriciais 2× 2, do tipo (1.2),
admitindo uma factorizac¸a˜o generalizada cano´nica e b representada como o
produto de uma func¸a˜o racional externa por uma func¸a˜o interna, constru´ımos
um algoritmo para resolver as equac¸o˜es (1.3) e assim obter uma factorizac¸a˜o
generalizada cano´nica esquerda de (1.2).
De seguida, estuda´mos as func¸o˜es matriciais 2 × 2, da forma (1.2), ad-
mitindo uma factorizac¸a˜o generalizada na˜o cano´nica. Nesse caso, estamos
perante uma func¸a˜o matricial hermiteana, os ı´ndices parciais sa˜o sime´tricos
e podemos relaciona´-los com a dimensa˜o do nu´cleo dos operadores N+(b)+γI
e N−(b) + γI. Constru´ımos enta˜o um algoritmo que nos permite determinar
duas equac¸o˜es na˜o homoge´neas, similares a (1.3) e, com as soluc¸o˜es destas,
encontrar uma factorizac¸a˜o generalizada na˜o cano´nica da func¸a˜o matricial.
Caso b admita uma representac¸a˜o atrave´s de um produto de uma func¸a˜o
racional externa por uma func¸a˜o interna enta˜o, por um me´todo similar ao
descrito para o caso cano´nico, as func¸o˜es de que necessitamos (soluc¸o˜es das
equac¸o˜es na˜o homoge´neas) podem ser determinadas.
No u´ltimo Cap´ıtulo da tese mostramos que um racioc´ınio ana´logo ao
que utiliza´mos para o estudo de matrizes do tipo Aγ(b) pode ser adaptado
para obter uma representac¸a˜o expl´ıcita dos resolventes de uma classe especial
de operadores integrais de Hankel que, por sua vez, pode ser aplicada ao
estudo de equac¸o˜es que surgem nos problemas de difracc¸a˜o de uma onda
electromagne´tica ou de uma onda acu´stica.
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A tese encontra-se estruturada da seguinte forma.
No Cap´ıtulo 2, de cara´cter auxiliar, sa˜o introduzidos conceitos e resulta-
dos conhecidos que iremos precisar ao longo deste trabalho. Em particular, a
secc¸a˜o 2.2 e´ essencial para a elaborac¸a˜o do Cap´ıtulo 3 e a secc¸a˜o 2.6 introduz
o motivo e a importaˆncia da nossa escolha relativamente a` classe de func¸o˜es
matriciais a factorizar, relacionando uma classe de func¸o˜es matriciais her-
miteanas 2× 2, com determinante negativo, com a func¸a˜o matricial A−1(b),
onde b e´ uma func¸a˜o escalar.
Os Cap´ıtulos 3, 4 e 5 sa˜o constitu´ıdos por resultados originais.
O terceiro Cap´ıtulo e´ dedicado ao estudo dos operadores N±(b).
Na secc¸a˜o 3.1 comec¸amos por definir os operadores autoadjuntos
N±(b) : [L2(> )]n,n → [L2(> )]n,n ,
N+(b) = P+bP−b∗P+ e N−(b) = P−b∗P+bP−,
e por analisar algumas das suas propriedades quando b ∈ [L∞(> )]n,n. Para
b com componentes na a´lgebra de Douglas, isto e´, b ∈ [C(> ) + L+∞(> )]n,n,
e −γ pertencente ao conjunto resolvente do operador N+(b), descrevemos o
operador resolvente (N+(b) + γI)
−1 atrave´s dos valores pro´prios e func¸o˜es
pro´prias de N+(b). Constatamos ainda que se a func¸a˜o matricial b admite
uma representac¸a˜o b = b+ + b−, onde b+, b∗− ∈ [H∞]n,n, enta˜o os operadores
N±(b) na˜o dependem da func¸a˜o matricial b−.
Na secc¸a˜o 3.2 e´ considerado o caso quando b ∈ H∞,r (isto e´, b pertence
ao conjunto das func¸o˜es de H∞ que se podem representar como o produto
de uma func¸a˜o interna por uma func¸a˜o racional externa). E´ constru´ıdo um
algoritmo que nos permite resolver as equac¸o˜es do tipo
(N+(b) + γI)ω+(t) = g+(t), (1.5)
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e cujas soluc¸o˜es nos va˜o possibilitar a determinac¸a˜o de uma factorizac¸a˜o
generalizada expl´ıcita de func¸o˜es matriciais da forma (1.2) (no Cap´ıtulo 4).
Comec¸amos com algumas constatac¸o˜es sobre a solubilidade de (1.5) quando
b ∈ L∞(> ). Considerando b ∈ H∞,r e utilizando propriedades das func¸o˜es in-
ternas e externas, chegamos a um sistema linear de p equac¸o˜es e p inco´gnitas,
cuja soluc¸a˜o, ou soluc¸o˜es, nos dara´ a soluc¸a˜o, ou soluc¸o˜es, da equac¸a˜o (1.5).
Terminamos a secc¸a˜o com algumas observac¸o˜es sobre a equac¸a˜o e respec-
tivo sistema em duas situac¸o˜es distintas, quando −γ pertence ao conjunto
resolvente de N+(b) e quando −γ e´ um valor pro´prio de multiplicidade finita.
Na secc¸a˜o 3.3 apresentamos um exemplo de aplicac¸a˜o do algoritmo de-
scrito na secc¸a˜o anterior.
Os resultados presentes no Cap´ıtulo 3, na sua maioria, foram apresenta-
dos na Confereˆncia ”Operator Theory, Function Spaces and Applications”, na
Universidade de Aveiro, em Julho de 2005, e no Workshop sobre Operadores
Integrais da Escola de Vera˜o de Matema´tica, promovida pela Sociedade Por-
tuguesa de Matema´tica, em Setembro de 2005, na Universidade do Algarve,
e encontram-se publicados no artigo [7].
O Cap´ıtulo 4 e´ dedicado a` factorizac¸a˜o de func¸o˜es matriciais Aγ(b).
Na secc¸a˜o 4.1 sa˜o indicadas algumas propriedades da func¸a˜o matricial.
Na secc¸a˜o seguinte, os operadores resolventes deN±(b) sa˜o obtidos atrave´s
de uma factorizac¸a˜o generalizada cano´nica de func¸o˜es matriciais do tipo (1.2).
Na secc¸a˜o 4.3 estudamos a func¸a˜o matricial (1.2) quando esta admite
uma factorizac¸a˜o generalizada cano´nica esquerda, Aγ(b) = A
+
γ A
−
γ (podendo
um racioc´ınio ana´logo ser feito considerando uma factorizac¸a˜o generalizada
cano´nica direita). Analisando o caso quando b ∈ [L∞(> )]n,n (subsecc¸a˜o
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4.3.1), comec¸amos por introduzir um problema de contorno de Riemann e
relaciona´-lo com uma factorizac¸a˜o generalizada cano´nica esquerda da func¸a˜o
matricial (1.2). De seguida, mostramos que (1.2) admite uma factorizac¸a˜o
generalizada cano´nica esquerda se e so´ se −γ ∈ ρ(N+(b)). Obtemos a soluc¸a˜o
do problema de contorno de Riemann e, consequentemente, uma factorizac¸a˜o
generalizada cano´nica esquerda de (1.2), atrave´s do operador resolvente de
N+(b). Em particular, temos que e´ poss´ıvel obter uma factorizac¸a˜o general-
izada cano´nica esquerda atrave´s das soluc¸o˜es das equac¸o˜es na˜o homoge´neas
(1.3). Terminamos esta subsecc¸a˜o com uma generalizac¸a˜o dos resultados da
secc¸a˜o 2.6, para o caso quando o determinante da func¸a˜o matricial hermiteana
considerada e´ positivo. Analisando o caso quando b possui todas as compo-
nentes na a´lgebra de Douglas (subsecc¸a˜o 4.3.2), o operador N+(b), ale´m de
autoadjunto e´ compacto e como o seu operador resolvente pode ser repre-
sentado atrave´s dos valores pro´prios {λk} e respectivas func¸o˜es pro´prias de
N+(b), {ν+k }, obtem-se uma factorizac¸a˜o generalizada cano´nica esquerda de
(1.2) atrave´s dos λk e ν
+
k . Na subsecc¸a˜o 4.3.3, onde e´ analisado o caso quando
b pertence a uma a´lgebra decompon´ıvel de func¸o˜es cont´ınuas [A(> )]n,n,
constata-se que se considerarmos b = b− + b+, onde b± ∈ [A±(> )]n,n, a
construc¸a˜o de uma factorizac¸a˜o generalizada esquerda (direita) (mesmo na˜o
cano´nica) na˜o depende do factor b− (b+). De uma forma mais geral, se a
func¸a˜o matricial b ∈ [L∞(> )]n,n admitir uma representac¸a˜o b = b− + b+,
onde b+, b
∗
− ∈ [H∞]n,n, o racioc´ınio feito para [A(> )]n,n permanece va´lido
(desde que (1.2) admita uma factorizac¸a˜o generalizada). Este facto leva a`
conclusa˜o de que existe uma classe bastante geral de func¸o˜es matriciais para
a qual o problema de existeˆncia de uma factorizac¸a˜o generalizada cano´nica
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esquerda (direita) depende somente da func¸a˜o matricial b+ (b−).
Na secc¸a˜o 4.4, dedicada ao estudo do problema de factorizac¸a˜o de func¸o˜es
matriciais 2 × 2, da forma (1.2), admitindo uma factorizac¸a˜o generalizada
na˜o cano´nica Aγ(b) = A
+
γ ΛA
−
γ (isto e´, quando −γ ∈ σ(N+(b))), comec¸amos
por mostrar que o problema de contorno de Riemann analisado na secc¸a˜o
anterior na˜o e´ solu´vel. Desse modo, temos que determinar novos problemas de
contorno de Riemann a estudar (dependendo do comportamento do factor A−γ
no infinito). Estamos perante uma func¸a˜o matricial hermiteana, os ı´ndices
parciais sa˜o sime´tricos e podemos relaciona´-los com a dimensa˜o do nu´cleo dos
operadores N+(b) + γI e N−(b) + γI. Constru´ımos enta˜o um algoritmo que
nos permite determinar duas equac¸o˜es na˜o homoge´neas do tipo (1.5) e, com
as soluc¸o˜es destas, encontrar uma factorizac¸a˜o generalizada na˜o cano´nica de
(1.2).
Na secc¸a˜o 4.5, onde retratamos o caso b ∈ H∞,r, o algoritmo descrito no
Cap´ıtulo 3 permite-nos construir um algoritmo centrado na obtenc¸a˜o de uma
factorizac¸a˜o generalizada expl´ıcita de func¸o˜es matriciais da forma (1.2).
Terminamos com a secc¸a˜o 4.6, onde sa˜o apresentados alguns exemplos
com o objectivo de ilustrar e clarificar os resultados descritos nas secc¸o˜es
anteriores.
Os resultados presentes nas secc¸o˜es 4.1, 4.2 e 4.3 (com excepc¸a˜o do Teo-
rema 4.2) foram apresentados na Confereˆncia ”Internacional Workshop on
Operator Theory and Applications”, na Universidade do Algarve, em Setem-
bro de 2000, e encontram-se publicados no artigo [9]. O Teorema 4.2 foi
apresentado na Confereˆncia ”Operator Theory, Function Spaces and Appli-
cations”, na Universidade de Aveiro, em Julho de 2005, e encontra-se pub-
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licado no artigo [7]. Os resultados das secc¸o˜es 4.4 e 4.5 foram apresentados
na Confereˆncia ”Operator Algebras, Operator Theory and Applications”, no
Instituto Superior Te´cnico, em Setembro de 2006, e foram aceites para pub-
licac¸a˜o na forma do artigo [6].
No u´ltimo Cap´ıtulo, obtivemos uma representac¸a˜o expl´ıcita dos resol-
ventes de uma classe especial de operadores integrais de Hankel,
Kϕ(t) =
∫ +∞
0
k(t+ τ)ϕ(τ)dτ, t > 0. (1.6)
Essa representac¸a˜o e´ obtida atrave´s de uma factorizac¸a˜o generalizada cano´nica
de uma classe de func¸o˜es matriciais similar a (1.2), com a ajuda de oper-
adores com propriedades espectrais ideˆnticas a`s dos operadores considerados
para o estudo de (1.2), utilizando um racioc´ınio semelhante ao utilizado na
obtenc¸a˜o de uma factorizac¸a˜o generalizada cano´nica de func¸o˜es matriciais do
tipo (1.2).
Os resultados presentes no Cap´ıtulo 5 foram apresentados na Confereˆncia
”Factorization, Singular Operators and Related Problems”, na Universidade
da Madeira, em Janeiro de 2002, e encontram-se publicados no artigo [8].
Cap´ıtulo 2
Conceitos e resultados
auxiliares
Seja > a circunfereˆncia unita´ria, i.e., > = {t ∈ C : |t| = 1}. Denotemos por
>+ o disco unita´rio, i.e., >+ = {z ∈ C : |z| < 1} e por >− a regia˜o exterior
da circunfereˆncia unita´ria, >− = {z ∈ C : |z| > 1}.
Iremos trabalhar com o espac¸o L2(> ) das (classes de equivaleˆncia de)
func¸o˜es complexas ϕ mensura´veis a` Lebesgue em > tais que |ϕ|2 e´ soma´vel
em > , com a norma
‖ϕ‖2 =
(∫
>
|ϕ(t)|2|dt|
) 1
2
.
Usaremos L∞(> ) para designar o espac¸o das (classes de equivaleˆncia de)
func¸o˜es complexas essencialmente limitadas em > com a norma uniforme.
Designaremos por C(> ) a a´lgebra das func¸o˜es cont´ınuas em > com a
norma uniforme e por C±(> ) a suba´lgebra de C(> ) que consiste em todas as
func¸o˜es que sa˜o restric¸o˜es a > de func¸o˜es holomo´rficas em >± e cont´ınuas em
>± ∪ > . Usaremos ainda C−,0(> ) para representar o subespac¸o de C−(> )
13
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das func¸o˜es que se anulam no infinito. Sabe-se que (ver, por exemplo, [15],
Cap´ıtulo 2)
C+(> )⊕ C−,0(> ) $ C(> ). (2.1)
Seja a ∈ C(> ). Vamos assumir que a func¸a˜o na˜o se anula em > . Por
[arg a(z)]> denotamos a variac¸a˜o total da func¸a˜o arg a(z) quando a varia´vel
z varia em > no sentido positivo. Ao nu´mero 1
2pi
[arg a(z)]> daremos a
designac¸a˜o de ı´ndice da func¸a˜o a e sera´ denotado por inda.
Por R(> ) denotaremos a a´lgebra das func¸o˜es racionais sem po´los em > .
R+(> ) representara´ o subespac¸o de R(> ) das func¸o˜es racionais sem po´los
em >+ e R−(> ) o subespac¸o de R(> ) das func¸o˜es racionais com po´los em
>+. Definindo R−,0(> ) como o subespac¸o de R−(> ) das func¸o˜es racionais
que se anulam no infinito, temos a seguinte representac¸a˜o em soma directa
R(> ) = R+(> )⊕R−,0(> ).
[A]n,n designa a classe de func¸o˜es matriciais n × n cujas componentes
pertencem ao espac¸o A.
G[A]n,n representara´ o grupo dos elementos invert´ıveis em [A]n,n.
Vamos precisar de algumas relac¸o˜es entre os espac¸os referidos.
Proposic¸a˜o 2.1 i) L∞(> ) ⊂ L2(> ),
ii) C(> ) e´ denso em L2(> ),
iii) R(> ) e´ denso em L2(> ).
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2.1 O operador integral singular de Cauchy
Denotemos por S> o operador integral singular de Cauchy definido em L2(> ),
S>ϕ(t) =
1
pii
∫
>
ϕ(τ)
τ − tdτ, t ∈ > ,
onde o integral e´ entendido no sentido do valor principal de Cauchy.
Vamos precisar de algumas propriedades (ver, por exemplo, [15], Cap´ıtulo
1 e [20], Cap´ıtulo 1) do operador S>.
Teorema 2.1 O operador S> e´ limitado em L2(> ). Ale´m disso,
S2> = I.
Teorema 2.2 O operador S> e´ autoadjunto em L2(> ).
O Teorema 2.1 permite introduzir em L2(> ) um par de operadores de
projecc¸a˜o complementares
P+ =
1
2
(I + S>) e P− =
1
2
(I − S>) .
Obviamente temos que
P+ − P− = S> e P+P− = P−P+ = 0.
Como habitualmente, usaremos a seguinte notac¸a˜o
L+2 (> ) = imP+, L−,02 (> ) = imP−, L−2 (> ) = L−,02 (> )⊕ C.
Os projectores P± permitem decompor o espac¸o L2(> ) na soma directa
topolo´gica
L2(> ) = L+2 (> )⊕ L−,02 (> ).
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Designe-se por L±∞(> ) o subespac¸o de L∞(> ) que consiste em todas as
func¸o˜es que sa˜o em q.t.p. o limite de func¸o˜es holomo´rficas e limitadas em
>±. Vem que
L±∞(> ) ⊂ L±2 (> ).
Temos os seguintes resultados (ver, por exemplo, [15], Cap´ıtulo 2).
Teorema 2.3 Seja a+ ∈ L+∞(> ) (respectivamente, a− ∈ L−∞(> )). Enta˜o
P+a+P+ = a+P+ (P−a−P− = a−P−).
Corola´rio 2.1 Sejam a, b ∈ L∞(> ), c+ ∈ L+∞(> ) e c− ∈ L−∞(> ). Enta˜o
i) (aP+ + bP−)(c+P+ + c−P−) = ac+P+ + bc−P−,
ii) (P+c−I + P−c+I)(P+aI + P−bI) = P+ac−I + P−bc+I.
Corola´rio 2.2 Se c±1+ ∈ L+∞(> ) e c±1− ∈ L−∞(> ), enta˜o c+P+ + c−P− e´
invert´ıvel, com inverso dado por
(c+P+ + c−P−)−1 = c−1+ P+ + c
−1
− P−.
Vamos a seguir enunciar um resultado relativo a` compacticidade dos op-
eradores P−aP+ e P+aP− quando a pertence a` a´lgebra de Douglas, isto e´,
a ∈ C(> ) + L+∞(> ) e que admite generalizac¸a˜o no caso matricial.
Lema 2.1 Os operadores P−aP+ e P+aP− sa˜o compactos em L2(> ) se e so´
se a ∈ C(> ) + L+∞(> ).
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2.2 Factorizac¸a˜o interna-externa
Denotamos por H2 o espac¸o de Hardy, i.e., a classe de todas as func¸o˜es f
anal´ıticas em >+ tais que
f(ξ) =
∑
n≥0
f̂(n)ξn, ξ ∈ >+,
‖f‖H2 =def
∑
n≥0
|f̂(n)|2 <∞,
onde f̂(n), n ≥ 0 denota os coeficientes de Taylor de f .
Denotemos por f |A a restric¸a˜o de f ao conjunto A.
Consideremos a correspondeˆncia
j : zn|>+ 7→ zn|>, n ≥ 0,
que estende um operador de H2 a L2(> ).
Sejam F̂ (n), n ∈ Z, os coeficientes de Fourier de F , F ∈ L2(> ), i.e.,
F̂ (n) =def 〈F, zn〉 , onde 〈ϕ, ψ〉 =
∫
>
ϕ ψ dm.
A imagem jH2 consiste precisamente nas (classes de) func¸o˜es F , F ∈
L2(> ), para as quais F̂ (n) = 0, n < 0. Ale´m disso, se F = jf enta˜o
f̂(n) = F̂ (n), n ≥ 0.
Iremos identificar f e jf para que H2 consista nos elementos de L2(> )
que podem ser prolongados analiticamente em >+, i.e., o fecho linear do
conjunto gerado por zn, n ≥ 0,
H2 = clos span {zn, n ≥ 0} =
{
F ∈ L2(> ) : F̂ (n) = 0, n < 0
}
.
De igual forma podemos associar a classe de todas as func¸o˜es anal´ıticas
e limitadas em >+, H∞, a L∞(> ) ∩ L+2 (> ).
Vamos definir agora dois operadores de deslocamento.
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1. O deslocamento bilateral
Df = zf,
onde f e´ uma func¸a˜o em > , z = z|>;
2. O deslocamento unilateral
Df = zf,
onde f e´ uma func¸a˜o em >+, z = z|>+ .
O termo deslocamento pode ser associado a` acc¸a˜o de D (D) nos coefi-
cientes de Fourier (Taylor). De facto,
(D̂f)(n) = F̂ (n− 1), n ∈ Z e (D̂f)(n) = f̂(n− 1), n ≥ 1.
Como Dzn = zn+1, n ∈ Z, vem que
DH2 ⊂ H2 e D = D|H2 .
Teorema 2.4 Seja E ⊂ L2(> ), DE $ E. Enta˜o existe uma func¸a˜o men-
sura´vel θ, u´nica a menos de uma constante multiplicativa de mo´dulo 1, tal
que |θ| = 1 em q.t.p. em > e E = θH2.
Corola´rio 2.3 Se E 6= {0}, E ⊂ H2 e DE ⊂ E, enta˜o existe θ ∈ H2,
|θ| = 1 em q.t.p. em > , tal que E = θH2.
Denotemos por Ef o fecho linear do conjunto gerado por Dnf , n ≥ 0, i.e.,
Ef =
def clos span {znf : n ≥ 0} .
Introduzimos agora os conceitos de func¸a˜o interna e func¸a˜o externa que
desempenham um papel importante na ana´lise espectral e teoria de func¸o˜es.
Iremos usa´-los na resoluc¸a˜o de equac¸o˜es integrais e na factorizac¸a˜o expl´ıcita
de func¸o˜es matriciais.
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Definic¸a˜o 2.1 Uma func¸a˜o θ ∈ H2 verificando |θ| = 1 em q.t.p. em > e´
chamada interna.
Como exemplo de func¸o˜es internas temos os produtos de Blaschke, i.e.,
func¸o˜es da forma
B(z) = zl
∞∏
k=1
|λk|
λk
λk − z
1− λkz
,
onde l e´ um nu´mero inteiro na˜o negativo e {λk} e´ uma sucessa˜o de pontos de
>+ com
∑∞
k=1 (1− |λk|) <∞. Um produto de Blaschke anula-se nos pontos
λk e, caso l > 0, em z = 0, e somente nesses pontos.
Um exemplo de uma func¸a˜o interna sem zeros em >+ e´
V (z) = λ exp
{
−
∫
>
ξ + z
ξ − zdµ(ξ)
}
.
Tal func¸a˜o e´ dita singular.
Teorema 2.5 Qualquer func¸a˜o interna θ pode ser representada na forma
θ = BV,
onde B e´ um produto de Blaschke e V uma func¸a˜o interna sem zeros em
>+.
Lema 2.2 Seja θ uma func¸a˜o interna. Enta˜o dim (θH2)
⊥ < ∞ se e so´ se
θ e´ um produto de Blaschke finito.
Definic¸a˜o 2.2 Uma func¸a˜o f ∈ H2 e´ chamada externa se Ef = H2.
Uma func¸a˜o externa, em geral, tem a forma
exp
{∫
ξ + z
ξ − z log|f(ξ)|dm(ξ)
}
.
Em particular, toda a func¸a˜o racional sem po´los nem zeros em >+ ∪ > e´
uma func¸a˜o externa.
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Proposic¸a˜o 2.2 Seja f ∈ H2. As afirmac¸o˜es seguintes sa˜o equivalentes:
1. f e´ uma func¸a˜o externa
2. g ∈ H2, g
f
∈ L2(> ) ⇒ g
f
∈ H2.
Notemos que se f e g sa˜o duas func¸o˜es externas tais que |f | = |g| em
q.t.p. em > , enta˜o f = λ g, λ ∈ > .
Ja´ estamos em condic¸o˜es de enunciar o resultado principal desta secc¸a˜o:
Teorema 2.6 Se f ∈ H2, f 6= 0, enta˜o existe uma func¸a˜o interna θ e uma
func¸a˜o externa fe tal que
f = θfe.
Ale´m disso, tal factorizac¸a˜o e´ u´nica a menos de um factor constante multi-
plicativo e Ef = θH2.
Denotemos por H∞,r o conjunto das func¸o˜es de H∞ que se podem rep-
resentar como o produto de uma func¸a˜o interna por uma func¸a˜o racional
externa.
Seja θ uma func¸a˜o interna. Consideremos a seguinte decomposic¸a˜o do
espac¸o de Hardy
H2 = θH2 ⊕ (H2 	 θH2) . (2.2)
Temos o seguinte resultado sobre o subespac¸o H2 	 θH2 (ver [33], pa´g.
30).
Lema 2.3
H2 	 θH2 = H2 ∩ zθH2,
onde a barra significa conjugac¸a˜o complexa.
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Seja Pθ a projecc¸a˜o ortogonal sobre o subespac¸o (θH2)
⊥ = H2 	 θH2,
Pθ : L2(> )→ H2 	 θH2,
Pθ =
def P(θH2)⊥ .
Lema 2.4 Seja θ uma func¸a˜o interna. Enta˜o
Pθ = P+ − θP+θI.
Introduzimos ainda a seguinte projecc¸a˜o
Qθ = θP+θI : L2(> )→ θH2.
As projecc¸o˜es Pθ e Qθ teˆm as seguintes propriedades:
1.
P+ = Pθ +Qθ; (2.3)
2.
Pθf = 0, ∀f ∈ θH2; (2.4)
3.
Pθf = f, ∀f ∈ H2 	 θH2; (2.5)
4.
Qθf = f, ∀f ∈ θH2; (2.6)
5.
Qθf = 0, ∀f ∈ H2 	 θH2; (2.7)
∀x ∈ H2 temos
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6.
〈Pθ x, y〉 = 0, ∀y ∈ θH2;
7.
〈Pθ x, y〉 = 〈x, y〉, ∀y ∈ H2 	 θH2;
8.
〈Qθ x, y〉 = 〈x, y〉, ∀y ∈ θH2;
9.
〈Qθ x, y〉 = 0, ∀y ∈ H2 	 θH2.
2.3 Factorizac¸a˜o de func¸o˜es escalares
Vamos, nesta secc¸a˜o, introduzir o conceito de factorizac¸a˜o de func¸o˜es es-
calares definidas em va´rios espac¸os e relaciona´-lo com operadores integrais
singulares, definidos em L2(> ).
Comecemos com a noc¸a˜o de factorizac¸a˜o de func¸o˜es racionais. Seja r =
q1
q2
uma func¸a˜o racional sem po´los nem zeros em > (ou seja, r ∈ R(> ) que na˜o
se anula em > ). Escrevamos
q1(t) = α
m+∏
j=1
(t− z+j )
m−∏
j=1
(t− z−j ),
onde α ∈ C e zj±, j = 1, · · · ,m±, sa˜o os zeros de r em >±, cada um
deles figurando na representac¸a˜o anterior um nu´mero de vezes igual a` sua
multiplicidade alge´brica, e
q2(t) = β
n+∏
j=1
(t− p+j )
n−∏
j=1
(t− p−j ),
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onde β ∈ C e p±j , j = 1, · · · , n±, sa˜o os po´los de r em >± (tambe´m contando
com as respectivas multiplicidades). Obtemos enta˜o a seguinte decomposic¸a˜o
da func¸a˜o racional r:
r(t) = r−(t)tκr+(t),
em que
r−(t) =
∏m+
j=1
(
1− t−1z+j
)∏n+
j=1
(
1− t−1p+j
) , r+(t) = γ∏m−j=1 (t− z−j )∏n−
j=1
(
t− p−j
) , κ = m+−n+ e γ ∈ C.
Salientemos algumas das propriedades da representac¸a˜o obtida:
i) r−, r−1− ∈ R(> ) sa˜o func¸o˜es anal´ıticas em >−
ii) r+, r
−1
+ ∈ R(> ) sa˜o func¸o˜es anal´ıticas em >+
iii) κ, univocamente determinado pela func¸a˜o r, coincide com o ind r.
Definic¸a˜o 2.3 Seja r uma func¸a˜o racional sem po´los e sem zeros em > .
Chama-se factorizac¸a˜o de r, em relac¸a˜o a > , a uma representac¸a˜o de r na
forma
r(t) = r−(t)tκr+(t), (2.8)
em que os factores satisfazem as condic¸o˜es i) a iii) acima indicadas.
Vamos agora estender o conceito de factorizac¸a˜o de func¸o˜es racionais
invert´ıveis a classes de func¸o˜es mais gerais.
Definic¸a˜o 2.4 Chama-se factorizac¸a˜o de a ∈ C(> ), em relac¸a˜o a > , a
qualquer representac¸a˜o de a na forma
a(t) = a−(t)tκa+(t),
onde a±1+ ∈ C+(> ), a±1− ∈ C−(> ) e κ e´ um nu´mero inteiro.
CAPI´TULO 2. CONCEITOS E RESULTADOS AUXILIARES 24
Visto que inda− = inda+ = 0, o nu´mero κ e´ unicamente definido pela
func¸a˜o a e temos κ = inda.
A factorizac¸a˜o diz-se cano´nica se κ = 0.
Notemos que se a ∈ C(> ) e´ uma func¸a˜o que admite uma factorizac¸a˜o
em relac¸a˜o a > , enta˜o podemos obter fo´rmulas expl´ıcitas para os factores da
factorizac¸a˜o, a+ e a−. De facto, a(t)t−κ tem ı´ndice zero, assim log(t−κa(t)) ∈
C(> ). E, uma vez que loga± ∈ C±(> ), temos
P+log(t
−κa(t)) = loga+(t) e P−log(t−κa(t)) = loga−(t). (2.9)
E´ assumido que a−(∞) = 1. Obtemos as fo´rmulas
a+(t) = exp
{
P+log(t
−κa(t))
}
e a−(t) = exp
{
P−log(t−κa(t))
}
.
No entanto, visto que o operador integral singular na˜o e´ limitado em C(> )
(ver, por exemplo, [25]) (e, portanto, tambe´m P+ e P− na˜o sa˜o limitados
em C(> )), na˜o se pode garantir que P+f e P−f pertenc¸am a C(> ) para
qualquer f ∈ C(> ). Daqui resulta que os primeiros membros das igualdades
(2.9) podem na˜o pertencer a C(> ), e, caso tal acontec¸a, a func¸a˜o f na˜o
admite factorizac¸a˜o em relac¸a˜o a > , no sentido da Definic¸a˜o 2.4.
Tal limitac¸a˜o sugere a necessidade de, ou restringir o conjunto das func¸o˜es
cont´ınuas por forma a garantir a existeˆncia de factorizac¸a˜o para os elementos
dessa classe ou estender o conceito de factorizac¸a˜o por forma a permitir que
os factores pertenc¸am a um espac¸o de func¸o˜es que na˜o o das cont´ınuas.
Consideremos, em primeiro lugar, uma restric¸a˜o de C(> ) por forma a
garantir a existeˆncia de factorizac¸a˜o.
Assim, seja C uma a´lgebra de Banach de func¸o˜es cont´ınuas em > , C ⊂
C(> ), possuindo as seguintes propriedades:
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i) R(> ) ⊂ C
ii) C tem a propriedade da invertibilidade, ou seja, e´ fechada para o inverso,
a ∈ C ∧ a(t) 6= 0, t ∈ > ⇒ a ∈ GC ∧ a−1 = 1
a
.
Designaremos por C+, C− e C−,0 as suba´lgebras de C definidas por
C± = C ∩ C±(> ), C−,0 = C ∩ C−,0(> ). (2.10)
Proposic¸a˜o 2.3 Seja C uma a´lgebra de Banach de func¸o˜es cont´ınuas em >
satisfazendo as condic¸o˜es i) e ii). Se a(z) ∈ C± e a(z) 6= 0, ∀z ∈ >±, enta˜o
a−1(z) ∈ C±.
Definic¸a˜o 2.5 Seja C uma a´lgebra de Banach de func¸o˜es cont´ınuas em > ,
satisfazendo as condic¸o˜es i) e ii). Diz-se que C e´ decompon´ıvel se
C = C+ ⊕ C−,0
onde C+ e C−,0 sa˜o as suba´lgebras definidas em (2.10).
Note-se que para as a´lgebras de func¸o˜es cont´ınuas em > na˜o se permite
que as suba´lgebras C+ e C−,0 sejam quaisquer suba´lgebras fechadas tais que
C = C+ ⊕ C−,0, mas apenas as que resultam das definic¸o˜es dadas em (2.10).
A raza˜o desta restric¸a˜o e´ o seguinte resultado:
Proposic¸a˜o 2.4 Nas condic¸o˜es da definic¸a˜o anterior, C e´ decompon´ıvel se
e so´ se o operador integral singular S> e´ limitado em C. Se C e´ decompon´ıvel
enta˜o P+ =
1
2
(I + S>) (respectivamente, P− = 12(I − S>)) e´ o operador de
projecc¸a˜o sobre C+ (C−,0) ao longo de C−,0 (C+).
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Podemos agora introduzir o conceito de factorizac¸a˜o numa a´lgebra de-
compon´ıvel de func¸o˜es cont´ınuas.
Definic¸a˜o 2.6 Seja C uma a´lgebra decompon´ıvel de func¸o˜es cont´ınuas em
> . Chama-se C-factorizac¸a˜o de a ∈ GC a qualquer representac¸a˜o da forma
a(t) = a−(t)tκa+(t) (2.11)
em que a±1− ∈ C−, a±1+ ∈ C+ e κ ∈ Z.
Se κ = 0 a factorizac¸a˜o de a diz-se cano´nica.
Note-se que, nas condic¸o˜es desta definic¸a˜o uma C-factorizac¸a˜o de a ∈ C e´
uma factorizac¸a˜o de a relativamente a > no sentido da Definic¸a˜o 2.4. Assim,
o nu´mero κ e´ univocamente determinado por a, κ = ind a, e os factores a±
de duas factorizac¸o˜es de a sa˜o mu´ltiplos um do outro.
Obviamente que apenas as func¸o˜es a ∈ C na˜o singulares em > (ou seja,
os elementos invert´ıveis de C) podem admitir uma C-factorizac¸a˜o.
A pro´xima proposic¸a˜o (ver, por exemplo, [4]) mostra o papel fundamental
da propriedade de decomposic¸a˜o no problema de factorizac¸a˜o em a´lgebras de
Banach de func¸o˜es cont´ınuas. Esta propriedade sera´ generalizada ao caso
matricial na secc¸a˜o seguinte.
Proposic¸a˜o 2.5 Seja C uma a´lgebra de Banach de func¸o˜es cont´ınuas. Para
que todo o elemento a ∈ GC admita uma C-factorizac¸a˜o relativamente a >
e´ necessa´rio e suficiente que a a´lgebra C seja decompon´ıvel.
Definido o conceito de factorizac¸a˜o de func¸o˜es cont´ınuas, vamos relaciona´-
lo com o estudo dos operadores integrais singulares, definidos em L2(> ), da
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forma
Ta,b = aP+ + bP−
e
T˜a,b = P+aI + P−bI,
com coeficientes cont´ınuos a e b (ver, por exemplo, [15], Cap´ıtulo 3).
Enunciemos um resultado que relaciona os operadores integrais singulares
da forma Ta,b e T˜a,b:
Teorema 2.7 Sejam a, b ∈ GL∞(> ). Enta˜o
D1(aP+ + bP−)D2 = P+aI + P−bI,
onde D1 e D2 sa˜o operadores invert´ıveis
D1 = (I + P+ab
−1P−)b−1I e D2 = (I − P−ab−1P+)bI.
Enunciamos a seguir um resultado que relaciona a invertibilidade do op-
erador integral singular Ta,b (e, consequentemente, a invertibilidade do op-
erador integral singular T˜a,b) com coeficientes cont´ınuos, com o conceito de
factorizac¸a˜o.
Teorema 2.8 Sejam a, b ∈ GC(> ) tais que a func¸a˜o c = a−1b admite uma
factorizac¸a˜o em relac¸a˜o a > , c(t) = c−(t)tκc+(t). O operador
Ta,b = aP+ + bP− = a(P+ + cP−)
admite inverso se κ = 0, e, nesse caso,
T−1a,b =
(
c+P+ + c
−1
− P−
)
c−1+ a
−1I.
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Ja´ tivemos ocasia˜o de referir que o conceito de factorizac¸a˜o considerado
para func¸o˜es cont´ınuas em> (Definic¸a˜o 2.4) na˜o permite garantir a existeˆncia
de factorizac¸a˜o para todas as func¸o˜es a ∈ C(> ) que na˜o se anulam em
> . De seguida vamos utilizar um conceito mais geral de factorizac¸a˜o de
uma func¸a˜o, que na˜o so´ permita resolver o problema acima mencionado,
mas que permita considerar uma classe de func¸o˜es mais geral, as func¸o˜es
essencialmente limitadas em > .
Definic¸a˜o 2.7 Sejam a ∈ GL∞(> ). Diz-se que a func¸a˜o a admite uma fac-
torizac¸a˜o generalizada em (ou em relac¸a˜o a) L2(> ) se pode ser representada
na forma
a(t) = a−(t)tκa+(t), (2.12)
em que κ ∈ Z e
i) a±1− ∈ L−2 (> ) e a±1+ ∈ L+2 (> )
ii) o operador a+P+a
−1
+ I e´ limitado em L2(> ).
A factorizac¸a˜o diz-se cano´nica se κ = 0.
Fac¸amos desde ja´ algumas observac¸o˜es em relac¸a˜o a` definic¸a˜o anterior:
(1) Pode parecer estranho que a condic¸a˜o ii) figure na definic¸a˜o de fac-
torizac¸a˜o de uma func¸a˜o. No entanto, no caso da factorizac¸a˜o gen-
eralizada em L2(> ) ser cano´nica, se tal corresponder (como nas out-
ras noc¸o˜es de factorizac¸a˜o) a` invertibilidade em L2(> ) do operador
T1,a = a+(a
−1
+ P+ +a−P−), enta˜o para garantir que o inverso continue a
representar-se por
(
a+P+ + a
−1
− P−
)
a−1+ I deve exigir-se que sejam lim-
itados em L2(> ) os operadores a+P+a−1+ I e a−1− P−a−1+ I. Notando que
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o operador a−1− P−a
−1
+ I = a
−1 (I − a+P+a−1+ I) e´ limitado em L2(> ) se
e so´ se o for a+P+a
−1
+ I, e´ evidente a necessidade de impor que este
operador seja limitado em L2(> ).
(2) Suponha-se que a ∈ GL∞(> ) admite duas factorizac¸o˜es generalizadas
em L2(> ), digamos
a(t) = a−(t)tκa+(t) = a˜−(t)tκ˜a˜+(t).
Enta˜o tem-se necessariamente κ = κ˜, a˜− = αa− e a˜+ =
1
α
a+, em
que α ∈ C\{0}.
(3) O nu´mero inteiro κ na representac¸a˜o (2.12), sendo univocamente de-
terminado pela func¸a˜o a, recebe a designac¸a˜o de ı´ndice da func¸a˜o a no
espac¸o L2(> ), representando-se por κ = ind2a.
(4) Os factores da factorizac¸a˜o (2.12) podem ser expressos pelas fo´rmulas
a+(t) = exp
{
P+log
(
t−κa(t)
)}
e a−(t) = exp
{
P−log
(
t−κa(t)
)}
.
(5) Se a ∈ C(> ) e´ tal que existe uma factorizac¸a˜o de a em relac¸a˜o a >
(ver Definic¸a˜o 2.4) enta˜o essa e´ uma factorizac¸a˜o generalizada de a.
(6) Existem func¸o˜es a ∈ GL∞(> ) que na˜o admitem uma factorizac¸a˜o
generalizada em L2(> ).
Podemos ainda enunciar o seguinte resultado:
Teorema 2.9 Qualquer func¸a˜o c ∈ GC(> ) admite uma factorizac¸a˜o gener-
alizada em L2(> ), onde κ = ind c.
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Note-se que o conceito de factorizac¸a˜o generalizada permite estabelecer
fo´rmulas para o inverso dos operadores integrais singulares associados (ver
[15]). Por exemplo, se c admite uma factorizac¸a˜o generalizada cano´nica em
L2(> ), c = c−c+, enta˜o o operador T1,c = P+ + cP− e´ invert´ıvel e o seu
inverso e´
T−11,c =
(
c+P+ + c
−1
− P−
)
c−1+ I.
2.4 Factorizac¸a˜o de func¸o˜es matriciais
Nesta secc¸a˜o sintetizaremos alguns resultados gerais da teoria da factorizac¸a˜o
de func¸o˜es com valores matriciais e relacionaremos a invertibilidade de oper-
adores integrais singulares com este conceito de factorizac¸a˜o.
Comecemos por introduzir a noc¸a˜o de factorizac¸a˜o de func¸o˜es matriciais
cujas componentes pertencem a C(> ), relativamente a` curva > .
Definic¸a˜o 2.8 Diz-se que a func¸a˜o matricial A ∈ G[C(> )]n,n admite uma
factorizac¸a˜o esquerda (direita) em relac¸a˜o a > , se pode ser representada na
forma
A = A+ΛA− (A = A−ΛA+), (2.13)
onde
A± ∈ G[C±(> )]n,n
e
Λ(t) = diag[tκ1 , · · · , tκn ], (t ∈ > ) (2.14)
com κ1 ≥ · · · ≥ κn inteiros.
Aos κi, i = 1, n, chamamos os ı´ndices parciais esquerdos (direitos) da
factorizac¸a˜o.
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A soma de todos os ı´ndices parciais sera´ denominada por ı´ndice total da
factorizac¸a˜o, sendo denotada por κ =
∑n
i=1 κi.
Se κ1 = · · · = κn = 0, enta˜o A = A+A− (A = A−A+) diz-se uma
factorizac¸a˜o cano´nica esquerda (direita), relativamente a > .
O resultado seguinte (que tambe´m se pode enunciar para a factorizac¸a˜o
direita em relac¸a˜o a > ) refere-se a` unicidade dos ı´ndices parciais (ver, por
exemplo, [4] e [29]).
Teorema 2.10 Seja A ∈ G[C(> )]n,n. Se a func¸a˜o matricial A admite duas
factorizac¸o˜es
A = A+ΛA− e A = A˜+Λ˜A˜−,
relativamente a > , onde Λ e Λ˜ sa˜o func¸o˜es matriciais diagonais da forma
(2.14), enta˜o Λ = Λ˜.
Vamos agora enunciar um resultado que relaciona duas factorizac¸o˜es dis-
tintas de uma func¸a˜o matricial A (ver, por exemplo, [4] e [29]).
Teorema 2.11 Se a func¸a˜o matricial A ∈ G[C(> )]n,n admite uma factor-
izac¸a˜o em relac¸a˜o a > , A = A+ΛA−, enta˜o os factores de qualquer outra
factorizac¸a˜o A = A˜+ΛA˜−, sa˜o dados por
A˜+ = A+H+ (2.15)
e
A˜− = Λ−1H−1+ ΛA− (2.16)
onde H+ =
[
h+ij
]
e´ uma func¸a˜o matricial na˜o singular cujas componentes
satisfazem
i) h+ij = 0, se κj > κi,
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ii) h+ij e´ uma constante, se κj = κi,
iii) h+ij e´ um polino´mio de grau menor ou igual a κi − κj, se κj < κi.
Inversamente, se H+ e´ uma func¸a˜o matricial polinomial na˜o singular cujas
componentes teˆm as propriedades i), ii) e iii), enta˜o A admite uma factor-
izac¸a˜o A = A˜+ΛA˜−, onde os factores A˜± sa˜o da forma (2.15) e (2.16).
Com as devidas adaptac¸o˜es, e´ tambe´m poss´ıvel enunciar um resultado
similar para o caso de uma factorizac¸a˜o direita em relac¸a˜o a > .
Se a func¸a˜o matricial A ∈ G[C(> )]n,n admite uma factorizac¸a˜o (2.13),
enta˜o a func¸a˜o detA(t), (t ∈ > ) admite a factorizac¸a˜o
detA(t) = det [A+(t)] t
κdet [A−(t)] ,
relativamente a > .
Como ind [detA±] = 0, vem que κ = ind [detA].
Devido a (2.1), nem todas as func¸o˜es matriciais A ∈ G[C(> )]n,n admitem
uma factorizac¸a˜o em relac¸a˜o a > . Assim, como na secc¸a˜o 2.3, surge a ne-
cessidade de, ou restringir o conjunto de func¸o˜es matriciais cont´ınuas por
forma a garantir a existeˆncia de factorizac¸a˜o para os elementos dessa classe
ou estender o conceito de factorizac¸a˜o por forma a permitir que os factores
pertenc¸am a um espac¸o de func¸o˜es matriciais que na˜o o das cont´ınuas.
Em primeiro lugar, devemos fazer refereˆncia ao caso particular das func¸o˜es
matriciais racionais e que interessa considerar separadamente, pois trata-se
de uma classe muito especial uma vez que, tal como acontece no caso es-
calar, e´ poss´ıvel obter explicitamente uma factorizac¸a˜o de qualquer elemento
pertencente a G[R(> )]n,n.
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Teorema 2.12 Seja R ∈ G[R(> )]n,n. Enta˜o R admite uma factorizac¸a˜o
R = R+ΛR− (R = R−ΛR+),
em relac¸a˜o a > , onde R± ∈ G[R±(> )]n,n e Λ e´ da forma (2.14).
A demonstrac¸a˜o deste resultado pode ser encontrada em [4]. Um algo-
ritmo que permite encontrar uma factorizac¸a˜o expl´ıcita de qualquer func¸a˜o
matricial R ∈ G[R(> )]n,n pode ser consultado em [5].
Analisemos agora uma restric¸a˜o de G[C(> )]n,n por forma a garantir a
existeˆncia de factorizac¸a˜o.
Seja C uma a´lgebra decompon´ıvel de func¸o˜es cont´ınuas em > e C± as
suba´lgebras de C definidas como em (2.10).
Lema 2.5 Se A ∈ [C]n,n ([C±]n,n) e detA(t) 6= 0, ∀t ∈ > (>±), enta˜o
A−1 ∈ [C]n,n ([C±]n,n).
Definic¸a˜o 2.9 Diz-se que uma func¸a˜o matricial A ∈ G [C]n,n admite uma
C-factorizac¸a˜o esquerda (direita) se A pode ser representada na forma
A = A+ΛA− (A = A−ΛA+),
onde
A±1± ∈ [C±]n,n e Λ e´ da forma (2.14).
Caso a a´lgebra R(> ) seja densa em C, diz-se que C e´ uma R-a´lgebra.
Com estes conceitos podemos obter o seguinte resultado sobre a factor-
izac¸a˜o de func¸o˜es matriciais numa R-a´lgebra (ver, por exemplo, [4]).
Teorema 2.13 Seja C uma R-a´lgebra decompon´ıvel de func¸o˜es cont´ınuas em
> e A ∈ [C]n,n. Enta˜o A admite uma C-factorizac¸a˜o se e so´ se detA(t) 6= 0,
t ∈ > .
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Notemos que existem algumas generalizac¸o˜es deste resultado a a´lgebras
de func¸o˜es matriciais cont´ınuas que na˜o sa˜o R-a´lgebras, como o espac¸o das
func¸o˜es matriciais cont´ınuas a` Ho¨lder (ver, por exemplo. [15] e [29]) e algumas
a´lgebras de func¸o˜es matriciais de [L∞(> )]n,n.
Com o intuito de considerar operadores integrais singulares com coefi-
cientes matriciais essencialmente limitados e´ necessa´rio introduzir o conceito
de factorizac¸a˜o generalizada para func¸o˜es matriciais.
Definic¸a˜o 2.10 Diz-se que uma func¸a˜o matricial A ∈ G [L∞(> )]n,n admite
uma factorizac¸a˜o generalizada esquerda (direita) em (ou em relac¸a˜o a) L2(> )
se pode ser representada na forma
A = A+ΛA− (A = A−ΛA+), (2.17)
onde
i) A±1± ∈
[
L±2 (> )
]
n,n
e Λ(t) e´ da forma (2.14)
ii) O operador A+P+A
−1
+ I (A−P+A
−1
− I) e´ limitado em [L2(> )]n.
Se κ1 = · · · = κn = 0, diz-se que A admite uma factorizac¸a˜o generalizada
cano´nica.
Fac¸amos desde ja´ algumas observac¸o˜es em relac¸a˜o a` definic¸a˜o anterior:
(1) Caso a factorizac¸a˜o de A seja cano´nica esquerda e se tal corresponder a`
invertibilidade, em [L2(> )]n, do operador T1,A = P+ +AP−, enta˜o para
garantir que o inverso possa ser representado por
(
A+P+ + A
−1
− P−
)
A−1+ I
deve exigir-se que sejam limitados em [L2(> )]n os operadoresA+P+A−1+ I
e A−1− P−A
−1
+ I. Como A
−1
− P−A
−1
+ I = A
−1 (I − A+P+A−1+ I) e´ limitado
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em [L2(> )]n se e so´ se o for A+P+A−1+ I, e´ agora o´bvia a necessidade
de impor que este operador seja limitado em [L2(> )]n.
(2) Se A ∈ G [C(> )]n,n e´ tal que existe uma factorizac¸a˜o de A em relac¸a˜o
a > (ver Definic¸a˜o 2.8) enta˜o essa e´ uma factorizac¸a˜o generalizada de
A.
(3) O Teorema 2.10 tambe´m e´ va´lido para o conceito de factorizac¸a˜o
generalizada (ver, por exemplo, [29], pa´g. 59).
Proposic¸a˜o 2.6 Se A ∈ G [L∞(> )]n,n admite uma factorizac¸a˜o gen-
eralizada relativamente a L2(> ), enta˜o os ı´ndices parciais de A sa˜o
unicamente determinados por A.
(4) Temos uma extensa˜o do Teorema 2.11 (ver, por exemplo, [29], pa´g.60):
Teorema 2.14 Se a func¸a˜o matricial A ∈ G [L∞(> )]n,n admite uma
factorizac¸a˜o generalizada A = A+ΛA− em L2(> ), enta˜o os factores de
qualquer outra factorizac¸a˜o generalizada A = A˜+ΛA˜− em L2(> ) sa˜o
dados por (2.15) e (2.16), onde H+ =
[
h+ij
]
e´ uma func¸a˜o matricial
polinomial na˜o singular com determinante constante, satisfazendo as
condic¸o˜es i), ii) e iii) do Teorema 2.11.
(5) Da Definic¸a˜o 2.9 resulta imediatamente que qualquer C-factorizac¸a˜o de
A e´ tambe´m uma factorizac¸a˜o generalizada em L2(> ). Por outro lado,
tendo em conta a forma como se relacionam as diferentes factorizac¸o˜es
generalizadas conclui-se que, se A ∈ [C]n,n, enta˜o qualquer factorizac¸a˜o
generalizada de A em L2(> ) e´ uma C-factorizac¸a˜o ou na˜o existe C-
factorizac¸a˜o de A.
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(6) O conceito de factorizac¸a˜o generalizada em L2(> ) pode ser tambe´m
definido no caso da recta real (ver [10]).
Podemos ainda enunciar o seguinte resultado:
Teorema 2.15 Qualquer func¸a˜o matricial A ∈ G [C(> )]n,n admite uma fac-
torizac¸a˜o generalizada.
Pode-se demonstrar (ver [4]) que o Teorema 2.7 verifica-se tambe´m para
func¸o˜es matriciais. Assim, o estudo da invertibilidade dos operadores in-
tegrais singulares com coeficientes em G [L∞(> )]n,n reduz-se ao estudo do
operador integral singular TA,B = AP+ +BP−.
Enunciaremos agora alguns resultados relativos a` relac¸a˜o entre a invert-
ibilidade de operadores integrais singulares e o conceito de factorizac¸a˜o gen-
eralizada de func¸o˜es matriciais.
Teorema 2.16 A func¸a˜o matricial A ∈ G [L∞(> )]n,n admite uma factor-
izac¸a˜o generalizada esquerda (direita) em L2(> ) se e so´ se o operador inte-
gral singular T1,A = P+ + AP− (TA,1 = AP+ + P−) e´ invert´ıvel, bilateral ou
unilateralmente, em [L2(> )]n.
Ja´ foi referido, atrave´s da condic¸a˜o ii) da Definic¸a˜o 2.10, que o operador
T−11,A =
(
A+P+ + A
−1
− P−
)
A−1+ I e´ um operador limitado em [L2(> )]n. Temos
a condic¸a˜o necessa´ria do
Teorema 2.17 A func¸a˜o matricial A ∈ G [L∞(> )]n,n admite uma factor-
izac¸a˜o generalizada cano´nica esquerda (direita) em L2(> ) se e so´ se o oper-
ador integral singular T1,A = P+ + AP− (TA,1 = AP+ + P−) e´ invert´ıvel em
[L2(> )]n. E, se o operador T1,A = P+ +AP− (TA,1 = AP+ +P−) e´ invert´ıvel
enta˜o T−11,A =
(
A+P+ + A
−1
− P−
)
A−1+ I (T
−1
A,1 =
(
A−1+ P+ + A−P−
)
A−1− I).
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A demonstrac¸a˜o da condic¸a˜o suficiente pode ser encontrada em [4], pa´g.
105.
Teorema 2.18 Duas factorizac¸o˜es diferentes de uma func¸a˜o matricial A,
em L2(> ), sa˜o ambas factorizac¸o˜es generalizadas ou nenhuma delas o e´.
2.5 Problemas de contorno de Riemann
O problema de factorizac¸a˜o e´ considerado paralelamente com o estudo do
problema de valores fronteiros de Riemann. Nesta secc¸a˜o sera´ feito um re-
sumo da questa˜o respeitante ao papel desempenhado pela factorabilidade em
L2(> ) do coeficiente matricial de um problema de contorno de Riemann para
a teoria de solubilidade deste problema.
Sejam A ∈ [L∞(> )]n,n e g ∈ [L2(> )]n dadas arbitrariamente.
O problema de contorno de Riemann vectorial e´ formulado da
seguinte forma: encontrar toda a func¸a˜o Φ(z) anal´ıtica em C\> tal que as
func¸o˜es vectoriais n-dimensionais Φ+(z) e Φ−(z) sejam anal´ıticas em >+ e
>−, respectivamente, e os seus valores de fronteira Φ+(t) e Φ−(t) pertenc¸am
a L+2 (> ) e L−,02 (> ), respectivamente, e satisfac¸am a condic¸a˜o
Φ+(t) + A(t)Φ−(t) = g(t). (2.18)
Consideremos agora o operador integral singular, definido em [L2(> )]n,
da forma
T1,A = P+ + AP−.
A equac¸a˜o
T1,Aϕ(t) = g(t) (2.19)
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esta´ directamente relacionada com problemas de contorno de Riemann. De
facto, o problema (2.18) e a equac¸a˜o (2.19) sa˜o equivalentes no seguinte
sentido:
• Se as func¸o˜es matriciais Φ+ e Φ− sa˜o soluc¸o˜es do problema (2.18),
enta˜o ϕ(t) = Φ+(t)− Φ−(t) e´ uma soluc¸a˜o da equac¸a˜o (2.19).
• Se ϕ e´ uma soluc¸a˜o da equac¸a˜o (2.19), enta˜o a func¸a˜o
Φ(z) =
1
2pii
∫
>
ϕ(τ)
τ − zdτ
e´ uma soluc¸a˜o do problema (2.18).
Daqui em diante vamo-nos concentrar nas func¸o˜es matriciais factoriza´veis
em L2(> ).
Seja A uma func¸a˜o matricial na˜o singular admitindo uma factorizac¸a˜o em
L2(> ),
A = A+ΛA−, (2.20)
onde
A±1± ∈ [L±2 (> )]n,n e Λ(t) = diag[tκ1 , · · · , tκn ],
com κ1 ≥ · · · ≥ κn inteiros.
Enunciemos agora um teorema sobre a solubilidade do problema de con-
torno de Riemann (ver, por exemplo, [29], pa´g. 90):
Teorema 2.19 Seja A(t) uma func¸a˜o matricial n × n, na˜o singular, ad-
mitindo uma factorizac¸a˜o (2.20) em L2(> ). Enta˜o o nu´mero de soluc¸o˜es
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linearmente independentes da equac¸a˜o homoge´nea l e o nu´mero de condic¸o˜es
de solubilidade ρ do problema de contorno de Riemann (2.18) sa˜o dados por
l =
n∑
j=1
max(κj, 0), ρ =
n∑
j=1
max(−κj, 0).
Ale´m disso, as soluc¸o˜es do problema (2.18) podem ser representadas
atrave´s dos factores da factorizac¸a˜o (2.20) e vice-versa.
O resultado seguinte diz-nos como obter a soluc¸a˜o geral do problema
(2.18) (caso seja solu´vel) atrave´s dos factores da factorizac¸a˜o (2.20) (ver, por
exemplo, [29], pa´gs. 45 e 87):
Teorema 2.20 Seja A uma func¸a˜o matricial admitindo uma factorizac¸a˜o
(2.20) em L2(> ). Enta˜o
1) O problema (2.18) e´ solu´vel se e so´ se
i) A−1+ g ∈ [L1(> )]n;
ii) Φ+,0 = A+P+A
−1
+ g ∈ [L+2 (> )]n;
iii) Φ−,0 = A−1− Λ
−1P−A−1+ g ∈ [L−,02 (> )]n.
2) Se as condic¸o˜es de 1) sa˜o satisfeitas enta˜o a soluc¸a˜o geral do problema
(2.18) e´ da forma
Φ+ = Φ+,0 + A+ρ, Φ− = Φ−,0 + A−1− Λ
−1ρ
onde ρ e´ uma func¸a˜o vectorial, tal que o j-e´simo elemento e´ um polino´mio
de grau ≤ κj − 1, se κj > 0; e igual a zero, se κj ≤ 0.
No Cap´ıtulo 4 precisamos de condic¸o˜es necessa´rias para a solubilidade
do problema (2.18) descritas da seguinte forma (ver, por exemplo, [29], pa´g.
90):
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Teorema 2.21 Seja A uma func¸a˜o matricial que admite uma factorizac¸a˜o
(2.20) em L2(> ). Enta˜o para que o problema (2.18) seja solu´vel e´ necessa´rio
que, ∀j = 1, . . . , n, com κj < 0, as condic¸o˜es∫
Γ
(A−1+ (t)g(t))j t
kdt = 0, k = 0, . . . ,−κj − 1
sejam satisfeitas.
2.6 Factorizac¸a˜o de func¸o˜es matriciais her-
miteanas
Nesta secc¸a˜o iremos referir o que foi estabelecido por G. S Litvinchuk e I.
M. Spitkovskii sobre uma classe de func¸o˜es matriciais hermiteanas. Assim,
vamos basear-nos na secc¸a˜o 15.7 de [28], que contem relac¸o˜es entre uma
func¸a˜o matricial hermiteana de 2a ordem
G(t) =
 a(t) b(t)
b(t) d(t)
 , (2.21)
onde as func¸o˜es a, b e d pertencem a L∞(> ), e uma func¸a˜o matricial
Ω =
 |ω|2 − 1 ω
ω 1
 , (2.22)
onde ω e´ uma composic¸a˜o alge´brica dos elementos de G, para introduzirmos
o porqueˆ da nossa escolha relativamente a` classe de func¸o˜es matriciais
Aγ(b) =
 e b
b∗ b∗b+ γe
 , (2.23)
onde γ e´ uma constante complexa na˜o nula, e representa a func¸a˜o matri-
cial identidade, b e´ uma func¸a˜o matricial pertencente a [L∞(> )]n,n e b∗ e´ a
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adjunta hermiteana de b. Foi estabelecido que a ana´lise da existeˆncia de fac-
torizac¸a˜o da func¸a˜o matricial (2.21), quando sujeita a certas restric¸o˜es, pode
ser reduzida ao estudo de uma func¸a˜o matricial do tipo (2.22). Neste caso,
a func¸a˜o matricial Ω admite uma factorizac¸a˜o generalizada em L2(> ) se e
so´ se a unidade na˜o pertence ao espectro limite, σl (isto e´, ao conjunto dos
pontos limite do espectro e dos valores pro´prios de multiplicidade infinita),
do operador H(ω)H∗(ω) (H(ω) = P−ωP+ e´ um operador de Hankel com
s´ımbolo ω) e os seus ı´ndices parciais sa˜o ±l, onde l e´ a multiplicidade de 1
como um valor pro´prio do operador H(ω)H∗(ω).
Consideremos a func¸a˜o matricial hermiteana (2.21) e vamos concentrar-
nos no caso quando a func¸a˜o matricial G admite uma factorizac¸a˜o general-
izada esquerda em L2(> ), (2.17). Assim,
detG(t) = ∆(t) = a(t)d(t)− |b(t)|2
e´ invert´ıvel em L∞(> ). Em [28], assume-se que ∆(t) < 0, em q.t.p. em > .
Assim, a func¸a˜o ∆(t) tambe´m admite uma factorizac¸a˜o em L2(> ) (ver [28],
pa´g. 157)
∆ = −|∆+|2,
onde
∆±1+ ∈ H∞.
E´ assumido, adicionalmente, que um dos elementos diagonais (por exemplo,
d) de G tambe´m preserva o seu sinal em q.t.p. em > e e´ invert´ıvel em
L∞(> ), ou seja, d(t) admite uma factorizac¸a˜o em L2(> ) da forma
d = ε|d+|2,
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onde d±1+ ∈ H∞ e ε representa o valor do sinal de d.
Introduzimos a func¸a˜o
ω =
b d
2
+
∆+ d
, (2.24)
e constru´ımos a func¸a˜o matricial (2.22).
Seja
X+ =
 ∆+d−1+ 0
0 d+
 .
Como a func¸a˜o matricial X+ pertence, juntamente com a sua inversa
X−1+ =
 ∆−1+ d+ 0
0 d−1+
 ,
a` classe [H∞]2,2, segue de
G = εX+ΩX
∗
+, (2.25)
que as func¸o˜es matriciais (2.21) e (2.22) admitem uma factorizac¸a˜o gener-
alizada esquerda somente simultaneamente, e que os seus ı´ndices parciais
coincidem. Assim, sem perda de generalidade, podemos concentrar-nos no
estudo da func¸a˜o matricial (2.22).
Enunciemos agora um resultado sobre a factorabilidade de uma func¸a˜o
matricial da forma (2.22) e sobre os seus ı´ndices parciais (ver [29], pa´g. 289
e [28], pa´g 158).
Teorema 2.22 A func¸a˜o matricial
Ω =
 |ω|2 − 1 ω
ω 1
 , ω ∈ L∞(> ),
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admite uma factorizac¸a˜o generalizada em L2(> ) se e so´ se a unidade na˜o per-
tence ao espectro limite do operador N−(ω) = P−ωP+ωP− e os seus ı´ndices
parciais sa˜o ±l, onde l e´ a multiplicidade de 1 como valor pro´prio de N−(ω).
Podemos agora acrescentar algo ao descrito em [28].
Por hipo´tese, a func¸a˜o matricial G admite uma factorizac¸a˜o generalizada
esquerda em L2(> ). Assim, a func¸a˜o matricial Ω tambe´m admite uma fac-
torizac¸a˜o generalizada esquerda em L2(> )
Ω = Ω+ Λ Ω−,
onde
Λ(t) =
 tκ 0
0 t−κ

e
κ = dim Ker (N−(ω)− I) .
Assim, a func¸a˜o matricial G admite a seguinte factorizac¸a˜o generalizada
onde os factores surgem representados atrave´s dos factores de uma factor-
izac¸a˜o generalizada esquerda de Ω, que podem ser determinados explicita-
mente atrave´s das soluc¸o˜es de duas equac¸o˜es integrais na˜o homoge´neas (ver
Cap´ıtulos 3 e 4).
Temos
G = G+ Λ G−,
onde
G+ = εX+ Ω+
e
G− = Ω− X∗+.
CAPI´TULO 2. CONCEITOS E RESULTADOS AUXILIARES 44
Um resultado similar, envolvendo uma factorizac¸a˜o generalizada direita
em L2(> ), seria obtido se tivesse sido escolhida a func¸a˜o a(t) como sendo
o elemento diagonal preservando o sinal em q.t.p. em > e invert´ıvel em
L∞(> ).
O caso quando ∆(t) > 0, em q.t.p. em > , sera´ analisado no final da
secc¸a˜o 4.3.
Cap´ıtulo 3
Resoluc¸a˜o de equac¸o˜es integrais
Este Cap´ıtulo e´ dedicado a` resoluc¸a˜o de equac¸o˜es integrais da forma
(N+(b) + γI)ω+(t) = g+(t), (3.1)
onde a func¸a˜o b ∈ H∞,r.
Na secc¸a˜o 3.1 introduzimos dois operadores autoadjuntos N±(b), definidos
em [L2(> )]n,n, e analisamos algumas das suas propriedades quando b ∈
[L∞(> )]n,n. Estudamos, em particular, o caso quando −γ ∈ ρ(N+(b)) e
as componentes de b pertencem a` a´lgebra de Douglas. Notamos que, caso
a func¸a˜o matricial b admita uma decomposic¸a˜o b = b+ + b−, onde b+, b∗−
∈ [H∞]n,n, enta˜o os operadores N±(b) na˜o dependem da func¸a˜o matricial b−.
Na secc¸a˜o 3.2 consideramos o caso quando b ∈ H∞,r. Elaboramos um
algoritmo que permite resolver as equac¸o˜es do tipo (3.1) e cujas soluc¸o˜es
nos va˜o possibilitar (ver Cap´ıtulo 4) a determinac¸a˜o de uma factorizac¸a˜o
generalizada expl´ıcita de uma classe de func¸o˜es matriciais. Comec¸amos por
estudar a solubilidade de (3.1) quando b ∈ L∞(> ). De seguida, considerando
b ∈ H∞,r e utilizando propriedades das func¸o˜es internas e externas, chegamos
45
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a um sistema linear de p equac¸o˜es e p inco´gnitas que dara´ a soluc¸a˜o, ou
soluc¸o˜es, da equac¸a˜o (3.1), quando solu´vel. Analisamos esse sistema em duas
situac¸o˜es distintas, quando −γ pertence ao conjunto resolvente de N+(b) e
quando −γ e´ um valor pro´prio de multiplicidade finita.
Terminamos com um exemplo para ilustrar a aplicac¸a˜o do algoritmo de-
scrito.
3.1 Propriedades dos operadores N+(b) e N−(b)
Seja b ∈ [L∞(> )]n,n. Denotemos por ρ(N+(b)) o conjunto resolvente do op-
erador N+(b) e por σT (N+(b)) o seu espectro. Seja
σ(N+(b)) = σT (N+(b))\σl(N+(b)),
onde σl(N+(b)) representa o espectro limite de N+(b).
Comec¸amos por analisar algumas propriedades dos operadores
N±(b) : [L2(> )]n,n −→ [L2(> )]n,n,
N+(b) = P+bP−b∗P+ e N−(b) = P−b∗P+bP−,
onde b∗ e´ a adjunta hermiteana de b.
1)
N+(b) = M+(b)M
∗
+(b) e N−(b) = M
∗
+(b)M+(b),
onde M+(b) = P+bP−.
2)
N±(b) sa˜o operadores autoadjuntos e positivos.
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3) Seja U : Uϕ(t) = t−1ϕ(t). Tem-se que
U (N±(b) + γI)U = N∓(b) + γI, ∀γ ∈ C.
Demonstrac¸a˜o.
Seja ϕ+(t) + ϕ−(t) = ϕ(t) ∈ L2(> ). Como
US> = −S>U,
pois
(US>)ϕ(t) = [U(P+ − P−)]ϕ(t) = U(ϕ+(t)− ϕ−(t)) = t−1ϕ+(t)− t−1ϕ−(t)
= P−
(
t−1ϕ(t)
)
− P+
(
t−1ϕ(t)
)
= (P− − P+)Uϕ(t) = − (S>U)ϕ(t),
temos que
U (N±(b) + γI)U = N∓(b) + γI
4)
σT (N±(b)) ⊂ R+0 . (3.2)
Nota: Como 0 ∈ σT (N±(b)), ∀ b, consideraremos, daqui em diante,
γ 6= 0.
5) Se −γ ∈ σ (N±(b)), enta˜o
L2(> ) = Im (N±(b) + γI)⊕Ker (N±(b) + γI) . (3.3)
Demonstrac¸a˜o.
Como N±(b) sa˜o operadores autoadjuntos e γ e´ real (−γ ∈ σ (N±(b))),
vem que os operadores N±(b) + γI tambe´m sa˜o autoadjuntos.
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Das propriedades 3) e 4) resulta imediatamente a seguinte propriedade.
6)
σT (N+(b)) = σT (N−(b)).
7)
dimKer(N+(b) + γI) = dimKer(N−(b) + γI).
Demonstrac¸a˜o.
Se −γ ∈ ρ(N−(b))(= ρ(N+(b))), enta˜o
dimKer(N−(b) + γI) = 0 = dimKer(N+(b) + γI).
Para −γ ∈ σ(N−(b)) ⊂ R+0 , temos que
N−(b) + γI = U (N+(b) + γI)U.
Assim,
dimKer (N−(b) + γI) = dimKer (N+(b) + γI) .
Proposic¸a˜o 3.1 Se −γ ∈ σ (N+(b)), enta˜o
dimKer(N+(b) + γI) = κ,
onde κ e´ a soma dos ı´ndices parciais positivos de uma factorizac¸a˜o general-
izada esquerda da func¸a˜o matricial
Aγ(b) =
 e b
b∗ b∗b+ γe
 .
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Demonstrac¸a˜o.
Para −γ ∈ σ(N−(b)) ⊂ R+0 , temos que γ ≤ 0. Assim, Aγ(b) e´ uma func¸a˜o
matricial hermiteana. Nesse caso, uma sua factorizac¸a˜o generalizada tem
como ı´ndices parciais
{κ1, κ2, . . . , κn,−κn, . . . ,−κ2,−κ1}
(ver [29], pa´g. 258). Seja
κ = κ1 + . . .+ κn.
Pelo Teorema 2.19 temos que κ corresponde tambe´m ao nu´mero de soluc¸o˜es
linearmente independentes da equac¸a˜o que envolve o operador de Toeplitz
T (Ω) = P−(Ω)|ImP− ,
P−(Ω)|ImP−ϕ = g, (3.4)
pois estudar o operador T (Ω) relativamente a`s propriedades de Fredholm e´
equivalente a estudar o operador P+ + ΩP−. Mas, a equac¸a˜o (3.4) pode ser
reescrita na forma de sistema. De facto, considerando
Ω = Aγ(b), ϕ =
 ϕ1
ϕ2
 ∈ [L−,02 (> )]2n e g =
 g1
g2
 ∈ [L−,02 (> )]2n,
temos  ϕ1 + P−(bϕ2) = g1P− (b∗ϕ1) + P− (b∗b+ γe)ϕ2 = g2
⇐⇒
 ϕ1 = g1 − P−(bϕ2)P− (b∗g1)− P− (b∗P−bϕ2) + P− (b∗bϕ2) + γϕ2 = g2
⇐⇒
 ϕ1 = g1 − P−(bϕ2)(N−(b) + γI)ϕ2 = g2 − P− (b∗g1) .
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Assim, os operadores T (Aγ(b)) e N−(b) + γI sa˜o de Fredholm somente si-
multaneamente e os seus nu´meros de defeito coincidem. Podemos concluir
que em (N−(b) + γI)ϕ = 0 temos o mesmo nu´mero de soluc¸o˜es linearmente
independentes do que em T (Aγ(b))ϕ = 0, ou seja, κ. Logo,
dimKer(N−(b) + γI) = κ.
Ale´m destas propriedades devemos reparar que se a func¸a˜o matricial b
pode ser representada como
b = b+ + b−,
onde
b+, b
∗
− ∈ [H∞]n,n,
enta˜o os operadores N±(b) na˜o dependem da func¸a˜o matricial b−.
Analisemos agora o caso quando a func¸a˜o matricial b pertence a` a´lgebra
de todas as func¸o˜es matriciais cujas componentes pertencem a` a´lgebra de
Douglas. Neste caso, N±(b) sa˜o operadores compactos (ver Lema 2.1) e os
correspondentes operadores resolventes podem ser representados atrave´s dos
seus valores pro´prios e respectivas func¸o˜es pro´prias.
Assim, introduzindo o operador K,
K(ψ) =
∑
k
λk(ψ, ν
+
k )
λk + γ
ν+k ,
onde {ν+k } e´ um sistema ortonormal em [L2(> )]n formado pelas func¸o˜es
pro´prias do operador N+(b) (considerando-o definido em [L2(> )]n) e onde
λk sa˜o os valores pro´prios correspondentes, temos o seguinte resultado:
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Proposic¸a˜o 3.2 Se −γ ∈ ρ(N+(b)), enta˜o o operador resolvente de N+(b)
e´ dado por
R(N+(b),−γI)Ψ = 1
γ
Ψ− 1
γ
K(Ψ),
onde Ψ = [ψ1, . . . , ψn] e K(Ψ) = [K(ψ1), . . . , K(ψn)].
Demonstrac¸a˜o. Analisemos o operador autoadjunto N+(b), aplicado a
ϕ ∈ [L2(> )]n,n, considerando
• ϕ = [ϕ1; . . . ;ϕn], onde ϕi ∈ [L2(> )]n, ∀i = 1, · · · , n
• N+(b)ϕ tem a forma N+(b)ϕ = [N+(b)ϕ1; . . . ;N+(b)ϕn], com
N+(b)ϕj =
∑
k
λk(ϕj, ν
+
k )ν
+
k .
Se
(N+(b) + γI)ϕj = ψj
vem que
ϕj = −1
γ
(∑
k
λk(ϕj, ν
+
k )ν
+
k − ψj
)
.
Assim, para todo o n, obtemos
(λn + γ)(ϕj, ν
+
n ) = (ψj, ν
+
n ).
Como −γ 6= λn (pois λk sa˜o valores pro´prios de N+(b)), enta˜o
ϕj = −1
γ
(∑
k
λk
λk + γ
(ψj, ν
+
k )ν
+
k − ψj
)
.
Obtemos
R(N+(b),−γI)ψj = 1
γ
ψj − 1
γ
K(ψj)
Analisemos agora um caso particular.
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Teorema 3.1 Seja b ∈ [H∞]n,n uma func¸a˜o matricial tal que b∗b = e = bb∗.
Se γ 6= −1, enta˜o
(N+(b) + γI)
−1 = −1
γ
(
1
1 + γ
N+(b)− I
)
. (3.5)
Demonstrac¸a˜o. Notemos que se b e´ tal que b∗b = e = bb∗ (para n = 1, b e´
uma func¸a˜o interna) temos que o operadorN+(b) e´ um operador idempotente,
isto e´,
N2+(b) = N+(b).
Podemos concluir que σ (N+(b)) = {0, 1}. Assim, na˜o e´ dif´ıcil provar (3.5),
pois
(N+(b) + γI)
[
−1
γ
(
1
1 + γ
N+(b)− I
)]
= −1
γ
(
1
1 + γ
N+(b)−N+(b) + γ
1 + γ
N+(b)− γI
)
= I
De igual modo se demonstra que[
−1
γ
(
1
1 + γ
N+(b)− I
)]
(N+(b) + γI) = I
Assim, quando b∗b = e = bb∗ e γ 6= −1, temos, por exemplo, que
i)
(N+(b) + γI)
−1 e =
1
γ(1 + γ)
(γe+ bb∗(0)) , (3.6)
pois
(N+(b) + γI)
−1 e = −1
γ
(
1
1 + γ
N+(b)− I
)
e
= −1
γ
(
1
1 + γ
N+(b)e− e
)
= −1
γ
[
1
1 + γ
(P+ − bP+b∗I) e− e
]
= −1
γ
[
1
1 + γ
(e− bb∗(0))− e
]
=
1
γ(1 + γ)
(γe+ bb∗(0))
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ii)
(N+(b) + γI)
−1 b =
1
γ
b, (3.7)
pois
(N+(b) + γI)
−1 b = −1
γ
(
1
1 + γ
N+(b)− I
)
b
= −1
γ
{
1
1 + γ
[P+b− bP+ (b∗b)]− b
}
=
1
γ
b.
3.2 Algoritmo para resoluc¸a˜o da equac¸a˜o
(N+(b) + γI)ω+(t) = g+(t)
Nesta secc¸a˜o constru´ımos um algoritmo que nos permite resolver equac¸o˜es
solu´veis da forma (3.1)
(N+(b) + γI)ω+(t) = g+(t)
quando a func¸a˜o b ∈ H∞,r.
3.2.1 Sobre a solubilidade de (N+(b) + γI)ω+(t) = g+(t)
Seja b ∈ L∞(> ).
Comecemos por reparar que se −γ ∈ ρ (N+(b)), enta˜o a equac¸a˜o (3.1) e´
sempre unicamente solu´vel,
ω+(t) = (N+(b) + γI)
−1g+(t).
Neste caso, sera´ demonstrado no Cap´ıtulo 4 que conseguimos obter uma
factorizac¸a˜o cano´nica de uma classe de func¸o˜es matriciais atrave´s das soluc¸o˜es
das equac¸o˜es integrais na˜o homoge´neas
(N+(b) + γI)u+ = 1 e (N+(b) + γI)v+ = b.
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Quando −γ ∈ σ (N+(b)), enta˜o a equac¸a˜o (3.1) pode ser ou na˜o solu´vel.
Se (3.1) e´ solu´vel, enta˜o podemos resolveˆ-la atrave´s do algoritmo que iremos
descrever nesta secc¸a˜o. Em particular, se g+(t) ≡ 0, o algoritmo da´-nos o
Ker(N+(b) + γI).
Como a equac¸a˜o (3.1) e´ solu´vel se e so´ se g+(t) ∈ Im(N+(b) + γI) e
L2(> ) = Ker(N+(b)+γI)⊕Im(N+(b)+γI) (ver (3.3)), resolvendo a equac¸a˜o
homoge´nea correspondente ficamos a conhecer tambe´m a
Im(N+(b) + γI).
Desta forma, sabemos se uma dada equac¸a˜o e´ ou na˜o solu´vel.
Podemos ainda analisar a questa˜o do seguinte modo:
• se N+(b)g+(t) = −γg+(t), enta˜o (N+(b)+γI)g+(t) = 0. Assim, g+(t) ∈
Ker(N+(b) + γI). Logo, g+(t) /∈ Im(N+(b) + γI). Conclu´ımos que (3.1)
na˜o e´ solu´vel.
• se N+(b)g+(t) 6= −γg+(t), enta˜o g+(t) /∈ Ker(N+(b) + γI). No entanto,
g+(t) pode pertencer ou na˜o a Im(N+(b) + γI). Ou seja, a equac¸a˜o
(3.1) pode ser ou na˜o solu´vel.
Por exemplo, se b(t) = θ(t), onde θ(t) e´ uma func¸a˜o interna, temos que
N+(b) = Pθ (ver Lema 2.4). Logo, σ (N+(b)) = {0, 1}. Assim, se γ 6= −1
temos que a equac¸a˜o (3.1) e´ unicamente solu´vel. Se γ = −1, podem ocorrer
va´rias situac¸o˜es. De facto, como
N+(b)1 = 1− θ(0)θ
e
N+(b)b = P+bP−bb = 0 ( 6= −γb),
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• se 1 − θ(0)θ(t) = −γ, ∀ t ∈ > , enta˜o a equac¸a˜o (N+(b) + γI)u+ = 1
na˜o e´ solu´vel e a equac¸a˜o (N+(b) + γI)v+ = b pode ser ou na˜o solu´vel
• se 1− θ(0)θ(t) 6= −γ, ∀ t ∈ > , enta˜o a equac¸a˜o (N+(b) + γI)u+ = 1 e
a equac¸a˜o (N+(b) + γI)v+ = b podem ser ou na˜o solu´veis
Iremos ver no Cap´ıtulo 4 uma classe de func¸o˜es matriciais 2× 2 que ad-
mitem uma factorizac¸a˜o generalizada esquerda na˜o cano´nica, A = A+ΛA−,
quando −γ ∈ σ (N+(b)). Para obtermos uma factorizac¸a˜o generalizada
expl´ıcita da func¸a˜o matricial em questa˜o, dependendo do factor A−(∞), de-
vemos resolver as equac¸o˜es na˜o homoge´neas da forma (3.1),
i) (N+(b) + γI)x+ = γ e (N+(b) + γI)y+ = γP+(brκ) (3.8)
ii) (N+(b) + γI)x+ = γrκ e (N+(b) + γI)y+ = γP+b (3.9)
iii) (N+(b) + γI)x+ = γr1,κ e (N+(b) + γI)y+ = γP+(br2,κ) (3.10)
onde rκ, r1,κ e r2,κ sa˜o polino´mios de grau κ = dimKer(N+(b) + γI) de-
terminados utilizando (3.3). Para tal utilizaremos o algoritmo que iremos
descrever nesta secc¸a˜o.
3.2.2 Caso b = rθ
Vamos enta˜o construir um algoritmo que nos permitira´ resolver a equac¸a˜o
(3.1) (quando solu´vel), quando b ∈ H∞,r.
Seja b = rθ, onde θ e´ uma func¸a˜o interna e r e´ uma func¸a˜o racional
externa.
Sem perda de generalidade (o caso quando r(t) ≡ 1 sera´ tratado no
exemplo 4.6.1) podemos considerar que a func¸a˜o r(t) se pode representar
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desta forma
r(t) =
∏m
i=1(t− λi)βi∏n
j=1(t− µj)αj
, (3.11)
onde αj, βi ∈ N, λi, µj ∈ C, e {λ1, . . . , λm, µ1, . . . , µn} tem m+n elementos
distintos tais que |λi| > 1, ∀i = 1,m e |µj| > 1 ∀j = 1, n.
Para resolver a equac¸a˜o (3.1), vamos considerar a substituic¸a˜o
ω+ =
1
r
ψ. (3.12)
Obtemos
P+
[
r θP−
(
θ ψ
)]
+ γ
1
r
ψ = g+. (3.13)
Como P− = I − P+ e Pθ = P+ − θP+θI, temos a seguinte equac¸a˜o,
equivalente a (3.1),
rPθ ψ + γ
1
r
ψ + P+ (rψ−) = g+, ψ− = P−ψ, (3.14)
isto e´,
ψ =
1
γ
[
rg+ − |r|2Pθ ψ − rP+ (rψ−)
]
. (3.15)
Sabemos (ver Lema 2.3) que
(Pθ ψ)(t)︸ ︷︷ ︸
∈H2	θH2
= t−1θ(t)x+(t), (3.16)
onde x+ ∈ H2. Assim,
ψ(t) =
1
γ
{
r(t)g+(t)− |r(t)|2t−1θ(t) x+(t)− r(t)P+ [(rψ−)(t)]
}
. (3.17)
Aplicando Pθ a (3.17) e usando (3.16) obtemos
t−1θ(t) x+(t) =
1
γ
[
Pθ
(
r(t)g+(t)
)
− T1x+(t)− T2ψ−(t)
]
, (3.18)
CAPI´TULO 3. RESOLUC¸A˜O DE EQUAC¸O˜ES INTEGRAIS 57
onde
T1x+(t) = Pθ
( |r(t)|2
t
θ(t) x+(t)
)
(3.19)
e
T2ψ−(t) = Pθ
{
r(t) P+ [(rψ−)(t)]
}
. (3.20)
Precisamos de encontrar x+ e ψ− para obtermos a soluc¸a˜o de (3.1),
ω+(t) =
1
γ
{
g+(t)− r(t) t−1θ(t) x+(t)− P+ [(rψ−)(t)]
}
. (3.21)
Vamos agora reescrever os operadores T1 e T2 utilizando operadores de
dimensa˜o finita, que dependem de p constantes que podem ser determinadas
atrave´s de um sistema linear de p equac¸o˜es.
O operador T1
Para reescrever o operador T1 numa forma mais apropriada para resolver
a equac¸a˜o (3.1) precisamos de analisar a func¸a˜o
|r(t)|2
t
= tl0
∏m
i=1(t− λi)βi(1− λi t)βi∏n
j=1(t− µj)αj(1− µj t)αj
, (3.22)
onde
l0 =
n∑
j=1
αj −
m∑
i=1
βi − 1,
decomposta numa soma de fracc¸o˜es elementares.
Se considerarmos
k0 =
m∑
i=1
βi −
n∑
j=1
αj − 1 = −l0 − 2, (3.23)
precisamos de analisar treˆs casos diferentes:
• k0 ≥ 0 (isto e´, l0 ≤ −2), onde
|r(t)|2
t
=
k0∑
l=0
al t
l +
n∑
j=1
{
αj∑
l=1
[
bjl
(t− µj)l +
cjl
(1− µj t)l
]}
+
k0+2∑
l=1
dl
tl
;
(3.24)
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• k0 = −1 (isto e´, l0 = −1), onde
|r(t)|2
t
=
n∑
j=1
{
αj∑
l=1
[
b∗jl
(t− µj)l +
c∗jl
(1− µj t)l
]}
+
d∗1
t
; (3.25)
• k0 ≤ −2 (isto e´, l0 ≥ 0), onde
|r(t)|2
t
=
n∑
j=1
{
αj∑
l=1
[
b∗∗jl
(t− µj)l +
c∗∗jl
(1− µj t)l
]}
. (3.26)
Para simplificar T1x+(t) temos de calcular
Pθ(t
lθ(t)x+(t)), Pθ
θ(t)x+(t)
(t− µj)l , Pθ
θ(t)x+(t)
(1− µj t)l e Pθ
θ(t)x+(t)
tl
. (3.27)
Usando a definic¸a˜o de Pθ e o facto de θ ser uma func¸a˜o interna, temos:
Proposic¸a˜o 3.3
Pθ
(
tlθ(t) x+(t)
)
= θ(t)
(
tl x+(t)−
l+1∑
i=1
Ai t
l+1−i
)
, l ≥ 0, (3.28)
onde
Ai =
x
(i−1)
+ (0)
(i− 1)! . (3.29)
Demonstrac¸a˜o.
Para l = 0 temos
Pθ
(
θ(t)x+(t)
)
= θ(t)x+(t)− θ(t)P+
(
θ(t)θ(t)x+(t)
)
= θ(t)x+(t)− θ(t)P+x+(t)
= θ(t)x+(t)− x+(0) θ(t)
= θ(t)
(
x+(t)− x+(0)
)
.
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Para l > 0 temos
Pθ
(
tlθ(t) x+(t)
)
=
(
P+ − θ(t)P+θ(t)I
)(
tl θ(t) x+(t)
)
= tl θ(t) x+(t)− θ(t)P+
(
tl x+(t)
)
= θ(t)
[
tl x+(t)− P+
(
tl x+(t)
)]
.
Vamos agora simplificar P+
(
tl x+(t)
)
. Numa vizinhanc¸a de 0 temos que
x+(t) = x+(0) + x
′
+(0) t+
x′′+(0)
2!
t2 + · · ·+ x
(l)
+ (0)
l!
tl +
x
(l+1)
+ (0)
(l + 1)!
tl+1 + · · · .
Assim,
tlx+(t) = x+(0) t
l+x′+(0) t
l−1+
x′′+(0)
2!
tl−2+· · ·+x
(l)
+ (0)
l!
+
x
(l+1)
+ (0)
(l + 1)!
t−1+· · · .
Obtemos (3.28)
Notemos que precisamos de Pθ(t
lθ(t)x+(t)) somente quando k0 ≥ 0. E,
nesse caso, desta parte, existem k0 + 1 constantes a determinar em T1x+(t).
Proposic¸a˜o 3.4
Pθ
θ(t)x+(t)
(t− µj)l = θ(t)
[
x+(t)
(t− µj)l −
l∑
i=1
Bij
(t− µj)l−i+1
]
, l ≥ 1, (3.30)
onde
Bij =
x
(i−1)
− (µj)
(i− 1)! , x−(t) = x+(t) e |µj| > 1. (3.31)
Demonstrac¸a˜o.
Pθ
θ(t)x+(t)
(t− µj)l =
(
P+ − θ(t)P+θ(t)I
) θ(t)x−(t)
(t− µj)l =
θ(t)x−(t)
(t− µj)l − θ(t)P+
x−(t)
(t− µj)l
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=
θ(t)x−(t)
(t− µj)l − θ(t)P+

x−(t)− x−(µj)t− µj︸ ︷︷ ︸
=y−(t)
+
x−(µj)
t− µj︸ ︷︷ ︸
(+)
 1(t− µj)l−1︸ ︷︷ ︸
(+)

=
θ(t)x−(t)
(t− µj)l −
x−(µj)θ(t)
(t− µj)l −θ(t)P+

y−(t)− y−(µj)t− µj︸ ︷︷ ︸
=z−(t)
+
y−(µj)
t− µj︸ ︷︷ ︸
(+)
 1(t− µj)l−2︸ ︷︷ ︸
(+)

=
θ(t)x−(t)
(t− µj)l −
x−(µj)θ(t)
(t− µj)l −
x
′
−(µj)θ(t)
(t− µj)(l−1) − θ(t)P+
[
z−(t)
(t− µj)l−2
]
= θ(t)
[
x−(t)
(t− µj)l −
l∑
i=1
x
(i−1)
− (µj)
(i− 1)!(t− µj)l−i+1
]
, l ≥ 1.
Nota: Numa vizinhanc¸a de µj temos que
x−(t) = x−(µj) + x
′
−(µj)(t− µj) +
x
′′
−(µj)
2!
(t− µj)2 + · · · .
Assim,
y−(t) = x
′
−(µj) +
x
′′
−(µj)
2!
(t− µj) + · · ·
e
y−(µj) = x
′
−(µj).
Da mesma forma,
z−(t) =
x
′′
−(µj)
2!
+
x
′′′
−(µj)
3!
(t− µj) + · · ·
e
z−(µj) =
x
′′
−(µj)
2!
.
Seguindo este racioc´ınio obtemos (3.30)
Desta parte, existem
∑n
j=1 αj constantes a determinar em T1x+(t).
CAPI´TULO 3. RESOLUC¸A˜O DE EQUAC¸O˜ES INTEGRAIS 61
Proposic¸a˜o 3.5
Pθ
θ(t)x+(t)
(1− µj t)l =
1
(1− µj t)l
[
θ(t)x+(t)−
l∑
i=1
Cij(t− 1
µj
)i−1
]
, l ≥ 1, (3.32)
onde
Cij =
(θx−)(i−1)( 1µj )
(i− 1)! e |µj| > 1. (3.33)
Demonstrac¸a˜o.
Pθ
θ(t)x+(t)
(1− µj t)l =
(
P+ − θ(t)P+θ(t)I
) θ(t)x+(t)
(1− µj t)l
= P+
θ(t)x+(t)
(1− µj t)l =
(
− 1
µj
)l
P+
(θx−)(t)(
t− 1
µj
)l
=
(
− 1
µj
)l
P+


(θx−)(t)− (θx−)
(
1
µj
)
t− 1
µj︸ ︷︷ ︸
=y+(t)
+
(θx−)
(
1
µj
)
t− 1
µj︸ ︷︷ ︸
(−)
 1(t− 1
µj
)l−1
︸ ︷︷ ︸
(−)

=
(
− 1
µj
)l
P+


y+(t)− y+
(
1
µj
)
t− 1
µj︸ ︷︷ ︸
=z+(t)
+
y+
(
1
µj
)
t− 1
µj︸ ︷︷ ︸
(−)
 1(t− 1
µj
)l−2
︸ ︷︷ ︸
(−)

=
(
− 1
µj
)l
P+
z+(t)(
t− 1
µj
)l−2
=
(
− 1
µj
)l θ(t)x+(t)−∑li=1 (θx−)(i−1)( 1µj )(i− 1)! (t− 1µj)i−1(
t− 1
µj
)l , l ≥ 1.
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Nota: Numa vizinhanc¸a de 1
µj
temos que
(θx−)(t) = (θx−)
(
1
µj
)
+(θx−)′
(
1
µj
)(
t− 1
µj
)
+
(θx−)′′
(
1
µj
)
2!
(
t− 1
µj
)2
+· · · .
Assim,
y+(t) = (θx−)
′
(
1
µj
) +
(θx−)
′′
(
1
µj
)
2!
(
t− 1
µj
)
+ · · ·
e
y+
(
1
µj
)
= (θx−)
′
(
1
µj
)
.
Da mesma forma,
z+(t) =
(θx−)
′′
(
1
µj
)
2!
+
(θx−)
′′′
(
1
µj
)
3!
(
t− 1
µj
)
+ · · ·
e
z+
(
1
µj
)
=
(θx−)
′′
(
1
µj
)
2!
.
Seguindo este racioc´ınio obtemos (3.32)
Desta parte, existem
∑n
j=1 αj constantes a determinar em T1x+(t).
Proposic¸a˜o 3.6
Pθ
θ(t)x+(t)
t
=
θ(t)x+(t)
t
,
Pθ
θ(t)x+(t)
tl
=
1
tl
(
θ(t)x+(t)−
l−1∑
i=1
Di t
i
)
, l ≥ 2, (3.34)
onde
Di =
(θx−)(i)(0)
i!
. (3.35)
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Demonstrac¸a˜o.
Como t−1θ(t)x+(t) ∈ H2 	 θH2, podemos utilizar a propriedade (2.5) e
obter
Pθ
(
t−1θ(t)x+(t)
)
= t−1θ(t)x+(t).
Para l ≥ 2 temos
Pθ
θ(t)x+(t)
tl
=
(
P+ − θ(t)P+θ(t) I
) θ(t)x+(t)
tl
= P+
θ(t)x+(t)
tl
= P+
(θx−)(t)
tl
= P+

(θx−)(t)− (θx−)(0)t︸ ︷︷ ︸
=y+(t)
+
((θx−)(0)
t
 1tl−1︸︷︷︸
(−)

= P+
(
y+(t)
1
tl−1
)
pois numa vizinhanc¸a de 0 temos que
(θx−)(t)︸ ︷︷ ︸
(+)
= (θx−)(0) + (θx−)
′
(0) t+
(θx−)
′′
(0)
2!
t2 + · · ·
e t−1θ(t)x+(t) ∈ H2 	 θH2, vindo (θx−)(0) = 0.
Continuando o racioc´ınio temos
Pθ
θ(t)x+(t)
tl
= P+

y+(t)− y+(0)t︸ ︷︷ ︸
=z+(t)
+
y+(0)
t︸ ︷︷ ︸
(−)
 1tl−2︸︷︷︸
(−)

= P+
z+(t)
tl−2
=
(θx−)(t)−
∑l−1
i=1
(θx−)(i)(0)
i!
ti
tl
.
Nota: Numa vizinhanc¸a de 0 temos que
y+(t) = (θx−)
′
(0) +
(θx−)
′′
(0)
2!
t+ · · ·
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e
y+(0) = (θx−)
′
(0).
Da mesma forma,
z+(t) =
(θx−)
′′
(0)
2!
+
(θx−)
′′′
(0)
3!
t+ · · ·
e
z+(0) =
(θx−)
′′
(0)
2!
.
Seguindo este racioc´ınio obtemos (3.34)
Desta parte, existem k0 + 1 constantes a determinar em T1x+(t).
Assim, temos de encontrar em T1x+(t):
• para k0 ≥ −1,
2
∑m
i=1 βi (= 2k0 + 2 + 2
∑n
j=1 αj) constantes que dependem de x+(t)
(Ai, Di, i = 1, k0 + 1; e Bij, Cij, i = 1, αj, j = 1, n);
• para k0 ≤ −2,
2
∑n
j=1 αj constantes que dependem de x+(t) (Bij, Cij, i = 1, αj, j =
1, n).
Enta˜o, temos
T1x+(t) = t
−1 θ(t)x+(t)|r(t)|2 − θ(t)K1x+(t)−K2x+(t), (3.36)
onde
1) (k0 ≥ 0)
K1x+(t) =
k0∑
l=0
al
l+1∑
i=1
Ai t
l−i+1 +
n∑
j=1
αj∑
l=1
bjl
l∑
i=1
Bij
(t− µj)l−i+1 (3.37)
CAPI´TULO 3. RESOLUC¸A˜O DE EQUAC¸O˜ES INTEGRAIS 65
e
K2x+(t) =
n∑
j=1
αj∑
l=1
cjl
(1− µj t)l
l∑
i=1
Cij
(
t− 1
µj
)i−1
+
k0+2∑
l=1
dl
tl
l−1∑
i=1
Di t
i. (3.38)
Demonstrac¸a˜o.
T1x+(t) = θ(t)x+(t)
k0∑
l=0
al t
l − θ(t)
k0∑
l=0
al
l+1∑
i=1
Ai t
l+1−i+
+θ(t)x+(t)
n∑
j=1
αj∑
l=1
(
bjl
(t− µj)l +
cjl
(1− µj t)l
)
−
−θ(t)
n∑
j=1
αj∑
l=1
bjl
l∑
i=1
Bij
(t− µj)l−i+1−
−
n∑
j=1
αj∑
l=1
cjl
(1− µj t)l
l∑
i=1
Cij(t− 1
µj
)i−1
+θ(t)x+(t)
k0+2∑
l=1
dl
tl
−
k0+2∑
l=1
dl
tl
l−1∑
i=1
Di t
i
= t−1 θ(t)x+(t)|r(t)|2 − θ(t)
k0∑
l=0
al
l+1∑
i=1
Ai t
l+1−i−
−θ(t)
n∑
j=1
αj∑
l=1
bjl
l∑
i=1
Bij
(t− µj)l−i+1−
−
n∑
j=1
αj∑
l=1
cjl
(1− µj t)l
l∑
i=1
Cij
(
t− 1
µj
)i−1
−
k0+2∑
l=1
dl
tl
l−1∑
i=1
Di t
i
De forma ana´loga, temos
2) (k0 = −1)
K1x+(t) =
n∑
j=1
αj∑
l=1
b∗jl
l∑
i=1
Bij
(t− µj)l−i+1 (3.39)
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e
K2x+(t) =
n∑
j=1
αj∑
l=1
c∗jl
(1− µj t)l
l∑
i=1
Cij
(
t− 1
µj
)i−1
. (3.40)
3) (k0 ≤ −2)
K1x+(t) =
n∑
j=1
αj∑
l=1
b∗∗jl
l∑
i=1
Bij
(t− µj)l−i+1 (3.41)
e
K2x+(t) =
n∑
j=1
αj∑
l=1
c∗∗jl
(1− µj t)l
l∑
i=1
Cij
(
t− 1
µj
)i−1
. (3.42)
O operador T2
Para simplificar
T2ψ−(t) = P+
{
r(t)P+ [(rψ−)(t)]
}
−θ(t)P+
[
θ(t) r(t)P+ [(rψ−)(t)]
}
, (3.43)
precisamos de analisar a func¸a˜o r(t) decomposta numa soma de fracc¸o˜es
elementares.
Temos dois casos:
• k0 ≥ −1 (isto e´, l0 ≤ −1), onde
r(t) =
k0+1∑
l=0
fl t
l +
n∑
j=1
αj∑
l=1
gjl
(t− µj)l ; (3.44)
• k0 ≤ −2 (isto e´, l0 ≥ 0), onde
r(t) =
n∑
j=1
αj∑
l=1
g∗jl
(t− µj)l . (3.45)
Para simplificar T2ψ−(t), temos de determinar primeiro
P+ [(rψ−)(t)] . (3.46)
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Assim, temos de calcular
P+(t
lψ−(t)) e P+
ψ−(t)
(t− µj)l . (3.47)
Proposic¸a˜o 3.7
P+ψ−(t) = 0, P+(tlψ−(t)) =
l∑
i=1
Ei t
l−i, l ≥ 1, (3.48)
onde
Ei =
ϕ
(i)
+ (0)
i!
e ϕ+(t) = ψ−(t). (3.49)
Demonstrac¸a˜o.
Numa vizinhanc¸a de 0 temos que
ϕ+(t) = ϕ+(0) + ϕ
′
+(0) t+
ϕ
′′
+(0)
2!
t2 +
ϕ
′′′
+(0)
3!
t3 + · · · ,
com ϕ+(0) = 0 (pois ψ−(t) = P−ψ(t)). Assim,
ψ−(t) = ϕ
′
+(0) t
−1 +
ϕ
′′
+(0)
2!
t−2 +
ϕ
′′′
+(0)
3!
t−3 + · · · .
Assim,
P+ψ−(t) = 0,
P+(t ψ−(t)) = ϕ
′
+(0)
e
P+(t
2 ψ−(t)) = ϕ
′
+(0) t+
ϕ
′′
+(0)
2!
.
Seguindo este racioc´ınio obtemos para l ≥ 1
P+(t
lψ−(t)) =
l∑
i=1
ϕ
(i)
+ (0)
i!
tl−i
Precisamos de P+(t
lψ−(t)) somente quando k0 ≥ 0. E, nesse caso, dessa
parte, existem k0 + 1 constantes a determinar em T2ψ−(t).
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Proposic¸a˜o 3.8
P+
ψ−(t)
(t− µj)l =
l∑
i=1
Fij
(t− µj)l−i+1 , l ≥ 1, (3.50)
onde
Fij =
ψ
(i−1)
− (µj)
(i− 1)! e |µj| > 1. (3.51)
Demonstrac¸a˜o.
E´ ana´loga a` demonstrac¸a˜o da Proposic¸a˜o (3.4)
Dessa parte, existem
∑n
j=1 αj constantes a determinar em T2ψ−(t).
Assim,
1) (k0 ≥ 0)
P+ [(rψ−)(t)] =
k0+1∑
l=1
fl
l∑
i=1
Ei t
l−i +
n∑
j=1
αj∑
l=1
gjl
l∑
i=1
Fij
(t− µj)l−i+1 ; (3.52)
2) (k0 ≤ −1)
P+ [(rψ−)(t)] =
n∑
j=1
αj∑
l=1
g∗jl
l∑
i=1
Fij
(t− µj)l−i+1 . (3.53)
O passo seguinte e´ simplificar
P+
{
r(t)P+ [rψ−)(t)]
}
. (3.54)
Temos dois casos:
• k0 ≥ 0, onde
P+
{
r(t)P+ [(rψ−)(t)]
}
= P+
{
r(t)
[
k0+1∑
l=1
fl
l∑
i=1
Ei t
l−i +
n∑
j=1
αj∑
l=1
gjl
l∑
i=1
Fij
(t− µj)l−i+1
]}
;
(3.55)
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• k0 ≤ −1, onde
P+
{
r(t)P+ [(rψ−)(t)]
}
= P+
{
r(t)
[
n∑
j=1
αj∑
l=1
g∗jl
l∑
i=1
Fij
(t− µj)l−i+1
]}
.
(3.56)
So´ temos func¸o˜es racionais. Assim, temos simplesmente de decompoˆ-las
em fracc¸o˜es elementares e escolher as fracc¸o˜es sem po´los em >+.
O passo seguinte e´ simplificar
P+
{
θ(t) r(t)P+ [(rψ−)(t)]
}
. (3.57)
Temos dois casos:
• k0 ≥ 0, onde
P+
{
θ(t) r(t)P+ [(rψ−)(t)]
}
= P+
{
θ(t) r(t)
[
k0+1∑
l=1
fl
l∑
i=1
Ei t
l−i +
n∑
j=1
αj∑
l=1
gjl
l∑
i=1
Fij
(t− µj)l−i+1
]}
;
(3.58)
• k0 ≤ −1, onde
P+
{
θ(t) r(t)P+ [(rψ−)(t)]
}
= P+
{
θ(t) r(t)
[
n∑
j=1
αj∑
l=1
g∗jl
l∑
i=1
Fij
(t− µj)l−i+1
]}
.
(3.59)
Precisamos de calcular
P+
(
θ(t) tl
)
, P+
θ(t)
(t− µj)l e P+
θ(t)
(1− µj t)l . (3.60)
Proposic¸a˜o 3.9
P+
(
θ(t) tl
)
=
l∑
i=0
θ(i)(0)
i!
tl−i, l ≥ 0. (3.61)
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Demonstrac¸a˜o.
E´ ana´loga a` demonstrac¸a˜o da Proposic¸a˜o (3.3)
Proposic¸a˜o 3.10
P+
θ(t)
(t− µj)l =
l∑
i=1
y
(i−1)
− (µj)
(i− 1)!(t− µj)l−i+1 , l ≥ 1, (3.62)
onde
y−(t) = θ(t) e |µj| > 1.
Demonstrac¸a˜o.
E´ ana´loga a` demonstrac¸a˜o da Proposic¸a˜o (3.4)
Notamos que
P+
θ(t)
(1− µj t)l = 0, (3.63)
onde |µj| > 1.
Podemos concluir que temos somente func¸o˜es racionais em (3.57). Assim
sendo, temos simplesmente de decompoˆ-las em fracc¸o˜es elementares e escolher
as fracc¸o˜es sem po´los em >+.
Enta˜o, temos de encontrar em T2ψ−(t):
• para k0 ≥ −1,
k0+1+
∑n
j=1 αj =
∑m
i=1 βi constantes que dependem de ψ−(t) (Ei, i =
1, k0 + 1;Fij, i = 1, αj, j = 1, n);
• para k0 ≤ −2,∑n
j=1 αj constantes que dependem de ψ−(t) (Fij, i = 1, αj, j = 1, n).
CAPI´TULO 3. RESOLUC¸A˜O DE EQUAC¸O˜ES INTEGRAIS 71
Temos
T2ψ−(t) = K3ψ−(t)− θ(t) K4ψ−(t), (3.64)
onde K3ψ−(t) e K4ψ−(t) sa˜o func¸o˜es racionais dependendo de
p
3
constantes
que temos de determinar,
1) (k0 ≥ 0)
K3ψ−(t) = P+
{
r(t)
[
k0+1∑
l=1
fl
l∑
i=1
Ei t
l−i +
n∑
j=1
αj∑
l=1
gjl
l∑
i=1
Fij
(t− µj)l−i+1
]}
(3.65)
e
K4ψ−(t) = P+
{
θ(t) r(t)
[
k0+1∑
l=1
fl
l∑
i=1
Ei t
l−i +
n∑
j=1
αj∑
l=1
gjl
l∑
i=1
Fij
(t− µj)l−i+1
]}
.
(3.66)
De forma ana´loga, temos para
2) (k0 ≤ −1)
K3ψ−(t) = P+
{
r(t)
[
n∑
j=1
αj∑
l=1
g∗jl
l∑
i=1
Fij
(t− µj)l−i+1
]}
(3.67)
e
K4ψ−(t) = P+
{
θ(t) r(t)
[
n∑
j=1
αj∑
l=1
g∗jl
l∑
i=1
Fij
(t− µj)l−i+1
]}
. (3.68)
De (3.17) e (3.18) podemos concluir que as func¸o˜es x+ e ψ− dependem
das p constantes que surgem em T1x+(t) e T2ψ−(t). Assim, vamos ver como
podemos obter um sistema de p equac¸o˜es que nos permita determinar essas
constantes.
Como determinar as constantes Ai, Bij, Cij, Di, Ei e Fij?
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E´ agora poss´ıvel ver que (3.18) pode ser reescrita como
t−1θ(t) x+(t) =
1
γ
[
Pθ
(
r(t)g+(t)
)
− t−1θ(t)x+(t)|r(t)|2 + θ(t) K1x+(t)
+K2x+(t)−K3ψ−(t) + θ(t) K4ψ−(t)] ,
(3.69)
isto e´,
t−1θ(t) x+(t)︸ ︷︷ ︸
(+)
=
Pθ
(
r(t)g+(t)
)
+ θ(t) K1x+(t) +K2x+(t)−K3ψ−(t) + θ(t) K4ψ−(t)
γ + |r(t)|2 .
(3.70)
Como a func¸a˜o t−1θ(t) x+(t) na˜o tem po´los em >+∪> , os zeros de γ+|r(t)|2,
com multiplicidade q, que pertencem a >+ ∪ > devem ser zeros da func¸a˜o
f
(l)
1 (t), l = 0, q − 1, onde
f1(t) = Pθ
(
r(t)g+(t)
)
+ θ(t) K1x+(t) +K2x+(t)−K3ψ−(t) + θ(t) K4ψ−(t).
(3.71)
Temos tambe´m que
x+(t)︸ ︷︷ ︸
(−)
=
t
[
y−(t)Pθ
(
r(t)g+(t)
)
+K1x+(t) + y−(t)K2x+(t)− y−(t) K3ψ−(t) +K4ψ−(t)
]
γ + |r(t)|2 .
(3.72)
Como a func¸a˜o x+(t) na˜o tem po´los em >− ∪ > , os zeros de γ + |r(t)|2,
com multiplicidade q, que pertencem a >− ∪ > , devem ser zeros de f (l)2 (t),
l = 0, q − 1, onde
f2(t) = y−(t)Pθ
(
r(t)g+(t)
)
+K1x+(t)+y−(t)K2x+(t)−y−(t) K3ψ−(t)+K4ψ−(t).
(3.73)
Podemos concluir que f
(l)
1 (t) e f
(l)
2 (t) dependem linearmente de p con-
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stantes
p =

3
∑m
i=1 βi, k0 ≥ −1
3
∑n
j=1 αj, k0 ≤ −2
, (3.74)
relacionadas com x+(t) e ψ−(t). E, pode ser provado que o nu´mero de zeros
de γ+|r(t)|2 e o nu´mero de constantes a determinar que aparecem em T1x+(t)
coincidem: 2p
3
. De facto, como
γ+|r(t)|2 = γ
∏n
j=1 [(t− µj)αj(1− µj t)αj ] + tl0+1
∏m
i=1
[
(t− λi)βi(1− λi t)βi
]∏n
j=1 [(t− µj)αj(1− µj t)αj ]
,
(3.75)
temos que
• Se k0 ≤ −2, ou seja, se l0 ≥ 0, enta˜o o numerador de γ + |r(t)|2 e´ um
polino´mio de grau
max(2
∑n
j=1 αj, l0+1+2
∑m
i=1 βi) = max(2
∑n
j=1 αj,
∑n
j=1 αj+
∑m
i=1 βi)
= 2
∑n
j=1 αj =
2p
3
, pois
∑n
j=1 αj ≥
∑m
i=1 βi + 1;
• Se k0 ≥ −1, ou seja, se l0 ≤ −1, enta˜o
γ+|r(t)|2 = γ t
−l0−1 ∏n
j=1 [(t− µj)αj(1− µj t)αj ] +
∏m
i=1
[
(t− λi)βi(1− λi t)βi
]
t−l0−1
∏n
j=1 [(t− µj)αj(1− µj t)αj ]
.
O numerador e´ um polino´mio de grau
max(−l0−1+2
∑n
j=1 αj, 2
∑m
i=1 βi) = max(
∑m
i=1 βi+
∑n
j=1 αj, 2
∑m
i=1 βi)
= 2
∑m
i=1 βi =
2p
3
, pois
∑m
i=1 βi ≥
∑n
j=1 αj.
Assim, precisamos de calcular os zeros de γ + |r(t)|2. Depois temos de
exigir que esses nu´meros sejam zeros da func¸a˜o f
(l)
1 (t), l = 0, q − 1 (quando
esses nu´meros pertencem a >+ ∪ > ) ou da func¸a˜o f (l)2 (t) (quando esses
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nu´meros pertencem a >−). Obtemos um sistema linear com 2p3 equac¸o˜es e p
varia´veis.
Para encontrar as restantes p
3
equac¸o˜es de que precisamos, temos de anal-
isar a func¸a˜o
ψ−(t) =
1
γ
P−
{
r(t)g+(t)− t−1θ(t) x+(t)|r(t)|2 − r(t)P+ [(rψ−)(t)]
}
. (3.76)
Precisamos de simplificar
P−
(
r(t)g+(t)
)
, P−
(
t−1θ(t) x+(t)|r(t)|2
)
e P−
{
r(t)P+ [(rψ−)(t)]
}
.
(3.77)
Proposic¸a˜o 3.11
P−
(
r(t)g+(t)
)
=
n∑
j=1
αj∑
l=1
rjl
(
− 1
µj
)l l−1∑
i=0
g
(i)
+
(
1
µj
)
i!
(
t− 1
µj
)l−i , (3.78)
para
r(t) =
∏m
i=1(−λi)βi∏n
j=1(−µj)αj
+
n∑
j=1
αj∑
l=1
rjl
(1− µj t)l . (3.79)
Demonstrac¸a˜o.
Decompomos r(t) em fracc¸o˜es elementares. Assim,
P−
(
r(t)g+(t)
)
=
n∑
j=1
αj∑
l=1
rjlP−
g+(t)
(1− µj t)l .
Analisemos em pormenor P−
g+(t)
(1− µj t)l .
P−
g+(t)
(1− µj t)l =
(
− 1
µj
)l
P−
g+(t)
(t− 1
µj
)l
=
(
− 1
µj
)l
P−


g+(t)− g+
(
1
µj
)
t− 1
µj︸ ︷︷ ︸
=y+(t)
+
g+
(
1
µj
)
t− 1
µj︸ ︷︷ ︸
(−)
 1(t− 1µj )l−1︸ ︷︷ ︸
(−)

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=
(
− 1
µj
)l

g+(
1
µj
)
(t− 1
µj
)l
+ P−


y+(t)− y+
(
1
µj
)
t− 1
µj︸ ︷︷ ︸
=z+(t)
+
y+
(
1
µj
)
t− 1
µj︸ ︷︷ ︸
(−)
 1(t− 1µj )l−2︸ ︷︷ ︸
(−)


=
(
− 1
µj
)l l−1∑
i=0
g
(i)
+
(
1
µj
)
i!
(
t− 1
µj
)l−i .
Nota: Numa vizinhanc¸a de 1
µj
temos que
g+(t) = g+
(
1
µj
)
+ g′+
(
1
µj
)(
t− 1
µj
)
+
g′′+
(
1
µj
)
2!
(
t− 1
µj
)2
+ · · · .
Assim,
y(t) = g
′
+
(
1
µj
)
+
g′′+
(
1
µj
)
2!
(
t− 1
µj
)
+ · · ·
e
y+
(
1
µj
)
= g′+
(
1
µj
)
.
Da mesma forma,
z+(t) =
g′′+
(
1
µj
)
2!
+
g′′′+
(
1
µj
)
3!
(
t− 1
µj
)
+ · · ·
e
z+
(
1
µj
)
=
g′′+
(
1
µj
)
2!
.
Seguindo este racioc´ınio obtemos (3.78)
Proposic¸a˜o 3.12 Se k0 ≥ 0,
P−
(
t−1θ(t) x+(t)|r(t)|2
)
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=
n∑
j=1
αj∑
l=1
sjl
(
− 1
µj
)l l−1∑
i=0
h
(i)
+
(
1
µj
)
i!
(
t− 1
µj
)l−i + k0+1∑
l=1
dl
l−1∑
i=0
h
(i)
+ (0)
i!
ti−l = K5x+(t),
(3.80)
onde h+(t) = t
−1θ(t) x+(t) e as constantes sjl e dl resultam da decomposic¸a˜o
de |r(t)|2 em fracc¸o˜es elementares (onde escolhemos, por motivos o´bvios,
somente as fracc¸o˜es com po´los em >+).
Se k0 ≤ −1,
P−
(
t−1θ(t) x+(t)|r(t)|2
)
=
n∑
j=1
αj∑
l=1
s∗jl
(
− 1
µj
)l l−1∑
i=0
h
(i)
+
(
1
µj
)
i!
(
t− 1
µj
)l−i = K5x+(t).
(3.81)
Demonstrac¸a˜o.
Seja k0 ≥ 0. Segundo a demonstrac¸a˜o de (3.78) temos
P−
(
t−1θ(t) x+(t)|r(t)|2
)
=
n∑
j=1
αj∑
l=1
sjl
(
− 1
µj
)l l−1∑
i=0
h
(i)
+
(
1
µj
)
i!
(
t− 1
µj
)l−i+k0+1∑
l=1
dlP−
h+(t)
tl
.
Falta simplificar P−
h+(t)
tl
. Como
h+(t) = h+(0) + h
′
+(0) t+
h′′+(0)
2!
t2 +
h′′′+(0)
3!
t3 + · · ·+ h
(l)
+ (0)
l!
tl + · · ·
temos que
h+(t)
tl
= h+(0) t
−l+h′+(0) t
1−l+
h′′+(0)
2!
t2−l+· · ·+h
(l−1)
+ (0)
(l − 1)! t
−1+
h
(l)
+ (0)
l!
+
h
(l+1)
+ (0)
(l + 1)!
t+· · ·
vindo
P−
h+(t)
tl
=
l−1∑
i=0
h
(i)
+ (0)
i!
ti−l.
De forma ana´loga se demonstra para k0 ≤ −1
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Proposic¸a˜o 3.13 Se k0 ≥ 0,
P−
{
r(t)P+ [(rψ−)(t)]
}
= P−
{
r(t)
[
k0+1∑
l=1
fl
l∑
i=1
Ei t
l−i +
n∑
j=1
αj∑
l=1
gjl
l∑
i=1
Fij
(t− µj)l−i+1
]}
= K6ψ−(t).
(3.82)
Se k0 ≤ −1,
P−
{
r(t)P+ [(rψ−)(t)]
}
= P−
{
r(t)
[
n∑
j=1
αj∑
l=1
g∗jl
l∑
i=1
Fij
(t− µj)l−i+1
]}
= K6ψ−(t).
(3.83)
Temos somente func¸o˜es racionais. Assim, temos simplesmente de decompo-
las em fracc¸o˜es elementares e escolher as fracc¸o˜es com po´los em >+.
Assim, obtemos a func¸a˜o ψ−(t) atrave´s das constantes que aparecem em
T1x+(t) e T2ψ−(t). Atrave´s das relac¸o˜es entre a func¸a˜o ϕ+(t) e t = 0 (ver
(3.49)) e das relac¸o˜es entre a func¸a˜o ψ−(t) e t = µj (ver (3.51)), podemos
obter um sistema linear com
p
3
equac¸o˜es e p constantes.
Sejam zi,+, i = 1, s+, os zeros da func¸a˜o γ + |r(t)|2 situados em >+ ∪> ,
com multiplicidade qi,+. Sejam zi,−, i = 1, s−, os zeros da func¸a˜o γ + |r(t)|2
situados em >−, com multiplicidade qi,−. Sabemos que
s+∑
i=1
qi,+ +
s−∑
i=1
qi,− =
2p
3
.
Considerando as func¸o˜es
f3(t) =
1
γ
[
P−
(
r(t)g+(t)
)
−K5x+(t)−K6ψ−(t)
]
(3.84)
e
f4(t) = f3(t), (3.85)
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obtemos o seguinte sistema linear de p equac¸o˜es e p inco´gnitas que nos per-
mite determinar as constantes Ai, Bij, Cij, Di, Ei e Fij,
f
(j)
1 (zi,+) = 0, i = 1, s+, j = 0, qi,+ − 1
f
(j)
2 (zi,−) = 0, i = 1, s−, j = 0, qi,− − 1
f
(i−1)
3 (µj)
(i− 1)! = Fij, i = 1, αj, j = 1, n
f
(i)
4 (0)
i!
= Ei, i = 1, k0 + 1 (se k0 ≥ 0)
. (3.86)
Enunciemos agora um algoritmo que nos permite resolver uma equac¸a˜o
solu´vel do tipo (3.1).
Algoritmo para resoluc¸a˜o da equac¸a˜o (N+(b) + γI)ω+(t) = g+(t).
Passo 1: Ca´lculo de k0.
Passo 1.1: Representar r(t) na forma (3.11). Ir para o Passo 1.2.
Passo 1.2: Determinar k0 atrave´s de (3.23). Ir para o Passo 1.3.
Passo 1.3: Se k0 ≥ 0, enta˜o ir para o Passo 2. Se k0 = −1, enta˜o ir
para o Passo 3. Se k0 ≤ −2, enta˜o ir para o Passo 4.
Passo 2: O operador T1.
Passo 2.1: Decompor
|r(t)|2
t
numa soma de fracc¸o˜es elementares (ver
(3.24)). Ir para o Passo 2.2.
Passo 2.2: Representar T1x+(t) atrave´s de (3.36), (3.37) e (3.38). Ir
para o Passo 5.
Passo 3: O operador T1.
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Passo 3.1: Decompor
|r(t)|2
t
numa soma de fracc¸o˜es elementares (ver
(3.25)). Ir para o Passo 3.2.
Passo 3.2: Representar T1x+(t) atrave´s de (3.36), (3.39) e (3.40). Ir
para o Passo 6.
Passo 4: O operador T1.
Passo 4.1: Decompor
|r(t)|2
t
numa soma de fracc¸o˜es elementares (ver
(3.26)). Ir para o Passo 4.2.
Passo 4.2: Representar T1x+(t) atrave´s de (3.36), (3.41) e (3.42). Ir
para o Passo 7.
Passo 5: O operador T2.
Passo 5.1: Decompor r(t) numa soma de fracc¸o˜es elementares (ver
(3.44)). Ir para o Passo 5.2.
Passo 5.2: Representar T2ψ−(t) atrave´s de (3.64), (3.65) e (3.66). Ir
para o Passo 8.
Passo 6: O operador T2.
Passo 6.1: Decompor r(t) numa soma de fracc¸o˜es elementares (ver
(3.44)). Ir para o Passo 6.2.
Passo 6.2: Representar T2ψ−(t) atrave´s de (3.64), (3.67) e (3.68). Ir
para o Passo 8.
Passo 7: O operador T2.
Passo 7.1: Decompor r(t) numa soma de fracc¸o˜es elementares (ver
(3.45)). Ir para o Passo 7.2.
Passo 7.2: Representar T2ψ−(t) atrave´s de (3.64), (3.67) e (3.68). Ir
para o Passo 8.
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Passo 8: Ca´lculo de P−
(
r(t)g+(t)
)
.
Passo 8.1: Decompor r(t) numa soma de fracc¸o˜es elementares (ver
(3.79)). Ir para o Passo 8.2.
Passo 8.2: Escrever P−
(
r(t)g+(t)
)
atrave´s de (3.78). Ir para o Passo
9.
Passo 9: Representac¸a˜o da func¸a˜o t−1θ(t)x+(t) atrave´s das constantes
Ai, Bij, Cij, Di, Ei e Fij.
Passo 9.1: Escrever t−1θ(t)x+(t) atrave´s de (3.70). Ir para o Passo
9.2.
Passo 9.2: Se k0 ≥ 0, enta˜o ir para o Passo 10. Se k0 ≤ −1, enta˜o ir
para o Passo 11.
Passo 10: Os operadores K5 e K6.
Passo 10.1: Decompor |r(t)|2 numa soma de fracc¸o˜es elementares. Ir
para o Passo 10.2.
Passo 10.2: Escrever K5x+(t) atrave´s de (3.80). Ir para o Passo 10.3.
Passo 10.3: Decompor r(t) em somas de fracc¸o˜es elementares. Ir para
o Passo 10.4.
Passo 10.4: Escrever K6ψ−(t) atrave´s de (3.82). Ir para o Passo 12.
Passo 11: Os operadores K5 e K6.
Passo 11.1: Decompor |r(t)|2 numa soma de fracc¸o˜es elementares. Ir
para o Passo 11.2.
Passo 11.2: Escrever K5x+(t) atrave´s de (3.81). Ir para o Passo 11.3.
Passo 11.3: Decompor r(t) em somas de fracc¸o˜es elementares. Ir para
o Passo 11.4.
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Passo 11.4: Escrever K6ψ−(t) atrave´s de (3.83). Ir para o Passo 12.
Passo 12: Resoluc¸a˜o do sistema (3.86).
Passo 12.1: Escrever f1(t) atrave´s de (3.71). Ir para o Passo 12.2.
Passo 12.2: Escrever f2(t) atrave´s de (3.73). Ir para o Passo 12.3.
Passo 12.3: Escrever f3(t) atrave´s de (3.84). Ir para o Passo 12.4.
Passo 12.4: Escrever f4(t) atrave´s de (3.85). Ir para o Passo 12.5.
Passo 12.5: Determinar os zeros de γ + |r(t)|2. Ir para o Passo 12.6.
Passo 12.6: Resolver o sistema (3.86). Ir para o Passo 12.7.
Passo 12.7: Se k0 ≥ 0, enta˜o ir para o Passo 13. Se k0 ≤ −1, enta˜o ir
para o Passo 14.
Passo 13: A(s) soluc¸a˜o(o˜es) ω+(t).
Passo 13.1: Reescrever P+ [(rψ−)(t)] atrave´s de (3.52). Ir para o Passo
13.2.
Passo 13.2: Escrever ω+(t) atrave´s de (3.21).
Passo 14: A(s) soluc¸a˜o(o˜es) ω+(t).
Passo 14.1: Reescrever P+ [(rψ−)(t)] atrave´s de (3.53). Ir para o Passo
14.2.
Passo 14.2: Escrever ω+(t) atrave´s de (3.21).
Observac¸a˜o 3.1 Devemos referir que nem sempre, dependendo de g+(t), e´
poss´ıvel simplificar Pθ
(
r(t)g+(t)
)
. No entanto, para as equac¸o˜es da forma
(3.1) que necessitamos de resolver para obtermos uma factorizac¸a˜o gener-
alizada expl´ıcita de uma classe de func¸o˜es matriciais que sera´ estudada no
Cap´ıtulo 4, consegue-se sempre simplificar Pθ
(
r(t)g+(t)
)
.
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Vamos analisar mais pormenorizadamente Pθ
(
r(t)g+(t)
)
em algumas
situac¸o˜es particulares.
3.2.2.1 Caso −γ ∈ ρ(N+(b))
Sabemos que se −γ ∈ ρ(N+(b)) a equac¸a˜o (3.1) e´ sempre unicamente
solu´vel e
ω+(t) = (N+(b) + γI)
−1g+(t).
Assim, o sistema obtido e´ poss´ıvel e determinado (unicamente solu´vel).
Vamos, em particular, analisar duas situac¸o˜es que nos permitira˜o con-
struir uma factorizac¸a˜o generalizada cano´nica de uma classe de func¸o˜es ma-
triciais que estudaremos no Cap´ıtulo 4.
1. g+(t) ≡ 1
A equac¸a˜o na˜o homoge´nea a resolver tem a forma
(N+(b) + γI)u+(t) = 1.
Nota: Neste caso temos que
Pθ
(
r(t)g+(t)
)
= r(0)
(
1− θ(0)θ(t)
)
. (3.87)
2. g+(t) = b(t) = r(t)θ(t) =
∏m
i=1(t− λi)βi∏n
j=1(t− µj)αj
θ(t) (ver (3.11))
A equac¸a˜o na˜o homoge´nea a resolver tem a forma
(N+(b) + γI)v+(t) = b(t).
Nota: Neste caso temos que
• Se k0 ≥ 0,
Pθ
(
r(t)g+(t)
)
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=
n∑
j=1
αj∑
l=1
sjl
(1− µj t)l
[
θ(t)−
l∑
i=1
Gij
(
t− 1
µj
)i−1]
+
k0+1∑
l=1
zl
tl
(
θ(t)−
l−1∑
i=0
Hit
i
)
,
(3.88)
onde
Gij =
θ(i−1)
(
1
µj
)
(i− 1)! e Hi =
θ(i)(0)
i!
.
Com um racioc´ınio ana´logo obtemos
• Se k0 ≤ −1,
Pθ
(
r(t)g+(t)
)
=
n∑
j=1
αj∑
l=1
s∗jl
(1− µj t)l
[
θ(t)−
l∑
i=1
Gij
(
t− 1
µj
)i−1]
.
(3.89)
Demonstrac¸a˜o.
Seja k0 ≥ 0. Temos
Pθ
(
r(t)b(t)
)
= (P+ − θ(t)P+θ(t)I)
(|r(t)|2θ(t))
= P+
(|r(t)|2θ(t))− θ(t)P+|r(t)|2
= P+
{(
n∑
j=1
αj∑
l=1
sjl
(1− µj t)l
+
k0+1∑
l=1
zl
tl
)
θ(t)
}
=
n∑
j=1
αj∑
l=1
sjlP+
θ(t)
(1− µj t)l
+
k0+1∑
l=1
zlP+
θ(t)
tl
.
Mas,
P+
θ(t)
(1− µj t)l
=
(
− 1
µj
)l
P+
θ(t)(
t− 1
µj
)l (3.90)
=
1
(1− µj t)l
θ(t)− l∑
i=1
θ(i−1)
(
1
µj
)
(i− 1)!
(
t− 1
µj
)i−1 , l ≥ 1,
(ver demonstrac¸a˜o de (3.33)).
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Temos tambe´m que
P+
θ(t)
tl
=
1
tl
(
θ(t)−
l−1∑
i=0
θ(i)(0)
i!
ti
)
, l ≥ 1, (3.91)
(a demonstrac¸a˜o e´ ana´loga a` de (3.35)).
De forma similar se demonstra para k0 ≤ −1
3.2.2.2 Caso −γ ∈ σ(N+(b))
Quando −γ ∈ σ(N+(b)), a equac¸a˜o (3.1) pode ser ou na˜o solu´vel. Assim,
neste caso, o sistema obtido pode ser imposs´ıvel ou poss´ıvel indeterminado.
Vamos analisar, em particular, algumas situac¸o˜es distintas. A primeira
dar-nos-a´ o nu´cleo do operador N+(b)+γI e duas das outras (ver (3.8), (3.9) e
(3.10)) dar-nos-a˜o uma factorizac¸a˜o generalizada na˜o cano´nica de uma classe
de func¸o˜es matriciais que analisaremos no Cap´ıtulo 4.
1. g+(t) ≡ 0
A equac¸a˜o homoge´nea da´-nos o Ker(N+(b) +γI), que denotaremos por
κ. Como −γ ∈ σ(N+(b)), iremos provar, no Cap´ıtulo 4, que
0 < κ <∞.
2. g+(t) ≡ γ
A equac¸a˜o na˜o homoge´nea a resolver tem a forma
(N+(b) + γI)x+(t) = γ, (3.92)
e o sistema (se solu´vel) da´-nos as soluc¸o˜es x+(t) (ver (3.87)).
Nota: Neste caso temos que
Pθ
(
r(t)g+(t)
)
= γr(0)
(
1− θ(0)θ(t)
)
.
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3. g+(t) = γb(t) = γr(t)θ(t) = γ
∏m
i=1(t− λi)βi∏n
j=1(t− µj)αj
θ(t) (ver (3.11))
A equac¸a˜o na˜o homoge´nea a resolver tem a forma
(N+(b) + γI)y+(t) = γb(t),
e o sistema (se solu´vel) da´-nos as soluc¸o˜es y+(t) (ver (3.88) e (3.89)).
4. g+(t) = γr1,κ(t), onde r1,κ(t) e´ um polino´mio de grau κ da forma
r1,κ(t) = t
κ + s1,κ−1(t).
A equac¸a˜o na˜o homoge´nea a resolver tem a forma
(N+(b) + γI)x+(t) = γr1,κ(t),
e o sistema (se solu´vel) da´-nos as soluc¸o˜es x+(t).
Nota: Neste caso temos que
Pθ
(
r(t)g+(t)
)
= γ
(
P+ − θ(t)P+θ(t)I
)(
r(t)r1,κ(t)
)
,
onde r(t) =
∏m
i=1(t− λi)βi∏n
j=1(t− µj)αj
(ver (3.11)). Basta decompor em fracc¸o˜es
elementares a func¸a˜o r(t)r1,κ(t) e escolher os factores sem po´los em
>+. Ficamos imediatamente com P+
(
r(t)r1,κ(t)
)
. Para simplificar a
expressa˜o P+
(
θ(t)r(t)r1,κ(t)
)
, so´ precisamos de (3.61).
5. g+(t) = γb(t)r2,κ(t) = γr(t)θ(t)r2,κ(t), onde r2,κ(t) e´ um polino´mio de
grau κ da forma
r2,κ(t) = t
κ + s2,κ−1(t).
A equac¸a˜o na˜o homoge´nea a resolver tem a forma
(N+(b) + γI)y+(t) = γb(t)r2,κ(t),
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e o sistema (se solu´vel) da´-nos as soluc¸o˜es y+(t).
Nota: Neste caso temos que
Pθ
(
r(t)g+(t)
)
= γ
[
P+
(|r(t)|2r2,κ(t)θ(t))− θ(t)P+ (|r(t)|2r2,κ(t))] ,
onde r(t) =
∏m
i=1(t− λi)βi∏n
j=1(t− µj)αj
(ver (3.11)).
Precisamos de decompor em fracc¸o˜es elementares a func¸a˜o |r(t)|2r2,κ(t)
e escolher os factores sem po´los em >+. Ficamos imediatamente com
P+ (|r(t)|2r2,κ(t)). Para simplificar P+ (|r(t)|2r2,κ(t)θ(t)) ainda precisamos
de (3.90) e de (3.91).
3.3 Exemplo
Vamos agora apresentar um exemplo da aplicac¸a˜o do algoritmo.
3.3.1 b(t) =
1
t− µ θ(t)
Consideremos o caso
b(t) =
1
t− µ θ(t),
onde |µ| > 1 e θ(t) e´ uma func¸a˜o interna.
Atrave´s de (3.11) e (3.23) temos que k0 = −2 e sabemos que temos 3
constantes para determinar: B11 = x−(µ), C11 = (θ x−)
(
1
µ
)
e F11 = ψ−(µ).
Utilizando as fo´rmulas (3.36), (3.41) e (3.42), obtemos
T1x+(t) =
B(t− µ)C11 + θ(t)
[
A(1− µ t)B11 − (A+Bt−Bµ− Aµ t)x+(t)
]
(t− µ)(1− µ t) ,
onde A =
1
1− |µ|2 e B =
µ
1− |µ|2 .
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Utilizando as fo´rmulas (3.64), (3.67) e (3.68), obtemos
T2ψ−(t) =
µA[−1 + y−(µ)θ(t)]F11
t− µ .
A func¸a˜o γ + |r(t)|2 tem um zero de multiplicidade dois ou dois zeros
distintos. Temos de analisar se o(s) zero(s) pertence(m) a >+, a >− ou a
> . Assim, dependendo dos valores de µ e de γ, temos diferentes sistemas a
resolver.
Vamos considerar, para obtermos resultados numa forma simples, valores
concretos para as constantes µ e γ. Vejamos, por exemplo, o caso quando
µ = 2, γ = −1
9
e θ(t) e´ diferencia´vel numa vizinhanc¸a de t = −1 e tal que
θ′(−1) 6= 0. Temos que −γ ∈ ρ(N+(b)) e a equac¸a˜o
(N+(b) + γI)ω+(t) = g+(t)
e´ unicamente solu´vel. Analisando, em particular, as equac¸o˜es
(N+(b) + γI)u+(t) = 1
e
(N+(b) + γI)v+(t) = b(t),
podemos aplicar o algoritmo e obter as soluc¸o˜es
u+(t) =
27 θ(0)
4
j+(t)
t− 2 − 9
3(−1 + 2t)θ(t) + (t− 2)2[θ(−1) + (t+ 1)θ′(−1)]
(t− 2)(t+ 1)2θ′(−1)
e
v+(t) =
3
2
j+(t)
t− 2 ,
onde
j+(t) =
(t− 2)2θ(−1)2 − 3(−1 + 2t)θ(t)[(t+ 1)θ′(−1)− θ(−1)]
(t+ 1)2θ′(−1) .
Cap´ıtulo 4
Factorizac¸a˜o de func¸o˜es
matriciais
O Cap´ıtulo 4 e´ dedicado a` factorizac¸a˜o de func¸o˜es matriciais do tipo
Aγ(b) =
 e b
b∗ b∗b+ γe
 , (4.1)
onde γ e´ uma constante complexa arbitra´ria, e representa a func¸a˜o matri-
cial identidade, b e´ uma func¸a˜o matricial pertencente a [L∞ (> )]n,n e b∗ e´ a
adjunta hermiteana de b.
Comec¸amos por indicar algumas propriedades da func¸a˜o matricial Aγ(b).
Na secc¸a˜o seguinte, constatando que existem fortes ligac¸o˜es entre uma
factorizac¸a˜o de Aγ(b) e os operadores N±(b), obtemos o operador resolvente
deN−(b) (N+(b)) atrave´s de uma factorizac¸a˜o generalizada cano´nica esquerda
(direita) de func¸o˜es matriciais do tipo (4.1).
Na secc¸a˜o 4.3 estudamos a func¸a˜o matricial Aγ(b) quando esta admite
uma factorizac¸a˜o generalizada cano´nica esquerda, Aγ(b) = A
+
γ A
−
γ (podendo
88
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um racioc´ınio ana´logo ser feito considerando uma factorizac¸a˜o generalizada
cano´nica direita). Analisando o caso quando b ∈ [L∞(> )]n,n mostramos
que Aγ(b) admite uma factorizac¸a˜o generalizada cano´nica esquerda se e so´
se −γ ∈ ρ(N+(b)). Em particular, temos que e´ poss´ıvel obter uma factor-
izac¸a˜o generalizada cano´nica esquerda atrave´s das soluc¸o˜es das equac¸o˜es na˜o
homoge´neas
(N+(b) + γI)u+ = e e (N+(b) + γI) v+ = P+b.
Caso seja pretendida uma factorizac¸a˜o generalizada cano´nica direita basta
considerarmos equac¸o˜es do mesmo tipo onde substitu´ımos b por b∗. Notamos
que se considerarmos b = b− + b+, onde b+, b∗− ∈ [H∞]n,n, temos que a
construc¸a˜o de uma factorizac¸a˜o generalizada esquerda (direita) de Aγ(b) na˜o
depende do elemento b− (b+).
A secc¸a˜o 4.4 e´ dedicada ao estudo do problema de factorizac¸a˜o de func¸o˜es
matriciais 2 × 2, da forma (4.1), admitindo uma factorizac¸a˜o generalizada
na˜o cano´nica Aγ(b) = A
+
γ ΛA
−
γ (isto e´, quando −γ ∈ σ(N+(b))). Estamos
perante uma func¸a˜o matricial hermiteana, os ı´ndices parciais sa˜o sime´tricos e
podemos relaciona´-los com a dimensa˜o do nu´cleo dos operadores N+(b)+γI e
N−(b)+γI. Constru´ımos enta˜o um me´todo que nos permite determinar duas
equac¸o˜es na˜o homoge´neas do tipo (3.1) e, com as soluc¸o˜es destas, encontrar
uma factorizac¸a˜o generalizada na˜o cano´nica de (4.1).
Na secc¸a˜o 4.5, onde retratamos o caso b ∈ H∞,r, elaboramos um algoritmo
para a construc¸a˜o de uma factorizac¸a˜o generalizada expl´ıcita de func¸o˜es ma-
triciais da forma (4.1).
Terminamos com a secc¸a˜o 4.6, onde sa˜o apresentados alguns exemplos
com o objectivo de ilustrar e clarificar os resultados descritos nas secc¸o˜es
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anteriores.
4.1 A classe de func¸o˜es matriciais Aγ(b)
Vejamos nesta secc¸a˜o algumas propriedades da func¸a˜o matricial Aγ(b).
Podemos facilmente constatar que a func¸a˜o matricial Aγ(b) pode ser ex-
pressa na seguinte forma
Aγ(b) =
 e 0
b∗ γe
  e b
0 e
 ,
da qual segue que
det Aγ(b) = γ
n.
Lema 4.1 Seja b ∈ [L∞(> )]n,n e γ uma constante complexa. A func¸a˜o
matricial
Aγ(b) =
 e b
b∗ b∗b+ γe

e´ invert´ıvel se e so´ se γ 6= 0. Ale´m disso, se γ 6= 0 temos que
A−1γ (b) =
1
γ
 γe+ bb∗ −b
−b∗ e
 .
De agora em diante, assumiremos que γ 6= 0.
4.2 Resolventes de N−(b) e N+(b) atrave´s da
factorizac¸a˜o de Aγ(b)
Temos como finalidade a determinac¸a˜o de um me´todo para o ca´lculo do
resolvente do operador N−(b) (N+(b)) atrave´s de uma factorizac¸a˜o cano´nica
esquerda (direita) da func¸a˜o matricial Aγ(b) (Aγ(b
∗)).
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Considerando a equac¸a˜o
γϕ+N−(b)ϕ = f, (4.2)
onde
ϕ = ϕ+ + ϕ−, ϕ± ∈ [L±2 (> )]n,n, f ∈ [L2(> )]n,n,
obtemos imediatamente que
ϕ+ = γ
−1P+f,
se aplicarmos P+ a` equac¸a˜o (4.2). Falta resolver a equac¸a˜o
γϕ− +N−(b)ϕ− = f−, (4.3)
onde f− = P−f . Escrevendo
bϕ− = ω+ − ω−,
segue que
γϕ− + b∗ω+ − χ+ = f−,
onde ω± ∈ [L±2 (> )]n,n e χ+ ∈ [L+2 (> )]n,n.
Temos que  e 0
b∗ −e
Φ+ =
 e b
0 −γe
Φ− + Ψ−, (4.4)
onde
Φ+ =
 ω+
χ+
 , Φ− =
 ω−
ϕ−
 e Ψ− =
 0
f−
 .
Isto e´,
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De (4.4) segue o problema de contorno de Riemann
Φ+ = Aγ(b)Φ− −Ψ−, (4.5)
associado a` func¸a˜o matricial Aγ(b).
Podemos constatar que a equac¸a˜o (4.3) e o problema (4.5) sa˜o equiva-
lentes. De facto,
 γϕ− + N−(b)ϕ− = f− ⇐⇒ γϕ− + P−[b∗P+(ω+ − ω−)] = f− ⇐⇒
γϕ− + P−(b∗ω+) = f− ⇐⇒ γϕ− + b∗ω+ − χ+ = f−, com χ+ = P+(b∗ω+)
 γϕ−+P−[b∗P+(bϕ−)] = γϕ−+P−(b∗ω+) = f−− b∗ω+ +χ+ +P−(b∗ω+)
aplicando P− obtemos:
f− − P+(b∗ω+) + P−(b∗ω+) = f−
Como o problema (4.5) e´ unicamente solu´vel se e so´ se Aγ(b) admite
uma factorizac¸a˜o generalizada cano´nica esquerda, podemos concluir que a
equac¸a˜o (4.3) e´ unicamente solu´vel se e so´ se Aγ(b) admite uma factorizac¸a˜o
generalizada cano´nica esquerda.
Vamos supor que a matriz Aγ(b) admite uma factorizac¸a˜o generalizada
cano´nica esquerda
Aγ(b) = A
+
γ A
−
γ .
Se considerarmos os operadores
pˆi
 x1
x2
 = x2 e pˇix =
 0
x
 , (4.6)
o problema de contorno de Riemann referido mostra que
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ϕ− = pˆi (A−γ )
−1P−(A+γ )
−1 pˇi f−.
Usando um procedimento similar para o operador N+(b) e denotando o resol-
vente de N±(b) por R(N±(b),−γI) = (N±(b) + γI)−1 e o conjunto resolvente
de N± por ρ(N±), obtemos o resultado principal desta secc¸a˜o.
Teorema 4.1
(i) Se Aγ(b) admite uma factorizac¸a˜o generalizada cano´nica Aγ(b) = A
+
γ A
−
γ ,
enta˜o −γ ∈ ρ(N−(b)). Nesse caso,
R(N−(b),−γI) = pˆi (A−γ )−1P−(A+γ )−1 pˇi P− + 1γ P+.
(ii) Se Aγ(b
∗) admite uma factorizac¸a˜o generalizada cano´nica Aγ(b∗) = A−γ A
+
γ ,
enta˜o −γ ∈ ρ(N+(b)). Nesse caso,
R(N+(b),−γI) = pˆi (A+γ )−1P+(A−γ )−1 pˇi P+ + 1γ P−.
Demonstrac¸a˜o. (i) Supondo que Aγ(b) admite uma factorizac¸a˜o gen-
eralizada cano´nica esquerda Aγ(b) = A
+
γ A
−
γ , podemos obter, usando (4.3),
(4.4) e (4.6):
ϕ− = pˆi(A−γ )
−1P−(A+γ )
−1pˇif−,
pois
pˆi(A−γ )
−1P−(A+γ )
−1pˇif− = pˆi(A−γ )
−1P−(A+γ )
−1Ψ−
= pˆi(A−γ )
−1P−(A+γ )
−1(Aγ(b)Φ− − Φ+) = pˆi(A−γ )−1P−(A+γ )−1Aγ(b)Φ−
= pˆi(A−γ )
−1A−γ Φ− = pˆiΦ− = ϕ−.
E, utilizando (4.2), obtemos
(N−(b) + γI)pˆi(A−γ )
−1P−(A+γ )
−1pˇif− = N−(b) + γϕ− = f−
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e
(N−(b) + γI)
1
γ
f+ = f+.
Finalmente, tem-se que −γ ∈ ρ(N−(b)) e
R(N−(b),−γI) = (N−(b) + γI)−1 = pˆi (A−γ )−1P−(A+γ )−1 pˇi P− + 1γ P+.
Usando um procedimento similar para o operador N+(b) demonstramos
(ii)
Assim, podemos determinar os resolventesR(N−(b),−γI) eR(N+(b),−γI)
atrave´s de uma factorizac¸a˜o generalizada cano´nica da func¸a˜o matricial Aγ(b).
4.3 Factorizac¸a˜o de Aγ(b). Caso cano´nico
Nesta secc¸a˜o iremos ver como determinar uma factorizac¸a˜o generalizada
cano´nica da func¸a˜o matricial Aγ(b) utilizando o operador integral singular
N+(b).
4.3.1 O caso b ∈ [L∞(>>)]n,n
Vamos estudar o problema de contorno de Riemann Φ+ = Aγ(b)(E + Φ−)Φ−(∞) = 0, (4.7)
onde b ∈ [L∞(> )]n,n e E = diag(e, e). O objectivo inicial e´ determinar
func¸o˜es matriciais Φ± ∈ [L±2 (> )]2n,2n satisfazendo as equac¸o˜es acima.
Sabemos que se Aγ(b) admite uma factorizac¸a˜o generalizada cano´nica
Aγ(b) = A
+
γ A
−
γ ,
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enta˜o o problema (4.7), onde Φ+ e´ uma func¸a˜o que admite prolongamento
anal´ıtico na regia˜o interior de > e Φ− e´ uma func¸a˜o que admite prolonga-
mento anal´ıtico na regia˜o exterior de > tal que Φ−(∞) = 0, tem soluc¸a˜o e
esta e´ u´nica:
Φ+ = A
+
γ , Φ− = (A
−
γ )
−1 − E.
Ale´m disso, podemos relacionar a existeˆncia de uma factorizac¸a˜o gener-
alizada cano´nica esquerda de Aγ(b) com o facto de −γ pertencer ou na˜o ao
conjunto resolvente do operador N+(b).
Teorema 4.2 A func¸a˜o matricial Aγ(b) admite uma factorizac¸a˜o general-
izada cano´nica esquerda em L2(> ) se e so´ se −γ ∈ ρ(N+(b)).
Demonstrac¸a˜o. E´ bem sabido que a func¸a˜o matricial Aγ(b) admite uma
factorizac¸a˜o generalizada cano´nica esquerda em L2(> )
Aγ(b) = A
+
γ A
−
γ ,
se e so´ se o operador integral singular
T = P+ + Aγ(b)P−
e´ um operador invert´ıvel em [L2(> )]n (ver Teorema 2.17).
Consideremos o operador I 0
−P−b∗P− I
T (I−P+Aγ(b)P−)
 I −P−bP−
0 I
 =
 I 0
0 N−(b) + γP− + P+
 .
Visto que
(N−(b) + γP− + P+)(γP+ + P−) = N−(b) + γI,
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obtemos que a func¸a˜o matricial Aγ(b) admite uma factorizac¸a˜o generalizada
cano´nica
Aγ(b) = A
+
γ A
−
γ ,
se e so´ se −γ ∈ ρ(N−(b))(= ρ(N+(b)))
Vamos enta˜o assumir que −γ pertence ao conjunto resolvente do operador
N+(b). Escrevendo Φ± como
Φ± =
 x± y±
z± v±
,
obtemos de (4.7) 
x+ = e+ x− + bz−
y+ = y− + b+ bv−
z+ = b
∗x+ + γz−
v+ = b
∗y+ + γe+ γv−
.
Aplicando o operador P+ a`s duas primeiras equac¸o˜es e P− a`s duas u´ltimas
obte´m-se este sistema: 
x+ = e+ P+(bz−)
y+ = P+b+ P+(bv−)
0 = P−(b∗x+) + γz−
0 = P−(b∗y+) + γv−
.
Assim, as componentes das func¸o˜es matriciais Φ± podem ser representadas
atrave´s do resolvente do operador N+(b):
x+ = γR(N+(b),−γI)e
y+ = γR(N+(b),−γI)P+b
z− = −P− [b∗R(N+(b),−γI)e]
v− = −P− [b∗R(N+(b),−γI)P+b]
.
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O u´ltimo sistema resulta de:
• (N+(b)+γI)x+ = P+[bP−(b∗x+)]+γx+ = P+[b(−γz−))+γ[e+P+(bz−)]
= γe
• (N+(b) + γI)y+ = P+[bP−(b∗y+)] + γy+ = P+[b(−γv−)] + γ[P+b +
P+(bv−)] = γP+b
• z− = − 1γ P−(b∗x+) = − 1γ P−[b∗(γR(N+(b),−γI)e)] = −P−[b∗R(N+(b),−γI)e]
• v− = − 1γ P−(b∗y+) = − 1γ P−[b∗(γR(N+(b),−γI)P+b)] = −P−[b∗R(N+(b),−γI)P+b]
Os restantes elementos de Φ± podem-se exprimir atrave´s destes.
Obtemos o seguinte resultado:
Teorema 4.3 Se −γ ∈ ρ(N+(b)), enta˜o uma soluc¸a˜o para o problema (4.7)
pode ser representada na forma
Φ+ = γ
 R(N+(b),−γI)e R(N+(b),−γI)P+b
P+[b
∗R(N+(b),−γI)e] e+ P+[b∗R(N+(b),−γI)P+b]

e
Φ− = P−{bP−[b∗R(N+(b),−γI)e]} −P−b+ P−{bP−[b∗R(N+(b),−γI)P+b]}
−P−[b∗R(N+(b),−γI)e] −P−[b∗R(N+(b),−γI)P+b]
.
Podemos enta˜o concluir o seguinte resultado.
Teorema 4.4 A func¸a˜o matricial Aγ(b) admite uma factorizac¸a˜o general-
izada cano´nica
Aγ(b) = A
+
γ A
−
γ ,
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se e so´ se−γ ∈ ρ(N+(b)). E, nesse caso,
A+γ = γ
 R(N+(b),−γI)e R(N+(b),−γI)P+b
P+[b
∗R(N+(b),−γI)e] e+ P+[b∗R(N+(b),−γI)P+b]
 (4.8)
e
A−γ =
 e+ P−{bP−[b∗R(N+(b),−γI)e]} P−{bP−[b∗R(N+(b),−γI)P+b]} − P−b
−P−[b∗R(N+(b),−γI)e] e− P−[b∗R(N+(b),−γI)P+b]
−1 .
(4.9)
Obtemos uma factorizac¸a˜o generalizada cano´nica de Aγ(b) atrave´s do
resolvente do operador N+(b).
Em particular, quando n = 1, temos que −γ ∈ ρ(N+(b)) implica que
1, P+b ∈ Im(N+(b) + γI), i.e., as equac¸o˜es
(N+(b) + γI)u+ = 1 (4.10)
e
(N+(b) + γI)v+ = P+b (4.11)
sa˜o solu´veis e, caso b ∈ H∞,r, podem resolvidas atrave´s do algoritmo descrito
no Cap´ıtulo 3. Temos que
u+ = R(N+(b),−γI)1 e v+ = R(N+(b),−γI)(P+b). (4.12)
Podemos reescrever a equac¸a˜o (4.10)
1 + P−[bP−(bu+)] = γu+ + bP−(bu+),
e a equac¸a˜o (4.11)
P−[bP−(bv+)] = γv+ − P+b+ bP−(bv+).
CAPI´TULO 4. FACTORIZAC¸A˜O DE FUNC¸O˜ES MATRICIAIS 99
Usando (4.8) e (4.9), obtemos que
detA+γ = γ
2[u+ − v+P−(bv+) + v+P−(bu+)] = γdet(A−γ )−1.
Visto que A−γ (∞) e´ a matriz identidade, temos que detA+γ = γ e detA−γ = 1,
consequentemente,
A−γ =
 1− P−(bv+) P−b− P−[bP−(bv+)]
P−(bu+) 1 + P−[bP−(bu+)]
 .
Isto e´, se −γ ∈ ρ(N+(b)), enta˜o uma factorizac¸a˜o generalizada de Aγ(b)
e´ cano´nica e pode ser determinada explicitamente atrave´s das soluc¸o˜es de
duas equac¸o˜es na˜o homoge´neas.
Estamos agora em condic¸o˜es de analisar (ver secc¸a˜o 2.6) o caso (na˜o
analisado em [29]) quando a func¸a˜o matricial (2.21),
G(t) =
 a(t) b(t)
b(t) d(t)

admite uma factorizac¸a˜o generalizada esquerda e
∆(t) > 0, em q.t.p. em > .
Sabemos que a func¸a˜o ∆ admite uma factorizac¸a˜o generalizada em L2(> ),
∆ = |∆+|2,
onde ∆±1+ ∈ H∞.
Assumindo que a func¸a˜o d (um racioc´ınio ana´logo pode ser feito com a
func¸a˜o a) preserva o sinal em q.t.p. em > , e e´ invert´ıvel em L∞(> ), enta˜o
pode ser representada na forma
d = ε|d+|2,
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onde d±1+ ∈ H∞ e ε representa o valor do sinal de d.
Introduzimos a func¸a˜o
ω =
b d
2
+
∆+ d
, (4.13)
e associamos a ω a func¸a˜o matricial
A1(ω) =
 1 ω
ω |ω|2 + 1
 .
Seja
X+ =
 0 ∆+d−1+
d+ 0
 .
Como a func¸a˜o matricial X+ pertence, juntamente com a sua inversa
X−1+ =
 0 d−1+
d+∆
−1
+ 0
 ,
a` classe [H∞]2,2, segue de
G = εX+A1(ω)X
∗
+, (4.14)
que as func¸o˜es matriciais G e A1(ω) admitem uma factorizac¸a˜o generalizada
esquerda somente simultaneamente, e que os seus ı´ndices parciais coincidem.
Assim, sem perda de generalidade, podemos concentrar-nos no estudo da
func¸a˜o matricial A1(ω).
Por (3.2), temos que −1 ∈ ρ(N+(ω)). Assim, a func¸a˜o matricial A1(ω)
admite uma factorizac¸a˜o generalizada cano´nica esquerda
A1(ω) = A+A−.
Obtemos
G = εX+A+A−X∗+.
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Podemos concluir que a func¸a˜o matricial G admite a seguinte factorizac¸a˜o
generalizada cano´nica esquerda onde os factores surgem representados atrave´s
dos factores de uma factorizac¸a˜o generalizada cano´nica esquerda de A1(ω),
que podem ser determinados explicitamente atrave´s das soluc¸o˜es das equac¸o˜es
na˜o homoge´neas
(N+(ω) + I)u+ = 1 e (N+(ω) + I)v+ = P+ω.
Temos
G = G+G−,
onde
G+ = εX+A+ e G− = A−X∗+.
4.3.2 O caso b ∈ [C(>>) + L+∞(>>)]n,n
Vejamos agora o caso quando b possui todas as componentes na a´lgebra de
Douglas. Nesse caso, N+(b) e´ um operador autoadjunto compacto (ver Lema
2.1). Logo, o resolvente de N+(b) pode ser representado em termos das suas
func¸o˜es pro´prias e valores pro´prios. Assim, usando a Proposic¸a˜o 3.2 podemos
reescrever os factores (4.8) e (4.9).
Ja´ sabemos que
x+ = γR(N+(b),−γI)e = e−K(e),
com
K(e) = [K(e1); · · · ;K(en)], K(ej) =
∑
k
λk(ej, ν
+
k )
λk + γ
ν+k
e ej e´ uma matriz coluna com componentes nulas excepto a j-e´sima onde
possui o valor 1.
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Vamos calcular (ej, ν
+
m). Seja ν
+
m =
(
ν+m1 · · · ν+mn
)T
. Vem que
(ej, ν
+
m) =
∫
>
1.ν+mj(t)|dt| =
∫
>
ν+mj(t)
it
dt = 2piν+mj(0).
Assim,
x+ = e−K(e)
com
K(ej) =
∑
k
2piλkν
+
kj(0)
λk + γ
ν+k .
De
y+ = γR(N+(b),−γI)P+b
podemos concluir que
y+ = P+b−K(P+b),
com
b = [b1; · · · ; bn], P+b = [P+b1; · · · ;P+bn], K(P+b) = [K(P+b1); · · · ;K(P+bn)]
e
K(P+bj) =
∑
k
λk(P+bj, ν
+
k )
λk + γ
ν+k .
Estamos em condic¸o˜es de enunciar um resultado, cuja demonstrac¸a˜o sai
directamente dos ca´lculos anteriores e que nos mostra que as func¸o˜es matri-
ciais (4.8) e (4.9) podem ser obtidas atrave´s dos valores pro´prios e func¸o˜es
pro´prias de N+(b).
Teorema 4.5 A func¸a˜o matricial Aγ(b) admite uma factorizac¸a˜o general-
izada cano´nica esquerda se e so´ se −γ ∈ ρ(N+(b)). E, nesse caso,
Aγ(b) = A
+
γ A
−
γ ,
onde
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A+γ =
 e−K(e) P+b−K(P+b)
P+[b
∗(e−K(e))] γe+ P+{b∗[P+b−K(P+b)]}
,
A−γ = e+
1
γ
P−{bP−[b∗(e−K(e))]} 1
γ
P−{bP−[b∗(P+b−K(P+b))]} − P−b
−1
γ
P−[b∗(e−K(e))] e− 1
γ
P−[b∗(P+b−K(P+b))]

−1
,
e = [e1, . . . , en] e K(ej) =
∑
k
2piλkν
+
kj(0)
λk + γ
ν+k .
4.3.3 O caso b ∈ [A(>>)]n,n
Consideremos uma a´lgebra decompon´ıvel de func¸o˜es cont´ınuas A(> ) e seja
A±(> ) = A(> ) ∩ C±(> ).
Seja b ∈ [A(> )]n,n. Assim, se considerarmos uma decomposic¸a˜o
b = b− + b+,
onde b± ∈ [A±(> )]n,n, enta˜o a construc¸a˜o de uma factorizac¸a˜o generalizada
esquerda da func¸a˜o matricial Aγ(b) na˜o depende de b−. De facto, temos que
Aγ(b) =
 e 0
b∗− e
Aγ(b+)
 e b−
0 e
 . (4.15)
Assim, o problema de factorizac¸a˜o da func¸a˜o matricial Aγ(b)
Aγ(b) = A
+
γ ΛA
−
γ ,
e´ equivalente ao problema de factorizac¸a˜o da func¸a˜o matricial Aγ(b+)
Aγ(b+) = C
+
γ ΛC
−
γ ,
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onde, obviamente,
A+γ =
 e 0
b∗− e
C+γ e A−γ = C−γ
 e b−
0 e
 .
Podemos concluir que uma factorizac¸a˜o de Aγ(b+) da´-nos sempre uma fac-
torizac¸a˜o de Aγ(b), independentemente de qua˜o complicado b− seja. Este
facto revela que temos uma classe bastante geral de func¸o˜es matriciais para
a qual o problema de existeˆncia de uma factorizac¸a˜o generalizada esquerda
expl´ıcita so´ depende da func¸a˜o matricial b+.
Obtemos o seguinte resultado quando b ∈ [A+(> )]n,n.
Teorema 4.6 A func¸a˜o matricial Aγ(b) admite uma factorizac¸a˜o general-
izada cano´nica esquerda se e so´ se −γ ∈ ρ(N+(b)). E, nesse caso,
Aγ(b) = A
+
γ A
−
γ ,
A+γ =
 e−K(e) b−K(b)
P+[b
∗(e−K(e))] γe+ P+[b∗(b−K(b))]

e
A−γ =
 e+ 1γP−{bP−[b∗(e−K(e))]} 1γP−{bP−[b∗(b−K(b))]}
− 1
γ
P−[b∗(e−K(e))] e− 1γP−[b∗(b−K(b))]
−1,
onde
e = [e1, . . . , en] e K(ej) =
∑
k
2piλkν
+
kj(0)
λk + γ
ν+k .
Em particular, quando n = 1 temos, usando (4.12):
Teorema 4.7 A func¸a˜o matricial Aγ(b) admite uma factorizac¸a˜o general-
izada cano´nica esquerda se e so´ se −γ ∈ ρ(N+(b)). E, nesse caso,
Aγ(b) = A
+
γ A
−
γ ,
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A+γ = γ
 u+ v+
P+(bu+) 1 + P+(bv+)
 (4.16)
e
A−γ =
 1− P−(bv+) −P−[bP−(bv+)]
P−(bu+) 1 + P−[bP−(bu+)]
 , (4.17)
onde
u+ = R(N+(b),−γI)1 e v+ = R(N+(b),−γI)(P+b).
De uma forma mais geral, caso a func¸a˜o matricial b ∈ [L∞(> )]n,n possa
ser representada na forma
b = b+ + b−,
onde b+ ∈
[
L∞(> ) ∩ L+2 (> )
]
n,n
e b− ∈
[
L∞(> ) ∩ L−,02 (> )
]
n,n
, o racioc´ınio
anterior mante´m-se va´lido (desde que a func¸a˜o matricial Aγ(b) admita fac-
torizac¸a˜o generalizada).
Finalmente, notamos que o estudo do problema de contorno de Riemann Ψ+ = ATγ (b)(E + Ψ−)Ψ−(∞) = 0
e o uso do operador N+(b
∗) (ou do operador N−(b∗)) permite-nos enunciar re-
sultados ana´logos aos anteriores, os quais da˜o-nos uma condic¸a˜o necessa´ria e
suficiente para a existeˆncia de uma factorizac¸a˜o generalizada cano´nica direita
de Aγ(b), escrita explicitamente na forma
Aγ(b) = C
−
γ (b
∗)(C+γ (b
∗))−1,
onde os factores C±γ (b
∗) sa˜o dados por
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C−γ (b
∗) =
 0 e
−e 0
 (E + Φ−)(b∗)
 0 −e
e 0
,
C+γ (b
∗) =
1
γ
 0 e
−e 0
 Φ+(b∗)
 0 −e
e 0
.
Neste caso, a construc¸a˜o de uma factorizac¸a˜o generalizada cano´nica direita
expl´ıcita depende somente da func¸a˜o b−.
4.4 Factorizac¸a˜o de Aγ(b). Caso na˜o cano´nico
Analisemos nesta secc¸a˜o o caso quando n = 1 e −γ /∈ ρ(N+(b)).
Sabemos que γ < 0 (ver propriedade (3.2)). Notamos que neste caso,
Aγ(b) =
 1 0
0
√−γ
A−1(ω)
 1 0
0
√−γ
 ,
onde ω =
b√−γ e N+(b) = −γN+(ω). Podemos enta˜o utilizar o Teorema
2.22 pois
A−1(ω) =
 0 1
1 0
Ω
 0 1
1 0
 .
Assim, assumiremos que −γ ∈ σ(N+(b)), i.e., vamos considerar que Aγ(b)
admite uma factorizac¸a˜o generalizada
Aγ(b) = A
+
γ ΛA
−
γ , (4.18)
onde
A±γ =
 a1,± a2,±
c± d±
 , Λ(t) = diag(tκ, t−κ)
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e
κ = dimKer(N+(b) + γI). (4.19)
A primeira diferenc¸a que surge relativamente ao caso cano´nico e´ o seguinte
resultado.
Proposic¸a˜o 4.1 Se −γ ∈ σ(N+(b)), enta˜o o problema (4.7) na˜o e´ solu´vel.
Demonstrac¸a˜o. Considerando Φ± = (
−→
φ±1,
−→
φ±2) e a factorizac¸a˜o gener-
alizada (4.18), o problema (4.7) e´ transformado nos seguintes dois problemas.
(A)
−→
φ+1 = Aγ(b)
−→
φ−1 +
−→g1 , −→g1 =
 1
b

(B)
−→
φ+2 = Aγ(b)
−→
φ−2 +
−→g2 , −→g2 =
 b
|b|2 + γ
.
Analisemos o problema A. Se este problema e´ solu´vel quando κ > 0, as
condic¸o˜es (ver Teorema 2.21)∫
>
((A+γ (t))
−1g1(t))2tkdt = 0, k = 0, 1, . . . , κ− 1
sa˜o satisfeitas. Mas,
(A+γ (t))
−1g1(t) = (A+γ (t))
−1Aγ(b(t))
 1
0
 = (A+γ (t))−1A+γ (t)Λ(t)A−γ (t)
 1
0

= Λ(t)A−γ (t)
 1
0
 =
 tκ 0
0 t−κ
 a1,−(t)
c−(t)
 =
 tκa1,−(t)
t−κc−(t)
 .
Vem que,∫
>
((A+γ (t))
−1g1(t))2tkdt =
∫
>
c−(t)t−κ+kdt, k = 0, 1, . . . , κ− 1.
Para k = κ− 1, temos ∫
>
c−(t)t−1dt.
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Se c−(∞) 6= 0, enta˜o
∫
> c−(t)t
−1dt 6= 0.
Analisemos o problema B. Se este problema e´ solu´vel quando κ > 0, as
condic¸o˜es ∫
>
((A+γ (t))
−1g2(t))2tkdt = 0, k = 0, 1, . . . , κ− 1
sa˜o satisfeitas. Mas,
(A+γ (t))
−1g2(t) = (A+γ (t))
−1Aγ(b(t))
 0
1
 = (A+γ (t))−1A+γ (t)Λ(t)A−γ (t)
 0
1

= Λ(t)A−γ (t)
 0
1
 =
 tκ 0
0 t−κ
 a2,−(t)
d−(t)
 =
 tκa2,−(t)
t−κd−(t)
 .
Vem que,∫
>
((A+γ (t))
−1g2(t))2tkdt =
∫
>
d−(t)t−κ+kdt, k = 0, 1, . . . , κ− 1.
Para k = κ− 1, temos ∫
>
d−(t)t−1dt.
Se d−(∞) 6= 0, enta˜o
∫
> d−(t)t
−1dt 6= 0.
Como A−γ (t) e´ invert´ıvel ∀t ∈ > − ∪> , temos que c−(∞) e d−(∞) na˜o
podem ser ambos iguais a zero. Assim, c−(∞) 6= 0 e/ou d−(∞) 6= 0. Ou
seja, ∫
>
c−(t)t−1dt 6= 0 ∨
∫
>
d−(t)t−1dt 6= 0.
Logo, os problemas (A) e (B) na˜o sa˜o solu´veis simultaneamente.
Conclu´ımos que o problema (4.7) na˜o e´ solu´vel.
Outra diferenc¸a que surge relativamente ao caso cano´nico e´ que se uma
func¸a˜o matricial A admite uma factorizac¸a˜o generalizada cano´nica esquerda,
enta˜o existe uma factorizac¸a˜o generalizada A = A+A− tal que A−(∞) =
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E. Mas, se A admite uma factorizac¸a˜o generalizada na˜o cano´nica esquerda,
enta˜o uma factorizac¸a˜o generalizada A = A+ΛA−, tal que A−(∞) = E, nem
sempre existe. Podemos ter treˆs casos diferentes:
(caso 1)
A−(∞) =
 a1,−(∞) a2,−(∞)
0 d−(∞)
 ,
a1,−(∞) 6= 0, d−(∞) 6= 0 e a2,−(∞) arbitra´rio,
(caso 2)
A−(∞) =
 a1,−(∞) a2,−(∞)
c−(∞) 0
 ,
a2,−(∞) 6= 0, c−(∞) 6= 0 e a1,−(∞) arbitra´rio,
(caso 3)
A−(∞) =
 a1,−(∞) a2,−(∞)
c−(∞) d−(∞)
 ,
c−(∞) 6= 0, d−(∞) 6= 0, a1,−(∞) e a2,−(∞) tais que na˜o sejam simultane-
amente iguais a zero.
Para cada um destes casos, temos problemas associados diferentes.
Comecemos por um resultado que sera´ utilizado para a func¸a˜o c− e/ou
para a func¸a˜o d−, dependendo de A−(∞).
Proposic¸a˜o 4.2 Se f−(∞) 6= 0, enta˜o existe um u´nico polino´mio de grau κ,
rκ(t) = t
κ + sκ−1(t), tal que
P+ (f−(t)rκ(t)) = f−(∞)tκ.
Demonstrac¸a˜o.
Sejam αi os coeficientes da representac¸a˜o em se´rie de Laurent da func¸a˜o
f−(t). Seja α0 = f−(∞) e rκ(t) = tκ + aκ−1tκ−1 + . . .+ a1t+ a0.
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Ao pretendermos determinar um polino´mio rκ tal que
P+ (f−(t)rκ(t)) = f−(∞)tκ,
obtemos o seguinte sistema
α1 + f−(∞)aκ−1 = 0
α2 + α1aκ−1 + f−(∞)aκ−2 = 0
...
ακ−1 + . . .+ α1a2 + f−(∞)a1 = 0
ακ + · · ·+ α1a1 + f−(∞)a0 = 0
.
Como∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
f−(∞) 0 0 . . . 0
α1 f−(∞) 0 . . . 0
...
. . .
...
ακ−2 ακ−3 . . . f−(∞) 0
ακ−1 ακ−2 . . . α1 f−(∞)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= (f−(∞))κ 6= 0,
o sistema tem soluc¸a˜o u´nica.
Logo, existe um u´nico polino´mio, rκ(t) = t
κ + sκ−1(t), tal que
P+ (f−(t)rκ(t)) = f−(∞)tκ.
Proposic¸a˜o 4.3 (Caso 1) Se Aγ(b) admite uma factorizac¸a˜o generalizada
esquerda (4.18), com c−(∞) = 0, enta˜o existe um u´nico polino´mio de grau
κ, rκ(t) = t
κ + sκ−1(t), tal que o problema
Φ+ = Aγ(b)
Φ− +
 1 0
0 rκ
 , (4.20)
Φ−(∞) = 02×2, e´ solu´vel.
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Demonstrac¸a˜o.
Se κ = 0, temos que r0(t) ≡ 1.
Seja κ > 0. Analisemos o problema
Φ+ − Aγ(b)Φ− = Aγ(b)
 1 0
0 rκ

︸ ︷︷ ︸
g(t)
.
Considerando
Φ± = (
−→
φ±1,
−→
φ±2)
e a factorizac¸a˜o (4.18), o problema (4.20) e´ transformado nos dois problemas
seguintes
(A)
−→
φ+1 − Aγ(b)−→φ−1 = −→g1 ,
−−→
g1(t) =
 1
b(t)

(B)
−→
φ+2 − Aγ(b)−→φ−2 = −→g2 ,
−−→
g2(t) =
 b(t)rκ(t)
(|b(t)|2 + γ)rκ(t)
 .
Usando o Teorema 2.20 temos que o problema (A) e´ solu´vel se e so´ se
i) (A+γ )
−1g1 ∈ [L1(> )]2;
ii) φ+1,0 = A
+
γ P+[(A
+
γ )
−1g1] ∈ [L+2 (> )]2;
iii) −φ−1,0 = (A−γ )−1Λ−1P−[(A+γ )−1g1] ∈ [L−,02 (> )]2.
Como
i) (A+γ (t))
−1g1(t) = (A+γ (t))
−1Aγ(b)(t)
 1
0
 = (A+γ (t))−1(A+γ (t))Λ(t)A−γ (t)
 1
0

= Λ(t)A−γ (t)
 1
0
 =
 tκ 0
0 t−κ
 a1,−(t)
c−(t)
 =
 tκa1,−(t)
t−κc−(t)
 ∈
[L1(> )]2;
ii) φ+1,0(t) = A
+
γ (t)P+[(A
+
γ (t))
−1g1(t)] = A+γ (t)P+
 tκa1,−(t)
t−κc−(t)

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= A+γ (t)
 P+(tκa1,−(t))
P+(t
−κc−(t))
 = A+γ (t)
 P+(tκa1,−(t))
0
 ∈ [L+2 (> )]2;
iii) φ−1,0(t) = −(A−γ (t))−1(Λ(t))−1P−[(A+γ (t))−1g1(t)]
= −(A−γ (t))−1
 t−κ 0
0 tκ
 P−(tκa1,−(t))
P−(t−κc−(t))

= −(A−γ (t))−1
 t−κP−(tκa1,−(t))
c−(t)

= −
 e−(t) f−(t)
g−(t) h−(t)
 t−κP−(tκa1,−(t))
c−(t))

= −
 e−(t)t−κP−(tκa1,−(t)) + f−(t)c−(t)
g−(t)t−κP−(tκa1,−(t)) + h−(t)c−(t)

como as func¸o˜es e−(t)t−κP−(tκa1,−(t)) e g−(t)t−κP−(t−κa1,−(t)) se anu-
lam no ∞ e c−(∞) = 0, enta˜o φ−1,0 ∈ [L−,02 (> )]2.
Logo, o problema (A) e´ solu´vel.
Vejamos agora o problema (B). E´ solu´vel se e so´ se
i) (A+γ )
−1g2 ∈ [L1(> )]2;
ii) φ+2,0 = A
+
γ P+[(A
+
γ )
−1g2] ∈ [L+2 (> )]2;
iii) −φ−2,0 = (A−γ )−1Λ−1P−[(A+γ )−1g2] ∈ [L−,02 (> )]2.
Como
i) (A+γ (t))
−1g2(t) = (A+γ (t))
−1Aγ(b)(t)
 0
rκ(t)

= (A+γ (t))
−1(A+γ (t))Λ(t)A
−
γ (t)
 0
rκ(t)
 = Λ(t)A−γ (t)
 0
rκ(t)

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=
 tκ 0
0 t−κ
 a2,−(t)rκ(t)
d−(t)rκ(t)
 =
 tκa2,−(t)rκ(t)
t−κd−(t)rκ(t)
 ∈ [L1(> )]2;
ii) φ+2,0(t) = A
+
γ (t)P+[(A
+
γ (t))
−1g2(t)] = A+γ (t)
 P+(tκa2,−(t)rκ(t))
P+(t
−κd−(t)rκ(t))
 ∈
[L+2 (> )]2;
iii) φ−2,0(t) = −(A−γ (t))−1(Λ(t))−1P−[(A+γ (t))−1g2(t)]
= (A−γ (t))
−1
 t−κ 0
0 tκ
 P−(tκa2,−(t)rκ(t))
P−(t−κd−(t)rκ(t))

= −(A−γ (t))−1
 t−κP−(tκa2,−(t)rκ(t))
tκP−(t−κd−(t)rκ(t))

= −
 e−(t) f−(t)
g−(t) h−(t)
 t−κP−(tκa2,−(t)rκ(t))
tκP−(t−κd−(t)rκ(t))

= −
 e−(t)t−κP−(tκa2,−(t)rκ(t)) + f−(t)tκP−(t−κd−(t)rκ(t))
g−(t)t−κP−(tκa2,−(t)rκ(t)) + h−(t)tκP−(t−κd−(t)rκ(t))

como as func¸o˜es e−(t)t−κP−(tκa2,−(t)rκ(t)) e g−(t)t−κP−(tκa2,−(t)rκ(t))
se anulam no ∞ e d−(∞) 6= 0, temos que
−φ−2,0(t) =
 e−(t)t−κP−(tκa2,−(t)rκ(t)) + f−(t)tκ(t−κd−(t)rκ(t)− d−(∞))
g−(t)t−κP−(tκa2,−(t)rκ(t)) + h−(t)tκ(t−κd−(t)rκ(t)− d−(∞))
.
Para que φ−2,0 ∈ [L−,02 (> )]2 e´ suficiente que
P+(t
κ(t−κd−(t)rκ(t)− d−(∞))) = 0
⇐⇒ P+(d−(t)rκ(t)− d−(∞))tκ) = 0
⇐⇒ P+(d−(t)rκ(t)) = d−(∞)tκ.
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Como existe um u´nico polino´mio de grau κ, rκ(t) = t
κ + sκ−1(t), tal que
P+ (d−(t)rκ(t)) = d−(∞)tκ (ver Proposic¸a˜o 4.2), o problema (B) e´ solu´vel.
Consequentemente, o problema (4.20) e´ solu´vel
De uma forma similar obtemos as proposic¸o˜es:
Proposic¸a˜o 4.4 (Caso 2) Se Aγ(b) admite uma factorizac¸a˜o generalizada
esquerda (4.18), com d−(∞) = 0, enta˜o existe um u´nico polino´mio de grau
κ, rκ(t) = t
κ + sκ−1(t), tal que o problema
Φ+ = Aγ(b)
Φ− +
 rκ 0
0 1
 , (4.21)
Φ−(∞) = 02×2, e´ solu´vel.
Proposic¸a˜o 4.5 (Caso 3) Se Aγ(b) admite uma factorizac¸a˜o generalizada
esquerda (4.18), com c−(∞) 6= 0 e d−(∞) 6= 0, enta˜o existem dois u´nicos
polino´mios de grau κ, r1,κ(t) = t
κ + s1,κ−1(t) e r2,κ(t) = tκ + s2,κ−1(t), tais
que o problema
Φ+ = Aγ(b)
Φ− +
 r1,κ 0
0 r2,κ
 , (4.22)
Φ−(∞) = 02×2, e´ solu´vel.
Podemos sintetizar os resultados anteriores na Proposic¸a˜o seguinte.
Proposic¸a˜o 4.6 Se Aγ(b) admite uma factorizac¸a˜o generalizada esquerda
(4.18), enta˜o
∃ ri,κ(t) = ai,0tκ + si,κ−1(t), i = 1, 2
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tais que o problema
Φ+ = Aγ(b)
Φ− +
 r1,κ 0
0 r2,κ
 ,
Φ−(∞) = 02×2, e´ solu´vel.
Para obtermos uma factorizac¸a˜o expl´ıcita de Aγ(b) precisamos de resolver
duas equac¸o˜es na˜o homoge´neas. Em primeiro lugar, para cada caso, temos
de resolver o problema associado, (4.20), (4.21) ou (4.22). Depois, atrave´s
das soluc¸o˜es desses problemas obtemos uma factorizac¸a˜o generalizada na˜o
cano´nica da func¸a˜o matricial Aγ(b), atrave´s das soluc¸o˜es de duas equac¸o˜es
na˜o homoge´neas.
Analisemos em pormenor o Caso 1.
Teorema 4.8 (Caso 1)
Se o problema (4.20) e´ solu´vel, enta˜o as equac¸o˜es
(N+(b) + γI)x+ = γ (4.23)
e
(N+(b) + γI)y+ = γP+(b rκ), (4.24)
sa˜o solu´veis. E, neste caso, as soluc¸o˜es de (4.20) podem ser representadas
na forma
Φ+ =
 φ+11 φ+12
P+(bφ
+
11) γrκ + P+(bφ
+
12)
 , (4.25)
Φ− =
1
γ
 P−[bP−(bφ+11)] −γP−(brκ) + P−[bP−(bφ+12)]
−P−(bφ+11) −P−(bφ+12)
 , (4.26)
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onde φ+11 e φ
+
12 sa˜o soluc¸o˜es de (4.23) e (4.24), respectivamente, e Aγ(b)
admite a factorizac¸a˜o generalizada
Aγ(b) = F+ΛF−,
onde
F+ = Φ+
 1∆ 0
0 1
 , Λ(t) =
 tκ 0
0 t−κ
 , F− = Λ−1F−1+ Aγ(b),
κ = dim Ker(N+(b) + γI) e ∆ =
1
γ
det Φ+.
Demonstrac¸a˜o. Seja
Φ± =
 φ±11 φ±12
φ±21 φ
±
22

uma soluc¸a˜o do problema (4.20). Assim, φ+11 φ+12
φ+21 φ
+
22
 =
 1 b
b |b|2 + γ
 φ−11 + 1 φ−12
φ−21 φ
−
22 + rκ
 ,
isto e´, 
φ+11 = φ
−
11 + 1 + b φ
−
21
φ+12 = φ
−
12 + b φ
−
22 + b rκ
φ+21 = b φ
+
11 + γ φ
−
21
φ+22 = b φ
+
12 + γ φ
−
22 + γ rκ
.
Aplicando o operador de projecc¸a˜o P+ a`s duas primeiras equac¸o˜es e o oper-
ador de projecc¸a˜o P− a`s duas u´ltimas, obtemos que
φ+11 = 1 + P+(b φ
−
21)
φ+12 = P+(b φ
−
22) + P+(b rκ)
0 = P−(b φ+11) + γ φ
−
21
0 = P−(b φ+12) + γ φ
−
22
.
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Assim,
(N+(b)+γI)φ
+
11 = P+[bP−(b φ
+
11)]+γ φ
+
11 = −γP+(b φ−21)+γ[1+P+(b φ−21)] = γ
e
(N+(b)+γI)φ
+
12 = P+[bP−(b φ
+
12)]+γ φ
+
12 = −γP+(b φ−22)+γ[P+(b φ−22)+P+(b rκ)]
= γP+(b rκ).
Conclu´ımos que φ+11 e φ
+
12 sa˜o soluc¸o˜es de (4.23) e (4.24), respectivamente.
Ale´m disso,
φ−21 = −
1
γ
P−(b φ+11),
φ−22 = −
1
γ
P−(b φ+12),
φ−11 = φ
+
11 − 1− b φ−21 = −P−(b φ−21) =
1
γ
P−[b P−(b φ+11)],
φ−12 = φ
+
12−b φ−22−b rκ = −P−(b φ−22)−P−(brκ) =
1
γ
P−[b P−(b φ+12)]−P−(brκ),
φ+21 = b φ
+
11 + γ φ
−
21 = P+(b φ
+
11)
e
φ+22 = b φ
+
12 + γ φ
−
22 + γ rκ = P+(b φ
+
12) + γ rκ.
Portanto, as soluc¸o˜es do problema (4.20) podem ser escritas na forma (4.25)
e (4.26).
Por outro lado, podemos ter as soluc¸o˜es do problema (4.20) represen-
tadas atrave´s dos factores da factorizac¸a˜o generalizada (4.18). De facto,
considerando
Φ± = (
−→
φ±1,
−→
φ±2)
e usando o Teorema 2.20, obtemos que
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♦ −−→Φ−1:
−−→
Φ−1 =
−−→
Φ−1,0 − (A−γ )−1Λ−1−→ρ1 , −→ρ1(t) =
 pκ−1(t)
0
 ,
onde pκ−1(t) e´ um polino´mio de grau menor ou igual a κ− 1. Vem que
−−→
Φ−1 = −(A−γ )−1Λ−1P−(A+γ )−1
 1
b
− (A−γ )−1Λ−1−→ρ1 ,
ou seja,
−−→
Φ−1(t) = −(A−γ (t))−1
 t−κ 0
0 tκ
 P−(tκa1,−(t))
P−(t−κc−(t))
+
 pκ−1(t)
0

= −(A−γ (t))−1
 t−κP−(tκa1,−(t)) + t−κpκ−1(t)
tκP−(t−κc−(t))
 .
Como P−(t−κc−(t)) = t−κc−(t), vem
−−→
Φ−1(t) = −(A−γ (t))−1
 t−κ[P−(tκa1,−(t)) + pκ−1(t)]
c−(t)
 .
♦ −−→Φ−2:
−−→
Φ−2 =
−−→
Φ−2,0 − (A−γ )−1Λ−1−→ρ2 , −→ρ2(t) =
 qκ−1(t)
0
 ,
onde qκ−1(t) e´ um polino´mio de grau menor ou igual a κ− 1. Assim,
−−→
Φ−2 = −(A−γ )−1Λ−1P−(A+γ )−1
 brκ
(|b|2 + γ)rκ
− (A−γ )−1Λ−1−→ρ2 ,
ou seja,
−−→
Φ−2(t) = −(A−γ (t))−1
 t−κ[P−(tκa2,−(t)rκ(t)) + qκ−1(t)]
tκP−(t−κd−(t)rκ(t))
 .
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Como d−(∞) 6= 0, vem
−−→
Φ−2(t) = −(A−γ (t))−1
 t−κ[P−(tκa2,−(t)rκ(t)) + qκ−1(t)]
tκ(t−κd−(t)rκ(t)− d−(∞))

= −(A−γ (t))−1
 t−κ[P−(tκa2,−(t)rκ(t)) + qκ−1(t)]
d−(t)rκ(t)− d−(∞)tκ
 .
Como
P+(d−(t)rκ(t)) = d−(∞)tκ,
resulta que
d−(t)rκ(t)− d−(∞)tκ = P−(d−(t)rκ(t)).
Assim,
−−→
Φ−2(t) = −(A−γ (t))−1
 t−κ[P−(tκa2,−(t)rκ(t)) + qκ−1(t)]
P−(d−(t)rκ(t))
 .
♦ −−→Φ+1:
−−→
Φ+1 =
−−→
Φ+1,0 + (A
+
γ )
−→ρ1 , −→ρ1(t) =
 pκ−1(t)
0
 ,
onde pκ−1(t) e´ o polino´mio de grau menor ou igual a κ− 1 ja´ referido. Ou
seja,
−−→
Φ+1 = A
+
γ P+(A
+
γ )
−1
 1
b
+ A+γ−→ρ1 .
Isto e´,
−−→
Φ+1(t) = A
+
γ (t)
 P+(tκa1,−(t)) + pκ−1(t)
P+(t
−κc−(t))
 .
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Como P+(t
−κc−(t)) = 0, vem
−−→
Φ+1(t) = A
+
γ (t)
 P+(tκa1,−(t)) + pκ−1(t)
0
 .
♦ −−→Φ+2:
−−→
Φ+2 =
−−→
Φ+2,0 + A
+
γ
−→ρ2 , −→ρ2(t) =
 qκ−1(t)
0
 ,
onde qκ−1(t) e´ o polino´mio de grau menor ou igual a κ− 1 ja´ referido. Ou
seja,
−−→
Φ+2 = A
+
γ P+(A
+
γ )
−1
 brκ
(|b|2 + γ)rκ
+ A+γ−→ρ2 .
Isto e´,
−−→
Φ+2(t) = A
+
γ (t)
 P+(tκa2,−(t)rκ(t)) + qκ−1(t)
P+(t
−κd−(t)rκ(t))
 .
Como P+(t
−κd−(t)rκ(t)) = d−(∞), vem
−−→
Φ+2(t) = A
+
γ (t)
 P+(tκa2,−(t)rκ(t)) + qκ−1(t)
d−(∞)
 .
Temos assim os factores Φ−(t) e Φ+(t), expressos atrave´s dos polino´mios
pκ−1(t) e qκ−1(t) :
Φ−(t) = −(A−γ (t))−1
 t−κ[P−(tκa1,−(t)) + pκ−1(t)] t−κ[P−(tκa2,−(t)rκ(t)) + qκ−1(t)]
c−(t) P−(d−(t)rκ(t))

e
Φ+(t) = A
+
γ (t)
 P+(tκa1,−(t)) + pκ−1(t) P+(tκa2,−(t)rκ(t)) + qκ−1(t)
0 d−(∞)
 .
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Visto que podemos sempre assumir que
detA+γ (t) = γ
e
Φ+ = A
+
γ
 ακ β2κ
0 d−(∞)
 ,
onde ακ e´ um polino´mio de grau κ e β2κ e´ um polino´mio de grau menor
ou igual a 2κ, podemos considerar que
detΦ+ = γd−(∞)ακ.
Temos que
Φ+
 1∆ 0
0 1
 = A+γ
 ακ β2κ
0 d−(∞)
 1∆ 0
0 1
 = A+γ
 ακ∆ β2κ
0 d−(∞)

= A+γ
 1d−(∞) β2κ
0 d−(∞)
 .
E´ sabido que qualquer factor A˜+γ de uma factorizac¸a˜o de Aγ(b),
Aγ(b) = A˜
+
γ ΛA˜
−
γ ,
pode ser representado como
A˜+γ = A
+
γ
 c1 l2κ
0 c2
 ,
onde l2κ e´ um polino´mio de grau menor ou igual a 2κ, c1 e c2 sa˜o constantes
na˜o nulas (ver Teorema 2.14).
Assim, obtemos uma factorizac¸a˜o de Aγ(b),
Aγ(b) = F+ΛF−, (4.27)
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onde os factores sa˜o definidos da forma
F+ = Φ+
 1∆ 0
0 1
 , Λ(t) =
 tκ 0
0 t−κ
 e F− = Λ−1F−1+ Aγ(b).
De acordo com o Teorema 2.18, temos que a factorizac¸a˜o (4.27) representa
uma factorizac¸a˜o generalizada da func¸a˜o matricial Aγ(b).
Podemos obter um resultado similar para o Caso 2.
Teorema 4.9 (Caso 2)
Se o problema (4.21) e´ solu´vel, enta˜o as equac¸o˜es
(N+(b) + γI)x+ = γ rκ (4.28)
e
(N+(b) + γI)y+ = γP+b, (4.29)
sa˜o solu´veis. E, neste caso, as soluc¸o˜es de (4.21) podem ser representadas
na forma
Φ+ =
 φ+11 φ+12
P+(bφ
+
11) γ + P+(bφ
+
12)
 ,
Φ− =
1
γ
 P−[bP−(bφ+11)] −γP−b+ P−[bP−(bφ+12)]
−P−(bφ+11) −P−(bφ+12)
 ,
onde φ+11 e φ
+
12 sa˜o soluc¸o˜es de (4.28) e (4.29), respectivamente e Aγ(b) admite
a factorizac¸a˜o generalizada
Aγ(b) = F+ΛF−,
onde
F+ = Φ+
 0 1
− 1
∆
0
 , Λ(t) =
 tκ 0
0 t−κ
 , F− = Λ−1F−1+ Aγ(b),
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κ = dim Ker(N+(b) + γI) e ∆ =
1
γ
det Φ+.
Para o u´ltimo caso, a principal diferenc¸a e´ que F+ aparece dependente da
constante ρ = − c−(∞)
d−(∞) que temos de determinar impondo que F+ seja uma
func¸a˜o matricial do tipo (+), para todo o ∆ (isto e´, admite um prolongamento
anal´ıtico na regia˜o interior da circunfereˆncia unita´ria).
Teorema 4.10 (Caso 3)
Se o problema (4.22) e´ solu´vel, enta˜o as equac¸o˜es
(N+(b) + γI)x+ = γr1,κ (4.30)
e
(N+(b) + γI)y+ = γP+(br2,κ), (4.31)
sa˜o solu´veis. E, neste caso, as soluc¸o˜es de (4.22) podem ser representadas
na forma
Φ+ =
 φ+11 φ+12
P+(bφ
+
11) γr2,κ + P+(bφ
+
12)
 ,
Φ− =
1
γ
 P−[bP−(bφ+11)] −γP−(br2,κ) + P−[bP−(bφ+12)]
−P−(bφ+11) −P−(bφ+12)
 ,
onde φ+11 e φ
+
12 sa˜o soluc¸o˜es de (4.30) e (4.31), respectivamente e Aγ(b) admite
a factorizac¸a˜o generalizada
Aγ(b) = F+ΛF−,
onde
F+ = Φ+
 1∆ 0ρ
∆
1
 , Λ(t) =
 tκ 0
0 t−κ
 , F− = Λ−1F−1+ Aγ(b),
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κ = dim Ker(N+(b) + γI) e ∆ =
1
γ
det Φ+.
Notemos que, caso b ∈ H∞,r, as equac¸o˜es na˜o homoge´neas que surgem
nos Teoremas 4.8, 4.9 ou 4.10 (dependendo do caso em ana´lise) podem ser
resolvidas atrave´s do algoritmo descrito no Cap´ıtulo 3.
Finalmente, notamos que o estudo de problemas de contorno de Riemann
da forma 
Ψ+ = A
T
γ (b)
Ψ− +
 1 0
0 rκ

Ψ−(∞) = 0
,

Ψ+ = A
T
γ (b)
Ψ− +
 rκ 0
0 1

Ψ−(∞) = 0
,
ou 
Ψ+ = A
T
γ (b)
Ψ− +
 r1,κ 0
0 r2,κ

Ψ−(∞) = 0
,
e o uso do operador N+(b
∗) (ou do operador N−(b∗)) permite-nos obter re-
sultados ana´logos aos anteriores, sobre uma factorizac¸a˜o generalizada direita
de Aγ(b).
CAPI´TULO 4. FACTORIZAC¸A˜O DE FUNC¸O˜ES MATRICIAIS 125
4.5 Algoritmo de factorizac¸a˜o de Aγ(b) quando
b ∈ H∞,r
Sabemos que se a func¸a˜o b ∈ L∞(> ) admite uma representac¸a˜o da forma
b = b+ + b−, onde b+, b− ∈ H∞, enta˜o podemos assumir, sem perda de
generalidade, que b admite prolongamento anal´ıtico na regia˜o interior de > .
Se a func¸a˜o matricial Aγ(b) admite uma factorizac¸a˜o generalizada enta˜o,
para o caso quando b ∈ H∞,r, podemos usar o algoritmo descrito no Cap´ıtulo
3 para resolver as equac¸o˜es na˜o homoge´neas que apareceram nas secc¸o˜es 4.3
e 4.4. Vamos ver agora um algoritmo que nos permite obter uma factorizac¸a˜o
generalizada de Aγ(b), quando −γ /∈ σl(N+(b)).
Passo 1: Determinar κ.
Passo 1.1: Determinar Ker(N+(b) + γI) usando o algoritmo
descrito no Cap´ıtulo 3 para resolver a equac¸a˜o homoge´nea (N+(b)+γI)ϕ+ =
0. Ir para o Passo 1.2.
Passo 1.2: O valor de κ e´ obtido visto que κ e´ a multiplicidade
de −γ como um valor pro´prio do operador N+(b). Ir para o Passo 1.3.
Passo 1.3: Se γ e´ tal que κ = 0, isto e´, ϕ+(t) ≡ 0, enta˜o −γ ∈
ρ(N+(b)) e a func¸a˜o matricial Aγ(b) admite uma factorizac¸a˜o generalizada
cano´nica. Ir para o Passo 2. Caso contra´rio, a func¸a˜o matricial Aγ(b) admite
uma factorizac¸a˜o generalizada na˜o cano´nica. Ir para o Passo 3.
Passo 2: Obter uma factorizac¸a˜o generalizada cano´nica.
Passo 2.1: Usar o algoritmo descrito no Cap´ıtulo 3 para resolver
as equac¸o˜es (N+(b) + γI)u+ = 1 e (N+(b) + γI)v+ = b. Uma factorizac¸a˜o
generalizada cano´nica de Aγ(b) e´ obtida atrave´s de (4.16) e (4.17).
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Passo 3: Encontrar as duas equac¸o˜es na˜o homoge´neas que precisamos de
resolver para obtermos uma factorizac¸a˜o generalizada de Aγ(b).
Como N+(b) e´ um operador autoadjunto e γ e´ uma constante real
(−γ ∈ σ(N+(b)), temos que L2(> ) = Im(N+(b) + γI)⊕Ker(N+(b) + γI).
Passo 3.1: Se 〈1, ϕ+j 〉 = 0,∀ ϕ+j ∈ Ker(N+(b) + γI), enta˜o
(N+(b) + γI)x+ = γ e´ solu´vel. Caso contra´rio, (N+(b) + γI)x+ = γ na˜o e´
solu´vel. E, neste caso, ∃ r1,κ : 〈r1,κ, ϕ+j 〉 = 0, ∀ ϕ+j ∈ Ker(N+(b) + γI), isto
e´, ∃ r1,κ : (N+(b) + γI)x+ = γr1,κ e´ solu´vel. Ir para o Passo 3.2.
Passo 3.2: Se 〈b, ϕ+j 〉 = 0,∀ ϕ+j ∈ Ker(N+(b) + γI), enta˜o
(N+(b) + γI)y+ = γb e´ solu´vel. Caso contra´rio, (N+(b) + γI)y+ = γb na˜o e´
solu´vel. E, neste caso, ∃ r2,κ : 〈r2,κb, ϕ+j 〉 = 0, ∀ ϕ+j ∈ Ker(N+(b) + γI), isto
e´, ∃ r2,κ : (N+(b) + γI)y+ = γbr2,κ e´ solu´vel. Ir para o Passo 3.3.
Passo 3.3: Resolver as equac¸o˜es na˜o homoge´neas solu´veis
encontradas nos Passos 3.1 e 3.2, usando o algoritmo descrito no Cap´ıtulo 3.
Ir para o Passo 4.
Passo 4: Obter uma factorizac¸a˜o generalizada na˜o cano´nica.
Passo 4.1: Obter uma factorizac¸a˜o generalizada na˜o cano´nica da
func¸a˜o matricial Aγ(b) usando (dependendo das equac¸o˜es na˜o homoge´neas
que resolvemos no Passo 3.3) o Teorema 4.8, o Teorema 4.9 ou o Teorema
4.10.
4.6 Exemplos
Nesta secc¸a˜o iremos ver alguns exemplos de factorizac¸a˜o de func¸o˜es matriciais
da classe Aγ(b).
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4.6.1 b ∈ [H∞]n,n, bb∗ = b∗b = e
Analisemos a factorabilidade da func¸a˜o matricial Aγ(b) quando a func¸a˜o ma-
tricial b, anal´ıtica na regia˜o interior de > , e´ tal que bb∗ = b∗b = e. Se
considerarmos, em particular, o caso quando b = e, o operador N+(b) e´ o
operador nulo e o u´nico valor do espectro e´ o zero. Assim, para todo γ 6= 0,
Aγ(b) admite uma factorizac¸a˜o generalizada cano´nica trivial,
Aγ(b) = A
+
γ A
−
γ ,
onde
A+γ =
 e e
e (γ + 1)e
 e A−γ = E.
Seja b 6= e. Neste caso,
N+(b) = P+ − bP+b∗P+.
Assim,
N2+(b) = N+(b).
Logo,
σT (N+(b)) = {0, 1}.
Analisemos dois casos distintos (em termos de factorizac¸a˜o):
1) Pelo Teorema 4.2, sabemos que se −γ ∈ ρ (N+(b)), enta˜o a func¸a˜o ma-
tricial Aγ(b) admite uma factorizac¸a˜o generalizada cano´nica esquerda
Aγ(b) = A
+
γ A
−
γ .
Seja −γ ∈ ρ(N+(b)), isto e´, γ 6= 0 e γ 6= −1.
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Utilizando (3.6), (3.7) e o Teorema 4.4 obtemos que
A+γ =
 11 + γ (γe+ b∗(0)b) b
b∗(0) (1 + γ)e

e
A−γ =
 e 01
1 + γ
(b∗ − b∗(0)) e
 .
2) Analisemos agora o que acontece quando γ = −1. Neste caso −γ ∈
σT (N+(b)), podendo pertencer ou na˜o ao espectro limite de N+(b). Se
−γ ∈ σl(N+(b)), enta˜o A−1(b) na˜o admite factorizac¸a˜o generalizada
em L2(> ). Caso contra´rio, a func¸a˜o matricial A−1(b) admite uma
factorizac¸a˜o generalizada na˜o cano´nica.
Vejamos, em pormenor, o caso quando n = 1. Vem que b e´ uma func¸a˜o
interna e
Ker(N+(b)− I) = Ker(Pb − I) = H2 	 bH2
(ver (2.3), (2.6) e (2.7)).
Utilizando o Lema 2.2 e o Teorema 2.22, temos que a func¸a˜o matricial
A−1(b) admite factorizac¸a˜o generalizada na˜o cano´nica se e so´ se b e´ um pro-
duto de Blaschke finito. Assim, b e´ uma func¸a˜o de R+(> ) e b−1 = b ∈ R−(> ).
Seja ϕ+ uma func¸a˜o de H2 	 bH2.
Considerando a factorizac¸a˜o (2.8) de b,
b(t) = b−(t)tindbb+(t),
obtemos a factorizac¸a˜o da func¸a˜o matricial A−1(b)
A−1(b) = A+−1ΛA
−
−1,
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onde
A+−1 =
 −b+ (b− ϕ+) b−1+
0 b−1+
 ,
Λ(t) =
 tindb 0
0 t−indb

e
A−−1 =
 −ϕ+b2b− −b−
b−1− 0
 .
4.6.2 b(t) = b−(t) + diag
[
βi
1
t− ai
]
, b∗− ∈ [H∞]n,n
Utilizemos agora o Teorema 4.6 para, juntamente com a relac¸a˜o (4.15), deter-
minar uma factorizac¸a˜o generalizada cano´nica esquerda (quando esta existe)
da func¸a˜o matricial Aγ(b), quando a func¸a˜o matricial b admite uma repre-
sentac¸a˜o na forma
b = b− + diag
[
βi
1
t− ai
]
,
onde
b∗− ∈ [H∞]n,n , ai, βi ∈ C e |ai| > 1, ∀i = 1, n.
Calculemos, em primeiro lugar, o espectro de N+(b). Sejam
µk =
∥∥∥∥ 1t− ak
∥∥∥∥
2
=
√
2pi
|ak|2 − 1 e αk = µkβk, ∀k = 1, n.
Denotemos por ϕ+(t) um vector n-dimensional pertencente a [L2(> )]n,
ϕ+(t) =
(
ϕ1,+(t), · · · , ϕn,+(t)
)T
.
Obtemos
N+(b)ϕ+(t) =
(
−
|α1|2ϕ1,+
(
1
a1
)
µ21a1 (|a1|2 − 1)
1
t− a1 , · · · , −
|αn|2ϕ1,+
(
1
a1
)
µ21an (|an|2 − 1)
1
t− an
)T
.
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Assim,
σ (N+(b)) =
{ |α1|2
µ21 (|a1|2 − 1)2
, · · · , |αn|
2
µ2n (|an|2 − 1)2
}
e
{ν+k }, ν+k =
1
µk
(
0, · · · , 0, 1
t− ak , 0, · · · , 0
)T
,
representa um sistema ortonormado em [L2(> )]n formado pelas func¸o˜es pro´prias
do operador N+(b) associadas aos valores pro´prios λk =
|αk|2
µ2k (|ak|2 − 1)2
.
Seja −γ ∈ ρ (N+(b)), isto e´, γ 6= −λk, ∀k = 1, n. Utilizando o Teorema
4.6 obtemos a factorizac¸a˜o generalizada cano´nica da func¸a˜o matricial Aγ(b),
Aγ(b) = A
+
γ A
−
γ ,
onde
A+γ =
 e 0
b∗− e
 A+11 A+12
A+21 A
+
22

e
A−γ =
 A−11 A−12
A−21 A
−
22
−1 e b−
0 e
 ,
estando as func¸o˜es matriciais A±ij definidas da seguinte forma
A+11 = e− diag
[
ckk
µk(t− ak)
]
k=1,n
,
A+12 = diag
[
γαk
µk(λk + γ)(t− ak)
]
k=1,n
,
A+21 = diag
[
− αk
µkak
+
αkakckk
µ2k(|ak|2 − 1)(t− ak)
]
k=1,n
,
A+22 = γe− diag
[
γ|αk|2ak
µ2k(λk + γ)(|ak|2 − 1)(t− ak)
]
k=1,n
,
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A−11 = e+ diag
(1 + ckkakµk(|ak|2 − 1)
) |αk|2
γµ2kak(|ak|2 − 1)
(
t− 1
ak
)

k=1,n
,
A−12 = −diag
 |αk|2αk
µ3k(|ak|2 − 1)2(λk + γ)
(
t− 1
ak
)

k=1,n
,
A−21 = diag
(1 + ckkakµk(|ak|2 − 1)
)
αk
γµkak
2
(
t− 1
ak
)

k=1,n
e
A−22 = e− diag
 |αk|2
µ2kak(|ak|2 − 1)(λk + γ)
(
t− 1
ak
)

k=1,n
,
onde
ckk = −µkλk (|ak|
2 − 1)
(λk + γ)ak
.
Ale´m disso, as func¸o˜es matriciais A−21 e A
−
22 comutam e
A−11A
−
22 − A−12A−21 = e.
Assim, se considerarmos, por exemplo, o caso quando βk 6= 0, ∀k = 1, n,
enta˜o A−21 e´ invert´ıvel em >− e obtemos
A−γ =
 (A−21)−1A−22A−21 −(A−21)−1(A−22A−21A−11(A−21)−1 − e)
−A−21 A−21A−11(A−21)−1
 e b−
0 e
 .
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4.6.3 b ∈ H∞,r, com θ(t) ≡ 1
Vamos agora analisar em pormenor um exemplo simples, onde b ∈ H∞,r,
com θ(t) ≡ 1, para clarificar as secc¸o˜es 4.4 e 4.5.
Seja b(t) = t− 2. Pretendemos factorizar a func¸a˜o matricial
Aγ(b) =
 1 t− 2
1
t
− 2 5− 2
t
− 2t+ γ
 ,
quando esta admite uma factorizac¸a˜o na˜o cano´nica.
Comecemos pelo Passo 1 do algoritmo da secc¸a˜o 4.5, isto e´, vamos de-
terminar κ = dim Ker(N+(b) + γI).
Passo 1.1 Analisemos o nu´cleo do operador N+(b) + γI usando o algo-
ritmo descrito no Cap´ıtulo 3 para resolver a equac¸a˜o homoge´nea (N+(b) +
γI)ϕ+ = 0. Como θ(t) ≡ 1 vem que Pθ e´ o operador nulo. Assim,
t−1θ(t)x+(t) ≡ 0,
isto e´,
x+(t) ≡ 0.
Ale´m disso, temos que
ψ(t) =
b(t)
γ
(0− P+ ((t− 2)ψ−(t))) = −1
γ
(
1
t
− 2
)
E1,
onde E1 e´ a constante dada por (3.49). Vem que
ψ−(t) = P−
(
−1
γ
(
1
t
− 2
)
E1
)
= −E1
γ t
.
Utilizando (3.85) e o facto de que f4(0) = E1 obtemos que
E1(γ + 1) = 0.
Temos duas situac¸o˜es distintas.
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1) Se γ 6= −1, enta˜o E1 = 0. Ou seja, ψ(t) ≡ 0. Neste caso o nu´cleo de
N+(b) + γI e´ trivial.
Passo 1.2 κ = 0.
Passo 1.3 A func¸a˜o matricial Aγ(b) admite uma factorizac¸a˜o gener-
alizada cano´nica.
Passo 2 Obter uma factorizac¸a˜o generalizada cano´nica de Aγ(b).
Passo 2.1 Usar o algoritmo descrito no Cap´ıtulo 3 para resolver as
equac¸o˜es (N+(b) + γI)u+ = 1 e (N+(b) + γI)v+ = b.
2) Se γ = −1, enta˜o ϕ+(t) = −E1
γ
onde E1 e´ uma constante arbitra´ria.
Isto e´,
Ker(N+(b)− I) = span{1}.
Passo 1.2 κ = 1.
Passo 1.3 A func¸a˜o matricial Aγ(b) admite uma factorizac¸a˜o gener-
alizada na˜o cano´nica.
Passo 3 Encontrar as duas equac¸o˜es na˜o homoge´neas que precisamos
de resolver para obtermos uma factorizac¸a˜o generalizada de Aγ(b).
Im(N+(b)− I) = L2(> )	 span{1}.
Passo 3.1 Como 1 na˜o pertence a Im(N+(b) − I), a equac¸a˜o na˜o
homoge´nea (N+(b)− I)x+ = −1 na˜o e´ solu´vel. Neste caso,
∃ r1,κ = t+ a0 : 〈r1,κ, 1〉 = 0,
isto e´,
∃ r1,κ = t+ a0 : (N+(b)− I)x+ = −r1,κ
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e´ solu´vel. Temos que a0 = 0.
Passo 3.2 Como 〈b, 1〉 6= 0, isto e´, b na˜o pertence a Im(N+(b) − I),
a equac¸a˜o na˜o homoge´nea (N+(b) − I)y+ = −b na˜o e´ solu´vel. Neste
caso,
∃ r2,κ = t+ d0 : 〈b r2,κ, 1〉 = 0,
isto e´,
∃ r2,κ = t+ d0 : (N+(b)− I)y+ = −b r2,κ
e´ solu´vel. Temos que d0 = 0.
Passo 3.3 Resolver as equac¸o˜es na˜o homoge´neas
(N+(b)− I)x+ = −t e (N+(b)− I)y+ = −b t.
Usando o algoritmo descrito no Cap´ıtulo 3 obtemos que
x+(t) = t+ E1,x+ e y+(t) = t(t− 2) + E1,y+ ,
onde E1,x+ e E1,y+ sa˜o constantes arbitra´rias.
Passo 4 Obter uma factorizac¸a˜o generalizada na˜o cano´nica de A−1(b).
Passo 4.1: Estamos perante o caso 3. Assim, utilizando o Teorema
4.10 conseguimos obter uma factorizac¸a˜o generalizada na˜o cano´nica de
A−1(b). Analisando o problema
Φ+(t) = Aγ(b)
Φ−(t) +
 t 0
0 t
 ,
obtemos
Φ+(t) =
 t+ E1,x+ t(t− 2) + E1,y+
1− 2t− 2E1,x+ 4t− 2t2 − 2(1 + E1,y+)

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e
Φ−(t) =
 2E1 t−1 2E1 t−1
E1 t
−1 E1 t−1
 .
Temos que
∆(t) = −det Φ+(t) = t2 + 2E1,x+ + E1,y+ .
Seja
F+ = Φ+
 ∆−1 0
ρ ∆−1 1
 ,
isto e´,
F+(t) =

E1,x+ + t+ E1,y+ρ− 2ρt+ t2ρ
t2 + 2E1,x+ + E1,y+
E1,y+ − 2t+ t2
1− 2E1,x+ − 2t− ρ(2 + 2E1,y+ − 4t+ 2t2)
t2 + 2E1,x+ + E1,y+
2(2t− 1− E1,y+ − t2)
 .
Notamos que detF+ = −1. Determinamos ρ = − c−(∞)
d−(∞) de forma a
que F+ (e a sua inversa) admita um prolongamento anal´ıtico na regia˜o
interior da circunfereˆncia unita´ria. Vem que ρ =
1
2
.
Obtemos a seguinte factorizac¸a˜o de A−1(b),
A−1(b) = F+ΛF−,
onde
F+(t) =
 2−1 E1,y+ − 2t+ t2
−1 2(−1− E1,y+ + 2t− t2)
 ,
Λ(t) =
 t 0
0 t−1

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e
F−(t) =
 1 + E1,y+ t−2 −2E1,y+ t−2
−2−1 1
 .
4.6.4 b(t) = (t− µ)θ(t)
Vamos considerar agora outro caso onde aplicaremos os algoritmos descritos
nas secc¸o˜es 3.2 e 4.5.
Seja
b(t) = (t− µ)θ(t),
onde µ > 1 e θ(t) e´ uma func¸a˜o interna.
Denotemos por p1,2 os zeros de γ+ |t−µ|2. Seja θ(t) uma func¸a˜o definida
numa vizinhanc¸a de p1 e numa vizinhanc¸a de p2.
Usando o algoritmo descrito no Cap´ıtulo 3 podemos resolver a equac¸a˜o
homoge´nea
(N+(b) + γI)ϕ+ = 0.
Obtemos que,
i) se γ 6= −1 ou se θ(p1) 6= θ(p2), enta˜o ϕ+(t) ≡ 0
ii) se γ = −1 e θ(p1) = θ(p2) = 0, enta˜o ϕ+(t) = µ t(t− µ)θ(t)
µ+ µt(t− µ) E1
iii) se γ = −1 e θ(p1) = θ(p2)(6= 0), enta˜o ϕ+(t) = [µθ(p1) + µt(t− µ)θ(t)]
θ(p1)[µ+ µt(t− µ)] E1,
onde E1 e´ uma constante arbitra´ria resultante de (3.49).
Para o caso i) a func¸a˜o matricial Aγ(b) admite uma factorizac¸a˜o general-
izada cano´nica. Para os outros casos a func¸a˜o matricial A−1(b) admite uma
factorizac¸a˜o generalizada na˜o cano´nica.
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Analisemos o caso iii) (aplica´vel, por exemplo, a θ(t) = e
− pi√
7
1+t
1−t ). A
func¸a˜o |t − µ|2 − 1 tem um zero com multiplicidade dois ou dois zeros dis-
tintos. Enta˜o, temos de analisar se o(s) zero(s) pertence(m) a >+, a >− ou
a > . Assim, para este exemplo, obtemos diferentes sistemas para resolver,
dependendo do valor de µ. Para obtermos resultados numa forma simples,
consideraremos um valor concreto de µ.
Vejamos, por exemplo, o caso quando µ = 3
2
. Temos que p1 =
1
4
(3− i√7)
e p2 =
1
4
(3 + i
√
7). Seguindo o algoritmo da secc¸a˜o 4.5, obtemos que
Passo 1:
Passo 1.1: Ker(N+(b)− I) = span{ [2θ(p1) + t(−3 + 2t)θ(t)]
θ(p1)[2− 3t+ 2t2) }
Passo 1.2: κ = 1
Passo 1.3: A−1(b) admite uma factorizac¸a˜o generalizada na˜o cano´nica
Passo 3:
Passo 3.1: (N+(b)− I)u+(t) = 1 na˜o e´ solu´vel
(N+(b)− I)x+(t) = −[t− 32(1− θ(p1)θ(0))] e´ solu´vel
Passo 3.2: (N+(b)− I)v+(t) = b(t) na˜o e´ solu´vel
(N+(b)− I)y+(t) = −b(t)t e´ solu´vel
Passo 3.3:
x+(t) =
−2t(−3 + 2t)(θ(p1)− θ(t))− 3θ(p1)tθ(0)β(t) + 3E1,x+β(t)
3θ(p1)(2− 3t+ 2t2)
e
y+(t) =
θ(p1)[4E1,y+ + 6tθ(t)− 13t2θ(t) + 12t3θ(t)− 4t4θ(t)]− 2tE1,y+θ(t)(3− 2t)
2θ(p1)(2− 3t+ 2t2) ,
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onde E1,x+ e E1,y+ sa˜o constantes arbitra´rias e β(t) = 2θ(p1)+ t(−3+2t)θ(t).
Passo 4: Podemos obter uma factorizac¸a˜o generalizada na˜o cano´nica da
func¸a˜o matricial A−1(b) usando o Teorema 4.10.
Cap´ıtulo 5
Operadores integrais de Hankel
Ja´ foi referido que o problema de factorizar explicitamente as func¸o˜es matri-
ciais tem aplicac¸o˜es em diferentes a´reas, tais como a teoria dos operadores in-
tegrais singulares, os problemas de valores de fronteira e a teoria de equac¸o˜es
diferenciais lineares e na˜o lineares. Neste cap´ıtulo iremos obter uma repre-
sentac¸a˜o dos resolventes de uma classe especial de operadores integrais de
Hankel atrave´s de uma factorizac¸a˜o generalizada cano´nica de uma classe de
func¸o˜es matriciais, com a ajuda de operadores com propriedades espectrais
ideˆnticas a`s dos operadores considerados para o estudo de Aγ(b).
5.1 Preliminares. O operador integral de Han-
kel, K
Neste Cap´ıtulo, L2(R) (L2(R+)) denota o espac¸o de Hilbert formado por
todas as func¸o˜es ϕ mensura´veis em R (R+) para as quais |ϕ|2 e´ integra´vel a`
139
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Lebesgue, induzido pela norma
‖ϕ‖2 =
(∫ +∞
−∞
|ϕ(τ)|2dτ
) 1
2
(
‖ϕ‖2 =
(∫ +∞
0
|ϕ(τ)|2dτ
) 1
2
)
.
De agora em diante denotaremos L2(R) por L2. O espac¸o L2 pode ser de-
composto na soma directa de dois subspac¸os fechados, L±2 , formados, respec-
tivamente, pelas func¸o˜es em L2 cujos suportes esta˜o contidos em R±, i. e.,
temos L2 = L
+
2 ⊕L−2 . Sejam P± = (I ± SR)/2 os operadores de projecc¸a˜o
de Cauchy associados ao operador integral singular em R, SR.
Consideremos o operador integral de Hankel
K : L+2 −→ L+2
definido por
Kϕ(t) =
∫ +∞
0
k(t+ τ)ϕ(τ)dτ, t > 0 (5.1)
onde a func¸a˜o nu´cleo k (nula em (−∞, 0)) e´ tal que a sua transformada de
Fourier,
K(ω) =
∫ +∞
−∞
k(t)eiωtdt, ω ∈ R, (5.2)
pertence a L∞, i.e, e´ uma func¸a˜o mensura´vel essencialmente limitada em R.
Pode-se provar que K e´ um operador limitado (ver, por exemplo, [31]),
para o qual
‖K‖ ≤ ‖K‖∞
com ‖K‖∞ = ess supω∈R|K(ω)|.
Usando a transformac¸a˜o de Fourier F em L2, o operador de Hankel (5.1)
pode ser reescrito na forma
K : L+2 −→ L+2 ,
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K = F−1P+KJ |ImP+ F ,
onde J e´ o operador de reflexa˜o dado por
J : L2 −→ L2,
Jϕ(t) = ϕ(−t) q.t.p.. (5.3)
5.2 O operador de Wiener-Hopf T associado
a K. Invertibilidade
Precisamos de algumas propriedades do operador de reflexa˜o J .
1)
J2 = I (5.4)
2)
JSR = −SRJ (5.5)
4)
JP−J = P+ (5.6)
5)
JP+J = P− (5.7)
Seja ψ ∈ L∞.
6)
ψ(t)J = J (ψ(−t)I) (5.8)
7)
J(ψ(t)J) = ψ(−t)I (5.9)
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8)
J
(
ψP−
)
= (Jψ) (P+J) (5.10)
Consideraremos o operador integral Kλ,
Kλ = λI −K, λ ∈ C \{0}, (5.11)
caracterizando, tanto quanto poss´ıvel, a sua invertibilidade.
Em [37] foi demonstrado que ao operador de Hankel Kλ podemos asso-
ciar um operador de Wiener-Hopf T actuando em [L+2 ]2, com pres´ımbolo em
[L∞]2,2, cujas propriedades esta˜o relacionadas com as de Kλ, o que tornou
poss´ıvel o uso dos resultados da Teoria de operadores de Wiener-Hopf para
investigar Kλ.
Analisando a equac¸a˜o em L+2 ,
Kλϕ+ = f+, f+ ∈ L+2 , (5.12)
aplicando a transformac¸a˜o de Fourier a ambos os lados da equac¸a˜o e uti-
lizando o operador de reflexa˜o, obtemos o operador de Wiener-Hopf T ,
T : [L+2 ]2 −→ [L+2 ]2,
T = F−1P+G|ImP+F , (5.13)
com o pres´ımbolo matricial G,
G = −λ−1
 −JK 1
λ2 −KJK K
 . (5.14)
Do Teorema 3.2 de [37], segue que se T e´ um operador invert´ıvel, enta˜o
o operador Kλ tambe´m o e´.
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Como T e´ um operador de Wiener-Hopf em [L+2 ]2 com pres´ımbolo G em
[L∞]2×2, T e´ um operador de Fredholm invert´ıvel se e so´ se G admite uma
factorizac¸a˜o generalizada cano´nica com respeito a L2 (ver, por exemplo, [4]).
Foi provado em [37] que uma factorizac¸a˜o generalizada cano´nica direita
da func¸a˜o matricial G,
G = G−G+, (5.15)
fornece uma expressa˜o para o inverso de Kλ.
Vamos assumir λ fixo. SeG admite uma factorizac¸a˜o generalizada cano´nica
(5.15), enta˜o o operador T e´ invert´ıvel podendo o operador inverso ser rep-
resentado pela expressa˜o
T−1 = F−1G−1+ P+G−1− |ImP+F .
Neste caso, o operador Kλ e´ tambe´m um operador invert´ıvel, isto e´,
∀f+ ∈ L+2 ,
a equac¸a˜o (5.12) tem a soluc¸a˜o u´nica ϕ+,
ϕ+ = ΠˆT−1Πˇf+,
onde
Πˆ : [L2]2 −→ L2, Πˆ
 ϕ1
ϕ2
 = ϕ1
e
Πˇ : L+2 −→ [L+2 ]2, Πˇf+ = λ−1
 0
K−λf+
 .
Assim, o inverso do operador Kλ e´ obtido atrave´s do operador inverso de T
([37], Teorema 3.3):
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Teorema 5.1 Seja T o operador de Wiener-Hopf associado a Kλ, como em
(5.13). Se o operador T e´ invert´ıvel enta˜o Kλ e´ invert´ıvel, com inverso dado
por
K−1λ = ΠˆT−1Πˇ.
5.3 Representac¸a˜o expl´ıcita do resolvente do
operador integral de Hankel K
Vamos de seguida ver em que circunstaˆncias a func¸a˜o matricial G admite
uma factorizac¸a˜o generalizada cano´nica direita (5.15) e como a podemos
obter (caso exista). Nos casos em que seja poss´ıvel factorizar explicitamente
a func¸a˜o matricial G, obtemos o operador resolvente do operador integral de
Hankel K numa forma expl´ıcita.
A func¸a˜o matricial G pode ser representada na forma
G = −λ−1BTλ (K)
 0 1
1 0
 , (5.16)
onde
Bλ(K) =
 1 K
−JK λ2 −KJK
 , (5.17)
e BTλ (K) e´ a sua func¸a˜o matricial transposta. Se Bλ(K) admite uma factor-
izac¸a˜o generalizada cano´nica,
Bλ(K) = B
+
λ B
−
λ ,
enta˜o podemos facilmente obter uma factorizac¸a˜o generalizada cano´nica (5.15),
da func¸a˜o matricial G, onde os factores G− e G+ sa˜o dados por
G− = (B−λ )
T
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e
G+ = −λ−1(B+λ )T
 0 1
1 0
 .
Podemos notar que a func¸a˜o matricial Bλ(K) tem uma estrutura similar
a` da func¸a˜o matricial Aγ(b).
Vamos introduzir os operadores
N+(K) = −P+KP−(JK)P+
e
N−(K) = −P−(JK)P+KP−.
Utilizando algumas propriedades do operador J , obtemos que
J
(
N±(K) + λ2I
)
J = N∓(K) + λ2I.
Assim,
ρ(N+(K)) = ρ(N−(K)).
Consideremos −λ2 ∈ ρ(N+(K)). Neste caso, as equac¸o˜es
(
N+(K) + λ2I
)
u+ = 1
e (
N+(K) + λ2I
)
v+ = P
+K
sa˜o solu´veis e temos
u+ =
(
N+(K) + λ2I
)−1
1
e
v+ =
(
N+(K) + λ2I
)−1
(P+K).
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Estamos em condic¸o¯es de, utilizando um racioc´ınio semelhante ao usado
para os Teoremas 4.2 e 4.4, determinar uma factorizac¸a˜o da func¸a˜o matricial
Bλ(K), seguindo um me´todo similar ao utilizado para o estudo de matrizes
do tipo Aγ(b).
Teorema 5.2 A func¸a˜o matricial Bλ(K) admite uma factorizac¸a˜o general-
izada cano´nica se e so´ se −λ2 ∈ ρ(N+(K)). E, neste caso,
Bλ(K) = B
+
λ B
−
λ ,
onde
B+λ = λ
2
 u+ v+
−P+[(JK)u+] 1− P+[(JK)v+]

e
B−λ =
 1 + P−[(JK)v+] P−K + P−{KP−[(JK)v+]}
−P−[(JK)u+] 1− P−{KP−[(JK)u+]}
 .
Assim, se −λ2 ∈ ρ(N+(K)), podemos obter uma factorizac¸a˜o general-
izada cano´nica (5.15) da func¸a˜o matricial G, onde os factores G+ e G− sa˜o
dados por
G+ = −λ
 −P+[(JK)u+] u+
1− P+[(JK)v+] v+
 (5.18)
e
G− =
 1 + P−[(JK)v+] −P−[(JK)u+]
P−K + P−{KP−[(JK)v+]} 1− P−{KP−[(JK)u+]}
 . (5.19)
Em particular, se K ∈ L∞ e´ uma func¸a˜o que possa ser representada na
forma
K = K+ +K−,
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ondeK+ = P
+K eK− = P−K, enta˜o uma factorizac¸a˜o generalizada cano´nica
esquerda da func¸a˜o matricial G na˜o depende de K−. De facto, temos que
Bλ(K) =
 1 0
−JK− 1
Bλ(K+)
 1 K−
0 1
 .
Obtemos o seguinte resultado:
Teorema 5.3 Seja K o operador integral de Hankel definido por (5.1). Se
−λ2 ∈ ρ(N+(K)), enta˜o
Kλ = λI −K
e´ um operador invert´ıvel, com inverso dado por
K−1λ = ΠˆF−1G−1+ P+G−1− |ImP+FΠˇ,
onde G+ e G− sa˜o as func¸o˜es matriciais dadas por (5.18) e (5.19), respecti-
vamente.
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Lista de S´ımbolos
Espac¸os e Conjuntos Operadores Func¸o˜es
[A]n,n p. 14 J p. 141 Aγ(b) p. 88
A(> ) p. 103 K1 p. 64 Bλ(K) p. 144
A±(> ) p. 103 K2 p. 65 e p. 88
C(> ) + L+∞(> ) p. 8 K3 p. 71 E p. 94
G[A]n,n p. 14 K4 p. 71 f1(t) p. 72
H2 p. 17 K5 p. 76 f2(t) p. 72
H∞ p. 17 K6 p. 77 f3(t) p. 77
H∞,r p. 20 K p. 140 f4(t) p. 77
L±2 (> ) p. 15 Kλ p. 142 ψ(t) p. 56
L−,02 (> ) p. 15 N±(b) p. 46 x+(t) p. 56
L±∞(> ) p. 16 N±(K) p. 145 Constantes
L2(R) p. 139 Pθ p. 21 Ai p. 58
L±2 p. 140 P± p. 15 Bij p. 59
L∞ p. 140 P± p. 140 Cij p. 61
R(> ) p. 14 Πˆ p. 143 Di p. 62
R±(> ) p. 14 Πˇ p. 143 Ei p. 67
R−,0(> ) p. 14 pˆi p. 92 Fij p. 68
ρ p. 46 pˇi p. 92 Gij p. 83
σ p. 46 Qθ p. 21 inda p. 14
σl p. 46 T1 p. 57 k0 p. 57
σT p. 46 T2 p. 57 l0 p. 57
