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LARGE DEVIATIONS, MODERATE DEVIATIONS,
AND THE KLS CONJECTURE
DAVID ALONSO-GUTIE´RREZ, JOSCHA PROCHNO, AND CHRISTOPH THA¨LE
Abstract. Having its origin in theoretical computer science, the Kannan-Lova´sz-Simonovits (KLS) conjec-
ture is one of the major open problems in asymptotic convex geometry and high-dimensional probability
theory today. In this work, we establish a new connection between this conjecture and the study of large and
moderate deviations for isotropic log-concave random vectors, thereby providing a novel possibility to tackle
the conjecture. We then study the moderate deviations for the Euclidean norm of random orthogonally pro-
jected random vectors in an ℓnp–ball. This leads to a number of interesting observations: (A) the ℓ
n
1
–ball is
critical for the new approach; (B) for p ≥ 2 the rate function in the moderate deviations principle undergoes
a phase transition, depending on whether the scaling is below the square-root of the subspace dimensions
or comparable; (C) for 1 ≤ p < 2 and comparable subspace dimensions, the rate function again displays a
phase transition depending on its growth relative to np/2.
1. Introduction and Results
One of the major open problems in asymptotic convex geometry is the famous Kannan-Lova´sz-Simonovits
(KLS) conjecture. This conjecture has its origin in theoretical computer science and arose in the study of
sampling algorithms for high-dimensional convex bodies. One specific situation of interest in the theory is to
design an algorithm that efficiently computes the volume of an n-dimensional convex body. Such an algorithm
is fed with a convex body K ⊆ Rn and a quality parameter ε ∈ (0,∞), where the body K is represented by
a membership oracle, which, for each x ∈ Rn can decide whether or not x ∈ K. The algorithm returns a
number V = V (K, ε) ∈ R such that
(1 − ε) voln(K) ≤ V ≤ (1 + ε) voln(K)
and the efficiency of the designed algorithm is measured in terms of the number of arithmetic operations and
calls to the membership oracle. While deterministic algorithms are deemed to be inefficient (see the works
of Ba´ra´ny and Fu¨redi [4] and of Elekes [14]), there are reasonable randomized algorithms available that can
accurately compute the volume of convex bodies with high probability in polynomial time, see Dyer, Frieze,
and Kannan [13]. At its core, the construction of this randomized algorithm is connected to an isoperimetric
inequality for log-concave probability measures on Rn (see, e.g., [1] for an introduction to the KLS conjecture
and [38] for a more detailed explanation on its connection with problems in theoretical computer science).
The constant appearing in this isoperimetric inequality, known as Cheeger’s constant, is of particular interest
and directly linked to the KLS conjecture, which by the work of Rothaus, Cheeger, Maz’ya, and Ledoux (see,
e.g., [7, Theorem 1.1]) can be stated as follows:
KLS Conjecture. There exists an absolute constant C ∈ (0,∞) such that for all n ∈ N, every centered
random vector X with log-concave distribution and any locally Lipschitz function f : Rn → R such that f(X)
is of finite variance,
Var[f(X)] ≤ C λ2X E
[‖∇f(X)‖22],
where λ2X := supθ∈Sn−1 E〈X, θ〉2.
Using what is known as the localization lemma, Kannan, Lova´sz, and Simonovits proved the conjecture with
a factor (E‖X‖2)2 instead of λ2X (see [26]), and later Bobkov [9] improved this estimate. But besides the fact
that the KLS conjecture holds for exponential and Gaussian random vectors and has attracted considerable
attention in the past 25 years, there has been very little progress to the present day (see [8] and [19] for a
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proof of the conjecture for the class of revolution bodies, [6] for the case of the simplex, [30] and [36] for
the case of the ℓnp -balls, [29] for the case of 1-unconditional bodies with an extra logn factor, and [32] for
the best general estimate of the constant of the order
√
n in the KLS conjecture). One of the reasons for
the interest in the KLS conjecture is that, if correct, it would imply several other well-known conjectures
in asymptotic convex geometry, including the variance conjecture (which is the special case f(·) = ‖ · ‖2)
and the hyperplane conjecture. However, given the little progress in the KLS conjecture, it is natural to
watch out for potential counterexamples. This brings us to one of the main purposes of this paper, which
is to establish a new connection between the KLS conjecture and the study of so-called large and moderate
deviations principles for isotropic log-concave random vectors that provides a potential route to disprove the
variance conjecture and thus the KLS conjecture.
While the study of central limit theorems for random geometric quantities in asymptotic convex geometry is
by now a classical and still flourishing part of the theory, as can be seen in [3, 18, 20, 21, 22, 23, 28, 34, 35],
fluctuations beyond the Gaussian scale have only recently attracted attention in this context. For one,
there are the large deviations, or more precisely large deviations principles, which determine the asymptotic
likelihood of rare events on a scale of a law of large numbers, the most classical result in this direction being
Crame´r’s theorem [10] (see also [12]). Contrary to the universality shown by a central limit theorem, the
large deviation behavior is typically sensitive to the distribution of the underlying random objects. Being
a classical topic in probability theory, large deviations have only recently been introduced in asymptotic
convex geometry and high-dimensional probability by Gantert, Kim, and Ramanan [15]. They obtained a
large deviations principle for 1-dimensional projections of ℓnp -balls in R
n as the space dimension n tends
to infinity, showing how the speed and rate depend on the parameter p and thus in a subtle way on the
geometry of the body. Their work inspired a number of investigations regarding the large deviations behavior
of quantities that naturally appear in asymptotic convex geometry, such as Sanov-type large deviations for
the random spectral measure of a properly normalized matrix chosen uniformly at random in the unit ball of
a Schatten p-class [24] (a non-commutative analogue of a result previously obtained by Kim and Ramanan
for random vectors in high-dimensional ℓnp -spheres [27]), large deviations principles for ℓq-norms of random
vectors in ℓnp -balls [22, 23], a description of the large deviations behavior for the Euclidean norm of orthogonal
projections of ℓnp -balls to high-dimensional random subspaces [2], and, very recently, large deviations under
an asymptotic thin-shell condition [37] as well as geometric sharp large deviations for random projections
of ℓnp -spheres [33]. The question now arises of what can be said about the asymptotic likelihood of events
on a scaling between Gaussian fluctuations covered by the central limit theorem and large deviations? This
scaling is exactly the one covered by moderate deviations principles, which, in contrast to large deviations,
are typically non-parametric in rate. In fact, usually moderate deviations principles inherit properties from
both the central limit theorem and the large deviations principle in that the central limit theorem is still
visible in form of a Gaussian (quadratic) rate function, while probabilities decay on an exponential scale as
in the large deviations principle. In the framework of random geometric quantities in asymptotic convex
geometry those have first been considered by Kabluchko, Prochno, and Tha¨le in [23] for ℓq-norms of random
vectors in ℓnp -balls.
Now, let us be more precise and introduce what a large or moderate deviations principle formally is and
then describe its relation to the KLS conjecture. We recall that a sequence (Xn)n∈N of random vectors in
d-dimensional Euclidean space Rd satisfies a large deviations principle (LDP) with speed sn and rate function
I : Rd → [0,∞] if
− inf
x∈A◦
I(x) ≤ lim inf
n→∞ s
−1
n logP[Xn ∈ A] ≤ lim sup
n→∞
s−1n logP[Xn ∈ A] ≤ − inf
x∈A
I(x)(1)
for all Borel measurable A ⊆ Rd, where A◦ denotes the interior and A the closure of A, and where I is lower
semi-continuous and has compact level sets {x ∈ Rd : I(x) ≤ α}, α ∈ R. So loosely speaking, an LDP says
that if n ∈ N is sufficiently large and A ⊆ Rd sufficiently regular, then
P[Xn ∈ A] ≈ e
−sn inf
x∈A
I(x)
.
A moderate deviations principle (MDP) formally resembles an LDP but on different scales and, typically,
with important differences in the behavior of the two principles as described above. More precisely, the scales
for an MDP are between that of a weak limit theorem (like a central limit theorem) and that of a law of
large numbers. In this paper, for two sequences (xn)n∈N and (yn)n∈N we use the Landau notation xn = o(yn)
if limn→∞ xnyn = 0 and xn = ω(yn) if limn→∞ |xnyn | = +∞. In addition, we write xn ≈ yn if there exist two
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absolute constants c1, c2 such that c1xn ≤ yn ≤ c2xn. The following result establishes a connection between
the KLS conjecture and moderate/large deviations principles.
Theorem A (LDPs/MDPs and the KLS conjecture). Let 1 ≤ kn ≤ n be a sequence of integers such that
kn = ω(1) and let (ξn)
∞
n=1 be a sequence of isotropic log-concave random vectors in R
kn . Consider a sequence
of random variables Xn =
‖ξn‖2√
kn
, n ∈ N, which satisfies (1) with speed sn and rate function I. Assume that
one of the following two conditions is satisfied:
(a) sn = o(
√
kn) and I is non-singular, i.e., I(x) 6= I0(x) =
{
0 : x = 1
+∞ : otherwise.
(b) sn ≈
√
kn and inf
t>t0
infx∈(t,∞) I(x)
t = 0 for some absolute constant t0 ∈ (1,∞).
Then the KLS conjecture is false.
For a sequence of random vectors ξn ∈ Rkn , n ∈ N, as given in Theorem A it is well known that E‖ξn‖2/
√
kn →
1, as n→∞. Against this light, the natural scale for a law of large numbers and hence an LDP is √kn, while
scales with tn = o(
√
kn) and tn = ω(1) correspond to an MDP. Thus, Theorem A establishes a connection
between LDPs or MDPs for isotropic log-concave random vectors and the KLS conjecture, showing that by
constructing a sequence of random vectors ξn, n ∈ N, such that Xn, n ∈ N, follows an LDP or MDP with an
appropriate speed and/or rate function would disprove the variance and hence the KLS conjecture.
In this context it is instructive to recall that the large deviations principle [2, Theorem 1.2] or [22, Theorem
D] for the Euclidean norm of uniform random points in the rescaled n-dimensional crosspolytope Dn1 :=√
(n+1)(n+2)
2 B
n
1 (the normalization is designed in such a way that a uniform random vector in D
n
1 is isotropic)
holds with sn =
√
n and rate function
I(x) =
{√
x2 − 1 : x > 1
+∞ : otherwise.
In fact, the result from [2] can be transferred to our rescaled situation by a contraction with the function
x 7→ x/√2. This implies that, for any t0 > 1, the function√
t2 − 1
t
=
√
1− 1
t2
is equivalent to a constant in the interval [t0,∞), since
inf
t>t0
√
1− 1
t2
=
√
1− 1
t20
and sup
t>t0
√
1− 1
t2
= 1.
Thus, we cannot find t0 > 1 such that the condition in Theorem A (b) is satisfied while at the same time
there exists no t0 > 1 and an exponent α > 1 such that inft>t0
infx∈(t,∞) I(x)
tα > C for some absolute constant
C ∈ (0,∞). This shows that (rescaled) crosspolytopes constitute a critical case in Theorem A as they just
fail to satisfy condition (b) there. Notice also that the case of the crosspolytope shows that the condition
t0 ∈ (1,∞) in (b) cannot be relaxed to t0 ∈ [1,∞) as this would give inft>1 infx∈(t,∞) I(x)t = 0 while we know
that they do satisfy the KLS conjecture (see [1, Theorem 2.3]).
The crosspolytopes just discussed are members of the important class of ℓnp -balls, whose probabilistic aspects
have been under intensive investigation during the last years [2, 3, 15, 16, 20, 22, 23, 27, 33, 37] (see also
the comments in the introduction). As usual, for 1 ≤ p < ∞ we let Bnp := {x ∈ Rn : ‖x‖p ≤ 1} denote
the unit ball in Rn with respect to the ℓnp -norm ‖x‖p := (|x1|p + . . . + |xn|p)1/p, x = (x1, . . . , xn) ∈ Rn. In
the remaining parts of this paper we are studying random vectors that arise as orthogonal projections of
uniformly distributed random points in Bnp onto random kn-dimensional subspaces. To formally introduce
the framework and the necessary notation, let (kn)n∈N be a sequence of integers with 1 ≤ kn ≤ n. Further,
for each n ∈ N let Xn be a uniformly distributed random vector in Bnp . Consider a random kn-dimensional
subspace En of R
n, which is distributed according to the Haar probability measure on the Grassmannian
manifold of all kn-dimensional subspaces of R
n and assumed to be independent of Xn. By PEn we denote
the orthogonal projection onto En and introduce the random variables
Zn,p := n
1/p‖PEnXn‖2, n ∈ N,
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where the factor n1/p is motivated by the asymptotic order of the factor vol(Bnp )
1/n by which one has to
divide Xn in order to make it, and consequently PEnXn, isotropic. Our next result is an MDP for Zn,p on
the critical scale
√
kn, i.e., for k
−1/2
n Zn,p, whose study is motivated by Theorem A. We will see that in this
particular situation the rate function is neither universal nor given by the quadratic Gaussian rate function.
Instead, the rate function for 1 ≤ p < 2 displays an interesting and non-expected phase transition, which is
controlled by the relative growth of the subspace dimensions kn to n
p/2.
Theorem B (MDP on the critical scale). Let 1 ≤ p < ∞ and (kn)n∈N be a sequence of positive integers
1 ≤ kn ≤ n such that kn = ω(1) and kn = o(n). Let Mp(2) = p
2/p
3
Γ(1+ 3p )
Γ(1+ 1p )
. Then the following hold:
(a) If p ≥ 2, then k−1/2n Zn,p satisfies an MDP on R with speed kn and rate function
I(x) =

x2−Mp(2)
2Mp(2)
− log x√
Mp(2)
: x > 0
+∞ : otherwise.
(b1) If 1 ≤ p < 2 and kn = o(np/2), then k−1/2n Zn,p satisfies an MDP on R with speed kn and rate function
I(x) =

x2−Mp(2)
2 − log x√Mp(2) : x > 0
+∞ : otherwise.
(b2) If 1 ≤ p < 2 and kn = np/2, then k−1/2n Zn,p satisfies an MDP on R with speed np/2 and rate function
I(x) =
 infy≥mp
(xy )
2−1
2 − log
(
x
y
)
+ 1p (y
2 −Mp(2)) p2 : x > 0
+∞ : otherwise.
(b3) If 1 ≤ p < 2 and kn = ω(np/2), then k−1/2n Zn,p satisfies an MDP on R with speed np/2 and rate
function
I(x) =
{
1
p (x
2 −Mp(2)) p2 : x > √mp
+∞ : otherwise.
After having discussed the moderate deviations at the critical scale
√
kn, we finally turn to a description of
the moderate deviations at subcritial scales o(
√
kn), which complement the central limit theorem and the
large deviations principle obtained in [3] and [2], respectively. In this case, we will see that the rate function
is indeed the universal quadratic Gaussian rate function also visible in the central limit theorem, but with a
prefactor encoding geometric information. In order to simplify the presentation, let us introduce for n ∈ N
the random variable
Xn,p := n
1/p
√√√√ Γ( 1p)
p2/pΓ
(
3
p
) ‖PEnXn‖2 −√kn,
which is normalized in such a way that E[Xn,p] → 0, as n → ∞. For technical reasons, we also restrict the
following result to the case that p ≥ 2.
Theorem C (MDP on subcritical scales). Let 2 ≤ p < ∞ and (kn)n∈N be a sequence of integers such that
1 ≤ kn ≤ n and lim
n→∞
kn
n = λ ∈ [0, 1]. Assume that kn = ω(1) and that the sequence (tn)n∈N of positive
real numbers satisfies tn = ω(1), tn = o(
√
kn) and either tn = o(
√
n− kn) or (n− kn) = o
(√
kn
tn
)
. Then the
sequence of random variables t−1n Xn,p satisfies an MDP on R with speed t
2
n and rate function I(x) = αp,λx
2
with constant αp,λ given by
(2) αp,λ =
2Γ( 1p )Γ(
3
p )
2
(2p− λ(4 + 3p))Γ(1 + 1p )Γ( 3p )2 + λΓ( 1p )2Γ( 5p )
.
Remark 1.1. We end this section with a number of comments.
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(a) Although the results we presented so far were formulated for uniform random vectorsXn in B
n
p , we will
prove more general versions for random vectors that are distributed in Bnp according to a distribution
from the class introduced in [5]. As special cases this includes the uniform probability measure or the
cone probability measure on Bnp , but also image measures of these measures on higher-dimensional
ℓnp -balls under coordinate projections. We refer to the discussion in the next section.
(b) We would like to point out that the constant αp,λ in (2) coincides with
1
2σ2(p,λ) , where σ
2(p, λ) is
the variance of the centered Gaussian random variable appearing as the limit in the central limit
theorem for Xn,p from [3]. In other words, this means that the rate function I(y) in Theorem C can
be rewritten as I(y) = y
2
2σ2(p,λ) , as expected.
(c) We leave it as an open problem for future research to study moderate deviations at the supercritical
scales tn = ω(
√
kn) (and tn = o(
√
n)). In addition, it would be interesting to investigate the situation
where the involved parameters neither satisfy tn = o(
√
n− kn) nor (n−kn) = o
(√
kn
tn
)
. Another open
problem is to decide whether or not the rate function in the MDP in Theorem C is the same also for
1 ≤ p < 2.
2. Preliminaries
2.1. Notation. We supply the n-dimensional Euclidean space Rn, where n ∈ N, with the Euclidean norm
‖ · ‖2 and the standard scalar product 〈 · , · 〉. The ℓnp -norm will be denoted by ‖ · ‖p and Bnp := {x ∈ Rn :
‖x‖p ≤ 1} will denote the n-dimensional unit ball with respect to the ℓnp -norm. For a set A ⊂ Rd we shall
write A◦ for the interior and A for the closure of A.
2.2. Distributions on ℓnp -balls. As already mentioned in Remark 1.1, we consider a much more general
class of distributions compared to [2], [15], [22] and [27]. Those have been intensively studied by Barthe,
Gue´don, Mendelson, and Naor [5], and are closely related to the geometry of ℓnp -balls. This class contains the
uniform distribution as well as the cone probability measure on the ℓnp -unit ball B
n
p := {x ∈ Rn : ‖x‖p ≤ 1}
considered in [3, 15, 22] as special cases, and many more (see below). As usual, ‖x‖p := (|x1|p+ . . .+ |xn|p)1/p
denotes the ℓnp -norm of the vector x = (x1, . . . , xn) ∈ Rn, and the parameter p satisfies 1 ≤ p < ∞. For
fixed space dimension n ∈ N, we let W be any Borel probability measure on [0,∞), Un,p be the uniform
distribution on Bnp , and Cn,p be the cone probability measure on the boundary of B
n
p , where we recall that
Cn,p(A) := Un,p({rx : x ∈ A, 0 ≤ r ≤ 1}) for a measurable subset A on the boundary Sn−1p = {x ∈ Rn :
‖x‖p = 1} of Bnp . The distributions we consider are of the form
(3) PW,n,p := W({0})Cn,p +HUn,p,
where the function H : Bnp → R is given by H(x) = h(‖x‖p) with
h(r) =
1
pn/pΓ
(
1 + np
) 1
(1 − rp)1+n/p
∫ ∞
0
sn/pe−
1
p sr
p(1−rp)−1 W(ds), r ∈ [0, 1].
In other words this means that∫
Bnp
f(x)PW,n,p(dx) = W({0})
∫
S
n−1
p
f(x)Cn,p(dx) +
∫
Bnp
f(x)H(x)Un,p(dx)
= W({0})
∫
S
n−1
p
f(x)Cn,p(dx) +
∫
Bnp
f(x)h(‖x‖p)Un,p(dx)
for all non-negative measurable functions f : Bnp → R. The class of measures of the form PW,n,p contains
the following important cases, which are of particular interest (see Theorem 1, Theorem 3, Corollary 3, and
Corollary 4 in [5]):
(i) If W is the exponential distribution with rate 1/p (and mean p), then W({0}) = 0, H ≡ 1, and
PW,n,p reduces to the uniform distribution Un,p on B
n
p .
(ii) If W = δ0 is the Dirac measure concentrated at 0, then W({0}) = 1, H ≡ 0, and PW,n,p is just the
cone probability measure on Bnp .
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(iii) If W = Gamma(α, 1/p) is a gamma distribution with shape parameter α > 0 and rate 1/p, then
PW,n,p is the beta-type probability measure on B
n
p with Lebesgue density given by
x 7→
Γ
(
α+ np
)
Γ(α)
(
2Γ
(
1 + 1p
))n (1− ‖x‖pp)α−1, x ∈ Bnp .
In particular, if α = m/p for some m ∈ N, this is the image of the cone probability measure Cn+m,p
on Bn+mp under the orthogonal projection onto the first n coordinates. Similarly, if α = 1 +m/p,
this distribution arises as the image of the uniform distribution Un+m,p on B
n+m
p under the same
orthogonal projection.
2.3. Gaussian and p-generalized Gaussian random variables. Let us denote, for 1 ≤ p < ∞, by
(Zi)i∈N a sequence of independent copies of a p-generalized Gaussian random variable with Lebesgue density
fp(x) =
e−
|x|p
p
2p1/pΓ (1 + 1/p)
, x ∈ R.
Defining
(4) Mp(q) :=
pq/p
q + 1
Γ
(
1 + q+1p
)
Γ (1 + 1/p)
for q ≥ 1, we can express the moments of p-generalized Gaussian random variables as follows:
E|Z1|q =Mp(q) and Cov(|Z1|r, |Z1|s) =Mp(r + s)−Mp(r)Mp(s),(5)
where q, r, s ≥ 1, see [3, Lemma 3.1]. In particular, Var|Z1|q = Mp(2q)−Mp(q)2. We shall use these relations
frequently in the proof of Theorem C and its general version Theorem 5.1.
If p = 2, then a p-generalized Gaussian random variable is nothing else than a standard Gaussian random
variable. In this text we shall denote a sequence of such independent random variables by (gi)i∈N.
2.4. Background material from large deviations theory. Let (Ω,A,P) be a probability space and
(Xn)n∈N be a sequence of random vectors taking values in Rd for some d ≥ 1. Further, let (sn)n∈N be an
increasing sequence of real numbers and I : Rd → [0,∞] be a lower semi-continuous function with compact
level sets {x ∈ Rd : I(x) ≤ α}, α ∈ R. One says that (Xn)n∈N satisfies a large deviations principle (LDP)
on Rd with speed sn and rate function I provided that
− inf
x∈A◦
I(x) ≤ lim inf
n→∞
s−1n logP[Xn ∈ A] ≤ lim sup
n→∞
s−1n logP[Xn ∈ A] ≤ − inf
x∈A
I(x)
for all Borel measurable A ⊆ Rd. Especially, if A is an I-continuity set, that is, if A satisfies I(A◦) = I(A¯)
with I(A) := inf{I(x) : x ∈ A}, one has the exact limit relation
lim
n→∞
s−1n logP[Xn ∈ A] = −I(A).
Let d1, d2 ∈ N and suppose that (Xn)n∈N is a sequence of Rd1-valued random vectors and that (Yn)n∈N is a
sequence of Rd2-random vectors. We assume that both sequences satisfy LDPs with the same speed. The
next result, taken from [2, Proposition 2.4], yields that also the sequence of Rd1+d2-valued random vectors
(Xn, Yn) satisfies an LDP and provides the form of the rate function.
Lemma 2.1 (LDP for independent vectors). Assume that (Xn)n∈N satisfies an LDP on Rd1 with speed sn
and rate function IX and that (Yn)n∈N satisfies an LDP on Rd2 with speed sn and rate function IY . Then,
if Xn and Yn are independent for each n ∈ N, the sequence of random vectors (Xn, Yn) satisfies an LDP on
R
d1+d2 with speed sn and rate function I given by I(x) := IX(x1) + IY (x2), x = (x1, x2) ∈ Rd1 × Rd2 .
Next, assume that a sequence (Xn)n∈N of random variables satisfies an LDP with speed sn and rate function
I. Suppose now that (Yn)n∈N is a sequence of random variables that are ‘close’ to the ones from the first
sequence. The next result provides conditions under which in such a situation an LDP from the first can be
transferred to the second sequence, see [11, Theorem 4.2.13] or [25, Lemma 27.13].
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Lemma 2.2 (Exponential equivalence). Let (Xn)n∈N and (Yn)n∈N be two sequence of Rd-valued random
vectors and assume that (Xn)n∈N satisfies an LDP on Rd with speed sn and rate function I. Further, suppose
that the two sequences (Xn)n∈N and (Yn)n∈N are exponentially equivalent, i.e.,
lim sup
n→∞
s−1n logP
[‖Xn − Yn‖2 > δ] = −∞
for any δ > 0. Then (Yn)n∈N satisfies an LDP on Rd with the same speed and the same rate function.
Let us now recall what is known as Crame´r’s theorem for sequences of real-valued random variables. It
provides an LDP for sequences of independent and identically distributed random variables, see [11, Theorem
2.2.3]. The rate function in Crame´r’s theorem is identified as the Legendre-Fenchel transform of the cumulant
generating function of the involved random variables.
Lemma 2.3 (Crame´r’s theorem). Let (Xn)n∈N be a sequence of independent and identically distributed
random variables. Assume that E[eλX1 ] < ∞ for some λ > 0. Then the sequence of random variables
1
n
∑n
i=1Xi satisfies an LDP on R with speed n and rate function I(x) = sup
{
λx − logE[eλX1 ] : λ ∈ R}.
Finally, we consider the possibility to transport a large deviations principle to another one by means of a a
sequence of functions. We recall the following version of the contraction principle from [11, Corollary 4.2.21].
Lemma 2.4 (Contraction principle). Let d1, d2 ∈ N and let F : Rd1 → Rd2 be a continuous function. Suppose
that (Xn)n∈N is a sequence of Rd1-valued random variables that satisfies an LDP on Rd1 with speed sn and
rate function I. Further, suppose that for each n ∈ N, Fn : Rd1 → Rd2 is a measurable function such that for
all δ > 0,
lim sup
n→∞
s−1n logP[Xn ∈ Γn,δ] = −∞,
where Γn,δ := {x ∈ Rd1 : ‖Fn(x) − F (x)‖2 > δ}. Then the sequence of Rd2-valued random variables
(Fn(Xn))n∈N satisfies an LDP on Rd2 with the same speed and with rate function I ◦ F−1.
2.5. Moderate deviations in Rd. A moderate deviations principle (MDP) is formally nothing else than
a large deviations principle. As already explained in the introduction, the difference is that LDPs provide
estimates on the scale of a law of large numbers, while MDPs typically describe the probabilities at scales
between a law of large numbers and a central limit theorem. An important tool for us will be the following
MDP for sums of independent and identically distributed random vectors, see [11, Theorem 3.7.1].
Lemma 2.5 (MDP for sums of i.i.d. random vectors). Let (Xn)n∈N be a sequence of independent and
identically distributed random vectors in Rd and let (tn)n∈N be sequence of positive real numbers such that
tn = ω(1) and tn = o(
√
n). We assume that X1 is centered, its covariance matrix C = Cov(X1) is invertible,
and logE[e〈λ,X1〉] < ∞ for all λ in a ball around the origin having positive radius. Then the sequence of
random vectors 1
tn
√
n
∑n
i=1Xi, n ∈ N, satisfies an LDP (i.e., an MDP as the sum is scaled by tn
√
n) with
speed t2n and rate function I(x) =
1
2 〈x,C−1x〉, x ∈ Rd.
3. Proof of Theorem A
Let us recall from [1, Theorem 1.15] (see also [17] and [31]) that if the KLS conjecture were true, there would
exist an absolute constant C ∈ (0,∞) such that, for every n ∈ N and all t > 0,
P
[∣∣∣∣‖ξn‖2√kn − 1
∣∣∣∣ > t] ≤ 2e−Ct√kn .
Therefore, we have
logP
[‖ξn‖2√
kn
− 1 > t
]
≤ logP
[∣∣∣∣‖ξn‖2√kn − 1
∣∣∣∣ > t] ≤ log 2− Ct√kn
and
logP
[‖ξn‖2√
kn
< 1− t
]
≤ logP
[∣∣∣∣‖ξn‖2√kn − 1
∣∣∣∣ > t] ≤ log 2− Ct√kn
and thus, for every n ∈ N and t > 0,
logP
[
‖ξn‖2√
kn
> 1 + t
]
sn
≤ log 2
sn
− Ct
√
kn
sn
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and
logP
[
‖ξn‖2√
kn
< 1− t
]
sn
≤ log 2
sn
− Ct
√
kn
sn
.
Therefore, taking the limit inferior, as n→∞, and taking into account the assumption that the sequence of
random variables ‖Xn‖2√
kn
satisfies (1) with speed sn and rate function I, we make the following observation: if
sn = o(
√
kn), then for every t > 0,
− inf
x∈(1+t,∞)
I(x) ≤ −∞ and − inf
x∈(−∞,1−t)
I(x) ≤ −∞,
which implies that I is identically equal to +∞ on R \ {1}. Since
P
[‖ξn‖2√
kn
∈ R
]
= 1,
we have that, for every n ∈ N,
logP
[
‖ξn‖2√
kn
∈ R
]
sn
= 0.
Hence, taking the limit as n→∞,
0 = − inf
x∈R
I(x) = −I(1),
which implies that I would coincide with the singular rate function I0, a contradiction to our assumption
that I 6= I0.
If otherwise sn ≈
√
kn, then for any t > 0 there exists a constant C1 ∈ (0,∞) such that
− inf
x∈(t+1,∞)
I(x) ≤ −C1t,
which implies that
infx∈(t+1,∞) I(x)
t+ 1
> C1
t
t+ 1
for all t > 0. This is equivalent to the fact that, for every t > 1,
infx∈(t,∞) I(x)
t
> C1
t− 1
t
.
Now, for every t0 > 1 we have that for all t ∈ [t0,∞), C1 t−1t > C2(t0). Thus, for any t0 > 1,
inf
t>t0
infx∈(t,∞) I(x)
t
≥ C2(t0).
However, this is a contradiction to our assumption. ✷
4. Proof of Theorem B and its generalization
In this section we prove the following generalized version of Theorem B. For this recall the definition of the
probability measures PW,n,p on B
n
p .
Theorem 4.1 (MDP on the critical scale, general version). Let 1 ≤ p < ∞ and (kn)n∈N be a sequence of
positive integers such that 1 ≤ kn ≤ n, kn = ω(1), and kn = o(n). Also let (Wn)n∈N be a sequence of
probability measures on [0,∞) and for each n ∈ N let Xn be a random vector with distribution PWn,n,p.
Independently of Xn, let En be a uniformly distributed kn-dimensional random subspace for each n ∈ N,
and define Zn,p := n
1/p‖PEnXn‖2. Suppose that the sequence of random variables Wn with distribution Wn
satisfies an LDP with speed n and a rate function IW satisfying IW (x) 6= 0 for all x 6= 0. Then the same
conclusions as in Theorem B hold.
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4.1. Probabilistic representation. The proof of Theorem 4.1 is based on a suitable probabilistic repre-
sentation of the random variables Zn,p. For the case that the random vectors Xn are uniformly distributed
on Bnp such a representation was derived in [2, Lemma 3.1] and for the general situation considered here it is
the content of [3, Proposition 2.7]. It says that
k−1/2n Zn,p =
n1/p
k
1/2
n
‖PEnXn‖2 d=
n1/p
k
1/2
n
( kn∑
i=1
g2i
)1/2
( n∑
i=1
g2i
)1/2
( n∑
i=1
|Zi|2
)1/2
( n∑
i=1
|Zi|p +W
)1/p ,
where g1, . . . , gn are independent standard Gaussian random variables and Z1, . . . , Zn are independent p-
generalized Gaussian random variables, which are also independent of all gi’s. Thus,
(6)
n1/p
k
1/2
n
‖PEnXn‖2 d=
(
1
kn
kn∑
i=1
g2i
)1/2
(
1
n
n∑
i=1
g2i
)1/2
(
1
n
n∑
i=1
|Zi|2
)1/2
(
1
n
n∑
i=1
|Zi|p + Wn
)1/p .
4.2. Proof of Theorem 4.1 for 2 ≤ p < ∞. As a consequence of Crame´r’s theorem (Lemma 2.3) the
sequence of random variables 1kn
kn∑
i=1
g2i satisfies an LDP with speed kn and rate function
IG(x) =
{
x−1
2 − 12 log x : x > 0
+∞ : otherwise,
compare with [2, Lemma 5.4]. Consequently, by the contraction principle (Lemma 2.4) the sequence of
random variables
(Mp(2)
kn
kn∑
i=1
g2i
)1/2
satisfies an LDP with the same speed and rate function
I1(x) = IG
(
x2
Mp(2)
)
=

x2
Mp(2)
−1
2 − log x√Mp(2) : x > 0
+∞ : otherwise,
(7)
which is the rate function from the statement of the theorem. In the same way, the sequence
(
1
n
∑n
i=1 |Zi|p
)1/p
satisfies an LDP with speed n and rate function
I2(x) =
{
xp−1
p − log x : x > 0
+∞ : otherwise.
The rate functions were explicitly given by [2, Lemma 5.4]. However, the authors realised that there was an
overlooked misprint in the rate function I2(x) given there, so we explicitly write the rate function here.
What remains to show is that the sequences of random variables k
−1/2
n Zn,p and
(Mp(2)
kn
kn∑
i=1
g2i
)1/2
are expo-
nentially equivalent (recall Lemma 2.2). For this, we fix δ, ε > 0 and write
P
[(Mp(2)
kn
kn∑
i=1
g2i
)1/2∣∣∣∣∣1−
(
1
n
n∑
i=1
Z2i
Mp(2)
)1/2
(
1
n
n∑
i=1
g2i
)1/2( 1
n
n∑
i=1
|Zi|p + Wnn
)1/p
∣∣∣∣∣ > δ
]
≤ P
[(Mp(2)
kn
kn∑
i=1
g2i
)1/2
>
δ
ε
]
+ P
[
1−
(
1
n
n∑
i=1
Z2i
Mp(2)
)1/2
(
1
n
n∑
i=1
g2i
)1/2( 1
n
n∑
i=1
|Zi|p + Wnn
)1/p > ε
]
+ P
[
1−
(
1
n
n∑
i=1
Z2i
Mp(2)
)1/2
(
1
n
n∑
i=1
g2i
)1/2( 1
n
n∑
i=1
|Zi|p + Wnn
)1/p < −ε
]
=: T1 + T2 + T3.
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We further analyse the term T2 and observe that, for every ε1 > 0,
T2 ≤ P
[( 1
n
n∑
i=1
Z2i
Mp(2)
)1/2
< (1 − ε)1/3
]
+ P
[( 1
n
n∑
i=1
g2i
)1/2
> (1− ε)−1/3
]
+ P
[ 1
n
n∑
i=1
|Zi|p > (1− ε)−p/3 − ε1
]
+ P
[Wn
n
> ε1
]
.
By Crame´r’s theorem (see Lemma 2.3), the sequences of random variables 1n
∑n
i=1
Z2i
Mp(2)
, 1n
∑n
i=1 g
2
i , and
1
n
∑n
i=1 |Zi|p satisfy LDPs with speed n and rate functions only vanishing at 1. Taking ε1 such that (1 −
ε)−p/3 − ε1 > 1 and taking into account that, by assumption also the sequence of random variables Wn/n
satisfies an LDP with speed n and a rate function that does not vanish on (ε1,∞) we have that the term T2
decays exponentially with speed n and hence satisfies
lim sup
n→∞
1
kn
logT2 = −∞,
since kn = o(n) by assumption. The same argument also yields that
lim sup
n→∞
1
kn
logT3 = −∞,
which in turn leads to
lim sup
n→∞
Mp(2)
kn
logP
[(Mp(2)
kn
kn∑
i=1
g2i
)1/2∣∣∣∣∣1−
(
1
n
n∑
i=1
Z2i
Mp(2)
)1/2
(
1
n
n∑
i=1
g2i
)1/2( 1
n
n∑
i=1
|Zi|p + Wnn
)1/p
∣∣∣∣∣ > δ
]
≤ lim sup
n→∞
1
kn
logT1 = −I1
(δ
ε
)
= −
δ2
ε2Mp(2)
+ 1
2
− log δ
ε
√
Mp(2)
with I1 given by (7). As ε → 0 the last expression tends to −∞ for any δ > 0. This shows the desired
exponential equivalence. ✷
4.3. Proof of Theorem 4.1 for 1 ≤ p < 2. The idea of the proof of Theorem 4.1 for 1 ≤ p < 2 is similar
to that for 2 ≤ p < ∞: identify the dominating term(s) in the probabilistic representation (6) and show
exponential equivalence of k
−1/2
n ‖Zn,p‖2 to them. However, the analysis in the case where 1 ≤ p < 2 is
a bit more subtle, since depending on the growth of kn relative to n
p/2 different terms can take over the
dominating role. Moreover, if kn = n
p/2 there is more than one such term.
4.3.1. The case kn = o(n
p/2). This situation is similar to that where 2 ≤ p < ∞. But now the sequence of
random variables
(
1
n
∑n
i=1 Z
2
i
)1/2
satisfies an LDP with speed np/2 instead of n (see [2, Equation (5)]). This
slowdown of the speed is due to the fact that for 1 ≤ p < 2 the squares of p-generalized Gaussian random
variables display heavier tails and do not have finite exponential moments. However, since the subspace
dimensions satisfy kn = o(n
p/2), the proof still works in this situation. ✷
4.3.2. The case kn = n
p/2. To deal with this case we start by observing that by Lemma 2.1 the sequence of
random vectors (( 1
kn
kn∑
i=1
g2i
)1/2
,
( 1
n
n∑
i=1
Z2i
)1/2)
satisfies an LDP on R2 with speed np/2 and rate function IG+Z(x, y) = IG(x) + IZ(y). Here,
IG(x) =
{
x2−1
2 − log x : x > 0
+∞ : otherwise and IZ(y) =
{
1
p (y
2 −mp)p/2 : y > mp
+∞ : otherwise,
where the constant mp is given in Theorem B and the precise form of the LDPs for the individual sequences
follow from [2, Lemma 5.4 and Equation (5)]. By the contraction principle (Lemma 2.4) this implies that the
sequence of random variables
(
1
kn
∑kn
i=1 g
2
i
)1/2 · ( 1n∑ni=1 Z2i )1/2 satisfies an LDP with speed np/2 and rate
function I as given in the statement of Theorem B (b2). It remains to prove that the sequences of random
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variables
(
1
kn
∑kn
i=1 g
2
i
)1/2 ·( 1n∑ni=1 Z2i )1/2 and n−p/2‖Zn,p‖ are exponentially equivalent (recall Lemma 2.2).
To show this, fix δ, ε > 0 and observe that
P
[( 1
kn
kn∑
i=1
g2i
)1/2( 1
n
n∑
i=1
Z2i
)1/2∣∣∣∣∣1− 1( 1
n
∑n
i=1 g
2
i
)1/2( 1
n
∑n
i=1 |Zi|p + Wnn
)1/p
∣∣∣∣∣ > δ
]
≤ P
[( 1
kn
kn∑
i=1
g2i
)1/2( 1
n
n∑
i=1
Z2i
)1/2
>
δ
ε
]
+ P
[
1− 1(
1
n
∑n
i=1 g
2
i
)1/2( 1
n
∑n
i=1 |Zi|p + Wnn
)1/p > ε
]
+ P
[
1− 1(
1
n
∑n
i=1 g
2
i
)1/2( 1
n
∑n
i=1 |Zi|p + Wnn
)1/p < −ε
]
=: T1 + T2 + T3.
Now, for T2 we obtain that, for any ε1 > 0,
T2 ≤ P
[( 1
n
n∑
i=1
g2i
)1/2
> (1 − ε)−1/2
]
+ P
[ 1
n
n∑
i=1
|Zi|p > (1 − ε)−p/2 − ε1
]
+ P
[Wn
n
> ε1
]
.
By Crame´r’s theorem (Lemma 2.3), the sequences of random variables 1n
∑n
i=1 g
2
i and
1
n
∑n
i=1 |Zi|p satisfy
an LDP with speed n, and, by assumption, Wn/n also satisfies an LDP with speed n. Moreover, taking ε1
small enough so that (1−ε)−p/2−ε1 > 1, the corresponding rate functions do not vanish on ((1−ε)−1/2,∞),
((1− ε)−p/2 − ε1,∞), and (ε1,∞). Since a similar argument applies to T3, we conclude that
lim sup
n→∞
1
np/2
logT2 ≤ −∞ and lim sup
n→∞
1
np/2
logT3 ≤ −∞.
Thus,
lim sup
n→∞
1
np/2
logP
[( 1
kn
kn∑
i=1
g2i
)1/2( 1
n
n∑
i=1
Z2i
)1/2∣∣∣1− 1(
1
n
∑n
i=1 g
2
i
)1/2( 1
n
∑n
i=1 |Zi|p + Wnn
)1/p ∣∣∣ > δ]
≤ lim sup
n→∞
1
np/2
logT1 = −I
(δ
ε
)
,
where I is the rate function from the statement of Theorem B (b2). Taking into account the explicit form of
I, we conclude that I(δ/ε)→∞, as ε→ 0. This proves the result for the case that kn = np/2. ✷
4.3.3. The case kn = ω(n
p/2). In this case we claim that the sequence of random variables
(
1
n
∑n
i=1 Z
2
i
)1/2
is exponentially equivalent to k
−1/2
n Zn,p. In fact, for δ, ε > 0 we can write
P
[( 1
n
n∑
i=1
Z2i
)1/2∣∣∣∣∣1−
(
1
kn
kn∑
i=1
g2i
)1/2
(
1
n
n∑
i=1
g2i
)1/2( 1
n
n∑
i=1
|Zi|p + Wnn
)1/p
∣∣∣∣∣ > δ
]
≤ P
[( 1
n
n∑
i=1
Z2i
)1/2
>
δ
ε
]
+ P
[
1−
(
1
kn
kn∑
i=1
g2i
)1/2
(
1
n
n∑
i=1
g2i
)1/2( 1
n
n∑
i=1
|Zi|p + Wnn
)1/p > ε
]
+ P
[
1−
(
1
kn
kn∑
i=1
g2i
)1/2
(
1
n
n∑
i=1
g2i
)1/2( 1
n
n∑
i=1
|Zi|p + Wnn
)1/p < −ε
]
=: T1 + T2 + T3,
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and for T2, we obtain that, for any ε1 > 0,
T2 ≤ P
[ 1
kn
kn∑
i=1
g2i < (1− ε)2/3
]
+ P
[ 1
n
n∑
i=1
g2i > (1− ε)−2/3
]
+ P
[ 1
n
n∑
i=1
|Zi|p > (1− ε)−p/3 − ε1
]
+ P
[Wn
n
> ε1
]
.
Once again, by Crame´r’s theorem (Lemma 2.3), the sequences of random variables 1n
∑n
i=1 g
2
i and
1
n
∑n
i=1 |Zi|p
satisfy an LDP with speed n, and, by assumption, Wn/n also satisfies an LDP with speed n. Again by
Crame´r’s theorem (Lemma 2.3), the sequence of random variables 1kn
∑kn
i=1 g
2
i satisfies an LDP with speed
kn. Also and as already discussed above, taking ε1 small enough so that (1 − ε)−p/3 − ε1 > 1 , the corre-
sponding rate functions do not vanish on (−∞, (1−ε)2/3, ((1−ε)−2/3,∞), ((1−ε)−p/3−ε1,∞), and (ε1,∞).
This proves that for suitable constants c1, c2 > 0,
lim sup
n→∞
1
np/2
logT2 ≤ − lim sup
n→∞
(c1kn
np/2
+
c2n
np/2
)
= −∞,
since kn = ω(n
p/2) by assumption and 1 ≤ p < 2. Similarly, one has that
lim sup
n→∞
1
np/2
logT3 = −∞
and hence
lim sup
n→∞
1
np/2
log P
[( 1
n
n∑
i=1
Z2i
)1/2∣∣∣∣∣1−
(
1
kn
kn∑
i=1
g2i
)1/2
(
1
n
n∑
i=1
g2i
)1/2( 1
n
n∑
i=1
|Zi|p + Wnn
)1/p
∣∣∣∣∣ > δ
]
≤ lim sup
n→∞
1
np/2
logT1 = −I
(δ
ε
)
,
where I is the rate function of the LDP for the sequence of random variables
(
1
n
∑n
i=1 Z
2
i
)1/2
, which holds
at speed np/2. We have that
I(x) =
{
1
p (x
2 −mp)p/2 : x > √mp
+∞ : otherwise
with the constantmp as in Theorem B according to [2, Equation (5)]. In particular, this shows that I(δ/ε)→
∞, as ε → 0, and proves the exponential equivalence of the sequences of random variables ( 1n∑ni=1 Z2i )1/2
and k
−1/2
n Zn,p. The proof of Theorem 4.1 is thus complete. ✷
5. Proof of Theorem C and its generalization
Recall the notions and notation introduced before Theorem C and recall the definition of the probability
measures PW,n,p on B
n
p . The goal of this section is to prove the following result, which contains Theorem C
as a special case.
Theorem 5.1 (MDP on subcritical scales, general version). Let 2 ≤ p < ∞ and (kn)n∈N be a sequence of
integers such that 1 ≤ kn ≤ n and lim
n→∞
kn
n = λ ∈ [0, 1]. Assume that kn = ω(1), and that the sequence (tn)n∈N
of positive real numbers satisfies tn = ω(1), tn = o(
√
kn), and either tn = o(
√
n− kn) or (n− kn) = o
(√
kn
tn
)
.
For each n ∈ N let Wn be a probability measure on R such that
(8) lim
n→∞
t−2n logWn
(
(δtn
√
n,∞)) = −∞
for every δ > 0. Further, let Xn be a random point with distribution PWn,n,p and En be a uniformly
distributed kn-dimensional random subspace of R
n. Assume independence of Xn and En and put
Xn,p := n
1/p
√√√√ Γ( 1p)
p2/pΓ
(
3
p
) ‖PEnXn‖2 −√kn.
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Then the sequence of random variables t−1n Xn,p satisfies an MDP on R with speed t
2
n and rate function
I : R→ [0,∞), I(x) = αp,λx2 with αp,λ given by (2).
5.1. Probabilistic representation. As for the proof of the central limit theorem in [3] and the large
deviations principle in [2], a suitable probabilistic representation for the target random variable t−1n Xn,p in
terms of families of independent random variables turns out to be one of the most crucial ingredients also in
our proof of the moderate deviations principle. In the context of the MDP, it is in fact the representation
used in the proof of the central limit theorem, which is most suitable and which we develop further in the
present text. To ease comparison we adopt the notation from [3] and recall from the proof of [3, Theorem
1.1] that for each n ∈ N, we have
Xn,p
tn
d
=
√
λn
2Mp(2)
ξ
(n)
p,2 −
√
λn
p
ξ(n)p,p +
1− λn
2
ζ
(n)
1 −
√
λn(1− λn)
2
ζ
(n)
2 −
√
λn
Wn
ptn
√
n
+
√
λn
tn
√
n
Ψp
(
tnξ
(n)
p,2√
n
,
tnξ
(n)
p,p√
n
,
tnζ
(n)
1√
kn
,
tnζ
(n)
3√
n
,
Wn
n
)
,
where the random variable Wn has distribution Wn,
ξ
(n)
p,2 :=
1
tn
√
n
n∑
i=1
(
Z2i −Mp(2)
)
, ξ
(n)
p,p :=
1
tn
√
n
n∑
i=1
(|Zi|p − 1),
ζ
(n)
1 :=
1
tn
√
kn
kn∑
i=1
(
g2i − 1
)
, ζ
(n)
2 :=
1
tn
√
n−kn
n∑
i=kn+1
(
g2i − 1
)
,
ζ
(n)
3 :=
√
λn ζ
(n)
1 +
√
1− λn ζ(n)2 = 1tn√n
∑n
i=1
(
g2i − 1
)
,
and where Ψp : R
5 → R is a function with the property that there are two constants M, δ ∈ (0,∞) such
that |Ψp(x)| ≤ M ‖x‖22 whenever ‖x‖2 < δ. At this point we shall remind the reader of our convention
that (Zi)i∈N stands for a sequence of independent p-generalized Gaussian random variables and (gi)i∈N for
a sequence of independent standard Gaussian random variables and that both sequences are assumed to be
independent of each other. In addition, it is understood that the random variables Wn are also independent
of all gi’s and Zi’s. We also emphasize that a notation involving the symbol ξ refers to random variables
involving the p-generalized Gaussian random variables Zi only, while the symbol ζ refers to random elements
only based on the standard Gaussians gi.
Finally, we shall denote by Yn,p the random variable given by
Yn,p :=
√
λn
2Mp(2)
ξ
(n)
p,2 −
√
λn
p
ξ(n)p,p +
1− λn
2
ζ
(n)
1 −
√
λn(1− λn)
2
ζ
(n)
2 , n ∈ N.
Moreover, we define
Y˜n,p :=
√
λn
2Mp(2)
ξ
(n)
p,2 −
√
λn
p
ξ(n)p,p +
1− λn
2
ζ
(n)
1 , n ∈ N.
5.2. MDP for p-generalized Gaussian random variables. Specializing Lemma 2.5 for d = 1 to normal-
ized sums of p-generalized Gaussian random variables leads to the following MDP.
Lemma 5.2 (MDP for sums of powers of p-generalized Gaussians). Let 2 ≤ q ≤ p < ∞ and (Zi)i∈N be a
sequence of independent copies of a p-generalized Gaussian random variable. Let (tn)n∈N be a sequence of
positive real numbers such that tn = ω(1) and tn = o(
√
n). Then the sequence of random variables
ξ(n)p,q :=
1
tn
√
n
n∑
i=1
(|Zi|q −Mp(q)), n ∈ N,
satisfies an MDP on R with speed t2n and rate function
I : R→ [0,∞), I (x) = x
2
2Var[|Z1|q] =
x2
2(Mp(2q)−Mp(q)2) .
Proof. Clearly, E[|Z1|q − Mp(q)] = Mp(q) − Mp(q) = 0 and, using the notation of Lemma 2.5, C−1 =
1/Var[|Z1|q] (in fact, C is a (1×1)-matrix in our case). In addition, we have that Var[|Z1|q] = Mp(2q)−Mp(q)2
from (5). The result is now a direct consequence of Lemma 2.5, since exponential moments exists by our
assumption that 2 ≤ q ≤ p.
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
Remark 5.3. It is not strictly necessary to assume that 2 ≤ q in the previous lemma. However, we imposed
this condition as we will apply the result for q = 2, and it shows the reason why we need the condition p ≥ 2
in Theorem 5.1.
5.3. MDP for Gaussian random variables. As a consequence of Lemma 5.2 obtained in the previous
section, applied with p = q = 2, we obtain the following MDP for sums of random vectors composed by
Gaussian random variables.
Corollary 5.4 (MDP for sums of Gaussians). Let (gi)i∈N be a sequence of standard Gaussian random
variables. Then we have that if kn = ω(1), and (tn)n∈N is a sequence of positive real numbers such that
tn = ω(1) and tn = o(
√
kn), the sequence of random variables ζ
(n)
1 :=
1
tn
√
kn
∑kn
i=1(g
2
i − 1) follows an
MDP on R with speed t2n and rate function I (x) =
x2
4 , x ∈ R and, if n − kn = ω(1) and (tn)n∈N is a
sequence of positive real numbers such that tn = ω(1) and tn = o(
√
n− kn), the sequence of random variables
ζ
(n)
2 :=
1
tn
√
n−kn
∑n
i=kn+1
(g2i − 1) follows an MDP on R with speed t2n and rate function I (x) = x
2
4 , x ∈ R.
Consequently, if kn = ω(1), n − kn = ω(1), tn = ω(1), tn = o(
√
kn), and tn = o(
√
n− kn), the sequence of
random vectors ζ(n) := (ζ
(n)
1 , ζ
(n)
2 ) satisfies an MDP on R
2 with speed t2n and rate function I (x) =
‖x‖22
4 ,
x ∈ R2.
5.4. MDP for correlated vectors of p-generalized Gaussian random variables. In a next step we
prove an MDP for a sum of random vectors, whose entries are correlated and composed of p-generalized
Gaussian random variables.
Lemma 5.5 (Bivariate MDP for p-generalized Gaussians). Let 2 ≤ p < ∞ and (Zi)i∈N be a sequence
of independent copies of a p-generalized Gaussian random variable. Assume that (tn)n∈N is a sequence of
positive real numbers such that tn = ω(1) and tn = o(
√
n). Then the sequence of random vectors in R2 given
by (
ζ
(n)
1 , ζ
(n)
2
)
=
1
tn
√
n
n∑
i=1
(
Z2i −Mp(2), |Zi|p − 1
)
satisfies an MDP on R2 with speed t2n and rate function
J(x1, x2) =
1
2Ap
(
px21 + p
4/p
(
Γ
(
5
p
)
Γ
(
1
p
) − Γ( 3p)2
Γ
(
1
p
)2)x22 − 4p2/pΓ
(
3
p
)
Γ
(
1
p
)x1x2), (x1, x2) ∈ R2,
with the constant Ap given by
Ap := p
4/p
(
Γ
(
5
p
)
Γ
(
1 + 1p
) − (p+ 4)Γ( 3p)2
Γ
(
1
p
)2).
Proof. We start by noting that the random vector
(|Z1|2−Mp(2), |Z1|p− 1) is centered. Its 2× 2 covariance
matrix C is given by
C =
(
c11 c12
c12 c22
)
,
where
c11 = Cov
(|Z1|2 −Mp(2), |Z1|2 −Mp(2)) = Var|Z1|2 =Mp(4)−Mp(2)2,
c12 = Cov
(|Z1|2 −Mp(2), |Z1|p − 1) = Mp(p+ 2)−Mp(2)Mp(p) =Mp(p+ 2)−Mp(2),
c22 = Cov
(|Z1|p − 1, |Z1|p − 1) =Mp(2p)−Mp(p)2 = p,
recall (5). Consequently, detC = p(Mp(4)−Mp(2)2)− (Mp(p+ 2)−Mp(2))2 and
C−1 =
1
detC
(
p Mp(2)−Mp(p+ 2)
Mp(2)−Mp(p+ 2) Mp(4)−Mp(2)2
)
.
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Expressing this in terms of gamma functions, using (4), we arrive at detC = Ap and
C−1 =
1
Ap
 p −2p2/p
Γ( 3p )
Γ( 1p )
−2p2/p Γ(
3
p )
Γ( 1p )
p4/p
(
Γ( 5p )
Γ( 1p )
− Γ(
3
p )
2
Γ( 1p )
2
)
 .
Since by assumption p ≥ 2, exponential moments exist and we can apply Lemma 2.5. Thus, we conclude
that the sequence of pairs
((
ζ
(n)
1 , ζ
(n)
2
))
n∈N satisfies an MDP on R
2 with speed t2n and rate function
J(x1, x2) =
1
2
〈
(x1, x2)
T ,C−1(x1, x2)T
〉
, (x1, x2) ∈ R2.
Using the explicit form of C−1, the result follows. 
5.5. Intermediate MDP. Recall the definition of the random variables ξ
(n)
p,2 , ξ
(n)
p,p , ζ
(n)
1 , and ζ
(n)
2 . Using
what has been proved in the previous section, we arrive at the following MDP for the sequence of random
vectors (ξ
(n)
p,2 , ξ
(n)
p,p , ζ
(n)
1 ) and (ξ
(n)
p,2 , ξ
(n)
p,p , ζ
(n)
1 , ζ
(n)
2 ).
Lemma 5.6 (Multivariate MDP for the core term). The following sequences of random vectors satisfy MDPs
with speed t2n and the given rate functions:
(a) If kn = ω(1), tn = ω(1), and tn = o(
√
kn), then the sequence of random vectors (ξ
(n)
p,2 , ξ
(n)
p,p , ζ
(n)
1 )
satisfies an MDP on R3 with speed t2n and rate function
I(x1, x2, x3) = J(x1, x2) +
x23
4
,
where J( · , · ) is the rate function from Lemma 5.5.
(b) If kn = ω(1), n − kn = ω(1), tn = ω(1), tn = o(
√
kn), and tn = o(
√
n− kn), then the sequence of
random vectors (ξ
(n)
p,2 , ξ
(n)
p,p , ζ
(n)
1 , ζ
(n)
2 ) satisfies an MDP on R
4 with speed t2n and rate function
I(x1, x2, x3, x4) = J(x1, x2) +
x23 + x
2
4
4
,
where J( · , · ) is the rate function from Lemma 5.5.
Proof. We only prove part (b), since the proof of part (a) is completely analogous and simpler. We note
that ξ
(n)
p,2 and ξ
(n)
p,p are independent from ζ
(n)
1 and ζ
(n)
2 . We have seen in Lemma 5.5 that the sequence of
random vectors (ξ
(n)
p,2 , ξ
(n)
p,p ) satisfies an MDP on R2 with speed t2n and rate function J(x1, x2). Also, Corollary
5.4 implies that the sequence of random vectors (ζ
(n)
1 , ζ
(n)
2 ) satisfies an MDP on R
2 with speed t2n and rate
function L(x3, x4) =
x23+x
2
4
4 . Thus, the sequence of random vectors (ξ
(n)
p,2 , ξ
(n)
p,p , ζ
(n)
1 , ζ
(n)
2 ) satisfies an MDP on
R4 with the same speed t2n, whose rate function is the sum of the rate functions J(x1, x2) and L(x3, x4), see
Lemma 2.1. 
Next, we shall apply the contraction principle from Lemma 2.4 to deduce the following intermediate MDP
for the random sequence (Yn,p)n∈N.
Lemma 5.7 (Intermediate MDP for the core term). The following sequences of random variables satisfy
MDPs with speed t2n and the given rate functions:
(a) If kn = ω(1), tn = ω(1), and tn = o(
√
kn), then the sequence of random variables (Y˜n,p)n∈N satisfies
an MDP on R with speed t2n and rate function
I(y) = inf
{
J(x1, x2) +
x23
4
: F˜ (x1, x2, x3) = y
}
, y ∈ R,
with the function F˜ : R3 → R given by
F (x1, x2, x3) :=
√
λ
2Mp(2)
x1 −
√
λ
p
x2 +
1− λ
2
x3.
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(b) If kn = ω(1), n − kn = ω(1), tn = ω(1), tn = o(
√
kn), and tn = o(
√
n− kn), then the sequence of
random variables (Yn,p)n∈N satisfies an MDP on R with speed t2n and rate function
I(y) = inf
{
J(x1, x2) +
x23 + x
2
4
4
: F (x1, x2, x3, x4) = y
}
, y ∈ R,
with the function F : R4 → R given by
F (x1, x2, x3, x4) :=
√
λ
2Mp(2)
x1 −
√
λ
p
x2 +
1− λ
2
x3 −
√
λ(1− λ)
2
x4.
Proof. Again, we only prove part (b), since the proof of part (a) is completely analogous and simpler. For
each n ∈ N let Fn : R4 → R be the function
Fn(x1, x2, x3, x4) :=
√
λn
2Mp(2)
x1 −
√
λn
p
x2 +
1− λn
2
x3 −
√
λn(1− λn)
2
x4
and observe that F (x1, x2, x3, x4) is the pointwise limit of Fn(x1, x2, x3, x4), as n → ∞. Note that for each
n ∈ N, Yn,p has the same distribution as Fn(ξ(n)p,2 , ξ(n)p,p , ζ(n)1 , ζ(n)2 ).
Our goal is to apply Lemma 2.4 to conclude from Lemma 5.6 the MDP for the random sequence (Yn,p)n∈N.
For this we need to argue that
(9) lim
n→∞
1
t2n
logP
[
(ξ
(n)
p,2 , ξ
(n)
p,p , ζ
(n)
1 , ζ
(n)
2 ) ∈ Γn,δ
]
= −∞ ,
where for δ > 0, Γn,δ is the set Γn,δ := {x ∈ R4 : |Fn(x)− F (x)| > δ}. To prove this, we first note that
P
[
(ξ
(n)
p,2 , ξ
(n)
p,p , ζ
(n)
1 , ζ
(n)
2 ) ∈ Γn,δ
] ≤ P[ |√λn −√λ|
tn
√
n
∣∣∣∣∣
n∑
i=1
(
Z2i −Mp(2)
)∣∣∣∣∣ > δMp(2)2
]
+ P
[
|√λn −
√
λ|
tn
√
n
∣∣∣∣∣
n∑
i=1
(|Zi|p − 1)
∣∣∣∣∣ > pδ4
]
+ P
[
|λn − λ|
tn
√
kn
∣∣∣∣∣
kn∑
i=1
(
g2i − 1
)∣∣∣∣∣ > δ2
]
+ P
[√
λn(1− λn)−
√
λ(1− λ)|
tn
√
n− kn
∣∣∣∣∣
n∑
i=kn+1
(
g2i − 1
)∣∣∣∣∣ > δ2
]
.
If there exists a constant c1 := c1(δ, p) ∈ (0,∞) such that tn
√
n
|√λn−
√
λ| ≥ c1n, then, by Crame´r’s theorem in
Lemma 2.3 the sequence 1n
∑n
i=1
(
Z2i −Mp(2)
)
satisfies an LDP with speed n and some rate function. So,
there exists a constant c2 := c2(δ, p) ∈ (0,∞) only depending on δ and on p such that
P
[
|√λn −
√
λ|
tn
√
n
∣∣∣∣∣
n∑
i=1
(
Z2i −Mp(2)
)∣∣∣∣∣ > δMp(2)2
]
≤ P
[
1
n
∣∣∣∣∣
n∑
i=1
(
Z2i −Mp(2)
)∣∣∣∣∣ > c1δMp(2)2
]
≤ e−c2n
so that
lim
n→∞
1
t2n
logP
[
|√λn −
√
λ|
tn
√
n
∣∣∣∣∣
n∑
i=1
(
Z2i −Mp(2)
)∣∣∣∣∣ > δMp(2)2
]
≤ − lim
n→∞
c2n
t2n
= −∞
by our assumption on the growth of tn. On the contrary, if such constant does not exist, then by Lemma 5.2
there exists another constant c3 := c3(δ, p) ∈ (0,∞) depending on δ and p only such that
P
[
|√λn −
√
λ|
tn
√
n
∣∣∣∣∣
n∑
i=1
(
Z2i −Mp(2)
)∣∣∣∣∣ > δMp(2)2
]
≤ e−
c3t
2
n
(
√
λn−
√
λ)2 ,
which also implies that
lim
n→∞
1
t2n
logP
[
|√λn −
√
λ|
tn
√
n
∣∣∣∣∣
n∑
i=1
(
Z2i −Mp(2)
)∣∣∣∣∣ > δMp(2)2
]
≤ − lim
n→∞
c3
(
√
λn −
√
λ)2
= −∞,
since λn → λ, as n→∞. Thus, in any case we have that
lim
n→∞
1
t2n
logP
[
|√λn −
√
λ|
tn
√
n
∣∣∣∣∣
n∑
i=1
Z2i −Mp(2)
∣∣∣∣∣ > δMp(2)2
]
= −∞.
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The rest of the terms are treated in the same way, which eventually proves (9). 
5.6. Explicit form of the rate function. After having proved an intermediate MDP in Lemma 5.7, we
shall now provide an explicit form for the rate function I(y).
Lemma 5.8 (Explicit rate function). The rate functions I : R→ [0,∞] in Lemma 5.7 (a) and (b) are given
by I(y) = αp,λy
2 with
αp,λ
2Γ( 1p )Γ(
3
p )
2
(2p− λ(4 + 3p))Γ(1 + 1p )Γ( 3p )2 + λΓ( 1p )2Γ( 5p )
.
Proof. For parameters A, a, b, c ∈ R let us introduce the function G˜ : R4 → R by
G˜(x1, x2, x3, x4) :=
1
2A
(
ax21 + bx
2
2 + cx1x2
)
+
x23 + x
2
4
4
.
Our goal is to minimize this function subject to the condition that αx1 + βx2 + γx3 + δx4 = y for fixed
α, β, γ, δ ∈ R and given y ∈ R. For that purpose we define G : R5 → R by
G(x1, x2, x3, x4, λ) := G˜(x1, x2, x3, x4) + λ
(
αx1 + βx2 + γx3 + δx4 − y
)
.
Differentiation with respect to x1, . . . , x4 gives
∂G
∂x1
=
1
2A
(
2ax1 + cx2
)
+ αλ,
∂G
∂x2
=
1
2A
(
2bx2 + cx1
)
+ βλ,
∂G
∂x3
=
x3
2
+ γλ,
∂G
∂x4
=
x4
2
+ δλ.
The system ∂G∂x1 = 0,
∂G
∂x2
= 0, ∂G∂x3 = 0,
∂G
∂x4
= 0 has the unique solution
x01 =
2Aλ(βc− 2αb)
4ab− c2 , x
0
2 =
2Aλ(αc− 2βa)
4ab− c2 , x
0
3 = −2γλ, x04 = −2δλ.
Plugging this into ∂G∂λ = αx1 + βx2 + γx3 + δx4 − y = 0 and solving for λ yields the unique solution
λ = y
c2 − 4ab
4A(α2b + β2a− αβc) + 2(4ab− c2)(δ2 + γ2) .
Plugging this in turn into the expressions for x01, x
0
2, x
0
3, x
0
4 obtained above yields
x01 = y
A(2αb− βc)
2A(α2b+ β2a− αβc) + 2(4ab− c2)(δ2 + γ2) ,
x02 = y
A(2βa− αc)
2A(α2b+ β2a− αβc) + 2(4ab− c2)(δ2 + γ2) ,
x03 = y
γ(4ab− c2)
2A(α2b+ β2a− αβc) + 2(4ab− c2)(δ2 + γ2) ,
x04 = y
δ(4ab− c2)
2A(α2b+ β2a− αβc) + 2(4ab− c2)(δ2 + γ2) .
Consequently,
G˜(x01, x
0
2, x
0
3, x
0
4) = y
2 4ab− c2
4
(
2A(α2b+ β2a− αβc) + (4ab− c2)(δ2 + γ2)) .
In our set up, the parameters A, a, b, c and α, β, γ, δ are given as follows:
A = Ap, a = p, b = p
4/p
(
Γ( 5p )
Γ( 1p )
−
Γ( 3p )
2
Γ( 1p )
2
)
, c = −4p2/p
Γ( 3p )
Γ( 1p )
and
α =
√
λ
2Mp(2)
, β =
√
λ
p
, γ =
1− λ
2
, δ =
√
λ(1 − λ)
2
.
18 D. ALONSO-GUTIE´RREZ, J. PROCHNO, AND C. THA¨LE
Plugging this into the above expression leads to
4ab− c2
4
(
2A(α2b + β2a− αβc) + (4ab− c2)(δ2 + γ2)) = 2Γ(
1
p )Γ(
3
p )
2
(2p− λ(4 + 3p))Γ(1 + 1p )Γ( 3p )2 + λΓ( 1p )2Γ( 5p )
= αp,λ,
after simplifications, where αp,λ was defined in (2). Note that this covers both cases limn→∞(n − kn) = ∞
and limn→∞(n − kn) < ∞, since in the latter case we automatically have λ = 1, which in turn corresponds
to the choice γ = δ = 0. This completes the argument. 
5.7. MDP for Xn,p via exponential equivalence. The purpose of this section is to complete the proof of
the MDP for (Xn,p)n∈N in Theorem 5.1. We do this by showing that this sequence is exponentially equivalent
to the random sequence (Yn,p)n∈N. Moreover, if (n−kn) = o
(√
kn
tn
)
we shall argue in addition that the random
sequences (Y˜n,p)n∈N and (Yn,p)n∈N are exponentially equivalent as well. As a consequence, (Xn,p)n∈N and
(Yn,p)n∈N satisfy an MDP at the same speed and with the same rate function (see Lemma 2.2), which implies
that Theorem 5.1 follows from the intermediate MDP in Lemma 5.7. Moreover, the explicit form of the rate
function is a consequence of Lemma 5.8. So, what remains to prove is the following exponential equivalence.
Lemma 5.9 (Exponential equivalence). If kn = ω(1), tn = ω(1), and tn = o(
√
kn) the sequence of random
variables t−1n Xn,p and the sequence of random variables Yn,p are exponentially equivalent. Moreover, if
also (n − kn) = o
(√
kn
tn
)
, then the sequences of random variables (Y˜n,p)n∈N and (Yn,p)n∈N are exponentially
equivalent.
Proof. We start by noting that, for any ε > 0,
1
t2n
logP
[∣∣∣ 1
tn
Xn,p − Yn,p
∣∣∣ > ε]
≤ 1
t2n
log
(
P
[ √
λn
ptn
√
n
|Wn| > ǫ
2
]
+ P
[ √
λn
tn
√
n
∣∣∣∣∣Ψp
(
tnξ
(n)
p,2√
n
,
tnξ
(n)
p,p√
n
,
tnζ
(n)
1√
kn
,
tnζ
(n)
3√
n
,
Wn
n
)∣∣∣∣∣ > ǫ2
])
≤ 1
t2n
log
P [ √λn
ptn
√
n
|Wn| > ǫ
2
]
+ P
 √λn
tn
√
n
∥∥∥∥∥
(
tnξ
(n)
p,2√
n
,
tnξ
(n)
p,p√
n
,
tnζ
(n)
1√
kn
,
tnζ
(n)
3√
n
,
Wn
n
)∥∥∥∥∥
2
2
>
ε
2M

+P

∣∣∣∣Ψp( tnξ(n)p,2√n , tnξ(n)p,p√n , tnζ(n)1√kn , tnζ(n)3√n , Wnn
)∣∣∣∣∥∥∥∥( tnξ(n)p,2√n , tnξ(n)p,p√n , tnζ(n)1√kn , tnζ(n)3√n , Wnn
)∥∥∥∥2
2
> M

 ,
where M is the constant associated to Ψp. On the one hand, by assumption (8), we have that
1
t2n
logP
[ √
λn
ptn
√
n
|Wn| > ǫ
2
]
≤ 1
t2n
logP
[
|Wn| > pǫtn
√
n
2
]
→ −∞,
as n→∞. On the other hand, notice that, if M and δ are the constants associated to Ψp,
P

∣∣∣∣Ψp( tnξ(n)p,2√n , tnξ(n)p,p√n , tnζ(n)1√kn , tnζ(n)3√n , Wnn
)∣∣∣∣∥∥∥∥( tnξ(n)p,2√n , tnξ(n)p,p√n , tnζ(n)1√kn , tnζ(n)3√n , Wnn
)∥∥∥∥2
2
> M

≤ P
[∥∥∥∥∥
(
tnξ
(n)
p,2√
n
,
tnξ
(n)
p,p√
n
,
tnζ
(n)
1√
kn
,
tnζ
(n)
3√
n
,
Wn
n
)∥∥∥∥∥
2
> δ
]
+ P
[
tn|ξ(n)p,2 |√
n
>
δ√
5
]
+ P
[
tn|ξ(n)p,p |√
n
>
δ√
5
]
+ P
[
tn|ζ(n)1 |√
kn
>
δ√
5
]
+ P
[
tn|ζ(n)3 |√
n
>
δ√
5
]
+ P
[ |Wn|
n
>
δ√
5
]
.
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By Crame´r’s theorem in Lemma 2.3, the sequence of random variables
tn|ξ(n)p,2 |√
n
= 1n
∑n
i=1(Z
2
i −Mp(2)) follows
an LDP with speed n. So, there exists a constant c1 := c1(p, δ) ∈ (0,∞) depending on δ and p only, and
N0 ∈ N such that if n ≥ N0,
P
[
tn|ξ(n)p,2 |√
n
>
δ√
5
]
≤ e−c1n.
Therefore,
lim
n→∞
1
t2n
logP
[
tn|ξ(n)p,2 |√
n
>
δ√
5
]
≤ − lim
n→∞
c1n
t2n
= −∞.
In the same way we conclude that
lim
n→∞
1
t2n
logP
[
tn|ξ(n)p,p |√
n
>
δ√
5
]
−∞ and lim
n→∞
1
t2n
logP
[
tn|ζ(n)3 |√
n
>
δ√
5
]
−∞.
Also, the sequence of random variables
tn|ζ(n)1 |√
kn
= 1kn
∑kn
i=1(g
2
i − 1) satisfies an LDP with speed kn, implying
that there exists a constant c2 := c2(δ) ∈ (0,∞) only depending on δ, and N1 ∈ N such that if n ≥ N1, then
P
[
tn|ζ(n)1 |√
kn
>
δ√
5
]
≤ e−c2kn .
Therefore, by our assumption on the growth of kn, this implies that
lim
n→∞
1
t2n
logP
[
tn|ζ(n)1 |√
kn
>
δ√
5
]
≤ − lim
n→∞
c2kn
t2n
= −∞.
Besides, by condition (8)
lim
n→∞
1
t2n
logP
[ |Wn|
n
>
δ√
5
]
≤ lim
n→∞
1
t2n
logP
[
|Wn| > δn√
5
]
= −∞.
Finally,
P
 √λn
tn
√
n
∥∥∥∥∥
(
tnξ
(n)
p,2√
n
,
tnξ
(n)
p,p√
n
,
tnζ
(n)
1√
kn
,
tnζ
(n)
3√
n
,
Wn
n
)∥∥∥∥∥
2
2
>
ε
2M

≤ P
[
tnξ
(n)
p,2√
n
>
√
εtn
√
n
λ
1/4
n
√
10M
]
+ P
[
tnξ
(n)
p,p√
n
>
√
εtn
√
n
λ
1/4
n
√
10M
]
+ P
[
tnζ
(n)
1√
kn
>
√
εtn
√
n
λ
1/4
n
√
10M
]
+ P
[
tnζ
(n)
3√
n
>
√
εtn
√
n
λ
1/4
n
√
10M
]
+ P
[
|Wn|
n
>
√
εtn
√
n
λ
1/4
n
√
10M
]
.
Like before, there exists a constant c1 := c1(ε,M) ∈ (0,∞) depending only on ε and M , and N0 ∈ N such
that, for all n ≥ N0,
P
[
tnξ
(n)
p,2√
n
>
√
εtn
√
n
λ
1/4
n
√
10M
]
≤ P
[
tnξ
(n)
1√
n
>
√
ε√
10M
]
≤ e−c1n,
which in turn implies that
lim
n→∞
1
t2n
logP
[
tnξ
(n)
1√
n
>
√
εtn
√
n
λ
1/4
n
√
10M
]
≤ − lim
n→∞
c1n
t2n
= −∞.
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In the same way, we conclude that
lim
n→∞
1
t2n
logP
[
tnξ
(n)
p,p√
n
>
√
εtn
√
n
λ
1/4
n
√
10M
]
= −∞,
lim
n→∞
1
t2n
logP
[
tnζ
(n)
3√
n
>
√
εtn
√
n
λ
1/4
n
√
10M
]
≤ − lim
n→∞
c1n
t2n
= −∞,
lim
n→∞
1
t2n
logP
[
tnζ
(n)
1√
n
>
√
εtn
√
n
λ
1/4
n
√
10M
]
≤ − lim
n→∞
c2kn
t2n
= −∞.
Also, by condition (8), since tn = ω(1)
lim
n→∞
1
t2n
logP
[
|Wn| > n
√
εtn
√
n
λ
1/4
n
√
10M
]
≤ lim
n→∞
1
t2n
logP
[
|Wn| > n
5/4
√
tn
√
ε√
10M
]
= −∞.
As a consequence, we have that if tn = o(
√
kn), as n→∞, for any ε > 0,
lim
n→∞
1
t2n
logP
[∣∣∣ 1
tn
Xn,p − Yn,p
∣∣∣ > ε] = −∞.
This proves that the sequences of random variables Xn,p and Yn,p are exponentially equivalent.
To finish the proof, in view of Lemma 2.2 it is enough to argue that if (n−kn) = o
(√
kn
tn
)
, then the sequences
of random variables Y˜n,p and Yn,p are exponentially equivalent as well. For this we recall the definition of
ζ
(n)
2 and write, for ε > 0,
P
[|Yn,p − Y˜n,p| > ε] = P[∣∣∣ n∑
i=kn+1
(g2i − 1)
∣∣∣ > 2εntn√
kn
]
.
Denoting by g a standard Gaussian random variable and applying a union bound we see that
P
[|Yn,p − Y˜n,p| > ε] ≤ P[ n∑
i=kn+1
g2i >
2εntn√
kn
− (n− kn)
]
≤ (n− kn)P
[
g >
√
2εntn
(n− kn)
√
kn
− 1
]
.
But since P[g > x] ≤ (x√2π)−1e−x2/2 for any x > 0, we conclude that
lim
n→∞
1
t2n
P
[|Yn,p − Y˜n,p| > ε] ≤ − lim
n→∞
1
t2n
2εntn
(n− kn)
√
kn
= − lim
n→∞
2ε
n− kn
√
kn
tn
n
kn
.
Since n − kn = o
(√
kn
tn
)
, the last expression tends to −∞, as n → ∞. This proves the desired exponential
equivalence. 
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