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Abstract
In the residential demand side scheduling (RDSS), the energy consumption of
home appliances should be scheduled with users’ concerns satisfied and uncertain
factors should be taken into account as they affect users’ concerns. The operational
safety of appliances is of great concern to users especially when appliances are
scheduled in periods when users are not at home or are asleep. In these periods,
appliances are in operation without users’ monitoring. The energy consumption of
manually operated appliances (MOAs) is uncertain when the energy consumption of
schedulable appliances is scheduled and this uncertainty will affect users’ electricity
cost. The uncertainty of outdoor temperature has impact on the energy consumption
scheduling of the heating, ventilation and air conditioning system which is one of
the main RDSS sources, and it affects both the electricity cost and users’ comfort.
The appliances’ operational safety is formulated based on whether users are at
home and awake to monitor appliances’ operations. The approach of finding the
Pareto-optimal front is adopted to solve the multi-objective RDSS with the consid-
eration of the operational safety of appliances. The uncertainties of MOAs and the
outdoor temperature are dealt with through the robust optimization approach and the
distributionally robust optimization approach, respectively. With the consideration
of the operational safety of appliances and uncertainties of MOAs and the outdoor
temperature, the RDSS is further improved with the electricity cost reduced and
users’ concerns satisfied.
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Chapter 1
Introduction
1.1 Background
1.1.1 Smart grid
Traditional power grid was designed to supply energy produced by a small num-
ber of large-scale generators to match users’ demand on electric energy [1–3]. The
installed generation, transmission and distribution capacities must be able to meet
the peak of the demand, and a sufficient additional capacity is meanwhile required to
deal with the uncertainty in generation and consumption. Therefore, grid resources
are under utilized for most of the time [4]. Moreover, traditional power grid has now
been challenged by the remarkable grid penetration of renewable energy sources
(RESs) [5–8]. The capacity of RESs excluding hydroelectric energy accounted for
10:3% of the global power generation and took up 53:6% of the global capacity
of newly installed power generators in 2015 [9]. RESs are variable, uncertain and
just partially dispatchable, and these features of RESs bring a great challenge to the
real-time balancing between the demand and the supply [5].
Smart grid is a new generation of power grid [4, 10–12], and it has been intro-
duced to address the main issues of traditional grid with advances from the infor-
mation and communication technology, and control and optimization methodolo-
gies [13–15]. With the penetration of RESs, the participation of demand response
(DR) from the user side, and the deployment of energy storage systems (ESSs),
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smart grid helps reduce the consumption of fossil fuels and the emission of green-
house gases, lower the peak demand and the investment of additional capacity of
power generation, and improve the economical efficiency and the reliability of grid
operations [1, 16].
1.1.2 Demand response
DR is an essential characteristic of smart grid [1]. DR is defined as changes
in electric usage by end-use customers from their normal consumption patterns in
response to changes in the electricity price over time, or to incentive payments de-
signed to induce lower electricity use at times of high wholesale market prices or
when the system reliability is jeopardized [13,17–19]. DR encourages the reduction
of the electricity consumption in the periods with peak demand and it motivates the
consumption when the generation is surplus, e.g. at night when the wind power
exceeds the electricity demand.
DR is categorized into an incentive-based program and a price-based program
[1] and most works in DR are designed according to the price-based program [20–
24]. In the incentive-based program, the energy consumption of certain appliances
is controlled based on the requirements of the power utility [25], and users are pro-
vided with load modification incentives. In the price-based program, the power
utility induces users to change their energy consumption according to the variance
of the electricity price [26–30], and many electricity pricing schemes are proposed,
e.g. time-of-use pricing (TOUP) [31], real-time pricing (RTP) [32] and inclining
block rate (IBR) [33]. TOUP and RTP vary the electricity price based on the time
of day and IBR sets the electricity price based on a threshold of the total energy
consumption of home appliances during a certain period. According to the IBR, the
electricity price will increase to a higher value when the threshold is exceeded.
Users can obtain economic benefits from DR [34]. Meanwhile DR is an effective
means of reducing the whole market price, as it reduces the expense of operating
generators through rescheduling the users’ energy consumption and defers the cost
of additional capacity of generation, transmission and distribution [5]. Moreover,
DR helps improve the reliability of power grid and the penetration of RESs in smart
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grid as it can make quick response to meet the balancing between the supply and the
demand [35–40]. [41] demonstrates that DR is an effective way to integrate more
wind power in the power system and to reduce the generation cost.
Residential, commercial and industrial users can actively contribute to the DR,
and residential users are expected to play an important role [13]. The residential
consumption constitutes one of the major parts of the energy demand, and it is re-
sponsible for nearly one third of the electricity consumption in the United Kingdom
and is the largest contributor to the winter peak demand [42]. With the increase of
household electric vehicles and other appliances, the residential consumption will
probably exceed 40% of the total yearly consumption in most of the Western coun-
tries in the near future [4,43]. Residential users usually participate in the DR through
the demand side scheduling in which the energy consumption of residential users is
scheduled based on the electricity price information [44, 45].
1.2 Motivation and objectives
Based on the electricity price information, the energy consumption of residen-
tial users is scheduled taking into account users’ concerns and uncertainties. The
motivation and objectives of the research work in this thesis are presented from two
aspects including users’ concerns and uncertainties considered in the residential de-
mand side scheduling (RDSS). Users’ concerns are objectives users care about, e.g.
the electricity cost and their convenience. Uncertainties, e.g. the uncertainty of the
weather, are factors which are not certainly known when the energy consumption of
home appliances is scheduled and these uncertainties affect users’ concerns.
1.2.1 Users’ concerns in residential demand side scheduling
Several users’ concerns have been considered in the RDSS, such as the mini-
mization of the electricity cost [46], the reduction in the delay of appliances’ op-
erations [47], and the improvement of users’ convenience level [44]. However, to
the best knowledge of the author, improving the operational safety of appliances has
not been considered in the RDSS, and it should be paid more attention. 1083 fires
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caused by washing machines and tumble driers, and 475 fires caused by dishwash-
ers had happened in the United Kingdom in 2011=2012 [48]. 8500 fires caused by
home appliances had resulted in a 265 million dollar loss in the United States in
2010 [49]. These accidents arouse users’ perception of risk and users would like
appliances to be operated in periods when they are at home and awake to moni-
tor appliances’ operations. In case of operation faults of appliances, users can give
quick response when they are at home and awake. For example, users can cut off
the power immediately when an operation fault of the washing machine happens,
otherwise the operation fault may cause fire and more serious consequence when
users are not at home or are asleep [50]. In the previous work of RDSS, appliances
are scheduled without the consideration of users’ perception of risk and the possible
faults of appliances’ operations when they are scheduled in periods when users are
not at home or are asleep. As the safety risk is of great concern to users, it is worth
taking into account the operational safety in the RDSS. The relationships among the
operational safety and other objectives need clarified with the consideration of the
operational safety as a new objective.
When multiple objectives are taken into account in the RDSS simultaneously, it
is usually solved by converting these objectives to a single objective including the
approach that weights the importance of objectives [33, 47] and the approach that
confines objectives within certain ranges in constraints [51]. Compared with these
two approaches, the Pareto approach does not depend on the predefined weights
and ranges of objectives. It simultaneously optimizes all the objectives and directly
shows the relationships between different objectives, and it is more complex to be
achieved. The approach of finding the Pareto-optimal front is adopted to optimize
the electricity cost and users’ comfort in [52].
In this thesis, the multi-objective residential demand side scheduling (MORDSS)
is investigated with the consideration of the appliances’ operational safety as a new
objective. The approach of finding the Pareto-optimal front is adopted to deal with
the MORDSS and to investigate the relationships between the operational safety
and other objectives. This approach is compared with the approach that weights the
importance of objectives and the approach that sets constraints to the deviations of
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objectives from their optimal values.
1.2.2 Uncertainties in residential demand side scheduling
Though several uncertainties, i.e. the electricity price [53] and the outdoor
temperature [45], have been considered in the RDSS as these uncertainties affec-
t users’ concerns such as the electricity cost and their comfort, the uncertainty of
manually operated appliances (MOAs) has not been considered to the author’s best
knowledge. Home appliances are categorized into schedulable appliances (SAs)
and MOAs [47]. MOAs, e.g. lights and TV, are manually controlled by users in real
time and cannot be scheduled ahead. Depending upon users’ real-time demands, the
usage of MOAs is affected by many random external factors. SAs, e.g. washing ma-
chine and dishwasher, can be scheduled since their energy consumption is shiftable
and flexible. In [33,46,54,55], the fixed energy consumption is assumed for MOAs
when the energy consumption of SAs is scheduled, and the optimal schedules ob-
tained for SAs will degrade when the energy consumption of MOAs differs from
the assumed consumption. In [47], MOAs are not considered when the energy con-
sumption of SAs is scheduled based on the electricity pricing scheme with the com-
bination of RTP and IBR. The energy consumption threshold set by the IBR and the
lack of the consideration of MOAs’ energy consumption make users confront the
risk of a high electricity cost as the total energy consumption of home appliances
may exceed the consumption threshold when the energy consumption of MOAs is
accidentally involved. As MOAs make up around 30% to 40% of the total energy
consumption of home appliances [33,46,47,54,55] and they affect the performance
of the energy consumption scheduling of home appliances, the uncertainty of MOAs
is worth considering in the RDSS.
The heating, ventilation and air conditioning (HVAC) system is one of the main
RDSS resources because of its relatively large energy consumption and its abil-
ity to potentially adjust power usage without much compromise to users’ com-
fort [56]. The uncertainty of the outdoor temperature should be considered in the
energy consumption scheduling of HVAC, otherwise the indoor temperature may
violate the comfortable temperature zone [57]. Many studies have been carried
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out to deal with this uncertainty when the energy consumption of HVAC is sched-
uled [45, 58, 59]. [45] takes into account the uncertainty of the outdoor temperature
through the stochastic optimization approach (SOA) with a certain probability dis-
tribution, and [59] conservatively adopts the robust optimization approach (ROA)
considering the uncertainty only with a temperature interval. The distributionally ro-
bust optimization approach (DROA) combines the advantages of both the SOA and
the ROA [60]. The conservativeness of the DROA is reduced with the probabilistic
information observed from historical data and the exact probability distribution of
the uncertain variable is not required [60]. With the mean and the variance extract-
ed from historical data, this approach has been applied in the reserve scheduling
problem in the power system with the consideration of the uncertainty of renewable
energy [60].
In this thesis, the uncertainty of MOAs is considered in the RDSS to reduce the
electricity cost. To better deal with the uncertainty of the outdoor temperature, a
newly proposed DROA is adopted to schedule the energy consumption of HVAC to
reduce the electricity cost whilst maintaining users in the comfortable temperature
zone. The newly proposed DROA is different from the DROA based on the mean
and the variance as it extracts more information from historical weather data. The
proposed DROA takes into account the probabilistic information of subintervals of
the outdoor temperature, i.e. the maximum interval of the outdoor temperature is
partitioned into subintervals and the proposed DROA makes use of the probabilistic
information of these subintervals of historical weather data.
1.3 Research contributions and thesis outline
1.3.1 Research contributions
In the RDSS, the energy consumption of home appliances should be scheduled
to satisfy users’ concerns and uncertain factors should be taken into account as they
affect users’ concerns. The operational safety of appliances is of great concern to
users especially when the appliances are in operation without users’ monitoring. The
uncertainty of the energy consumption of MOAs affects users’ electricity cost, and
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the uncertainty of outdoor temperature has impact on both the electricity cost and
users’ comfort when the energy consumption of HVAC is scheduled. To further meet
users’ concerns and reduce the electricity cost, the operational safety of appliances
and uncertainties of MOAs and the outdoor temperature are taken into account in the
RDSS. The MORDSS with the consideration of the operational safety of appliances
is dealt with through the approach of finding the Pareto-optimal front. The ROA and
the DROA are adopted to tackle uncertainties of MOAs and the outdoor temperature,
respectively.
The safe operation of appliances is of great concern to users and it has not been
considered in the RDSS to the best knowledge of the author. When users are not
at home or are asleep and appliances are in operation, users will care more about
the operational safety as appliances are without users’ monitoring. The formulation
of appliances’ operational safety is proposed based on whether users are at home
and awake to monitor appliances’ operations. The MORDSS is investigated with
the consideration of the appliances’ operational safety together with the electricity
cost and the operational delay. The relationships between the operational safety and
the other two objectives are investigated through the approach of finding the Pareto-
optimal front. Moreover, the Pareto approach is compared with the approach that
weights the importance of multiple objectives and the approach that sets constraints
to objectives. Taking into account the appliances’ operational safety, the Pareto
approach is proved effective in presenting comprehensive optimal solutions of the
MORDSS with relationships among objectives presented.
The energy consumption of MOAs is manually controlled based on the real-
time demands of users and it is uncertain when SAs are scheduled. The ROA is
adopted to solve the RDSS under the uncertainty of the MOAs as the probabilistic
information of the energy consumption of MOAs is usually unknown and not easily
estimated. Among all the possible energy consumption cases of the MOAs, the ROA
takes into account the worst case to reduce the electricity cost of all home appliances
based on the electricity pricing scheme with the combination of RTP and IBR. The
RDSS with the consideration of the uncertainty of MOAs through the ROA is solved
by the intergeneration projection evolutionary algorithm, which is a nested heuristic
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algorithm with the inner genetic algorithm and the outer particle swarm optimization
algorithm. Case studies are based on one day case, and one month cases with various
combinations of SAs and MOAs. Simulation results prove that the ROA is effective
in reducing the electricity cost compared with the approach without considering the
uncertainty of MOAs and the approach considering MOAs with the fixed energy
consumption.
With the consideration of the uncertainty of the outdoor temperature, a DROA is
proposed to schedule the energy consumption of the HVAC system. With the max-
imum interval of the outdoor temperature partitioned into subintervals, the newly
proposed DROA constructs the ambiguity set of the probability distribution of the
outdoor temperature according to the probabilistic information of these subintervals
of historical weather data. The actual energy consumption will be adjusted based on
the deviation of the outdoor temperature from the forecast and the scheduled con-
sumption in real time. The energy consumption scheduling of HVAC through the
proposed DROA is formulated as a nonlinear problem with distributionally robust
chance constraints, and this nonlinear problem is solved via linear programming af-
ter these distributionally robust chance constraints are reformulated to be linear. The
proposed DROA is compared with the DROA based on the mean and the variance
of historical data and the traditional ROA. Simulation results demonstrate that the
proposed DROA effectively reduces the electricity cost whilst maintaining the users
in the comfortable temperature zone, and that the proposed DROA approximately
takes only 10% of the computation time of the DROA based on the mean and the
variance to solve the energy consumption scheduling of HVAC.
The publications produced from all the research work are listed as follows:
1. Y. F. Du, L. Jiang, C. Duan, Y. Z. Li, and J. S. Smith, Energy consumption
scheduling of HVAC considering weather forecast error through the distribu-
tionally robust approach, published in IEEE Transactions on Industrial Infor-
matics, May 2017.
2. Y. F. Du, L. Jiang, Y. Z. Li, J. Counsell, and J. S. Smith, Multi-objective de-
mand side scheduling considering the operational safety of appliances, pub-
lished in Applied Energy, July 2016.
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3. Y. F. Du, L. Jiang, Y. Z. Li, and Q. H. Wu, A robust optimization approach
for demand side scheduling under energy consumption uncertainty of manu-
ally operated appliances, published in IEEE Transactions on Smart Grid, May
2016.
4. Y. F. Du, L. Jiang, Y. B. Bi, and Y. Z. Li, Smooth energy consumption for
demand side scheduling using heuristic optimization, published in IEEE PES
Innovative Smart Grid Technologies Conference Europe, Oct. 2014.
1.3.2 Thesis outline
Chapter 2 presents a survey on the RDSS, and the problems and methods in the
RDSS are reviewed, respectively.
Chapter 3 shows the MORDSS taking into account the operational safety of
appliances. After the introduction on the operational safety of appliances, the sys-
tem model is presented. With the users’ multiple concerns including the opera-
tional safety, the electricity cost and the operational delay of appliances formulat-
ed, the adopted approach of finding the Pareto-optimal front is introduced to tack-
le MORDSS. As the Pareto-optimal front consists of a set of optimal solutions, a
method of making the final scheduling decision is proposed based on the relation-
ships among users’ multiple concerns. The comparison between the adopted Pareto
approach and other two approaches is illustrated in simulation results. Finally, the
conclusion of this chapter is presented.
Chapter 4 shows the RDSS considering the uncertainty of MOAs through the
ROA. The uncertainty of MOAs is introduced at first. With the home energy man-
agement system and the impact of the uncertainty of MOAs presented, the ROA
is introduced to tackle MOAs’ uncertainty. After the effectiveness of the ROA is
justified in simulation results, conclusions are presented.
Chapter 5 proposes a DROA to schedule the energy consumption of the HVAC
system with the consideration of the uncertainty of the outdoor temperature. Firstly,
the justification of the importance of the energy consumption scheduling of HVAC,
the reason why the uncertainty of the outdoor temperature should be taken into
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account, and the reason why the DROA is adopted are illustrated. Then the complete
problem formulation and the proposed DROA are introduced. Conclusions are given
after the simulation results on the comparison between the proposed DROA and
other two approaches are presented.
Chapter 6 demonstrates conclusions of this thesis and future research.
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Chapter 2
A survey on residential demand side
scheduling
2.1 Introduction
As shown in Fig. 2.1 [61], the traditional power grid supplies energy produced
by bulk generators to meet users’ energy demand, and there is a lack of communica-
tion between the supply side and the demand side. Besides, facilities and equipment
in the traditional grid are usually under utilized since the additional capacity of gen-
eration, transmission and distribution should be reserved to ensure the reliability of
the system. Moreover, to reduce greenhouse gas emissions and diminish the depen-
dence on fossil fuels, renewable energy sources (RESs) are integrated in the power
grid. The remarkable usage of RESs brings great challenge to the power grid due
to their intermittency and uncertainty. Smart grid is the new generation of power
grid and it is introduced to deal with the problems in the traditional power grid with
the development of the information and communication technology, the advanced
control and optimization methodologies and the newly introduced equipment in the
power grid such as the energy storage equipment and devices of power electronic-
s [13–15]. Compared with the traditional power grid, it is shown in Fig. 2.2 [1] that
RESs, energy storage systems (ESSs), the advanced metering infrastructure and the
two-way communication between the supply side and the demand side have been
11
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integrated in the smart grid. The penetration of RESs, the deployment of ESSs and
the participation of demand response (DR) based on the advanced metering and the
two-way communication constitute the main characteristics of smart grid [16].
 
Figure 2.1: An example of the framework of traditional power grid
????????
???????????
??????????
???????
?????
??????????
????????????
????????????????
?????????????????????????????
???????????? ???????????
??????
?????
???????????????????????????????? ????????????????? ?
??????
?????????
???????????
??????????????????? ??? ?????????????????????????????????????????
??????????????????????????????
?????????????????????
????????????
????
??????????
??????
??????
Figure 2.2: The framework of smart grid
Though the penetration of RESs brings great challenge to the power grid, they
will be widely utilized. It is illustrated in Fig. 2.3 that the capacity of RESs ex-
cluding hydroelectric energy made up 53:6% of the global capacity of newly in-
stalled power generators, and accounted for 10:3% of the global power generation
in 2015 [9]. The capacity of RESs is increasing for the reasons that the develop-
ment of technology, e.g. the advanced control methodology, will meet the challenge
brought by RESs and that substantial socio-economic advantages can be obtained
including the reduction of greenhouse gas emissions and the increase of the employ-
ment in manufacturing, installation and management of equipment of RESs [4].
ESSs convert electrical energy into a form that can be stored for converting back
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Figure 2.3: The penetration of renewable energy in power grid
to electrical energy when needed. ESSs can provide numerous benefits including
load following and standby reserve, and they are important to the power system with
the penetration of RESs. ESSs are classified into the mechanical energy storage,
e.g. the pumped hydroelectric storage, the chemical energy storage, e.g. batteries,
the thermal energy storage, e.g. hot rocks, and the electrical energy storage, e.g.
capacitors [62]. The pumped hydroelectric storage is the most widely implemented
large-scale ESS, and large-scale batteries are expected to be gradually implemented
with their price decreased and their cycle life increased [62].
As an essential characteristic of the smart grid, DR is able to shape users’ energy
consumption in a convenient fashion through the smart metering infrastructure and
the two-way communication [1]. DR is defined as changes in electric usage by end-
use customers from their normal consumption patterns in response to changes in the
electricity price over time, or to incentive payments designed to induce lower elec-
tricity use at times of high wholesale market prices or when the system reliability
is jeopardized [13, 17]. Smart metering infrastructure and the two-way communi-
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cation play key roles in the implementation of DR. The smart metering measures
users’ energy usage and not only the total energy consumption but also the ener-
gy consumption in time slots is measured. Based on the energy consumption in
each time slot and the electricity price, the smart metering calculates the electric-
ity cost [33]. The information of users’ energy consumption is transmitted to the
power utility and the electricity price information is transmitted to users through the
two-way communication. Since DR can adjust users’ energy consumption accord-
ing to the requirements of the supply side and can respond quickly to the imbalance
between the supply and the demand, it helps enhance the reliability of the power
system, improve the penetration of RESs and reduce the investment of ESSs.
DR reduces the peak-to-average ratio (PAR) of energy demand and contributes
to the improvement of the reliability of the power system. [33, 47] demonstrate that
users pay less and the PAR is drastically reduced with a more balanced energy de-
mand through DR.
DR is demonstrated to be an effective way to help integrate more renewable en-
ergy in the power system and decrease emissions of greenhouse gases [35, 38]. As
RESs are variable, uncertain and just partially dispatchable and they are now large-
ly integrated into the power grid, the real-time balancing between the demand and
the supply is enormously challenged in the power grid [5]. [38] illustrates that im-
balances between the demand and the supply are lowered as a direct consequence
of the strategy of pairing the wind energy and the DR. To manage the variability
of RESs, [35] considers the forecast error of RESs and incorporates DR, and [63]
proposes a pool-based DR exchange model in which DR is traded among partic-
ipants. [64] investigates a demand side scheduling problem for a house equipped
with a solar assisted heating, ventilation, and air conditioning (HVAC) system.
DR helps reduce the investment of ESSs. [40] proposes a theoretical framework
for the joint optimization of batteries, RESs and the DR, and demonstrates the ad-
vantage of DR in reducing the investment cost of batteries. [65] deals with the op-
timal capacity of batteries for the smart grid operation and shows that the capacity
of batteries and the power generation cost are reduced through the participation of
DR sources, e.g. electric vehicles and heat pumps in households. [66] adopts a dis-
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tributed algorithm to schedule the energy consumption of home appliances with the
consideration of batteries and demonstrates that more economically viable batteries
will reap more benefits from DR.
DR is categorized into industrial, commercial and residential DR based on users
who participate in it. As the residential energy consumption takes up a large per-
centage in the energy demand, for example, the residential consumption makes up
nearly one third of the electricity consumption in the United Kingdom and con-
tributes most to the winter peak demand [42], the residential DR plays an important
role in achieving the benefits of the DR in smart grid. Most work in the residen-
tial DR is focused on the residential demand side scheduling (RDSS) in which the
energy consumption of residential users is scheduled based on the electricity price
information [44, 45, 67–69].
2.2 Framework of residential demand side scheduling
Fig. 2.4 shows the framework of RDSS [1]. Based on the price information
provided by the supply side, the energy consumption of the demand side is adjusted
with benefits to both supply and demand sides. The price information can be the
contracted payment that induces lower electricity consumption or the varying elec-
tricity price that motivates users to shift the consumption [34], and the information
of the varying electricity price is mostly adopted in the RDSS [67,70–72]. With the
knowledge of the price information and the installation of the home energy man-
agement system (HEMS), home appliances are automatically controlled based on
users’ requirements for appliances’ operations.
The illustration of electricity pricing schemes is shown in Fig. 2.5 [1]. Time-
of-use pricing (TOUP) and real-time pricing (RTP) vary the electricity price at d-
ifferent time intervals of a day and typically each time period is longer than one
hour for TOUP and less than one hour for RTP [73–76]. For example, TOUP has
been adopted by some utility companies in the United Kingdom with higher elec-
tricity price for daytime and lower price at night [31] and hourly based RTP has
been adopted by the Illinois Power Company in the United States [32]. The ener-
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Figure 2.4: The framework of residential demand side scheduling
gy consumption of home appliances is scheduled based on RTP and TOUP in [53]
and [46], respectively. The inclining block rate (IBR) designs a two-level rate struc-
ture, i.e. when the total energy consumption in a certain period such as one hour
in Fig. 2.5 exceeds a certain threshold, the electricity price will climb up to a high-
er value [33]. Compared with other pricing schemes, RTP reflects more real-time
information of the power system and brings more economic benefits to the power
system [53], but it may aggregate energy consumption in periods with lower prices
to cause peak demands [47]. The electricity pricing scheme with the combination
of RTP and IBR can reserve the economic benefits of RTP and meanwhile avoid
the possible aggregation effect as the electricity price will increase to a higher value
when users’ total energy consumption exceeds a threshold [33]. The pricing scheme
that combines RTP and IBR is adopted in [47] and its effectiveness in reducing the
PAR is demonstrated in the comparison with RTP.
Home appliances are categorized into manually operated appliances (MOAs)
and schedulable appliances (SAs). MOAs, e.g. lights and TV, are manually operat-
ed based on users’ real-time demands and cannot be scheduled ahead. SAs, e.g. the
washing machine and the dishwasher, are appliances whose energy consumption is
shiftable and can be scheduled based on the electricity price information [66,77–80].
For example, after users put clothes in the washing machine and set the time peri-
od of the operation, e.g. the deadline of the washing, the HEMS will work out a
start time slot to help users reduce the electricity cost and will automatically start
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Figure 2.5: The illustration of electricity pricing schemes
the washing machine at the scheduled time slot, so is the case for the dishwash-
er. [53] further classifies SAs as interruptible and non-interruptible ones according
to whether the operations of SAs can be interrupted or not. The operations of inter-
ruptible SAs, e.g. the washing machine, can be suspended, while non-interruptible
SAs cannot be paused until their operations are finished, e.g. the oven.
When the energy consumption of home appliances is scheduled by the HEMS,
it should meet users’ requirements for the appliances’ operations. [81, 82] define
deadlines of appliances’ operations, [47] specifies operation lengths of appliances
and [83] confines the total energy consumption of appliances in the scheduling hori-
zon. The power of home appliances can be considered with a fixed value or a value
within a range. [45] considers the air conditioning system with the on-off opera-
tion mode, i.e. the power consumption of the system can be either its maximum
power or 0. The power consumptions of home appliances are taken into account as
continuous variables in [84–86].
[87, 88] demonstrate the implementation of the HEMS. [87] introduces the de-
sign of the HEMS equipped with sensors, a controller, smart appliances and home
networks, and [88] achieves the RDSS based on a real-house environment with a
personal computer as the controller, smart appliances and home networks. The sen-
sors detect the general physical sensing measurements to assist the controller to
schedule the energy consumption of home appliances. The sensing measurements
and the control signals are transmitted through home networks, and several com-
munication protocols have been proposed for the HEMS [89, 90]. Smart appliances
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indicate appliances can be automatically controlled. In [88], the ordinary appliances
with their electronic switches connected to the relay switch modules are used to sim-
ulate smart appliances. The smart appliances with the function of automatic control
have been realized in practice [91] and they are being utilized in households.
2.3 Optimization problems in residential demand side
scheduling
The RDSS is usually formulated to optimize users’ concerns under the condition
that the requirements of the operations of appliances are satisfied. In the optimiza-
tion of the RDSS, there may exist uncertain factors and these uncertain factors affect
users’ concerns. In this section, the optimization problems in the RDSS are present-
ed from aspects of users’ concerns and uncertainties.
2.3.1 Problems of users’ concerns
Several users’ concerns have been considered in the RDSS including the elec-
tricity cost, users’ convenience and comfort and their privacy.
The electricity cost is the concern that is mostly considered in the RDSS [67,
70–72, 92]. [67] proposes a two-level framework in the RDSS. The electricity price
information is decided by the upper level (the aggregator, the utility, or the market)
and the home appliances at the lower level are controlled to minimize the electricity
cost. [70] directly minimizes users’ electricity cost with the knowledge of the elec-
tricity price information. [72] presents a simulation model to generate household
load profiles under a flat tariff, and it simulates changes in these profiles when the
energy consumption of home appliances is scheduled to minimize the electricity cost
under time-based electricity prices. Based on the RTP, the electricity cost of HVAC
is minimized in [71]. [92] pays customers rewards to shift the energy consumption
of home appliances.
Apart from the electricity cost, users care about their convenience and comfort.
[44] takes into account users’ convenience level according to whether appliances
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are operated in users’ preferred time periods. For convenience, users would not
like to delay the operations of appliances too long and wish them to be finished as
soon as possible. The reduction in the delay of appliances’ operations is usually
formulated based on how long the operations of appliances are finished before the
deadlines [33,47]. [47] geometrically increases the penalty of the appliances’ delay
with the increase of the delay time. [33] introduces parameters to indicate different
effects of appliances’ delays and reduces the total effect of the operational delay of
home appliances. When the heating and cooling systems are included in the RDSS,
users’ thermal comfort is always taken into account [44].
With the penetration of the information collection and transmission in the smart
grid, it is possible to identify users’ activities through the profiles of users’ energy
consumption, which raises users’ concern on privacy. As appliances’ usage patterns
could be extracted from the fluctuation of the aggregated energy consumption pro-
file, [93] introduces metrics to quantitatively measure the fluctuation of the metered
energy profile and schedules the energy consumption of home appliances to disguise
the fluctuation. [68] addresses users’ concern on privacy by using energy storage de-
vices to mask the original energy consumption profile. Except the energy storage
devices, RESs reduce users’ dependence on the power grid and it is shown in [94]
they protect users’ privacy by diversifying energy sources.
Though several users’ concerns have been considered in the RDSS, improving
the operational safety of appliances has not been considered in the RDSS to the best
knowledge of the author. Since the safety risk of appliances’ operations exists, for
example, 1083 fires happened in washing machines and tumble driers’ operations in
the United Kingdom in 2011=2012 [48], and the consequences in the cases of the
appliances’ faults will deteriorate if the appliances are in operation during periods
when users are not at home or are asleep, the operational safety is worth considering
in the RDSS to further optimize the energy consumption of home appliances. The
relationships among the operational safety and other uses’ concerns need clarified
with the operational safety taken into account as users’ new concern.
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2.3.2 Problems of uncertainties
Uncertain factors may exist in the RDSS, e.g. the electricity price, the renewable
energy, and the outdoor temperature. These uncertainties have impacts on users’
concerns, and they should be taken into account in the RDSS. In [53], the electricity
price is announced every 5 minutes, and the price for the time after 5 minutes is
unknown and uncertain. [53] takes into account the price uncertainty to schedule
the energy consumption of home appliances every 5 minutes to minimize the elec-
tricity cost. [69] takes into account the uncertainty of solar insolation to reduce the
electricity cost when the solar energy is considered in the RDSS. The uncertainty of
the outdoor temperature is considered in the energy scheduling of HVAC to satisfy
users’ thermal comfort in [45].
Though several uncertainties have been taken into account in the RDSS, the un-
certainty of MOAs’ energy consumption has not been considered to the best knowl-
edge of the author. Home appliances are classified into SAs and MOAs. The energy
consumption of SAs is shiftable and schedulable, such as the washing machine. The
energy consumption of MOAs is manually controlled by users in real time and their
energy consumption cannot be scheduled in advance, such as TV. Therefore, the en-
ergy consumption of MOAs is uncertain when SAs’ energy consumption is sched-
uled ahead. In [33, 46, 54, 55], the energy consumption of SAs is scheduled with
the assumed MOAs’ energy consumption. Since the usage of MOAs is dependen-
t upon users’ real-time demands and is affected by many random external factors,
their optimal schedules for SAs will be degraded when the energy consumption of
MOAs differs from the assumed consumption. In [47], MOAs are not considered
when the energy consumption of SAs is scheduled based on the electricity pricing
scheme that combines RTP with IBR, which would make users confront the risk of
a high electricity cost due to the excess of the energy consumption threshold set by
IBR when the energy consumption of MOAs is accidentally involved. As MOAs
usually consume around 30% to 40% of the total energy consumption of home ap-
pliances [33, 46, 47, 54, 55], it is necessary and worth to consider the uncertainty
of MOAs’ energy consumption so as to further improve the performance of the
scheduling scheme of home appliances.
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2.4 Methods in residential demand side scheduling
In this section, the methods of dealing with users’ multiple concerns simulta-
neously and the methods of tackling uncertainties in the RDSS are reviewed, re-
spectively. When only one concern of users is considered, the energy consumption
scheduling of home appliances is usually solved through an optimization algorithm,
such as genetic algorithm, linear programming and mixed integer linear program-
ming. [33] and [47] schedule the energy consumption of home appliances to mini-
mize the electricity cost through genetic algorithm and linear programming, respec-
tively. [53] introduces integer variables to indicate the on-off states of appliances
and the RDSS aiming at the minimization of the electricity cost is solved through
mixed integer linear programming.
2.4.1 Methods of tackling multiple concerns
When users’ multiple concerns, i.e. multiple objectives of the RDSS are taken
into account simultaneously, it is usually solved by converting these objectives to
a single objective. [33, 47] weight the importance of the electricity cost and the
operational delay and sum the two objectives with their corresponding importance
factors as the final objective function. The formulation of the method that weights
the importance of objectives is illustrated via an example with the consideration of
two objectives
min
x
w1f1(x) + w2f2(x) (2.4.1)
where x is the decision variable, w1 and w2 are the importance weights of objectives
f1(x) and f2(x), respectively, and w1+w2 = 1. The magnitude of objectives can be
taken into account in determining the weights and the weights make the objectives
expressed with approximately the same numerical values [47,95]. For example, the
values of objectives can be divided by their optimal values in the final objective func-
tion, respectively [95], when the weights are determined. When both the electricity
cost and users’ convenience are considered, [51] minimizes the electricity cost with
the constraint that confines the convenience violation within a certain range. With
the constraint that limits the indoor temperature within the comfortable zone, [58]
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schedules the energy consumption of HVAC to minimize the electricity cost. The
formulation of the method that optimizes one objective with the constraints of other
objectives is illustrated via an example with the consideration of two objectives
min
x
f1(x)
fmin2  f2(x)  fmax2
(2.4.2)
where fmin2 and f
max
2 constrain the lower and upper limits of f2(x), respectively. Both
the method that weights the importance of objectives and the method that sets con-
straints to objectives convert multiple objectives to a single objective, and the op-
timization problem with a single objective can be solved efficiently. However, the
method that weights the importance of each objective in the final objective function
makes the physical meaning of the final objective unclear, and its solution largely
depends on the predefined weights of multiple objectives [33, 47]. The method that
sets constraints to objectives does not optimize the objectives in the constraints and
it only requires them within certain ranges, and the solution of this method depends
on the predefined ranges in the constraints [46, 51].
An alternative method to those methods that tackle multiple objectives through
the conversion and then the optimization of the final objective function, is to op-
timize multiple objectives simultaneously and directly through finding the Pareto-
optimal front. The Pareto-optimal front consists of a set of optimal solutions of
the multi-objective optimization problem and these solutions are nondominated by
other solutions in the feasible domain, which is demonstrated via the optimization
problem with the consideration of the minimizations of two objectives. Let
 denote
the set of feasible solutions of the optimization problem. For xi; xj 2 
, if(
f1(xi) < f1(xj)
f2(xi) < f2(xj)
(2.4.3)
it can be defined that xi dominates xj [52]. That xi dominates xj shows both the
objectives of solution xi are better than those of xj . For the solutions of the Pareto-
optimal front, they are not dominated by other solutions in 
, i.e. no solutions can
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Figure 2.6: The Pareto-optimal front
be found in
with both the objectives better than the solutions of the Pareto-optimal
front. Besides, the solutions of the Pareto-optimal front are not dominated by each
other. The illustration of the Pareto-optimal front is presented in Fig. 2.6 with the
consideration of two objectives [96]. It can be seen from Fig. 2.6 that there are no
solutions among feasible solutions with both f1 and f2 smaller than the solutions of
the Pareto-optimal front. The method of finding the Pareto-optimal front does not
depend on the predefined weights or ranges. It simultaneously optimizes multiple
objectives with clear physical meanings and directly presents relationships among
multiple objectives. For example, the Pareto-optimal front in Fig. 2.6 shows that
f2 is reduced with the increase of f1. However, the Pareto method is more complex
in finding solutions than the methods that convert multiple objectives to a single
objective. The method of finding the Pareto-optimal front is adopted to optimize the
electricity cost and users’ comfort in [52].
2.4.2 Methods of tackling uncertainties
Many methods have been proposed to tackle uncertainties in optimization prob-
lems including stochastic optimization approach (SOA), robust optimization ap-
proach (ROA), and distributionally robust optimization approach (DROA).
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The SOA requires the exact probability distribution of the uncertain variable
[97–102] and it considers the expected value of the objective function under the
uncertainty, which is usually formulated as
min
x
EPff(x; )g (2.4.4)
where x indicates the decision variable,  indicates the uncertain variable and its
probability distribution is denoted by P, and f(x; ) indicates the objective func-
tion. The uncertainty of the outdoor temperature is considered through the SOA
with the normal distribution in [45] when the energy consumption of the air condi-
tioning is scheduled. The normal distribution is used to simulate the uncertainty of
the electricity price and the RDSS with the consideration of the uncertainty of the
electricity price is solved through the SOA in [53].
The ROA does not require the exact probability distribution of the uncertain
variable and only the maximum interval of the uncertain variable is needed [103–
107], and the ROA takes into account the worst case of the uncertain variable, which
is usually formulated as
min
x
max
2
f(x; ) (2.4.5)
where  denotes the maximum interval of the uncertain variable . The uncertainty
of the electricity price is taken into account through the ROA with only the knowl-
edge of the interval of the price [53]. [59] considers the interval of the outdoor
temperature to schedule the energy consumption of HVAC.
The expected value of the SOA under uncertainties is a good measure of the
performance of the solution of the optimization problem. However, the deviation
between the actual probability distribution of the uncertain variable and the adopted
distribution by the SOA may result in suboptimal solutions [108]. Though the ROA
does not require the probability distribution of the uncertain variable [109], it may be
overly conservative as it only considers the worst case of the uncertainty [110–114].
The DROA combines the advantages of both the SOA and the ROA [115–117]. It
does not require the exact probability distribution of the uncertain variable and its
conservativeness is reduced with the consideration of the probabilistic information
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observed from historical data [60], which is formulated as
min
x
EP2 ff(x; )g (2.4.6)
where   denotes a set of probability distributions of the uncertain variable  and it
can be extracted from historical data. [60] addresses the reserve scheduling problem
in the power system through the DROA assuming that the probability distribution
of the renewable generation is not fixed but within a set of distributions. The uncer-
tainty of wind power is taken into account in the same way through the DROA in
the reserve scheduling problem in [118]. [60, 118] construct the set of the probabil-
ity distributions of the uncertain variable based on the mean and the variance of the
uncertain variable extracted from historical data.
Many studies have been carried out to deal with the uncertainty of the outdoor
temperature when the energy consumption of HVAC is scheduled [45, 58, 59]. The
uncertainty of the outdoor temperature is considered through the SOA with a cer-
tain probability distribution in [45] and through the ROA with a temperature interval
in [59]. The DROA has not been used to schedule the energy consumption of HVAC
with the consideration of the uncertainty of the outdoor temperature. Considering
that the probability distribution of the outdoor temperature can only be estimated
from the historical data and that the probability distribution is itself uncertain, the
DROA has advantage in dealing with the uncertainty of the outdoor temperature
since it does not require the exact probability distribution of the outdoor tempera-
ture. Compared with the ROA, the conservativeness of the DROA is reduced as the
DROA takes into account more information of the outdoor temperature rather than
only the maximum temperature interval. The DROA is mostly based on the mean
and the variance of historical data and it formulates the optimization problem with
the consideration of uncertainties as semidefinite programming (SDP) [60] which is
computationally expensive. The DROA can be further improved with more infor-
mation exacted from historical data.
RESIDENTIAL DEMAND SIDE SCHEDULING Yuefang Du
2.5 Conclusions 26
2.5 Conclusions
As the RDSS plays an important role in smart grid, more efforts can be made
to improve the RDSS. More users’ concerns, e.g. the appliances’ operational safety
should be considered, and more uncertain factors which may affect users’ concerns
should be taken into account, e.g. the uncertainty of MOAs’ energy consumption.
Besides, new methods can be used to deal with the existing problems in the RDSS
to improve the performance of the RDSS, e.g. the DROA can be applied to tackling
the uncertainty of the outdoor temperature when the energy consumption of HVAC
is scheduled.
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Chapter 3
Users’ concern on operational safety
of appliances
3.1 Introduction
Though several users’ concerns have been considered in the residential demand
side scheduling (RDSS), e.g. the electricity cost [46], the operational delay of appli-
ances [47], and the users’ convenience level [44], the improvement of appliances’
operational safety has not been taken into account. There were 1083 fires caused by
washing machines and tumble driers, and 475 fires caused by dishwashers in the U-
nited Kingdom in 2011=2012 [48]. There was a 265million dollar loss in the United
States in 2010 caused by 8500 fires of home appliances [49]. Users would worry
about these accidents happening when the appliances are automatically scheduled
in periods when they are not at home or when they are asleep. Users would prefer
the appliances to be operated under their monitoring, i.e. in periods when they are at
home and awake, thus they can give quick response in case of appliances’ operation
faults. For example, when an operation fault of washing machine happens, users can
cut off the power immediately to avoid more serious consequence such as fire [50].
The previous work of RDSS does not take into account users’ perception of risk and
the possible faults of appliances’ operations when appliances are scheduled in peri-
ods when users are not at home or are asleep. The operational safety of appliances
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is taken into account based on whether the appliances are operated in periods when
users are at home and awake. The operational safety of appliances is one of users’
concerns and it is worth considering in the RDSS.
In this chapter, the multi-objective RDSS (MORDSS) is investigated with the
consideration of the appliances’ operational safety as a new objective. The approach
of finding the Pareto-optimal front is adopted to deal with the MORDSS and to in-
vestigate the relationships between the operational safety and other objectives. This
approach is compared with the approach that weights the importance of multiple
objectives and the approach that sets constraints to the deviations of objectives from
their optimal values. For convenience, these three approaches are referred to as the
Pareto approach, the Weight approach and the Constraint approach, respectively.
The operational safety is taken into account based on whether users are at home and
awake to monitor the appliances’ operations. Apart from the operational safety, the
electricity cost and the operational delay are considered in the MORDSS. Three sit-
uations are taken into account in the comparisons between the Pareto approach and
the other two approaches including situations where the operational safety together
with one or both of the electricity cost and the operational delay are considered in
the MORDSS. Furthermore, a method with the consideration of the relationships
among the three objectives is proposed to make the final scheduling decision of en-
ergy consumption among solutions of the Pareto-optimal front. Simulation results
demonstrate that the operational safety is improved with the sacrifice of the elec-
tricity cost and the operational delay, and that in the comparison with the Constraint
approach and the Weight approach, the Pareto approach obtains solutions that better
satisfy users’ concerns and presents the relationships among multiple objectives.
3.2 System model
The structure of the home energy management system is shown in Fig. 3.1.
Based on the day-ahead real-time electricity price [119,120], users’ demands for the
appliances’ operations and users’ at-home and awake status, the energy management
controller (EMC) will automatically control the energy consumption of schedulable
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Figure 3.1: Home energy management system
appliances (SAs). The electricity price is announced a day ahead with a various
price for each time slot of next day, which is adopted by some utility companies,
i.e. the Ameren Illinois Power Company [32]. This day-ahead RTP is different from
the RTP that is announced every a certain interval in a day, e.g. every 5 minutes.
The EMC is required to be with high computation efficiency for the RTP which is
announced every a certain interval as the energy consumption scheduling should
be solved and updated in this interval. Meanwhile, the day-ahead RTP leaves the
EMC a whole day to solve the problem of energy consumption scheduling, thus the
requirement for the computation efficiency of the EMC is much lower than that of
the RTP which is announced every a certain interval. Based on the day-ahead real-
time pricing scheme, [47, 88, 119, 120] schedule the energy consumption of home
appliances.
The EMC is the main part of the home energy management system. The elec-
tricity price is transmitted to the EMC a day ahead with the real-time price for next
day from the utility company [44,119,120]. The users’ demands for the appliances’
operations and their at-home and awake status are defined and input to the EMC by
users as users have different demands for appliances’ operations and their at-home
status and awake status are different as well. Based on the day-ahead real-time elec-
tricity price, users’ demands and status, the EMC works out the energy consumption
schedules for SAs based on the proposed method that will be introduced in the fol-
lowing sections. Then SAs will be controlled automatically by the EMC according
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to the energy consumption schedules through the home area network [47]. The ener-
gy consumption of SAs is assumed to be non-interruptible [46]. Manually operated
appliances (MOAs) are not included as they are manually controlled when users are
at home and awake [121].
Users’ demands for appliances’ operations include the length of operation time
(LOT) and the operation time interval (OTI), which are represented by a and [a; a]
for appliance a, respectively [47], where a indicates the earliest start time of the
operation and a indicates the deadline of the operation. Considering the general
operation time of appliances, 1 hour is divided into 5 time slots [47] and the LOT is
mapped to time slots with one time slot representing 12 minutes. For example, the
LOT is 2, i.e.  = 2, for an appliance whose operation length is 24 minutes. The
LOT is approximated to be the greater and nearest integer when the operation length
is not an integer multiple of 12 minutes [47]. One day is mapped to 120 time slots
and the OTI is also mapped to the corresponding time slot. For instance, the OTI is
from 1 to 60, i.e.  = 1;  = 60, for an appliance whose operation is predefined
between 12 midnight and 12 noon.
3.3 Multi-objective residential demand side scheduling
Multiple objectives including minimizations of the appliances’ operational un-
safety, the electricity cost and the appliances’ operational delay are considered in
the MORDSS. Firstly their formulations are respectively presented, and then the
problem of the MORDSS is formulated.
3.3.1 Appliances’ operational safety
The maximization of appliances’ operational safety, i.e. the minimization of
appliances’ operational unsafety is taken into account in the energy consumption
scheduling of home appliances. The operational unsafety of appliances is consid-
ered based on whether users are at home and awake to monitor appliances’ opera-
tions. When users are at home and awake to monitor appliances’ operations, their
perception of risk would be relieved and they can also give quick response in case
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of appliances’ operation faults, e.g. they can cut off the power immediately. The
situation where the energy consumption of appliances is scheduled in periods when
users are not at home or are asleep is to be reduced and this situation is formulated
by introducing the unsafety time rate
UTRa(xa) =
a sa(xa)
a
sa(xa) =
TP
t=1
Sa(xa; t) M(t) N(t)
Sa(xa; t) =
(
1; t 2 [xa; xa + a   1]
0; t 2 Hn[xa; xa + a   1]
M(t) =
(
1; users are at home
0; users are away
N(t) =
(
1; users are awake
0; users are asleep
H = f1; 2;    ; Tg; xa 2 [a; a   a + 1]
(3.3.1)
where UTRa denotes the unsafety time rate of appliance a and xa is the start time
slot of the appliance’s operation. sa denotes the number of time slots in which users
are at home and awake when appliance a is in operation and it is determined by the
appliance’s operation status Sa(xa; t) with the knowledge of users’ at-home status
M(t) and awake statusN(t) in a day. [xa; xa+ a  1] indicates time slots in which
appliance a is in operation. The expression t 2 Hn[xa; xa + a   1] indicates that
time slot t belongs to H = f1; 2;    ; Tg excluding the range [xa; xa + a   1]
and T = 120 is the scheduling horizon that indicates the number of time slots ahead
which the energy consumption schedule is made for SAs. xa 2 [a; a a+1] since
the operation should start ahead the deadline by at least the length of the operation
time. The unsafety time rate (UTR) is the ratio between the time slots of unsafe
operation and the operation length, and the time slots of unsafe operation are the
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Figure 3.2: The illustration of the concept of unsafety time rate
ones when the appliance is in operation but users are not at home or users are asleep.
Fig. 3.2 shows the illustration of the concept of UTR.
For a home with n SAs, the minimization of the appliances’ operational unsafety
is formulated as
min
X
f1(X)
f1(X) =
nP
a=1

UTRa(xa)
a
UTRa(xa) =
a sa(xa)
a
sa(xa) =
TP
t=1
Sa(xa; t) M(t) N(t)
Sa(xa; t) =
(
1; t 2 [xa; xa + a   1]
0; t 2 Hn[xa; xa + a   1]
M(t) =
(
1; users are at home
0; users are away
N(t) =
(
1; users are awake
0; users are asleep
H = f1; 2;    ; Tg
X = fx1; x2;    ; xa;    ; xng
subject to
xa 2 [a; a   a + 1]; a = f1; 2;    ; ng
(3.3.2)
where X = fx1; x2;    ; xa;    ; xng denotes the set of appliances’ start time slots.
a > 1 denotes the unsafety parameter of appliance a and it is determined by the
probability of appliance a’s operation fault and the impact of the operation fault [48].
If the probability of the operation fault of appliance a is higher and the impact of the
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fault is more serious, a can be assumed with a larger value. The higher the value of
a, the higher will be the cost of the operational unsafety. Note that different appli-
ances may have the same UTR and a is introduced to differentiate the operational
unsafety of appliances, and that the UTR and a jointly determine the appliance’s
operational unsafety with UTRaa which indicates that the appliances’ operational
unsafety geometrically increases with the increase of the UTR. The appliances’ op-
erational unsafety is exponentially increased considering that users’ perception of
risk is much more intensified when the appliances are more scheduled in periods
when users are not at home or users are asleep, i.e. when the UTR increases.
It is noted that users’ at-home statusM(t) and awake statusN(t) are individually
defined by users as different users have different at-home status and awake status.
Based on the users’ predefined at-home status and awake status, the appliances’
operational unsafety is obtained by Eqn. (3.3.2). For the same energy consumption
schedule, the operational unsafety is different under different users’ statuses. For
example, when the washing machine is scheduled to operate through 49 time slot
to 53 time slot, for one user who is at home all day long except the period from 51
time slot to 60 time slot, and awake from 41 time slot to 115 time slot and asleep
for other time slots, the UTR of the washing machine is 3/5 while the UTR is 0
for another user who is with the same awake status and at-home all day long. The
corresponding operational unsafety of the washing machine is 1.52 and 1 for the two
users with different at-home statuses, respectively, when the unsafety parameter of
the washing machine is assumed to be 2.
3.3.2 Electricity cost
The minimization of the electricity cost is taken into account in the energy con-
sumption scheduling of home appliances. Let pa denote the power of appliance a.
Since 1 hour is divided into 5 time slots and it is assumed that the energy consump-
tion is the same in all the time slots during the operation periods of an appliance [47],
the energy consumption of appliance a in a time slot is pa
5
when it is in operation.
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The energy consumption schedule of appliance a is
Ea =
n
eta jeta = pa5 ; t 2 [xa; xa + a   1];
eta = 0; t 2 Hn[xa; xa + a   1];
H = f1; 2;    ; Tg; xa 2 [a; a   a + 1]
o (3.3.3)
where eta is the energy consumption of appliance a during time slot t. Based on the
energy consumption of appliances and the day-ahead real-time electricity price, the
minimization of electricity cost is formulated as
min
X
f2(X)
f2(X) =
TP
t=1
prct  lt(X)
lt(X) =
nP
a=1
eta
X = fx1; x2;    ; xa;    ; xng
subject to
xa 2 [a; a   a + 1]; a = f1; 2;    ; ng
(3.3.4)
where prct is the real-time electricity price at time slot t, and lt is the total energy
consumption of all the SAs during time slot t, and it can be obtained after the energy
consumption of each appliance is scheduled by Eqn. (3.3.3).
3.3.3 Appliances’ operational delay
The minimization of appliances’ operational delay is taken into account in the
energy consumption scheduling of home appliances. As shown in Fig. 3.3, the
appliance’s operational delay is the delay time from a, the earliest start time of the
operation, and the longest delay occurs when the appliance just meets the deadline
to finish its operation, i.e. the appliance starts at the time slot a   a + 1 [47]. The
delay time rate is introduced to illustrate the appliance’s operational delay
DTRa(xa) =
xa   a
a   a + 1  a (3.3.5)
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Figure 3.3: The illustration of the concept of delay time rate
where DTRa is the delay time rate of appliance a. For a home with n SAs, the
minimization of operational delay is formulated as
min
X
f3(X)
f3(X) =
nP
a=1

DTRa(xa)
a
DTRa(xa) =
xa a
a a+1 a
X = fx1; x2;    ; xa;    ; xng
subject to
xa 2 [a; a   a + 1]; a = f1; 2;    ; ng
(3.3.6)
where a > 1 denotes the delay parameter of appliance a, the higher the value of
a, the higher will be the cost of the operational delay [47].
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3.3.4 Problem formulation
Considering minimizations of the appliances’ operational unsafety, the electric-
ity cost and the appliances’ operational delay, the MORDSS is formulated as
min
X
F (X)
F (X) = (f1(X); f2(X); f3(X))
f1(X) =
nP
a=1

UTRa(xa)
a ; UTRa(xa) =
a sa(xa)
a
f2(X) =
TP
t=1
prct  lt(X); lt(X) =
nP
a=1
eta
f3(X) =
nP
a=1

DTRa(xa)
a ; DTRa(xa) =
xa a
a a+1 a
X = fx1; x2;    ; xa;    ; xng
subject to
xa 2 [a; a   a + 1]; a = f1; 2;    ; ng
(3.3.7)
where F (X) is the vector of multiple objectives.
3.4 Three approaches to tackling multiple objectives
To solve the problem of the RDSS with the consideration of the multiple ob-
jectives presented in the previous section, three approaches including the Pareto
approach, the Weight approach and the Constraint approach are presented in this
section.
3.4.1 Pareto approach
The Pareto approach aims to find a set of optimal solutions of the multi-objective
optimization problem and these solutions are nondominated by other solutions in
the feasible domain, which is defined as follows. Let 
 denote the set of feasible
solutions of Eqn. (3.3.7)

 =

XjX = fx1; x2;    ; xa;    ; xng;
xa 2 [a; a   a + 1]; a = f1; 2;    ; ng
	
:
(3.4.1)
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For the set of appliances’ start time slots Xi; Xj 2 
, if8>><>>:
f1(Xi) < f1(Xj)
f2(Xi) < f2(Xj)
f3(Xi) < f3(Xj)
(3.4.2)
it can be defined that F (Xi) < F (Xj) and Xi dominates Xj [52]. That Xi domi-
nates Xj shows all the objectives of solution Xi are better than that of Xj . If some
objectives of Xi are better and some are worse than the corresponding objectives
of Xj , it cannot be concluded that Xi dominates Xj . Let X = fX1; X2;    ; Xkg
denote the set of nondominated solutions. For each Xj 2 X, it is not possible to
find aXi 2 
 that satisfies F (Xi) < F (Xj), i.e. there is no solution among the fea-
sible solutions that satisfies all the objectives are better than the solutions inX. The
solutions in X cannot be dominated by each other as well. The objective values of
the solutions of the nondominated set constitute a front known as the Pareto-optimal
front, i.e. the nondominated solutions are the ones that correspond to the Pareto-
optimal front. To obtain the solutions of the Pareto-optimal front, the nondominated
sorting genetic algorithm-II (NSGA-II) is usually adopted, and more details of this
algorithm can be found in [96].
3.4.2 Weight approach
The Weight approach attaches importance factors to the three objectives in Eqn.
(3.3.7). To make the three objectives commensurable, the problem of demand side
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scheduling considering multiple objectives is formulated as
min
X
w1
f1(X)
f1
+ w2
f2(X)
f2
+ w3
f3(X)
f3
w1 + w2 + w3 = 1
f1(X) =
nP
a=1

UTRa(xa)
a ; UTRa(xa) =
a sa(xa)
a
f2(X) =
TP
t=1
prct  lt(X); lt(X) =
nP
a=1
eta
f3(X) =
nP
a=1

DTRa(xa)
a ; DTRa(xa) =
xa a
a a+1 a
f1 = min
X2

f1(X)
f2 = min
X2

f2(X)
f3 = min
X2

f3(X)
X = fx1; x2;    ; xa;    ; xng
subject to
xa 2 [a; a   a + 1]; a = f1; 2;    ; ng
(3.4.3)
where 0  w1; w2; w3  1 are the importance factors of the operational unsafety,
the electricity cost and the operational delay, respectively, and f1, f2 and f3 are the
minimum values of f1(X), f2(X) and f3(X). Using theWeight approach, the multi-
objective optimization problem is converted to a problem with a single objective,
which can be solved by genetic algorithm (GA), and only one optimal solution will
be obtained [33, 47].
3.4.3 Constraint approach
The Constraint approach optimizes one objective in Eqn. (3.3.7) subject to the
constraint that the deviations of the other two objectives from their corresponding
optimal values are within certain ranges. Taking it as an example that f1(X) is
minimized with the constraints of f2(X) and f3(X), the problem ofMORDSS based
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on the Constraint approach is formulated as
min
X
f1(X)
f1(X) =
nP
a=1

UTRa(xa)
a ; UTRa(xa) =
a sa(xa)
a
X = fx1; x2;    ; xa;    ; xng
subject to
f2(X)  (1 + 2)f2
f3(X)  (1 + 3)f3
f2(X) =
TP
t=1
prct  lt(X); lt(X) =
nP
a=1
eta
f3(X) =
nP
a=1

DTRa(xa)
a ; DTRa(xa) =
xa a
a a+1 a
f2 = min
X2

f2(X)
f3 = min
X2

f3(X)
xa 2 [a; a   a + 1]; a = f1; 2;    ; ng
(3.4.4)
where 2; 3  0 are the constraint factors of the electricity cost and the operational
delay, respectively [46]. The problem Eqn. (3.4.4) can also be solved through GA
and only one optimal solution will be obtained [46, 51].
It can be seen from the formulations of approaches that the Weight approach
and the Constraint approach depend on the importance factors and the constraint
factors, respectively. The physical meaning of the objective function of the Weight
approach is unclear and the objectives in the constraints are not optimized for the
Constraint approach. By comparison, the Pareto approach does not depend on the
predefined factors and it simultaneously optimizes multiple objectives with a clear
physical meaning. Therefore, the Pareto approach is adopted to solve the problem
of MORDSS.
3.5 Decision making of Pareto approach
As the Pareto approach provides a set of optimal solutions, this thesis proposes
a method to make the final scheduling decision taking into account the importance
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factors w1; w2; w3 of the three objectives. The important factors can be defined
by users, or users can just decide the importance rank of multiple objectives as
input and the important factors are determined by the EMC based on the following
method [122–125]. Considering that the sum of the importance factors is 1 and that
the more important objective has a higher factor, the importance factors are
wm = (1=N)
NX
j=m
(1=j);m = 1; 2;    ; N (3.5.1)
where N denotes the number of objectives and m denotes the importance rank of
objective m. Users decide the importance rank based on their concerns. If they
care more about the operational safety than the electricity cost and the operational
delay, they will assume the operational safety with the highest importance. For the
case where the importance rank of the three objectives is the operational safety,
the electricity cost, the operational delay, i.e. the operational safety is the most
important, following the electricity cost and the operational delay, the importance
factors are w1 = 1=3 (1 + 1=2 + 1=3) = 11=18; w2 = 1=3 (1=2 + 1=3) = 5=18
and w3 = 1=3  1=3 = 1=9. This method of determining the importance factors
which is based on the importance rank is adopted in [122–125] and it is taken into
account that the more important objective has a higher factor.
Let F i = (f i1; f
i
2; f
i
3) denote the ith solution of the Pareto-optimal front, where
f i1, f
i
2 and f
i
3 represent the values of the operation unsafety, the electricity cost and
the operational delay, respectively, i 2 I = f1; 2;    ; kg and k is the number of
solutions of the Pareto-optimal front. Firstly, the Pareto-optimal solutions are sorted
based on the order that the value of the most important objective is increasing. If the
values of the most important objective are equal, the solutions are sorted according
to the order that the value of the sub-important objective is increasing, etc.. For
example, if w1  w2  w3, the final rank of Pareto-optimal solutions satisfies8>><>>:
f j1  f j+11
f j2  f j+12 if f j1 = f j+11
f j3  f j+13 if f j1 = f j+11 and f j2 = f j+12
(3.5.2)
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for any j 2 f1; 2;    ; k   1g. Then, the final decision F  = (f 1 ; f 2 ; f 3 ) is made
taking into account the rank of the Pareto-optimal solutions and the following rule.
The solution with a smaller rank number, i.e. with a smaller value of the more im-
portant objective, is chosen to be the final optimal solution unless the sacrifice of this
objective can bring a sufficient improvement to the sub-important objective. For ex-
ample, if the operational safety and the electricity cost are considered with w1 = 0:8
and w2 = 0:2, i.e. the operational safety is four times more important than the cost,
the solution with a smaller value of the operational unsafety is preferred. However,
if 1% of the sacrifice of the safety can bring greater than 4% of the reduction of the
electricity cost, the sacrifice of the operational safety brings a sufficient reduction
of the cost and the solution with a bigger operational unsafety and a smaller cost is
chosen.
The procedure of the final decision making based on the obtained rank of the
Pareto-optimal solutions is
Step 1 F  = F 1; i = 2
Step 2 if f i1 > f 1 and Eqn. (3.5.3)8<:
(f2 f i2)=(fmax2  fmin2 )
(f i1 f1 )=(fmax1  fmin1 )
> w1
w2
f 3  f i3
(3.5.3)
then F  = F i
Step 3 if f i1 = f 1 and Eqn. (3.5.4)
(f 3   f i3)=(fmax3   fmin3 )
(f i2   f 2 )=(fmax2   fmin2 )
>
w2
w3
(3.5.4)
then F  = F i
Step 4 i = i+ 1 and go to Step 2
where fmin1 = mini2I f
i
1, f
min
2 = mini2I f
i
2, f
min
3 = mini2I f
i
3, f
max
1 = maxi2I f
i
1,
fmax2 = maxi2I f
i
2 and f
max
3 = maxi2I f
i
3. Step 2 shows that when three objectives
are considered, in addition to the requirement that the sacrifice of the operational
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safety brings a sufficient reduction of the electricity cost, it is essential that the
operational delay does not get worse, then the solution with a bigger value of the
operational unsafety is preferred. The start time slots of appliances corresponding
to F  will be adopted and the EMC will automatically control home appliances
according to the obtained start time slots.
It is noted that the Pareto approach does not depend on the importance fac-
tors and the importance factors are taken into account for the final decision making
among the Pareto-optimal solutions. This is different from the Weight approach
which relates the importance factors to the values of the objectives, whilst the pro-
posed method of decision making connects the importance factors with the varia-
tions of the objectives.
3.6 Simulation results
In this section, the Pareto approach is compared with the Weight approach and
the Constraint approach in the performance of solving the MORDSS and the rela-
tionships between the operational safety and other objectives are investigated. Eight
typical appliances are considered and some appliances are used more than once in a
day, and the parameters of the appliances are shown in Table 3.1 [47, 48]. It is as-
sumed that the users’ at-home status and awake status are as shown in Fig. 3.4. The
day-ahead real-time pricing data on August 3rd 2012 is adopted from the Ameren
Illinois Power Company [32]. Both the parameters a and a, a = f1; 2;    ; ng,
are assumed to be 2 [33, 47]. It is noted that users’ at-home status and awake sta-
tus in Fig. 3.4 are illustrated to show how users’ statuses are taken into account in
the appliances’ operational safety, and the at-home status and the awake status are
individually defined by users.
3.6.1 Comparison of Pareto approach and Weight approach
The Pareto approach is compared with the Weight approach under three situa-
tions: minimizations of the operational unsafety and the electricity cost, minimiza-
tions of the operational unsafety and the operational delay, and minimizations of
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Table 3.1: Parameters of appliances
Appliance OTI LOT Power (kW)
Rice cooker1 1-40 2 0.5
Rice cooker2 56-65 2 0.5
Rice cooker3 71-90 2 0.5
Water heater 86-105 3 1.5
Dishwasher 101-120 2 0.6
Washing machine 1-60 5 0.38
Electric kettle1 1-40 1 1.5
Electric kettle2 81-90 1 1.5
Clothes dryer 71-90 5 0.8
Oven 71-90 3 1.9
Electric radiator1 56-65 5 1.8
Electric radiator2 81-110 20 1.8
1; 2 and 3 denote that appliance  is used three times
within different OTIs in one day.
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Figure 3.4: Users’ at-home status, awake status and electricity price during the day
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all the three objectives. The maximum generation number is set to be 200 for the
NSGA-II of the Pareto approach under the three situations, and the population sizes
are set to be 100 and 1000 for the situation considering two objectives and the sit-
uation considering three objectives, respectively [123]. For the GA of the Weight
approach, the maximum generation number is 200 and the population size is set to
be 2000 for all the situations [126].
Considering operational unsafety and electricity cost
In this case, F (X) = (f1(X); f2(X)) for the Pareto approach, and w3 = 0,
w1+w2 = 1 for the Weight approach. Fig. 3.5 shows the objective values of optimal
solutions obtained through the Pareto approach and the Weight approach taking into
account the operational unsafety and the electricity cost. The Pareto-optimal front
shows that the operational unsafety is reduced with the sacrifice of the electricity
cost. The Weight approach proposes only an optimal solution based on a certain
set of importance factors of multiple objectives provided by users while the Pareto
approach provides a set of optimal solutions. The multiple solutions of the Weight
approach in Fig. 3.5 are obtained with different sets of importance factors, and the
operational unsafety and the electricity cost of these solutions with respect to the
importance factor w1 are shown in Fig. 3.6. The Pareto approach clearly shows the
relationship between the sacrifice of one objective and the improvement of the other
objective through the Pareto-optimal front, which is not presented by the Weight
approach with a single solution. For example, when the electricity cost increases
from 58:29 cents to 58:37 cents, the operational unsafety drops from 15:52 to 14:85,
and a 0:14% in the increase of the electricity cost results in a 4:32% reduction in
the operational unsafety. The relationship between the sacrifice of one objective and
the improvement of the other objective is clearly shown through the Pareto-optimal
front, which provides more information to make the decision of the MORDSS.
It is noted that though the Weight approach can provide a set of optimal so-
lutions through multiple runs with different sets of importance factors, the Pareto
approach provides the Pareto-optimal front with a single run. Moreover, the Pare-
to approach deals with noncommensurable objectives directly, and these objectives
RESIDENTIAL DEMAND SIDE SCHEDULING Yuefang Du
3.6 Simulation results 45
58 59 60 61 62 63 64 65
12
12.5
13
13.5
14
14.5
15
15.5
16
16.5
17
Electricity cost (cents)
 
 
Pareto approach
Weight approach
Figure 3.5: Comparison between the Pareto approach and the Weight approach con-
sidering the operational unsafety and the electricity cost
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Figure 3.6: Operational unsafety and electricity cost with respect to w1
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need transforming to be commensurable through the Weight approach.
Considering operational unsafety and operational delay
In this case, F (X) = (f1(X); f3(X)) for the Pareto approach, and w2 = 0,
w1+w3 = 1 for the Weight approach. Fig. 3.7 shows the objective values of optimal
solutions obtained through the Pareto approach and the Weight approach taking into
account the operational unsafety and the operational delay. The Pareto-optimal front
shows that the operational unsafety is reduced with the sacrifice of the operational
delay, which is not presented by the Weight approach with a single solution. The
multiple solutions of the Weight approach in Fig. 3.7 are obtained with different
sets of importance factors, and the operational unsafety and the operational delay of
these solutions with respect to the importance factor w1 are shown in Fig. 3.8.
Considering operational unsafety, electricity cost and operational delay
In this case, F (X) = (f1(X); f2(X); f3(X)) for the Pareto approach, and w1 +
w2 + w3 = 1 for the Weight approach. Fig. 3.9 and Fig. 3.10 show the objective
values of solutions obtained through the Pareto approach and the Weight approach
taking into account the operational unsafety, the electricity cost and the operational
delay. 100 cases of the Weight approach are illustrated with the importance factors
w1; w2; w3 randomly chosen satisfying w1 + w2 + w3 = 1. Fig. 3.10 is the top
view of Fig. 3.9, and the color gradients indicate different values of the electricity
cost. The Pareto approach provides a set of optimal solutions with the relationships
among the three objectives presented while the Weight approach only obtains one
solution. The multiple solutions of the Weight approach in Fig. 3.9 and Fig. 3.10 are
obtained with different sets of importance factors. It can be seen from Fig. 3.9 and
Fig. 3.10 that the operational unsafety and the operational delay are reduced with
the sacrifice of the electricity cost as the electricity cost increases in the decreasing
directions of the operational unsafety and the operational delay. The relationship
between the operational unsafety and the operational delay is shown in Fig. 3.9 and
Fig. 3.10. With the electricity cost fixed, the operational unsafety decreases in the
increasing direction of the operational delay, which indicates that the operational
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Figure 3.7: Comparison between the Pareto approach and the Weight approach con-
sidering the operational unsafety and the operational delay
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Figure 3.8: Operational unsafety and operational delay with respect to w1
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Figure 3.9: Comparison between the Pareto approach and the Weight approach con-
sidering the operational unsafety, the electricity cost and the operational delay
safety is improved with the sacrifice of the operational delay.
3.6.2 Comparison of Pareto approach and Constraint approach
In this section, the Pareto approach is compared with the Constraint approach
with the consideration of the operational safety, together with one or both of the
electricity cost and the operational delay. The maximum generation number and the
population size of the NSGA-II for the Pareto approach and those of the GA for the
Constraint approach are set as the same as parameters in the comparison between
the Pareto approach and the Weight approach.
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Figure 3.10: Top view of comparison between the Pareto approach and the Weight
approach considering the operational unsafety, the electricity cost and the opera-
tional delay
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Considering operational unsafety and electricity cost
In this case, F (X) = (f1(X); f2(X)) for the Pareto approach, and the two
situations, the minimization of the operational unsafety with the constraint of the
electricity cost and the minimization of the electricity cost with the constraint of the
operational unsafety are considered for the Constraint approach. Fig. 3.11 shows
the comparison between the Pareto approach and the Constraint approach taking
into account the operational unsafety and the electricity cost. Blue stars denote the
Pareto approach in Fig. 3.11, red squares represent the results of the Constraint
approach where the operational unsafety is minimized under the condition that the
deviation of the electricity cost from its optimal value is within a certain range,
and red triangles denote the results of the Constraint approach where the electricity
cost is minimized with the constraint of the operational unsafety. The operational
unsafety and the electricity cost with respect to the constraint factor 2 in the first
situation of the Constraint approach are shown in Fig. 3.12. The situation where
the operational unsafety is minimized with the constraint of the electricity cost is
similar to the situation where the electricity cost is minimized with the constraint of
the operational unsafety, and the simulation results of the first situation are presented
as an example.
The Pareto approach provides a set of optimal solutions while the Constraint
approach proposes only an optimal solution and the relationship between the oper-
ational safety and the electricity cost is presented through the Pareto approach. The
operational safety is improved with the sacrifice of the electricity cost. It is noted
that multiple solutions of the Constraint approach shown in Fig. 3.11 are obtained
with different constraints and constraint factors. Moreover, it can be seen from Fig.
3.11 that some solutions proposed via the Constraint approach are in the upper right
of the Pareto-optimal front, i.e. these solutions can be dominated by solutions pro-
posed via the Pareto approach since the Constraint approach does not optimize the
objectives in the constraints as long as the deviations of these objectives from their
corresponding optimal values are within certain ranges. Taking the following sit-
uation as an example, the operational unsafety is minimized with the constraint of
the electricity cost, i.e. minX f1(X) subject to f2(X)  (1 + 2)f2. For two set-
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Figure 3.11: Comparison between the Pareto approach and the Constraint approach
considering the operational unsafety and the electricity cost
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Figure 3.12: Operational unsafety and electricity cost with respect to 2
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s of appliances’ start time slots X1 and X2, it is assumed that f1(X1) = f1(X2),
f2(X1)  (1 + 2)f2, f2(X2)  (1 + 2)f2, and f2(X1) < f2(X2). The Constraint
approach does not guarantee X1 is selected with priority though f1(X1) = f1(X2)
and f2(X1) < f2(X2).
Considering operational unsafety and operational delay
In this case, F (X) = (f1(X); f3(X)) for the Pareto approach, and the two situ-
ations, the minimization of the operational unsafety with the constraint of the opera-
tional delay and the minimization of the operational delay with the constraint of the
operational unsafety are considered for the Constraint approach. Fig. 3.13 shows
the comparison between the Pareto approach and the Constraint approach taking
into account the operational unsafety and the operational delay. Blue stars denote
the Pareto approach in Fig. 3.13, red squares represent the results of the Constraint
approach where the operational unsafety is minimized under the condition that the
deviation of the operational delay from its optimal value is within a certain range,
and red triangles denote the results of the Constraint approach where the operational
delay is minimized with the constraint of the operational unsafety. The operational
unsafety and the operational delay with respect to the constraint factor 3 in the first
situation of the Constraint approach are shown in Fig. 3.14. The situation where
the operational unsafety is minimized with the constraint of the operational delay is
similar to the situation where the operational delay is minimized with the constraint
of the operational unsafety, and the simulation results of the first situation are pre-
sented as an example. It can be seen from Fig. 3.13 that the operational safety is
improved with the sacrifice of the operational delay and that some solutions of the
Constraint approach are dominated by solutions proposed via the Pareto approach.
Considering operational unsafety, electricity cost and operational delay
In this case, F (X) = (f1(X); f2(X); f3(X)) for the Pareto approach, and three
situations, where one of the three objectives is minimized with the constraints of the
other two objectives, are taken into account for the Constraint approach. Fig. 3.15
and Fig. 3.16 show the objective values of optimal solutions obtained by the Pareto
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Figure 3.13: Comparison between the Pareto approach and the Constraint approach
considering the operational unsafety and the operational delay
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Figure 3.14: Operational unsafety and operational delay with respect to 3
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Figure 3.15: Comparison between the Pareto approach and the Constraint approach
considering the operational unsafety, the electricity cost and the operational delay
approach and the Constraint approach taking into account the operational unsafe-
ty, the electricity cost and the operational delay. Squares, triangles and diamonds
denote the results of the Constraint approach where the operational unsafety, the
operational delay and the electricity cost are minimized with the constraints of the
other two objectives, which are indicated as Constraint approach 1, 2 and 3 in Fig.
3.15 and Fig. 3.16, respectively. For each situation of the Constraint approach, 33
cases are illustrated where the constraint factors are randomly chosen within [0, 0.3].
Fig. 3.16 is the top view of Fig. 3.15, where the color gradients indicate different
electricity costs.
The Pareto approach provides a set of optimal solutions while the Constraint
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Figure 3.16: Top view of comparison between the Pareto approach and the Con-
straint approach considering the operational unsafety, the electricity cost and the
operational delay
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approach proposes only an optimal solution, and the multiple solutions of the Con-
straint approach in Fig. 3.15 and Fig. 3.16 are obtained with different constraints
and constraint factors. It can be seen from Fig. 3.15 and Fig. 3.16 that the op-
erational unsafety and the operational delay are reduced with the sacrifice of the
electricity cost and that the operational safety is improved with the sacrifice of the
operational delay. Moreover, Fig. 3.16 shows that some solutions of the Constraint
approach can be dominated by solutions proposed by the Pareto approach as the
electricity cost of the Constraint approach is larger than that of the Pareto approach.
3.6.3 Final decision making of Pareto approach
Through the proposed method of decision making of the Pareto approach, the
final solution obtained is illustrated under the situation that the operational safe-
ty is considered as the most important objective, the electricity cost as the second
important and the operational delay the last, i.e. w1 = 11=18; w2 = 5=18 and
w3 = 1=9 according to Eqn. (3.5.1), and this solution is compared with the solution
proposed by the Weight approach with the same importance factors. The adopted
situation with the operational safety as the most important objective is illustrated to
show the comparison between the proposed method of decision making of the Pareto
approach and the Weight approach, and other situations with different importance
ranks can be adopted based on users’ concerns and importance preference of the
three objectives. As shown in Table 3.2, the operational unsafety, the electricity cost
and the operational delay of the Pareto approach are 12.11, 59.99 cents and 16.59,
respectively, and this solution is the one highlighted with a black circle shown in
Fig. 3.9, corresponding to the solution in the blue hollow square in Fig. 3.10, while
the solution proposed by the Weight approach is the one in the black square in Fig.
3.9 with the operational unsafety 12.11, the electricity cost 61.89 cents and the op-
erational delay 15.44, corresponding to the solution in the solid light blue square
in Fig. 3.10. Compared with the solution based on the Pareto approach, the opera-
tional unsafety is the same, the electricity cost is greater and the operational delay
is less for the solution of the Weight approach. The relationship between the sacri-
fice of the electricity cost and the improvement of the operational delay is presented
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Table 3.2: Comparison of final solution between the Pareto approach and the Weight
approach
Approach
Operational
unsafety
Electricity cost
(cents)
Operational
delay
Pareto approach 12.11 59.99 16.59
Weight approach 12.11 61.89 15.44
according to Eqn. (3.5.4)
(fP3 fW3 )=(fmax3  fmin3 )
(fW2  fP2 )=(fmax2  fmin2 )
= (16:59 15:44)=(18:96 12:00)
(61:89 59:99)=(75:98 58:29)
= 1:54
(3.6.1)
where fP2 and f
P
3 are the electricity cost and the operational delay of the Pareto ap-
proach, respectively, fW2 and f
W
3 are the cost and the operational delay of the Weight
approach, respectively, and fmax2 = 75:98; f
min
2 = 58:29; f
max
3 = 18:96; f
min
3 = 12:00
are the bounds of the electricity cost and the operational delay. The electricity cost
is 2:50 times more important than the operational delay and 1:54 < 2:50 shows
that the sacrifice of the electricity cost does not bring a sufficient improvement of
the operational delay comparing the solution of the Weight approach with that of the
Pareto approach. Therefore, the solution based on the Pareto approach with the same
operational unsafety and less electricity cost is preferred according to the proposed
method of final decision making. The start time slots of the appliances in Table 3.1
are 1; 57; 71; 95; 101; 38; 1; 86; 86; 86; 57 and 91, respectively, corresponding to the
solution based on the Pareto approach.
3.7 Conclusions
In this chapter, the operational safety of appliances is considered in the RDSS
along with the electricity cost and the operational delay. The Pareto approach is
adopted to solve the MORDSS and to present the relationships between the opera-
tional safety and the other two objectives, and it is compared with the Weight ap-
proach and the Constraint approach in the performance of multi-objective optimiza-
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tion. Simulation results have demonstrated that the operational safety is improved
with the sacrifice of the electricity cost and the operational delay. Compared with
the Weight approach, the Pareto approach clearly presents the relationships between
the operational safety and the other two objectives. In the comparison with the Con-
straint approach, the solutions proposed by the Pareto approach better satisfy users’
concerns.
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Chapter 4
Uncertainty of manually operated
appliances
4.1 Introduction
Home appliances are categorized into schedulable appliances (SAs), e.g. wash-
ing machine and dishwasher, and manually operated appliances (MOAs), e.g. lights
and TV. When the energy consumption of SAs is scheduled ahead, the energy con-
sumption of MOAs is uncertain since MOAs are manually controlled by users based
on their real-time demands. However, the uncertainty of MOAs’ energy consump-
tion is not considered in [33, 47, 54], and this simplification will cause the degra-
dation of the energy consumption schedules for SAs. When the electricity pricing
scheme with the combination of real-time pricing (RTP) and inclining block rate
(IBR) is adopted, the simplification will make users confront the risk of a high elec-
tricity cost as the total energy consumption of home appliances may exceed the en-
ergy consumption threshold set by the IBR when the energy consumption of MOAs
is accidentally involved. The energy consumption of MOAs usually accounts for
30% to 40% of the energy consumption of home appliances [33, 54, 55], and it is
necessary and worth to consider the uncertainty of MOAs so as to further improve
the performance of the optimal scheduling scheme of home appliances.
Users’ real-time demands and behaviors are usually affected by many random
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factors and external disturbances, and the probabilistic information of MOAs’ en-
ergy consumption is not easily obtained. Since the robust optimization approach
(ROA) does not require the probabilistic information of the uncertain variable, it
is adopted to solve the residential demand side scheduling (RDSS) problem with
the consideration of the uncertainty of MOAs’ energy consumption. Based on the
electricity pricing scheme that combines RTP and IBR, the maximal disturbance
of MOAs, i.e. the energy consumption case of MOAs that causes the maximum
electricity cost of all home appliances, is taken into account, and the ROA is used
to minimize this maximum electricity cost. The problem of energy scheduling is
formulated as a min-max, two-level optimization problem and the intergeneration
projection evolutionary algorithm (IP-EA) is adopted to solve the proposed robust
optimization problem [127]. The IP-EA, which is a two-level evolutionary algorith-
m with the inner genetic algorithm (GA) and the outer particle swarm optimization
(PSO) algorithm, is effective in solving the proposed nonlinear problem with the
two-level framework [127]. The ROA is compared with other two approaches, one
without considering the impact of MOAs and one considering MOAs with the fixed
energy comsumption. Simulation results illustrate the effectiveness of the proposed
approach in reducing the electricity cost compared with the other two approaches.
4.2 Home energy management system
The model of the home energy management system is introduced at first and
then the model formulation is presented.
4.2.1 System model
As shown in Fig. 4.1, the energy management controller (EMC) schedules ener-
gy consumption of home appliances a day ahead based on the electricity price and
users’ demands. The electricity pricing scheme with the combination of RTP and
IBR is adopted. Home appliances are categorized into MOAs and SAs. MOAs are
manually operated based on users’ real-time demands and users must be available
to operate them. SAs are appliances whose energy consumption can be scheduled
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Figure 4.1: Home energy management system
ahead and automatically controlled by the EMC and does not require the users’ par-
ticipation during their operations, though users are required to prepare for the oper-
ations and preset the operation time interval and the operation length. For example,
after users put food in the oven and set the operation interval and the operation
length, the EMC will start the oven at the optimal time slot automatically, so is the
case for the washing machine. Based on the above characteristics, oven and wash-
ing machine are classified as SAs, and they are scheduled automatically no matter
whether users are at home or not. SAs include interruptible and non-interruptible
appliances [33]. Interruptible appliances can suspend their operations during the
operation processes, and then restart again to continue their operations. For exam-
ple, the washing machine is interruptible as it can be paused during the process of
washing. Once non-interruptible appliances are started, they cannot be stopped until
they finish their tasks, such as the electric kettle. The common MOAs include hair
drier, lights, laptop and TV. For SAs, clothes dryer, oven, water heater and electric
kettle are non-interruptible, washing machine and humidifier are interruptible.
The EMC only schedules energy consumption for the SAs, not for the MOAs
since the operations of MOAs are manually controlled based on the real-time de-
mands of users. However, it does not mean that the MOAs can be ignored when
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the energy consumption of the SAs is scheduled. The EMC schedules energy con-
sumption for the SAs taking into account the uncertainty and the impact of MOAs’
energy consumption. The possible operation time intervals and operation lengths of
MOAs can be pre-specified by users. For example, the watching time of TV is pre-
specified between 6 pm and 12 am and the watching length is pre-specified between
3 hours and 4 hours while when and how long users watch TV are still dependent
upon users’ real-time demand. Though users predefine the possible operation time
intervals and operation lengths, it is noted that users are still in control of the op-
erations of MOAs with their convenience fully maintained since these intervals and
lengths which are predefined by users themselves can guarantee the flexibility of
operations of MOAs. Taking into account the possible operation intervals and oper-
ation lengths of MOAs, the EMCwill only schedule the energy consumption of SAs,
i.e. control SAs’ energy consumption and the energy consumption of MOAs is still
totally controlled by users themselves. In the home energy management system, the
operation time intervals and the operation lengths of appliances are input by users
and they can also be learned by monitoring users’ behaviours, e.g. the interval and
the length of watching TV [128].
4.2.2 Model formulation
Firstly, the model formulation of the electricity pricing scheme that combines
RTP and IBR is presented. In this pricing scheme, users are charged at a higher
electricity price than RTP when the total energy consumption within a certain period
exceeds a threshold, which is formulated as
prct(lt) =
(
et; if 0  lt < c
"  et; if lt  c
(4.2.1)
where lt denotes the total energy consumption at time slot t, et denotes RTP at time
slot t, c denotes the threshold and " is a coefficient greater than 1 [33, 47].
Then the model of users’ demands is formulated. Users’ demands include the
length of operation time (LOT) and the operation time interval (OTI) for home appli-
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ances [47]. Let  denote the LOT and [; ] denote the OTI of an appliance, where
 is the earliest start time of the operation and  is the deadline that the operation
must be finished. Taking into account the general operation time of appliances, 1
hour is divided into 5 time slots and the energy consumption is scheduled with 12-
minute time resolution. One day is mapped to 120 time slots and the LOT and the
OTI are represented via time slots with one time slot representing 12 minutes. It
is noted that though the energy consumption of MOAs cannot be scheduled in ad-
vance, users’ demands for MOAs are also modelled via the possible OTIs and the
ranges of LOTs which are pre-specified by users.
4.3 Impact of the uncertainty of MOAs’ energy con-
sumption
Based on the pricing scheme with the combination of RTP and IBR, the electric-
ity cost is
f(X;U) =
TX
t=1
prct(lt(X;U))  lt(X;U) (4.3.1)
where X denotes the energy consumption schedule of SAs, U denotes the energy
consumption case of MOAs, X and U are matrixes in which each row stands for
the energy consumption schedule of a certain appliance, T is the scheduling hori-
zon that indicates the number of time slots ahead which the energy consumption
schedule is made for SAs, and T = 120 since the energy consumption of appliances
is scheduled a day ahead with one hour divided into 5 time slots, and prct is the
electricity price at time slot t as shown in Eqn. (4.2.1).
Let 
 represent all the possible energy consumption schedules of SAs and  
represent all the possible energy consumption cases of MOAs. For a certain X,
f(X;U) is uncertain due to the uncertainty of U. Among all the possible energy
consumption cases of MOAs, there exists an energy consumption case of MOAs that
makes the smallest impact to the electricity cost, i.e. with this energy consumption
case of MOAs, the electricity cost is smallest. The electricity cost with the smallest
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impact of MOAs is formulated as
fL(X) = min
U2 
f(X;U): (4.3.2)
Similarly, there exists an energy consumption case of MOAs that makes the worst
impact to the electricity cost, corresponding to the highest electricity cost
fR(X) = max
U2 
f(X;U): (4.3.3)
Therefore, for a certain energy consumption schedule of SAsX, the electricity cost
f(X;U) 2 [fL(X); fR(X)].
For any two different energy consumption schedules of SAs A and B, the elec-
tricity costs are within [fL(A); fR(A)] and [fL(B); fR(B)], respectively. Fig.
4.2 shows all the possible relationships between these two electricity cost interval-
s [127]. For relationships shown in Fig. 4.2-(1) and Fig. 4.2-(6), the performance
comparison between schedules A and B is deterministic, since the electricity cost
intervals of the two schedules are not overlapped and the electricity cost with one
energy consumption schedule is always less than the cost with the another sched-
ule regardless of the uncertainty of the MOAs. However, the uncertainty of MOAs’
energy consumption should be taken into account for relationships shown in Fig.
4.2-(2) - Fig. 4.2-(5) when schedules A and B are compared, since the electricity
cost intervals of two schedules are overlapped and the comparison of the electricity
cost is uncertain due to the uncertainty of MOAs’ energy consumption.
4.4 Robust optimization approach
As shown in Fig. 4.2, the uncertainty of MOAs’ energy consumption has im-
pact on the electricity cost whose interval is between Eqn. (4.3.2) and Eqn. (4.3.3),
it is necessary to take into account the uncertainty of MOAs’ energy consumption
in the RDSS. In this section, a robust approach is proposed to deal with the uncer-
tainty of MOAs’ energy consumption. A complete optimization model is given at
first, then the IP-EA which is adopted to solve the robust optimization problem is
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Figure 4.2: Six possible relationships between electricity cost intervals
demonstrated.
4.4.1 Complete optimization model
Among all the possible cases of MOAs’ energy consumption, the ROA takes into
account the case that causes fR(X), i.e. with the worst impact on the electricity cost
of home appliances, and the problem of scheduling the energy consumption of SAs
with the consideration of the worst impact of MOAs is formulated as
min
X2

fR(X)
fR(X) = max
U2 
f(X;U)
f(X;U) =
TP
t=1
prct(lt(X;U))  lt(X;U)
(4.4.1)
which is equivalent to
min
X2

max
U2 
f(X;U)
f(X;U) =
TP
t=1
prct(lt(X;U))  lt(X;U)
(4.4.2)
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with the electricity price prct presented in Eqn. (4.2.1). For a home with n SAs and
mMOAs, the energy consumption schedule of SAs is
X =
2666664
X1
X2
...
Xn
3777775 =
2666664
x11 x
2
1 : : : x
t
1 : : : x
T
1
x12 x
2
2 : : : x
t
2 : : : x
T
2
...
... . . .
...
x1n x
2
n : : : x
t
n : : : x
T
n
3777775 (4.4.3)
where each row of the matrix X represents the energy consumption schedule of a
SA within T time slots. The energy consumption case of MOAs is
U =
2666664
U1
U2
...
Um
3777775 =
2666664
u11 u
2
1 : : : u
t
1 : : : u
T
1
u12 u
2
2 : : : u
t
2 : : : u
T
2
...
... . . .
...
u1m u
2
m : : : u
t
m : : : u
T
m
3777775 (4.4.4)
where each row of the matrixU represents the energy consumption case of a MOA.
Therefore, the total energy consumption at time slot t is
lt(X;U) =
nX
i=1
xti +
mX
j=1
utj; t 2 f1; 2;    ; Tg: (4.4.5)
The energy consumption of appliances is constrained with users’ demands. Based
on the classifications of appliances, the constraints of the energy consumption of ap-
pliances are presented and the illustrative examples of the constraints of appliances
are shown in Fig. 4.3. Let P = [p1; p2;    ; p] denote the power vector of an
appliance, which represents the appliance’s power consumption during the whole
operation process. For example, the power vector of the clothes dryer is [1.2 1.2
1] kW, which shows that the power consumption of the clothes dryer in the first,
second and third time slot are 1.2, 1.2 and 1 kW, respectively.
When the appliance b belongs to the non-interruptible SAs, the energy consump-
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Figure 4.3: Illustrative examples of the constraints of appliances
tion schedule Xb is
Xb =
n
xtbj xtb+b = p+15 ; for all  = 0; 1;    ; b   1
tb 2 [b; b   b + 1];
xtb = 0; t 2 Hn[tb; tb + b   1];
H = f1; 2;    ; Tg
o (4.4.6)
where tb is the start time slot of the appliance’s operation and tb 2 [b; b   b + 1]
since the operation should start ahead the deadline by at least the length of operation
time, the expression t 2 Hn[tb; tb+b 1] indicates that t belongs toH excluding the
range [tb; tb+b 1], and since one hour is divided into 5 time slots with 12 minutes
in each time slot, the energy consumption in each time slot is 1=5 of the power
which is the energy consumption in an hour. Eqn. (4.4.6) shows the constraints
of non-interruptible SAs: the operation is within the OTI [b; b], and the energy
consumption is continuous and reaches LOT b. When the appliance d belongs to
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the interruptible SAs, the energy consumption schedule Xd is
Xd =
n
xtdj xtd = p5 ; for all  = 1;    ; d
d  t1 < t2 < t3 <    < td  d;
xtd = 0; t 2 Hnft1; t2; t3;    ; tdg;
H = f1; 2;    ; Tg
o (4.4.7)
which shows the constraints of interruptible SAs: the operation is within the OTI
[d; d], the energy consumption is interruptible and reaches LOT d. The LOT is 4
for both the interruptible and non-interruptible SAs in Fig. 4.3.
MOAs are categorized into two groups, non-suspendable and suspendable ones.
The energy consumption of a non-suspendable MOA f is
Uf =
n
utf j utf+f = p+15 ; for all  = 0; 1;    ; f   1
tf 2 [f ; f   f + 1]; f 2 [minf ; maxf ];
utf = 0; t 2 Hn[tf ; tf + f   1];
H = f1; 2;    ; Tg
o (4.4.8)
where tf is the start time slot of the appliance’s operation, minf and 
max
f denote
the minimum and maximum LOTs of MOA f , respectively. Eqn. (4.4.8) shows the
constraints of non-suspendable MOAs: the operation is within the OTI [f ; f ], and
the LOT f is within the range [minf ; 
max
f ] and is flexible based on users’ real-time
demands. The energy consumption of a suspendable MOA g is
Ug =
n
utgj utg = p5 ; for all  = 1;    ; g
g  t1 < t2 < t3 <    < tg  g;
utg = 0; t 2 Hnft1; t2; t3;    ; tgg;
g 2 [ming ; maxg ]; H = f1; 2;    ; Tg
o (4.4.9)
which shows the constraints of suspendable MOAs: the operation is within the OTI
[g; g], and the energy consumption is suspendable and reaches LOT g. The range
of LOT is [4; 5] for the illustrative MOAs in Fig. 4.3. Note that the constraints of
MOAs are only to define the possible cases of MOAs’ energy consumption and the
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energy consumption of MOAs is still controlled by users in real time.
With the consideration of the constraints of appliances, the complete optimiza-
tion model of the energy consumption scheduling based on the ROA is formulated
as
min
X2

max
U2 
f(X;U)
f(X;U) =
TP
t=1
prct(lt(X;U))  lt(X;U)
X =
2666664
X1
X2
...
Xn
3777775 =
2666664
x11 x
2
1 : : : x
t
1 : : : x
T
1
x12 x
2
2 : : : x
t
2 : : : x
T
2
...
... . . .
...
x1n x
2
n : : : x
t
n : : : x
T
n
3777775
U =
2666664
U1
U2
...
Um
3777775 =
2666664
u11 u
2
1 : : : u
t
1 : : : u
T
1
u12 u
2
2 : : : u
t
2 : : : u
T
2
...
... . . .
...
u1m u
2
m : : : u
t
m : : : u
T
m
3777775
lt(X;U) =
nP
i=1
xti +
mP
j=1
utj; t 2 f1; 2;    ; Tg
prct(lt(X;U)) =
(
et; if 0  lt(X;U) < c
"  et; if lt(X;U)  c

 =
(
XjX =
2666664
X1
X2
...
Xn
3777775 ;
Xi subject to Eqn. (4:4:6)
if i is a non-interruptible SA
Xi subject to Eqn. (4:4:7)
if i is an interruptible SA
i = f1; 2;    ; ng
)
  =
(
UjU =
2666664
U1
U2
...
Um
3777775 ;
Uj subject to Eqn. (4:4:8)
if j is a non-suspendable MOA
Uj subject to Eqn. (4:4:9)
if j is a suspendable MOA
j = f1; 2;    ;mg
)
(4.4.10)
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which is a nonlinear problem with a two-level framework. The elements ofX andU
are discrete since the energy consumption of appliances is determined by the on/off
states of appliances. When an appliance is operated (on state), the corresponding
element is the energy consumption of the appliance; and when the appliance is not
operated (off state), the corresponding element is zero.
4.4.2 Solution algorithm
The intergeneration projection evolutionary algorithm (IP-EA) is adopted to
solve the proposed robust optimization problem of the energy consumption schedul-
ing. The IP-EA, which is a two-level evolutionary algorithm with the inner genetic
algorithm (GA) and the outer particle swarm optimization (PSO) algorithm, is effec-
tive in solving the proposed nonlinear problem with the two-level framework [127].
The GA is a global optimization algorithm while the PSO algorithm makes a trade-
off between global search and local search [129], and the PSO algorithm is more
computationally efficient [130]. The GA is adopted in the inner level to raise the ac-
curacy of the solution and the PSO algorithm is adopted in the outer level to improve
the computation efficiency.
The GA mimics the process of natural selection. The individuals with better
fitness are chosen to generate the next generation through the crossover and the
mutation, and this process cycles until the individual with a satisfactory fitness is
found [47]. The PSO algorithm is based on the behavior of particles of a swarm.
Particles in a swarm approach to the optimum by tracking the best location of in-
dividual particle (pbest) and the best location of particle swarm (gbest), which is
formulated as
vk+1 = wv
k
 + c1r1(pbest
k
   pk ) + c2r2(gbestk   pk )
pk+1 = p
k
 + v
k+1

(4.4.11)
where v and p are the velocity and the position of the particle  , respectively, k
is the iteration index, w is the inertia weight factor, c1 and c2 are the acceleration
constants, and r1 and r2 are randomly generated numbers in the range of [0; 1] [131].
The flowchart of the IP-EA for solving the problem of the energy consumption
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scheduling is shown in Fig. 4.4. The outer PSO algorithm is for searching the
optimal schedule of SAs’ energy consumption and the inner GA is for searching the
energy consumption case of MOAs with the worst impact on the electricity cost.
More specifically, for a trial schedule of SAs’ energy consumption, the worst case
of MOAs’ energy consumption is obtained through the GA. Then we can get the
electricity cost with the trial schedule of SAs’ energy consumption and the worst
case of MOAs’ energy consumption, and this electricity cost is used for tracking
the optimal energy consumption schedule among the swarm of energy consumption
schedules of SAs. The optimal schedule of SAs’ energy consumption is obtained
after the convergency of the electricity cost with the worst impact of MOAs. Within
the itermax iterations in Fig. 4.4, the electricity cost converges and does not change
at the end.
4.5 Simulation results
In this section, simulation studies are carried out to verify the effectiveness of
the proposed approach. Eight typical SAs and six typical MOAs are considered and
the parameters of SAs and MOAs are given in Table 4.1 and Table 4.2 based on
their operation characteristics. The first six SAs are non-interruptible and the last
two SAs are interruptible, and the first three MOAs are suspendable and the last
three MOAs are non-suspendable. For appliances whose powers are not represented
as vectors in Table 4.1 and Table 4.2, their powers are constant during the operation
processes. The RTP data in August 2012 is adopted from the Ameren Illinois Power
Company [32], and it is the electricity price used for the energy scheduling. We
assume that the coefficient " = 1:4423 and the energy consumption threshold c =
0:45 kWh [33, 47]. Note that the threshold is for the energy consumption within 12
minutes. For the inner GA of the solution algorithm IP-EA, the population size of
each generation is 200, the probability of crossover is 0:8 and the max generation
number is 100 [47, 132]. For the outer PSO of the IP-EA, the number of particles is
20, the inertial weight factorw decreases linearly from 0:9 to 0:4with the increase of
the iteration index, both the acceleration constants c1 and c2 are 2, and the maximum
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Figure 4.4: The flowchart of the intergeneration projection evolutionary algorithm
(IP-EA)
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Table 4.1: Parameters of SAs
SA OTI LOT Power (kW)
Electric kettle [47] 1-25 1 1.5
Clothes dryer [47, 135] 61-90 3 [1.2 1.2 1]
Oven [136,137] 71-85 3 [2.1 1.9 1.9]
Water heater [47, 138] 86-105 3 [1.7 1.7 1.4]
Electric radiator [47, 139] 96-110 5 [2.2 1.8 1.8 1.8 1.8]
Dishwasher [47] 101-120 2 0.6
Washing machine [47] 1-60 5 0.38
Humidifier [47] 1-30 8 0.05
Table 4.2: Parameters of MOAs
MOA OTI LOT Power (kW)
Electric iron [136,137] 61-70 3 [1.7 1.5 1.5]
Vacuum cleaner [47] 71-80 3 1.5
Hair drier [47] 101-110 1 1
Lights [47] 81-120 30-35 0.2
Laptop [136] 86-115 15-20 0.1
TV [47] 91-120 15-20 0.1
iteration number is 300 [133, 134]. Two cases, one day operation of all SAs and
MOAs on August 3rd 2012, and one month operation of different combinations of
home appliances in August 2012, are presented. All simulations are implemented in
MATLAB on an Intel Core-i3 3.3-GHz personal computer with 8 GB RAM.
The ROA is compared with other two approaches without considering the uncer-
tainty of MOAs’ energy consumption, including the approach without considering
MOAs which minimizes the electricity cost of SAs and the approach considering
the fixed energy consumption of MOAs which minimizes the electricity cost of all
home appliances with an assumed energy consumption of MOAs. For convenience,
these three approaches are referred to as A1-A3 as follows,
 A1: The approach without considering MOAs
 A2: The approach considering the fixed energy consumption of MOAs
 A3: The proposed robust approach considering the worst impact of MOAs
All the three approaches are implemented through the IP-EA.
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Table 4.3: Assumed energy consumption periods of MOAs
MOA Energy consumption period
Electric iron 61-63
Vacuum cleaner 73-75
Hair drier 110
Lights 85-117
Laptop 101-115
TV 94-113
4.5.1 One day case
The energy consumption periods of MOAs are assumed as shown in Table 4.3
within the OTIs and ranges of LOTs of MOAs in Table 4.2 for A2. It is noted that
the fixed energy consumption of MOAs is assumed for A2 in the decision mak-
ing process of SAs’ energy consumption, the energy consumption of MOAs is still
controlled by users in real time and can be consumed at anytime in OTIs with any
possible LOTs. The proposed A3 is compared with A1 and A2 on August 3rd 2012
from the following three aspects.
Energy consumption schedule
Fig. 4.5 and Fig. 4.6 show comparisons of the energy consumption schedule of
SAs between A1 and A3, and A1 and A2, respectively. The gray area is the possible
energy consumption period of the electric iron and the vacuum cleaner in Fig. 4.5
and it is the assumed energy consumption of the electric iron and the vacuum cleaner
in Fig. 4.6. We can see from Fig. 4.5 and Fig. 4.6 that, compared with A1, some
SAs are shifted from low electricity price periods to periods with a little higher
electricity price to avoid the risk of much higher electricity price charged in low
price periods, which is caused by the excess of the threshold set by the IBR when
operations of MOAs happen to be in these low price periods. More specifically, the
energy consumption of the cloth dryer and the oven is shifted from 61-63, 72-74 time
slots to 88-90, 83-85 time slots, respectively, to avoid all the possible consumption
periods of the electric iron and the vacuum cleaner for A3. By comparison, only
the energy consumption of the oven is shifted and the energy consumption of the
cloth dryer still remains in low price periods for A2. That is to say, A3 considers all
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Figure 4.5: Energy consumption comparison between the approach considering the
worst impact of MOAs and the approach without considering MOAs
the possible cases of energy consumption of MOAs and A2 only considers a certain
case of MOAs’ energy consumotion.
Electricity cost with the worst impact of MOAs
The effectiveness of A3 is tested with the consideration of the worst impact
of MOAs. Based on the energy consumption schedules of SAs and the electricity
price shown in Fig. 4.5 and Fig. 4.6, the electricity costs of A1-A3 with the worst
impact of MOAs’ energy consumption are 59.06 cents, 56.21 cents and 52.29 cents,
respectively. The worst electricity cost of A3 drops by 11:46% and 6:97% compared
with A1 and A2, respectively.
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Figure 4.6: Energy consumption comparison between the approach considering the
fixed energy consumption of MOAs and the approach without considering MOAs
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Electricity cost with random impact of MOAs
The effectiveness of A3 is tested under 1000 random cases where the MOAs’
energy consumption is evenly distributed among all the possible cases. Two situa-
tions of the RTP including the RTP as the same as the predicted one and the RTP
considering 10% random noises, i.e. the electricity price varying between 90%
and 110% of the predicted RTP [33], are taken into account.
 The RTP as the same as the predicted one
The effectiveness of A3 is tested under 1000 random cases where the RTP is
the same as the predicted one and the MOAs’ energy consumption is evenly
distributed among all the possible cases. Fig. 4.7-Fig. 4.9 show the compar-
isons of the electricity cost under randomMOAs between the situation without
energy consumption scheduling of SAs in which the energy consumption of
SAs is randomly distributed, and the situations with the scheduling schemes
obtained by A1, A2 and A3, respectively. The scheduling schemes obtained
by A1, A2 and A3 are shown in Fig. 4.5 and Fig. 4.6. The average elec-
tricity cost of 1000 random cases is 48.43 cents for A3, 50.50 cents for A1,
49.79 cents for A2, and 58.12 cents for the situation without the energy con-
sumption scheduling. Through A3, the average electricity cost decreases by
16:77%, 4:10% and 2:73% compared with the situation without the energy
consumption scheduling, A1 and A2, respectively.
 The RTP with random noises
The effectiveness of A3 is tested under 1000 random cases where the MOAs’
energy consumption is evenly distributed among all the possible cases and
10% random noises are added into the RTP. Fig. 4.10-Fig. 4.12 show the
comparisons of the electricity cost under random MOAs and uncertain RTP
between the situation without the energy consumption scheduling of SAs in
which the energy consumption of SAs is randomly distributed, and the situa-
tions with the scheduling schemes obtained by A1, A2 and A3, respectively.
The scheduling schemes obtained by A1, A2 and A3 are shown in Fig. 4.5
and Fig. 4.6. The average electricity cost of 1000 random cases is 48.42 cents
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Figure 4.7: Comparison of electricity cost with the predicted RTP between no
scheduling and the approach without considering MOAs
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Figure 4.8: Comparison of electricity cost with the predicted RTP between no
scheduling and the approach considering the fixed energy consumption of MOAs
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Figure 4.9: Comparison of electricity cost with the predicted RTP between no
scheduling and the approach considering the worst impact of MOAs
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Figure 4.10: Comparison of electricity cost with random RTP between no schedul-
ing and the approach without considering MOAs
for A3, 50.46 cents for A1, 49.76 cents for A2, and 58.12 cents for the situ-
ation without the energy consumption scheduling. Through A3, the average
electricity cost decreases by 16:69%, 4:04% and 2:69% compared with the sit-
uation without the energy consumption scheduling, A1 and A2, respectively.
4.5.2 One month case
To further verify the effectiveness of the proposed A3, it is tested in one month
period of August 2012 with different combinations of home appliances, and 7   8
SAs in Table 4.1 and 5  6 MOAs in Table 4.2 are randomly chosen each day. The
electricity cost with the worst impact of MOAs and the cost with random impact of
MOAs are compared between A3 and A1, A3 and A2, respectively.
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Figure 4.11: Comparison of electricity cost with random RTP between no schedul-
ing and the approach considering the fixed energy consumption of MOAs
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Figure 4.12: Comparison of electricity cost with random RTP between no schedul-
ing and the approach considering the worst impact of MOAs
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Figure 4.13: Comparison of electricity cost with the worst impact of MOAs between
the proposed approach and the approach without considering MOAs
Electricity cost with the worst impact of MOAs
Fig. 4.13 and Fig. 4.14 show the comparisons of the electricity cost with the
worst impact of MOAs’ energy consumption between A1 and A3, A2 and A3, re-
spectively. As shown in Fig. 4.13 and Fig. 4.14, the average value of the worst
electricity cost of A3 in 31 days is 31.47 cents, reduced by 7:47% from A1 with
34.01 cents and by 5:38% from A2 with 33.26 cents.
Electricity cost with random impact of MOAs
The effectiveness of A3 is tested under 1000 random cases where the MOAs’
energy consumption is evenly distributed among all the possible cases. Two situa-
tions of the RTP including the RTP as the same as the predicted one and the RTP
considering 10% random noises are taken into account.
 The RTP as the same as the predicted one
With the RTP remaining as the same as the predicted one, Fig. 4.15 and
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Figure 4.14: Comparison of electricity cost with the worst impact of MOAs between
the proposed approach and the approach considering the fixed energy consumption
of MOAs
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Figure 4.15: Comparison of electricity cost with the predicted RTP between the
proposed approach and the approach without considering MOAs
Fig. 4.16 show the comparisons of the electricity cost with random impact
of MOAs. The average value of the cost with random impact of MOAs in
31 days is 29.39 cents for A3, 29.93 cents for A1 and 29.85 cents for A2.
Through A3, the electricity cost with random impact of MOAs deceases by
1:80% and 1:54% compared with A1 and A2, respectively.
 The RTP with random noises
Fig. 4.17 and Fig. 4.18 show the comparisons of the electricity cost with
random impact of MOAs and RTP. The average value of the cost with random
impact of MOAs and RTP in 31 days is 29.39 cents for A3, 29.93 cents for A1
and 29.85 cents for A2. Through A3, the electricity cost with random impact
of MOAs and RTP deceases by 1:80% and 1:54% compared with A1 and A2,
respectively.
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Figure 4.16: Comparison of electricity cost with the predicted RTP between the
proposed approach and the approach considering the fixed energy consumption of
MOAs
RESIDENTIAL DEMAND SIDE SCHEDULING Yuefang Du
4.5 Simulation results 92
5 10 15 20 25 30
10
20
30
40
50
60
70
Day
El
ec
tri
cit
y 
co
st
 w
ith
ra
nd
om
 im
pa
ct
 o
f M
O
As
 a
nd
 R
TP
 (c
en
ts)
 
 
With energy consumption scheduling without considering MOAs
With energy consumption scheduling considering worst MOAs
Mean=29.39
Mean=29.93
Figure 4.17: Comparison of electricity cost with random RTP between the proposed
approach and the approach without considering MOAs
Figs. 4.15-4.18 show that the electricity cost of the proposed A3 is reduced
compared with A1 and A2. Though the proposed A3 takes into account the worst
impact of MOAs when it schedules the energy consumption of SAs, it can be seen
from Figs. 4.15-4.18 that the electricity cost with the random impact of MOAs is
also reduced. Since users will pay a much higher electricity cost when the total ener-
gy consumption exceeds the threshold, which probably happens even with random
impact of MOAs, the proposed A3 which takes into account the worst impact of
MOAs effectively reduces the situations of exceeding the threshold of total energy
consumption and reduces the electricity cost under random impact of MOAs.
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Figure 4.18: Comparison of electricity cost with random RTP between the proposed
approach and the approach considering the fixed energy consumption of MOAs
4.5.3 Case of MOAs’ usage probability
The proposed approach assumes all MOAs are used and it is now extended to
take into account the probability of MOAs’ usage, which is formulated as
min
X2

NSX
s=1
s  max
Us2 s
f(X;Us) (4.5.1)
where s is the index of scenario and each scenario represents one combination of
MOAs. Considering each MOA may be used or not, the total number of scenarios
NS is 2m for total m MOAs. s is the probability of scenario s and
PNS
s=1 s = 1.
Us is the energy consumption case of MOAs in scenario s and  s is the set of
energy consumption cases of MOAs in scenario s. It is noted that the uncertainty
of MOAs’ energy consumption in the proposed approach indicates when users start
MOAs and how long users operate them are uncertain, and the proposed approach
is now extended to consider the probability of MOAs’ usage.
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To test the extension of the proposed approach, the electric iron and the vacu-
um cleaner are assumed to be used with the probability of 0.5 and other MOAs in
Table 4.2 are assumed to be certainly used. Table 4.4 presents the energy consump-
tion schedule of SAs on August 3rd 2012 based on the extension of the proposed
approach. The electricity cost with the worst impact of MOAs under the predicted
RTP is 52.59 cents for the extended approach and it is 59.06 cents for A1, 56.21
cents for A2 and 52.29 cents for the proposed A3. The worst electricity costs of
A1-A3 are the same as in one day case of simulation results. The worst electricity
cost of the extended approach is reduced compared with A1 and A2, and it is lager
than that of A3 since A3 schedules the energy consumption directly considering
the worst impact of MOAs, and the extended approach takes into account the cases
where some MOAs are not used and these cases are not with the worst impact. The
electricity cost with random impact of MOAs is tested under two situations of the
electricity price including the situation where the RTP is the same as the predict-
ed one and the situation where 10% random noises are taken into account in the
predicted RTP. The electricity cost with the random impact of MOAs and the pre-
dicted RTP is 41.32 cents for the extended approach, and it is 42.02 cents for A1,
42.45 cents for A2, and 41.71 cents for A3. The electricity costs with the random
impact of MOAs under the random RTP are 41.65 cents, 42.50 cents, 42.79 cents
and 42.08 cents for the extended approach and A1-A3, respectively. With MOAs’
usage probability taken into account in the scheduling process, the electricity cost of
the extended approach with the random impact of MOAs is reduced compared with
A1-A3. Note that the probability of MOAs’ usage is now considered in the testing
process of the obtained scheduling schemes and the electricity costs of A1-A3 with
the random impact of MOAs are different from the corresponding costs in one day
case of simulation results where the probability of MOAs’ usage is not considered.
4.6 Conclusions
This chapter proposes a ROA for the energy scheduling of home appliances, tak-
ing into account the worst impact of the uncertainty of MOAs’ energy consumption.
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Table 4.4: Energy consumption schedule of SAs
SA Energy consumption period
Electric kettle 12
Clothes dryer 88-90
Oven 81-83
Water heater 96-98
Electric radiator 106-110
Dishwasher 118-119
Washing machine 17,21,22,24,32
Humidifier 1,13,15,17,21,26,27,28
The effectiveness of the ROA has been verified by case studies based on one day
and one month periods. Compared with the scheduling approach without consider-
ing MOAs’ uncertainty, and the scheduling approach considering MOAs’ uncertain-
ty with a fixed energy consumption, the ROA effectively avoids the risk of a high
electricity cost caused by the MOAs’ uncertainty and reduces the electricity cost
with the worst impact of MOAs’ energy consumption. The electricity cost with the
random impact of MOAs’ energy consumption is also reduced through the ROA.
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Chapter 5
Uncertainty of outdoor temperature
5.1 Introduction
Among the main potential residential demand side scheduling (RDSS) resources
are heating, ventilation and air conditioning (HVAC) systems because of their rel-
atively large energy consumption. The energy consumption of HVAC accounts
for about 40% of the energy consumption in a building [140] and can be up to
60% [141]. The energy consumption of HVAC is usually scheduled based on the
forecast outdoor temperature to minimize the electricity cost with the indoor tem-
perature maintained in a comfortable zone [142]. The forecast error is one of the
main factors which affect the indoor temperature and may cause a violation of the
comfortable temperature zone [57]. Many studies have been carried out to deal with
the forecast error, i.e. the uncertainty of the outdoor temperature, in the energy con-
sumption scheduling of HVAC, e.g. through the stochastic optimization approach
(SOA) [45] and the robust optimization approach (ROA) [59]. The SOA requires
the exact probability distribution of the uncertain variable [97] and the ROA is over-
ly conservative [110]. The distributionally robust optimization approach (DROA),
which combines the advantages of both the SOA and the ROA, has been applied in
the reserve scheduling problem in the power system with the uncertainty of renew-
able energy taken into account [60]. The DROA does not require the exact proba-
bility distribution of the uncertain variable and its conservativeness is reduced with
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the probabilistic information observed from historical data [60]. The uncertainty of
renewable energy is considered with the mean and the variance extracted from his-
torical data and the reserve scheduling problem is solved based on the semidefinite
programming (SDP) [60].
In this chapter, a newly proposed DROA based on the probabilistic information
of subintervals of the outdoor temperature is adopted to schedule the energy con-
sumption of HVAC. This DROA is different from the DROA based on the mean
and the variance as more information is extracted from historical weather data. The
proposed DROA partitions the maximum interval of the outdoor temperature into
subintervals, and it constructs the ambiguity set of the probability distribution of
the outdoor temperature taking into account the probabilistic information of his-
torical data within these subintervals. To compensate the effect of the deviation
between the actual outdoor temperature and the forecast one, the actual energy con-
sumption of HVAC is proposed to be adjusted in real time based on the scheduled
consumption and the forecast error. With the consideration of the ambiguity set of
the outdoor temperature, the energy consumption scheduling of HVAC is formu-
lated as a nonlinear problem with distributionally robust chance constraints. These
constraints are reformulated to be linear and the energy consumption scheduling of
HVAC is obtained through linear programming (LP). The proposed DROA based
on the probabilities of subintervals is compared with the DROA based on the mean
and the variance and the ROA. Simulation results demonstrate that the proposed
DROA helps reduce the electricity cost with approximate 10% of computation time
of the DROA based on the mean and the variance of the outdoor temperature. The
electricity cost is also reduced compared with the traditional ROA.
5.2 Problem formulation
In this section, the energy consumption scheduling of HVAC based on the pro-
posed DROA is formulated. Firstly, the uncertainty of the outdoor temperature is
modeled, and the distributionally robust chance constraints of the energy consump-
tion of HVAC are introduced. Then the complete optimization model of the energy
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consumption scheduling of HVAC with the consideration of the uncertainty of the
outdoor temperature is presented.
5.2.1 Model of the uncertainty of outdoor temperature
The weather forecast predicts an outdoor temperature but the actual temperature
may be different from that forecast. The proposed DROA partitions the maximum
interval of the outdoor temperature into nested subintervals as follows
U it = ft 2 R j lit  t  uitg; i = 1;    ;m
U1t      Umt
(5.2.1)
where t denotes the outdoor temperature at time slot t, Umt denotes its maximum
interval, and m denotes the number of temperature intervals. The lower and upper
bounds of subintervals are represented as
lm it = l
m
t + i  u
m
t  lmt
2m 1
um it = u
m
t   i  u
m
t  lmt
2m 1 ; i = 0; 1; 2;    ;m  1:
(5.2.2)
The example of temperature intervals with m = 3 is shown in Fig. 5.1. Form = 3,
the maximum interval is partitioned into 5 segments as shown in Fig. 5.1 and the
length of each segment is u
m
t  lmt
5
. The lower and upper bounds of U2t are the bounds
of the maximal interval with a segment added and deducted, respectively, and the
bounds of U1t are obtained as the same way. Based on the historical weather data,
the ambiguity set of the probability distribution of the outdoor temperature is con-
structed with the consideration of the maximum interval of the outdoor temperature
and the probabilistic information of subintervals
P1t =
(
Pt 2 P0t (Umt )
EPtftg = t
Ptft 2 U itg = pit; i = 1;    ;m
U1t      Umt ; pmt = 1
)
(5.2.3)
where t denotes the forecast temperature, and pit denotes the probability of t 2 U it
where its value is obtained from historical weather data. Pt denotes the probability
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Figure 5.1: Nested temperature intervals withm = 3
Table 5.1: Parameters of HVAC system
Parameter Units Description
C kWh/F Thermal capacity of HVAC
R F/kW Thermal resistance
 none Coefficient of performance of HVAC.
This value is positive for cooling and
negative for heating.
distribution of t and P0t (U
m
t ) denotes the set of all the probability distributions
supported on Umt . p
m
t = 1 can be achieved by adopting a large enough interval to
guarantee the outdoor temperature will be definitely located in this interval.
5.2.2 Distributionally robust chance constraints
To compensate the effect of the weather forecast error, the energy consumption
of HVAC is proposed to be adjusted in real time according to the deviation of the
actual outdoor temperature from the forecast one, and the energy consumption is
scheduled with the consideration of this adjustment through distributionally robust
chance constraints. Based on the model of HVAC system [45, 142], the indoor tem-
perature is
t = t 1   t
C R  (t 1   t 1 +  R  qt 1) (5.2.4)
where t denotes the indoor temperature at time slot t, qt 1 denotes the power of the
energy consumption of HVAC at time slot t 1 andt denotes the time period. Note
that qt 1 is with unit kW and it is the power of HVAC at time slot t   1 rather than
the energy consumption of HVAC. The energy consumption of HVAC is with unit
kWh and it is calculated as qt 1t. The parameters C;R and  of HVAC system are
summarized in Table 5.1 [142]. The indoor temperature will remain the same when
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the energy consumption of HVAC is adjusted in real time according to the forecast
error of the outdoor temperature
qt = q
ref
t +
1
 R  (t   t) (5.2.5a)
Ptfqt  0g  1  ";8Pt 2 P1t (5.2.5b)
Ptfqt  qmaxg  1  "; 8Pt 2 P1t (5.2.5c)
where qreft denotes the reference power of energy consumption, i.e. the energy con-
sumption schedule, which is proposed in advance. How the reference energy con-
sumption of HVAC is determined will be introduced in the next section. qmax denotes
the maximum power of HVAC. " denotes the probability of exceeding the limits of
power consumption of HVAC and the distributionally robust chance constraints Eqn.
(5.2.5b) and Eqn. (5.2.5c) show that both probabilities of the power consumption
satisfying the upper limit and the lower limit should be no smaller than 1  " for all
the probability distributions of the outdoor temperature in the ambiguity set P1t .
5.2.3 Complete optimization model
Based on the electricity price and the users’ predefined comfort zone for the
indoor temperature, the energy consumption of HVAC is scheduled aiming to mini-
mize the electricity cost with users’ satisfaction of the indoor temperature, which is
formulated as
min
qreft
Ef
TX
t=1
(et  qt t)g (5.2.6a)
qt = q
ref
t +
1
 R  (t   t) (5.2.6b)
t = t 1   t
C R  (t 1   t 1 +  R  qt 1) (5.2.6c)
min  t  max (5.2.6d)
Ptfqt  0g  1  ";8Pt 2 P1t (5.2.6e)
Ptfqt  qmaxg  1  ";8Pt 2 P1t (5.2.6f)
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where et denotes the electricity price at time slot t and T denotes the scheduling
horizon. min and max denote the lower bound and the upper bound of the comfort-
able temperature zone, respectively. The energy consumption is scheduled taking
into account the weather forecast error based on the nested intervals of the outdoor
temperature, and the effect of the weather forecast error is compensated through the
real-time adjustment of the energy consumption with the consideration of the dis-
tributionally robust chance constraints. For example, if the outdoor temperature is
higher than the forecast and the HVAC is working in the cooling mode, the HVAC
will consume more energy than the reference consumption and thus the room tem-
perature will not be affected by the forecast error and the effect of the forecast error
is compensated.
This energy consumption model can be applied in the HVAC system with only
on-off control action, i.e. the power of HVAC can be either qmax or 0. Firstly, the
power of HVAC’s energy consumption is obtained based on the proposed system
model and this power will last fort. Note that the effect of the energy consumption
on the indoor temperature is the same when the energy consumption of HVAC int
is the same. When the HVAC system with only on-off control action is adopted, the
time when HVAC is on can be adjusted to satisfy the same energy consumption in
t, i.e. the time when HVAC is on is qt t
qmax
.
5.3 Solution approach
In this section, the distributionally robust chance constraints Eqn. (5.2.6e) and
Eqn. (5.2.6f) are reformulated to be tractable and linear based on the theorem pro-
posed below, and then the energy consumption scheduling of HVAC based on the
proposed DROA can be solved through LP. In brief, the constraints Eqn. (5.2.6e)
and Eqn. (5.2.6f) are firstly replaced by two more strict constraints and these more
strict constraints are converted to linear constraints based on duality theory. The
more detailed reformulation of Eqn. (5.2.6e) and Eqn. (5.2.6f) is introduced as
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follows. For convenience, these two constraints are presented in a uniform form
Ptfat  t  btg  1  ";8Pt 2 P1t (5.3.1)
where at and bt for Eqn. (5.2.6e) and Eqn. (5.2.6f) are specified in Table 5.2. It has
been proved in [143] that
Pt-CVaR"(at  t   bt)  0) Ptfat  t  btg  1  "
Pt-CVaR"(at  t   bt)
= inf
2R

 +
1
"
EPtf(at  t   bt   )+g

(5.3.2)
where (x)+ = max(x; 0), and CVaR denotes conditional value at risk and it is in-
troduced based on the value at risk (VaR). VaR is a very popular risk measure in
finance and portfolio optimization, and it is defined as follows. Let f(x; ) be the
loss associated with the decision variable x and the random variable . For a given
", VaR is defined as the smallest loss such that the probability of loss above that
level is at most " [144], which is formulated as
V aR" , minf` 2 R : Pff(x; )  `g  1  "g for 0 < "  1 (5.3.3)
CVaR is defined as the mean of f(x; ) on the tail distribution exceeding VaR [144],
which is formulated as
CV aR" , E(f(x; )jf(x; )  V aR") (5.3.4)
The illustration of VaR and CVaR is shown in Fig. 5.2 and " is the cumulative
probability of the dash line area. According to Eqn. (5.3.2), constraint Eqn. (5.3.1)
is satisfied if
Pt-CVaR"(at  t   bt)  0; 8Pt 2 P1t : (5.3.5)
Theorem 1: When the ambiguity set P1t is constructed, the distributionally ro-
bust constraint Eqn. (5.3.5) is satisfied if and only if there exist y;  and i; i =
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Figure 5.2: Illustration of VaR and CVaR
Table 5.2: Expressions of at and bt
Constraint at bt
Eqn. (5.2.6e)   1
R q
ref
t   1R  t
Eqn. (5.2.6f) 1
R q
max
t   qreft + 1R  t
1;    ;m, such that
 +
1
"
 (t  y +
mX
i=1
i  pit)  0 (5.3.6a)
8i = 1;    ;m :
y  lit +
mX
j=i
j  0 (5.3.6b)
y  uit +
mX
j=i
j  0 (5.3.6c)
y  lit +
mX
j=i
j   (at  lit   bt   )  0 (5.3.6d)
y  uit +
mX
j=i
j   (at  uit   bt   )  0 (5.3.6e)
RESIDENTIAL DEMAND SIDE SCHEDULING Yuefang Du
5.3 Solution approach 104
Proof: First note that constraint Eqn. (5.3.5) is equivalent to
sup
Pt2P1t
inf
2R

 +
1
"
EPtf(at  t   bt   )+g

= inf
2R
(
 +
1
"
sup
Pt2P1t
EPtf(at  t   bt   )+g
)
 0 (5.3.7)
where the interchangeability of sup and inf is guaranteed by a stochastic saddle
point theorem [145]. To reformulate constraint Eqn. (5.3.7), the following worst-
case expectation needs to be evaluated
sup
Pt2P1t
EPtf(at  t   bt   )+g: (5.3.8)
Note that the probability distribution of the outdoor temperature is not known and
there are infinitely many possible distributions which form an ambiguity set. The
infinite dimensional linear optimization problem Eqn. (5.3.8) is equivalent to
sup
Pt2P0t (Umt )
Z
Umt
(at  t   bt   )+Pt(dt) (5.3.9a)
s.t.
Z
Umt
tPt(dt) = t (5.3.9b)Z
Umt
IU itPt(dt) = p
i
t; i = 1;    ;m (5.3.9c)
where IU it = 1 when t 2 U it , otherwise IU it = 0. By introducing dual variables y
and i, Eqn. (5.3.9) is reformulated as
inf
y;
t  y +
mX
i=1
i  pit (5.3.10a)
s.t. y 2 R; i 2 R; i = 1;    ;m (5.3.10b)
inf
t2Umt
(
y  t +
mX
i=1
i  IU it   (at  t   bt   )+
)
 0: (5.3.10c)
Now the problem has been reformulated to a finite dimensional optimization prob-
lem. Since Umt can be partitioned into m mutually disjoint sets R
1
t = U
1
t , R
i
t =
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U it n U i 1t , i = 2;    ;m, Eqn. (5.3.10c) is equivalent to
inf
t2Rit
(
y  t +
mX
j=i
j   (at  t   bt   )+
)
 0;
8i = 1;    ;m (5.3.11)
which can be further equivalently converted to
inf
t2U it
(
y  t +
mX
j=i
j   (at  t   bt   )+
)
 0;
8i = 1;    ;m (5.3.12)
considering that U it  Rit, and that the infimum of Eqn. (5.3.12) is attained on the
boundary of U it and R
i
t contains the boundary of U
i
t . Constraint Eqn. (5.3.12) is
satisfied if and only if 8i = 1;    ;m,
y  lit +
mX
j=i
j  0 (5.3.13a)
y  uit +
mX
j=i
j  0 (5.3.13b)
y  lit +
mX
j=i
j   (at  lit   bt   )  0 (5.3.13c)
y  uit +
mX
j=i
j   (at  uit   bt   )  0 (5.3.13d)
By substituting Eqn. (5.3.10) into Eqn. (5.3.7) together with Eqn. (5.3.13), the
proposed theorem is proved.
The CVaR approximation is the first step of our method and our main contri-
bution focuses on the reformulation of the constraint after the CVaR approxima-
tion. In this reformulation, it is noted that the probability distribution of the outdoor
temperature is unknown and there are infinitely many possible distributions which
form an ambiguity set, and we propose a method which immunizes the solution of
the problem against all possible distributions after the CVaR approximation. Since
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the constraint Eqn. (5.3.5) is more conservative than the distributionally chance
constraint Eqn. (5.3.1), the electricity cost will be higher after the CVaR approx-
imation. Although the CVaR constraint brings conservatism when approximating
Eqn. (5.3.1), it is superior to the original constraint from other aspects. Firstly, as
shown in Theorem 1, the distributionally robust CVaR constraint admits a tractable
linear reformulation. Secondly, the CVaR constraint imposes higher penalties on
larger constraint violations [146]. Therefore, the CVaR constraint confines both the
probability and the severity of constraint violations.
5.4 Simulation results
This section presents the simulation results to verify the effectiveness of the
proposed DROA in the scheduling of HVAC’s energy consumption. The parame-
ters of HVAC system C;R and  are assumed to be 0.33 kWh/F, 13.5 F/kW and
2.2, respectively [59,142]. The maximum power of HVAC is assumed to be 1.75 k-
W [142] and the scheduling intervalt is 30minutes [45]. The energy consumption
is scheduled 12 hours ahead with T = 24. The electricity price based on the time of
use, as shown in Table 5.3, is adopted from the Austin Energy Company [147]. The
outdoor temperature in Austin from 12 pm August 6th 2013 to 12pm August 9th
2013 is assumed to be the forecast outdoor temperature [148]. Based on the normal
distribution with the forecast temperature as the mean and 2.5 F as the standard de-
viation [59], 10,000 samples are taken to simulate the historical data and to construct
the ambiguity set P1t . It is noted that the DROA does not require the probability dis-
tribution of the outdoor temperature and the normal distribution is used to generate
historical data. In practice, the forecast and the actual temperature values are both
recorded as the historical data and P1t is constructed based on these historical weath-
er data. All the simulations are implemented in MATLAB with YALMIP [149] as
the modelling tool and SeDuMi [150] as the solver running on an Intel Core-i3 3.3-
GHz personal computer with 8 GB RAM. YALMIP provides a simple language to
build the model of optimization problems and effectively interfaces external solvers
to solve these optimization problems [149]. SeDuMi is a comprehensive solver to
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Table 5.3: Time of use electricity prices
Time 12am-2am 2am-6am 6am-10am 10am-12pm
Price($/kWh) 0.00493 0.00493 0.05040 0.05040
Time 12pm-2pm 2pm-8pm 8pm-10pm 10pm-12am
Price($/kWh) 0.05040 0.09761 0.05040 0.00493
tackle linear programming, semidefinite programming and quadratic programming
problems [150].
For convenience, the proposed DROA together with other two methods are listed
and referred to as M1-M3 as shown below. Firstly, the proposed DROA is compared
with the other two methods in the electricity cost, the users’ comfort and the compu-
tation time. Then the impacts of m; " and the comfortable temperature zone on the
performance of the proposed DROA are investigated, respectively. Furthermore, the
proposed DROA is extended to take into account the uncertainty of the electricity
price, the effect of users’ activities on the indoor temperature and the deviation of
users’ preferred temperature.
 M1: Based on the proposed DROA considering the probabilistic information
of subintervals of the outdoor temperature, the problem of energy consump-
tion scheduling is reformulated to be LP through the proposed Theorem 1.
 M2: The energy consumption is scheduled based on the DROA considering
the mean and the variance of historical data, which is formulated as the same
as Eqn. (5.2.6) except that the ambiguity set P1t is replaced by
P2t =
(
Pt 2 P0t (Umt )
EPtftg = t
Ptft 2 Umt g = 1;
EPtf(t   t)2g = 2t
)
(5.4.1)
where 2t denotes the variance of the outdoor temperature obtained from his-
torical weather data. Then the problem of energy consumption scheduling is
reformulated to be SDP based on the theorem below.
Theorem 2 [151]: When the ambiguity set P2t is constructed, the distribu-
tionally robust constraint Eqn. (5.3.5) is satisfied if and only if there exist
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y; ; h; ; 0 and 1, such that
 +
1
"
 (h+ t  y +   2t +   2t )  0 (5.4.2a)
0  0; 1  0 (5.4.2b)
M+ 0 W  0 (5.4.2c)
M+ 1 W  H  0 (5.4.2d)
M =
"
 y
2
y
2
h
#
;W =
"
1   lmt +umt
2
  lmt +umt
2
lmt  umt
#
(5.4.2e)
H =
"
0 at
2
at
2
 bt   
#
(5.4.2f)
Proof: The first two steps of the reformulation are the same as Eqn. (5.3.7)
and Eqn. (5.3.8) except that P1t is replaced by P
2
t . Eqn. (5.3.8) with Pt 2 P2t
is equivalent to
sup
Pt2P0t (Umt )
Z
Umt
(at  t   bt   )+Pt(dt) (5.4.3a)
s.t.
Z
Umt
tPt(dt) = t (5.4.3b)Z
Umt
Pt(dt) = 1 (5.4.3c)Z
Umt
(t   t)2Pt(dt) = 2t (5.4.3d)
Through Theorem 3.7 in [151] with dual variables y; h and  introduced,
Theorem 2 is proved.
Note that M2 based on the mean and the variance of the outdoor temperature
reformulates the problem to be SDP, which is more computationally expensive
than LP based on the proposed M1.
 M3: The energy consumption is scheduled based on the ROA, which is for-
mulated as the same as Eqn. (5.2.6) except that constraints Eqn. (5.2.6e) and
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Eqn. (5.2.6f) are replaced by conventional robust constraints
qt  0;8t 2 Umt (5.4.4a)
qt  qmax;8t 2 Umt : (5.4.4b)
Compared with M1 and M2, M3 is most conservative as it requires the con-
straints be certainly satisfied within the maximum interval of the outdoor tem-
perature. The computation burden of M3 is the smallest as the constraints
(5.4.4a) and (5.4.4b) are linear and they are equivalent to 4 constraints which
require that the energy consumption is within the lower and upper limits at the
bounds of Umt .
Note that the reference energy consumption is proposed taking into account the
weather forecast error and that the actual energy consumption will be adjusted in
real time based on the reference energy consumption and the weather forecast error
as shown in Eqn. (5.2.5a). The actual energy consumption is set to be qmax and
0 under the circumstances where the adjusted energy consumption exceeds these
two values, respectively. Eqn. (5.2.5a) shows that the actual energy consumption
of HVAC is obtained with a certain value added or reduced on the basis of the
reference energy consumption. The added value or reduced value is proportional
to the forecast error of the outdoor temperature. When the forecast error is big,
the adjusted energy consumption may exceed the energy consumption limits. If
the adjusted energy consumption exceeds the upper limit qmax, the actual energy
consumption is set to be qmax. If the adjusted energy consumption is less than 0, the
actual energy consumption is set to be 0.
5.4.1 Performance of the solution approach
In this section, the proposed DROA is compared with the other twomethods with
m = 15; " = 0:005, [60 F, 70 F] as the comfortable temperature zone [57, 58]
and 70 F as the starting indoor temperature. Firstly, the simulation results in a
scheduling cycle from 12 pm to 12 am on August 6th 2013 are demonstrated, then
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the simulation results in consecutive cycles from 12 pm August 6th 2013 to 12pm
August 9th 2013 are presented.
In a scheduling cycle
The energy consumption schedule and the performances of this energy con-
sumption schedule under one test sample of the outdoor temperature and 10,000
test samples are presented.
 Energy consumption schedule:
Figs. 5.3-5.5 show the energy consumption schedule and the indoor tempera-
ture based on M1, M2 and M3, respectively. From 1pm to 3pm, it can be seen
from Figs. 5.3-5.5 that the energy consumption of HVAC is largely scheduled
in periods with low electricity price to pre-cool the indoor temperature. Then
the energy consumption can be saved in periods with high electricity price.
Fig. 5.6 compares the energy consumption schedules of the three methods
and the dash line presents the maximum power consumption of HVAC qmax.
Fig. 5.6 shows that M3 considers the maximum error of the weather forecast
and its maximum and minimum energy consumptions are far from qmax and
0, respectively. It can be seen from Fig. 5.6 that M3 is the most conservative
and M1 is less conservative than M2.
 Test with a sample of the outdoor temperature:
Based on the normal distribution with the forecast temperature as the mean
and 2.5 F as the standard deviation, a sample of the outdoor temperature,
as shown in Fig. 5.7, is taken to test the energy consumption schedules in
Fig. 5.6. Fig. 5.8 and Fig. 5.9 show the adjusted energy consumption and
the indoor temperature under this test outdoor temperature based on the three
methods, respectively. The adjusted energy consumption is obtained based on
Eqn. (5.2.5a). The actual energy consumption is set to be qmax and 0 under
the circumstances where the adjusted energy consumption exceeds these two
values, respectively. As shown in Fig. 5.8, the adjusted energy consumption
is within the limits for all the methods, thus the actual energy consumption
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Figure 5.3: Energy consumption schedule and indoor temperature based on M1
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Figure 5.4: Energy consumption schedule and indoor temperature based on M2
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Figure 5.5: Energy consumption schedule and indoor temperature based on M3
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Figure 5.6: Energy consumption schedules based on M1, M2 and M3
equals to the adjusted energy consumption. The electricity costs of the actual
energy consumption are $0.809, $0.811 and $0.815 for M1-M3, respectively,
and the electricity cost of M1 is reduced compared with M2 and M3. Fig.
5.9 shows that the actual indoor temperature is following the reference indoor
temperature based on M1, M2 and M3 and the indoor temperature is within
the comfortable temperature zone. The reference indoor temperature is the
indoor temperature that is obtained with the reference energy consumption
12 hours ahead. Based on M1, M2 and M3, the weather forecast error is
considered in the scheduling process and its effect on the indoor temperature
is compensated through the real-time adjustment of the energy consumption,
and the electricity cost of the proposed M1 is the smallest.
 Test with 10,000 samples of the outdoor temperature:
Based on the normal distribution with the forecast temperature as the mean
and 2.5 F as the standard deviation, 10,000 samples of the outdoor temper-
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Figure 5.7: The outdoor temperature
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Figure 5.8: The adjusted energy consumption
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Figure 5.9: The indoor temperature
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Table 5.4: Performances of the three methods in a scheduling cycle
Method Cost ($) Num VioTem VioTem (F) Time (s)
M1 0.794 17 0.1405 0.5110
M2 0.796 0 0 5.7651
M3 0.799 0 0 0.1494
ature are taken to test the three methods. Note that 10,000 samples are used
as historical data to construct the ambiguity set and the new 10,000 samples
are taken for testing. It is remarkable that the DROA does not require the
prior knowledge about the distribution of the outdoor temperature, and the
probability information in the ambiguity set is extracted from historical data.
Any probability distribution can be used to test the DROA only if the data
employed in the ambiguity set construction and the performance evaluation is
sampled from the same distribution. The average electricity cost of the actual
energy consumption (Cost), the number and the maximum of violations from
the comfortable temperature zone (Num VioTem and VioTem), and the com-
putation time (Time) are compared in Table 5.4 for the three methods. It can
be seen from Table 5.4 that the indoor temperature is always within the com-
fortable zone for M3 while M3 pays the highest electricity cost. In the com-
parison with M2, it is noted that the proposed M1 approximately takes 10%
of the computation time to obtain the optimal energy consumption schedule
of HVAC and the electricity cost of M1 is also less. The computation time
is 0:5110 seconds for M1 and it is 5:7651 seconds for M2. With the proba-
bilistic information of subintervals taken into account and the reformulation
of the problem as LP, the proposed M1 helps reduce the electricity cost with
less computation time compared with M2 based on the mean and the variance
of historical weather data and the reformulation of the problem as SDP.
The energy consumption schedule in each time slot of the scheduling horizon
T is tested with 10,000 samples of outdoor temperature, and the numbers of
situations where the adjusted energy consumption violates the lower and up-
per limits of the energy consumption of HVAC can be obtained for each time
slot as well as the probabilities of these situations. Table 5.5 shows the maxi-
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Table 5.5: Violations of energy consumption limits
Method M1 M2
Num VioEneL 5 0
Prob VioEneL 0.0005 0
Num VioEneH 6 0
Prob VioEneH 0.0006 0
mum number of situations (Num VioEneL and Num VioEneH) where the ad-
justed energy consumption violates the lower and upper limits of the energy
consumption of HVAC within T = 24 for M1 and M2. The probabilities of
deviations of the lower and upper limits (Prob VioEneL and Prob VioEneH)
are calculated by Num VioEneL/10000 and Num VioEneH/10000, respective-
ly. The probabilities are all less than " = 0:005, which shows that the distribu-
tionally robust chance constraints Eqn. (5.2.6e) and Eqn. (5.2.6f) are satisfied
based on M1 and M2 for all the time slots in the scheduling horizon since the
values in Table 5.5 are the maximum probabilities of deviations.
In consecutive scheduling cycles
The performance of the proposed DROA is tested under consecutive cycles from
12 pm August 6th 2013 to 12pm August 9th 2013 (6 scheduling cycles with 12
hours in each cycle) with 70 F as the starting indoor temperature, and the indoor
end temperature of the previous cycle will be the indoor starting temperature of the
next cycle. The simulation results are shown in Table 5.6. It can be seen from Table
5.6 that the electricity cost is reduced through the proposed M1 and the computation
time of M1 is largely decreased compared with M2.
5.4.2 The solution approach with different parameters
In this section, the impacts ofm; " and the comfortable temperature zone on the
performance of the proposed DROA are investigated, respectively, in the scheduling
cycle from 12 pm to 12 am on August 6th 2013.
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Table 5.6: Performances of the three methods in consecutive scheduling cycles
Cycle Method Cost ($) Num VioTem VioTem (F)
M1 0.794 17 0.1405
1 M2 0.796 0 0
M3 0.799 0 0
M1 0.140 8 0.0650
2 M2 0.153 0 0
M3 0.159 0 0
M1 0.802 9 0.6306
3 M2 0.803 4 0.0656
M3 0.808 0 0
M1 0.135 9 0.1631
4 M2 0.146 0 0
M3 0.156 0 0
M1 0.806 3 0.5775
5 M2 0.812 0 0
M3 0.812 0 0
M1 0.121 17 0.2514
6 M2 0.128 0 0
M3 0.149 0 0
Cycle Method Prob VioEneL Prob VioEneH Time (s)
M1 0.0005 0.0006 0.5110
1 M2 0 0 5.7651
M3 0 0 0.1494
M1 0.0006 0.0007 0.4586
2 M2 0 0 9.8003
M3 0 0 0.1433
M1 0.0004 0.0009 0.3636
3 M2 0.0001 0.0004 4.5839
M3 0 0 0.2590
M1 0.0005 0.0007 0.4945
4 M2 0 0 7.3025
M3 0 0 0.0977
M1 0.0005 0.0003 0.3278
5 M2 0 0 7.5653
M3 0 0 0.1411
M1 0.0007 0.0010 0.4658
6 M2 0.0001 0 6.6144
M3 0 0 0.1499
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Table 5.7: Performances of M1 with differentm
m Cost ($) Num VioTem VioTem (F)
2 0.799 0 0
3 0.795 2 0.0782
4 0.795 6 0.0955
5 0.794 3 0.1433
10 0.794 7 0.3141
15 0.794 17 0.1405
20 0.793 8 0.5678
25 0.793 28 0.1419
m Prob VioEneL Prob VioEneH Time (s)
2 0 0 0.1132
3 0.0001 0.0002 0.1860
4 0.0001 0.0004 0.2282
5 0.0002 0.0001 0.2823
10 0.0001 0.0007 0.3141
15 0.0005 0.0006 0.5110
20 0.0010 0.0008 0.5658
25 0.0006 0.0009 0.5897
With differentm
M1 with different m is tested with 10,000 samples of the outdoor temperature
under the condition of " = 0:005 and [60 F, 70 F] as the comfortable tempera-
ture zone. The performances of M1 with different m are compared in Table 5.7. It
can be seen from Table 5.7 that the indoor temperature is mostly within the com-
fortable zone. With the increase of m, i.e. with more probabilistic information of
the outdoor temperature taken into account, the electricity cost is decreasing and
the computation time is increasing. Though the difference of the electricity cost is
small, the reduce of the electricity cost with the increase ofm is in accordance with
the analysis that with more information of the uncertainty, a better decision can be
made.
With different "
M1 with different " is tested with 10,000 samples of the outdoor temperature
under the condition of m = 15 and [60 F, 70 F] as the comfortable temperature
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Table 5.8: Performances of M1 with different "
" Cost ($) Num VioTem VioTem (F)
0.005 0.794 17 0.1405
0.020 0.792 28 0.5704
0.040 0.792 48 0.9417
0.060 0.792 87 0.9033
0.080 0.790 102 1.0342
" Prob VioEneL Prob VioEneH Time (s)
0.005 0.0005 0.0006 0.5110
0.020 0.0021 0.0028 0.4095
0.040 0.0034 0.0048 0.2490
0.060 0.0073 0.0087 0.2109
0.080 0.0094 0.0102 0.2111
Table 5.9: Performances of M1 with different comfortable temperature zones
Temperature Zone (F) Cost ($) Num VioTem VioTem (F)
[60-70] 0.794 17 0.1405
[62-70] 0.794 13 0.4901
[65-70] 0.794 23 0.1389
[68-70] 0.801 5 0.0457
Temperature Zone (F) Prob VioEneL Prob VioEneH Time (s)
[60-70] 0.0005 0.0006 0.5110
[62-70] 0.0002 0.0009 0.4985
[65-70] 0.0006 0.0011 0.5576
[68-70] 0 0.0005 0.3451
zone. The performances of M1 with different " are compared in Table 5.8. It can be
seen from Table 5.8 that with the increase of ", the electricity cost is decreasing and
the probability of the violation of the comfortable temperature zone is increasing.
With different comfortable temperature zone
M1 with different comfortable temperature zones is tested with 10,000 samples
of the outdoor temperature under the condition of m = 15 and " = 0:005. The
performances of M1 with different comfortable temperature zones are compared in
Table 5.9. It can be seen from Table 5.9 that the electricity cost increases when the
comfortable temperature zone is narrowed.
With the consideration of the cost, the number of violations of the comfortable
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temperature zone and the computation time, genetic algorithm (GA) can be used to
find the optimal combination of m; " and the comfortable temperature zone. GA
mimics the process of natural selection. After evaluating the fitness of each individ-
ual in a generation, selecting individuals with high fitness, crossover and mutation, a
new generation with better fitness is obtained, and the above process cycles until the
individual with a satisfactory fitness is found [47]. To find the optimal combination
of parameters, a random combination ofm; " and the comfortable temperature zone
indicates an individual of the GA, and the sum of the cost, the number of violations
and the computation time with their corresponding importance factors indicates the
fitness of the GA, i.e. w1 Cost+w2 Num VioTem+w3 Time is the objective func-
tion of the GA, where w1; w2 and w3 are the importance factors. Withm between 5
and 25, " between 0.005 and 0.080, the lower limit of the comfortable temperature
zone between 60F and 68F, and the upper limit of the comfortable temperature
zone with the fixed 70F, m = 8; " = 0:013 and 67.5F as the lower limit of the
temperature zone is the optimal combination of parameters obtained through the
GA for the situation where the cost, the number of violations divided by 100 and
the computation time are with the same importance. The number of violations is
divided by 100 due to the magnitude difference among the number of violations, the
cost and the computation time. The Cost, Num VioTem, VioTem, Prob VioEneL,
Prob VioEneH and Time are $0.799, 9, 0.1554F, 0, 0.0009 and 0.1336s, respective-
ly, for the optimal combination of parameters.
5.4.3 The extension of the solution approach
In this section, the proposed DROA is extended to take into account the uncer-
tainty of the electricity price, the effect of users’ activities on the indoor temperature
and the deviation of users’ preferred temperature. All the simulations are conducted
in the scheduling cycle from 12 pm to 12 am on August 6th 2013.
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Considering the uncertainty of the electricity price
The uncertainty of the electricity price is taken into account through the Monte
Carlo method with its probability distribution known, which is formulated as the
same as Eqn. (5.2.6) except that the objective function is changed to
min
qreft
Ef 1
Se
SeX
se=1
TX
t=1
(et  qt t)g (5.4.5)
where se and Se represent the index of scenario of the electricity price and the total
number of scenarios, respectively.
The proposed DROA with m = 15; " = 0:005 and [60 F, 70 F] as the com-
fortable temperature zone is tested under 10,000 samples of the outdoor temperature
and the electricity price. The uncertainty of the electricity price is considered based
on the norm distribution with the TOUP as the mean and 0.0003 $/kWh as the s-
tandard deviation. The Cost, Num VioTem, VioTem, Prob VioEneL, Prob VioEneH
and Time are $0.793, 22, 0.1873F, 0.0004, 0.0008 and 0.4064s, respectively.
Considering the effect of users’ activities
The effect of users’ activities on the indoor temperature as well as the uncer-
tainty of the outdoor temperature is taken into account in the energy consumption
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scheduling of HVAC, which is formulated as
min
qreft
Ef
TX
t=1
(et  qt t)g (5.4.6a)
qt = q
ref
t +
1
 R  (t   t) +
C
 t  ('t   t) (5.4.6b)
t = t 1   t
C R  (t 1   t 1 +  R  qt 1) + 't 1 (5.4.6c)
min  t  max (5.4.6d)
Ptfqt  0g  1  ";8Pt 2 P3t (5.4.6e)
Ptfqt  qmaxg  1  ";8Pt 2 P3t (5.4.6f)
P3t =
(
Pt 2 P0t (Bmt )
EPtf!tg = t
!t = (t; 't)
T;t = (t; t)
T
Ptf!t 2 Bitg = pit; i = 1;    ;m
Bit = f!t 2 R2j
lit  t  uit
'mint  't  'maxt g
B1t      Bmt ; pmt = 1
)
(5.4.6g)
where 't 1 is the effect of users’ activities during t  1 time slot on the indoor tem-
perature, and t is the forecast effect of users’ activities. Eqn. (5.4.6b) is obtained
based on t 1  tCR (t 1 t 1+ R qreft 1)+t 1 = t 1  tCR (t 1 t 1+ 
R qt 1)+'t 1, therefore the forecast errors of both the outdoor temperature and the
effect of users’ activities are compensated. Taking into account two uncertainties,
the uniform form of distributionally robust chance constraints is changed to
Pt-CVaR"(aTt!t  ct)  0; 8Pt 2 P3t (5.4.7)
where at = (  1R ;  C t)T; ct = qreft   1R  t   C t  t for Eqn. (5.4.6e) and
at = (
1
R ;
C
 t)
T; ct = q
max
t   qreft + 1R t+ Ct t for Eqn. (5.4.6f). Eqn. (5.4.7)
is reformulated to be linear based on the theorem below and the proof is similar to
the proof of Theorem 1.
Theorem 3: When the ambiguity set P3t is constructed, the distributionally ro-
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bust constraint Eqn. (5.4.7) is satisfied if and only if there exist y 2 R2,  2 R, and
i 2 R; i = 1;    ;m, such that
 +
1
"
 (Tt y +
mX
i=1
i  pit)  0 (5.4.8a)
8i = 1;    ;m :
(lit; '
min
t )y +
mX
j=i
j  0 (5.4.8b)
(lit; '
max
t )y +
mX
j=i
j  0 (5.4.8c)
(uit; '
min
t )y +
mX
j=i
j  0 (5.4.8d)
(uit; '
max
t )y +
mX
j=i
j  0 (5.4.8e)
(lit; '
min
t )y +
mX
j=i
j   ((lit; 'mint )at   ct   )  0 (5.4.8f)
(lit; '
max
t )y +
mX
j=i
j   ((lit; 'maxt )at   ct   )  0 (5.4.8g)
(uit; '
min
t )y +
mX
j=i
j   ((uit; 'mint )at   ct   )  0 (5.4.8h)
(uit; '
max
t )y +
mX
j=i
j   ((uit; 'maxt )at   ct   )  0 (5.4.8i)
The proposed DROA withm = 15; " = 0:005 and [60 F, 70 F] as the comfort-
able temperature zone is tested under 10,000 samples of the outdoor temperature
and the effect of users’ activities. The effect of users’ activities is sampled based
on the norm distribution between 'min and 'max. 'min and 'max are assumed to be
[0.5, 0.5, 0.4, 0.4, 0, 0, 0, 0, 0.3, 0.3, 0.6, 0.6, 0.8, 0.8, 0.8, 0.8, 0, 0, 0, 0, 0, 0,
0, 0] and [1.3, 1.3, 0.8, 0.8, 0.4, 0.4, 0.2, 0.2, 0.5, 0.5, 1, 1, 1.2, 1.2, 1, 1, 0.6,
0.6, 0.2, 0.2, 0.2, 0.2, 0.2, 0.2] in the scheduling horizon. The Cost, Num VioTem,
VioTem, Prob VioEneL, Prob VioEneH and Time are $0.931, 1, 0.0200F, 0, 0.0001
and 0.9070s, respectively. With the consideration of the effect of users’ activities on
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the indoor temperature and the uncertainty of outdoor temperature, the room tem-
perature remains in users’ comfortable zone with the expectation of electricity cost
minimized. Though two dimensional uncertainties are considered, the distribution-
ally robust chance constraints are transferred to linear constraints as well and the
computation time is not much increased.
Considering the deviation of users’ preferred temperature
Users may not only require the indoor temperature within the comfortable tem-
perature zone but also have their preferred indoor temperature. The deviation of
the indoor temperature from the preferred temperature is taken into account in the
energy consumption scheduling of HVAC, which is formulated as the same as Eqn.
(5.2.6) except that the objective function is changed to
min
qreft
Ef
TX
t=1
et  qt t+   (t   best)2g (5.4.9)
where  penalizes the deviation of the preferred indoor temperature and best denotes
users’ preferred temperature.
The proposed DROA withm = 15; " = 0:005, [60 F, 70 F] as the comfortable
temperature zone and best = 65 F is tested under 10,000 samples of the outdoor
temperature. The Cost, Num VioTem, VioTem, Prob VioEneL, Prob VioEneH and
Time are $0.925, 0, 0, 0.0008, 0.0011 and 0.7458s, respectively. Compared with the
situation where the problem is formulated as Eqn. (5.2.6) with the same m; " and
the comfortable temperature zone, the electricity cost is increased as users’ preferred
temperature is taken into account and this temperature is lower than the upper limit
of the comfortable temperature zone. When there is no preferred temperature, the
room temperature can reach the upper limit to save the electricity cost.
5.5 Conclusions
In this chapter, the DROA based on the probabilistic information of subintervals
of the outdoor temperature is proposed to schedule the energy consumption of H-
RESIDENTIAL DEMAND SIDE SCHEDULING Yuefang Du
5.5 Conclusions 128
VAC. The simulation results have demonstrated that the proposed DROA reduces
the electricity cost compared with the ROA, and that it reduces the electricity cost
with approximate 10% of computation time of the DROA based on the mean and
the variance of the outdoor temperature. By increasing the number of temperature
subintervals, i.e. by taking into account more information about the uncertainty of
the outdoor temperature, the electricity cost of the proposed DROA is decreased.
The proposed DROA has proved effective in the energy consumption scheduling of
HVAC with the consideration of the uncertainty of the outdoor temperature.
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Chapter 6
Conclusions and future research
6.1 Conclusions
Demand response (DR) plays an important role in smart grid to meet the balanc-
ing between the supply and the demand and it helps improve the reliability of power
grid and the penetration of renewable energy sources (RESs). The energy consump-
tion of residential users is one of the major parts of DR, and residential users usu-
ally participate in DR through the residential demand side scheduling (RDSS) in
response to the electricity price information. To further improve the performance of
the RDSS, this thesis deals with the energy consumption scheduling of residential
users considering appliances’ operational safety and uncertainties of manually op-
erated appliances (MOAs) and the outdoor temperature. The main conclusions are
listed as follows.
Chapter 3 considers the operational safety of home appliances as a new objective
in the RDSS together with objectives of the electricity cost and the operational delay.
The operational safety of appliances is of great concern to users especially when the
appliances are in operation without users’ monitoring, e.g. in periods when users
are not at home or when they are asleep. Based on whether users are at home and
awake to monitor the appliances’ operations, the operational safety of appliances is
taken into account. The approach of finding the Pareto-optimal front is adopted to
solve the multi-objective RDSS and it is compared with the Weight approach and
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the Constraint approach. Compared with the Weight approach, the Pareto approach
clearly presents the relationships between the operational safety and the other two
objectives, and compared with the Constraint approach, the solutions of the Pareto
approach are better with solutions those dominate the solutions of the Constraint
approach, i.e. there exist solutions of the Pareto approach with values of all ob-
jectives better than solutions of the Constraint approach. Simulation results have
demonstrated the operational safety is improved with the sacrifice of the electricity
cost and the operational delay, and that the Pareto approach is effective in present-
ing comprehensive optimal solutions of the multi-objective RDSS with relationships
among objectives presented.
Chapter 4 takes into account the uncertainty of MOAs’ energy consumption in
the RDSS through the robust optimization approach (ROA) as the uncertainty of
MOAs affects the electricity cost and the probabilistic information of MOAs’ un-
certainty is not easily obtained. The ROA is compared with the approach without
considering the MOAs’ energy consumption and the approach considering MOAs
with a fixed energy consumption. Simulation results have verified that the ROA ef-
fectively avoids the risk of a high electricity cost caused by the MOAs’ uncertainty
and reduces the electricity cost of home appliances compared with the other two
approaches.
Chapter 5 considers the uncertainty of the outdoor temperature in the RDSS
of the heating, ventilation and air conditioning (HVAC) system through the distri-
butionally robust optimization approach (DROA). The uncertainty of the outdoor
temperature should be taken into account as it affects the electricity cost and users’
temperature comfort. The proposed DROA constructs the ambiguity set of the out-
door temperature’s probability distribution based on the probabilistic information
of its subintervals, and the RDSS of HVAC is formulated as a nonlinear problem
with distributionally robust chance constraints. These constraints are reformulated
to be linear and the energy scheduling problem is solved through linear program-
ming. The simulation results have proved that the proposed DROA reduces the
electricity cost with users’ comfortable temperature zone satisfied. Compared with
the DROA based on the mean and the variance of the outdoor temperature, the pro-
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posed DROA reduces the electricity cost with approximate 10% of the computation
time. The electricity cost of the proposed DROA is also reduced in the comparison
with the ROA.
6.2 Future research
Based on the work of this thesis, the following perspectives can be explored.
 RDSS with users’ requirements learned: In the system model of RDSS of
this thesis, users are required to input the requirements for the operations of
appliances, e.g. the operation time interval and the operation length [152]. To
improve users’ convenience, a method of learning users’ requirements is to
be investigated including how to get the original data of users’ requirements,
how to learn users’ requirements from the original data and how to judge the
learned results [128].
 The effect of RDSS on power system: This thesis schedules the energy con-
sumption of residential users in response to electricity price [153]. Though
users can get benefit from the RDSS, the effect of RDSS on the power system
is not investigated. There are several issues to be further studied.
Firstly, it may cause new peak demand if all users respond to the same elec-
tricity price [47]. How to make the decision of electricity price with the con-
sideration of its impact on users’ energy consumption can be further studied,
or a method of scheduling a number of users’ energy consumption to avoid
the possible new peak demand should be proposed. Secondly, the methods
of reducing the operation cost of the whole power system through the RDSS
of a number of users can be explored in future, for example, the method of
shaping the aggregate profile of energy consumption of users and the method
of providing the reserve service [25]. Thirdly, how to allocate the energy
consumption of each user based on the aggregate profile of energy consump-
tion and how to make users cooperate well is another issue to be investigated.
To achieve the desired properties of the aggregate profile, the cooperation of
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users’ energy consumption scheduling has been studied through game theo-
ry in [55, 154] without the consideration of uncertainties in each individual
house. The cooperation of users taking into account the uncertainties, e.g. the
uncertainty of MOAs, can be studied in future through methods including but
not limited to game theory.
 RDSS with the consideration of renewable energy: Renewable energy is an
important part of smart grid for its ability of reducing the emissions of green-
house gases [4] and it is not considered in this thesis. Renewable energy can
be taken into account in users’ houses and in the power system with the con-
sideration of RDSS of a number of users [38], corresponding to the viewpoints
of residential users and the power system operator, respectively.
With the apparatuses of RESs installed in users’ houses, the model of the
RDSS in this thesis can be extended. The energy consumption of SAs in-
cluding HVAC can be scheduled in periods when there is renewable energy
to help users to reduce the electricity cost. There are still many issues to be
solved with the consideration of renewable energy in users’ houses. The un-
certainty of renewable energy can be studied in the RDSS together with the
uncertainties of MOAs [152] and the outdoor temperature [155]. There may
also be conflict between the usage of renewable energy and users’ concerns.
For example, the integration of solar energy in the RDSSmay conflict with the
operational safety of appliances that has been considered in this thesis [153].
To improve the operational safety, the energy consumption of home appli-
ances is scheduled in periods when users are at home. However, the solar
energy distributes in daytime when users are likely not at home. A method of
dealing with this conflict can be investigated.
With the consideration of renewable energy and RDSS of a number of user-
s in the power system, the method of scheduling the energy consumption to
maximize the usage of renewable energy is to be investigated. There exist
uncertainties in renewable energy and RDSS and the method of tackling these
uncertainties can be studied. The proposed method of scheduling energy con-
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sumption of HVAC in chapter 5 can be investigated to deal with the uncertain-
ties of renewable energy and RDSS, i.e. the energy consumption is scheduled
based on the forecast values of uncertainties and is adjusted in real time based
on the actual values of uncertainties.
 RDSS with the consideration of batteries and other energy sources: This the-
sis schedules the energy consumption of home appliances without the con-
sideration of batteries and other energy sources. The co-optimization of the
RDSS, batteries and multiple energy sources brings more benefit to users as
well as the whole energy system and it can be explored in future. It can be
studied that how to make the best use of batteries which can storage ener-
gy when the electricity price is low and can provide energy when the price
is high. The cooperation of batteries of a number of users can be studied to
provide the reserve service and to reduce the operation cost of power system.
The microcombined heat and power system is an energy-efficient technology
that simultaneously provides heat and electricity to households [156]. How
to make an optimal scheduling of the mircocombined heat and power system
and residential energy consumption can be investigated.
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