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INTRODUCTION 
At the appearance of this bibliography we want to thank warmly all those who have helped 
compiling this edition by sending us titles of publications, preprints, reprints and other re- 
levant information. Especially Cheong C. Kong and Jos H.A. de Smit have contributed at an 
early stage. 
All publications by the same author have been arranged by the year of publication. This will 
be convenient if in the future we should decide to publish a supplement to this bibliography. 
The present version contains about 600 papers written by some 300 authors. 
We have indicated to the best of our kwowledge where a publication has been reviewed or 
summarized. We write ST for Statistical Theory and Method Abstracts, MR for Mathematical 
Reviews and Zbl for Zentralblatt fiir Mathematik und ihre Grenzgebiete. The first number 
refers to the volume and the second to the number of the page (for Zbl) or review/abstract 
(for ST and MR). Thus MR 27-1999 refers to review number" 1999 of volume 27 of Mathe- 
matical Reviews.. We follow MR in our abbreviations and transliterations for the names of 
journals. 
The reader's attention is drawn on translations made of journals published in Russian. The 
index volumes of MR should be consulted. 
New information can always be forwarded to the author. 
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