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Abstract
In this thesis, Pascal’s Triangle modulo n will be explored for n prime and n a prime power.
Using the results from the case when n is prime, a novel proof of Lucas’ Theorem is given.
Additionally, using both the results from the exploration of Pascal’s Triangle here, as well as
previous results, an efficient algorithm for computation of binomial coefficients modulo n,
(
a
b
)
(mod n), is described, and its time complexity is analyzed and compared to na¨ıve methods.
In particular, the efficient algorithm runs in O(n log a) time (as opposed to the na¨ıve method’s
O(a) time), which is highly preferable when n a. As a supplement, a program to generate
Pascal’s Triangle modulo n is provided, as well as an implementation of the efficient binomial
coefficient computation algorithm described earlier (along with practical time comparisons).
Mathematical Background
Recall that binomial coefficients are defined as follows:(
a
b
)
=
a!
b!(a− b)!
Additionally, recall that binomial coefficients have a direct relationship with Pascal’s Trian-
gle, which is generated as follows:
• Start with a 1 in the zeroth position of row zero.
• Each subsequent row will have one more element than the previous row. Element j
(starting at zero) in row i is generated using the following rule:
P (i, j) =

P (i− 1, j) if j = 0
P (i− 1, j − 1) if j = i
P (i− 1, j − 1) + P (i− 1, j) otherwise
(1)
Element j in row i can be generated non-recursively using the usual binomial coefficient
formula,
P (i, j) =
(
i
j
)
=
i!
j!(i− j)! (2)
It can be verified that the non-recursive definition (2) satisfies the recursive definition (1)
(noting that
(
i
j
)
= 0 if i < j). The first four rows of Pascal’s Triangle are shown below.
1
1 1
1 2 1
1 3 3 1
To simplify recursive computations and notation later in this paper, we will use a shifted
form of Pascal’s Triangle informally called “Pascal’s Square”. To generate this square, sim-
ply apply the following transformation to Pascal’s Triangle (both directions are shown for
convenience):
Ps(i, j) = P (i + j, j) P (i, j) = Ps(i− j, j) (3)
1
where Ps(i, j) represents the element in row i and column j of Pascal’s Square. Throughout
this paper, the terms “Pascal’s Square” and “Pascal’s Triangle” will be used interchangeably;
however, they refer to the same general structure in the context of this report, and compu-
tations will clearly distinguish between Ps (“Pascal’s Square”) and P (“Pascal’s Triangle”).
The first four rows of Pascal’s Square are shown below.
1 1 1 1
1 2 3 4
1 3 6 10
1 4 10 20
For convenience, we can express the recursive definition used to create Pascal’s Triangle, (1),
for Pascal’s Square using the transformation given in (3):
Ps(i, j) =

1 if i = 0 and j = 0
Ps(i− 1, j) if i 6= 0 and j = 0
Ps(i, j − 1) if i = 0 and j 6= 0
Ps(i, j − 1) + Ps(i− 1, j) otherwise
(4)
Primes
We will begin by considering Pascal’s Triangle mod a positive prime n = p. Some rows of
Pascal’s Triangle mod 2 and 3 are shown below.
1 1 1 1 1 1 1 1 1
1 0 1 0 1 0 1 0 1
1 1 0 0 1 1 0 0 1
1 0 0 0 1 0 0 0 1
1 1 1 1 0 0 0 0 1
1 0 1 0 0 0 0 0 1
1 1 0 0 0 1 0 0 1
1 0 0 0 0 0 0 0 1
1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1
1 2 0 1 2 0 1 2 0
1 0 0 1 0 0 1 0 0
1 1 1 2 2 2 0 0 0
1 2 0 2 1 0 0 0 0
1 0 0 2 0 0 0 0 0
1 1 1 0 0 0 0 0 0
1 2 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0
There seems to be a two-dimensional fractal-like pattern in these triangles, with a square
size of p. We will ultimately show that this is in fact the case (and formalized in Lucas’
Theorem). First, we will prove some observations to lead to that conclusion.
Lemma 1. The first p rows of Pascal’s Triangle mod p (in square form) are as follows:
1 1 1 1 · · · 1
1
. . . · · · · · · · · · 0
1
...
. . . · · · 0 0
1
...
... 0
... 0
...
... 0 · · · . . . ...
1 0 0 0 · · · 0
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Specifically, in Zp, Ps(i, 0) = Ps(0, j) = 1 for all 0 ≤ i, j < p, Ps(i, p− 1) = Ps(p− 1, j) = 0
for all 1 ≤ i, j < p, and, in general, Ps(i, j) = 0 for all 0 ≤ i, j < p such that i + j ≥ p.
Proof. Clearly, Ps(i, 0) = Ps(0, j) = 1 for all 0 ≤ i, j < p from (1) and the fact that the
value at the top of Pascal’s Triangle is 1 (in other words, the top and left edges of Pascal’s
Triangle are all ones by definition). Now, consider all elements 1 ≤ j < p in row p of Pascal’s
Triangle (in non-square form). From (2),
P (p, j) =
(
p
j
)
=
p!
j!(p− j)! =
p(p− 1)!
j!(p− j)!
Since j is greater than 0, p − j must be less than p, so none of the terms in (p − j)! will
divide the p in the numerator. Furthermore, since j is less than p, none of the terms in j!
will divide the p in the numerator. Hence, it follows that p divides P (p, j) for all 1 ≤ j < p.
Transforming this into Pascal’s Square using (3), p must divide Ps(p− j, j) for all 1 ≤ j < p.
It can be seen in the picture above that this corresponds to the diagonal of all zeros with
bottom-left corner at Ps(p− 1, 1) and top-right corner at Ps(1, p− 1). From (4), this implies
that the bottom and right edges of the square shown above (as well as the entire lower-right
triangle contained by these edges) must also be divisible by p (this can be easily confirmed
visually). Thus, in Zp, P si,0 = P s0,j = 1 for all 0 ≤ i, j < p (top and left edges are all 1),
P si,p−1 = P
s
p−1,j = 0 for all 1 ≤ i, j < p (bottom and right edges are all 0 excluding the two
corners), and Ps(i, j) = 0 for all 0 ≤ i, j < p such that i + j ≥ p (the lower-right triangle
consists entirely of 0’s).
Now, we will formally define the apparent self-replicating size-p squares in Pascal’s Triangle
mod p as a group.
Definition 1. The group Gp contains size-p squares of the form
a a a a · · · a
a
. . . · · · · · · · · · 0
a
...
. . . · · · 0 0
a
...
... 0
... 0
...
... 0 · · · . . . ...
a 0 0 0 · · · 0
for all a ∈ Zp (a total of p elements), where all elements not on the top edge or left edge
are generated using (4) in Zp. For convenience, we will denote each of these squares as [a]p
(not to be confused with elements in Zp). Note that each element within a square [a]p is in
Zp, since the edges are in Zp by definition, and addition is closed in Zp. Addition in Gp is
defined as follows: given [a]p, [b]p ∈ Gp, [a]p ⊕ [b]p is equal to the size-p square generated in
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the box below using (4) in Zp.
b b b b · · · b
b
. . . · · · · · · · · · 0
b
...
. . . · · · 0 0
b
...
... 0
... 0
...
... 0 · · · . . . ...
b 0 0 0 · · · 0
a a a a · · · a
a
. . . · · · · · · · · · 0
a
...
. . . · · · 0 0
a
...
... 0
... 0
...
... 0 · · · . . . ...
a 0 0 0 · · · 0
c c c c · · · c
c
. . . · · · · · · · · · 0
c
...
. . . · · · 0 0
c
...
... 0
... 0
...
... 0 · · · . . . ...
c 0 0 0 · · · 0
Note that, from this definition, every square in Gp is unique. This follows from the fact that,
for any [a]p ∈ Gp, the left edge and top edge are all equal to a. From (4), the rest of the
elements in [a]p will be generated the same, regardless of how [a]p is obtained (this may seem
trivial, but it is important for the next lemma).
Lemma 2. Gp is closed under addition. Specifically, [a]p ⊕ [b]p = [a+ b]p (where a+ b ∈ Zp
as expected).
Proof. Let [a]p, [b]p ∈ Gp as in the definition above. Note that, from (4), we must have that
c = a + b in the picture above (since the top-left corner of [a]p ⊕ [b]p will simply be the
bottom-left corner of [b]p plus the top-right corner of [a]p, and the edges bordering the new
square are all zeros). This update is shown below.
a + b a + b a + b a + b · · · a + b
a + b
. . . · · · · · · · · · 0
a + b
...
. . . · · · 0 0
a + b
...
... 0
... 0
...
... 0 · · · . . . ...
a + b 0 0 0 · · · 0
From this, we can recursively generate the rest of the new square by generating the square
with a along its top and left edges and the square with b along its top and left edges (using
(4)) and adding all corresponding elements together (since addition in Zp is associative and
commutative). The square with a along its top and left edges is simply [a]p, and the square
with b along its top and left edges is simply [b]p; hence, the parts of [a]p and [b]p that are
all zeros will also be all zeros in the newly-generated square (since 0 + 0 = 0). Thus, the
newly-generated square must be an element of Gp, namely [a + b]p.
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The reason the note before this lemma is important is because one may doubt that [1]p+[1]p =
[0]p+[2]p (or some other general case). However, as was mentioned before, because both sums
will generate the same left edge and top edge, the newly-generated squares will ultimately
be the same. We will now formally unify all these results to show that Pascal’s Triangle mod
p has a self-replicating pattern.
Lemma 3. Gp is isomorphic to Zp under addition.
Proof. Let f : Zp → Gp be defined as f(a) = [a]p. f is trivially a bijection, since both Zp
and Gp have p elements, and each of these elements directly matches to a unique element in
the opposite set. Now, suppose a, b ∈ Zp. By Lemma 2, we have that
f(a) + f(b) = [a]p + [b]p = [a + b]p = f(a + b)
Thus, f is an isomorphism from Zp to Gp, so Gp is isomorphic to Zp under addition.
Theorem 1. Pascal’s Triangle mod a prime number n = p has a self-replicating pattern
with squares of size p. Specifically, we can start with 1 in the top-left corner and recursively
generate Pascal’s Triangle (in square form) by replacing each a ∈ Zp in the triangle with the
size-p square [a]p ∈ Gp.
Proof. We will proceed through induction on the size m of the triangle (in square form,
meaning the square has m rows and m columns). For the base case (m = 1), the only
element in the triangle is 1. Recall that Lemma 1 says that Pascal’s Triangle mod p contains
the size-p square [1]p in the top-left corner. Hence, replacing 1 with f(1) = [1]p satisfies (4),
since, by definition, [1]p satisfies (4).
Now, suppose we’re given an incomplete Pascal’s Triangle of size m, and suppose we replace
each a ∈ Zp in the triangle with the size-p square [a]p ∈ Gp. By Lemma 3, each size-p square
[a]p will act exactly the same as a under addition and hence satisfy (4). Furthermore, like in
the base case, the elements within each size-p square [a]p must satisfy (4) by the definition
of size-p squares in Gp (since these squares are generated using (4)).
For an example of this self-replicating pattern, we will again consider Pascal’s Triangle mod
3. The isomorphism between Z3 and G3 is shown below.
f(0) =
0 0 0
0 0 0
0 0 0
f(1) =
1 1 1
1 2 0
1 0 0
f(2) =
2 2 2
2 1 0
2 0 0
The first two self-replications for Pascal’s Triangle mod 3 are also shown. You can confirm
that this matches Pascal’s Triangle mod 3 generated using (4).
1 → 1 1 1
1 2 0
1 0 0
→ 1 1 1 1 1 1 1 1 1
1 2 0 1 2 0 1 2 0
1 0 0 1 0 0 1 0 0
1 1 1 2 2 2 0 0 0
1 2 0 2 1 0 0 0 0
1 0 0 2 0 0 0 0 0
1 1 1 0 0 0 0 0 0
1 2 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0
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To this point, we have ignored the elements on the inside of each size-p square in Gp (aside
from the elements on the edges). The following theorem sheds some light on the inner
elements of any [a]p ∈ Gp.
Theorem 2. Let ba ∈ Zp be an element in [a]p ∈ Gp and b1 ∈ Zp be the element in the same
position in [1]p ∈ Gp. Then
ba = a · b1 =
a∑
i=1
b1
Proof. This follows from an argument similar to that of Lemma 2 (in fact, this is just an
extension of that lemma). Suppose [a]p is a size-p square in Gp (if [a]p = [0]p, assume that
a = p here so a is positive). It follows that each element on the top and left edges of this
square is a. Furthermore, we can express a as
1 + 1 + · · ·+ 1 = a · 1 =
a∑
i=1
1
Like in the argument for Lemma 2, we can treat each summand as a separate Pascal’s
Triangle, generate each triangle independently, and then add all corresponding elements
together. Since each summand is just the triangle with 1 on its top and left edges, it
follows that each generated size-p triangle will be [1]p. Hence, when adding all corresponding
elements together, we will obtain
ba = b1 + b1 + · · ·+ b1 = a · b1 =
a∑
i=1
b1
for each element ba ∈ Zp in [a]p as desired.
Corollary 1. For every positive prime p, [0]p is a size-p square of all zeros.
Proof. From Theorem 2, we have that every element b0 ∈ Zp in the size-p square [0]p ∈ Gp
is
b0 = 0 · b1 = 0
Hence, every element in [0]p is 0, as desired.
Theorem 2 is a very interesting result. Essentially, it shows that you can generate all of the
self-replicating squares in Pascal’s Triangle mod p without using (4) by knowing only the
size-p square in the top-left corner ([1]p)! You can manually verify this result using the self-
replicating squares in Pascal’s Triangle mod 3 shown after Theorem 1. This result also has
implications on the uniqueness of elements in a certain position in any [a]p ∈ Gp (specifically,
if a 6= b and ba, bb are nonzero elements in the same positions in [a]p, [b]p, respectively, then
ba 6= bb).
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Existing Results
Lucas’s Theorem is a formalized statement of this self-replicating behavior, and can be proved
using the insight gained from Theorems 1 and 2.
Theorem 3 (Lucas’ Theorem). Let m,n ∈ Z, where
m = mkp
k + · · ·+ m1p + m0
n = nkp
k + · · ·+ n1p + n0
are the base-p representations of m and n (and k = max{blogp(m)c, blogp(n)c}). Then(
m
n
)
≡
k∏
i=0
(
mi
ni
)
(mod p)
with the small adjustment that
(
mi
ni
)
= 0 when mi < ni.
Proof. Recall that, from Theorem 1, we can recursively generate Pascal’s Triangle mod p by
replacing each a ∈ Zp with the size-p square [a]p ∈ Gp. Formally,
Ps(i, j) ≡ element ri, rj in square [Ps(qi, qj)]p (mod p)
where i = pqi + ri and j = pqj + rj, with 0 ≤ ri, rj < p (the division of i and j by p). By
Theorem 2, we know that element ri, rj in square [Ps(qi, qj)]p is equal to element ri, rj in [1]p
multiplied by Ps(qi, qj). Moreover, note that element ri, rj in [1]p is just Ps(ri, rj). Hence, it
follows that
Ps(i, j) ≡ Ps(qi, qj)Ps(ri, rj) (mod p) (5)
Lastly, if i, j < p, then qi = qj = 0, so (5) reduces to
Ps(i, j) ≡ Ps(0, 0)Ps(ri, rj) ≡ Ps(ri, rj) (mod p) (6)
Now, we will prove Lucas’ Theorem through induction on k. For the base case (k = 0),
suppose that m,n ∈ Z such that m,n < p (since k = 0). It follows from (3) that(
m
n
)
= P (m,n) = Ps(m− n, n)
Additionally, from (6), we have that
Ps(m− n, n) ≡ Ps(rm−n, rn) (mod p)
Hence, using Lemma 4 (with qm = qn = qm−n = 0),(
m
n
)
≡ Ps(m− n, n) ≡ Ps(rm−n, rn) ≡ P (rm, rn) ≡ P (m0, n0) ≡
(
m0
n0
)
(mod p)
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so the base case holds. For the inductive step, suppose that the theorem holds for some
k ≥ 0, and let m,n ∈ Z such that
max{blogp(m)c, blogp(n)c} = k + 1
and
m = mk+1p
k+1 + · · ·+ m1p + m0
n = nk+1p
k+1 + · · ·+ n1p + n0
are the base-p representations of m and n. Again, from (3), we have that(
m
n
)
= P (m,n) = Ps(m− n, n)
From (5) and Lemma 4, it follows that
Ps(m− n, n) ≡ Ps(qm−n, qn)Ps(rm−n, rn) ≡ P (qm, qn)P (rm, rn) ≡
(bm/pc
bn/pc
)(
m0
n0
)
(mod p)
Note that, from the base-p representations of m and n,
bm/pc = bmk+1p
k+1 + · · ·+ m1p + m0
p
c
= bmk+1pk + · · ·+ m2p + m1 + m0
p
c = mk+1pk + · · ·+ m2p + m1
bn/pc = bnk+1p
k+1 + · · ·+ n1p + n0
p
c
= bnk+1pk + · · ·+ n2p + n1 + n0
p
c = nk+1pk + · · ·+ n2p + n1
since 0 ≤ m0, n0 < p. By the inductive hypothesis, it follows that(bm/pc
bn/pc
)
≡
k+1∏
i=1
(
mi
ni
)
(mod p)
Thus, we have that(
m
n
)
≡
(bm/pc
bn/pc
)(
m0
n0
)
≡ (
k+1∏
i=1
(
mi
ni
)
)
(
m0
n0
)
≡
k+1∏
i=0
(
mi
ni
)
(mod p)
so the inductive step holds. Lucas’ Theorem follows from induction.
Lemma 4. Let m,n, p ∈ Z where p is prime, such that
m = qmp + rm
n = qnp + rn
m− n = qm−np + rm−n
with 0 ≤ rm, rn, rm−n < p (the division of m, n, and m− n by p). Then
Ps(qm−n, qn)Ps(rm−n, rn) ≡ P (qm, qn)P (rm, rn) (mod p)
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Proof. We will prove the lemma by considering two cases for m and n, whether or not
rm < rn. First, consider the case when rm ≥ rn. Note that
m− n = (qmp + rm)− (qnp + rn) = (qm − qn)p + (rm − rn)
Since rm ≥ rn, it follows that rm − rn ≥ 0; hence, since qm−n and rm−n are unique, we must
have that qm−n = qm − qn and rm−n = rm − rn. From (3),
Ps(qm−n, qn)Ps(rm−n, rn) ≡ Ps(qm − qn, qn)Ps(rm − rn, rn) ≡ P (qm, qn)P (rm, rn) (mod p)
so the lemma holds when rm ≥ rn. Now, consider the case when rm < rn. From the slightly
modified version of binomial coefficients used in Theorem 3, we have that
P (rm, rn) =
(
rm
rn
)
= 0 (7)
It can be seen that, slightly different from the first case,
m− n = (qm − qn)p + (rm − rn) = (qm − qn − 1)p + (rm − rn + p)
Since 0 ≤ rm− rn + p < p, it follows that qm−n = qm− qn− 1 and rm−n = rm− rn + p (again,
since qm−n and rm−n are unique). Recall that, from Lemma 1 (in particular, the fact that
Ps(i, j) ≡ 0 (mod p) when 0 ≤ i, j < p and i + j ≥ p),
Ps(rm−n, rn) ≡ Ps(rm − rn + p, rn) ≡ 0 (mod p) (8)
since 0 ≤ rm − rn + p, rn < p and (rm − rn + p) + rn = rm + p ≥ p. Thus,
Ps(qm−n, qn)Ps(rm−n, rn) ≡ Ps(qm−n, qn)Ps(rm − rn + p, rn)
≡ Ps(qm−n, qn)(0) from (8)
≡ 0
≡ P (qm, qn)(0)
≡ P (qm, qn)P (rm, rn) (mod p) from (7)
so the lemma holds.
This lemma plays a huge role in the proof of Lucas’ Theorem given above. From an intuitive
standpoint, it shows that you can apply the self-replicating patterns in the square version of
Pascal’s Triangle to the standard version without needing to do any intermediate transfor-
mations to the square version (which is essential to Lucas’ Theorem, since it’s given in terms
of standard binomial coefficients). The one caveat is that, in some cases (specifically when
rm < rn), the square self-replicating pattern won’t directly match to the one given in Lucas’
Theorem; however, as shown in the proof above, this will only occur when the product is
congruent to 0, nullifying the issue. For instance, consider the following binomial coefficient:(
10
2
)
(mod 3)
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Using the recursive version of Lucas’ Theorem, we should have that(
10
2
)
≡
(b10/3c
b2/3c
)(
1
2
)
≡
(
3
0
)(
1
2
)
(mod 3)
However, if we first transform this to the square version of Pascal’s Triangle, apply the
self-replicating pattern, and then transform it back, we obtain(
10
2
)
≡ Ps(8, 2) ≡ Ps(b8/3c, b2/3c)Ps(2, 2) ≡ Ps(2, 0)Ps(2, 2) ≡
(
2
0
)(
4
2
)
(mod 3)
As shown towards the end of the proof, there was essentially just a “carry-out” when trans-
forming to the square version and back (notice how the top of the first coefficient was
decremented by 1, and the top of the second coefficient had 3 added to it, as if we were
performing subtraction by hand). Ultimately, though,(
4
2
)
≡
(
1
2
)
≡ 0 (mod 3)
so the product will be equal to 0 regardless (and, as shown in the proof, this will always be
the case when the “carry-out” discrepancy occurs1).
Prime Powers
We will now consider Pascal’s Triangle mod a general prime power n = pk, where k is
positive. Some rows of Pascal’s Triangle mod 4, 8, and 9 are shown below.
1 1 1 1 1 1 1 1 1
1 2 3 0 1 2 3 0 1
1 3 2 2 3 1 0 0 1
1 0 2 0 3 0 0 0 1
1 1 3 3 2 2 2 2 3
1 2 1 0 2 0 2 0 3
1 3 0 0 2 2 0 0 3
1 0 0 0 2 0 0 0 3
1 1 1 1 3 3 3 3 2
1 1 1 1 1 1 1 1 1
1 2 3 4 5 6 7 0 1
1 3 6 2 7 5 4 4 5
1 4 2 4 3 0 4 0 5
1 5 7 3 6 6 2 2 7
1 6 5 0 6 4 6 0 7
1 7 4 4 2 6 4 4 3
1 0 4 0 2 0 4 0 3
1 1 5 5 7 7 3 3 6
1 1 1 1 1 1 1 1 1
1 2 3 4 5 6 7 8 0
1 3 6 1 6 3 1 0 0
1 4 1 2 8 2 3 3 3
1 5 6 8 7 0 3 6 0
1 6 3 2 0 0 3 0 0
1 7 1 3 3 3 6 6 6
1 8 0 3 6 0 6 3 0
1 0 0 3 0 0 6 0 0
These triangles appear to have self-replicating patterns as well, but the patterns are less
obvious. For instance, a self-replicating transformation can be easily seen in the mod 4
triangle, but not all of the size-4 squares are symmetric. Additionally, some elements have
multiple replicating squares based on their position (for example, [1]4 is replaced by 1 11 2 if
it’s in the top-left corner of a size-2 square, while it is replaced by 1 13 0 or
1 3
1 0 if it’s in the
top-right or bottom-left corner of a size-2 square, respectively). More patterns emerge if we
observe the triangles showing only one digit of each element in base p. Pascal’s Triangle
1Moreover, the resolution to the “carry-out” discrepancy in Lemma 4 can be viewed as a direct (albeit
simplified) result of Kummer’s Theorem, which is touched on later in the Literature Review section.
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mod 4 and 9 with just the second digit in base 2 and 3 are shown below (note that the first
digit in base 2 and 3 would just be Pascal’s Triangle mod 2 and 3, respectively).
0 0 0 0 0 0 0 0 0
0 1 1 0 0 1 1 0 0
0 1 1 1 1 0 0 0 0
0 0 1 0 1 0 0 0 0
0 0 1 1 1 1 1 1 1
0 1 0 0 1 0 1 0 1
0 1 0 0 1 1 0 0 1
0 0 0 0 1 0 0 0 1
0 0 0 0 1 1 1 1 1
0 0 0 0 0 0 0 0 0
0 0 1 1 1 2 2 2 0
0 1 2 0 2 1 0 0 0
0 1 0 0 2 0 1 1 1
0 1 2 2 2 0 1 2 0
0 2 1 0 0 0 1 0 0
0 2 0 1 1 1 2 2 2
0 2 0 1 2 0 2 1 0
0 0 0 1 0 0 2 0 0
If we could show that a self-replicating pattern of the same size exists in all these “digit”
triangles, we would be able to show that a self-replicating pattern exists in Pascal’s Triangle
mod pk using induction on k, since each number in Zpk has a unique representation in base
p. Unfortunately, due to the more complex form of the self-replicating squares in Pascal’s
Triangle mod pk, an argument similar to the one used in the primes section would likely be
extremely difficult and rely heavily on facts about binomial coefficients themselves (rather
than Pascal’s Triangle).
Existing Results
Luckily, extensions for Lucas’ Theorem modulo prime powers have already been proven using
other methods. While several other results have been shown for special cases of a, b, and pk,
the most general method was proven by Davis and Webb in [1]. They proved a non-recursive
version of the following equation (the recursive version is given here for brevity):(
n
m
)
≡
(
n0
m0
)( bn0/pc
bm0/pc
)−1( bn/pc
bm/pc
)
(mod pk) (9)
where n0 and m0 are the least positive residues of n and m mod p
k, respectively (i.e. the
remainders when n and m are divided by pk, or the the rightmost k digits of n and m in
base p). Note that this reduces to Lucas’ Theorem when k = 1. Additionally, observe that
this reduces to an identity when n and m are less than pk, as shown below.(
n
m
)
≡
(
n0
m0
)( bn0/pc
bm0/pc
)−1( bn/pc
bm/pc
)
≡
(
n
m
)( bn/pc
bm/pc
)−1( bn/pc
bm/pc
)
≡
(
n
m
)
(mod pk)
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Composites
We will lastly consider Pascal’s Triangle mod a non-prime power composite n = pr00 p
r1
1 · · · prkk .
Some rows of Pascal’s Triangle mod 6 and 10 are shown below.
1 1 1 1 1 1 1 1 1 1
1 2 3 4 5 0 1 2 3 4
1 3 0 4 3 3 4 0 3 1
1 4 4 2 5 2 0 0 3 4
1 5 3 5 4 0 0 0 3 1
1 0 3 2 0 0 0 0 3 4
1 1 4 0 0 0 0 0 3 1
1 2 0 0 0 0 0 0 3 4
1 3 3 3 3 3 3 3 0 4
1 4 1 4 1 4 1 4 4 2
1 1 1 1 1 1 1 1 1 1
1 2 3 4 5 6 7 8 9 0
1 3 6 0 5 1 8 6 5 5
1 4 0 0 5 6 4 0 5 0
1 5 5 5 0 6 0 0 5 5
1 6 1 6 6 2 2 2 7 2
1 7 8 4 0 2 4 6 3 5
1 8 6 0 0 2 6 2 5 0
1 9 5 5 5 7 3 5 0 0
1 0 5 0 5 2 5 0 0 0
These triangles do not appear to have any native self-replicating patterns (you could at-
tempt to come up with a size-6 pattern for the first triangle, but if you look at a larger
version of it you’ll notice that the patterns don’t always repeat correctly, even when using a
loose positional pattern). However, there is a fairly straightforward way to construct these
triangles in a fractal-like way using the Chinese Remainder Theorem. Recall that the Chi-
nese Remainder Theorem states that if m1,m2, . . . ,mr are pairwise relatively prime positive
integers and a1, a2, . . . , ar are any integers, then the system
x ≡ a1 (mod m1)
x ≡ a2 (mod m2)
...
x ≡ ar (mod mr)
has a solution x and [x]m1m2···mr is unique in Zm1m2···mr (note that [a]b refers to an element
in Zb in this case). This allows us to construct Pascal’s Triangle mod n as follows:
1. By the Fundamental Theorem of Arithmetic, n has a unique prime factorization n =
pr00 p
r1
1 · · · prkk . Generate Pascal’s Triangle mod prii for every prime power in the prime
factorization of n, using (9).
2. Now, to generate any element in Pascal’s Triangle mod n, look at the elements in the
same positions in each of the triangles generated in the previous step. By the Chinese
Remainder Theorem, there is a unique a ∈ Zn that is equal to all these elements mod
their respective prime powers (since the prime powers in the prime factorization of
n are pairwise coprime). This unique a is the value in the corresponding position of
Pascal’s Triangle mod n. Note that a can be computed using the effective chinese
remainder theorem,
a ≡
r∑
i=1
ai(
M
mi
)(
M
mi
)−1 (mod M)
where M = m1m2 · · ·mr
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For example, consider Pascal’s Triangle mod 6 = 2·3 (shown above), and let f : Z2×Z3 → Z6
be defined such that f([a]2, [b]3) = [c]6, where c is the unique solution to the system
c ≡ a (mod 2) c ≡ b (mod 3)
By the Chinese Remainder Theorem, this function is an isomorphism. This isomorphism is
shown below.
f([0]2, [0]3) = [0]6
f([0]2, [1]3) = [4]6
f([0]2, [2]3) = [2]6
f([1]2, [0]3) = [3]6
f([1]2, [1]3) = [1]6
f([1]2, [2]3) = [5]6
Now, to generate Pascal’s Triangle mod 6, simply check the values in each position of Pas-
cal’s Triangle mod 2 and 3, and plug them into the isomorphism above. The result is the
corresponding value in Pascal’s Triangle mod 6. Pascal’s Triangle mod 2, 3, and 6 (in that
order) are reprinted below so you can manually confirm this.
1 1 1 1 1 1 1 1 1
1 0 1 0 1 0 1 0 1
1 1 0 0 1 1 0 0 1
1 0 0 0 1 0 0 0 1
1 1 1 1 0 0 0 0 1
1 0 1 0 0 0 0 0 1
1 1 0 0 0 1 0 0 1
1 0 0 0 0 0 0 0 1
1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1
1 2 0 1 2 0 1 2 0
1 0 0 1 0 0 1 0 0
1 1 1 2 2 2 0 0 0
1 2 0 2 1 0 0 0 0
1 0 0 2 0 0 0 0 0
1 1 1 0 0 0 0 0 0
1 2 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0
1 1 1 1 1 1 1 1 1
1 2 3 4 5 0 1 2 3
1 3 0 4 3 3 4 0 3
1 4 4 2 5 2 0 0 3
1 5 3 5 4 0 0 0 3
1 0 3 2 0 0 0 0 3
1 1 4 0 0 0 0 0 3
1 2 0 0 0 0 0 0 3
1 3 3 3 3 3 3 3 0
Algorithm Analysis
It turns out that this method for generating Pascal’s Triangle modulo any positive integer
n provides an efficient way for computing binomial coefficients
(
a
b
)
(mod n) when n is much
smaller than a. Note that the standard procedure for computing binomial coefficients requires
O(a) multiplications (each of which can be kept sufficiently close to n by taking intermediate
remainders as necessary). The improved algorithm proceeds as follows:
1. Compute the prime factorization of n,
n = pr00 p
r1
1 · · · prkk
A brute force method can be used, as it won’t make the asymptotic time complexity
worse (as shown below).
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2. Use (9) to compute
ci ≡
(
a
b
)
(mod prii )
for 0 ≤ i ≤ k.
3. Use the effective chinese remainder theorem to compute the binomial coefficient modulo
n using the congruences found in step 2. In particular,(
a
b
)
≡
r∑
i=0
ci(
n
prii
)(
n
prii
)−1 (mod n)
The first step of the algorithm will take O(n) time using a basic brute force method for
factorization. The second step of the algorithm will take O(n log a) time, since there will be a
total of O(log a) binomial coefficients computed, each of which will take O(n) multiplications
of numbers at most pk (since, in (9), n0 and m0 are less than p
k, which is itself at most n).
Lastly, the effective chinese remainder theorem will take O(log2 n) time total (there will be
O(log n) multiplications and modular inverses computed, and each modular inverse can be
computed in time O(log n) using the extended euclidean algorithm). Thus, in total, the
algorithm will take O(n log a) time.
Literature Review
For the sake of completeness, an extended (albeit concise) review of existing results related
to Pascal’s Triangle modulo n will be given here. As mentioned previously, E´douard Lucas
gave one of the first mathematical descriptions of the self-replicating patterns in Pascal’s
Triangle mod n in [4], but only for the case when n is prime. Davis and Webb showed a
more generalized result for the case when n is a prime power in [1]. Others have shown similar
(although usually more complex) results, most notably Andrew Granville in [2]. Granville
gave an algorithm for computing binomial coefficients modulo prime powers in logarithmic
time of pk, but at the expense of a log2(a) factor (as opposed to the log a time in the method
described by Davis and Webb). More recently, some specialized results have been shown for
special cases of
(
a
b
)
(mod n); however, they are omitted here for brevity.
One other notable (and relevant) result is Kummer’s Theorem ([3]), which states that the
exponent of the highest power of a prime number p dividing a binomial coefficient
(
a
b
)
is
equal to the number of carries when b is added to a − b in base p. Note how this directly
relates to the proof of Lemma 4 given earlier.
Conclusion
As explored in this paper, Pascal’s Triangle modulo n has several interesting and useful
patterns that lead to efficient ways of computing binomial coefficients modulo n. In the
case of n prime, the patterns are simple enough to be described mathematically and used to
prove (and give intuition for) Lucas’ Theorem, which is normally proved using vastly different
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methods (e.g. combinatorics or generating functions). In the case of n a prime power, the
patterns become too complex to be very useful; however, several existing results help resolve
that issue and provide generalizations for binomial coefficients mod prime powers. Using
these results and the Chinese Remainder Theorem, an efficient algorithm for computing
binomial coefficients modulo general n was described. This method can compute
(
a
b
)
(mod n)
in O(n log a) time, a drastic improvement over na¨ıve methods when n a.
Appendix
While I did attempt to include a lot of triangles/squares throughout this document, there
were probably points at which you wanted to be able to see larger (or different) versions of
Pascal’s Triangle mod n to help follow along with the report. For that reason, I’ve included
several pre-made triangles in a folder on Google Drive. A link to this folder is shown below.
https://goo.gl/JGPCGZ
This folder contains a ton of pre-made versions of Pascal’s Triangle mod n2. For example,
the text file named “Mod3.txt” contains a large version of Pascal’s Triangle mod 3 (in
square form). I’ve also included the program I used to generate all these triangles in a
Git respository on GitHub (note that it’s written with .NET Framework and thus only
compatible with Windows). A link to this repository is shown below.
https://github.com/zwarneke/BinomialCoefficients
Lastly, I included an implementation of the efficient algorithm for computing binomial coef-
ficients modulo n, located in the same repository as the triangle generator. Like the previous
program, this one was written with .NET Framework and is thus only compatible with Win-
dows. Note that this program will compute a given binomial coefficient modulo n using
three different methods (a basic method, a basic method with intermediate modularization,
and the efficient method described in this paper), and will output the results and times it
took to compute each. More detailed instructions for program usage can be found in the
README file in the repository.
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