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Abstract. Numerical methods are extremely useful in solv-
ing real-life problems with complex materials and geome-
tries. However, numerical methods in the time domain suf-
fer from artiﬁcial numerical dispersion. Standard numerical
techniques which are second-order in space and time, like the
conventional Finite Difference 3-point (FD3) method, Finite-
Difference Time-Domain (FDTD) method, and Finite Inte-
gration Technique (FIT) provide estimates of the error of dis-
cretized numerical operators rather than the error of the nu-
merical solutions computed using these operators. Here opti-
mally accurate time-domain FD operators which are second-
order in time as well as in space are derived. Optimal ac-
curacy means the greatest attainable accuracy for a particu-
lar type of scheme, e.g., second-order FD, for some particu-
lar grid spacing. The modiﬁed operators lead to an implicit
scheme. Using the ﬁrst order Born approximation, this im-
plicit scheme is transformed into a two step explicit scheme,
namely predictor-corrector scheme. The stability condition
(maximum time step for a given spatial grid interval) for the
various modiﬁed schemes is roughly equal to that for the cor-
responding conventional scheme. The modiﬁed FD scheme
(FDM) attains reduction of numerical dispersion almost by
a factor of 40 in 1-D case, compared to the FD3, FDTD,
and FIT. The CPU time for the FDM scheme is twice of that
required by the FD3 method. The simulated synthetic data
for a 2-D P-SV (elastodynamics) problem computed using
the modiﬁed scheme are 30 times more accurate than syn-
thetics computed using a conventional scheme, at a cost of
only 3.5 times as much CPU time. The FDM is of particu-
lar interest in the modeling of large scale (spatial dimension
is more or equal to one thousand wave lengths or observa-
tion time interval is very high compared to reference time
step) wave propagation and scattering problems, for instance,
in ultrasonic antenna and synthetic scattering data modeling
forNon-DestructiveTesting(NDT)applications, whereother
standard numerical methods fail due to numerical dispersion
effects. The possibility of extending this method to stag-
gered grid approach is also discussed. The numerical FD3,
FDTD,FIT,andFDMresultsarecomparedagainstanalytical
solutions.
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1 Introduction
Numerical methods in the time-domain suffer from artiﬁcial
numerical dispersion. Standard numerical techniques, like
Finite–Difference Time–Domain (FDTD) method (Taﬂove
and Hagness, 2000) and Finite Integration Technique (FIT)
(Marklein, 1997) provide estimates of the error of discretized
numerical operators rather than the error of the numerical so-
lutions computed using these operators (Geller and Takeuchi,
1995, 1998; Bommaraju and Marklein, 2004). Optimal ac-
curacy means the greatest attainable accuracy for a particular
type of scheme, e.g., second-order FD, for some particular
grid spacing.
2 Modiﬁed operators for the 1-D case
Consider the homogeneous, source-free 1-D electromagnetic
(EM) wave equation in the time domain
 
ε0
∂2
∂t2 −
1
µ0
∂2
∂z2
!
Ex(z,t) = 0, (1)
where Ex represents the electric ﬁeld strength, ε0 and µ0
are the free-space permittivity and permeability, respec-
tively. Let An,nt be the discretized second-order Finite Dif-
ference (FD) operator for ε0
∂2
∂t2, and Kn,nt be the FD op-
erator for 1
µ0
∂2
∂z2 and cn,nt represents the unknown discrete
Ex(N1z,Nt1t) component. The above equation can be
represented as
 
An,nt − Kn,nt

cn,nt = 0. (2)
Following the FD3 method, An,nt and Kn,nt have the numer-
ical dispersion of normal three point second derivative op-
erators. The superscript “0” indicates the conventional FD
(FD3) operators. Thus, omitting higher order terms, the op-
erator error for the FD3 method read

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The relation between the exact and conventional operators
can be expressed as
Aexact
n,nt = A0
n,nt − δA0
n,nt (4)
Kexact
n,nt = K0
n,nt − δK0
n,nt . (5)
The transformation into the frequency domain yields
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, (6)
where δA0
n,nω, δK0
n,nω, cn,nω are the frequency domain rep-
resentations of δA0
n,nt, δK0
n,nt, and cn,nt, respectively. The
quantity on the right-hand side of the above equation is the
basic error. When Ex is an eigenfunction and ω approaches
the corresponding eigenfrequency the basic error will not in
general equal zero. Instead we have
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. (7)
Observe that the equation in the square brackets is the re-
duced wave equation or Helmholtz equation. When Ex is an
eigenfunctionandω isthecorrespondingeigenfrequency, the
error will be zero as the homogeneous wave equation (inside
square brackets) is zero. The criterion for obtaining optimal
accuracy is that the net error of the discretized equation must
beapproximatelyzerowhenevertheoperandisaneigenfunc-
tion and the frequency is equal to the corresponding eigenfre-
quency. Thus, when Ex(z,t)=Exm(z)e−jωmt, Exm(z) is the
mth eigenfunction of a mode with circular eigenfrequency
ωm, the bracketed term, the homogeneous wave equation,
and hence its derivatives will be zero. Transforming above
equation back into the time domain results in
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. (8)
The above equation shows that the basic error of the modi-
ﬁed operators is given by the derivatives of the homogeneous
wave equation. Omitting the details of the derivation, the
modiﬁed operators that yield errors of the above form are as
follows
An,nt = ε0
1
(1t)2
t + 1t 1/12 10/12 1/12
t −2/12 −20/12 −2/12
t − 1t 1/12 10/12 1/12
z − 1z z z + 1z
(9)
Kn,nt =
1
µ0
1
(1z)2
t + 1t 1/12 −2/12 1/12
t 10/12 −20/12 10/12
t − 1t 1/12 −2/12 1/12
z − 1z z z + 1z
. (10)
The homogeneous acoustic “A”, elastic shear “E(S)”, and
elastic pressure “E(P)” 1-D wave equations read in the
source-free case
A
 
ρa0
∂2
∂t2 −
1
κ
∂2
∂z2
!
p(z,t) = 0 (11)
E(S)
 
ρe0
∂2
∂t2 − µ
∂2
∂z2
!
vx(z,t) = 0 (12)
E(P)
 
ρe0
∂2
∂t2 − (λ + 2µ)
∂2
∂z2
!
vz(z,t) = 0, (13)
where in the “A” case p is the pressure, ρa0 is the mass
density at rest and κ is the adiabatic compressibility; in the
“E(S)” and “E(P)” case, representing the shear and pressure
waves, vx, vz are the particle velocities, ρe0 is the mass den-
sity at rest and λ, µ are Lam´ e’s constants. Due to the similar-
ity between the wave equations, all results mentioned above
for EM case are also valid for A, E(S) and E(P) cases.
3 Modiﬁed operators for the 2-D TM case
Consider the 2-D TM case in the xz plane, then the source-
free electromagnetic wave equation read
 
ε0
∂2
∂t2 −
1
µ0
 
∂2
∂x2 +
∂2
∂z2
!!
Ey (x,z,t) = 0. (14)
Discretizing the unknown ﬁeld strength
cp0r0N = Ey(p01x,r01z,N1t), (15)
where 1x, 1z represent the spatial grid spacing with respect
to x and z, and 1t represents the temporal grid interval. The
above equation can be written as

A1
p0r0N − K1
p0r0N − K3
p0r0N

cp0r0N = 0. (16)
A1
p0r0N, K1
p0r0N, K3
p0r0N are the temporal and spatial operators
with respect to x and z, respectively. The index N represents
the temporal grid points. The indices p0, r0 with 0≤p0≤Nx,
0≤r0≤Nz represent the x and z directions, and Nx and Nz are
the number of grid cells in x and z directions, respectively.
Using second-order central difference operators, the tem-
poral operator error can be written as

δA1
p0r0N

=
(1t)2
12
∂2
∂t2
 
ε0
∂2
∂t2Ey(x,z,t)
!
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In order to have optimal accuracy the operator error should
be
δA10
p0r0N =
 
(1t)2
12
∂2
∂t2 +
(1x)2
12
∂2
∂x2 +
(1z)2
12
∂2
∂z2
!
×ε0
∂2
∂t2Ey(x,z,t). (18)
Making use of the relation stated in Eq. (4) yields
A10
p0r0N =
 
1 +
(1t)2
12
∂2
∂t2 +
(1x)2
12
∂2
∂x2 +
(1z)2
12
∂2
∂z2
!
×ε0
∂2
∂t2Ey(x,z,t). (19)
Neglecting higher order terms according to the second-order
approximation the above equation can be approximated as
A10
p0r0N =
 
dp0r0N
 
fp0r0N
 
gp0r0N

, (20)
where d is the operator for

1+(1t)2
12
∂2
∂t2

ε0
∂2
∂t2Ey, f is
the operator for

1+(1x)2
12
∂2
∂x2

and g is the operator for

1+(1z)2
12
∂2
∂z2

. By neglecting higher order terms, any func-
tion u(z) can be approximated as
u(z+1z)−2u(z)+u(z−1z)
(1z)2 =
 
1+
(1z)2
12
∂2
∂z2
!
∂2
∂z2u
u(z+1z)+10u(z)+u(z−1z)
12
=
 
1+
(1z)2
12
∂2
∂z2
!
u. (21)
Using the above equations, a modiﬁed temporal operator can
be obtained. Following a similar approach, the spatial opera-
tors can also be obtained. Due to limited space, the modiﬁed
operators are summarized at the end of this paper explicitly
for an inhomogeneous medium.
In 2-D case and xz plane, the homogeneous acoustic “A”
and elastic shear “E(S)” wave equation read in the source-
free case
 
κ
∂2
∂t2 −
1
ρa0
 
∂2
∂x2 +
∂2
∂z2
!!
py(x,z,t) = 0 (22)
 
ρe0
∂2
∂t2 − µ
 
∂2
∂x2 +
∂2
∂z2
!!
vy(x,z,t) = 0. (23)
Due to the similarity between the wave equations, all results
mentionedabovefortheelectromagneticwavesarealsovalid
for the acoustic and elastic waves.
4 Applicability to staggered grid approaches (FDTD,
FIT)
In a homogeneous medium the ﬁrst-order staggered grid ap-
proach consists of solving the following coupled ﬁrst-order
equations in differential form
∂
∂t
Hy (z,t) = −
1
µ0
∂
∂z
Ex(z,t) (24)
∂
∂t
Ex (z,t) = −
1
ε0
∂
∂z
Hy(z,t) −
1
ε0
Jex(z,t). (25)
For the sake of simplicity, subscripts are dropped from here
onwards. Using a Taylor’s series expansion in Eq. (24) yields
∂
∂t
H(z,t) +
(1t)2
24
∂2
∂t2
∂
∂t
H(z,t) (26)
= −
1
µ0
 
∂
∂z
E (z,t) +
(1z)2
24
∂2
∂z2
∂
∂z
E (z,t)
!
.
To satisfy the general criterion for optimally accurate opera-
tors the Taylor’s series should be
∂
∂t
H(z,t) +
(1t)2
24
∂2
∂t2

∂
∂t
H(z,t) +
1
µ0
∂
∂z
E(z,t)

=
−
∂
∂z
E(z,t) +
(1z)2
24
∂2
∂z2

∂
∂z
E(z,t) − µ0
∂
∂t
H(z,t)

µ0
.
(27)
Thederivationofmodiﬁedoperatorsfromtheaboveequation
is possible, but they apparently lead to an intractable implicit
scheme. Thus, the modiﬁed operators formally exist but their
use would lead to an apparently intractable implicit scheme.
5 Implementation
Letthefollowingequation representa discretizedwaveequa-
tion using modiﬁed operators
 
An,nt − Kn,nt

cn,nt = f , (28)
where here for the sake of completeness, even the source
term is also considered. From Eqs. (9) and (10), the mod-
iﬁed operator (An,nt−Kn,nt) has multiple non-zero elements
for time t+1t. Usage of these operators in the marching-
on-in-time scheme to solve the FD equation results in an im-
plicit scheme, rather than an explicit scheme. To obviate the
need to solve a system of simultaneous linear equations at
each time step, the modiﬁed operators are approximated by
a predictor-corrector scheme based on the ﬁrst-order Born
approximation. The FD equation using the conventional op-
erators can be written as

A0
n,nt − K0
n,nt

c0
n,nt = f , (29)
where f is the source term. First, predict the ﬁeld at the
next time step using the conventional operators A0 and K0.
Compute δc, the correction to the displacement at time t +
1t, using the ﬁrst-order Born approximation. To obtain the
correction solve

A0
n,nt − K0
n,nt

δcn,nt = −
 
δAn,nt − δKn,nt

c0
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Fig. 1. Dispersion relation graphs
6 Simulation results
6.1 Dispersion relation graphs
Fig. 1 shows the variation of numerical phase velocity and
group velocity with respect to the normalized time step, c ∆t,
for a given spatial resolution, number of cells per wave-
length, in this case 20. Modiﬁed operators have less depen-
dency on the normalized time step, and also have a sharper
characteristics than standard operators. This is clearly visi-
ble as numerical phase and group velocities of modiﬁed op-
erators tend to be always the free-space wave velocity, i.e.,
cph = cgr = c0.
6.2 1-D EM case: Free space modeling: PEC boundaries
All the simulations, see Figs. 2 and 3, are carried out in free-
space of the length 1.5 m, 1000 cells, for 2.3725 ns, 950 time
steps, with a raised cosine pulse of 2 cycles, RC2 pulse, with
a carrier frequency of 10 GHz as the source located at the
center of the medium. The normalized time step c ∆t is equal
to 0.5, the reference cell size ∆z and reference time step ∆t
are 1.5 mm and 5 ps, respectively. The spatial resolution is
taken as 20. The results are plotted from z = 0,...,0.15 m.
Fig. 2 shows a comparative plot of the analytical and numer-
ical solutions. The numerical dispersion error is clearly vis-
ible in Fig. 3, displays the difference between the analytical
and numerical solutions. The numerical dispersion error is
reduced approximately by a factor of 40.
6.3 2-D TM case: inhomogeneous medium / plane wave
boundaries
The 2–D modeling results in Figs. 4 and 5 are obtained
by simulations carried out in an area of a length of 3 m,
2000 cells, and a width of 1.5 m, 1000 cells, for 10 ns,
4000 time steps, with a raised cosine pulse of 2 cycles, RC2
pulse, with a carrier frequency of 10 GHz as source located
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Fig. 2. Comparison between the analytical and numerical solutions
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Fig. 3. Absolute difference between the analytical and numerical
solutions
along the top boundary of the medium. The normalized time
step c ∆t is equal to 0.5, the reference cell size ∆z and ref-
erence time step ∆t are 1.5 mm and 5 ps, respectively. The
spatial resolution is taken as 20. A plane wave boundary con-
dition is used to truncate the simulation. The ﬁrst medium
(0 − 2.25 m) is free space and the second medium (2.25-3
m) has an increase in permittivity by a factor of 4. A plane
wave is sent from the top of the medium and is observed
as it passes through the second medium. Fig. 4 and Fig. 5
shows the data collected by the receivers (inside the second
medium). From these ﬁgures it clear that FDM outweighs
FIT even in the case of an inhomogeneous problem.
6.4 2-D P-SV case: plexiglas / motion-free boundaries
Consider the results in Fig. 6 where the simulations are car-
ried out for plexiglas with an area of length of 66.2266 mm,
1200 cells, and a width of 132.4535 mm, 2000 cells, for a
time interval of 90.9707 µs, 6500 time steps, with a raised
Fig. 1. Dispersion relation graphs.
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1200 cells, and a width of 132.4535 mm, 2000 cells, for a
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The operators δAn,nt, δKn,nt denote the difference between
the modiﬁed operators An,nt, Kn,nt and the conventional op-
erators A0
n,nt, K0
n,nt). The left-hand side of the above equa-
tion uses conventional operators, this means δcn,nt can be ob-
tained explicitly at time t+1t. Compute the corrected ﬁeld
after each time step using c0
n,nt and δcn,nt computed above,
i.e., cn,nt+1=c0
n,nt+1+δcn,nt+1. Before advancing to the next
time step redeﬁne c0
n,nt+1←cn,nt+1.
6 Simulation results
6.1 Dispersion relation graphs
Figure 1 shows the variation of numerical phase velocity
and group velocity with respect to the normalized time step,
c 1t, for a given spatial resolution, number of cells per wave-
length, in this case 20. Modiﬁed operators have less depen-
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6 Simulation results
6.1 Dispersion relation graphs
Fig. 1 shows the variation of numerical phase velocity and
group velocity with respect to the normalized time step, c ∆t,
for a given spatial resolution, number of cells per wave-
length, in this case 20. Modiﬁed operators have less depen-
dency on the normalized time step, and also have a sharper
characteristics than standard operators. This is clearly visi-
ble as numerical phase and group velocities of modiﬁed op-
erators tend to be always the free-space wave velocity, i.e.,
cph = cgr = c0.
6.2 1-D EM case: Free space modeling: PEC boundaries
All the simulations, see Figs. 2 and 3, are carried out in free-
space of the length 1.5 m, 1000 cells, for 2.3725 ns, 950 time
steps, with a raised cosine pulse of 2 cycles, RC2 pulse, with
a carrier frequency of 10 GHz as the source located at the
center of the medium. The normalized time step c ∆t is equal
to 0.5, the reference cell size ∆z and reference time step ∆t
are 1.5 mm and 5 ps, respectively. The spatial resolution is
taken as 20. The results are plotted from z = 0,...,0.15 m.
Fig. 2 shows a comparative plot of the analytical and numer-
ical solutions. The numerical dispersion error is clearly vis-
ible in Fig. 3, displays the difference between the analytical
and numerical solutions. The numerical dispersion error is
reduced approximately by a factor of 40.
6.3 2-D TM case: inhomogeneous medium / plane wave
boundaries
The 2–D modeling results in Figs. 4 and 5 are obtained
by simulations carried out in an area of a length of 3 m,
2000 cells, and a width of 1.5 m, 1000 cells, for 10 ns,
4000 time steps, with a raised cosine pulse of 2 cycles, RC2
pulse, with a carrier frequency of 10 GHz as source located
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along the top boundary of the medium. The normalized time
step c ∆t is equal to 0.5, the reference cell size ∆z and ref-
erence time step ∆t are 1.5 mm and 5 ps, respectively. The
spatial resolution is taken as 20. A plane wave boundary con-
dition is used to truncate the simulation. The ﬁrst medium
(0 − 2.25 m) is free space and the second medium (2.25-3
m) has an increase in permittivity by a factor of 4. A plane
wave is sent from the top of the medium and is observed
as it passes through the second medium. Fig. 4 and Fig. 5
shows the data collected by the receivers (inside the second
medium). From these ﬁgures it clear that FDM outweighs
FIT even in the case of an inhomogeneous problem.
6.4 2-D P-SV case: plexiglas / motion-free boundaries
Consider the results in Fig. 6 where the simulations are car-
ried out for plexiglas with an area of length of 66.2266 mm,
1200 cells, and a width of 132.4535 mm, 2000 cells, for a
time interval of 90.9707 µs, 6500 time steps, with a raised
Fig. 3. Absolute difference between the analytical and numerical
solutions.
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characteristics than standard operators. This is clearly visi-
ble as numerical phase and group velocities of modiﬁed op-
erators tend to be always the free-space wave velocity, i.e.,
cph=cgr=c0.
6.2 1-D EM case: Free space modeling: PEC boundaries
All the simulations, see Figs. 2 and 3, are carried out in free-
space of the length 1.5 m, 1000 cells, for 2.3725 ns, 950 time
steps, with a raised cosine pulse of 2 cycles, RC2 pulse, with
a carrier frequency of 10 GHz as the source located at the
center of the medium. The normalized time step c 1t is equal
to 0.5, the reference cell size 1z and reference time step 1t
are 1.5 mm and 5 ps, respectively. The spatial resolution is
taken as 20. The results are plotted from z=0,...,0.15 m.
Figurre 2 shows a comparative plot of the analytical and nu-
merical solutions. The numerical dispersion error is clearly
visible in Fig. 3, displays the difference between the analyti-
cal and numerical solutions. The numerical dispersion error
is reduced approximately by a factor of 40.
6.3 2-D TM case: inhomogeneous medium/plane wave
boundaries
The 2-D modeling results in Figs. 4 and 5 are obtained
by simulations carried out in an area of a length of 3 m,
2000 cells, and a width of 1.5 m, 1000 cells, for 10 ns,
4000 time steps, with a raised cosine pulse of 2 cycles, RC2
pulse, with a carrier frequency of 10 GHz as source located
along the top boundary of the medium. The normalized time
step c 1t is equal to 0.5, the reference cell size 1z and ref-
erence time step 1t are 1.5 mm and 5 ps, respectively. The
spatial resolution is taken as 20. A plane wave boundary con-
dition is used to truncate the simulation. The ﬁrst medium
(0−2.25 m) is free space and the second medium (2.25–3 m)
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Fig. 5. Wave modeling: FDM
cosine pulse of 2 cycles, RC2 pulse, with a carrier frequency
of 5 MHz as source. The normalized time step c ∆t is equal
to 0.5. The reference cell size ∆z and reference time step
∆t are 55.189 µm and 20.2157 ns, respectively. The spatial
resolution, number of grid cells per wavelength, is taken as
9.8933. The motion-free boundary condition is used to trun-
cate the simulation on all sides. A normal force is applied
within a ﬁnite aperture at the top of the medium. The ﬁnite
aperture is shown in red color. The EFIT and FDM snapshot
of the wave ﬁeld is taken at t = 90.9707 µs. In this case, us-
ing FDM, accuracy is increased by a factor of 30 compared
to EFIT.
7 Conclusions
The errors due to spatial and temporal discretization cannot
be considered separately. The net error due to the combined
effects of temporal and spatial discretization must be con-
Fig. 6. Elastic P-SV wave modeling using EFIT and FDM
sidered as a single quality. This error can be minimized by
tuning the operators so that the errors due to spatial and tem-
poral discretization come as close as possible to cancel each
other. The error of the conventional operators is much worse
than that of the modiﬁed operators, but approaches that of
modiﬁed operators if and only if c ∆t is equal to the Courant
limit. The error of solutions obtained using modiﬁed opera-
tors is essentially uniform regardless of the choice of c ∆t and
spatial resolution. This is clear from the dispersion graphs.
We make the following observations:
– a error reduction by a factor of about 40 − 100 for 2
times CPU requirement compared to FD3 method in 1-
D case
– a error reduction by a factor of about 36 for 2.9 times
CPU requirement compared to FD3 method in 2-D TM
(SH) case, and
– a error reduction by a factor of about 30, for 3.5 times
additional CPU requirement compared to FD3 method
in 2-D P-SV case.
Please note that the reduction of error depends on the com-
plexity of the problem, too. This method is straightly extend-
able to inhomogeneous problems and also to the 3-D prob-
lems. The ratio of required ﬂoating point operations will in-
crease linearly with the dimension of the problem and a CPU
time of about 5-8 times can be expected. An improvement of
the results by a factor of 30 can be expected as the improve-
ment in the accuracy is independent of the dimension of the
problem. The P-SV case is not furnished here, but it can be
treated in a similar way, which is part of our present research.
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cosine pulse of 2 cycles, RC2 pulse, with a carrier frequency
of 5 MHz as source. The normalized time step c ∆t is equal
to 0.5. The reference cell size ∆z and reference time step
∆t are 55.189 µm and 20.2157 ns, respectively. The spatial
resolution, number of grid cells per wavelength, is taken as
9.8933. The motion-free boundary condition is used to trun-
cate the simulation on all sides. A normal force is applied
within a ﬁnite aperture at the top of the medium. The ﬁnite
aperture is shown in red color. The EFIT and FDM snapshot
of the wave ﬁeld is taken at t = 90.9707 µs. In this case, us-
ing FDM, accuracy is increased by a factor of 30 compared
to EFIT.
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than that of the modiﬁed operators, but approaches that of
modiﬁed operators if and only if c ∆t is equal to the Courant
limit. The error of solutions obtained using modiﬁed opera-
tors is essentially uniform regardless of the choice of c ∆t and
spatial resolution. This is clear from the dispersion graphs.
We make the following observations:
– a error reduction by a factor of about 40 − 100 for 2
times CPU requirement compared to FD3 method in 1-
D case
– a error reduction by a factor of about 36 for 2.9 times
CPU requirement compared to FD3 method in 2-D TM
(SH) case, and
– a error reduction by a factor of about 30, for 3.5 times
additional CPU requirement compared to FD3 method
in 2-D P-SV case.
Please note that the reduction of error depends on the com-
plexity of the problem, too. This method is straightly extend-
able to inhomogeneous problems and also to the 3-D prob-
lems. The ratio of required ﬂoating point operations will in-
crease linearly with the dimension of the problem and a CPU
time of about 5-8 times can be expected. An improvement of
the results by a factor of 30 can be expected as the improve-
ment in the accuracy is independent of the dimension of the
problem. The P-SV case is not furnished here, but it can be
treated in a similar way, which is part of our present research.
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Consider the results in Fig. 6 where the simulations are car-
ried out for plexiglas with an area of length of 66.2266 mm,
1200 cells, and a width of 132.4535 mm, 2000 cells, for a
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cosine pulse of 2 cycles, RC2 pulse, with a carrier frequency
of 5 MHz as source. The normalized time step c ∆t is equal
to 0.5. The reference cell size ∆z and reference time step
∆t are 55.189 µm and 20.2157 ns, respectively. The spatial
resolution, number of grid cells per wavelength, is taken as
9.8933. The motion-free boundary condition is used to trun-
cate the simulation on all sides. A normal force is applied
within a ﬁnite aperture at the top of the medium. The ﬁnite
aperture is shown in red color. The EFIT and FDM snapshot
of the wave ﬁeld is taken at t = 90.9707 µs. In this case, us-
ing FDM, accuracy is increased by a factor of 30 compared
to EFIT.
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sidered as a single quality. This error can be minimized by
tuning the operators so that the errors due to spatial and tem-
poral discretization come as close as possible to cancel each
other. The error of the conventional operators is much worse
than that of the modiﬁed operators, but approaches that of
modiﬁed operators if and only if c ∆t is equal to the Courant
limit. The error of solutions obtained using modiﬁed opera-
tors is essentially uniform regardless of the choice of c ∆t and
spatial resolution. This is clear from the dispersion graphs.
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– a error reduction by a factor of about 40 − 100 for 2
times CPU requirement compared to FD3 method in 1-
D case
– a error reduction by a factor of about 36 for 2.9 times
CPU requirement compared to FD3 method in 2-D TM
(SH) case, and
– a error reduction by a factor of about 30, for 3.5 times
additional CPU requirement compared to FD3 method
in 2-D P-SV case.
Please note that the reduction of error depends on the com-
plexity of the problem, too. This method is straightly extend-
able to inhomogeneous problems and also to the 3-D prob-
lems. The ratio of required ﬂoating point operations will in-
crease linearly with the dimension of the problem and a CPU
time of about 5-8 times can be expected. An improvement of
the results by a factor of 30 can be expected as the improve-
ment in the accuracy is independent of the dimension of the
problem. The P-SV case is not furnished here, but it can be
treated in a similar way, which is part of our present research.
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The errors due to spatial and temporal discretization cannot
be considered separately. The net error due to the combined
effects of temporal and spatial discretization must be
considered as a single quality. This error can be minimized
by tuning the operators so that the errors due to spatial and
temporal discretization come as close as possible to cancel
each other. The error of the conventional operators is much
worse than that of the modiﬁed operators, but approaches
that of modiﬁed operators if and only if c 1t is equal to
the Courant limit. The error of solutions obtained using
modiﬁed operators is essentially uniform regardless of the
choice of c 1t and spatial resolution. This is clear from the
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– a error reduction by a factor of about 40−100 for 2
times CPU requirement compared to FD3 method in
1-D case
– a error reduction by a factor of about 36 for 2.9 times
CPU requirement compared to FD3 method in 2-D TM
(SH) case, and
– a error reduction by a factor of about 30, for 3.5 times
additional CPU requirement compared to FD3 method
in 2-D P-SV case.
Please note that the reduction of error depends on the com-
plexity of the problem, too. This method is straightly extend-
able to inhomogeneous problems and also to the 3-D prob-
lems. The ratio of required ﬂoating point operations will in-
crease linearly with the dimension of the problem and a CPU
time of about 5–8 times can be expected. An improvement of
the results by a factor of 30 can be expected as the improve-
ment in the accuracy is independent of the dimension of the
problem. The P-SV case is not furnished here, but it can be
treated in a similar way, which is part of our present research.
8 Appendix
K10
p0r0N =

1
144(1x)2

∗
t + 1t
z + 1z υ−0 −υ−+ υ+0
z 10υ−0 −10υ−+ 10υ+0
z − 1z υ−0 −υ−+ υ+0
x − 1x x x + 1x
t
z + 1z υ−0 −10υ−+ υ+0
z 10υ−0 −100υ−+ 10υ+0
z − 1z υ−0 −10υ−+ υ+0
x − 1x x x + 1x
t − 1t
z + 1z υ−0 −υ−+ υ+0
z 10υ−0 −10υ−+ 10υ+0
z − 1z υ−0 −υ−+ υ+0
x − 1x x x + 1x
The indices p0, r0 represent the x and z directions respec-
tively, 0≤p0≤Nx, 0≤r0≤Nz. Nx and Nz are the number of
grid cells in x and z directions. In spatial operators, 1
µ is
represented as υ.
υ−0 =
 
υ(p0−1)r0 + υp0r0

2
υ+0 =
 
υ(p0+1)r0 + υp0r0

2
υ−+ represents the sum of υ−0 and υ+0.
K30
p0r0N =

1
144(1z)2

∗
t − 1t
z + 1z υ0− υ0− υ0−
z −υ−+ −10υ−+ −υ0−+
z − 1z υ0+ υ0+ υ0+
x − 1x x x + 1x
t
z + 1z 10υ0− 10υ0− 10υ0−
z −10υ−+ −100υ−+ −10υ−+
z − 1z 10υ0+ 10υ0+ 10υ0+
x − 1x x x + 1x
t − 1t
z + 1z υ0− υ0− υ0−
z −υ−+ −10υ−+ −υ0−+
z − 1z υ0+ υ0+ υ0+
x − 1x x x + 1x
υ0− =
 
υp0(r0−1) + υp0r0

2
υ0+ =
 
υp0(r0+1) + υp0r0

2
Here υ−+ represents the sum of υ0− and υ0+.
A10
p0r0N =

ε00
144(1t)2

∗
t + 1t
z + 1z 1 10 1
z 10 100 10
z − 1z 1 10 1
x − 1x x x + 1x
t
z + 1z −2 −20 −2
z −20 −200 −20
z − 1z −2 −20 −2
x − 1x x x + 1x
t − 1t
z + 1z 1 10 1
z 10 100 10
z − 1z 1 10 1
x − 1x x x + 1x
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