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Abstract
Given a reflection r in a Coxeter groupW (possibly of infinite rank), we consider
the subgroup of W generated by the reflections in W having (−1)-eigenvectors
orthogonal to the (−1)-eigenvector of r. In this paper, we determine completely
when this subgroup is finitely generated, by using preceding results on centralizers
of reflections. This result provides a new and naturally constructed example of a
family of non-finitely generated subgroups of finitely generated groups.
1 Introduction
A property for abstract groups is called (e.g., in Section 2.3 of [13]) a group-theoretical
property if the trivial group possesses the property and any group isomorphic to a group
with this property also possesses the property. Whether or not a given group-theoretical
property is preserved by taking subgroups is an important problem with long history
in combinatorial group theory. For affirmative directions, it is a trivial example that
the properties of being finite and of being Abelian belong to this class of properties.
Another example which is classical and far from being trivial is that freeness of groups
belongs to this class, by virtue of the Nielsen–Schreier Theorem. On the other hand,
of course not every group-theoretical property belongs to this class; a classical but not
so obvious example is that a subgroup of a finitely generated group is not necessarily
finitely generated. A famous example of this phenomenon comes from the kernel of the
group homomorphism from the free group of rank two, with generators a and b, to an
infinite cyclic group defined by a 7→ a, b 7→ 1; now the kernel has countably infinite
free generators a−ibai, i ∈ Z (see e.g., Example 3(3) of [1]). In this paper, we present a
new and naturally constructed example of a family of non-finitely generated subgroups of
finitely generated groups, by using the theory of Coxeter groups. (We notice that another
example of such a family based on Coxeter groups was provided by S. R. Gal [8]; see [8,
Proposition 2.1 and Remark 2.2].)
Let (W,S) be an arbitrary Coxeter system, that is, W is a Coxeter group and S is
the distinguished generating set of W . We call an element w ∈ W a reflection in W
MSC2010: 20F55, 20E34
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if w is conjugate in W to some element of S. In the canonical orthogonal reflection
representation of W (over R), an element of W is a reflection in the above sense precisely
when it is a reflection in geometrical sense. Subgroups of Coxeter groups generated by
some reflections, referred to as reflection subgroups, are one of the most important kinds
of subgroups of Coxeter groups; for example, a theorem of V. V. Deodhar [5] or of M. Dyer
[6, Theorem 3.3] states that any reflection subgroup of a Coxeter group is also a Coxeter
group (with an appropriately chosen generating set).
In this paper, we deal with a reflection subgroupW⊥r of a Coxeter groupW associated
to a reflection r in W , which is generated by all the reflections in W , except r itself, that
commute with r. Equivalently, W⊥r is generated by the reflections in W having (−1)-
eigenvectors which are orthogonal to that of r. The main result of this paper gives
a characterization of the cases in which W⊥r is finitely generated (Theorem 4.1 and
Theorem 4.2). Our result shows that the cases in which W is finitely generated but
W⊥r is not finitely generated occupies a fairly large part of all the possible cases; hence
even such a naturally introduced subgroup of a Coxeter group provides a large family of
concrete examples for an important and interesting phenomenon in combinatorial group
theory mentioned in the first paragraph.
For the above reflection subgroupsW⊥r, it holds by definition thatW⊥r is a subgroup
of the centralizer ZW (r) of the reflection r in W . The structure of ZW (r) was studied
first by B. Brink [3] in a general setting, and then by R. E. Borcherds [2], by Brink and
R. B. Howlett [4] and by the author of this paper [12] in general and more extended
settings. (We notice that a partial result was presented earlier by Howlett [9].) Brink [3]
gave a semidirect product decomposition of ZW (r) and determined the structures of some,
but not all, factors of ZW (r). In particular, Brink’s result is not enough to determine
the structure of the subgroup W⊥r, or even the cardinality of the generating set of W⊥r.
On the other hand, the general results in the latter three papers [2, 4, 12] (applied to
this special case) determine the entire structure of ZW (r). In this paper, we study the
detailed structure of W⊥r by using the result of [12].
This paper is organized as follows. In Section 2, we summarize some basic definitions
and facts about graphs, groupoids (Section 2.1) and Coxeter groups (Section 2.2). In
Section 3, we describe the preceding results on the centralizers of reflections relevant to
our argument in this paper, mainly based on the papers by Brink [3] and the author [12].
In Section 4, we first give the statement of the main theorem of this paper as well as its
corollaries applied to some special cases (Section 4.1), and then give a proof of the main
theorem (Section 4.2).
Acknowledgement. The author would like to express his deep gratitude to Professor
Itaru Terada and to Professor Kazuhiko Koike for their precious advice and encour-
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2 Preliminaries
2.1 Graphs
In this paper, any graph G = (V (G), E(G)) is simple (i.e., having neither loops nor
multiple edges) and unoriented unless otherwise noticed, while it may have infinitely
many vertices. A path in G is denoted by a finite sequence P = (xn, . . . , x1, x0) of its
vertices, where the vertices are ordered from right to left (i.e., (x1, x0) is the first edge
in P ) for a technical reason. Let V (P ) denote the set {x0, x1, . . . , xn} of the vertices in
the path P . A path (xn, . . . , x1, x0) is said to be closed if xn = x0; and trivial if n = 0.
A path (x0, x1, . . . , xn) is said to be the inverse of P = (xn, . . . , x1, x0) and is denoted
by P−1. For two paths P1 = (xn, . . . , x1, x0) and P2 = (ym, . . . , y1, y0) with xn = y0, let
P2P1 := (ym, . . . , y1, xn, . . . , x1, x0) be the concatenation of these two paths.
We say that a path P = (xn, . . . , x1, x0) in G is simple if for every i, j ∈ {0, 1, . . . , n}
with i 6= j, we have xi 6= xj unless {i, j} = {0, n}. We say that P is reduced if xi 6= xi+2
for every 0 ≤ i ≤ n − 2; and cyclically reduced if x0 = xn and xi 6= xj for every
i, j ∈ {0, 1, . . . , n} with |j − i| ≡ 2 (mod n). When xn 6= x0, we say that P is full if
for each 0 ≤ i ≤ j ≤ n with j − i ≥ 2, the vertices xi and xj are not adjacent in G.
On the other hand, when xn = x0, we say that P is full if for each i, j ∈ {0, 1, . . . , n}
with |j − i| 6≡ 0, 1 (mod n), the vertices xi and xj are not adjacent in G. We say
that a closed path is a cycle if it is simple and cyclically reduced. A cyclic shift of a
closed path C = (xn, · · · , x1, x0) is a closed path of the form C
→k := (xk, · · · , x1, x0 =
xn, xn−1, . . . , xk+1, xk) with 0 ≤ k ≤ n− 1. We notice the following well-known fact:
Lemma 2.1. Let (xn, . . . , x1, x0) be a cycle in a graph G which is not full. Then there
exist two indices i and j with 0 ≤ i ≤ j ≤ n − 1 and 2 ≤ j − i ≤ n − 2 satisfying that
(xi, xj, . . . , xi+1, xi) is a full cycle in G and (xn, . . . , xj+1, xj , xi, . . . , x1, x0) is a cycle in
G.
For a subset I ⊆ V (G), let GI denote the restriction of G to a vertex set I, which
is the subgraph of G with vertex set I and edge set consisting of all edges of G whose
two vertices are both in I. For a vertex x ∈ V (G), we define G∼x to be the connected
component of G containing x.
Definition 2.2. For a graph G, we say that a subset I ⊆ V (G) is a pre-core of G if GI
is connected and contains the vertex set of every nontrivial full cycle in G. In this case,
we also call GI a pre-core of G.
It follows from Lemma 2.1 and induction on the length of a cycle that any pre-core
of a graph G contains the vertex set of every (not necessary full) nontrivial cycle in G.
Now the following property holds:
Lemma 2.3. Let I ⊆ V (G) be a pre-core of a graph G. Then every reduced (but not
necessarily cyclically reduced) path P = (xn, . . . , x1, x0) in G with x0, xn ∈ I is contained
in GI.
Proof. We use induction on n, with the case n ≤ 1 being trivial. We suppose that n ≥ 2.
First, we consider the case that xi = xj for two indices i < j with (i, j) 6= (0, n). Take
such a pair (i, j) with j − i being minimal (hence j − i ≥ 3, since P is reduced). Then
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(xj , xj−1, . . . , xi+1, xi) is a nontrivial cycle in G, therefore (by the above remark) it is
contained in the pre-core GI . In particular, xi, xj ∈ I. Now the induction hypothesis
implies that both (xn, . . . , xj+1, xj) and (xi, . . . , x1, x0) are also contained in GI , therefore
the claim holds in this case.
Secondly, we consider the other case that P is simple. By the induction hypothesis,
the claim follows if xi ∈ I for some 1 ≤ i ≤ n−1. From now, assume contrary that xi 6∈ I
for every 1 ≤ i ≤ n − 1 and deduce a contradiction. Since the pre-core I is connected,
there exists a path P ′ = (ym, . . . , y1, y0) in GI with y0 = x0 and ym = xn. By choosing
such a path with shortest length, we may assume without loss of generality that P ′ is
simple and reduced when xn 6= x0; while P
′ is trivial when xn = x0. In any case, since
both P and P ′ are simple and reduced, and xi 6∈ I for every 1 ≤ i ≤ n− 1 and yj ∈ I for
every 0 ≤ j ≤ m, it follows that P ′−1P is a nontrivial cycle in G. However, it cannot be
contained in GI , since x1 6∈ I. This is a contradiction. Hence the proof of Lemma 2.3 is
concluded.
By virtue of Lemma 2.3, we have the following result:
Lemma 2.4. Let G be a graph containing a nontrivial cycle. Then the intersection of
any non-empty family of pre-cores of G is also a pre-core of G. Hence, if all the nontrivial
full cycles in such a graph G are contained in the same connected component of G, then
there exists a unique minimal pre-core of G (which is referred to as the core of G).
Proof. The second part of the claim follows from the first part, since the connected
component of G specified in the statement is a pre-core of G. For the first claim, the
nontrivial part is that the intersection I =
⋂
λ Iλ of a non-empty family {Iλ}λ of pre-cores
of G is connected. Choose an index λ = λ0. Then for any y, z ∈ I, we have y, z ∈ Iλ0 ,
and since Iλ0 is connected, there exists a reduced path in GIλ0 from y to z. Now by
Lemma 2.3, the reduced path is contained in every GIλ , hence in GI . This implies that
GI is connected, as desired.
A groupoid is a small category whose morphisms are all invertible; that is, a family
of sets G = {Gx,y}x,y∈V (G) with some index set (referred to as vertex set) V (G) endowed
with (I) multiplications Gx,y×Gy,z → Gx,z satisfying the associativity law, (II) an identity
element 1 = 1x in each Gx,x, and (III) an inverse g
−1 ∈ Gy,x for every g ∈ Gx,y. Each
Gx,x forms a group, which is called a vertex group of G. A homomorphism between
groupoids is a covariant functor between them regarded as categories. Notions such as
isomorphisms and subgroupoids are defined as usual. Now the fundamental groupoid
π1(G; ∗, ∗) = {π1(G; y, x)}x,y of a graph G is defined in the following manner. The vertex
set is chosen to be V (G). For x, y ∈ V (G), define π1(G; y, x) to be the quotient set of
the set of all paths (zn, . . . , z1, z0) in G from x = z0 to y = zn, with equivalence relation
∼ induced by the property that (zn, . . . , z1, z0) ∼ (zn, . . . , zi+3, zi, . . . , z1, z0) provided
zi+2 = zi. Let [P ] denote the equivalence class of a path P . The multiplication ∗ in
π1(G; ∗, ∗) is given by [P1] ∗ [P2] := [P1P2], which is well-defined. Then [P
−1] is the
inverse [P ]−1 of [P ] in π1(G; ∗, ∗) for each path P in G. It is known that each element
of π1(G; ∗, ∗) is represented by a unique reduced path in G, and π1(G; ∗, ∗) is freely
generated by (equivalence classes of) the edges of G (regarded as paths of length 1). For
each x ∈ V (G), the vertex group π1(G; x) := π1(G; x, x) is the fundamental group of G at
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x, which is known to be a free group. Note that, if H is a subgraph of G, then π1(H ; ∗, ∗)
is naturally embedded into π1(G; ∗, ∗) as a subgroupoid.
Lemma 2.5. Let G be graph. If I ⊆ V (G) is a pre-core of G, then π1(GI ; x, y) =
π1(G; x, y) for every x, y ∈ I. Conversely, if x ∈ I ⊆ V (G) and π1(GI ; x) = π1(G; x),
then (GI)∼x contains every nontrivial cycle in G∼x.
Proof. The first part of the claim follows from Lemma 2.3, since each element of π1(G; x, y)
is represented by a reduced path between x and y. For the second part, let C be a non-
trivial cycle in G∼x. Take a reduced path P with minimal length in G∼x from x to some
vertex of C. Then by taking an appropriate cyclic shift C ′ of C, it holds that P−1C ′P is
a reduced closed path in G starting at x. Now we have [P−1C ′P ] ∈ π1(G; x) = π1(GI ; x)
by the hypothesis. Since P−1C ′P is reduced as above, the uniqueness of representation of
each element of the fundamental groupoid of a graph by a reduced path implies that the
path P−1C ′P is contained in GI , hence in (GI)∼x. Therefore C is contained in (GI)∼x,
as desired.
2.2 Coxeter groups
A pair (W,S) of a group W and its (possibly infinite) generating set S is called a Coxeter
system if W admits the following presentation
W = 〈S | (st)m(s,t) = 1 for all s, t ∈ S with m(s, t) <∞〉 ,
where m : (s, t) 7→ m(s, t) ∈ {1, 2, . . . } ∪ {∞} is a symmetric mapping in s, t ∈ S with
the property that we have m(s, t) = 1 if and only if s = t. A group W is called a Coxeter
group if (W,S) is a Coxeter system for some S ⊆W . An isomorphism of Coxeter systems
from (W,S) to (W ′, S ′) is a group isomorphismW →W ′ that maps S onto S ′. It is known
that m(s, t) is precisely the order of the element st in W , therefore the system (W,S)
determines uniquely the mapping m and hence the Coxeter graph Γ, which is a simple
undirected graph with vertex set S in which two vertices s, t ∈ S are joined by an edge
with label m(s, t) if and only if m(s, t) ≥ 3 (by usual convention, the label is omitted
when m(s, t) = 3). See e.g., the book [10] for fundamental properties for Coxeter groups
which may be implicit in this paper.
For w ∈ W , let ℓ(w) denote the length of w (with respect to S), which is the smallest
integer n ≥ 0 with the property that w is expressed by the product of n elements of S.
An expression w = s1s2 · · · sn of w ∈ W as a product of elements si of S with n = ℓ(w)
is called a reduced expression of w. It is known that the subset {s1, s2, . . . , sn} ⊆ S is
unique and independent of the choice of a reduced expression w = s1s2 · · · sn of w; the
set {s1, s2, . . . , sn} is called the support of w and denoted by supp(w). We notice the
following properties:
Lemma 2.6. Let wi ∈ W for 1 ≤ i ≤ k, w = w1w2 · · ·wk, and suppose that ℓ(w) =∑k
i=1 ℓ(wi). Then supp(w) =
⋃k
i=1 supp(wi).
Lemma 2.7. A Coxeter group W is finitely generated if and only if the generating set S
is finite.
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Proof. This follows from the fact that the union of the supports of finitely many elements
of W is finite and no proper subset of S can generate W .
For I ⊆ S, the subgroup WI := 〈I〉 ofW generated by I is called a parabolic subgroup.
It is well known that (WI , I) is a Coxeter system with Coxeter graph ΓI and length
function ℓI given by ℓI(w) = ℓ(w) for w ∈ WI , and we have
⋂
λWJλ = WJ (where
J =
⋂
λ Jλ) for any family {Jλ}λ of subsets of S. If I is the vertex set of a connected
component of Γ, then WI and I are called an irreducible component of W (or of (W,S),
if we emphasize the generating set S) and of S, respectively. Now W is the (restricted)
direct product of its irreducible components. If Γ is connected, then (W,S), W and S
are called irreducible.
We say that a finite subset I of S, or the corresponding Coxeter graph ΓI , is of type
A˜n−1 if n = |I| ≥ 3 and there exists a labelling I = {s1, s2, . . . , sn} of elements of I with
the property that m(si, sj) = 3 for every i, j ∈ {1, 2, . . . , n} with |j− i| ≡ 1 (mod n) and
m(si, sj) = 2 for every distinct i, j ∈ {1, 2, . . . , n} with |j − i| 6≡ 1 (mod n).
Let V denote the geometric representation space (over R), which is an R-linear space
equipped with a basis Π = {αs | s ∈ S} and a W -invariant symmetric bilinear form 〈 , 〉
determined by
〈αs, αt〉 =
{
− cos(π/m(s, t)) if m(s, t) <∞ ;
−1 if m(s, t) =∞ ,
where W acts faithfully on V by s · v = v − 2〈αs, v〉αs for s ∈ S and v ∈ V . Then the
root system Φ =W ·Π consists of unit vectors with respect to the bilinear form 〈 , 〉, and
Φ is the disjoint union of Φ+ := Φ ∩ R≥0Π and Φ
− := −Φ+ where R≥0Π signifies the
set of nonnegative linear combinations of elements of Π. Elements of Φ, Φ+, and Φ− are
called roots, positive roots, and negative roots, respectively. We write Ψ+ := Ψ ∩ Φ+ for
any subset Ψ ⊆ Φ. For an element v =
∑
s∈S csαs ∈ V , define the support of v, denoted
by supp(v), by
supp(v) := {s ∈ S | cs 6= 0} .
For a subset I ⊆ S, let VI denote the subspace of V spanned by the set ΠI := {αs | s ∈
I} ⊆ Π, and put ΦI := Φ ∩ VI . It is well known that ΦI coincides with the root system
WI · ΠI of (WI , I) (see e.g., [7, Lemma 4]).
For a root γ = w · αs ∈ Φ, let sγ denote the reflection wsw
−1 ∈ W along the root γ,
acting on V by sγ · v = v − 2〈γ, v〉γ for v ∈ V . An element w of W is a reflection if and
only if w is conjugate in W to an element of S. A subgroup of W generated by some
reflections is called a reflection subgroup. The following lemma will be used later:
Lemma 2.8 ([11, Lemma 2.7]). Let 1 6= w ∈ W , I = supp(w), γ ∈ Φ+ and J = supp(γ).
Suppose that I ∩ J = ∅ and J is adjacent to I in the Coxeter graph Γ. Then we have
w · γ ∈ Φ+I∪J r ΦJ , hence w · γ 6= γ.
We introduce a special subgraph of a Coxeter graph, which plays an important role
in our argument below:
Definition 2.9. We define the odd Coxeter graph Γodd to be the subgraph of Γ obtained
by removing all edges labelled by an even number or ∞.
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3 Note on centralizers of reflections
The structure of the centralizer ZW (r) of a reflection r in a Coxeter group W has been
studied in many preceding papers [2, 3, 4, 9, 12], in some generalized or restricted settings.
We prepare some notations. Let I ⊆ S, and suppose that r = sγ is a reflection in WI
with γ ∈ ΦI . We define
Φ⊥rI := {β ∈ ΦI | 〈β, γ〉 = 0}
(which is well-defined, since two reflections sγ1 and sγ2 coincide if and only if γ2 = ±γ1).
Let W⊥rI denote the subgroup of WI generated by the reflections sβ with β ∈ Φ
⊥r
I . We
often omit the subscripts ‘I’ in these notations when I = S. Now if γ = w·αs with w ∈ WI
and s ∈ I, then the conjugation action by w defines a group isomorphism W⊥sI
∼
→ W⊥rI ,
hence W⊥rI is finitely generated if and only if W
⊥s
I is finitely generated.
In what follows, we consider the case r ∈ I ⊆ S. Let ΠI,r be the “simple system” in
“root system” Φ⊥rI ; that is, Π
I,r consists of the roots in (Φ⊥rI )
+ that cannot be a positive
linear combination of two or more distinct roots in (Φ⊥rI )
+. We define
RI,r := {sγ | γ ∈ Π
I,r} .
Then (W⊥rI , R
I,r) is a Coxeter system by a general theorem of V. V. Deodhar [5] or of
M. Dyer [6, Theorem 3.3] on reflection subgroups. We write ΠI,r as Πr and RI,r as Rr
when I = S. Now let Y I be the groupoid, with vertex set I and multiplication induced
by that of W , defined by
Y Iy,x := {w ∈ WI | αy = w · αx and w · (Φ
⊥x
I )
+ ⊆ Φ+} for x, y ∈ I
(note that Y I is indeed a groupoid; see [3] or [12, Section 3.1]). Then B. Brink [3] showed
(in slightly different notations) that ZWI (r) admits the following decomposition:
ZWI (r) = (〈r〉 ×W
⊥r
I )⋊ Y
I
r,r = 〈r〉 × (W
⊥r
I ⋊ Y
I
r,r) .
Moreover, Brink also proved the following result:
Theorem 3.1. In this setting, there exists a groupoid isomorphism πI from the funda-
mental groupoid π1(Γ
odd
I ; ∗, ∗) of the odd Coxeter graph Γ
odd
I of (WI , I) (see Definition
2.9 for the definition) to Y I determined by the following conditions: πI maps each vertex
x ∈ I of π1(Γ
odd
I ; ∗, ∗) to the vertex x of Y
I ; we have
πI(y, x) = (xy)(m−1)/2 ∈ Y Iy,x
for any distinct x, y ∈ I with m := m(x, y) being an odd integer; and we have
ℓ(πI(xn, . . . , x1, x0)) =
n∑
i=1
ℓ(πI(xi, xi−1))
for any reduced path (xn, . . . , x1, x0) in Γ
odd
I , where for any path P = (xn, . . . , x1, x0) in
ΓoddI , we write π
I([P ]) as πI(xn, . . . , x1, x0) for simplicity. In particular, π
I induces a
group isomorphism from π1(Γ
odd
I ; x) to Y
I
x,x for each x ∈ I.
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We often omit the superscripts ‘I’ in the above notations when I = S. Now we present
a corollary of Theorem 3.1 which will be used in our argument below:
Corollary 3.2. Let I ⊆ S, and let P be a nontrivial reduced path in ΓoddI . Then
supp(πI([P ])) = V (P ).
Proof. Since we have supp(πI(y, x)) = {x, y} for any edge (y, x) in ΓoddI from x to y, the
claim follows from Theorem 3.1 and Lemma 2.6.
The structure of the Coxeter system (W⊥rI , R
I,r) has been described by a result of the
author [12] (or a result of Brink and R. B. Howlett [4] in different notations). For each
r ∈ I, let OddI(r) denote the vertex set of (Γ
odd
I )∼r (see Section 2.1 for the notation).
Lemma 4.1 of [12] implies the following property:
Lemma 3.3 (see [12, Lemma 4.1]). Let x and s be distinct elements of S. Then we have
Φ⊥x{x,s} 6= ∅ if and only if m(x, s) <∞ and the longest element of the finite Coxeter group
W{x,s} commutes with x. Moreover, if these two conditions are satisfied, then (Φ
⊥x
{x,s})
+
consists of a unique element, denoted here by γ(x, s).
A direct calculation shows that x and s satisfy the conditions in Lemma 3.3 if and
only if m(x, s) is an even integer. Now we define
E I(r) := {(x, s) | x ∈ OddI(r), s ∈ I r {x} and m(x, s) is even} ,
therefore for each ξ = (x, s) ∈ E I(r), the positive root γ(ξ) = γ(x, s) as in Lemma 3.3
exists. For each ξ ∈ E I(r), we write ξ = (ξ◦, ξ†) with ξ
◦ ∈ OddI(r) and ξ† ∈ Ir{ξ
◦}, and
we call the elements ξ◦ and ξ† the ship and anchor of ξ, respectively. Now the results of
[12], especially Theorem 4.13 combined with Example 4.12, imply the following property
(recall the isomorphism πI given in Theorem 3.1):
Theorem 3.4 (see [12]). In this setting, ΠI,r consists of the roots γIr (c; ξ) = γ
I
r (c; ξ
◦, ξ†)
with ξ ∈ E I(r) and c ∈ π1(Γ
odd
I ; r, ξ
◦), defined by
γIr (c; ξ) := π
I(c) · γ(ξ) .
Hence RI,r consists of the reflections sIr(c; ξ) along the roots γ
I
r (c; ξ) with ξ and c as above.
We define
RI(r) := {(c; ξ) | ξ ∈ E I(r) and c ∈ π1(Γ
odd
I ; r, ξ
◦)} .
Then by Theorem 3.4, an element of ΠI,r (hence of RI,r) is determined for each element
of RI(r).
Here we give a remark on an intuition behind the names “ship” and “anchor” for the
two components of elements of E I(r). Let (c; ξ) ∈ RI(r). Suppose that ξ 6= ζ ∈ E I(r),
ζ† = ξ†, m(ξ
◦, ξ†) = 2 = m(ζ
◦, ζ†) and m = m(ξ
◦, ζ◦) is an odd integer (hence ξ◦ and ζ◦
are adjacent in ΓoddI ). In this case, the transformation from ξ to ζ can be regarded as
that the ship of ξ moves from the vertex ξ◦ to the vertex ζ◦ through the corresponding
edge in ΓoddI , while the anchor of ξ at the vertex ξ† is fixed (see the left part of Figure 1).
We say that this kind of transformation ξ 7→ ζ is an S-move in I from ξ to ζ (‘S’ stands
for “slide”). Now we have γIr (c; ξ) = γ
I
r (c ∗ [q
−1]; ζ) where q denotes the edge from ξ◦ to
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❆ ✁
❅ ❣
ξ◦
❣
ζ◦m
❆ ✁
❅
❅
❅
❅
 
 
 
❣ ξ† = ζ†
  
(S-move)
❆ ✁
❅
❣
ξ◦ = ζ†
❣
❣
ξ† = ζ
◦
↓
↓
↑
↑
❆ ✁
❅
(E-move)
Figure 1: Picture for S-moves and E-moves
ζ◦. We also call the transformation (c; ξ) 7→ (c ∗ [q−1]; ζ) an S-move in I, and we say that
the edge q, or the element [q] of π1(Γ
odd
I ; ∗, ∗), is realized by the S-move.
For the fundamental relations of the Coxeter system (W⊥rI , R
I,r), roughly speaking,
the result of [12] implies that all the relations in (W⊥rI , R
I,r) are induced by those defined
within some parabolic subgroups of rank 3. Let J be a subset of I with the properties
that |J | = 3, J ∩ OddI(r) 6= ∅ and |WJ | < ∞. Now for any r
′ ∈ J ∩ OddI(r), a direct
calculation shows that there exists an element ξ ∈ E I(r) with ξ◦ ∈ OddJ(r
′) and ξ† ∈ J .
Moreover, there exist a unique element ζ ∈ E I(r) \ {ξ} with ζ◦ ∈ OddJ(r
′) = OddJ(ξ
◦)
and ζ† ∈ J , and a unique (possibly trivial) reduced path q in Γ
odd
J from ξ
◦ to ζ◦. All the
possibilities are listed (up to symmetry) in Table 1, where we put J = {x, y, z} and write
I2(3) = A2 and I2(4) = B2 for simplicity. Now the argument in the final part of Section
4.4 of [12] implies that we have 〈γ(ζ), πI([q]) · γ(ξ)〉 = − cos(π/k) for an integer k ≥ 1;
the column “order” in Table 1 gives the integer k for each case (cf., Tables 1 and 2 in
[12]). In this setting, for each c ∈ π1(Γ
odd
I ; r, ξ
◦), we introduce the symmetric relations
(c; ξ)
k
∼I (c ∗ [q
−1]; ζ) and (c ∗ [q−1]; ζ)
k
∼I (c; ξ) for two elements of R
I(r).
Table 1: List for the local relations, where J = {x, y, z}, I2(3) = A2, I2(4) = B2
type of WJ m(x, y), m(y, z) ξ path q ζ order
A1 ×A1 × A1 2, 2 (x, y) trivial (x, z) 2
A1 × I2(m) 2, m (x, y) trivial (x, z) m
(m ≥ 3 odd) (y, x) (z, y) (z, x) 1 (S-move)
A1 × I2(m) 2, m (x, y) trivial (x, z) m
(m ≥ 4 even) (y, x) trivial (y, z) 2
A3 3, 3 (x, z) (z, y, x) (z, x) 1 (E-move)
B3 3, 4 (x, z) (y, x) (y, z) 2
(z, x) trivial (z, y) 4
H3 3, 5 (x, z) (z, y, x) (z, x) 2
We focus on two of the above-mentioned cases with k = 1, the third and sixth cases in
Table 1. The former case corresponds to an S-move introduced above. For the latter case,
namely ξ = (x, z), ζ = (z, x), q = (z, y, x) and {x, y, z} is of type A3, the transformation
from ξ to ζ can be regarded as that the ship of ξ moves from the vertex ξ◦ to the vertex
ζ◦ through the path q in ΓoddI , and the positions of the ship and the anchor are exchanged
during the transformation (see the right part of Figure 1). We say that this kind of
transformation ξ 7→ ζ is an E-move in I from ξ to ζ (‘E’ stands for “exchange”). Now we
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have γIr (c; ξ) = γ
I
r (c ∗ [q
−1]; ζ) for each c ∈ π1(Γ
odd
I ; r, ξ
◦). We also call the transformation
(c; ξ) 7→ (c ∗ [q−1]; ζ) an E-move in I, and we say that the edge q, or the element [q] of
π1(Γ
odd
I ; ∗, ∗), is realized by the E-move.
Let the term move signify both an S-move and an E-move. Note that each move
is invertible by the definition. For a sequence of n consecutive moves, where the i-th
move (1 ≤ i ≤ n) realizes a path qi (or an element [qi] of the fundamental groupoid),
we say that the concatenation q := qn · · · q1 of the paths qi (or the multiplication [q] of
the elements [qi]) is realized by the sequence of moves. Now we define an equivalence
relation ∼I on R
I(r) in such a way that we have (c; ξ) ∼I (d; ζ) if and only if there exists
a sequence of moves from ξ to ζ that realizes an element [q] with d = c ∗ [q]−1.
Now Theorem 4.14 of [12] implies the following property:
Theorem 3.5. Let (c; ξ), (d; ζ) ∈ RI(r). Then we have sIr(c; ξ) = s
I
r(d; ζ) if and only if
(c; ξ) ∼I (d; ζ). Moreover, for 2 ≤ m < ∞, the product of s
I
r(c; ξ) and s
I
r(d; ζ) has order
m if and only if there exist two elements (c′; ξ′) and (d′; ζ ′) of RI(r) with the property
that (c; ξ) ∼I (c
′; ξ′), (d; ζ) ∼I (d
′; ζ ′) and (c′; ξ′)
m
∼I (d
′; ζ ′).
We often omit the subscripts ‘I’ and superscripts ‘I’ in the above notations when
I = S.
Example 3.6. Let P = (xn, . . . , x1, x0) be a full cycle in Γ
odd. Write ξi,j = (xi, xj) and
mi,j = m(xi, xj) for simplicity, where the indices i, j are taken modulo n. In this example,
we consider the case that n = 2N + 1 with an integer N ≥ 2 and m0,k < ∞ for some
index 2 ≤ k ≤ n− 2. Now we have ξk,0 ∈ E
V (P )(x0) for this k.
We consider the possibilities of moves in V (P ) starting at ξi,j, where ξi,j is an element
of EV (P )(x0) (hence i−j 6≡ 0,±1 (mod n)). By the shape of Γ
odd
V (P ), for the case i−j 6≡ ±2
(mod n), there exist at most two moves in V (P ) starting at ξi,j, the S-move ξi,j 7→ ξi−1,j
and the S-move ξi,j 7→ ξi+1,j. Moreover, the former S-move ξi,j 7→ ξi−1,j indeed exists if and
only if mi,j = mi−1,j = 2, while the latter S-move ξi,j 7→ ξi+1,j indeed exists if and only if
mi,j = mi+1,j = 2. On the other hand, for the case i− j ≡ 2 (mod n), there exist at most
two moves in V (P ) starting at ξi,j = ξj+2,j, the E-move ξj+2,j 7→ ξj,j+2 in {xj , xj+1, xj+2}
and the S-move ξj+2,j 7→ ξj+3,j. Moreover, the former E-move ξj+2,j 7→ ξj,j+2 indeed
exists if and only if mj,j+2 = 2 and mj,j+1 = mj+1,j+2 = 3, while the latter S-move
ξj+2,j 7→ ξj+3,j indeed exists if and only if mj,j+2 = mj,j+3 = 2. A similar property holds
for the remaining case i− j ≡ −2 (mod n).
By the above argument, if a non-backtracking sequence of moves in V (P ) from ξk,0
to ξk,0 exists, then it is a multiple of the concatenation of the following sequences (recall
that n = 2N +1) and the conditions specified there are satisfied, where ξi,j → ξi′,j means
the S-move from ξi,j to ξi′,j and ξi,j
h
↔ ξj,i means the E-move in {xi, xj, xh} from ξi,j to
ξj,i:
• ξk,0 → ξk+1,0 → · · · → ξn−2,0
n−1
↔ ξ0,n−2 (Condition: m0,i = 2 for every k ≤ i ≤ n−2,
and mn−2,n−1 = mn−1,0 = 3);
• ξ2j+3,2j+1 → ξ2j+4,2j+1 → · · · → ξ2j−1,2j+1
2j
↔ ξ2j+1,2j−1 for j = N − 1, N − 2, . . . , 1
(Condition: m2j+1,i = 2 for every i with i−(2j+1) 6≡ 0,±1 (mod n), andm2j−1,2j =
m2j,2j+1 = 3);
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• ξ3,1 → ξ4,1 → · · · → ξn−1,1
0
↔ ξ1,n−1 (Condition: m1,i = 2 for every 3 ≤ i ≤ n − 1,
and mn−1,0 = m0,1 = 3);
• ξ2j+2,2j → ξ2j+3,2j → · · · → ξ2j−2,2j
2j−1
↔ ξ2j,2j−2 for j = N,N − 1, . . . , 1 (Condition:
m2j,i = 2 for every i with i− 2j 6≡ 0,±1 (mod n), and m2j−2,2j−1 = m2j−1,2j = 3);
• ξ2,0 → ξ3,0 → · · · → ξk,0 (Condition: m0,i = 2 for every 2 ≤ i ≤ k).
Now the fundamental group π1(Γ
odd
V (P ); xk) is the infinite cyclic group generated by the
equivalence class [P→k] of a cyclic shift of P (see Section 2.1 for the notation), while the
concatenation of the above sequences of moves realizes the reduced closed path (P→k)n−2.
Moreover, all the conditions specified above are satisfied if and only if we have mi,j = 2
for every i, j with i − j 6≡ 0,±1 (mod n), and mi,j = 3 for every i, j with i − j ≡ ±1
(mod n); namely, V (P ) is of type A˜n−1.
Summarizing, if V (P ) is not of type A˜n−1, then no nontrivial element of π1(Γ
odd
V (P ); xk)
is realized by a sequence of moves in V (P ). On the other hand, if V (P ) is of type A˜n−1,
then an element [P→k]ℓ of π1(Γ
odd
V (P ); xk) is realized by a sequence of moves in V (P ) if and
only if ℓ is a multiple of n − 2; therefore we have sx0([P
→k]ℓ1 ; ξk,0) = sx0([P
→k]ℓ2; ξk,0) if
and only if ℓ1 ≡ ℓ2 (mod n− 2). Moreover, in any case, (since now n ≥ 5) the generator
[P→k] of π1(Γ
odd
V (P ); xk) cannot be realized by a sequence of moves in V (P ).
Example 3.7. We use the same notations as Example 3.6, but now we consider the case
that n = 2N with an integer N ≥ 2. We also suppose that m0,k < ∞ for some index
2 ≤ k ≤ n− 2, hence ξk,0 ∈ E
V (P )(x0) for this k.
Now, by the same argument as Example 3.6, if a non-backtracking sequence of moves
in V (P ) from ξk,0 to ξk,0 exists, then it is a multiple of the concatenation of the following
sequences (recall that n = 2N) and the conditions specified there are satisfied:
• ξk,0 → ξk+1,0 → · · · → ξn−2,0
n−1
↔ ξ0,n−2 (Condition: m0,i = 2 for every k ≤ i ≤ n−2,
and mn−2,n−1 = mn−1,0 = 3);
• ξ2j+2,2j → ξ2j+3,2j → · · · → ξ2j−2,2j
2j−1
↔ ξ2j,2j−2 for j = N − 1, N − 2, . . . , 1 (Condi-
tion: m2j,i = 2 for every i with i−2j 6≡ 0,±1 (mod n), and m2j−2,2j−1 = m2j−1,2j =
3);
• ξ2,0 → ξ3,0 → · · · → ξk,0 (Condition: m0,i = 2 for every 2 ≤ i ≤ k).
The fundamental group π1(Γ
odd
V (P ); xk) is the infinite cyclic group generated by [P
→k],
while the concatenation of the above sequences of moves realizes the reduced closed path
(P→k)N−1.
The possibilities of ΓV (P ) are slightly more complicated than Example 3.6. Namely,
all the conditions specified above are satisfied if and only if we have mi,j = 2 for every
i, j satisfying that i− j 6≡ 0,±1 (mod n) and at least one of i and j is even, and mi,j = 3
for every i, j with i− j ≡ ±1 (mod n).
Summarizing, if ΓV (P ) does not satisfy the above condition, then no nontrivial element
of π1(Γ
odd
V (P ); xk) is realized by a sequence of moves in V (P ). On the other hand, if ΓV (P )
satisfies the above condition, then an element [P→k]ℓ of π1(Γ
odd
V (P ); xk) is realized by a
sequence of moves in V (P ) if and only if ℓ is a multiple of N − 1 = n/2− 1; therefore we
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have sx0([P
→k]ℓ1; ξk,0) = sx0([P
→k]ℓ2; ξk,0) if and only if ℓ1 ≡ ℓ2 (mod n/2−1). Moreover,
in any case (since now n ≥ 4) the generator [P→k] of π1(Γ
odd
V (P ); xk) is realized by a sequence
of moves in V (P ) if and only if n = 4 (hence k = 2) and we have m0,1 = m1,2 = m2,3 =
m3,0 = 3, m0,2 = 2, and m1,3 is either an even integer or ∞.
We give some remarks on relations between the Coxeter systems (W⊥rI , R
I,r) for dif-
ferent I and r:
Remark 3.8. Suppose that r ∈ I ⊆ J ⊆ S. Then we have OddI(r) ⊆ OddJ(r), therefore
E I(r) ⊆ EJ(r) by the definition. On the other hand, since ΓoddI is a subgraph of Γ
odd
J , the
groupoid π1(Γ
odd
I ; ∗, ∗) is naturally embedded into π1(Γ
odd
J ; ∗, ∗), and the isomorphism
πJ agrees with πI on π1(Γ
odd
I ; ∗, ∗). This implies that R
I(r) ⊆ RJ(r) and we have
γIr (c; ξ) = γ
J
r (c; ξ) and s
I
r(c; ξ) = s
J
r (c; ξ) for each (c; ξ) ∈ R
I(r); hence we have ΠI,r ⊆ ΠJ,r
and RI,r ⊆ RJ,r.
Remark 3.9. Suppose that r ∈ I ⊆ S and r′ ∈ OddI(r). Then E
I(r) = E I(r′) by
definition. On the other hand, there exists a path p in ΓoddI from r to r
′. Then by
Theorem 3.4, the conjugation action by πI([p]) ∈ Y Ir′,r maps an element s
I
r(c; ξ) of R
I,r to
an element sIr′([p] ∗ c; ξ) of R
I,r′, which gives rise to an isomorphism of Coxeter systems
from (W⊥rI , R
I,r) to (W⊥r
′
I , R
I,r′).
4 Characterization of finitely generated W⊥r
In this section, we determine a necessary and sufficient condition for the reflection sub-
group W⊥r with r ∈ S introduced in Section 3 to be finitely generated. This results
shows that a finitely generated Coxeter group may frequently have a reflection subgroup
which is not finitely generated.
4.1 Statements of main theorems and special cases
In this subsection, we present the statements of the main theorems of this paper. Proofs
will be given in the next subsection. We also give some corollaries of the main theorems
applied to some special cases.
We introduce some notations. For r ∈ S, we define
∂EOdd(r) := {x ∈ S rOdd(r) | m(x, y) <∞ for some y ∈ Odd(r)}
= {x ∈ S rOdd(r) | m(x, y) is an even integer for some y ∈ Odd(r)}
where we write Odd(r) = OddS(r). We put
EOdd(r) := Odd(r) ∪ ∂EOdd(r) .
On the other hand, we define
Odd(r)⊥x := {y ∈ Odd(r) | m(x, y) = 2} for x ∈ S .
Note that Odd(r)⊥x = ∅ if x 6∈ EOdd(r).
Now we give the statement of the main theorem of this paper, which is divided into
the following two cases:
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Theorem 4.1. Let r ∈ S. Suppose that (Γodd)∼r contains a nontrivial cycle. Let K ⊆
S be the core of (Γodd)∼r (see Lemma 2.4 for the terminology). Then W
⊥r is finitely
generated if and only if all the following four conditions are satisfied (see above for the
notations):
1. One of the following three conditions is satisfied:
(a) m(x, y) is not an even integer for any x, y ∈ Odd(r);
(b) K is of type A˜n−1 with n ≥ 4, and we have x, y ∈ K whenever x, y ∈ Odd(r)
and m(x, y) is an even integer;
(c) K has at least 4 elements, and there exist two elements x1 and x2 in K sat-
isfying the following conditions: m(x1, x2) = 2; m(xi, y) = 3 for each y ∈
Kr{x1, x2} and i ∈ {1, 2}; m(y, z) =∞ for every distinct y, z ∈ Kr{x1, x2};
and we have {y, z} = {x1, x2} whenever y, z ∈ Odd(r) and m(y, z) is an even
integer.
2. The set ∂EOdd(r) is finite.
3. We have m(x, y) ∈ {2,∞} for every x ∈ Odd(r) and y ∈ ∂EOdd(r).
4. For each x ∈ ∂EOdd(r), the graph Γodd
Odd(r)⊥x
is connected and contains K (or equiv-
alently, Odd(r)⊥x is a pre-core of (Γodd)∼r).
Theorem 4.2. Let r ∈ S. Suppose that (Γodd)∼r does not contain a nontrivial cycle.
Then W⊥r is finitely generated if and only if all the following four conditions are satisfied
(see above for the notations):
1. There exist only finitely many pairs (x, y) of elements x, y ∈ Odd(r) for which
m(x, y) is an even integer.
2. The set ∂EOdd(r) is finite.
3. For each x ∈ ∂EOdd(r), there exist only finitely many elements y ∈ Odd(r) for
which m(x, y) 6∈ {2,∞}.
4. For each x ∈ ∂EOdd(r), the graph Γodd
Odd(r)⊥x
consists of finitely many connected
components.
Here we present some corollaries of the above main theorems applied to some sub-
classes of Coxeter systems. The first case is that the Coxeter group W itself is finitely
generated:
Corollary 4.3. Suppose that W is finitely generated. Let r ∈ S. Then W⊥r is finitely
generated if and only if either (Γodd)∼r does not contain a nontrivial cycle, or (Γ
odd)∼r
contains a nontrivial cycle and Conditions 1, 3 and 4 in Theorem 4.1 are satisfied.
Proof. By the hypothesis |S| <∞ here, Condition 2 in Theorem 4.1 and all of Conditions
1–4 in Theorem 4.2 are automatically satisfied.
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In particular, the reflection subgroupW⊥r is always finitely generated ifW is an affine
Coxeter group. This is a special case of a general theorem of Dyer [6, Theorem 5.1] which
proves that any reflection subgroup of an affine Coxeter group is finitely generated.
A Coxeter system (W,S) is called 2-spherical if we have m(s, t) <∞ for every s, t ∈ S.
For this case, we have the following:
Corollary 4.4. Suppose that (W,S) is 2-spherical and irreducible. Let r ∈ S. Then W⊥r
is finitely generated if and only if one of the following three conditions is satisfied:
1. m(x, y) is an odd integer for every x, y ∈ S;
2. Γ is of type A˜n−1 with 4 ≤ n (in particular, |S| <∞);
3. |S| <∞ and (Γodd)∼r does not contain a nontrivial cycle.
Proof. First, note that we have S = EOdd(r) in this case. The “if” part of the claim is
easily proven by verifying the conditions in Theorems 4.1 and 4.2 (see also Corollary 4.3
for Case 3). From now, we consider the “only if” part.
First we consider the case that (Γodd)∼r does not contain a nontrivial cycle as in
Theorem 4.2. We show that now |S| < ∞, which leads to Condition 3. Since S =
EOdd(r) as above and ∂EOdd(r) is finite by Property 2 in Theorem 4.2, it suffices to
show that |Odd(r)| < ∞. Let Iodd (respectively, Ieven) be the subsets of Odd(r) r {r}
consisting of the elements x for which m(r, x) is an odd (respectively, even) integer. We
have Odd(r) = Iodd ∪ Ieven ∪ {r} since (W,S) is 2-spherical. Now Property 1 implies
that |Ieven| <∞. On the other hand, since (W,S) is 2-spherical and (Γ
odd)∼r is assumed
to have no nontrivial cycles, m(x, y) is an even integer for every distinct x, y ∈ Iodd.
Therefore, Property 1 implies that |Iodd| <∞. Hence we have |Odd(r)| <∞, as desired.
Secondly, we consider the case that (Γodd)∼r contains a nontrivial cycle as in Theorem
4.1. Since (W,S) is 2-spherical, Property 3 in Theorem 4.1 implies that the sets Odd(r)
and ∂EOdd(r) are not adjacent in Γ; therefore we have ∂EOdd(r) = ∅ and S = Odd(r)
since S = EOdd(r) is irreducible. Now, since (W,S) is 2-spherical, Property 1a leads to
Condition 1 in the statement, while Property 1c cannot be satisfied. Finally, we consider
the case that Property 1b holds. Now if Odd(r) rK 6= ∅, then there exists an element
x ∈ Odd(r)rK which is adjacent to some y ∈ K in the graph Γodd. Moreover, by the
type of K specified in Property 1b, there exists an element z ∈ Kr{y} for which m(y, z)
is an odd integer. Now m(x, z) cannot be an odd integer; otherwise, a cycle (x, z, y, x) in
(Γodd)∼r is not contained in the core K of (Γ
odd)∼r, a contradiction. Therefore m(x, z)
is an even integer since (W,S) is 2-spherical, contradicting Property 1b. Hence we have
K = Odd(r) = S, which leads to Condition 2. This completes the proof of Corollary
4.4.
A Coxeter system (W,S) is called even if m(s, t) is an even integer or ∞ for every
distinct s, t ∈ S. For this case, we have the following:
Corollary 4.5. Suppose that (W,S) is even. Let r ∈ S. Then W⊥r is finitely generated
if and only if there exist only finitely many elements x ∈ S for which m(r, x) <∞.
Proof. Note that Odd(r) = {r} since (W,S) is even. Therefore, it is the situation in
Theorem 4.2, and Conditions 1, 3 and 4 are automatically satisfied. This implies that
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W⊥r is finitely generated if and only if ∂EOdd(r) is a finite set. Now we have ∂EOdd(r) =
{x ∈ S r {r} | m(r, x) <∞} since (W,S) is even, therefore the claim follows.
A Coxeter system (W,S) is called skew-angled if we have m(s, t) 6= 2 for every s, t ∈ S.
For this case, we have the following:
Corollary 4.6. Suppose that (W,S) is skew-angled. Let r ∈ S, and suppose further that
(Γodd)∼r contains a nontrivial cycle. Then W
⊥r is finitely generated if and only if m(x, y)
is an odd integer or ∞ for every x, y ∈ Odd(r), and m(x, y) = ∞ for every x ∈ Odd(r)
and y ∈ S rOdd(r) (i.e., W is the free product of WOdd(r) and WSrOdd(r)).
Proof. For the “if” part, we have ∂EOdd(r) = ∅ by the second condition, while Condition
1a in Theorem 4.1 follows from the first condition. Hence the “if” part holds. For the
“only if” part, Properties 1b and 1c in Theorem 4.1 cannot hold since (W,S) is skew-
angled, therefore Property 1a (hence the first condition in the statement) holds. Moreover,
Property 3 now implies that m(x, y) = ∞ for every x ∈ Odd(r) and y ∈ ∂EOdd(r),
therefore we have ∂EOdd(r) = ∅ and the second condition in the statement holds. Hence
the claim follows.
Finally, we consider the following condition for (W,S); every subset I ⊆ S with at
least 3 elements generates an infinite subgroup. (This is equivalent to the property that
the Davis-Vinberg complex associated to (W,S) has dimension at most two.) For this
case, we have the following:
Corollary 4.7. Suppose that every subset I ⊆ S with |I| ≥ 3 generates an infinite
subgroup of W . Let r ∈ S, and suppose further that (Γodd)∼r contains a nontrivial cycle.
Then W⊥r is finitely generated if and only if m(x, y) is an odd integer or ∞ for every
x, y ∈ Odd(r), and m(x, y) = ∞ for every x ∈ Odd(r) and y ∈ S r Odd(r) (i.e., W is
the free product of WOdd(r) and WSrOdd(r)).
Proof. The proof of “if” part is the same as Corollary 4.6. For the “only if” part, the
hypothesis implies that there do not exist three elements z1, z2, z3 ∈ Odd(r) satisfying
that m(z1, z2) = m(z2, z3) = 3 and m(z1, z3) = 2 (i.e., generating a parabolic subgroup of
type A3). This implies that Properties 1b and 1c in Theorem 4.1 cannot hold, therefore
Property 1a (hence the first condition in the statement) holds. Now our remaining task
is to show that ∂EOdd(r) = ∅. Assume contrary that ∂EOdd(r) contains an element
x. Then Property 4 in Theorem 4.1 implies that Odd(r)⊥x is a pre-core of (Γodd)∼r; in
particular, there exist two distinct elements y, z ∈ Odd(r)⊥x for which m(y, z) is an odd
integer. However, now the subset {x, y, z} of S generates a finite parabolic subgroup of
type A1×I2(m(y, z)) (where we put I2(3) = A2), contradicting the assumption on (W,S).
Hence we have ∂EOdd(r) = ∅, concluding the proof.
4.2 Proof of main theorems
In this subsection, we prove Theorem 4.1 and Theorem 4.2. Note that by Lemma 2.7,
for r ∈ S, W⊥r is finitely generated if and only if Rr is a finite set.
We start with a few lemmas on some substructures of W⊥r:
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Lemma 4.8. Let r ∈ I ⊆ S. Suppose that (ΓoddI )∼r contains a nontrivial cycle, and an
element ξ ∈ E I(r) satisfies the following condition:
No element 1ξ◦ 6= c ∈ π1(Γ
odd
I ; ξ
◦) is realized by
a sequence of moves in I from ξ to ξ .
(1)
Then all the elements sIr(c; ξ) ∈ R
I,r with c ∈ π1(Γ
odd
I ; r, ξ
◦) are different from each other,
hence we have |RI,r| =∞.
Proof. By virtue of the condition (1), the first part of the claim follows from Theorem
3.5. Moreover, by the hypothesis, the free group π1(Γ
odd
I ; r) is nontrivial, therefore we
have |π1(Γ
odd
I ; r, ξ
◦)| = |π1(Γ
odd
I ; r)| =∞. Hence the second part of the claim follows from
the first part.
Lemma 4.9. Let r ∈ I ⊆ S and ξ ∈ E I(r) with ξ◦ = r. Suppose that P = (xn, . . . , x1, x0)
is a nontrivial reduced (but not necessarily cyclically reduced) closed path in ΓoddI with x0 =
xn = r, ξ† 6∈ V (P ) and ξ† is adjacent to V (P ) in Γ. Then all the roots γ
I
r ([P ]
k; ξ) ∈ ΠI,r
with k ∈ Z are different from each other, hence we have |RI,r| =∞.
Proof. First, note that ξ† ∈ supp(γ(ξ)) ⊆ {ξ
◦, ξ†} by the property of γ(ξ). Secondly,
since the closed path P is reduced, there exists an index ℓ ≥ 1 with xℓ 6= xn−ℓ. Take the
minimal ℓ with this property. Then P can be decomposed as P = Q−1CQ where Q =
(xℓ−1, . . . , x1, x0) is a reduced path and C = (xn−ℓ+1, nn−ℓ, . . . , xℓ, xℓ−1) is a nontrivial,
cyclically reduced closed path. Now for each integer k 6= 0, we have [P ]k = [Q−1CkQ],
V (Q−1CkQ) = V (P ) and Q−1CkQ is a nontrivial reduced closed path. Therefore we
have supp(πI([P ]k)) = V (P ) by Corollary 3.2. Since ξ† 6∈ V (P ) and ξ† is adjacent to
V (P ) in Γ by the hypothesis, we have πI([P ]k) · αξ† 6= αξ† by Lemma 2.8, while we have
πI([P ]k) · αξ◦ = αξ◦ since π
I([P ]k) ∈ Y Iξ◦,ξ◦. This implies that π
I([P ]k) · γ(ξ) 6= γ(ξ),
therefore we have γIr ([P ]
i; ξ) 6= γIr ([P ]
j; ξ) for any distinct i, j ∈ Z. Hence the claim
holds.
Lemma 4.10. Let r ∈ I ⊆ S and P = (xn, . . . , x1, x0) be a nontrivial full cycle in
(ΓoddI )∼r. Suppose that m(xi, xj) is an even integer for some indices i, j (hence n ≥ 4). If
|RI,r| <∞, then we have either V (P ) is of type A˜n−1, or n = 4, m(x0, x1) = m(x1, x2) =
m(x2, x3) = m(x3, x0) = 3, m(x0, x2) = 2 and m(x1, x3) =∞ (see Figure 2).
Proof. Take indices i, j for which m(xi, xj) is an even integer. By Remark 3.8 and Remark
3.9, we may assume without loss of generality that r = xi and I = V (P ). Now π1(Γ
odd
I ; r)
is the infinite cyclic group generated by [P→i]. By the hypothesis |RI,r| < ∞, Theorem
3.5 implies that at least one element [P→]ℓ with 0 6= ℓ ∈ Z can be realized by a sequence
of moves in I from (xi, xj) ∈ E
I(r) to (xi, xj). By virtue of Example 3.6 and Example
3.7, this is possible only when either V (P ) is of type A˜n−1, or we have n = 4, m(x0, x1) =
m(x1, x2) = m(x2, x3) = m(x3, x0) = 3, m(x0, x2) = 2 and m(x1, x3) is either ∞ or an
even integer not equal to 2. Moreover, in the latter case with 2 < m(x1, x3) < ∞, we
have (x1, x3) ∈ E
I(r), and the same argument implies that no nontrivial element of the
infinite group π1(Γ
odd
I ; x1) can be realized by a sequence of moves in I from (x1, x3) to
(x1, x3). Since |R
I,r| <∞, this contradicts Theorem 3.5. Hence the claim holds.
The next proposition is a key observation in our argument:
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Figure 2: Coxeter graph for the latter case of Lemma 4.10
Proposition 4.11. Let r ∈ I ⊆ S and P = (xn, . . . , x1, x0) be a nontrivial cycle in
(ΓoddI )∼r. If |R
I,r| <∞, then for each ξ ∈ E I(r) with ξ† ∈ OddI(r), we have m(ξ
◦, ξ†) = 2
and ξ◦, ξ† ∈ V (P ).
Proof. We prove the contraposition that |RI,r| =∞ if there exists an element ξ ∈ E I(r)
with ξ† ∈ OddI(r) satisfying either m(ξ
◦, ξ†) > 2 or {ξ
◦, ξ†} 6⊆ V (P ). In the case
m(ξ◦, ξ†) > 2, ξ admits no moves in I, therefore the claim follows from Lemma 4.8. From
now, we consider the case that {ξ◦, ξ†} 6⊆ V (P ).
We use induction on the distance d(ξ◦, V (P )) in ΓoddI from ξ
◦ to V (P ); and for each
case, we use induction on the distance d(ξ†, V (P )) in Γ
odd
I from ξ† to V (P ). We may
assume without loss of generality that d(ξ◦, V (P )) ≤ d(ξ†, V (P )), since otherwise we can
consider another element (ξ†, ξ
◦) ∈ E I(r) instead of ξ. Let Q be one of the shortest
paths in ΓoddI from ξ
◦ to a vertex, say xk, in V (P ) (hence V (Q) ∩ V (P ) = {xk}). By
the above-mentioned relation of distances, ξ† is not contained in the reduced closed path
Q−1P→kQ in ΓoddI . If ξ† is adjacent to V (Q
−1P→kQ) = V (P ) ∪ V (Q) in Γ, then we have
|RI,ξ
◦
| = ∞ by Lemma 4.9, therefore the claim follows from Remark 3.9. From now, we
consider the other case that ξ† is not adjacent to V (P ) ∪ V (Q) in Γ.
If d(ξ◦, V (P )) > 0, and y is the vertex in Q next to ξ◦, then (since m(y, ξ†) = 2 as
above) the claim follows from the induction hypothesis applied to (y, ξ†) ∈ E
I(r). From
now, we consider the remaining case that d(ξ◦, V (P )) = 0, i.e., ξ◦ ∈ V (P ).
Let Q′ be one of the shortest paths in ΓoddI from ξ† to a vertex in V (P ). Since ξ† is
not adjacent to V (P ) in Γ, Q′ has at least two edges, and we may assume without loss
of generality that ξ◦ is not the end vertex of Q′. Let y be the vertex in Q′ next to ξ†
(hence y 6∈ V (P )). Now if m(ξ◦, y) is an odd integer, then the concatenation of the edge
from y to ξ◦, a subpath in P from ξ◦ to the end vertex of Q′, and the subpath in Q′−1
from the end vertex of Q′ to y forms a nontrivial cycle in ΓoddI containing ξ
◦ and having
smaller distance to ξ† than P ; hence the claim follows by induction hypothesis applied to
the cycle and the element ξ. On the other hand, if m(ξ◦, y) is an even integer, then the
claim follows from the induction hypothesis applied to (ξ◦, y) ∈ E I(r). Finally, suppose
that m(ξ◦, y) = ∞. Put J = V (P ) ∪ V (Q′). In this case, ξ† is not adjacent in Γ
odd
J to
any vertex other than y, therefore (ξ†, ξ
◦) ∈ EJ(ξ†) admits no moves in J . Now Lemma
4.8 implies that |RJ,ξ†| = ∞, therefore we have |RI,r| = ∞ by Remark 3.8 and Remark
3.9, as desired. Hence the proof of Proposition 4.11 is concluded.
We introduce some auxiliary terminology. Let r ∈ S. For an element sr(c; ξ) of
Rr, we say that it is an inner generator (respectively, outer generator) if ξ† ∈ Odd(r)
(respectively, ξ† 6∈ Odd(r)). By Theorem 3.5 and the definitions of S-moves and E-moves,
the properties of being an inner generator and of being an outer generator are independent
of the expression sr(c; ξ) of an element of R
r. Note that we have ξ† ∈ ∂EOdd(r) for each
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outer generator sr(c; ξ). Note also that for any outer generator sr(c; ξ), the element
ξ ∈ E(r) admits no E-moves by the definition.
First, we determine the condition for the number of outer generators to be finite:
Proposition 4.12. Let r ∈ S. If (Γodd)∼r contains a nontrivial cycle, then the number
of outer generators is finite if and only if Conditions 2–4 in Theorem 4.1 are satisfied.
On the other hand, if (Γodd)∼r does not contain a nontrivial cycle, then the number of
outer generators is finite if and only if Conditions 2–4 are satisfied.
Proof. First note that, by the definitions of S-moves and E-moves, Theorem 3.5 implies
that two outer generators sr(c; ξ) and sr(d; ζ) cannot coincide if ξ† 6= ζ†. Hence the
condition |∂EOdd(r)| < ∞ is necessary for the number of outer generators to be finite.
From now, we suppose that |∂EOdd(r)| <∞.
We consider the case that (Γodd)∼r contains a nontrivial cycle. First we prove the
“if” part in the statement. Let sr(c; ξ) and sr(d; ζ) be outer generators with ξ† = ζ†.
By Condition 3 in Theorem 4.1, we have ξ◦, ζ◦ ∈ K ′ := Odd(r)⊥ξ†. Now by Condi-
tion 4 in Theorem 4.1, the set K ′ is a pre-core of (Γodd)∼r, therefore we have c
−1d ∈
π1(Γ
odd; ξ◦, ζ◦) = π1(Γ
odd
K ′ ; ξ
◦, ζ◦) by Lemma 2.5. This implies that the equivalence class
c−1d is represented by a path in ΓoddK ′ from ζ
◦ to ξ◦, which (by the choice of K ′ and the
definition of S-moves) can be realized by a sequence of S-moves from ζ to ξ. Hence we
have sr(c; ξ) = sr(d; ζ) by Theorem 3.5. Therefore, the number of outer generators is
equal to |∂EOdd(r)| <∞.
Secondly, we prove the “only if” part. If m(x, y) 6∈ {2,∞} for some x ∈ Odd(r) and
y ∈ ∂EOdd(r), thenm(x, y) is an even integer different from 2. Now we have (x, y) ∈ E(r)
and (x, y) admits no moves, therefore |Rr| = ∞ by Lemma 4.8. This is a contradiction,
therefore Condition 3 in Theorem 4.1 is satisfied. On the other hand, assume contrary
that Odd(r)⊥x is not a pre-core of (Γodd)∼r for some x ∈ ∂EOdd(r). Then there exist an
element y ∈ Odd(r)⊥x and a nontrivial cycle P in (Γodd)∼r satisfying that V (P ) is not
contained in (ΓoddOdd(r)⊥x)∼y (note that Odd(r)
⊥x 6= ∅ by definition of ∂EOdd(r) and the
above result). Take a shortest path Q in Γodd from y to V (P ), and take a cyclic shift
P ′ of P starting at the end vertex of Q. Then Q−1P ′Q is a nontrivial reduced closed
path starting at y and V (Q−1P ′Q) 6⊆ Odd(r)⊥x. Now Lemma 4.9 implies that |Ry| =∞,
therefore |Rr| = ∞ by Remark 3.9, a contradiction. Hence Condition 4 in Theorem 4.1
is satisfied, concluding the proof for the case that (Γodd)∼r contains a nontrivial cycle.
From now, we consider the other case that (Γodd)∼r does not contain a nontrivial
cycle. Let sr(c; ξ) and sr(d; ζ) be outer generators with ξ† = ζ†. In this case, Theorem 3.5
implies that we have sr(c; ξ) = sr(d; ζ) if and only if there exists a sequence of S-moves
from ξ to ζ . Now, since ξ admits no S-moves when m(ξ◦, ξ†) > 2, it follows that the
number of outer generators sr(c; ξ) with m(ξ
◦, ξ†) > 2 is finite if and only if Condition
3 in Theorem 4.2 is satisfied. On the other hand, by the definition of S-moves, for the
case that m(ξ◦, ξ†) = m(ζ
◦, ζ†) = 2, we have sr(c; ξ) = sr(d; ζ) if and only if ξ
◦ and ζ◦
belong to the same connected component of Γodd
Odd(r)
⊥ξ†
. Therefore, the number of outer
generators sr(c; ξ) with m(ξ
◦, ξ†) = 2 is finite if and only if Condition 4 in Theorem 4.2
is satisfied. Hence the proof of Proposition 4.12 is concluded.
Secondly, we determine the condition for the number of inner generators to be finite.
The next proposition deals with the case that (Γodd)∼r does not contain a nontrivial cycle:
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Proposition 4.13. Let r ∈ S, and suppose that (Γodd)∼r does not contain a nontrivial
cycle. Then the number of inner generators is finite if and only if Condition 1 in Theorem
4.2 is satisfied.
Proof. For the “if” part, note that |EOdd(r)(r)| = |ROdd(r)(r)| by the hypothesis on the
shape of (Γodd)∼r, while E
Odd(r)(r) is finite by Condition 1. This implies that ROdd(r)(r)
is finite, so is ROdd(r),r (see Theorem 3.4), as desired.
Secondly, for the “only if” part, let sr(c1; ξ1), . . . , sr(ck; ξk) be all of the inner gener-
ators. Then by Theorem 3.5, for each pair x, y of elements of Odd(r) for which m(x, y)
is an even integer, there exists a sequence of moves from (x, y) ∈ E(r) to one of the ξi.
Now for each 1 ≤ i ≤ k, let Pi denote the unique reduced path in Γ
odd from (ξi)† to (ξi)
◦
(recall the hypothesis on the shape of (Γodd)∼r). Let zi denote the vertex in Pi next to
(ξi)†, and let z
′
i denote the vertex in Pi next to zi. Then by the shape of (Γ
odd)∼r and the
definitions of S-moves and E-moves, the subset of E(r) consisting of elements of the form
(x, (ξi)†) with x ∈ OddSr{zi}((ξi)
◦) and of the form (x, z′i) with x ∈ OddSr{zi}((ξi)†) is
closed under moves and contains ξi. Now by the above argument, for each ζ ∈ E(r) with
ζ† ∈ Odd(r), the element ζ appears in one of the above subsets of E(r). This implies that,
for each pair x, y of elements of Odd(r) for which m(x, y) is an even integer, both x and y
belong to the finite set {(ξi)†, z
′
i | 1 ≤ i ≤ k} (apply the above argument to (x, y) ∈ E(r)
and (y, x) ∈ E(r)). Hence the number of such pairs (x, y) is finite, concluding the proof
of Proposition 4.13.
From now, we consider the remaining case that (Γodd)∼r contains a nontrivial cycle.
First, we have the following:
Proposition 4.14. Let r ∈ S. If (Γodd)∼r contains a nontrivial cycle and Condition 1
in Theorem 4.1 is satisfied, then the number of inner generators is finite.
Proof. The claim is obvious when Condition 1a is satisfied. For the remaining case that
Condition 1b or Condition 1c is satisfied, by Remark 3.9, we may assume without loss
of generality that r ∈ K. Moreover, now we have EOdd(r)(r) = EK(r), while we have
π1(Γ
odd; x, y) = π1(Γ
odd
K ; x, y) for any x, y ∈ K by Lemma 2.5. Therefore, we may assume
without loss of generality that Odd(r) = K.
First, suppose that Condition 1b is satisfied. Then by Example 3.6 and Example
3.7, for each ξ ∈ EK(r), there exist only a finite number of inner generators of the form
sr(c; ξ). Now the claim follows from the finiteness of E
K(r).
On the other hand, suppose that Condition 1c is satisfied. Then we have EK(r) =
{(x1, x2), (x2, x1)}. Now for each i ∈ {1, 2}, by the shape of ΓK , the group π1(Γ
odd; xi)
is generated by the elements of the form [(xi, y
′, x3−i, y, xi)] where y and y
′ are distinct
elements of Kr {x1, x2}, and each generator [(xi, y
′, x3−i, y, xi)] is realized by a sequence
of E-moves (xi, x3−i) 7→ (x3−i, xi) 7→ (xi, x3−i) where the first E-move is in {xi, y, x3−i}
and the second E-move is in {xi, y
′, x3−i}. By the property and Theorem 3.5, all the inner
generators of the form sr(c; (xi, x3−i)) coincide with each other. Hence the claim holds,
concluding the proof of Proposition 4.14.
Secondly, we have the following:
Proposition 4.15. Let r ∈ S. If (Γodd)∼r contains a nontrivial cycle and the number of
inner generators is finite, then Condition 1 in Theorem 4.1 is satisfied.
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Proof. It suffices to show that Condition 1b or Condition 1c in Theorem 4.1 is satisfied
if m(x1, x2) is an even integer for some x1, x2 ∈ Odd(r). Take such a pair x1, x2. Then
by Proposition 4.11 applied to I = Odd(r), both x1 and x2 are contained in every
nontrivial cycle in (Γodd)∼r = (Γ
odd
Odd(r))∼r. On the other hand, by Lemma 4.10 applied
to I = Odd(r), every nontrivial full cycle in (Γodd)∼r is of one of the two types in the
statement of Lemma 4.10.
We consider the case that a nontrivial full cycle P in (Γodd)∼r is of type A˜n−1 with
n ≥ 4. In this case, for each vertex x in P , there exists a vertex y in P for which
(x, y) ∈ E(r). Now Proposition 4.11 implies that x is contained in every nontrivial full
cycle in (Γodd)∼r, therefore P is contained in every nontrivial full cycle in (Γ
odd)∼r. This
implies that P is the unique (up to inverse and cyclic shift) nontrivial full cycle in (Γodd)∼r,
therefore K := V (P ) is the core of (Γodd)∼r. Hence by Proposition 4.11, Condition 1b is
satisfied.
From now, we consider the remaining case that every nontrivial full cycle in (Γodd)∼r,
which contains both x1 and x2 as shown above, is as in Figure 2. Note that such a
nontrivial full cycle exists by the hypothesis. Let K denote the union of the vertex sets of
all nontrivial full cycles in (Γodd)∼r. Then K is the core of (Γ
odd)∼r and, by the property
of the nontrivial full cycles mentioned above, the shape of ΓK is as in Condition 1c in
Theorem 4.1. Now Proposition 4.11 implies that Condition 1c in Theorem 4.1 is satisfied.
Hence the proof of Proposition 4.11 is concluded.
Now Theorem 4.1 follows by combining Proposition 4.12, Proposition 4.14 and Propo-
sition 4.15. On the other hand, Theorem 4.2 follows by combining Proposition 4.12 and
Proposition 4.13. Hence the proofs of Theorem 4.1 and Theorem 4.2 are concluded.
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