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A GOODNESS-OF-FIT TEST FOR ELLIPTICAL
DISTRIBUTIONS WITH DIAGNOSTIC CAPABILITIES
By Gilles R. Ducharme†, and Pierre Lafaye de Micheaux‡
Universite´ de Montpellier† and UNSW Sydney‡
This paper develops a smooth test of goodness-of-fit for ellipti-
cal distributions. The test is adaptively omnibus, invariant to affine-
linear transformations and has a convenient expression that can be
broken into components. These components have diagnostic capa-
bilities and can be used to identify specific departures. This helps
in correcting the null model when the test rejects. As an example,
the results are applied to the multivariate normal distribution for
which the R package ECGofTestDx is available. It is shown that the
proposed test strategy encompasses and generalizes a number of ex-
isting approaches. Some other cases are studied, such as the bivariate
Laplace, logistic and Pearson type II distribution. A simulation ex-
periment shows the usefulness of the diagnostic tools.
1. Introduction. Elliptically contoured (EC), or elliptical for short,
distributions have become important tools in the analysis of multivariate
data. They retain from the multivariate normal (MVN) distribution the fea-
ture of elliptical symmetry about a location µ. They extend the MVN to
allow modelling data with short or large tails. Tools of multivariate anal-
ysis such as regression, correlation, PCA, discrimination, are easily ported
to them. Many inferential procedures from MVN theory remain valid, after
slight modifications. They pave the way toward more flexible models, such
as skew-elliptic distributions, or more specialized, such as elliptical copulas,
elliptical complex and elliptical matrix distributions. Consequently, they are
used in many applications, such has portfolio theory, risk management, ra-
dioimmunoassay, astronomy, physics, signal processing, etc. (see [8] for a
bibliography).
In this paper we focus on m-dimensional EC distributions with density of
the form
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(1.1) f(x; η) = cm
√
det(V−1)φm((x− µ)TV−1(x− µ)),
where cm = Γ(m/2)/
(
πm/2
´∞
0 y
m/2−1φm(y) dy
)
is a normalizing constant,
the density generator φm(·) is defined over R≥0 and the parameter η =(
µ,V−1
) ∈ Ξ = Rm ×Mm+ , the space of m ×m positive definite matrices,
is unknown. To give a few examples taken from [4, Chap. 13], the MVN
has φm(y) = exp{−y/2}; the multiStudent with ν degrees of freedom has
φm(y) = (1− y/ν)−(m+ν)/2; the multivariate α-th power exponential distri-
bution has φm(y) = exp {−yα}. The multivariate slash-elliptical distribution
with shape parameter α [50] has φm(y) = y
−(m+α)/2 ´ y/2
0 t
(m+α)/2e−tdt. A
more elaborate version, the multivariate extended slash-elliptical distribu-
tion has been introduced recently [45] to fit heavy-tailed data. Additions
to the catalogue of EC distributions are periodically made in response to
challenging new data sets.
To exploit these statistical models in applications, a user needs tools to
help in selecting a distribution from this growing catalogue. One such tool
is a Goodness-of-Fit (GoF) test of the null hypothesis that some data arise
from a postulated EC density of the form (1.1). The goal of the present work
is to develop such a GoF test having attractive features.
An important feature of a GoF test is its power in detecting departures
from the null density. GoF tests can be roughly divided into omnibus and
directional. An omnibus test will have power converging to one (i.e. be con-
sistent) for any departure from the null. A directional GoF test will be
consistent for only some departures. At first glance, the omnibus property
appears essential. But equal power cannot be allocated to each departure
and, for finite samples, only some will have significant power (see [47, Chap.
5]). Thus the interest for compromising approaches offering some control
over the power allocation, such as the smooth test paradigm introduced by
[40]. The smooth test is directional along a set of K departures, but the value
of K can be selected. This creates a slider between directional and omnibus
GoF tests that yields an adaptive form of the omnibus property which has
been found, in many simulations, to be very effective. This has brought [44,
p. 9] to recommend : “Don’t use those other methods–use a smooth test !”.
In its original form, its main weakness is the lack of criteria to position K
on the slider. To correct this, [31] has introduced a version that selects K
in a data-driven fashion. The resulting data-driven smooth test constitutes,
power-wise, a significant improvement. This has prompted [23] to sharpen
[44]’s recommendation into : “use a data-driven smooth test !”.
Another desirable feature of a GoF test is the ability to extract, when
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the test rejects, some information regarding the aspects of the null density
contradicted by the data. As stated in [15, p. 800] regarding the process of
model checking: “the purpose of the checking is not simply to “accept” or
“reject”, but rather to discover what aspects of the data are not being fit well
by the model”. A GoF test that can provide such information is said to have
diagnostic (Dx) capabilities. The smooth test has Dx capabilities, see [11].
Encouraged by these features, much work ([21, 49, 29, 23, 43, 48] among
others) has been done to extend the smooth test paradigm. However, for mul-
tivariate densities, few extensions have appeared. One hurdle comes from the
fact that EC distributions are closed under the group of affine-linear trans-
formations of the data. The invariance principle states that if a statistical
problem is left invariant after a transformation, then its solution should
also be invariant under this transformation, otherwise interpretability of the
inference can be compromised. [19, p. 469] nicely summarizes the impor-
tance of this principle : “... any proposal to use a non-invariant test... must
come together with a special justification”. For the case of the bivariate nor-
mal, [5] has developed a data-driven smooth test that cleverly combines the
smooth test statistics for univariate normality. But it is not invariant to ro-
tations, so that an unscrupulous user could simply rotate the data to reach
a pre-specified conclusion. Also her approach breaks down for general EC
distributions because a multivariate EC density does not always have the
same density generator as its marginals (the so-called inconsistency prop-
erty, see [4, p. 209]. [6] develops a smooth GoF test invariant to rotations,
but their method is confined to data lying on an hypersphere.
Because of this scarcity, users facing the problem of assessing the fit of
a multivariate EC density may feel abandoned by statistical methodology.
When the null density is the MVN, numerous GoF tests exist (see [28, 46,
19, 41] and references therein). However, GoF tests tailored to other EC
distributions are almost non-existent (with the noticeable exceptions of [14]
and [12]) and a user must resort to a general-purpose GoF test, such as the
multivariate version of the Cramer von Mises approach (see [36] for a short
review), or ad hoc methods.
In this paper, we develop a smooth GoF test for EC densities of the form
(1.1) with unknown parameter η, that is adaptively omnibus, has Dx capa-
bilities and is affine-linear invariant. As a bonus, the asymptotic reference
distribution is a standard χ2 and its power function can be approximated
by a sum of independent non-central χ2. The approach is based on the ideas
in [6] but adapted to the case of affine-linear transformations. Section 2
adapts the smooth test paradigm to the case of a general EC density and
sets the stage for the several levels of invariance required in our approach:
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problem invariance, test statistic invariance and Dx invariance. Section 3
makes explicit the orthonormal basis on which our smooth test is based
and derives the associated test strategy by exploiting a variant of Rao’s
score test. Section 4 shows that the smooth test statistic possesses a con-
venient explicit expression from which emerges a decomposition into a sum
of three invariant and asymptotically independent χ2 distributed compo-
nents, which we refer to as the Q = UIR decomposition. It is explained
that each component can provide interpretable Dx information about the
aspects of the null EC density contradicted by the data. It is also explained
how the omnibus/directional slider must be set up to preserve invariance in
all components of this decomposition. Section 5 computes the Q = UIR de-
composition for the multivariate normal (MVN) distribution and discusses
how our smooth test extends and relates to a number of proposals for this
problem. The R package ECGofTestDx can perform the necessary calcu-
lations. The case of the bivariate Laplace is also considered. Section 6 re-
ports on an experiment that was conducted to see how the elements of the
Q = UIR decomposition behave under a number of alternative densities
somewhat representative of what can be encountered in actual situations. It
is seen that the decomposition can indeed help in providing illuminating Dx
information. Some points requiring further research are collected in Section
7. Proofs are confined to Appendix A and Appendix B gives the details for
the computation of the smooth test for the MVN when m = 2, 3 as well as
MATHEMATICA commands to extend in higher dimensions. Appendix C
gives the smooth test for two other EC distribution, the bivariate logistic
and Pearson type II distributions.
2. The Smooth Test Paradigm for Elliptical Distributions. Let
X1, . . . ,Xn be independent and identically distributed m-dimensional ob-
servations with density ψ(·). Consider the problem of testing :
(2.1) H0 : ψ(·) ∈ F0 = {f(·; η), η ∈ Ξ} vs H1 : ψ(·) /∈ F0,
where f(·; η) has the form (1.1) with a given φm(·). Here we consider the
usual case where η = (µ,V−1) is unknown. We set the following :
Assumption A : The support of f(·; η) does not depend on η and the
mapping from Ξ to F0 is one-to-one. Moreover f(·; η) has a moment
generating function so that all moments of X1 exist. Also P[X1 = 0] = 0.
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Assumption B : ηˆ is an affine-equivariant estimator (in the sense of
Definition 13.1 in [4]) of η such that
√
n(ηˆ− η) = 1√
n
∑n
i=1 ℓ(X i, η) + op(1),
where E0(ℓ(X1, η)) = 0 and the covariance matrix V0(ℓ(X1, η)) is finite.
Now confine ψ(·) to the embedding family of densities
G = {g(·; η, h(·)) |η ∈ Ξ, h(·) ∈ H and g(·; η,0(·)) = f(·; η)}(2.2)
where 0(·) is the zero function assumed to belong to a suitable space of
functions H. This allows to restate problem (2.1) as that of testing
(2.3) H0 : h(·) = 0(·) vs H1 : h(·) 6= 0(·).
Here we adopt from [10] embedding functions of the form
(2.4) g(·; η, h(·)) = f(·; η)× (1 + h(·) − E0(h(X)))
2
1 + ‖h(·) − E0(h(X))‖2(f,η)
,
where the subscript “0” refers to a statistical operator evaluated under H0
and ‖h(·)‖2(f,η) =
´
h2(x)f(x; η)dx. These are related to Hellinger’s metric.
The confinement to G, and thus the choice of H, affects the properties
of our test. Regarding invariance, let AL(m) be the group of affine-linear
transformations on Rm with generic element γ = γ(x) = A(x + b), rep-
resented by the pair (A, b) where A is a m × m non-singular real ma-
trix and b ∈ Rm. EC distributions are closed under these transformations:
the density of γ(X) has the form (1.1) with its parameters transformed
from η = (µ,V−1) to γ∗(η) = (A(µ + b), (A−1)TV−1A−1) [4, p. 207].
Our GoF test, and its Dx information, must be invariant to such trans-
formations. To this end, let L2(f, η) = {h(·) | ‖h(·)‖2(f,η) < ∞} and set
H = {h ∈ L2(f, η) | ‖h ◦ γ(·)‖(f,η) < ∞,∀γ ∈ AL(m)}. With this choice,
embedding family (2.2) does not depend on the value of η and is obviously
closed under affine-linear transformations.This will be important to ensure
invariance. Note that H is a slight restriction of the Banach space L2(f, η),
so that almost any reasonable ψ(·) can be written as (2.4). This is important
for the omnibus property.
We now recall the following terminology. A subspace H of H is said
AL(m)-invariant if h(·) ∈ H implies h ◦ γ(·) ∈ H for all γ ∈ AL(m). An
AL(m)-invariant subspace is further said to be irreducible if it contains no
nontrivial AL(m)-invariant subspaces. For any η ∈ Ξ, let 〈·, ·〉(f,η) be the
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scalar product associated with ‖ ·‖(f,η). H equipped with this scalar product
is a Hilbert space denoted H(f,η). With these definitions at hand, a variant of
the argument in [6] shows that H(f,η) can be decomposed into a sequence of
disjoint irreducible AL(m)-invariant subspaces {Πk, k ≥ 0}, each of a finite
dimension dm(k) that will be made explicit in Theorem 3.1 below. Hence,
(2.5) H(f,η) =
∞⊕
k=0
Πk,
where ⊕ is the direct sum operator with respect to 〈·, ·〉(f,η) and Π0 is the
set of constant functions. For each k ≥ 0, let {πk,j,ℓ(·; η), (j, ℓ) ∈ Bk} be a
complete orthonormal basis (CONB) for Πk. Here Bk is a set of dm(k) pairs
of integers that will be explicited, along with a choice πk,j,ℓ(·; η) in Theorem
3.1. Thus Span{πk,j,ℓ(·; η), (j, ℓ) ∈ Bk} = Πk and for any (j, ℓ), (j′, ℓ′) ∈ Bk,〈
πk,j,ℓ(·; η), πk,j′,ℓ′(·; η)
〉
(f,η) = δjj′δℓℓ′ where δ is Kronecker’s delta. It follows
from (2.5) that the whole set of πk,j,ℓ(·; η) forms a CONB for H(f,η) and that
any h(·) ∈ H(f,η) can be written as
(2.6) h(·) =
∞∑
k=0
∑
(j,ℓ)∈Bk
θk,j,ℓ(η)πk,j,ℓ(·; η),
where θk,j,ℓ(η) = 〈h(·), πk,j,ℓ(·; η)〉 (f,η). With (2.6) the problem of testing
(2.3) reduces to that of testing the nullity of all (for an omnibus test within
G ) or part (for a directional version) of the θk,j,ℓ(η). Focusing on the latter,
fix K and consider the subset of G that contains the functions of the form
(2.7) gK(·; η,θ(η)) = f(·; η)×
(
1 +
∑K
k=1
∑
(j,ℓ)∈Bk θk,j,ℓ(η)πk,j,ℓ(·; η)
)2
1 +
∑K
k=1
∑
(j,ℓ)∈Bk θ
2
k,j,ℓ(η)
.
Further confining ψ(·) to this subset reduces the problem of testing (2.1) to
that of testing
(2.8) H0 : θ(η) = 0 vs H1 : θ(η) 6= 0,
where θ(η) = {θk,j,ℓ(η), 1 ≤ k ≤ K, (j, ℓ) ∈ Bk}. Under (2.7), it is easy to see
that if θ(η) is small, the dominant term in the maximum likelihood estimator
(mle) of θk,j,l(η) is n
−1∑n
i=1 πk,j,ℓ(X i; η). Hence, it makes statistical sense
(for another justification, see [27]) to base a test of (2.8) on
(2.9) π¯(ηˆ) =
(
n−1
n∑
i=1
πk,j,ℓ(Xi; ηˆ), 1 ≤ k ≤ K, (j, ℓ) ∈ Bk
)T
.
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If the πk,j,ℓ(·; ·) are continuously differentiable in η, then Theorem 2.1
a) of [27] ensures the asymptotic normality (with asymptotic expectation
0) of
√
nπ¯(ηˆ) under H0. The asymptotic covariance matrix depends on the
choice of ηˆ. In particular, if f(·; η) satisfies the conditions in [13, p. 121],
then ηˆ can be taken as the mle of η, which satisfies Assumption B with
V0(ℓ(X i, η)) = J
−1
η , where J η is Fisher’s information for η under H0. If
Jη denotes the matrix with elements Cov0 (πk,j,ℓ(Xi; η), ∂ log f(Xi; η)/∂ηa)
where ηa is a a-th component of η, then from Theorem 2.1 c) of [27], this
covariance matrix is IνQ−JηJ −1η JTη where Iv is the identity matrix of order
ν and νQ =
∑K
k=1 dm(k). Assume this matrix invertible. Then test statistic
(2.10) QK = QK(X, ηˆ) = nπ¯T (ηˆ)(IvQ − JηˆJ −1ηˆ JTηˆ )−1π¯(ηˆ)
is under H0 asymptotically χ
2
νQ . We refer to QK as a global test statistic
for H0. As a by-product of the CONB introduced in the next section, an
explicit expression for this test statistic is available (see (4.1) and (4.2)).
For this to make statistical sense requires AL(m)-invariance of version
(2.8) of problem (2.1) and AL(m)-invariance of test statistic QK(X , ηˆ).
The latter will be tackled in Sections 3 and 4. The former requires that,
after transforming into γ(X), the new null θ(γ∗(η)) = 0 holds if and only
if θ(η) = 0. Because of the properties of the Πk in (2.5), a condition for
this is that all πk,j,ℓ(·; η), (j, ℓ) ∈ Bk must appear in (2.7) with no θk,j,ℓ(η)
structurally set to zero (i.e. no term πk,j,ℓ(·; η) systematically excluded). As
will be seen in Remark 5, some components of π¯(ηˆ) may systematically
vanish, i.e. πk,j,ℓ(X i; ηˆ) ≡ 0. Then all other terms in {πk,j,ℓ(·; η), (j, ℓ) ∈ Bk}
must be dropped from (2.9) to preserve problem invariance. As will be seen
in Section 4, the same condition, coupled with our choice for the πk,j,ℓ(·; η)
also ensures AL(m)-invariance of QK(X, ηˆ).
Remark 1. Proving the unicity of the mle ηˆ can be difficult. Some con-
ditions are given in [26]. The verification of regularity conditions ensuring
Assumption B (e.g. [13]) is also tedious. Some work has been done in [16] for
particular cases of the α-th power exponential distribution. Other estimators
could in principle be used but the matrix in (2.10) becomes more compli-
cated. Theorem 2.1.a) in [27] gives its general expression without exploiting
the particular structure of elliptical distributions.
Remark 2. In view of (2.10), the power function for a fixed ψ(·) can,
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under mild assumptions (see [20]), be approximated by
Pψ[QK > c] = P

 K∑
k=1
∑
(j,ℓ)∈Bk
λk,j,ℓχ
2
1(nν
2
k,j,ℓ) > c

+O(n−1/2),(2.11)
where νk,j,ℓ are functions of
´
πk,j,ℓ(x; η)ψ(x)dx and λk,j,ℓ are the eigen-
values of a complicated matrix (see [11, Sec. 3.2] for details in the case
where Jη = 0, as in Section 5.1). When ψ(·) is of the form (2.10), νk,j,ℓ ≃
O(θk,j,ℓ(η)). If one component of θ(η) in (2.8) differs from 0, the test will be
consistent. This offers a handle on balancing the directional/omnibus slider.
On the one hand, power is lost when, for k > K, one θk,j,ℓ(η) is large. On
the other hand, because θk,j,ℓ(η)→ 0 with k, a large K could add terms close
to a χ21(0) in (2.11), leading to power dilution. To properly set a balance,
some knowledge about ψ(·) is needed; otherwise see Remark 6 for choosing
K in a data-driven fashion. But these remarks pertain to the θk,j,ℓ(η) : a
compounding difficulty is that some λk,j,ℓ may also be small, with the corre-
sponding λk,j,ℓχ
2
1(nν
2
k,j,ℓ) stochastically different from a χ
2
1(0), which again
affects power, in some cases rendering the test biased for small samples; see
the α−th power exponential case in Section 6.
Remark 3. The above test can in principle be extended to the case where
the density generator φm(·) in (1.1) involves a shape parameter, such as with
the α-th power exponential distribution. We do not pursue this further here
as the necessary developments are beyond the scope of the paper.
Remark 4. Convergence toward the asymptotic χ2 distribution can be
slow. A benefit of invariance is that better approximations can be obtained
by Monte Carlo resampling from any convenient f(·; η) distribution in F0.
3. The smooth test statistic.
3.1. Construction of the basis. Suppose that X has a density of the
form (1.1). The representation in [7] states that the random vector Y =
V−1/2(X−µ) has a spherical distribution (i.e. density (1.1) with η = (0, Im))
with stochastic representation
(3.1) Y = RU ,
where R = R(X) = ‖V−1/2(X−µ)‖ is referred to as the radius, independent
of U = U(X) = Y / ‖Y ‖ ∼ U(Ωm), the uniform distribution on the unit
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sphere Ωm. Here ‖·‖ is the Euclidean norm. The density of Y can thus be
parametrized in polar coordinates as
(3.2) fR,U (r,u) = cmφm(r
2)rm−1 dr dωm(u),
where dωm(u) denotes the area element on Ωm with ωm(Ωm) = 2π
m/2/Γ(m/2).
This mapping from X ∈ Rm to (R,U ) ∈ R+ × Ωm depends on η but
fR,U (r,u) is invariant to the choice of V
−1/2.
A CONB for H(f,η) will be obtained by combining elements of CONBs
associated with the distributions of R and U , so that πk,j,ℓ(X; η) can be
written as πk,j,ℓ(R(X),U (X)).
First consider U . Let O(m) be the group of rotations on Rm. From [17,
p. 17], the space Em(k) of hyperspherical harmonics of degree k in m dimen-
sions is an irreducible O(m)–invariant subspace of the space of homogeneous
polynomials of degree k on Ωm and, from [1, Thm. 5.12, p. 81], the space of
square integrable functions on Ωm can be decomposed as :
L2(Ωm) =
∞⊕
k=0
Em(k).
Again from [1, Prop. 5.8, p. 78],
(3.3) dim(Em(k)) = em(k) =


1 if k = 0
m if k = 1
Cm+k−1m−1 − Cm+k−3m−1 if k ≥ 2
.
Let {Ψk,ℓ(u), ℓ = 1, . . . , em(k)} be a CONB for Em(k) with respect to the
scalar product 〈h1, h2〉dωm = (ωm(Ωm))−1
´
Ωm
h1(u)h2(u)dωm(u). When
m = 2, writing uT = (µ1, µ2) = (cos θ, sin θ) we have Ψk,1(µ1, µ2) =√
2 cos(kθ), Ψk,2(µ1, µ2) =
√
2 sin(kθ). When m = 3, Ψk,ℓ(µ1,µ2, µ3) =
P jk−j(µ1)Ψk,j′(µ2, µ3) where P
j
k−j(·) is the associated Legendre function of
the first kind of order j and degree k−j, for j = 0, ..., k, j′ = 1,min{j+1, 2}.
This is a particular case of a recurrence formula, explained in [6], that gen-
erates the hyperspherical harmonics in dimension m from those in lower di-
mensions. Such calculations require symbolic manipulations. In particular,
[1, Appendix B] give details about the MATHEMATICA program HFT10.m
that computes {Ψk,ℓ(u), ℓ = 1, . . . , em(k)} for any m. To facilitate the ap-
plication of the methods of the paper, the instructions to generate Ψk,ℓ(u)
with this program are detailed in our Appendix B.
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Next, we look at the radius R. For each i ≥ 0, consider the set of functions
{sj,i(r), j ≥ 0} where sj,i(·) is a polynomial of degree j in r2 satisfying
(3.4) ωm(Ωm)cm
∞ˆ
0
sj,i(r)sj′,i(r)φm(r
2)rm−1+2idr = δj,j′.
To compute these polynomials, we apply the method described in Section 3
in [6], but using the scalar product (3.4). For i ≥ 0, let µj,i = E0(R2(j+i)).
Write µj,i = (µj,i, µj+1,i, . . . , µ2j−1,i)T and
Mj,i =


µ0,i · · · µj−1,i
...
. . .
...
µj−1,i · · · µ2j−2,i

 .
Set these quantities to 0 when j = 0. Using the argument leading to (4.4)
of [6], we get
(3.5) sj,i(r) =
r2j − (1, r2, . . . , r2j−2)M−1j,i µj,i√
µ2j,i − µTj,iM−1j,i µj,i
.
The MATHEMATICA commands for these functions in the important case
of the MVN distribution are in Appendix B. The following theorem, whose
proof is given in Appendix A.1, explains how to construct a CONB (i.e. the
πk,j,ℓ(·; ·) of the previous section) associated with an f(·; η) of the form (1.1).
Theorem 3.1. Fix η ∈ Ξ. Let Pk be the space of polynomials of degree
k in x ∈ Rm. Let Π0 = P0 and for k ≥ 1, let Πk be the subspace of Pk such
that p(·) ∈ Πk if
(3.6)
ˆ
Rm
p(x)pk′(γ(x))f(x; η)dx = 0
for all pk′(·) ∈ Πk′ , 0 ≤ k′ < k and γ ∈AL(m). Then,
i) The subspaces Πk are orthogonal with respect to 〈·, ·〉 (f,η). Moreover,
Pk = Π0 ⊕Π1 ⊕ · · · ⊕Πk
and
(3.7) H(f,η) =
∞⊕
k=0
Πk.
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ii) The subspace Πk is an irreducible AL(m)-invariant subspace of the
space Pk. The polynomials
(3.8) πk,j,ℓ(R(x),U (x)) = R(x)
k−2jsj,k−2j(R(x))Ψk−2j,ℓ(U (x)),
with (j, ℓ) ∈ Bk = {j = 0, . . . , [k/2], ℓ = 1, . . . , em(k−2j)} form a CONB for
Πk with respect to 〈·, ·〉 (f,η). Here [z] denotes the integer part of z. Moreover
Πk is of dimension dm(k) =
∑[k/2]
j=0 em(k − 2j) = Cm+k−1k . Finally each Πk
can be further decomposed as
(3.9) Πk =
[k/2]⊕
j=0
Πk,k−2j,
where Πk,j is spanned by {πk,j,ℓ(R(x),U (x)), ℓ = 1, . . . , em(k − 2j)} and is
an irreducible O(m)-invariant subspace of Πk whose dimension is em(k−2j).
Beside giving the expression (3.8) for the πk,j,ℓ(·; η), this theorem is crucial
for at least two other points. First, (3.7) ensures that an embedding family
of the form (2.7) with K properly chosen and with (3.8) as the elements in
the basis, can approximate almost any alternatives. Thus the test can be
made adaptively omnibus; see Remark 6. Second, as will be seen in Section
4, (3.9) provides conditions ensuring the invariance of Dx tools. Note also
that the differentiability of the πk,j,ℓ(·; η) required to apply [27]’s results,
follows from the structure in (3.8).
3.2. The test statistic. The smooth test for null hypothesis (2.1) can
now be explicited. Estimate η by the mle ηˆ = (µˆ, Vˆ−1) with estimated in-
formation matrix J ηˆ. Set Yˆ i = Vˆ
−1/2(Xi − µˆ) and compute Rˆi = ‖Yˆ i‖,
Uˆ i = Yˆ i/‖Yˆ i‖. Inject these into the πk,j,ℓ(Rˆi, Uˆ i) to compute π¯k,j,ℓ =
n−1
∑n
i=1 πk,j,ℓ(Rˆi, Uˆ i). Group these into vector π¯(ηˆ) of (2.9) and compute
Jηˆ . Test statistic (2.10) can be obtained. Null hypothesis (2.1) is rejected
at approximate level α if QK is greater than the 1 − α-th quantile of the
reference distribution, e.g. the Monte Carlo approximation or the χ2νQ dis-
tribution with νQ =
∑K
k=kmin
Cm+k−1k .
Remark 5. As stated in Section 2, to ensure invariance care must be
taken in selecting the elements of π¯(ηˆ). First, any πk,j,ℓ(·, ·) that is a linear
combination of some of the ∂ log f(X; η)/∂ηa must be excluded because they
will contribute nothing to the test statistic. Next, irreducibility of Πk dictates
that to retain invariance, when πk,j,ℓ(·, ·) has been excluded, then all other
{πk,j′,ℓ′(·, ·) (j′, ℓ′) ∈ Bk} must also be excluded.
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Remark 6. One difficulty in applying any smooth test resides in se-
lecting the value of K. For univariate data, [31]’s data-driven smooth test
first chooses an integer d(n), performs a selection procedure to get a “good”
Kˆ ∈ [1, ..., d(n)], and finally computes the associated test statistic. The
framework where d(n) → ∞ leads to an adaptively omnibus test and is re-
ferred to as the infinite horizon case [48, p. 102]. The available theory about
the rate of divergence of d(n) is impressive but hardly translates into a pre-
cise value, as it is expressed in terms of o(·). Thus d(n) is in practice fixed
by external considerations, the finite horizon framework. Fortunately, simu-
lations show that the power of the data-driven smooth test stabilizes rapidly
as d(n) increases.Hence in practice both frameworks lead to the same modus
operandi as long as d(n) is not too small.
The methodology that derives from Theorem 3.1 allows to compute the
smooth test up to any desired d(n), so it is in principle possible to develop
both infinite and finite horizon data-driven tests in our context. Here we
only sketch a simple invariant adaptation of [31]’s approach and focus on
the finite horizon case. Suppose d(n) is given. Define
Kˆ = min{k : 1 ≤ k ≤ d(n),Qk −

 k∑
j=1
Card(Bj)

 log(n)(3.10)
≥ Qℓ −

 ℓ∑
j=1
Card(Bj)

 log(n), ℓ = 1, ..., d(n)}.
The asymptotic reference distribution of test statistic QKˆ is a χ2 with Cm1
degrees of freedom. As d(n) is allowed to increase, QKˆ spreads its power in a
data-driven fashion over an increasing number of directions. The exploration
of this and other scenarios is left for future work ; see Section 7.
4. Invariance and the Q = UIR decomposition. We now take
a closer look at matrix (IvQ − JηJ −1η JTη )−1 in (2.10). It is explained in
Section A.2 that this is a matrix of constants and that after permuting the
πk,j,ℓ(·, ·) in (2.9) according to the values of k − 2j, test statistic (2.10) can
be conveniently written as (A.17), which leads to
QK = QK(X , ηˆ) = UK + IK +RK ,(4.1)
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which we refer to as the Q = UIR decomposition, where
UK = n ‖π¯U‖2 ,
IK = n
{
‖π¯I,1‖2 + d1tr(c1cT1 I¯1I¯T1 ) + ‖π¯I,2‖2 + d2tr(c2cT2 I¯2I¯T2 ) + ‖π¯I,3‖2
}
,
(4.2)
RK = n
{
‖π¯R‖2 + d0tr(c0cT0 π¯Rπ¯TR)
}
,
are asymptotically independent χ2 with degrees of freedom νU , νI , νR given
in (A.2) under H0. Note that, beyond the moments of R
2 required for the
sj,i(·), the computation of this Q = UIR decomposition conveniently re-
quires only the 2+2 [K/2]+ [(K + 1)/2] quantities described in Section A.2
to get the vectors
√
d0c0,
√
d1c1 and
√
d2c2.
The elements πk,0,ℓ(r,u) in UK are proportional to rkΨk,ℓ(u). The com-
ponents of π¯U are thus weighted averages of polynomials in Uˆ i. Note that
up to a constant, the πk,0,ℓ(r,u) are identical for any EC distribution and
thus cannot be related to the distribution of R2. Hence UK serves to detect
departures from the uniformity of U . When such departures are detected,
the true density of the data may not be constant on ellipses centered at µ
and a model incorporating this feature should be seeked, e.g. a distribution
where U possesses a more complex density on Ωm.
Similarly, because Ψ0,1(u) ≡ 1, the elements of RK are πk,k/2,1(r,u) =
sk,0(r) with k even. Hence this component, which underH0 is asymptotically
χ2νR , serves to detect departures from the distribution of the “radius” R.
These departures may then be identified, visually or otherwise, and the null
model corrected accordingly. RK can also be used when, as in [24], it is
desired to have a test whose power is directed toward alternatives that are
also elliptic about the unknown µ.
Finally, consider the elements in IK . These are products of polynomials
in R with hyperspherical harmonics in U . Thus IK, which is approximately
χ2νI , detects correlations between U and R. When this occurs, the structure
of the true density is complicated and a user could look at more involved
densities, e.g. skew-densities of some sort.
Summing up, each component of the Q = UIR decomposition can detect
a meaningful, in terms of stochastic representation (3.1), type of departure
from the null density.
AL(m)-invariance of QK and each of its components follows from the fol-
lowing considerations that hold provided all πk,j,ℓ(·, ·) spanning each Πk, and
thus each Πk,k−2j in (3.9), appear in (2.9). For any γ = (A, b) ∈ AL(m),
write X∗i = γ(Xi), ηˆ∗ = γ∗(ηˆ) = (µˆ∗, Vˆ−1∗ ) defined in Section 2. Also
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define Yˆ
∗
i = Vˆ
−1/2
∗ (X∗i − µˆ∗) and similarly for Rˆ∗i and Uˆ
∗
i . Observe first
that Rˆi = Rˆ
∗
i so that sk,0(Rˆi) = sk,0(Rˆ
∗
i ) and component RK , whose el-
ements span the Πk,0 of Theorem 3.1, is trivially AL(m)-invariant. For
component UK , whose elements span the O(m)-invariant Πk,[k/2], notice
that πk,0,ℓ(Rˆ
∗
i , Uˆ
∗
i ) = πk,0,ℓ(Rˆi,O
∗Uˆ i), where O∗ = (AVˆ−1AT )−1/2AVˆ−1/2
∈ O(m). It follows that
(πk,0,ℓ(Rˆi,O
∗Uˆ i), ℓ = 1, ..., em([k/2]))T = O∗∗(πk,0,ℓ(Rˆi, Uˆ i), ℓ = 1, ..., em([k/2]))T ,
for some O∗∗ ∈ O(em([k/2]) by standard properties of Wigner d-matrices.
Hence each (π¯k,0,ℓ, ℓ = 1, ..., em([k/2])), and thus UK , is invariant to AL(m)-
transformations. A similar argument applies to the parts ‖π¯I,j‖2 , j = 1, 2, 3
of component IK which span the intermediate O(m)-invariant Πk,k−2j. Fi-
nally, consider the term tr(cac
T
a I¯aI¯
T
a ), a = 1, 2. Because I¯a averaged over all
(Rˆ∗i , Uˆ
∗
i ) = I¯aO
∗∗
a , it follows that IK is AL(m)-invariant. Then so is global
statistic QK as QK(γ(X), γ∗(ηˆ)) = QK(X , ηˆ).
To be diagnostic, the components in (4.1) must be further processed and,
in particular, [18] shows that they must be scaled. This operation must be
done with some care in order for the scaled statistics to retain both AL(m)-
invariance and their meaningful interpretations. One possibility is the follow-
ing; let ΣˆUU be a block diagonal matrix where each block is the empirical
covariance matrix of the πk,0,ℓ(Rˆi, Uˆ i) ∈ Πk,[k/2] appearing in πU . Define
similarly ΣˆII , ΣˆRR for πI ,πR. The scaled components U (s)K = nπ¯TUΣˆ
−1
UU π¯U ,
I(s)K = nπ¯TI Σˆ
−1
II π¯I and R(s)K = nπ¯TRΣˆ
−1
RRπ¯R are AL(m)-invariant and diag-
nostic. See Section 6 for some examples of their usefulness.
Remark 7. Statistic Q1 is a function of π1,0,ℓ(r, u) ∝ ruℓ and is thus
basically a distance between X¯ and the mle µˆ. As such, it can be useful in
discriminating H0 but provides little Dx information in any senses associ-
ated with the Q = UIR decomposition. In the above, this term is bundled
into component IK . Similarly Q2 − Q1, which is spread over IK and RK ,
is related to tr(Vˆ
−1
S) (S is the empirical covariance matrix of the X i) and
again can be useful in discriminating H0 but otherwise provides little Dx in-
sights. [9] advises that one should use a powerful test for the null hypothesis,
followed by less formal procedures when the null is rejected. Thus it can be a
reasonable strategy to consider only the elements Qk −Q2 at the Dx stage.
5. Applications of the smooth test methodology to some EC dis-
tributions. The above smooth GoF test has the desirable features listed
in Section 1: with K chosen appropriately, it can be made adaptively om-
nibus; it possesses Dx capabilities; and it is AL(m)-invariant. In addition,
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its behavior under both H0 and H1 can be conveniently approximated. In
this section, we develop the test strategy for two popular EC distributions.
Two others are treated in Appendix C.
5.1. The multivariate normal (MVN) distribution. Consider the impor-
tant problem of testing the null hypothesis H0 that a sample X1, . . . ,Xn
arises from an m-dimensional MVN distribution with density
f(x; η) = (2π)−m/2 det(V−1)1/2 exp
{−(x− µ)TV−1(x− µ)/2} .
UnderH0,R
2 has a χ2m distribution with j−th moment 2jΓ(m/2+j)/Γ(m/2).
The elements of an orthonormal basis satisfying (3.4) are, via (3.5),
(5.1) sj,i(r) = (−1)j
√
j! Γ(m/2)
2i Γ(m/2 + j + i)
L
m/2+i−1
j (r
2/2),
where Lαj (·) is the j–th generalized Laguerre polynomial of order α; see Ap-
pendix B for MATHEMATICA commands to generate these quantities along
with those for {Ψk,j(·), j = 1, . . . , em(k)}. Tables 3 and 4 list all πk,j,ℓ(r,u)
for k = 3, 4, 5 and m = 2, 3.
Next, it is easy to see that for the MVN, ζ(·) = 1 (defined in Section
A.2) and c0, c1, c2 vanish so that the Q = UIR decomposition (4.2) takes
a particularly simple form. To get its explicit expression, first compute Yˆi,
Rˆi and Uˆ i with µˆ = X¯ and Vˆ
−1 = S−1, where (X¯ ,S) is the mle of (µ,V).
Then all π¯k,j,ℓ = 0 when k = 1, 2 and in view of Remark 5, this leads to
Q1 = Q2 = 0. Upon writing C2k,j = n
∑em(k−2j)
ℓ=1 (π¯k,j,ℓ)
2, (2.10) becomes:
(5.2) QK =
K∑
k=3
[k/2]∑
j=0
C2k,j,
which is asymptotically χ2vQ under H0, where νQ =
∑K
k=3C
m+k−1
k . Also
(5.3) RK =
K∑
k=3
k:even
C2k,k/2
is, under H0, asymptotically χ
2
νR where νR = [(K − 2)/2]. Moreover,
(5.4) UK =
K∑
k=3
C2k,0
16 G. DUCHARME ET AL.
has for reference distribution a χ2νU , where νU =
∑K
k=3 em(k). Finally,
(5.5) IK =
K∑
k=3
[(k−1)/2]∑
j=1
C2k,j.
is approximately χ2νI with νI = νQ − νU − νR.
To scale the components in the Q = UIR decomposition, let Σˆk,j denote
the empirical covariance matrix of the n random vectors (πk,j,ℓ(Rˆi, Uˆ i), ℓ =
1, . . . em(k − 2j)) with empirical mean π¯k,j = (π¯k,j,ℓ, ℓ = 1, . . . em(k − 2j)).
The scaled components are (C(s)k,j)2 = nπ¯Tk,jΣˆ
−1
k,jπ¯k,j. These (C(s)k,j)2, bundled
into U (s),I(s) or R(s) are diagnostic to identify the aspects of the MVN not
supported by the data. The R package ECGoFTestDx computing the above
smooth test for the MVN has been deposited on CRAN. An application to
a data set is shown in Appendix D.
When m = 1, Πk is spanned by πk,[k/2],1(r, u), with u = ±1. These are
the Hermite polynomials of [43]’s smooth test of univariate normality. Thus
our approach generalizes their test.
For univariate distributions, the components of smooth test statistics are
often related to GoF tests that have been introduced from other principles.
The same occurs here and some components of QK turn out to be well-
known GoF test statistics for the MVN. In particular,
Q4 = C23,0 + C21,1 (= Q3)
+ C24,0 + C24,1 + n(π¯4,2,1)2.(5.6)
Inspection of these terms shows thatR4 = n(π¯4,2,1)2 = is nb1,m/6 where b1,m
is [33]’s multivariate measure of skewness. Moreover, n(π¯4,2,1)
2 = n(b2,m −
m(m+2))2/(8m(m+2)), where b2,m is [33]’s multivariate measure of kurtosis.
These are popular measures in multivariate analysis, whose usefulness in
providing Dx information arises by extending the meaning of their univariate
counterparts: in particular, b1,m vanishes under elliptical symmetry and b2,m
quantifies the tails of the distribution. Consequently, they have been used
as GoF tests for the MVN and, in particular, [46] have concluded that tests
based on them rank among the bests in terms of power. [25] have combined
them (i.e. Q3+n(π¯4,2,1)2) to get a multivariate version of the popular Jarque-
Bera test of univariate normality.
[35] have developed a test of multivariate normality as an example of some
simplifications that occur with Rao’s score method when a suitable group
structure exists. By brute force calculations, they were able to obtain Q4
and state to have been unable to generalize to K > 4. Here, by making
GOF TEST FOR MULTIVARIATE ELLIPTICAL DISTRIBUTIONS 17
use of recent advances in computational tools for harmonic analysis, we can
easily go beyond this limitation. Moreover, as a by-product, we get for any
K the informative Q=UIR decomposition.
The idea of using the elements of stochastic representation (3.1) for testing
MVN is not new. Many authors have proposed testing the distribution of
R and/or U individually (see [28, 19] for reviews), thus in effect crafting in
an ad hoc fashion fragments of the Q=UIR decomposition. [29], followed
by [42] and [3], have taken a different route and proposed a smooth test
based on the fact that the multivariate normal density is the product of m
univariate normal densities when V = Im. For this particular case, a CONB
can be obtained by the tensor product of elements of CONB associated
with each univariate distribution [30, p. 51, Theorem 4.3]. However, this
approach breaks down for general elliptical distributions, as in the following
application, because V = I is not associated with independence [38] and in
view of the inconsistency property of many EC distributions.
5.2. The bivariate Laplace distribution. There are several bivariate ex-
tensions of the univariate Laplace ; we take here the variant discussed in
[39] obtained from the power exponential distribution in Section 1 by setting
α = 1/2. This distribution has larger tails than the MVN. The j−th mo-
ment of R2 is Γ(2(j+1)). We take K= 5, a reasonable value, and from (3.5),
the sj,k−2j(·) required for Q5 are : s0,1(r) = (
√
6)−1; s0,2(r) = (2
√
30)−1;
s0,3(r) = (12
√
35)−1; s0,4(r) = (72
√
70)−1; s0,5(r) = (720
√
77)−1; s1,0(r) =
(r2 − 6)/(2√21); s1,1(r) = (r2 − 20)/(4
√
165); s1,2(r) = (r
2 − 42)/(60√42);
s1,3(r) = (r
2 − 72)/(144√665); s2,0(r) = (7r4 − 360r2 + 1320)/(24
√
10745)
and s2,1(r) = (11r
4−10926r2+12600)/(72√225610). Along with the expres-
sion for Ψk,ℓ(·) in Section 3.1 when m = 2, it is an easy exercise to compute
the πk,j,ℓ(·, ·). Next, because ζ(r2) = r2×
√
1
r2
, one finds σ1 = 1, σ2 = 6 and
√
d0c0 = (7)
−1{−
√
614, 4
√
10
3
},
√
d1c1 = (
√
1203)−1{
√
4102,−4
√
2051
55
, 48
√
6
55
},
√
d2c2 = (
√
19)−1{−2
√
35, 4}.
After computing the mle ηˆ = (µˆ, Vˆ−1) and in turn, Yˆ i , Rˆi and Uˆ i, plug
these into the πk,j,ℓ(Rˆi, Uˆ i) to get the π¯k,j,ℓ. Setting π¯U = (π¯3,0,1, π¯3,0,2, π¯4,0,1,
π¯4,0,2, π¯5,0,1, π¯5,0,2), π¯R = (π¯2,1,1, π¯4,2,1), π¯I,1 = (π¯1,0,1, π¯3,1,1, π¯5,1,1, π¯5,2,1,
π1,0,2, π¯3,1,2), π¯I,2 = (π¯2,0,1, π¯4,1,1, π¯2,0,2, π¯4,1,2) and π¯I,3 = (π¯5,1,2, π¯5,2,2) yields
all the elements required to compute the various test components. Their de-
grees of freedom are those in Section 4. For a GoF test for another bivariate
Laplace distribution, see [14].
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6. Performance of the Q = UIR decomposition in deriving Dx
information. There can be many directions in which an alternative may
depart from a null model. The present Dx tool, based on the Q = UIR
decomposition, pertains to departures from the easily interpretable repre-
sentation (3.1). To evaluate its performance, we need to determine how
well it detects those departures, ideally in a context where other departures
coexist to complicate matters. Performance here refers to the confidence al-
located to the Dx information extracted from a sample, i.e. sensibility and
specificity. As our tests are performed at a given level (here 5%), specificity
is fixed and we concentrate on sensitivity, the probability that a departure
from representation (3.1) will be detected, which is the power of the tests
based on the components of the Q = UIR decomposition.
To start building this confidence, a small experiment was performed. We
adopt the context of Section 5.1 where the interest lies in assessing the null
hypothesis of bivariate normality. Because representation (3.1) is common to
all EC distributions, the results below could be representative of what could
be obtained with other EC null models and higher dimensions. Samples
were generated from thirty distributions taken from [37, 5, 22]. Statistics
QK ,U (s)K ,I(s)K and R(s)K , (K = 3, ...,12) were computed and compared to
their null Monte Carlo (based on 20,000 replications) approximation, as
explained in Remark 4. To yield interesting power values,this was replicated
5,000 times and the sample size n was adapted to each alternative.
We stress that our goal is to appreciate the usefulness of the Dx procedure
based of the Q = UIR decomposition and how these components relate to
the global QK . It is not to thoroughly compare the power of QK to its
competitors, as we have made no attempt to optimize the choice of K.
Nevertheless, to offer some perspectives we did compute the power of the
BHEP test [2] with the tuning parameter set at 1.41; this test has been
recommended in some simulation studies [37] but offers no Dx information.
We also computed the power of the multivariate Jarque & Bera test [25]
that does offer some Dx information via its skewness-kurtosis components.
The alternatives were chosen to somewhat resemble the bivariate normal
and to depart along one or two directions identifiable by the Q = UIR
decomposition, in addition to other departures. To screen the alternatives
along these criteria, we generated 100 000 observations (X1,X2) from each,
transformed them into (Y1, Y2) and then into (R,U ), and then again U into
θ = arctan(U2/U1). Plots of the various univariate and bivariate densities
were made, and various statistics and characteristics were computed. We
then excluded the densities where all UIR components are large, because
the resulting knowledge (i.e. all is wrong) is not easy to use in the iterative
GOF TEST FOR MULTIVARIATE ELLIPTICAL DISTRIBUTIONS 19
process of correcting a null model after Dx analysis.
From the results from these thirty alternatives, we report here on five
that cover most of the behavior we have observed. Also, we report here on
the case K = 5.
The first alternative is a member of the Khintchine family of distribu-
tions [22, Chap. 8]. Synthetic data from this distribution are obtained by
generating Z ∼ Γ(1.5, 1) and then setting
(X1,X2) =
√
3Γ(1.5)
Γ(1.5 + 2× 0.3998935)Z
0.398935 × 2(V1 − 0.5, V2 − 0.5),
where V1, V2 are independent U(0, 1). In the above expression, the various
constants are such that the marginals of (Y1, Y2) are nearly independent
N(0, 1) and the marginal density of R is approximately a
√
χ22 . However
U is non-uniform, as the density of θ oscillates as sin(4θ) with modes at
±π/4,±3π/4. The density of (Y1, Y2) has squarish contours but otherwise
resembles the bivariate normal. These oscillations induce a complicated re-
lationship between R and U which, at the first order, can be assimilated
to near independence, the regression of R on θ involving sin(kθ), cos(kθ),
k = 1, ..., 3 being nearly constant with a Spearman’s correlation coefficient
(ρS = −0.002) 1. Because of these, we expect : power(R(s)5 ) ≈ power(I(s)5 ) ≈
5% < power(U (s)5 ). Note that this, and further, expectation derives from
the 100 000 samples generated when screening the alternatives. This was
blinded in the following simulation study. The sample size is n = 400.
The second distribution is the generalized Burr-Pareto-Logistic (with α =
1, β = 0) in [22, Chap. 9]; see his Figure 9.8 for a sketch of the density
and p. 167 for an algorithm to generate synthetic data. The distribution
of (X1,X2) has dependent N(0, 1) marginals with contours of triangular
shape. Here the distribution of R is almost a
√
χ22 , U is clearly non-uniform
with a trimodal distribution, while R and U are slightly correlated (with
ρS ≈ 0.04). Hence we should find : power(R(s)5 ) ≈ 5% < power(I(s)5 ) ≤
power(U (s)5 ). The sample size is n = 250.
The third distribution is the contaminated binormal : 0.8×MVN2(0, I2)+
0.2 ×MVN2((1, 1), Diag{1, 2}), see [22, Chap. 4]. R is again very close to
1Pearson’s correlation coefficient is not a good measure of the dependency between
these quantities A normalized version of mutual information seems better adapted but we
have found its scale difficult to appreciate from one problem to another. We have settled
on Spearman’s correlation coefficient mainly because it remains the same between θ and
R or R2 and because a sophisticated user can in general make some intuitive sense of
differences between its values
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a
√
χ22 , U has a distribution that slightly differs from uniformity while R
and U are slightly correlated (ρS = −0.03). Again n = 400 and we expect
to find : power(R(s)5 ) ≈ 5% ≤ power(U (s)5 ),power(I(s)5 ), with little insight
about the comparative power of U (s)5 ,I(s)5 .
The fourth density is a Laplace-type (because of its marginals) distribu-
tion generated by the following scheme : take W0,W1,W2 ∼ Exp(1) and
form (X1,X2) = (W1 −W0,W2 −W0). Here, U is non-uniform, R departs
from the
√
χ22 but R and θ are approximately independent (ρS = −0.004),
so one can expect: power(I(s)5 ) ≈ 5% ≤ power(U (s)5 ),power(R(s)5 ). We have
taken n = 75 to mitigate the high power of Q5 with that of its components.
The last distribution is a 2-th power exponential distribution generated by
taking R ∼ Γ(2, 2), θ ∼ U(0, 2π) and forming (X1,X2) = R × (cos θ, sin θ).
This yield an EC distribution where R is markedly different from a
√
χ22 .
Thus here we should find : 5% ≈ power(U (s)5 ) ≈ power(I(s)5 ) ≤ power(R(s)5 ).
We have taken n = 100.
Table 1 shows the power (in %) of the various tests. The shaded cells are
located where the power of the components of the Q = UIR decomposition
are expected to be greater than nominal (5%). A first general conclusion is
that no global test dominates. An interesting comparison is between J-B and
Q5 where, as stated in Section 5.1, the first is a fragment of the second. For
some alternatives (e.g. Burr-Pareto-Logistic), the extra components have
little power and lead to power dilution of Q5 with respect to J-B. For other
alternatives (e.g. Khintchine), power of J-B test is much lower because the
extra components in Q5 detect departures that hardly translate into skew-
ness or kurtosis. A data-driven approach to select the value of K could be
one way to further increase the power of QK , but see Section 7. One atypical
case is the 2-power exponential. This will be discussed below.
Regarding the power (i.e. sensitivity) of the components, the Dx infor-
mation derived from the Q = UIR decomposition is consonant with the
expectations related to each alternative. Furthermore, the magnitudes of
the power in the shaded cells somewhat reflect the severeness of the de-
partures (when grossly quantifiable). For the Khintchine, both R(s)5 ,I(s)5
have power approximately equal to level and the severe non-uniformity of
U is detected with good power. For the Burr-Pareto-Logistic, the expecta-
tion : power(R(s)5 ) ≈ 5% < power(I(s)5 ) ≤ power(U (s)5 ) is realized while the
small power of I(s)5 (21.8%) reflects the slight correlation between R and
U . Again, the severe non-uniformity of U is almost always detected. For
the contaminated MVN, R(s)5 has, as expected, trivial power, I(s)5 picks up
rather well the dependency between R andU while the slight non-uniformity
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Alt. / Test n BHEP J-B β1 = Q3 β2 Q5 U(s)5 I(s)5 R(s)5
K 400 47.9 6.9 6.8 6.23 63.5 97.6 4.6 5.4
BPL 250 52.2 95.6 96.7 21.5 68.9 94.9 21.8 1.7
CMVN 400 50.6 76.3 77.3 40.8 54.5 19.5 41.9 4.6
Lt 75 96.6 99.0 98.1 95.0 94.9 39.5 7.6 21.9
2PE 100 45.0 2.1 0.0 0.0 0.0 6.5 6.4 92.2
Table 1
Power in % (based on 5,000 replications at level α = 5%) of the test of bivariate
normality based on Q5 and its UIR components. The reference distribution has been
approximated by 20,000 Monte Carlo samples of size n from the MVN(0, I2).
Alternatives are K=Khintchine, BPL=Burr-Pareto-Logistic, CMVN=Contaminated
MVN, Lt=Laplace -type and 2PE=α = 2−power exponential. Also shown is the BHEP
(Baringhauss-Henze-Epps-Pulley) test and the J-B (multivariate Jarque-Bera) test along
with its components β1, β2 (both using Monte Carlo quantiles). The shaded cells
correspond to those where we expect power > 5%.
of U is detected with moderate power. For the Laplace-type case, the de-
partures on the marginal distributions of R and U are correctly detected.
For the 2−power exponential, power(R(s)5 ) ≈ 91.6, showing that the de-
partures along the distribution of R are correctly captured. The two other
components have power close to nominal, as they should.
To summarize, one can have some confidence that our Dx procedure can
be a useful tool in the iterative process of modeling a data set.
In some cases, at least one component yield better power than the global
test statistic from which it is extracted. Thus the natural two-stage strategy
where one first test the global null hypothesis using QK and, if significant,
proceed at the Dx level, would lose valuable information. This can be ex-
plained by a number of factors. First, when only one component ought to
be significant, as with the Khintchine, the degrees of freedom associated
with this component (6 in this case) is much smaller than that of the global
test (here 15), thus diluting power. This effect is further confounded by the
scaling of the components, which also affects power, and suggests looking
at a scaled global statistic. Here power(Q(s)5 = U (s)5 + I(s)5 + R(s)5 ) = 83.5,
greater than the other global tests, which suggest replacing Q5 by its scaled
version. However the benefit of this replacement is not universal : for the
contaminated normal, power(Q5) = 54.5 while power(Q(s)5 ) = 45.6. Thus it
is not clear which of the above factors (degrees of freedom vs scaling) has
more impact on power. An extreme case of this is the 2−th power expo-
nential where the power of Q5 is almost zero and the J-B test is not much
better. Here scaling has a large effect on power as power(Q(s)5 ) = 47.5. This
is an instance where the values of the λk,j,ℓ in Remark 2 renders the global
test biased. Scaling partly corrects the problem, as explained in [11]. A pro-
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cedure that would select in a data-driven fashion between QK and Q(s)K , in
addition to a proper value of K globally or at the component level, would
perhaps reduce such variations. See Section 7.
The J-B test also offers some Dx information via its b1,m, b2,m components.
But they are not scaled and, in particular, R(s)5 is the scaled version of
b2,m. Comparing their powers shows the pitfalls in attempting to interpret
unscaled Dx statistics. However, being fragments of our components, they
can be rescaled and exploited to further refine the Dx information, a problem
we now look into from another angle.
In the above, we have taken K = 5 and shown that our procedure can
provide useful Dx information supplementing the global test. Now we go fur-
ther and vary K to see if more precise Dx information can be extracted from
a set of components. Table 2 presents further results from our experiment,
namely the values of (U (s)k , k = 3, ..., 7) and (I(s)k , k = 3, ..., 7) in the case of
the Khintchine distribution (n = 400). Notice the sharp increase in power
between U (s)3 and U (s)4 . This indicates that the hypersphericals in the added
components of U (s)4 pick up some important departure from uniformity. To
see what as been detected, we refer to the definition of projection-based Dx
information in [11]. Recall that the elements in U (s)3 have the form sin(kθ),
cos(kθ), k = 1, 2, 3 and thus have at most 3 maximums in [0, 2π). Those
added in U (s)4 have the form sin(4θ), cos(4θ) and the increased power indi-
cates that they capture higher oscillations, suggesting that the density of U
(or θ) could have at least four maximums. This is consonant with the fact
that θ has a distribution that oscillates as sin(4θ). Also, recall that the scat-
ter plot of (R, θ) reveals that these quantities have a complicated relation-
ship. A similar increase of power from I(s)5 to I(s)6 and afterwards indicates
again that some correlation has been detected at the order of functions of
the form cos(6θ), sin(6θ). Indeed a regression of R on θ with basis functions
sin(kθ), cos(kθ), k = 1, ..., 7 retains the functions cos(4θ) and sin(6θ) as sig-
nificant. Hence the results in Table 2 indicate that beyond the basic analysis
of the Q = UIR components, a finer analysis of the subcomponents could
be exploited to pinpoint with better precision the nature of the departures.
7. Conclusions. This paper develops a smooth test of goodness-of-fit
for EC distributions that, through the invariant Q = UIR decomposition,
allows to extract illuminating Dx information. Some applications are worked
out, in particular the important case of the MVN, where the usefulness of the
Q = UIR decomposition is demonstrated. For most EC distributions, there
exists no competitor to our approach. For the MVN, a small experiment
GOF TEST FOR MULTIVARIATE ELLIPTICAL DISTRIBUTIONS 23
Component K = 3 K = 4 K = 5 K = 6 K = 7
U(s)K 5.2 98.7 97.6 96.3 94.5
I(s)K 4.8 4.0 4.6 56.1 47.1
Table 2
Power in % (based on 5000 replications) of some components in the UIR decomposition
for the Khintchine alternative. The level is α = 5%. The reference distribution has been
approximated by 20 000 Monte Carlo samples of size n = 400 from the MVN(0, I2).
suggests that our smooth test can be competitive powerwise.
In the present work, no attempt is made to optimize the selection of the
hyperparameterK. his topic deserves a separate analysis because the present
context opens up many new possibilities beyond the obvious extension to
select among Q1,Q2, ...,QK in a data-driven fashion via (3.10). One of these
is to increase sensitivity of the Dx by selecting among the components, say
U1,U2, ...,UK . In addition, it was shown in Table 2 that this could also prove
useful in better understanding the nature of the detected departure. Another
is to select among {UK ,UK+IK , UK+IK+RK = QK} or some other (data-
driven) permutation of the components. Yet another is to select between the
raw components and their rescaled versions.
In multivariate contexts, the computation of the mle may be difficult or
the information J η may not exist. This is the case for example in the Laplace
discusses by [14], thus forcing the use of moment estimators. Deriving the
Q = UIR decomposition in such cases remains to be investigated.
Finally, EC distributions often involve (e.g. the α-th power exponential),
in addition to η, a shape parameter that offers more flexibility in adjust-
ing the data. The shape parameter must in general be estimated and this
does not, in principle, affect the use of a test statistic similar to (2.9). How-
ever, an open question is how does this estimation impact the Q = UIR
decomposition.
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APPENDIX A: PROOFS AND AUXILIARY RESULTS
A.1. Proof of Theorem 3.1. Let k ≥ 0 and x∈ Rm. For any fixed γ
= (A, b) ∈ AL(m), define the functions
Ψ˜i,ℓ(x; γ) = Ψi,ℓ(γ(x)/‖γ(x)‖)‖γ(x)‖i,
where the Ψi,ℓ(·) are the spherical harmonics evoked in Section 3.1. To avoid
trivialities, set Ψ˜i,ℓ(−b; γ) = 0 for i > 0 and Ψ˜0,1(−b; γ) = 1. It follows that
Ψ˜i,ℓ(x; γ) is an homogeneous polynomial of degree i in the components of
γ(x) = A(x + b) and thus a polynomial of degree i in x ∈ Rm . We need
the following lemma which states that for any given γ, any polynomial in
R
m can be expressed as a linear combination of the πk,j,ℓ(r,u) of (3.8) and
explains how the coefficients of this linear combination are affected by the
choice of γ.
Lemma. Let p(·) ∈ Pk. Then, for any γ = (A, b) ∈ AL(m), we have
(A.1) p(x) =
k∑
i=0
[(k−i)/2]∑
j=0
em(i)∑
ℓ=1
aj,i,ℓ(γ)sj,i(‖γ−1(x)‖)Ψ˜i,ℓ(x; γ−1),
for all x ∈ Rm, where γ−1 = (A−1,−Ab) and
(A.2)
aj,i,ℓ(γ) = cm det(A)
ˆ
Rm
p(x)sj,i(‖γ−1(x)‖)Ψ˜i,ℓ(x; γ−1)φm(‖γ−1(x)‖2)dx.
Proof. Let x = ru where r = ‖x‖ and u = x/‖x‖. To avoid trivialities
again, when x = 0, set r = 0, define u arbitrarily and agree to take ri = 1.
Consider the polynomial p(γ(ru)) on R+×Ωm. For fixed r, this is a polyno-
mial of degree at most k in the components of u. Now, because the spherical
harmonics {Ψi,ℓ(·), ℓ = 1, . . . , em(i), i ≥ 0} form a CONB with respect to
the scalar product 〈·, ·〉dωm for L2(Ωm) , and thus for the restriction to Ωm
of the space of polynomials of degree k on Rm, it follows that
p(γ(ru)) =
k∑
i=0
em(i)∑
ℓ=1
qi,ℓ(r; γ)Ψi,ℓ(u),
where
qi,ℓ(r; γ) =
1
ωm(Ωm)
ˆ
Ωm
p(γ(ru))Ψi,ℓ(u)dωm(u).
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Setting e = (Im,0) as the identity element of AL(m), this shows that
p(γ(x)) =
k∑
i=0
em(i)∑
ℓ=1
wi,ℓ(‖x‖; γ)Ψ˜i,ℓ(x; e)
=
k∑
i=0
em(i)∑
ℓ=1
wi,ℓ(‖x‖; γ)Ψ˜i,ℓ(γ(x); γ−1),(A.3)
where wi,ℓ(‖x‖; γ) = ‖x‖−iqi,ℓ(‖x‖; γ). Thus
(A.4) p(x) =
k∑
i=0
em(i)∑
ℓ=1
wi,ℓ(‖γ−1(x)‖; γ)Ψ˜i,ℓ(x; γ−1).
Now, because Ψ˜i,ℓ(x; γ
−1) is a polynomial of degree i in x and p(γ(x))
is a polynomial of degree at most k, it follows that each wi,ℓ(‖x‖; γ) is a
polynomial of degree at most [(k − i)/2] in ‖x‖2. Hence in turn, it can be
written as a linear combination of the polynomials sj,i(‖x‖), i = 0, . . . , [(k−
i)/2] of (3.4), namely
(A.5) wi,ℓ(r; γ) =
[(k−i)/2]∑
j=0
aj,i,ℓ(γ)sj,i(r).
Combining (A.4) and (A.5) yields (A.1). Now using (3.2) and (3.4) with
(A.5), we have
aj,i,ℓ(γ) = ωm(Ωm)cm
∞ˆ
0
wi,ℓ(r; γ)sj,i(r)φm(r
2)rm−1+2jdr,
(A.6)
= cm
ˆ
Rm
wi,ℓ(‖x‖; γ)sj,i(‖x‖)φm(‖x‖2)‖x‖2jdx,(A.7)
= cm det(A)
ˆ
Rm
wi,ℓ(‖γ−1(x)‖; γ)sj,i(‖γ−1(x)‖)φm(‖γ−1(x)‖2)‖γ−1(x)‖2idx,(A.8)
upon transforming from polar to cartesian coordinates. Finally, substitute
(A.4) into the right-hand side of (A.2). Simple algebra using the orthogo-
nality of the Ψi,ℓ(·) yields the right-hand side of (A.8). This concludes the
proof of the lemma.
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Proof of i). A change of variable in 3.6 shows that, without loss of gener-
ality, we can set η = (0, Im). By (3.6), when k 6= k′, the spaces Πk and Πk′
are orthogonal with respect to 〈·, ·〉 (f,η). By the lemma, all polynomials p(·)
in Pk have an expansion of the form (A.1) where from (A.8) we can take γ
= e to simplify the derivations, while all pk′(γ(·)) ∈ Πk′ have an expansion
of the form A.3. Substituting these expansions into (3.6) shows, after careful
identification and using the orthonormality of the sj,i(·), Ψi,ℓ(·), that p(·) ∈
Πk if and only if its coefficient in (A.1) satisfies aj,i,ℓ(e) = 0 for every i, j
such that i 6= k − 2j. Thus, after rearranging the indices and extending to
any γ ∈ AL(m), each p(·) ∈ Πk has an expansion of the form
(A.9) p(x) =
[k/2]∑
j=0
em(j)∑
ℓ=1
aj,k−2j,ℓ(γ)sj,k−2j(‖γ−1(x)‖)Ψ˜k−2j,ℓ(x; γ−1).
Because the set of polynomials sj,k−2j(‖x‖)Ψ˜k−2j,ℓ(x) are orthonormal with
respect to 〈·, ·〉 (f,η) and span Πk, it follows from (A.1) and (A.9) that Pk =
Πk ⊕Pk−1. This proves the first part of i). The second part comes from the
fact that the polynomials are dense in L2AL(m)(f, η).
Proof of ii) By construction, Πk is an AL(m)-invariant subspace. From
(A.9), for any γ ∈ AL(m), there is only one element of Πk, up to a multi-
plicative constant, that is invariant over the subgroup of rotations. It follows
from Schur’s lemma that Πk is irreducible. Indeed, Schur’s lemma [17, p. 390]
asserts that if two representations of a group are irreducible then every com-
muting non-zero linear map between them is an isomorphism and that a
representation is irreducible if and only if every such linear map is a scalar
multiple of the identity element. In the present context, showing that the
space Πk is irreducible amounts to show that the representation of AL(m)
induced by the coefficients ak,j,ℓ(γ) of its basis in (A.9) is irreducible. The
identity element is then the element that is invariant over rotations which
are identified with the commuting maps.
Setting g−1 = (V −1/2,−V −1/2µ), the
πk,j,ℓ(r, u) = sj,k−2j(‖g−1(x)‖)Ψ˜k−2j,ℓ(x, g−1)
are orthonormal with respect to 〈·, ·〉 (f,η) and, from (A.9), form a com-
plete basis for Πk. Let Πk,j(g
−1) be the space generated by the span of
{sj,k−2j(‖g−1(x)‖Ψ˜k−2j,ℓ(x; g−1), ℓ= 1, . . . , em(k − 2j)}. Because, for fixed
(k, j), Πk,j(g
−1) is closed under rotations, the functions that span Πk,j(g−1)
are, up to multiplicative constants, the same as those that span Em(k−2j).
Thus Πk,j(g
−1) is an irreducible rotation–invariant subspace of Πk of dimen-
sion em(k−2j). Combining these functions shows that for g−1 = (V −1/2,−µ),
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Πk = Πk,0(g
−1)⊕· · ·⊕Πk,[k/2](g−1), with respect to 〈·, ·〉 (f,η). The dimension
of Πk is computed from this direct sum as a combinatorial exercise.
A.2. Derivation of the Q = UIR decomposition. We derive (4.1)
and (4.2). First reparametrize η = (µ,V−1) into the m+m(m+1)/2 vector
η = (µ, lvec(V−1))T , where lvec(·) is the “lower vec” operator. Introduce
the m2 ×m(m+ 1)/2 matrix B with element :
bij,kℓ =
{
1 if (i = k and j = ℓ) or (i = ℓ and j = k)
0 otherwise
,
where i first goes from 1 to m and then j goes from 1 to m while k varies
from ℓ to m followed by ℓ varying from 1 to m. This matrix, which has rank
m(m+1)/2, is such that vec(V−1) = B·lvec(V−1). Now some algebra yields
∂ log f(x;η)
∂η
=NηZ,
where (⊗ denotes Kronecker’s product)
Nη =
(
V−1/2 0
0 12B
T (V−1/2 ⊗V−1/2)B
)
,
Z =
(
Z1
Z2
)
=
(
R× g(R2)×U
lvec(Im − ζ(R2)UUT )
)
,(A.10)
with g(r2) =−2φ′m(s)/φm(s)|s=r2 and ζ(r2) = r2 × g(r2). Note that Nη is
invertible and the distribution of Z does not depend on η; it has expectation
0 and, in view of results about the U(Ωm) distribution (see [4, p. 239, Ex. 4],
its variance is block-diagonal with the inverse of these blocks being :
V
−1 (Z1) = mIm/σ1,
V
−1 (Z2) = σ2[Im(m+1)/2 −
1
2
Diag(lvec(Im))]− σ2(1− σ2)
4 + 2m(1 − σ2) lvec(Im)lvec
T (Im),
(A.11)
where σ1 = E0(R
2 × g2(R2)) and σ2 = m(m + 2)/E0(ζ2(R2)). Then J η =
NηV(Z)N
T
η is also block-diagonal. Moreover, the lines of Jη are
Cov0
(
πk,j,ℓ(R,U), ∂ log f(X; η)/∂η
T
)
= Nη E0
(
Rk−2jsj,k−2j(R2)g(R2)Ψk−2j,ℓ(U)ZT
)
.
Hence the elements of JηJ
−1
η J
T
η do not involve η and (IvQ−JηJ −1η JTη ) de-
pends only on the distribution of R. DefiningΨk = (Ψk,ℓ(U), ℓ = 1, . . . , em(k))
T ,
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it follows that U = Ψ1/
√
m while lvec(UUT ) = Am(Ψ
T
0 ,Ψ
T
2 )
T , where Am
is a square matrix of order m(m+1)/2) partitioned as (Am(1) |Am(2)) with
Am(1) = lvec(Ip)/m being its first column. The expression of Am(2) is not
required beyond the relationships lvec(Ip)
TAm(2) = 0 and A
T
m(2)Am(2) =
1
m(m+2)Im(m+1)
2
−1, from the expression for V(lvec(UU
T )) in [4, p. 239, Ex.
4]. It follows from the orthogonality of the Ψk−2j,ℓ(·) that
E0
(
Rk−2jsj,k−2j(R2)Ψk−2jZT1
)
=
{
E0
(
sj,1(R2)ζ(R2)
)
Im/
√
m if k − 2j = 1
0 otherwise
,(A.12)
while adding the orthogonality of the sj,i(·),
E0
(
Rk−2jsj,k−2j(R2)Ψk−2jZT2
)
=


−E0
(
sj,0(R2)ζ(R2)
)
AT
m(1)
if k − 2j = 0
−E0
(
R2sj,2(R
2)ζ(R2)
)
A
T
m(2)
if k − 2j = 2
0 otherwise
.(A.13)
Collect the constants in these expressions into the following vectors : for
k − 2j = 0, cT0 =
(−E0 (sj,0(R2)ζ(R2)) , j = 1, ..., [K/2]), for k − 2j = 1,
cT1 =
(
E0
(
sj,1(R
2)ζ(R2)
)
/
√
m, j = 1, ..., [(K + 1)/2]
)
and for k − 2j = 2,
cT2 =
(−E0 (R2sj,2(R2)ζ(R2)) , j = 1, ..., [K/2]). Permute the components of
(πk,j,ℓ(·, ·), k = 1, ...,K, (j, ℓ) ∈ Bk)T into (πTU ,πTI ,πTR)T so that all πk,0,ℓ(·, ·)
with k ≥ 3 are in πU in increasing order of ℓ and then k, all πk,[k/2],1(·, ·)
with k ≥ 2 are in πR while all other terms are regrouped in πI in the
following way : let I1 be the matrix with rows (πk,j,ℓ(r,u) | k − 2j = 1, ℓ =
1, ..., em(k − 2j)) ordered from row to row according to k. Similarly de-
fine I2 with k− 2j = 2 and regroup all other terms (those with k − 2j > 2)
into πI,3 ordered lexicographically. Then πTI = (vec(I1)
T , vec(I2)
T ,πTI,3)
T=
(πTI,1,π
T
I,2,π
T
I,3)
T . Form (π¯TU , π¯
T
I , π¯
T
R)
T , the permuted version of (2.9) or-
dered in the same way with π¯TI = (π¯
T
I,1 = vec(I¯1)
T , π¯TI,2 = vec(I¯2)
T , π¯TI,3)
T .
Easy calculations show that Jη with rows permuted accordingly has the form
(A.14) Jη = Nη


0
νU ×m
0
νU ×m(m+ 1)/2
τ 11
νI ×m
τ 12
νI ×m(m+ 1)/2
0
νR ×m
τ 22
νR ×m(m+ 1)/2


,
where νR = [K/2] , νU =
∑K
k=1 em(k) , νI = νQ − νR − νU where vQ =∑K
k=1C
m+k−1
k . Recall that the τ ij depend only on the distribution of R
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under H0. Thus
(A.15) (IvQ − JηJ −1η JTη ) =

 IνU 0 00 ΣII ΣIR
0 ΣTIR ΣRR

 .
We focus on ΣIR = −τ 12V−1(Z2)τ T22. The lines of matrix τ 22 have the
form −E0
(
sj,0(R
2)ζ(R2)
)
(lvec(Ip))
T . Combining this with the expression of
V
−1 (Z2) and the fact that the lines of τ 12 either vanish or, from (A.13) have
the form −E0
(
R2sj,2(R
2)ζ(R2)
)
ATm(2), it follows that ΣIR = 0. AlsoΣII =
IνI−τ 11V−1(Z1)τ T11−τ 12V−1(Z2)τ T12 and ΣRR = IνR−τ 22V−1(Z2)τ T22. It
is easy to see that Σ−1RR = I[K/2] + d0c0c
T
0 , where d0 =
σ2
m(2+m(1−σ2)−σ2‖c0‖2 .
It is again easy to see that Σ−1II is block diagonal, with block Σ
−1
II,1 =
Iem(1)×[(K+1)/2] + Iem(1)  d1c1c
T
1 , where d1 =
m
σ1−m‖c1‖2 , block Σ
−1
II,2 =
Iem(2)×[K/2] + Iem(2)  d2c2c
T
2 with d2 =
σ2
m(2+m)−σ2‖c2‖2 and block Σ
−1
II,3
= IνI−em(1)([(K+1)/2]+[K/2]). Using standard properties of the vec and  op-
erators, we get πTI,1Σ
−1
II,1πI,1= d1tr(c1c
T
1 I¯1I¯
T
1 ) and similarly for the other
term. Collecting these, we finally get :
QK = n
[
‖π¯U‖2 + ‖π¯I,1‖2 + d1tr(c1cT1 I¯1I¯T1 ) + ‖π¯I,2‖2(A.16)
+ d2tr(c2c
T
2 I¯2I¯
T
2 ) + ‖π¯I,3‖2 + ‖π¯R‖2 + d0tr(c0cT0 π¯Rπ¯TR)
]
.(A.17)
APPENDIX B: MATHEMATICA COMMANDS TO GENERATE THE
πK,J,ℓ(R,U) OF SECTION 3.1
We give the MATHEMATICA commands to generate the {Ψk,j(u) | j =
1, . . . , em(k)} of Section 3.1. The package HFT10.m must first be downloaded
from the site given in Appendix B of [1] and loaded into MATHEMATICA
via the command <<’’.../.../.../HFT10.m’’, where .../.../.../ is the
path leading to where the package HFT10.m is stored on the computer; after
typing <<, one can use the “File Path...” command in the “Insert” menu
to automatically generate this path.
Once the package is loaded (the text “* You can now use the functions
in this package.” will appear on the MATHEMATICA notebook), the
user needs only to set the dimension m via the command setDimension[u,
m]. Here u = (u1, ..., um) is the vector of variables in which the spherical
harmonics will be expressed. Then the command
Ψ[k , u ] := basisH[k, u, Sphere]/.‖u‖ → 1;
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pi3,0,1 =
r3u1(3−4u21)
2
√
6
pi3,0,2 =
r3u2(1−4u21)
2
√
6
pi3,1,1 =
r(r2−4)u1
2
√
2
pi3,1,2 =
r(r2−4)u2
2
√
2
pi4,0,1 =
r4(1−8u2
1
+8u4
1
)
8
√
3
pi4,0,2 =
r4u2(u1−2u31)
2
√
3
pi4,1,1 =
r2(r2−6)(1−2u2
1
)
4
√
3
pi4,1,2 =
r2(r2−6)u1u2)
2
√
3
pi4,2,1 =
r4−8r2+8
8
pi5,0,1 =
r5u1(5−20u21+16u41)
8
√
30
pi5,0,2 =
r5u2(1−12u21+16u41)
8
√
30
pi5,1,1 =
r3(r2−8)u1(3−4u21)
8
√
6
pi5,1,2 =
r3(r2−8)u2(1−4u21)
8
√
6
pi5,2,1 =
r(r4−12r2+24)u1
8
√
3
pi5,2,2 =
r(r4−12r2+24)u2
8
√
3
Table 3
Table of the polynomials pik,j,ℓ(r, u) of Theorem 3.1 in the case of a MVN null
hypothesis, for m = 2 and k = 3, 4 and 5.
generates the basis of dimension em(k) for Em(K). For example, typing
setDimension[u,5];
Do[Print[TableForm[Ψ(k, u)]], {k,1,4}];
prints the {Ψk,j(u) | j = 1, . . . , e5(k)}, for k = 1, ...,4. To generate the
sj,i(r) for the case of the null MVN distribution, the command is
s[j , i , r ] := (-1)^j*Sqrt[j!*Gamma[m/2]/(2^i*Gamma[m/2 + j +
i])]* LaguerreL[j, m/2 + i - 1, r^2/2];
Finally, to generate the πk,j,ℓ(r, u), the commands are
e[m , k ] := Which[k == 0, 1, k == 1, m, k >= 2, Binomial[m + k
- 1, m - 1] - Binomial[m + k - 3, m - 1]];
πfunct[k , j , ℓ , r ] := r^(k - 2*j)*s[j, k - 2*j, r]*Ψ[k− 2j, u][[ℓ]];
CONBΠ[k ] := Flatten[Table[πfunct[k, j, ℓ, r], {j, 0, Floor[k/2]},
{l, 1, e[m, k - 2*j]}]];
Table 3 lists the polynomials πk,j,ℓ(r, u) for the case m = 2, k = 3, ..., 5
that are used in the experiment of Section 6.
Table 4 lists the πk,j,ℓ(r, u) required for the Open/Closed book example
of Section 6 (m = 3 and k = 3, 4 and 5 )
APPENDIX C: SMOOTH TEST FOR THE BIVARIATE LOGISTIC
AND PEARSON TYPE II DISTRIBUTIONS
C.1. The bivariate logistic distribution. We consider the bivariate
logistic distribution in [32] with density generator φm(y) = e
−y/(1 + e−y)2.
This is again a competitor to the MVN but with shorter tails. The moments
of R2 have explicit but complicated expressions and it is shorter to use nu-
merical approximations. Consequently, the sj,k−2j(·) required for Q5 are :
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pi3,0,1 =
r3u1(1−5u22)
2
√
10
pi3,0,2 =
r3u2(3−5u22)
2
√
15
pi3,0,3 =
r3u3(1−5u22)
2
√
10
pi3,0,4 =
r3u1(u
2
1
−3u2
3
)
2
√
6
pi3,0,5 =
r3u2(u
2
1
−u2
3
)
2
pi3,0,6 =
r3u3(3u
2
1
−u2
3
)
2
√
6
pi3,0,7 = r
3u1u2u3 pi3,1,1 =
r(r2−5)u1√
10
pi3,1,2 =
r(r2−5)u2√
10
pi3,1,3 =
r(r2−5)u3√
10
pi4,0,1 =
r4(3−30u2
2
+35u4
2
)
8
√
105
pi4,0,2 =
r4u2u3(3−7u22)
2
√
42
pi4,0,3 =
r4(7u2
2
−1)(u2
3
−u2
1
)
4
√
21
pi4,0,4 =
r4u2u3(3u
2
1
−u2
3
)
2
√
6
pi4,0,5 =
r4(u4
1
−6u2
1
u2
3
+u4
3
)
8
√
3
pi4,0,6 =
r4u1u2(3−7u22)
2
√
42
pi4,0,7 =
r4u1u3(1−7u22)
4
√
21
pi4,0,8 =
r4u1u2(u
2
1
−3u2
3
)
2
√
6
pi4,0,9 =
r4u1u3(u
2
1
−u2
3
)
2
√
3
pi4,1,1 =
r2(r2−7)(1−3u2
2
)
2
√
42
pi4,1,2 =
r2(r2−7)u2u3√
14
pi4,1,3 =
r2(r2−7)(u2
1
−u2
3
)
2
√
14
pi4,1,4 =
r2(r2−7)u1u2√
14
pi4,1,5 =
r2(r2−7)u1u3√
14
pi4,2,1 =
(r4−10r2+15)
2
√
30
pi5,0,1 =
r5u2(15−70u22+63u42)
24
√
105
pi5,0,2 =
r5u3(1−14u22+21u42)
24
√
7
pi5,0,3 =
r5u2(1−3u22)(u21−u23)
12
pi5,0,4 =
r5u3(1−9u22)(3u21−u23)
24
√
6
pi5,0,5 =
r5u2(9u
4
1
−6u2
1
u2
3
−7u4
3
)
8
√
3
pi5,0,6 =
r5u3(5u
4
1
−10u2
1
u2
3
+u4
3
)
8
√
30
pi5,0,7 =
r5u1(1−14u22+21u42)
24
√
7
pi5,0,8 =
r5u1u2u3(1−3u22)
6
pi5,0,9 =
r5u1(1−9u22)(u21−3u23)
24
√
6
pi5,0,10 =
r5u1u2u3(u
2
1
−u2
3
)
2
√
3
pi5,0,11 =
r5u1(u
4
1
−10u2
1
u2
3
+5u4
3
)
8
√
30
pi5,1,1 =
r3(r2−9)u2(3−5u22)
6
√
30
pi5,1,2 =
r3(r2−9)u3(1−5u22)
12
√
5
pi5,1,3 =
r3(r2−9)u2(u21−u23)
6
√
2
pi5,1,4 =
r3(r2−9)u3(3u21−u23)
12
√
3
pi5,1,5 =
r3(r2−9)u1(1−5u22)
12
√
5
pi5,1,6 =
r3(r2−9)u1u2u3
3
√
2
pi5,1,7 =
r3(r2−9)u1(u21−3u23)
12
√
3
pi5,2,1 =
r(r4−14r2+35)u1
2
√
70
pi5,2,2 =
r(r4−14r2+35)u2
2
√
70
pi5,2,3 =
r(r4−14r2+35)u3
2
√
70
Table 4
Table of the polynomials pik,j,ℓ(r, u) of Theorem 3.1 in the case of a MVN null
hypothesis, for m = 3 and k = 3, 4 and 5.
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s0,1(r) = 0.849322; s0,2(r) = 0.551329; s0,3(r) = 0.30403; s0,4(r) = 0.148319;
s0,5(r) = 0.0654688; s1,0(r) = −1.18523 + 0.854964 r2; s1,1(r) = −1.36758 +
0.576276 r2 ; s1,2(r) = −1.0461+0.318116 r2 ; s1,3(r) = −0.646026+0.153749 r2 ;
s2,0(r) = 1.24468−1.86588 r2+0.407913 r4 and s2,1(r) = 1.79127−1.51119 r2+
0.230011 r4 . Next, ζ(r2) = 2r2 tanh(r2/2), σ1 = 3.18173, σ2 = 0.82306 and
√
d0c0 = {−9.45511,−0.77618},√
d1c1 = {12.55, 3.40145,−1.89893},√
d2c2 = {−8.04922,−1.2599}.
Continue as in the bivariate Laplace case.
C.2. The bivariate Pearson type II distribution. We consider the
bivariate Pearson type II distribution described in [22, Sec 6.2] with density
generator φm(y) = (1 − y)α with y ∈ [0, 1]. For α > 0, this is another
EC distribution that somewhat resembles the MVN. The j−th moment of
R2 is (2j + α)B(2 + α, 1 + j) and from (3.5), the sj,k−2j(·) required for
Q5 are : s0,j(r) = (
√
(j + 1)B(2 + α, j + 1)−1 for j = 1, ..., 5; s1,j(r) =
(2+j+α)r2−(1+j)√
B(2+α,j+2)(1+α)(2+j+α)
for j = 0, ..., 3; s2,0(r) =
(2+r2(3+α)(r2(4+α)−4)√5+α
2
√
1+α
and s2,1(r) =
(6+r2(4+α)(r2(5+α)−6)
√
(3+α)(6+α)
2
√
3
√
1+α
. Next, because ζ(r2) = 2αr
2
1−r2 ,
one finds σ1 =
4α(α+1)
α−1 , σ2 = 1− α−1 (hence α > 1 in the sequel) and
√
d0c0 = −
√
α− 1
3
{ (α+ 2)
2
√
(α+ 3),
√
α+ 5},
√
d1c1 =
√
α− 1
2
{
3
√
α+ 2
√
(α+ 1)(α+ 3)
6
,
√
(α+ 2)(α+ 3)(α+ 4)
3
√
2
,
√
α+ 6√
3
},
√
d2c2 = −
√
α− 1
2
√
2
{ (3 + α)
√
α+ 1√
3
,
√
5 + α}.
Continue as in the previous cases. Note that here α is supposed known, but
the above can serve to prefigure the difficulties to be encountered with an
unknown shape parameter.
APPENDIX D: AN APPLICATION
As an application of the methods of the paper, consider the “Open-book
closed-book examination” data set [34, p. 3-4] corresponding to examination
marks in Mechanics, Vectors, Algebra, Analysis and Statistic for a sample
of 88 students. Here we consider only the marks in Vectors, Algebra and
Statistics, so that m = 3 and we wish to test a trivariate MVN. We apply
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Test Statistics Value d.f. p-value χ2 p-value MC
Q5 98.62 46 0.004 0.027
U(s)5 37.38 27 0.088 0.163
I(s)5 33.14 18 0.016 0.028
R(s)5 0.77 1 0.381 0.466
Table 5
Examination marks (n = 88) in Vectors, Algebra and Statistics from the “Open
book-Closed book examination” data set [34, p. 3-4]. The null hypothesis is a trivariate
normal distribution; d.f. refers to degrees of freedom of the asymptotic χ2 approximation,
p-value χ2 are computed from these reference distributions, while p-value MC refers to
the p-value computed from a Monte Carlo approximation (20 000 replications)
our test strategy with K = 5. All polynomials required for these computa-
tions appear in Table 4. The results are shown in Table 5 which lists test
statistic Q5 and its scaled UIR components, as well as the p–values ob-
tained from the reference asymptotic χ2 distribution and from Monte Carlo
(20 000 replications) approximations. The null hypothesis of trivariate MVN
is rejected at the 5% level. Inspection of the scaled components shows that
both the distributions of R and U appear consonant with the MVN and
that rejection comes from correlations between R and U . If the confidence
build in this section for m = 2 can be transferred to the case m = 3, a re-
fined model should try to take into account the dependencies between these
random quantities.
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