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Abstract
In this work we discuss connections between a one-dimensional system
of N particles interacting with a repulsive inverse square potential and con-
fined in a harmonic potential (Calogero-Moser model) and the log-gas model
which appears in random matrix theory. Both models have the same mini-
mum energy configuration, with the particle positions given by the zeros of
the Hermite polynomial. Moreover, the Hessian describing small oscillations
around equilibrium are also related for the two models. The Hessian matrix
of the Calogero-Moser model is the square of that of the log-gas. We explore
this connection further by studying finite temperature equilibrium properties
of the two models through Monte-Carlo simulations. In particular, we study
the single particle distribution and the marginal distribution of the boundary
particle which, for the log-gas, are respectively given by the Wigner semi-circle
and the Tracy-Widom distribution. For particles in the bulk, where typical
fluctuations are Gaussian, we find that numerical results obtained from small
oscillation theory are in very good agreement with the Monte-Carlo simulation
results for both the models. For the log-gas, our findings agree with rigorous
results from random matrix theory.
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2
1 Introduction
The study of systems of classical interacting particles in one-dimension (1D) with
Hamiltonian dynamics is of interest from many points of view. From a dynamical
point of view such systems are broadly classified as integrable and non-integrable
and they are known to usually show qualitatively different behaviour when one looks
at properties such as dynamical correlation functions, transport and equilibration.
On the other hand as far as equilibrium properties are concerned one does not expect
qualitative differences in behaviour arising out of integrability or otherwise of the
Hamiltonian. Such finite temperature equilibrium properties of classical systems
remains a subject of great interest till date. Seemingly unrelated systems often
have common statistical properties and identifying universal features is one of the
most interesting questions. Two very well-known one-dimensional models of inter-
acting many particle systems are the so called log-gas (LG) and the Calogero-Moser
(CM) model. The main aim of the present paper is a detailed study of the finite-
temperature equilibrium properties of these two systems, pointing out surprising
and unexpected connections between the two systems.
The log-gas model [1, 2] represents particles in 1D interacting with each other via
a repulsive logarithmic potential and confined to move in a harmonic confining po-
tential. The log-gas has a strong connection to random matrix theory [3, 4, 1]. The
joint probability distribution function (pdf) of the eigenvalues of a N ×N random
matrix is given precisely by the equilibrium Boltzmann distribution of the positions
of the N -particle log-gas [5, 1] — with the three important symmetry classes orthog-
onal, unitary and symplectic, of random matrices corresponding to β = 1, 2, 4 in the
log-gas distribution. Using this connection it has been possible to obtain many rig-
orous results for equilibrium properties of the log-gas at special values of the inverse
temperature (T−1 = β = 1, 2, 4) [6, 4, 1] while less is understood for other values
of β [1]. Some well known results include the single-particle distribution which is
given by the Wigner semi-circle law and the marginal distribution of the edge par-
ticle given by the Tracy-Widom (TW) form [7, 8, 9, 10, 11, 2, 12]. Other results
for the log-gas following from the random matrix connection include computation
of density-density correlations [1, 13], and more recently it has been shown that
the marginal distributions of k << N well-separated ordered bulk particles is Gaus-
sian [14, 15, 16]. Somewhat surprisingly, although there have been several numerical
studies [17] of Gaussian random matrix ensembles, the numerical simulation of the
log-gas and numerical verification of various theoretical predictions are quite rare in
the existing literature and in this paper we fill this gap.
On the other hand, the Calogero-Moser model [18, 19, 20, 21] describes a Hamil-
tonian system with particles interacting via a repulsive inverse square potential and
confined in a harmonic potential. It is one of the classic examples of an integrable
system, and apart from being an important solvable model in both classical and
quantum physics, it has become ubiquitous in areas ranging from soliton physics,
string theory, condensed matter physics, random matrix theory [22, 23, 24] as well
as in pure mathematics. For the CM model, the integrals of motion can be con-
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structed from Lax pairs [25, 26]. The model admits multi-soliton solutions and is
known to display an interesting duality [27]. Although much has been studied in
terms of collective field theory formalism [28, 29], nonlinear dynamics, solitons [27],
quenches [30, 31] in the above model, the finite temperature equilibrium properties
of the CM system are less well known. Connections with random matrix theory
have also been noted. In [22] the Calogero-Moser potential (with harmonic pinning)
was found to describe the eigenvalue distribution of a random matrix ensemble con-
structed from the Lax matrix of the Calogero-Moser Hamiltonian (without harmonic
pinning potential). The level spacing distribution was found to be described by a
form analogous to the Wigner surmise, but with very strong level repulsion. How-
ever other properties of the many-particle distribution were not investigated. In fact
in contrast to the log-gas, there are few results on the equilibrium physics of the
Calogero-Moser system.
At first sight the log-gas system and Calogero-Moser system appear to be quite
unrelated but it turns out that unexpected connections between the two models have
been noted. For the classical case, it was noted by Calogero [32] that the positional
configuration of particles corresponding to the minimum of the potential is identical
for both models and is given by the zeros of the Hermite polynomial. Furthermore
it was pointed out that the Hessian matrices, corresponding to small oscillations
around the minimum, are also related for the two models. In the quantum case, it
was shown that the probability distribution corresponding to the ground state wave
function of the Calogero-Moser model has a Boltzmann form with the potential
being precisely that of the log-gas model [33, 34].
Given the several unexpected connections between the two models it is natural
to explore this further in the context of classical equilibrium physics and this is the
main aim of the present paper. An example of an interesting question that one could
ask is regarding the distribution of the edge particle which is known to be of the
Tracy-Widom form for the log-gas. In a recent paper the question of universality of
this result for general 1D interacting systems was investigated and it was shown that
the form is in fact very different for a 1D coulomb gas (interaction potential between
particles given by modulus of distance) [35]. In the present paper we ask the same
question for the Calogero-Moser model. More generally we explore other possible
connections between the two models through a detailed study of their equilibrium
correlations and various one-point distribution functions. We present results from
extensive Monte-Carlo simulations of the two models as well as numerical compu-
tations from the Hessian matrices corresponding to small oscillations.
We summarize here our findings. We consider a system of N particles with
positions (x1, x2, . . . , xN) that are in thermal equilibrium at temperature T = 1/β
in a many-body potential described by either the LG or the CM models. Our main
results are:
(i) We verify that the single particle density distribution of the particles in both
models converges in the continuum limit, as N → ∞, to the Wigner semi-circle
form at all finite temperatures, with differences from the log-gas in the finite-size
effects.
4
(ii) For the CM model, we provide numerical evidence that the fluctuations of the
edge particle δxN = xN−〈xN〉 scale as 〈δx2N〉 ∼ N−2/3 in contrast to the well-known
scaling form 〈δx2N〉 ∼ N−1/3 for the log-gas. We find that the scaling function
describing the typical fluctuations is non-Gaussian but different from the Tracy-
Widom for β = 1, 2, 4.
(iii) We compute marginal distributions of bulk particles xk with 1 << k << N
and find that they are Gaussian distributed with variances 〈δx2k〉 ∼ 1/N for the CM
model and 〈δx2k〉 ∼ log(N)/N for the LG model. For the LG model, we compare
our results with the analytical predictions in [14, 15, 16].
(iv) We compute two-point correlations 〈δxiδxk〉 and verify the scaling form 〈δxiδxk〉 =
(1/N) f(i/N, k/N) where f is a scaling function. This is valid except for |i− k| <<
N , with different scaling functions for the LG and CM system.
(v) In all cases, we find that two-point correlations obtained from our Monte-Carlo
simulations are in close agreement with the correlations obtained from the inverse
of the Hessian matrices.
Our paper is organized as follows. In Sec 2, we define the two models, namely the
log-gas and the Calogero-Moser systems and state some known results on their mini-
mum energy configurations and the Hessian matrices corresponding to small oscilla-
tions around the minima. In Sec. 3, we present numerical results from Monte-Carlo
simulations on various probability distributions and two-point correlation functions.
The results on correlation functions are compared with earlier known rigorous results
(for the log-gas) and with those obtained from inverse of the Hessian matrix (for
both systems). We summarise our results along with an outlook in Sec. 4. Some of
the numerical evidence demonstrating equilibration of the Monte-Carlo simulations
are given in the appendix.
2 Model and summary of some known results
Here we first define the log-gas and the Calogero-Moser Hamiltonians. We consider
a system of N particles with positions (x1, x2, . . . , xN) and momenta (p1, p2, . . . , pN).
The log-gas system is given by the following Hamiltonian:
Hlog =
N∑
i=1
1
2m
p2i + Vlog(x1, x2, . . . , xN),
where Vlog =
N∑
i=1
1
2
mw2x2i −
N∑
i=1
N∑
j=1
j 6=i
1
2
log |xi − xj| . (1)
This describes particles in 1D interacting via a logarithmic interaction potential
and confined in a harmonic trap. For the Calogero-Moser system in a harmonic
potential, the Hamiltonian is given by:
Hcal =
N∑
i=1
1
2m
p2i + Vcal(x1, x2, . . . , xN)
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where Vcal =
N∑
i=1
1
2
mw2x2i +
N∑
i=1
N∑
j=1
j 6=i
1
2
g2
(xi − xj)2 . (2)
This describes particles in 1D interacting via an inverse square interaction confined
in a Harmonic trap. For studies of the equilibrium physics, the parameters m,w, g
can be scaled out and for the rest of the paper, we set m = g = w = 1. Setting also
Boltzmann’s constant kB = 1 the only relevant parameter is the inverse temperature
β = 1/T .
2.1 Minimum energy configuration
The minimum energy configuration for the log-gas is given by the condition that the
force Fi on each particle vanishes:
Fi = −∂Vlog/∂xi = −xi +
N∑
j=1
j 6=i
(xi − xj)−1 = 0, for i = 1, 2 . . . , N . (3)
It is well known that the solution for these set of equations is given by zeros of the
Hermite polynomials HN(y) [13, 36], which we denote by z
(N)
i , for i = 1, 2, . . . N .
On the other hand the minimum energy configuration for Calogero-Moser model is
given by the equation
∂Vcal/∂xi = xi − 2
N∑
j=1
j 6=i
(xi − xj)−3 = 0, for i = 1, 2 . . . , N . (4)
As was shown first by Calogero [37], it turns out that this equation is also satisfied
by the Hermite zeros. Here, we present a simpler proof of this result.
We first note that the CM potential can be expressed in the form
Vcal =
N∑
i=1
F 2i /2 +N/2 , (5)
with Fi given in Eq. 3. This follows since
N∑
i=1
F 2i =
N∑
i=1
x2i + N∑
j=1
j 6=i
1
(xi − xj)2
+ N∑
i,j,k=1
i 6=j 6=k
1
(xi − xj)(xi − xk) − 2
N∑
i,j=1
i 6=j
xi
(xi − xj) .
(6)
The second term above can be symmetrized to give
N∑
i,j,k=1
i 6=j 6=k
1
(xi − xj)(xi − xk) =
1
3
[
1
(xi − xj)(xi − xk) +
1
(xj − xk)(xj − xi) +
1
(xk − xi)(xk − xj)
]
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=
−(xj − xk)− (xk − xi)− (xi − xj)
(xi − xj)(xj − xk)(xk − xi) = 0 , (7)
while the last term in Eq. (6) can be written as
∑N
i,j=1
i 6=j
xi/(xi − xj) +xj/(xj − xi) =
N . Hence, we finally get
N∑
i=1
F 2i =
N∑
i=1
x2i + N∑
j=1
j 6=i
1
(xi − xj)2
−N , (8)
which proves Eq. (5).
Differentiating Eq. 5 with respect to xj, we get the force acting on a particle in
the Calogero-Moser model:
− ∂V
cal
∂xj
= −
N∑
i=1
Fi
∂Fi
∂xj
, (9)
which vanishes at xi = y
(N)
i since Fi(y
(N)
i ) = 0. This proves that the zeros of HN(y)
satisfy Eq. 4 and thus correspond to the minimum energy configuration of the CM
potential.
2.2 Small oscillations and properties of Hessian matrix
The Hessian matrix describes small oscillations of a system about its equilibrium
configuration y(N) = [y
(N)
1 , y
(N)
2 , . . . , y
(N)
N ], and is defined for the log gas by
M logij =
[
∂2V log
∂xi∂xj
]
x=y(N)
= δij
1 + N∑
k=1
k 6=i
1
(y
(N)
i − y(N)k )2
− (1− δij) 1
(y
(N)
i − y(N)j )2
.
(10)
For the CM system, we get,
M calij = δij
1 + N∑
k=1
k 6=i
6
(y
(N)
i − y(N)k )4
− (1− δij) 6
(y
(N)
i − y(N)k )4
. (11)
Using the relation Eq. 5, it is easy to see that the Hessian matrices of the two models
are simply related. Thus, one notes that,
∂2V cal
∂xj∂xk
=
N∑
i=1
[
∂Fi
∂xk
∂Fi
∂xj
+ Fi
∂2Fi
∂xj∂xk
]
. (12)
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Since the forces Fi vanish at the minimum energy configuration y
(N), we immedi-
ately get M caljk =
∑N
i=1 ∂Fi/∂y
(N)
k ∂Fi/∂y
(N)
j = [(M
log)2]jk and therefore, we get the
following identity,
M cal = (M log)2 . (13)
With this interesting connection between their Hessian matrices, it is expected then
that Gaussian fluctuations and two-point correlation functions in the two models
should be related. Let us denote,
S
(C/L)
[i,j] = β 〈δxiδxj〉 , (14)
where the superscript C,L indicates CM or LG model respectively. From the small
oscillations theory, we have,
S
(C/L)
[i,j] = [M
cal/log]−1 . (15)
At the level of Gaussian fluctuations we can use the small oscillations approximation
and, using the relation in Eq. (13), we arrive at the following relation between
correlations in the two models:
SCi,j =
N∑
k=1
SLi,kS
L
j,k .
For the LG there are some known exact results on two-point correlations and so it
may be possible to use the above relation to arrive at some predictions for the CM
model. We will explore some of these aspects in the following sections.
Before ending this section we note that the eigenvalues and eigenvectors of the
Hessian matrices are known explicitly [32, 37] and we state their explicit forms. Let
Hn(x) = kn
n∏
j=1
(x− xj) (16)
hence H ′n(x = xi) =
[
∂Hn
∂x
]
x=xi
= kn
n∏
j=1
j 6=i
(xi − xj) , (17)
where Hn(x) denotes the Hermite polynomial of order n and kn is just a normaliza-
tion constant. A column vector v(N) is defined such that it’s jth element is
v
(N)
j =
1
H ′N(xj)
, j = 1, 2, . . . , N , (18)
while X(N) is defined as a diagonal matrix with diagonal elements being set to be
the N zeros of HN(x). Then the eigenvectors of M
log (and naturally of M cal) are
given by
ψ
(N)
j = Hj−1(X
(N)).v(N), j = 1, 2, . . . , N . (19)
The eigenvalue corresponding to the jth eigenvector ψ
(N)
j is j for M
log and j2 for
M cal.
8
3 Numerical results for equilibrium properties
We now present various results on equilibrium properties of the two systems obtained
from direct Monte-Carlo simulations. Most of our results are for the values β = 1, 2, 4
of the inverse temperature.
We are particularly interested in:
(i) The particle density profile
P (x) =
1
N
N∑
i=1
〈δ(x− xi)〉 , (20)
where 〈...〉 denotes an equilibrium average over the distribution e−βV (x)/Z.
(ii) The marginal distributions
Pk(x) = 〈δ(x− xk)〉 , (21)
where k = N (or k = 1) refers to the edge particle and 1 << k << N refers to bulk
particles and the associated moments and cumulants of these distributions (mean,
variance, skewness and kurtosis).
(iii) The two-point correlation functions 〈δxiδxj〉.
We also compute various properties from the small oscillations approximation.
The small oscillation theory would predict that the mean position of the k-th parti-
cles is simply given by yk while correlation functions are given by the inverse of the
Hessian matrix
M−1i,j :≡ S[i,j] . (22)
Note that this gives mean-squared-deviation of the k-th particle to be S[k,k].
Simulation approach: Note that here we are mostly interested in the properties of
the system where particles maintain their ordering. This would normally require us
to perform Monte-Carlo moves (single-particle displacements) of very small sizes so
that particle-crossings are avoided, and this would make equilibration very slow. We
avoid this issue by ignoring particle crossings during most of the Monte-Carlo steps
but then ordering the particles during the data-collecting steps. The step-lengths
were chosen so that acceptance was around 50%. In our simulatons we collect data
after every 5 Monte-Carlo cycles (each cycle involving N attempts) and averages
were typically computed with around 107− 108 samples. For marginal distributions
and cumulants, the averages were computed over a larger ensemble with around
1010 samples for greater precision. Some checks on equilibration are shown in the
appendix.
3.1 Density profile
Since the LG and CM have minimum energy configurations given by the Hermite
polynomial zeros, it is expected that for low temperatures and in the thermodynamic
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Figure 1: P (x) versus x: Density of particles for β = 4 for: (a) Calogero Model (b)
Log-gas
limit, both the models will have single-particle distributions described by the Wigner
semi-circle [38]
PW (x) =
1
pi
√
2N − x2 . (23)
For the LG this is well known from random matrix theory and it has also been shown
to be true for the CM model [27, 39]. We show in Figs. (1a,1b), results from our
simulations for P (x) where we find that the agreement with PW (x) is good for finite
systems even at high temperatures. We observe some deviations from the semicircle
at the edges and this is due to finite-size effects. Note also the oscillations around
the mean density profile that can be seen for the CM case. These oscillations, which
decrease with increasing system size, indicate that the CM system is more rigid and
that oscillations of particles around their mean position is smaller than in the LG.
3.2 Single-particle marginal distributions
3.2.1 Statistics of the edge particle position xN
— In Figs. (2a,2b,3a,3b) we show results for the mean position 〈xN〉 and the variance
〈δx2N〉 of the edge particle. These are compared with the small-oscillation approx-
imation results yN and S(N,N) for the mean and variance respectively. From the
properties of the Hermite zeros, it is known that the asymptotic value of yN is given
by [40]:
yN =
√
2N − γ
(2N)1/6
(24)
where, γ = 1.8557. From Figs. (2a,2b) we see that for both the CM and LG model,
the mean has the form
〈xN〉 =
√
2N − c
N1/6
, (25)
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where the constant c is temperature dependent, and approaches the constant γ, in
the β →∞ limit. For the log-gas, it is known that the scaled variable
z = (xN −
√
2N) kN1/6 , (26)
with k = 21/2 for β = 1, 2 and k = 22/3 for β = 4, satisfies the Tracy-Widom
distribution TWβ(z). Hence for the edge-particle mean in the log-gas, the limiting
result limN→∞〈z〉 → 〈z〉TW is expected. Our numerics in Fig. (2b) verify this.
= 1
= 2
= 4
= 10
10 20 50 100 200
N
1.8
1.6
1.4
1.2
(<
x N
>
2N
)(2
N
)1/
6 = 1.8557
XN
(a)
=  1
=  2
=  4
1020 50 100 200
N
2.2
2.0
1.8
1.6
1.4
1.2
(<
x N
>
2N
)k
N
1/
6
XTW
(b)
Figure 2: Plot of scaled mean displacement, from
√
2N , of the edge particle xN , as
a function of N , for (a) the CM model and (b) the LG model. For (a) we see that
the low-temperature asymptotic value is close to the dashed line which is the value
expected for the N−th zero of HN(y) in the large-N limit. The rings, which denote
exact values of the N−th zero of HN(y), approach the dashed line at very large-N .
For (b) the asymptotic values are seen to approach the values expected from the
TW distributions for β = 1, 2, 4.
The fluctuations are much smaller in the CM model as compared with the LG.
As shown in Figs. (3a,3b), we find that
〈δx2N〉 ∼ N−2/3 (27)
for the CM, while the LG gives
〈δx2N〉 ∼ N−1/3 . (28)
We have also plotted the results from the Gaussian theory and we see that these
also reproduce the correct scalings, though not the precise prefactors. For the LG
we have 〈(z − 〈z〉)2〉 = (xN − 〈xN〉)2 k2N1/3 and this is again known from the
variance of the Tracy-Widom. We verify this in Fig. (3b). A natural question is
whether one can define an appropriately shifted and scaled variable, as in Eq. (26),
which would satisfy the Tracy-Widom distribution. Since we do not have a theory
which tells us what the shift and scale factors should be, it is not possible to test
this from results on the mean and variance. However, the skewness and kurtosis
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Figure 3: Plot of the scaled MSD of the edge particle xN plotted as a function of N
for (a) the CM model and (b) the LG model. The results from direct simulations
and from the Hessian approach are shown and we see that they start differing at
higher temperatures. However both predict the scaling 〈δx2N〉 ∼ N−2/3 in the CM
model and larger fluctuations 〈δx2N〉 ∼ N−1/3 in the LG case. For the LG case we
find the expected convergence of the MSD to the values obtained from TW.
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Figure 4: Figures (a) and (b) show plots of skewness versus system size for the CM
and LG models respectively while figures (c) and (d) show plots of the kurtosis for
the two cases. For the LG, we get the expected asymptotic values predicted by TW,
while for the CM case it is clear that they differ significantly.
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Figure 5: Full probability distribution of edge particle in (a) the CM model and
(b) the LG, with appropriate scale factors. In (a) we show results for two system
sizes N = 100, 200, and see good convergence indicating that we are already in the
scaling limit. For (b) we only show the N = 200 data since the N = 100 scaled
data is indistinguishable. We also find excellent agreement with the Tracy-Widom
distribution over a wide range. The scale factors k = 21/2 for β = 1, 2 and k = 22/3
for β = 4 are the standard ones for TW.
of the distribution are quantities which are independent of both the shift and scale
factors and computing these for the CM model gives us a direct way to test possible
connections to Tracy-Widom. In Figs. (4a,4b), we plot results for the skewness in
the CM and LG respectively while in Figs. (4c,4d) we plot the kurtosis in the two
models. We find that while the LG results are consistent with that expected from
Tracy-Widom, in the CM model we find that both quantities seem to decay with
increasing system size, implying that the fluctuations are approximately Gaussian.
Full distribution of the edge particle PN(x): In Figs. (5a,5b), we plot the full
distributions of the edge particle position for the two models. For the LG model we
find a very accurate verification of the TW distribution. On the other hand, for the
CM model, the typical fluctuations appear to be Gaussian while the large deviations
show significant asymmetry.
3.2.2 Statistics of bulk particle position xN/2
For the log-gas, two-point correlations of the ordered particles have been computed
exactly [15] and it has been shown that bulk correlations show Gaussian fluctuations.
We summarize here the main results. It was shown that the the mean squared
deviation of a bulk particle 1 << k << N is given by
〈δxkδxk〉 = logN
2β[1− t2(k)]N (29)
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where t(k) is to be found by inverting the relation
k
N
=
2
pi
∫ t
−1
√
1− x2dx . (30)
It was also shown that correlations of bulk particles separated by distance O(N)
decay faster than log(N)/N . From our numerics of the LG, we verify that the MSD
of bulk particles scale as (logN)/N . We also find that long-range correlations decay
as 1/N (see next section). On the other hand for the CM, both the MSD and
correlations decay as 1/N . We now present the numerical results.
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Figure 6: The scaled mean-squared-deviation in the position of particle k = N/2, as
obtained from simulations (red squares) and from the Hessian (blue diamonds) for
(a) the CM model and (b) the LG model, for β = 4. For the LG model, we also show
the expected theoretical prediction from Eq. (29) with the dashed line. For the CM
model, the data fits well to the form A+B/N with A = 0.3084 and in the inset we
plot, in log-log scale, ∆N = N〈δx2N/2〉−A, which shows the N−1 decay (dotted line).
The inset in (b) in log-log scale shows the difference ∆N = [N/ ln(N)]〈δx2N/2〉 − 1/8
(theoretical value) and we see a [log(N)]−1 decay (dotted line).
In Figs. (6a,6b), we plot the size-dependence of the mean-squared-deviations
in the position of the N/2-th particles, for the CM and LG models respectively
for β = 4. Results of both direct simuations for sizes N = 50, 100, 200, and the
Hessian theory (where much larger sizes can be studied), are shown and we see good
agreement between the two. For the CM model, there are no theoretical predictions
and we find in Fig. (6a) that 〈δx2N/2〉 scales as 1/N . In fact our data fits well to
the form N〈δx2N/2〉 = A + B/N with A ≈ 0.3084 and the the inset shows a ∼ 1/N
convergence to this asymptotic value. For the LG gas, using Eq. (29) with k = N/2
and t(k = N/2) = 0, givesN〈δx2N/2〉/ log(N) = 1/8. We see in the inset of Fig. (6b) a
slow convergence (∼ 1/ logN) to this limiting value. In Figs. (7a,7b) we plot the full
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Figure 7: Probability distribution of xN/2 obtained from simulations, for (a) CM
model and (b) LG model, for three different system sizes N = 50, 100, 200. For (a)
we plot a Gaussian corresponding to the asymptotic MSD [see Fig. (6a)] where α =
A = 0.3084, and see a fast convergence of the simulation results to this form. For
(b), we see a slow convergence to the expected theoretical Gaussian form for the
LG.
probability distributions, appropriately scaled, of the N/2-th particle. For the CM
model we show the Gaussian form using the asymptotic variance N〈δx2N/2〉 = 0.3084.
For the LG we again see a slow convergence to the theoretically expected Gaussian
distribution.
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Figure 8: MSD profiles in (a) the CM and (b) the LG model, as computed from
the Hessian, for different system sizes. In (a) we see a very good 1/N scaling while
in (b) we show that a ln(N)/N scaling gives a better collapse than a 1/N scaling
(inset).
In Figs. (8a,8b), we show that the mean squared displacements at all bulk points,
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evaluated from the Hessian, also satisfy the 1/N and log(N)/N scaling for the CM
and LG systems respectively.
3.3 Results on two-point correlations
Finally we present results on correlations in the fluctuations in the positions of
the ordered particles, i.e., we look at 〈δxiδxk〉, where δxi = xi − 〈xi〉. As stated in
Eq. (14), in the small oscillation approximation, the two-point correlations are given
by the inverse of the Hessian matrix. In Figs. (9) we compare results for correlations
obtained from direct numerical simulations with those obtained from the Hessian,
for N = 200. It is clear that there is good agreement for both the CM and LG
models.
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Figure 9: Comparison of correlations 〈δx1δxj〉 and 〈δxN/2δxj〉, obtained from MC
simulations, with those obtained from the Hessian matrix, for (a,b) CM model and
(c,d) the LG model at β = 2 and N = 200.
In Fig. (10) we present results from the Hessian matrix for different system sizes
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and find the following finite-size scaling form for both models:
S
(C/L)
[i,j] =
1
N
f
(
i
N
,
j
N
)
, (31)
where f is some scaling function. This has been shown for both Calogero and Log-
gas models. As shown in the figure, for Calogero model this relation holds well at all
particle positions. Near the edge particles, the relation breaks down. For Log-gas,
this relation holds reasonably well when correlations are between particles separated
by O(N) but breaks down for smaller distances.
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Figure 10: Plot of correlations 〈δx1δxj〉 and 〈δxN/2δxj〉 obtained from the Hessian
matrix, for (a,b) the CM model and (c,d) the LG model. It is clear that the corre-
lations satisfy a 1/N scaling
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4 Conclusions
In this work we pointed out some connections between the log-gas (LG) and the
Calogero-Moser (CM) model, two systems that have been widely studied in the
context of random matrix theory and integrable models respectively. We looked at
equilibrium properties of these two systems by performing extensive Monte-Carlo
simulations to compute single-particle distribution functions of edge and bulk par-
ticles, and two-point correlation functions. We compared the Monte-Carlo results
with those obtained from a Hessian theory, corresponding to making the approxi-
mation of small oscillations about the potential minima. We find that, except for
the form of the distribution of the edge particle (which is non-Gaussian), the small
oscillation approximation results are in general found to be in close agreement with
the Monte-Carlo results. This includes results on non-trivial system-size scaling
properties.
For the LG model, our Monte-Carlo simulations provide an accurate verification
of the Tracy-Widom distribution at the parameter values β = 1, 2, 4. For the CM
model, we find a non-trivial scaling of the MSD for the edge particle, 〈δx2N〉 ∼
N−2/3, as opposed to 〈δx2N〉 ∼ N−1/3 for the LG. However, while we find that the
distribution is non-Gaussian, it is distinct from the Tracy-Widom form seen in the
LG. For the LG model, our MC simulations and Hessian theory computations results
provide a verification of recent predictions [14, 15, 16] on single-particle distribution
of bulk particles, including the log(N)/N scaling of the MSD. For the CM model
we find that fluctuations of bulk particles are Gaussian, with a 1/N scaling of
the MSD, and two-point correlations also have the same scaling. Some further
interesting future directions would be the analytical computation of correlations
from the Hessian theory for both models and the use of field theory approaches for
the CM model to obtain analytical results.
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6 Equilibration and Convergence check
The most general form of the equipartition theorem states that under suitable as-
sumptions, for a physical system with Hamiltonian H and degrees of freedom xn,
the following holds in thermal equilibrium for all indices m and n [41]:〈
xm
∂H
∂xn
〉
= δmnkBT (32)
This has been used to ascertain whether the system is at its equilibrium configu-
ration, where xi is the position of i
th particle. Using ergodicity, time average can
be considered equivalent to ensemble average and hence, the above average is over
microstates in the ensemble. Convergence check has been performed over different
number of microstates (samples) to see if the number of samples is sufficient for
averaging in statistics. We have found that the Calogero-Moser system converges
at 16× 107 samples for N = 100, 200 and the Log-gas System converges at 8× 107
samples for N = 100, 200 as shown in Figure (11). This figure demonstrates that
our brute-force numerics are very accurate given the good agreement with the gen-
eralized virial theorem, which quantifies the equilibration of the system as given in
equation (32).
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Figure 11: The check for thermal equilibrium using equation (32) has been performed
for both systems and we observe convergence with respect to sample size.
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