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Zusammenfassung 
Neue innovative Diagnostikverfahren werden notwen-
dig, um die stetig komplexer werdenden Fahrzeuge 
zukünftig noch warten zu können. Bereits seit einigen 
Jahren werden umfangreich Daten von Reparaturfällen 
aus den Servicewerkstätten aufgezeichnet, die bisher 
jedoch nicht automatisiert für Diagnostikverfahren 
genutzt werden. Gründe hierfür sind u.a. die Art und 
die mangelnde Qualität der zur Verfügung stehenden 
Daten, die eine große Herausforderung für ein Lern-
system darstellen.  
Im Rahmen eines Kooperationsprojektes der Volkswa-
gen AG und mit der TU Braunschweig wurde ein 
Offboard-Diagnostik-Konzept entwickelt, welches in 
einem automatisierten Prozess aus aufgezeichneten 
Reparaturfällen lernt und das erlernte Wissen zur Un-
terstützung der Fehlersuche in den Servicewerkstätten 
zur Verfügung stellt. Hierfür werden neuronale Netze, 
kombiniert mit einem neuen Konstruktions- und Lern-
verfahren zur schrittweisen Erweiterung des Lösungs-
raumes verwendet. Zur Evaluierung wurde ein Proto-
typ implementiert, der mit Daten aus einigen zehntau-
send realen Reparaturfällen trainiert wurde. Die Expe-
rimente haben gezeigt, dass ein solcher Ansatz bereits 
mit den zur Verfügung stehenden Daten gute Ergeb-
nisse liefert.  
Summary 
As the complexity of current automobiles increases, 
new and innovative diagnostic methods for car main-
tenance and diagnostic inspection are greatly needed. 
For several years, data of repair cases are extensively 
recorded from the car repair shops, but so far not au-
tomatically used for diagnostics. The reasons for this 
include the nature and the poor quality of available 
data, which represent a major challenge for a learning 
system. 
In a cooperative project with Volkswagen AG and 
the Technische Universität Braunschweig a new Off-
board diagnostic approach was developed, which 
learns from previous repair cases in order to assist 
future diagnostic inspections. For this purpose, neu-
ral networks, combined with a new design and learn-
ing techniques for the progressive expansion of the 
solution space used. For evaluation, a prototype was 
implemented which was trained with data from tens 
of thousands of real repair cases. The experiments 
have shown that this approach is able to provide 
promising results even with the data that is already 
available today. 
1 Einleitung 
Eine große Herausforderung bei der Entwicklung 
neuer Fahrzeuge besteht darin, trotz immer kom-
plexer werdenden Fahrzeugen deren Zuverlässig-
keit und Wartbarkeit weiter zu verbessern. Aus 
diesem Grund sind neue innovative Diagnostik-
verfahren und Systeme notwendig. In hochvernetz-
ten und verteilten Systemen wie der Kraftfahr-
zeugelektronik können die Ursachen für viele Feh-
ler nur mit Hilfe durchgängiger und systemüber-
greifender Diagnostikkonzepte zuverlässig identifi-
ziert werden. Die unterschiedlichen im Fahrzeug 
verbauten Systeme besitzen untereinander viele 
Berührungspunkte. Dazu gehören vor allem die 
funktionalen Abhängigkeiten der einzelnen Syste-
me untereinander und die damit notwendige Ver-
netzung der Steuergeräte [UNGER et al. 2005]. Die 
Auswirkungen von Störungen in solchen verteilten 
Systemen sind nur schwer zu überschauen.  
Die Folge ist, dass eine in der Werkstatt durchge-
führte Fehlerdiagnostik in über 60 Prozent der 
Fälle den Fehler nicht findet [vgl. ABUOSBA 2004]. 
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Hierdurch steigen die Fehlersuchzeiten und die 
Fehltauschkosten. Zusätzlich wird die Diagnostik 
durch die Tatsache erschwert, dass ein Symptom 
nicht selten mehrere Ursachen hat, und eine Ursa-
che oft zu mehreren Symptomen führt [vgl. HACK et 
al. 2005, RUMPE & SCHIFFERS 2006]. 
2 Hintergrund und Ausgangssituation 
Die meisten heute eingesetzten Steuergeräte1 sind 
eigendiagnostikfähig. Das bedeutet, sie besitzen 
Diagnostikroutinen innerhalb der Steuergerätesoft-
ware, welche die Sensoren und Aktoren gegeneinan-
der plausibilisieren. Unter anderem kommen hier 
modellbasierte Diagnostikverfahren zum Einsatz 
[ISERMANN 2006]. Wird vom System eine Störung 
erkannt, so wird ein Ereignisspeichereintrag (DTC2) 
hinterlegt, der über eine Diagnostikschnittstelle aus 
dem Fahrzeug ausgelesen werden kann [ISO 15031 
2006]. 
Im Gegensatz zur Eigendiagnostik (Onboard-
Diagnostik) versteht man unter Offboard-Dia-
gnostik-Systemen eine Klasse von Systemen, die in 
der Werkstatt an ein Fahrzeug angeschlossen wer-
den und von außen auf die Systeme im Fahrzeug 
zugreifen. Sie haben die Möglichkeit, Ereignisspei-
chereinträge aller vorhandenen Fahrzeugsysteme 
auszulesen und dem Kundendienstmitarbeiter in 
lesbarer Form anzuzeigen.  
Leistungsfähige Diagnostiksysteme sollen dem KD3-
Mitarbeiter nicht nur alle Informationen aus den 
einzelnen Steuergeräten anzeigen, sondern ihn zu-
sätzlich bei der Fehlersuche aktiv unterstützen. Ein 
Beispiel hierfür im Kundendienst von Volkswagen 
ist die geführte Fehlersuche (GFS). Die GFS ver-
wendet Fehlersuchprogramme auf Basis von Ent-
scheidungsbäumen, welche von Experten erstellt, in 
verschiedene Sprachen übersetzt und weltweit an 
die Anwender verteilt werden. Hier wird für jeden 
Ereignisspeichereintrag, der in einem Fahrzeug auf-
treten kann, ein Fehlersuchprogramm erstellt. Eine 
besondere Schwierigkeit besteht hierbei in der Ab-
deckung aller Varianten eines Fahrzeuges, welche 
sich durch die zahlreichen Ausstattungsmöglichkei-
ten ergeben. Dies ist bei der Erstellung der Fehler-
suchprogramme zu berücksichtigen. So äußert sich 
derselbe Fehler in den unterschiedlichen Fahrzeug-
varianten jeweils in anderer Art und auch Prüf- 
und Reparaturanweisungen können stark variieren. 
Bereits im Voraus alle möglichen Fehlerquellen zu 
erkennen und abzudecken ist eine weitere Schwach-
                                            
1 Ein Steuergerät wird ebenfalls als ein System betrachtet. 
2 DTC – Diagnostic Trouble Code 
3 KD – Kundendienst  
stelle solcher manuell erstellter Fehlersuchpro-
gramme. 
Die genannten Punkte führen in der Praxis 
zwangsläufig zu Kompromissen, da das Berück-
sichtigen aller möglichen Fehlerquellen sowie aller 
Fahrzeugvarianten nur mit erheblichem Aufwand 
beherrschbar ist. Insbesondere der bereits genann-
te Anstieg an Komplexität als auch die Tendenz 
zu verteilten Funktionen führen damit vermehrt 
zu reduzierten und unspezifischeren Fehlersuch-
programmen (z.B. „Suche nach Stromlaufplan“). 
Ein wichtiger Schritt zur Verbesserung der Diag-
nostikqualität ist die Möglichkeit die Vorgänge im 
Feld auszuwerten, wie z.B. durch die Einführung 
einer Datenbank für Felddaten. So könnten z.B., 
die für einen Reparaturfall relevanten Daten wie 
Ereignisspeichereinträge usw., aufgezeichnet wer-
den. Mit den heute verfügbaren Informationen 
werden bereits Auswertungen zur Verbesserung 
der Prüfabläufe durchgeführt. Dieser Vorgang der 
Auswertung, wie auch die anschließende Verbesse-
rung der Fehlersuchprogramme wird jedoch manu-
ell vorgenommen und lässt sich nicht mit vertret-
barem Aufwand automatisieren. Daher kann über 
diese Vorgehensweise nur eine geringe Anzahl an 
Prüfprogrammen verbessert werden. An diesem 
Punkt setzt das in diesem Beitrag nachfolgend 
beschriebene lernende Verfahren an. 
3 Lernen aus Reparaturfällen 
Weltweit existieren für viele Automobilhersteller 
mehrere zehntausend KFZ-Werkstätten mit insge-
samt über hunderttausend Mitarbeitern. Aufgrund 
dieses enormen Potenzials, ist der Austausch an 
Erfahrung zwischen den einzelnen Werkstätten 
eine Chance und Herausforderung.  
Dies soll mit einem Beispiel veranschaulicht wer-
den. Im Fall eines komplexen Reparaturproblems 
für dessen Lösung ein KD-Mitarbeiter A einiges an 
Fehlersuchzeit und auf Verdacht getauschte Teile 
aufgewendet hat, bedeutet dies für den KD-
Mitarbeiter B einer anderen Werkstatt mit dem-
selben Problem, denselben Aufwand zu investie-
ren. KD-Mitarbeiter B profitiert folglich nicht von 
der Erfahrung des KD-Mitarbeiters A. Wäre es 
möglich, die einmal gemachten Erfahrungen im-
mer zur Verfügung zu haben, bestände ein großes 
Einsparpotenzial. 
Das Ziel sollte daher sein, aus Reparaturfällen zu 
lernen und das erlangte Wissen für zukünftige Re-
paraturfälle zu nutzen. Da auch hier analog zur 
GFS die Menge der Daten und das daraus 
erlangbare Wissen groß ist, kann sowohl das Ler-
nen als auch die Anwendung nur dann von ge-
winnbringender Effizienz sein, wenn der gesamte 
Prozess automatisch durchführbar ist. 
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4 Problemanalyse 
Für ein lernendes System ist die Art und die Quali-
tät der vorhandenen Daten von entscheidender Be-
deutung. Gelernt werden soll aus den Reparaturfäl-
len in den Werkstätten. Hierfür soll zunächst ein 
allgemeiner Diagnostik- und Reparaturprozess nä-
her betrachtet werden. Dieser ist in Abb. 1 in stark 
vereinfachter Form als iterativer Prozess darge-
stellt.  
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Abb. 1: Vereinfachter Reparaturprozess nach Müller et 
al. [2007]  
Im ersten Schritt erfasst das Diagnostiksystem 
Symptome, die entweder aus dem Fahrzeug selbst 
ausgelesen oder vom Anwender manuell eingegeben 
werden. Wie in Abb. 2 dargestellt, können Symp-
tome u.a. Geräusche, Vibrationen, Messwerte, ge-
störte Funktionen, Fehlerspeichereinträge sowie 
subjektiv wahrgenommene Symptome sein, welche 
in einer geeigneten Weise codiert wurden. Nach die-
sem ersten Schritt wird das System im nächsten 
Schritt Handlungsanweisungen an den Anwender 
ausgeben. Dies können entweder Reparaturmaß-
nahmen oder mögliche Fehlerursachen (die implizite 
Handlungsanweisungen darstellen) sein, deren 
Überprüfung vom System vorgeschlagen wird. 
Führte die vorgeschlagene Handlungsanweisung 
nicht zur Identifikation der Fehlerursache oder zur 
Behebung des Defektes, wird der Anwender im 
nächsten Schritt eine Rückmeldung an das System 
geben, das daraufhin erneut analog zu Schritt 2 
Handlungsanweisungen ausgibt.  
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Abb. 2: Reparaturprozess als eine Abbildung von 
Symptombild auf Reparaturmaßnahmen 
Diese Rückmeldung kann dabei in Form von (vom 
System als Handlungsanweisung verlangten) Mess-
werten, Beobachtungen oder zusätzlichen Sympto-
men gestaltet sein. Dieser Prozess endet mit einer 
vom Anwender als erfolgreich vermuteten Repara-
tur oder mit einem im ungünstigsten Fall nicht 
lokalisierbaren Defekt. Wurde die Fehlerursache 
dabei nicht durch einen direkten oder indirekten 
Hinweis des Diagnostiksystems ermittelt, wird dies 
als „No Trouble Found“ (NTF) bezeichnet. Das 
Diagnostiksystem war in diesem Fall nicht hilf-
reich. Diesem Prozess ist ein zeitlich ausgedehnter 
Prozess überlagert: Wurde der Defekt nur ver-
meintlich gelöst, wird davon ausgegangen, dass 
der Kunde, zumindest im Gewährleistungsfall er-
neut in die Werkstatt kommen wird und eine Re-
paratur verlangt.  
Nach dem vorgestellten Reparaturprozess kann 
der Informationsgehalt eines einzelnen Reparatur-
falls Rep gemäß (1) auf eine Abbildung aus dem 
Reparaturkontext R und dem Symptombild SR auf 
eine Menge von Reparaturmaßnahmen MR abstra-
hiert werden (vgl. auch Abb. 2), wobei die Symp-
tome SR und die Maßnahmen MR eine Untermenge 
aus der Potenzmenge (S) aller bekannten Symp-
tome SΩ und der Potenzmenge (M) aller be-
kannten Maßnahmen MΩ sind. Ein konkreter Re-
paraturfall stellt somit eine Abbildungsfunktion 
nach (2) dar.  
   :Rep R S M   (1)
     ,   ,  R R RRep r S M M mit r R S S    (2)
In einem Symptombild Si  (S) werden wie be-
reits erwähnt alle während der Reparatur festge-
stellten Symptome Si  S zusammengefasst. Hier-
zu zählen nicht nur technisch leicht und eindeutig 
erfassbare Symptome wie DTCs, sondern auch 
subjektiv wahrgenommene Symptome, welche in 
einer geeigneten Weise codiert wurden. Zu den 
Maßnahmen werden Aktionen des KD-
Mitarbeiters, wie getauschte Teile oder Arbeitspo-
sitionen zusammengefasst. Unter dem Reparatur-
kontext R werden allgemein reparaturspezifische 
Attribute wie Datum, Werkstatt, Verlauf, usw. 
verstanden. Auf diese Weise kann eine Reparatur 
als abgeschlossener Prozess betrachtet werden. 
Das dem Prozess Rep zugrunde liegende System 	 
ist hierbei das jeweilige Fahrzeug an sich. Nun 
werden keinesfalls immer absolut baugleiche Fahr-
zeuge repariert, vielmehr sind alle Fahrzeuge, 
selbst wenn sie von derselben Klasse sind, auf-
grund der möglichen Varianten unterschiedlich. 
Dies wird angelehnt an BORTH [2004] durch Abb. 
3 veranschaulicht. Dabei bezeichnet X einen Vek-
tor aller beobachtbarer Eingangsgrößen, Y einen 
Vektor nicht beobachtbarer Eingangsgrößen und 
Zi, 1  i  n den Vektor der Ausgangsgrößen. Die 
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Varianz der dargestellten Systeme4 	i wird im Fol-
genden unter dem Systemkontext Ci zusammenge-
fasst.  
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X
	nY
X
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Zn
 
Abb. 3: Verschiedene Systemvarianten 
Werden nun alle beobachtbaren Größen Cb,i von Ci 
als Bestandteil von X und alle nicht beobachtbaren 
Größen Cnb,i als Bestandteil von Y betrachtet, so 
können die Systeme 	i , 1  i  n in ein resultieren-
des System 	 zusammengefasst werden. Daraus 
folgt, dass auch die Variantenvielfalt als Bestandteil 
der Lernaufgabe betrachtet werden kann bzw. 
muss. Als Konsequenz muss die Abbildung (1) auf 
(3) und analog (2) auf (4) erweitert werden. 
       :Rep R C S M     (3)
   
   
, , ,  
 ,  C ,
R R R
R R
Rep r C S M M
mit r R C S S
 
  
 (4)
Die resultierende Lernaufgabe besteht nun darin, 
aus den vorhandenen Daten ein Modell abzuleiten, 
das die beobachteten Eingangs- und Ausgangsgrö-
ßen bestmöglich abbildet. Für die Modellbildung 
selbst können nur die beobachtbaren Größen X und 
Cb herangezogen werden, so dass sich die resultie-
rende Abbildung des Modells 
 nach  
     : C S M
     (5)
ergibt. Für alle weiteren Betrachtungen wird jedoch 
Cnb vernachlässigt und zur Vereinfachung C anstelle 
von Cb verwendet. CΩ sei die Menge aller bekannten 
Kontextinformationen. 
5 Iterativer Problemlösungsprozess 
Der Kern des Konzepts ist ein geschlossener 
Diagnostikprozess, der eine automatische Rückfüh-
rung und Nutzung von Erfahrung ermöglicht. Ein 
prinzipielles Datenflussdiagramm ist in Abb. 4 dar-
gestellt. In den Reparatur-Prozessen sind alle Repa-
raturprozesse der verschiedenen Werkstätten zu-
sammenzufassen. Eine Auswahl der entstehenden 
Daten, gemeint sind hier vor allem Reparaturfallda-
ten nach (3) bzw. (4), ist in die Datenbank zu über-
tragen. Aus dem Datenbestand ist nun das Lernsys-
                                            
4 Die Varianz der Systeme können auch als fahrzeugspezifische 
Eigenschaften betrachtet werden. 
tem zu speisen, welches aus der Vielzahl der Da-
ten, wie vorhergehend beschrieben, Modelle er-
zeugt. Diese Modelle sind anschließend als 
Diagnostikwissen ebenfalls in eine Datenbank zu 
übertragen, welche die Daten an die Werkstätten 
verteilt.  
Data-
ware-
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Diagnost ik-
wissen
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Abb. 4: Datenflussdiagramm des Diagnostik-
Prozesses 
Es handelt sich somit um einen geschlossenen Pro-
zess, dessen Rückkopplung weitere Eigenschaften 
ausbildet. Hierdurch würde für bisher unbekannte 
Reparaturprobleme durch die Gesamtheit der KD-
Mitarbeiter ein automatischer, iterativer Problem-
lösungsprozess entstehen. Dieser soll nachfolgend 
näher beschrieben werden. Würde in einer Werk-
statt ein neues bisher in den Datenbeständen un-
bekanntes Reparaturproblem auftreten, so besteht 
für dieses erste Auftreten im erlernten Modell 
 
kein Diagnostikwissen. Eine zielgerichtete Diagno-
se würde nicht möglich sein. Der betreffende KD-
Mitarbeiter müsste das Problem dann mit den ihm 
vorhandenen Mitteln lösen (z.B. Fehlersuchpro-
gramme etc.). Weiterhin wird davon ausgegangen, 
dass in dieser ersten Problemlösung mehrere, auch 
z.T. nicht erfolgreiche Reparaturmaßnahmen erb-
racht werden, die anschließend in den Datenbe-
stand einfließen. Im folgenden Schritt würde das 
Lernsystem erneut aus den Datenbeständen des 
Data-Warehouse lernen und das Diagnostikwissen 
optimieren. Würde nun dieses Problem in einer 
anderen Werkstatt erneut auftreten, so könnte das 
Diagnostiksystem aufgrund der veränderten Mo-
delle bereits eine zielgerichtetere Diagnose stellen. 
Diese könnte aufgrund der Datenlage jedoch noch 
unscharf sein. Der betreffende KD-Mitarbeiter 
wird also im Regelfall eine Auswahl an den vorge-
schlagenen Diagnosen treffen müssen. Wäre die 
„Reparaturlösung“ dabei Teil der Diagnosen, so 
würde die Menge der durchgeführten, nicht erfolg-
reichen Reparaturmaßnahmen im Mittel kleiner. 
Bereits nach ein paar wenigen Iterationen würde 
so automatisch die beste Reparaturlösung für das 
neue Problem gefunden. Nach dem gleichen Funk-
tionsprinzip würden auf diese Weise nicht nur 
neue Problemlösungen gefunden, sondern auch 
Veränderungen automatisch adaptiert werden.  
. 
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6 Neuronale Netze als Diagnostik-Modelle 
Die Untersuchung verschiedener Technologien am 
IFR5  hat ergeben, dass künstliche Neuronale Netze 
(KNN) hierfür besonders gut geeignet sind. Auf 
eine Einführung in KNN wird an dieser Stelle ver-
zichtet und auf BISHOP [1995] verwiesen. Eine wich-
tige Eigenschaft der KNN bei der zugrundeliegen-
den Aufgabe ist das Erkennen von Mustern in den 
vorhandenen Trainingsdaten (Patterns). Eine wei-
tere wichtige Eigenschaft ist die Fähigkeit zu gene-
ralisieren, d.h. dass KNN ist in der Lage auch für 
Symptombilder, die nicht Teil der Trainingspat-
terns sind, eine Aussage treffen zu können. 
Ein nahe liegendes neuronales Modell ist ein Multi-
Layer-Perceptron (MLP). Ein MLP ist ein KNN 
mit genau einer verdeckten Schicht und vollständi-
ger feedforward-Vernetzung. MLPs sind nach DUDA 
et al. [2000] theoretisch in der Lage, jede beliebige 
stetige Funktion y(x) abzubilden. Entsprechend 
können MLPs damit auch jede beliebige Relation 
zwischen einem Symptombild Si und einer Menge 
an Reparaturmaßnahmen Mi abbilden. Der Aufbau 
eines an die Problemstellung angepassten Netzes 
und im Folgenden als 
MLP bezeichnetes Diagnos-
tik-Modell ist in Abb. 5 dargestellt.  
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Abb. 5: Multi-Layer-Perceptron als neuronales  
Diagnostik-Modell 
Hierbei wird für jedes Symptom si  SΩ und für 
jede Kontextinformation ci  CΩ ein eigenes Ein-
gangsneuron vsi bzw. vci erzeugt. Diese werden über 
sogenannte Verbindungsgewichte wsihj bzw. wcihj zu 
einer geeignet gewählten Anzahl nh an verdeckten 
Neuronen vnj verbunden. Diese werden wiederum 
mit den Verbindungsgewichten whjmk mit den Aus-
gangsneuronen vmk verbunden, wobei für jede Maß-
nahme mk  MΩ ein eigenes Ausgangsneuron vmk 
erzeugt wird. Als Aktivierungsfunktion wurde je-
weils die sigmoide Funktion nach (7) gewählt. Die 
Ausgabe vk des Ausgangsneuron vmk entspricht dann 
einem Vertrauenswert vk  [0,1] für die Maßnahme 
mk, der bestimmt wird mit 
                                            
5 Institut für Regelungstechnik, TU Braunschweig 
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Dabei sind x die jeweiligen Bias der Neuronen, 
die der Übersicht wegen nicht in Abb. 5 darge-
stellt sind. Vektoren wie s und c sind fettgedruckt 
dargestellt. Untersuchungen haben gezeigt, dass 
dieses Modell hervorragende Klassifikationsleis-
tungen zeigt, wenn mit den Trainingsdaten vali-
diert wird, was auf eine starke Anpassungsfähig-
keit an die Daten zurückzuführen ist. Für die Va-
lidierungsdaten, die nicht Teil der Trainingsmenge 
sind, zeigt das Modell jedoch Ergebnisse, die un-
terhalb denen einfacher logistischer Regressions-
modelle liegen.  
Die Gründe hierfür sind eine zu hohe abbildbare 
Komplexität des Modells, die in Kombination mit 
der geringen Fallzahl pro Symptom si  SΩ, Kon-
textinformation ci  CΩ und Maßnahme mi  MΩ 
wie auch einer hohen Sparsity (geringe 
Auftrittswahrscheinlichkeit eines einzelnen Merk-
mals) zu einer geringen Generalisierungsleistung 
führt.  
7 Komplexitätsreduzierte neuronale Diag-
nostik-Modelle 
Ein Lösungsansatz der Problematik ist die gezielte 
Reduktion der möglichen abbildbaren Komplexität 
des neuronalen Netzes. Eine Untersuchung der 
Datenbasis zeigt, dass in guter Näherung folgende 
Abhängigkeiten zwischen den Merkmalen abgebil-
det werden müssen: 
1. Unabhängigkeit zwischen Symptomen si  sj 
2. Unabhängigkeit zwischen Kontextinformationen ci  cj 
3. Unabhängigkeit zwischen Maßnahmen mi  mj 
4. Abhängigkeit zwischen Symptomen und Maßnahmen P(m|si)  P(m)
5. Abhängigkeit zwischen Symptomen und Kontext P(s|c,m)  P(s|m)
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Eine genauere Betrachtung der Forderungen zeigt, 
dass alle Forderungen, mit Ausnahme von Forde-
rung 5 bereits durch ein einschichtiges neuronales 
Netz erfüllt werden, eine verdeckte Schicht an Neu-
ronen zur Komplexitätserweiterung also nicht not-
wendig ist. Ausgangspunkt des in dieser Arbeit 
entwickelten Konstruktionsverfahrens für ein komp-
lexitätsreduzierten Modell ist entsprechend ein ein-
schichtiges neuronales Netz 
one. Um die Forderung 
5 nicht zu verletzen, wird hier der Fahrzeugkontext 
C zunächst nicht berücksichtigt. Das Modell wird 
entsprechend nach Abb. 6 aufgebaut. 
M 
ws1m1
ws2m1
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Õone
s1
S
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Abb. 6: Einschichtiges neuronales Diagnostik-Modell 
Analog zum MLP-Modell 
MLP wird für jedes 
Symptom si  SΩ ein eigenes Eingangsneuron vsi 
erzeugt. Diese werden mit den Verbindungsgewich-
ten wsimk direkt mit den Ausgangsneuronen vmk ver-
bunden, wobei auch hier für jede Maßnahme 
mk  MΩ ein eigenes Ausgangsneuron vmk erzeugt 
wird. Als Aktivierungsfunktion wurde wieder die 
sigmoide Funktion gewählt. Das so entstandene 
Netz wird mittels Backpropagation bis zum Ab-
bruchkriterium trainiert. Bedingt durch die geringe 
abbildbare Komplexität des Modells eignet sich die-
ses gut, um selbst bei wenigen Daten zuverlässig 
Korrelationen zwischen Symptomen und Maßnah-
men zu erlernen. Jedoch werden kontextspezifische 
Besonderheiten eines Fahrzeuges nicht berücksich-
tigt. 
Um nun der Forderung 5, der Abhängigkeit zwi-
schen Symptomen und Kontext gerecht zu werden 
muss eine gezielte Komplexitätserweiterung vorge-
nommen werden. Hierzu wird jedes Eingangsneuron 
vsi für ein Symptom si in ein verdecktes Neuron vs∗i 
mit ebenfalls sigmoider Aktivierungsfunktion kon-
vertiert. Die bereits trainierten Verbindungsgewich-
te werden beibehalten.  
Gleichzeitig wird für jedes verdeckte Neuron vs∗i ein 
neues Eingangsneuron vsi eingefügt und mit diesem 
verbunden. Anschließend wird für jede Kontextin-
formation ci  CΩ ein neues Eingangsneuron vci er-
zeugt und jeweils mit jedem verdeckten Neuron vs∗i 
verbunden. Damit entsteht das in Abb. 7 darge-
stellte Netz. 
Die spezielle Konstruktionsmethode erfüllt durch 
 * 0 , 1, ,   
i js s
w i j S i j      (8)
die Forderung 1 nach gegenseitig unabhängigen 
Symptomen si  sj und gleichzeitig nach gegensei-
tig unabhängigen Maßnahmen mi  mj. Die Forde-
rung 2 nach untereinander unabhängigen Kontext-
informationen ci  cj wird ebenfalls erfüllt, da 
   * , ,  1, ,i ji s csv v v j C    (9)
ein einschichtiges Subnetz darstellt und damit die 
Unabhängigkeit gilt. 
Die meisten additiven Konstruktionsverfahren füh-
ren nach dem Schritt der Erweiterung ein Nach-
training des gesamten Netzes durch. Allerdings 
würden dann auch die gelernten Gewichte des Ur-
sprungsmodells 
one modifiziert werden, was nicht 
erwünscht ist. Es wird darum lediglich die neu 
hinzugekommene Eingabeschicht per Backpropa-
gation nachtrainiert. Diese Vorgehensweise macht 
dennoch eine Modiﬁkation der Verbindungsge-
wichte der Ausgabeschicht erforderlich. Bedingt 
durch die sigmoide Aktivierungsfunktion der ver-
deckten Neuronen vs∗i kann der ursprüngliche 
Deﬁnitionsbereich von si  {0,1} nur noch für 
Gewichte wij →  erreicht werden, was faktisch 
ebenfalls nur durch  Trainingsperioden erreicht 
werden würde. Als Folge wären alle Vertrauens-
werte vi um einen nichtlinearen Faktor i reduziert. 
Durch eine Modiﬁkation der Gewichte und des 
Bias der Ausgabeschicht mit 
*
* 
i j i js m s m
w w  und * 
i im m
    (10)
wobei λ ein konstanter Faktor mit λ > 1, w*sikj das 
ursprüngliche Gewicht wsikj und Θ∗ki den ursprüng-
lichen Bias darstellt, wird dieser Nachteil kompen-
siert.  
Angemerkt werden soll an dieser Stelle, dass in der 
Literatur eine Vielzahl von Konstruktionsverfah-
ren existieren [vgl. z.B., PRECHELT 1995, VON 
STACKELBERG 2003]. Es konnte jedoch kein Ver-
fahren gefunden werden, welches die speziellen 
Anforderungen hinsichtlich der Charakteristik der 
Daten erfüllt.  
Nachtraining
C
ws*1m1
ws3s*3
s2
ck
s3
Õkr
wc1s*1
c1
s1
S
sn
ws*1mkwsns*n
vs1
vc1
M 
v2
v1
vmvsn
vh1
vm1
Abb. 7: Komplexitätsreduziertes neuronales Diagnos-
tik-Modell 
one 

kr 
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8 Beschleunigung durch Merkmals-
Reduktion 
Mit zunehmender Anzahl von Falldatensätzen wer-
den Lernverfahren mit mehreren Trainingsepochen 
ressourcenaufwendig hinsichtlich Rechen- und Spei-
cherbedarf. Selbst für die in dieser Arbeit zur Ver-
fügung stehenden Datensätzen war eine Merkmals-
reduktion zwingend notwendig, um die Netze in 
akzeptabler Zeit trainieren zu können.   
Um die positiven Eigenschaften der neuronalen 
Netze, wie Mustererkennung und Generalisierung 
beizubehalten, sollten in einem Netz möglichst die-
jenigen Symptome und Komponenten zusammenge-
fasst werden, zwischen denen Abhängigkeiten exis-
tiert. Hierfür bietet die Statistik eine Reihe von 
Abhängigkeitstests. Für die hier vorhandenen no-
minal dichotomen Merkmale S, M sind Signiﬁkanz-
tests geeignet. Mögliche Methoden hierfür, die auch 
in dieser Arbeit untersucht wurden, sind der χ²-
Test (Chi-Quadrat-Test) mit 
 2*2
*
1 1
u r
jk jk
j k jk
n n
n

 

  (11)
  

2 2
*
0
= Prüfgröße für den 
= Absolute Randhäufigkeit
= Erwartete Randhäufigkeit für H
,  (hier 2)
jk
jk
Test
n
n
u r Merkmaldimension
 
und der exakte Test nach FISHER [1954]. In 
Signiﬁkanztests wird zunächst angenommen, zwei 
Merkmale seien unabhängig (genannt Nullhypothe-
se H0). Mit dieser Annahme wird dann eine Prüf-
größe χ² berechnet, die ein Maß für die Abweichung 
der realen von der für die Nullhypothese H0 erwar-
teten Verteilung darstellt. In (11) wird diese durch 
die normierte quadratische Abweichung aller abso-
luten Randhäuﬁgkeiten njk zu den erwarteten 
Randhäuﬁgkeiten n∗jk berechnet. Die resultierende 
Prüfgröße χ² kann dann in eine 
Irrtumswahrscheinlichkeit p (auch p-Wert genannt) 
umgerechnet werden, die angibt, wie wahrscheinlich 
ein statistischer Zusammenhang zwischen den 
Merkmalen, hier einem Symptom si und einer 
Komponente ki ist. Ein p-Wert von 1 bedeutet da-
bei eine 100%-tige Irrtumswahrscheinlichkeit für 
den Zusammenhang (H0 gilt als erfüllt; es gibt also 
keinen Zusammenhang) und ein p-Wert von 0 be-
deutet eine 0%-tige Irrtumswahrscheinlichkeit (H0 
wird verworfen; es gibt einen eindeutigen Zusam-
menhang). 
Im ersten Schritt des Merkmals-Reduktions-
Verfahren wird zunächst sukzessiv für alle Symp-
tome si  SΩ und Maßnahmen mj  mΩ die 
Signiﬁkanz (repräsentiert durch den p-Wert) be-
rechnet, wodurch sich die Signiﬁkanzmatrix S 
ergibt mit  
1 1 1
1
i
j j i
m s m s
m s m s
p p
S
p p
  
! "
 ! "
! "
# $

  

 
(12)
wobei die Elemente pm1s1 jeweils den p-Wert für 
die Signiﬁkanz zwischen der Komponente kj und 
dem Symptom si darstellen. Der p-Wert selbst 
wird dabei mit der Näherungsformel 
2
3,841 10
2
p


   (13)
aus der mit (11) berechneten Prüfgröße χ² be-
stimmt. 
In Schritt 2 wird die Signifikanzmatrix S in eine 
Distanzmatrix D überführt (vgl. (14)). Es wird 
dabei für jede Maßnahme und jedes Symptom be-
rechnet welche Distanz d ein Symptom zu einer 
Maßnahme besitzt. Hierfür werden zunächst die 
einzelnen Distanzen (p-Werte) zwischen Maßnah-
men und Symptomen als bipartitier, ungerichteter, 
gewichteter Graph G nach (15) dargestellt, wobei 
sich für die Knotenmenge (16) eine disjunk-
te/echte Partitionierung in Maßnahmenknoten VM 
und Symptomknoten VS ergibt. Die Kanten E 
werden nach (17) jeweils mit den Kantengewich-
ten ps,m aus der Signifikanzmatrix S für Kanten 
es,m  E definiert. Der kürzeste Weg zwischen 
Maßnahme mi und Symptom sj ist nun gegeben als 
Kantenmenge (18). Damit ergibt sich die Summe 
der Kantengewichte für den kürzesten Weg zwi-
schen mi und sj mit (19). In Abb. 8 ist dies bei-
spielhaft für m1 und s86  dargestellt. Die zugehörige 
Gleichung ist mit (20) definiert und zur Veran-
schaulichung nicht gemäß der Matrix S geordnet. 
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6 s8 steht für Symptom 8, m1 steht für Maßnahme 1. 
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Die Notwendigkeit, Wege über andere Maßnahmen-
knoten hinweg zu wählen, ergibt sich aus der Ver-
teilung der Falldaten. Typische 
Auftrittswahrscheinlichkeiten für ein beliebiges 
Symptom sx unter der Annahme dass ein Fehler-
fall F vorliegt, liegen im Bereich von 
0,02%  P(sx|F)  0,2%. Dadurch können sehr gut 
positive Zusammenhänge, jedoch keine Negativzu-
sammenhänge festgestellt werden. Um dies zu zei-
gen, wird zunächst die Definition des χ²-Test nach 
(11) für den hier konkret vorliegenden Fall mit 2 
Variablen mit jeweils 2 Merkmalen (Symptom  vor-
handen (hx1) / nicht vorhanden (hx2); Maßnahme 
durchgeführt (h1x) / nicht durchgeführt (h2x) ) nach 
(21) überführt. Dieser Spezialfall wird auch χ²-Vier-
feldertest genannt. Die χ²-Prüfgröße ist jedoch für 
einen anschaulichen Vergleich ungeeignet und wird 
darum mit der Beziehung (22) in den Phi-
Koeffizient (23) überführt. 
s1
m1
s2
s3
s4
m2
s5
s6
s7
m3
s10
s9
s8  
Abb. 8: Beispielhaft dargestellte Distanz zwischen s8  
und m17 
Der Phi-Koeffizient stellt im Gegensatz zur χ²-
Prüfgröße ein normiertes Zusammenhangsmaß 
(auch Korrelation genannt) mit dem Wertebereich 
von -1  Φ  1 dar. Ein Φ > 0 bedeutet dabei ein 
positiver Zusammenhang und ein Φ < 0 ein negati-
ver Zusammenhang. Jetzt wird ersichtlich, dass für 
ein Maximum bzw. ein Minimum der Korrelation 
die Felder der Hauptdiagonalen oder Nebendiagona-
len von H gleich null sein müssen. Für einen positi-
ven Zusammenhang kann dies leicht erfüllt werden, 
da hier die Felder h12 und h21 null sein müssen. Da-
rüber hinaus bewirkt der durch die Falldaten be-
dingt große Wert von h22, das diese zwei Felder we-
niger ins Gewicht fallen. Für einen negativen Zu-
sammenhang müssen jedoch die Felder h11 und h22 
null oder nahe null sein. Für h22 ist dies nicht mög-
lich. Eine Extremwertuntersuchung von (23) ergibt, 
dass die maximal negative Korrelation für die Be-
dingung h12 = h21 erreicht wird. Damit kann das 
Minimum für Φ mit (24) bestimmt werden. Für die 
vorhergehend bereits erwähnten typischen 
Auftrittswahrscheinlichkeiten P(sx|F) kann der 
Wertebereich von Φmin auf 10-4  Φmin  10-3 be-
stimmt werden. Damit wird deutlich, warum Nega-
tivzusammenhänge nur schwer bzw. nicht erkannt 
werden können. Unter der Annahme, dass ein sol-
                                            
7 s8 steht für Symptom 8, m1 steht für Maßnahme 1. Die Num-
merierung ist für die Darstellung frei gewählt. 
cher Negativzusammenhang für eine andere Maß-
nahme einen Positivzusammenhang darstellt, ist 
die Wegbildung über andere Maßnahmen hinweg 
eine Lösung für dieses Problem. 
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Die erzeugte Distanzmatrix D, definiert in (14), 
dient nun als Grundlage für die Merkmals-
Auswahl in Schritt 3. Alle für eine Komponente kj 
vorhanden Symptom-Distanzen dsimj sind im j-ten 
Zeilenvektor der Distanzmatrix D deﬁniert. Wür-
den alle Symptome ausgewählt, würde keine Re-
duktion stattﬁnden. Daher wird eine Distanzgren-
ze dth deﬁniert. Damit kann die für eine Kompo-
nente kj zu betrachtende Symptommenge Smk be-
stimmt werden mit 
 ,k k km m s th m s
s S
S d d d D

 /   (25)
Es werden folglich all diejenigen Symptome si  SΩ 
der Symptommenge Skj hinzugefügt, deren Distanz 
unterhalb der Distanzgrenze dth liegt. In Abb.  
wird dies Anschaulich dargestellt.  
s1
m1
s2
s3
s4
s5
dth
 
Abb. 9: Beispielhaft dargestellte Distanzen und die 
Distanzgrenze für m1 
Bedingt durch die Definition des χ²-Tests (siehe (11) 
und RICE [2006]), sind die einzelnen p-Werte nach 
(13) und damit auch die Distanzwerte Fallzahlab-
hängig. Für die Bestimmung des Parameters dth ist 
es jedoch wünschenswert, dass dieser nicht fallzahl-
abhängig sondern normiert ist. Hierfür wird zu-
nächst in (22) die Beziehung des χ²-Tests zum 
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Phi-Koeffizienten betrachtet. Der Phi-Koeffizient 
stellt im Gegensatz zum χ²-Test ein normiertes Zu-
sammenhangsmaß mit dem Wertebereich von -
1   Φ  1 dar. Ein fallzahlunabhängiges Distanz-
maß dth,norm wird folglich erreicht, indem die für die 
Berechnung notwendige Distanz dth mit (11), (13) 
und (22) nach (26) definiert wird.  

 
2
,
3,841 10
2
th normn d
thd  (26)
n = Fallzahl   
Durch die Addition der einzelnen Distanzen im 
Graphen, kann dth,norm auch Werte > 1 annehmen. 
9 Evaluation 
Es wurde eine modulare Trainings- und Evaluie-
rungssoftware erstellt, so dass bereits einige Versu-
che mit Datensätzen aus realen Reparaturfällen 
durchgeführt werden konnten. Eine besonders schwie-
rige Aufgabe war dabei die Beschaffung der Daten. 
Weiterhin zeitaufwendig war die Erfassung und 
Verknüpfung der Datensätze. Hinzu kommt, dass 
die Erzeugung der Daten in den Werkstätten an 
sich nicht in der für ein Lernsystem nötigen Quali-
tät stattfindet. Nur mit einigem Aufwand konnten 
die Daten verknüpft und ein Algorithmus entwi-
ckelt werden, der möglichst „qualitativ hochwertige“ 
Datensätze herausfiltert.  
Ausgangsbasis für die Versuche waren 56.000 reale 
Reparaturfälle. Als Symptome wurden DTCs und co-
dierte Kundenwahrnehmungen8 und als Maßnahmen 
Ersatzteile, Arbeitspositionen, codierte Werkstatt-
wahrnehmungen und Komponentenbezeichnungen9 
verwendet. Mit dieser Attributauswahl enthält der 
Datensatz 7.100 Symptome, 14.205 Maßnahmen und 
1.474 verschiedene Kontextinformationen. Die daraus 
abgeleitete Reparaturfallmatrix RM hat die Dimen-
  sion {1, …, |S|+|M|+|K|}{1, …, |R|}. Der 
Befüllungsgrad von RM beträgt dann 00,00026. 
Zur Bestimmung der Leistungsfähigkeit wurde eine 
normierte Evaluierungsquote qn eingeführt. Diese 
wird mit (27) bestimmt, indem für jeden Repara-
turfall R der Evaluierungsmenge REval die vorge-
schlagenen Maßnahmen M
 des Modells 
 mit den 
tatsächlich durchgeführten Maßnahmen MR vergli-
chen und die Treffer aufsummiert werden.  
                                            
8 Es existiert ein Katalog mit dem Kundenwahrnehmung wie 
z.B. Geräusche etc. codiert werden können.   
9 Komponentenbezeichnungen wird auch Ersatzteilrumpfnummer 
genannt. Es wird hier nicht wie bei Ersatzteilen in der Aus-
prägung für das jeweilige Modell unterschieden. 
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Die Normierung ergibt sich mit qmax, der durch die 
mangelnde Qualität der Falldaten theoretisch ma-
ximale Evaluierungsquote q. Auf verschiedene Va-
lidierungs- sowie Evaluierungsmethoden wurde 
bereits in MÜLLER et al. [2008] eingegangen.  
Evaluierung der Merkmals-Reduktion 
Die Merkmals-Reduktion war ein notwendiger 
Schritt um ein effizientes Training der Netze zu 
ermöglichen. Als geeignet hat sich eine Distanz-
grenze dth von 1·10-10 erwiesen. Die Gesamtanzahl 
der Verbindungen konnte damit von ursprünglich 
01·108 auf 0  1,7·106  (-98,3%) reduziert werden, 
ohne dass die Klassifikationsleistung des Netzes 
reduziert wurde. 
Evaluierung des komplexitätsreduzierten Modells 
Ausgehend von den merkmalsreduzierten Daten 
wurde jeweils für das einschichtige Modell 
one, 
das komplexitätsreduzierte Modell 
kr und das 
MLP-Modell 
MLP die jeweils beste Parameter-
konfiguration ermittelt. Die Ergebnisse sind in 
Abb.  dargestellt. Der Vergleich zeigt, dass bereits 
das einschichtige Modell 
one eine hohe Klassifika-
tionsleistung erreicht, die jedoch durch die Be-
rücksichtigung des Fahrzeugkontexts mit dem 
Modell 
kr nochmals gesteigert wird. Das MLP-
Modell 
MLP erreicht dagegen aus den erläuterten 
Gründen das schlechteste Ergebnis. 
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Abb. 10: Evaluierungsquote qn der Modelle 
one, 
kr 
und 
MLP im Vergleich 
Erprobung 
Zur praktischen Erprobung der Modelle wurde 
eine prototypische Anwendungssoftware entwi-
ckelt, die es ermöglicht, die Diagnostikleistung 
direkt am Fahrzeug zu erproben. Abb. 11 zeigt 
einen Screenshot der Anwendungssoftware. Für 
die Erprobung wurde unter anderem auch ein 
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Praxistest durchgeführt, in dem gezielt Fehler in 
das Fahrzeug eingebaut und anschließend die durch 
das Diagnostiksystem vorgeschlagenen Maßnahmen 
evaluiert wurden. Tabelle 1 zeigt einige ausgewählte 
Fälle aus der Praxiserprobung. Die in MÜLLER et 
al. [2008] beschriebenen Verfahren zur automati-
schen Evaluierung benötigen für eine exakte Leis-
tungsbestimmung auch eine eindeutige und fehler-
freie Datenbasis. Für die vorhandenen realen Daten 
ist dies jedoch nicht der Fall. So ist die automati-
sche Evaluierung zwar für die Entwicklung enorm 
hilfreich, liefert jedoch keinen exakten Leistungs-
wert. 
Eingebauter  
Fehler Verdächtigte Komponenten 
Relais für Motor-
steuergerät  
defekt 
98% Motorsteuergerätflashen 
96% Relais für Motor-SG
77% Zentralelektrik
· · · · · · 
Leitungssatz im 
Motorraum 26% 
Leitungssatz im 
Motorraum 
19% Masseband Motor
Hauptlichtschal-
ter defekt 
89% Hauptlichtschalter
· · · · · · 
 Tabelle 1: Auswahl an Ergebnissen des Praxistests. 
Um einen solchen dennoch zu ermitteln, wurde eine 
manuelle Evaluierung mittels einer Stichprobe von 
100 Referenzfällen durchgeführt.  
 
Abb. 11: Screenshot der experimentellen Anwendungs-
software [WITTLING 2008]  
Dabei wurde Fall für Fall verglichen, welche Repa-
raturmaßnahmen das Diagnostiksystem vorschlagen 
würde, und welche Reparaturmaßnahmen davon 
tatsächlich zur Lösung des Problems geführt hätten 
oder aber den entscheidenden Hinweis zur Lösung 
gegeben hätten. Tabelle 2 zeigt die Ergebnisse der 
manuellen Evaluierung hinsichtlich der Trefferquo-
te.  
 Trefferquote 
Treffer an 1. Stelle 78% 
Treffer an 2. Stelle 6% 
Treffer an 3. Stelle 5% 
Treffer an 4. Stelle 
oder darüber 5% 
Gesamt 94% 
Tabelle 2: Ergebnisse der manuellen Evaluierung 
Dabei bedeutet ein Treffer an 1. Stelle, dass die 1. 
vom Diagnostiksystem vorgeschlagene Reparatur-
maßnahme zur Lösung des Problems geführt hätte 
(vgl. auch Abb. 11). Die Differenz zur ermittelten 
Evaluierungsquote in Abb. 11 entsteht durch die 
geringere Fallzahl und damit höheren Streuung 
der Ergebnisse der manuellen Evaluierung. Sie 
zeigt jedoch auch, dass die Praxiserprobung und 
automatisierte Evaluierung vergleichbare Ergeb-
nisse erzielen und die Evaluierungsmethode damit 
gut gewählt ist.  
Bemerkenswert ist hierbei, dass die ermittelte Ge-
samt-Trefferquote von 94% bereits mit den heute 
existierenden Daten erreicht wurde, die nicht die 
für ein Lernsystem wünschenswerte Qualität be-
sitzen. Durch Verbesserungen der Datenerfassung, 
würde die Leistungsfähigkeit des 
Diagnostiksystems nochmals wesentlich gesteigert 
werden. 
10  Zusammenfassung 
Die Tests zeigen, dass das vorgestellte Konstrukti-
onsverfahren für komplexitätsreduzierte neuronale 
Netze nicht nur theoretisch sondern auch prak-
tisch gute Ergebnisse liefert. Werden die verwen-
deten Daten betrachtet, zeigt sich ferner, dass das 
neuronale Modell selbst in unscharfen Daten au-
tomatisch Muster und Zusammenhänge erkennen, 
die auch praktisch für die Diagnostik eingesetzt 
werden können. Die Modelle eröffnen zusätzlich 
eine Bandbreite an neuen Möglichkeiten, die Da-
ten zu verstehen und z.B. für qualitätssteigernde 
Maßnahmen einzusetzen. 
Darüber hinaus stellt ein lernendes 
Diagnostiksystem eine hervorragende Ergänzung 
zu den bisher eingesetzten Diagnostiksystemen 
(z.B. GFS) dar. Es besitzt die entscheidenden 
Vorteile in der automatischen Generierung und 
Adaptierung von Diagnostikwissen. Jedoch müssen 
für eine effiziente Integration in die bisherigen 
Prozesse noch einige Schritte getan werden. Wün-
schenswert wäre z.B. die Verknüpfung der vorge-
schlagenen Reparaturmaßnahmen mit speziellen 
Fehlersuchprogrammen, wie sie die GFS verwen-
det. Ein leistungsfähiger Ansatz für die Generie-
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rung von dynamischen Prüfabläufen wurde z.B. in 
KRIEGER et al. [2007] vorgestellt.  
Letztlich ermöglicht ein solches Diagnostiksystem, 
dass auch in Zukunft immer komplexer werdende 
Fahrzeuge mit zahlreicher werdenden Varianten 
und verkürzten Entwicklungszyklen effizient in-
stand gesetzt werden können. 
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