Abstract. Most of recent oil and gas discoveries in Brazil occurred in deepwater fields. Fiber reinforced composite materials present interesting characteristics for offshore applications, such as high specific strength and stiffness, high corrosion resistance, good thermal insulation, high structural damping properties, and fatigue resistance. This work deals with the optimum design of laminated composite risers using a genetic algorithm. The design of laminated composite risers is very difficult since the strength and stiffness of these components depend on the number of layers and the material, thickness, and orientation of each layer. Thus, the use of the conventional trial-and-error strategy is not adequate and it is necessary to apply optimization techniques. In this work the design variables are the number of layers and the thickness and orientation of each layer. A multi-objective formulation is adopted to minimize the weight and maximize the buckling safety factor of the composite riser. The optimization model includes strength and stability constraints and considers multiple load cases. The global analysis of the riser is carried out using the catenary equations and the stress computation in the critical locations is performed using the Classical Lamination Theory (CLT) and the theory of thin-walled tubes. The Tsai-Wu failure criteria is used to compute the safety factor. It is important to note that, due to manufacture constraints, the design variables can only assume discrete values. Therefore, a genetic algorithm is used for optimization since it can easily handle discrete variables. In addition to classical genetic operators, as crossover and mutation, this algorithm also includes operators specially designed to handle laminate structures, such as layer swap and layer deletion. The proposed formulation is applied in the design optimization of composite catenary risers with different water depths and top angles.
INTRODUCTION
Fiber Reinforced Composite (FRC) materials have been widely used in the fabrication of lightweigth structures. Such materials present several advantages over metal equivalents in many applications. Such advantages are high strength and stiffness, low specific weigth, good thermal insulation, chemical resistance and fatigue life.
In oil drilling, the depletion of existing reserves has increasingly led to the search of deepwater fields. In such environments, the traditional extraction and production risers made of steel tend to become prohibitively expensive, due to increased top tension which overburdens the platform. Composite materials, being lighter, have become an interesting alternative to steel in many different offshore applications [1, 2, 3, 4, 5] .
Due to the large number of design variables, including number of layers, thickness and fiber orientation of each layer and material, the traditional trial-and-error procedure can be arduous in the design of fiber reinforced composite risers [6] , thus requiring the use of optimization techniques [7] .
In the optimization of laminated structures, the design variables can be discrete [8] or continuous [9, 10] . Usually, no unique solution is obtained, thus leading to the use of multi-objective formulations [11, 12] . To solve the optimization problem, gradient methods can be used when the variables are continuous [13] . Evolutionary algorithms have also seen extensive use [14, 15, 16] , particularly Genetic Algorithms [17, 18] . Such algorithms readily deal with discrete variables and do not tend to get trapped in local minima.
In dealing with constrained problems using genetic algorithms, some method has to be used to enforce the constraints, since the algorithm does not treat them directly. To this end, adaptive penalty methods are interesting alternatives to the commonly used constant penalty strategy. The interaction between such penalty methods and the selection and fitness function strategies are analyzed in this work for the case of composite catenary riser optimization.
In the present work, a genetic algorithm with special laminate operators is used to design composite risers in catenary configuration. The design variables are the thickness and fiber orientation of each layer. A multi-objective function involving the composite crosssectional area and the buckling safety factor is used. The formulation also includes stability and strength constraints and can deal with multiple load cases. The structural analysis is performed by the Classical Lamination Theory and failure is predicted using the Tsai-Wu failure criteria.
STRUCTURAL ANALYSIS
The mechanical behavior of each fiber reinforced lamina is readily defined as an homogeneous and orthotropic material in its local coordinate system (1, 2, 3) when analyzing the material in a macroscopic scale. However, as each lamina has its own local system, a global coordinate system is devised (x, y, z) to which the properties of all laminae are transformed. Both systems are equally important, since the equilibrium equations are written in the global system but the evaluation of failure criteria is done in the local system for each ply [19] . Both systems are shown in Figure 1 .
In the definition of the local coordinate system, 1 is the direction of the fibers, 2 is the in-plane direction normal to the fibers and 3 is the out of plane normal to the lamina. The local and global systems are related by the angle θ between the x-axis and 1-axis, as shown in Figure 1 .
Experimental evidence shows that a fiber reinforced lamina behaves as a physically linear material until very close to failure. Thus, the relation between stresses σ 1 and strains Figure 1 . Local and global coordinate systems [20] .
1 in the local system (1, 2, 3) can be modeled using Hooke's Law in a plain stress condition:
where the coefficients of the constitutive matrix C are
To transform the mechanical properties of each lamina from the local to the global coordinate system, one has to establish a relation between the two systems. Using the lamination angle θ showed in Figure 1 , a strain transformation from the global to the local coordinate system can be written as [21] :
Using the Virtual Work Principle, the stresses in the global system can be obtained from those in the local system using the following transformation [21] :
From Eqs. (3) and (4), the constitutive relation expressed in Eq. (1) can be transformed to the global system:
where the term C is the transformed constitutive matrix and the transformation matrix T is the one shown in Eq. (3).
With the constitutive relation in the global coordinate system, the Classical Lamination Theory [22] can be used to obtain strains at planes parallel to the laminate mid-surface:
where m are the membrane strains, κ represents the curvatures of the laminate and z is the distance from the mid-surface. Integrating the global stresses through the laminate thickness (t), the resultant forces are obtained:
Using Eqs. (5), (6) and (7), one can obtain the resultant forces in terms of the global strains, summing up the contribution of each lamina:
where A is the membrane (or extension) stiffness matrix, D is the bending stiffness matrix and B is the bending-extension coupling stiffness matrix. The coefficients of such matrices are given by:
It is important to note that if the laminate is symmetric, as is the case of all numeric examples in this paper, B = 0 and there is no membrane-bending coupling, meaning that no bending strains come with the application of only membrane loads. However, if the laminate is not symmetric, such coupling occurs and bending strains are generated by membrane loads.
Global Analysis
In the present work, the global analysis procedure is undertaken by an analytical catenary solver. The main advantage of such approach is its speed and result reliability. However, to better represent the internal forces to which the composite riser is subjected during service, a nonlinear time-domain dynamic finite element model should be used. Such method would be much slower and since the main objective of this work is to assess the efficiency of genetic algorithms in composite riser optimization, the simplified catenary model was chosen.
Thus, the riser is considered an inextensible cable subjected to a vertical weigth load distributed along its length [23] . Such load also includes the internal fluid weigth and is based on the apparent weigth of the riser as it is immersed in water:
w wet = w dry + w f luid − w water (10) where w dry is the riser dry weigth, w f luid is the weigth of internal fluid and w water is the weigth of the displaced water, accounting for the buoyancy force. Three different floater positions, Mean, Near and Far, are used in the analysis procedure, accounting for the platform movement. The Mean position is defined by the top angle α related to the vertical. The Near and Far positions are defined simply by the platform offset ∆ with respect to the Mean position. Such parameters are shown in Figure 2 .
The axial force computed using Eq. 10 is known as the effective tension (N ef ), but it does not account for the effect of hydrostatic pressure [23] and thus has to be properly modified, resulting in the true wall tension (N tw ):
where p i is the internal pressure, A i is the internal area, p e is the external pressure and A e is the external area. As the catenary model is static and handles only axial forces (M = 0), an Amplification Factor β, applied in the effective tension N ef is used to take into account bending, torsion and dynamic effects caused by wave and current loads. The normal forces are then given by:
where R, R i and R e are the mean, inner and outer radius of the tube, respectively. It should be noted that N ef , p e and p i are multiplied by the load factor γ f to obtain the design forces in a semi-probabilistic approach [24] . According to Eq. (8), for symmetric laminates, B = 0 and there is no extensionbending coupling. Also, since there are no bending moments, the bending strain κ is also zero. The strains in the laminate are then computed from:
With the global strains, the transformation to the local system is done using Eq. (3) and the corresponding local stresses are calculated using Eq. (1). Such stresses are then used to evaluate structural safety using the failure criteria presented below.
Stability Analysis
Deepwater risers are subjected to high hydrostatic pressures during service life. Such external pressures cause high compressive stresses in the tube wall, which can lead to a local buckling collapse well below the material strength. As this is a major concern in deepwater pipelines, a local buckling constraint has to be considered in the optimization process.
The critical pressure for hoop buckling of long orthotropic cylindrical shells [25, 26] can be computed from:
A 22 (16) where A 22 , B 22 and D 22 are computed using the Classical Lamination Theory through Eq. (9). It is well-known that geometric imperfections reduce the final load bearing capacity of cylindrical shells. Therefore, the collapse pressure which is used in the design optimization process is given by:
where k p is a knock-down factor accounting for the effect of geometric imperfections settled as 0.75 [25] .
GENETIC ALGORITHM
In nature, individuals must have useful genetic features in order to survive. Such individuals are the fittest and thus have more chances of passing its characteristics to future generations, while those less fit succumb along the evolution process.
Such natural process is mimicked by the so-called Genetic Algorithms (GA) in order to solve optimization problems. As the concept of population is used, such algorithms work with a set of potential solutions.
GAs present many advantages that have led to a rise in their use, particularly with the rise in the processing power of common computers. As they work with a set of potential solutions, GAs do not easily get trapped in local minima. Furthermore, since no gradient data is needed, GAs can deal with discontinuous design spaces and problems with discrete variables and non-differentiable functions.
One of the main difficulties of working with GAs is the consideration of constrained problems, since they cannot be explicitly treated. Several options exist in order to permit the solution of constrained optimization problems, many of which are presented in [27] . Some of them are presented here and used in the optimization of composite risers.
The genetic algorithm developed in this work uses well-established genetic operators such as crossover and mutation, but also features some operators especially designed to treat the problem of laminated composites.
The general flow of the optimization process using a genetic algorithm is as follows. Initially, a random starting population is generated. Then, the fitness function is calculated and some sort of selection process is used to generate the mating pool, with the same number of individuals as the initial population. From the mating pool, some individuals are selected for breeding, generating an offspring population. Then, mutation and other operators are applied to such offspring and they form the new population, with the remaining members being filled by elitism from the initial population. Afterwards, the process is repeated until a certain number of generations is reached or the objective function of the best individual remains unchanged during a user-defined number of generations (stallgen).
Encoding
Each trial laminate is an individual represented by two chromosomes in matrix form. The thickness chromosome stores information about thickness and the orientation chromosome stores data about the fiber orientation angles. In each of the chromosomes, a pair of genes represents a layer.
Each laminate has a genotypical and phenotypical representation. On the genotype, chromosomes have integer values in each gene, corresponding to list positions which store discrete values of the design variables. Thus, the algorithm used in this work features integer coding. The phenotype representation is used to store the design variables of a design. Figure 3 shows an example of codification from genotype to phenotype representation. Layers which were removed by the ply deletion operator are given zero values in both chromosomes for the respective layer. 
Penalty Methods
As mentioned earlier, Genetic Algorithms do not handle constraints explicitly. Thus, to solve constrained problems, some method has to be used in order to maintain the population, or most of it, in the feasible space. To this end, several methods have been devised, some of which were presented in [27] .
In direct (or interior) methods, only feasible points are allowed in the design process. The simplest way to force satisfaction of constraints is the so-called Death Penalty method [27] , in which infeasible points are simply discarded and new individuals are generated until all members of the population are viable. This method can be computationally inefficient and will most likely eliminate infeasible individuals with good genetic characteristics, which could accelerate the algorithm convergence.
Another alternative to directly apply the constraints is to use a coding scheme that always generates feasible phenotypes, no matter which genotype is given. Such strategy can be efficient, but the coding scheme would be specific for each problem, which can be cumbersome. Also, only explicit constraints can be treated in such a way. Repair techniques, which bring an infeasible point back to the feasible region, and special crossover operators can be devised to maintain feasibility. However, such methods also heavily depend on the problem formulation.
Indirect (or exterior) methods are the most used. They permit the presence of infeasible individuals in the pupulation, but their objective function is penalized making them less fit and thus less capable of transmitting genes to next generations. It is important to note that many of the well-known indirect penalty methods require the analyst to provide one or more penalty parameters, which can greatly vary between problems or even between multiple executions of the same problem. Thus, methods that do not require any parameters become advantageous and will be focused in the present section.
Constant Penalty
This is the simplest indirect method to treat constraints. It consists in defining a constant penalty factor k, usually a very high number provided by the user, and use it to penalize infeasible individuals based on their constraint violations. Using such method, the penalized objective function for a minimization problem in which all constraints are written in the form g l (x) ≤ 0 is given by:
In the above expression, all constraints are treated using the same k. Thus, it is always recommended to use non-dimensionalized constraints, as they can be of different orders of magnitude. As noted earlier, the determination of an acceptable k value can result in a trialand-error process, as it heavily depends on the problem formulation. Usually, a very high number is used, which can lead to numerical problems depending on the order of magnitude of the design variables, objective function and constraints. Therefore, even though a constant penalty is easily implemented, adaptive methods in which no user-defined penalty factors are needed can help overcome such disadvantages.
Deb's Method
The following method was proposed by Deb [28] and was coupled with a tournament selection method. Here, infeasible individuals are first penalized until they have the same objective function as the worst individual in the population (f max ). Then, the sum of constraint violations is added:
The main advantage of Deb's Method resides in the fact that no penalty parameter is required. Also, the method is of easy computational implementation. It is important to note, however, that the efficiency of the method also depends on the selection method and the type of genotype representation [27] .
It seems to the authors that, if tournament selection is used, the only way for an infeasible individual to go into the mating pool is to be chosen alongside another infeasible individual in tournament. However, if a fitness proportional selection is used, they may have greater chances of getting into the mating pool. Therefore, the combination of Deb's Method and tournament selection seems rather strict with infeasible individuals.
Adaptive Penalty
The adaptive penalty method used in the present work was proposed by Barbosa and Lemonge [27] . It involves separate penalty factors for each constraint. Also, such factors (k j ) have different values in each generation.
First, the objective function of all infeasible individuals are taken at least to the mean value for the population. This process is similar to the one in Deb's Method, but the individuals are not taken straight to the maximum value for the population (Section 3.2.2). Thus, defining f m as the mean objective function of the current population,f is defined as:
To define each constraint coefficient k j , the mean violation g m of each constraint is defined, as well as the quadratic sum of all mean violations. Each k j is then defined as:
It is important to note that for those constraints with the highest mean violation, the corresponding coefficients k j are bigger. In other words, the constraints for which the population is having the most difficulty to satisfy are the most penalized [27] . With the definition of f given in Eq. (20) and k j given in Eq. (21), the penalized objective function can be defined:
This method does not require any input from the user, and the penalty is adjusted with the generations. Comparing the method with Deb's one (Section 3.2.2), the latter seems harsher with infeasible individuals. It is expected that, for most problems, the maximum penalty factor obtained adaptively will be smaller than the large k used in the constant penalty method.
Fitness Function and Selection
For the purpose of selection to the mating pool and subsequent selection for crossover, individuals need be assigned a positive numerical value that represents its fitness in the current population. Such value dictates how an individual is better or worse than others.
In some maximization problems, the penalized objective function can assume only positive values and can directly be used as the fitness function. However, in several problems, a objective function must be minimized instead of maximized and this function is not restricted to assume only positive values. As a result, the penalizedobjective function should be mapped to a fitness function in order to ensure that the fitness will have a positive value for all individuals. Mapping must also guarantee that for a individual, the bigger its objective function value, the smaller its fitnesses will be [29] . Some methods of mapping the objective into a fitness function can be found in [30] . In this work, the linear scaling mapping, given by:
is used. F it i is the fitness of the i − th individual. f p(min) and f p(max) are the minimum and maximum penalized objective function values in the current population. f pi is the penalized objective function value of the i − th individual. Using the fitness scores, individuals are choosen to breed, originating the offspring. From the several commonly selection methods at dispostal in literature ( [31] ), the Fitness Proportinal Selection and Ranking Selection are employed here. The first method assigns for each individual a probability of being selected directly proportional to its fitness. The second method first ranks all individuals based on their fitness and assigns a probability of being selected directly proportional to their positions in the rank. Comparing to Ranking, the Fitness Proportinal Selection tends be more sensible to a change in the penalty method (Section 3.2) , since the absolute differences between individuals are taken into account.
It is important to note that once an individual is chosen, it is not eliminated from the selection process, thus giving the chance for the same individual to be selected multiple times.
Crossover
Crossover is a key genetic operator and is the main responsible for the convergence of a genetic algorithm. Such operator is applied on two individuals, called parents, and originates two new individuals called sons, which contain the combined traits of the parents. Parents are taken from the mating pool, which is filled with individuals of the original population using the selection procedure. The number of parents selected for crossover is dictated by the crossover rate.
In this work, the crossover consists in a linear combination of the parents traits in order to form the sons. The process is done layer by layer, with a random r number between 0 and 1 been chosen. Such random number is then used to calculate a weighted mean of the parents genes, rounded to the closest integer. Figure 4 shows an example of the process in which two parents, each containing three layers, generate two sons. Figure 4 . Crossover operator applied on two 3-layer laminates.
Mutation
Even though genetic algorithms have lesser chances to be trapped in local minima, sometimes a premature convergence can occur. To prevent it, genetic variability has to be maintained. The mutation operator is one of the strategies used to ensure variability within the population, and it is applied in the sons generated by the crossover process. It has a low probability of occurring, called mutation rate. For each gene (layer) of the chromosome, a random number is generated. If such number is lower than the mutation rate, a random integer replaces the original gene value. Figure 5 shows mutation applied on two genes. Figure 5 . Mutation operator applied on two genes of a chromosome.
Laminate Operators
The gene-swap, or layer-swap operator changes the mechanical properties of the laminate by exchanging the position of two layers. As with the mutation operator, the layer-swap has a low probability of occurring. The choice of plies to be exchanged are also randomized. It is important to note that, according to Eq. (9), the layer-swap operator changes the D matrix without changing the A matrix. This can be useful in improving the external pressure buckling resistance of the riser. Figure 6 shows an example of gene-swap. The ply deletion operator is similar to a mutation. For each layer, a random number between 0 and 1 is generated. If it is smaller than the deletion rate, the thickness of such layer is set as 0, thus effectively eliminating the layer. Similarly, the ply addition is applied in all genes who were previously deleted or at the end of the laminate. If the addition rate is satisfied, a random thickness and orientation angle are inserted, effectively adding a layer. Figure 7 shows examples of ply deletion and addition. 
RISER OPTIMIZATION MODEL
The input data for the riser problem includes material properties, loads, maximum number of layers (n), inner radius (R i ), minimum and maximum ply thickness, steel liner thickness, insulation layer thickness, minimum and maximum lamination angle (θ), minimum safety factors for each material, amplification factor (β), force coefficient (γ f ), top angle, floater offset and water depth.
Input data specific to the genetic algorithm includes number of generations, population size, number of generations for stallgen, penalty method, and fitness function method. Also, the rates for crossover, mutation, layer-swap, ply addition and ply deletion are given.
The design variables are the thickness (t) and orientation angle (θ) of each ply, with only symmetric lay-ups being allowed. Therefore, only half of the laminate is stored as design variables:
Due to manufacturing constraints, most works dealing with optimization of laminated structures make use of discrete design variables [32, 33] . Usually, the manufacturing process does not permit small angle variations. Also, the ply thickness is commonly a multiple of some predefined value [34] . However, continuous variables have also been used [35] , yielding results that can lead to lower boundaries to a more constrained discrete problem [36] . In this work, only discrete variables are used: θ p = θ min , θ min + ∆θ, θ min + 2∆θ, ..., θ max t p = t min , t min + ∆t, t min + 2∆t, ..., t max (25) where ∆θ and ∆t are the angle and thickness increments, respectively. The composite riser cost is considered directly proportional to the composite crosssection area, which is constant along the riser length. Therefore, the objective function could be initially defined as the composite cross-sectional area. However, for certain water depths, many different solutions are obtained with the same area, but with different buckling loads. In this case, a multi-objective function also involving the buckling safety factor will be used:
where both the area and the buckling safety factor are normalized by their minimum and maximum values. Such values for the buckling safety factor are determined considering a minimum thickness laminate with only 0 • plies for the minimum SF and a maximum thickness laminate with only 90
• plies for the maximum SF.
The authors in [37] also used buckling loads in the objective function. In [8] , many different parameters were used in the objective functions, such as the weigth, deflection, cost and stiffness of the laminate. If the problem involves plates, the total thickness can also be used. Therefore, the choices regarding the objective funtion are broad.
For the definition of the buckling constraint, it is useful to define a pressure differential (∆p), since the riser will be subjected to both internal and external pressures:
As buckling is caused by external pressure (Section 2.2), it only occurs when ∆p is negative. Since multiple load cases can be considered, the minimum safety factor, corresponding to the maximum pressure differential should be taken, where m is the number of load cases:
In normalized form, the constraint is written as:
where SF req buck is the minimum Safety Factor required for hoop buckling. This constraint is only included when ∆p max > 0.
To define the laminate failure, the First Ply Failure (FPF) criterion is used [19] . Thus, when the Safety Factor for any lamina reaches the required minimum, the strength constraint is considered active. The Safety Factor of the first ply failure can be defined as:
In the determination of the Safety Factor for the composite layers, the Tsai-Wu failure criterium is used [19] , while for the steel liner the isotropic von Mises failure criterium is adopted. In normalized form, the strength constraint takes the form:
where SF req is the required Safety Factor. In compact form, the optimization model can be given by: Find x = t 1 , t 2 , ..., t n/2 θ 1 , θ 2 , ..., θ n/2
That minimizes f (x) = w 1
Subjected to:
Where: θ k ∈ θ min , θ min + ∆θ, θ min + 2∆θ, ..., θ max t k ∈ t min , t min + ∆t, t min + 2∆t, ..., t max
NUMERICAL EXAMPLES
This section presents numerical examples in order to study the behavior of the optimization model presented in Section 4 along with the selection and penalty methods showed on Sections 3.3 and 3.2. The numerical data used is presented in Table 1 . The composite material proprierties are: E 1 = 137GP a, E 2 = 9GP a, ν 12 = 0.30GP a, G 12 = 7.1GP a, F 1t = 1517M P a, F 1c = 1034M P a, F 2t = 34.48M P a, F 2c = 151.7M P a, F 6 = 0.68M P a. The steel proprierties are: E = 210GP a, n = 0.30, f y = 448.2M P a. Each problem was solved 30 times. In all examples, two different load cases (A and B) corresponding to extreme situations are considered. Load Case A corresponds to a riser joint on the top of the riser with internal fluid (oil) and the floater at the maximum allowable offset in the Far direction, while Load Case B corresponds to an empty riser joint on the bottom of the sea floor at the maximum allowable offset in the Near direction. Stress constraints are considered in Case A and B and stability constraints are taken into account only in Case B. Results related to design variables, constraints and objective functions of the optimum solutions are found on Table 3 . It is showed that the problem has several optimum solutions and for the majority of them, one active constraint is related to the composite strength Safety Factor since it is near its allowable value in Load Case A. Another almost-active constraint is related to the riser buckling in Load Case B. 
Example 2
On the second example, the same data of example 1 is used, but the sea depth is increased to 3000m. Adaptive Penalty along with Ranking selection were applied. First, the problem was solved using the mono-objective formulation (w 1 = 1.0), aiming to minimize the composite section area. From the results presented in Table 4 , it is noted that the constraint related to the composite material strength is active in Load Case A, while the active constraint in load Case B is the one related to the steel-liner strength. Compared to Example 1, the solutions obtained here present higher values for riser thickness. Differently from the first Example, the constraint related to the riser buckling is not active and every optimum solution found has a different buckling Safety Factor. In order to search the riser with minimum section area and maximum buckling performance, the multiobjective formulation was used.
Comparing the solutions obtained by the mono and multiobjective formulation, the latter produces risers with higher buckling performance, even if both formulations give lam- inates with the same total thicknesses (32mm). All solutions obtained by the multiobjective formulation shows a slightly increase in the composite strength Safety Factor (1.50 to 1.51) and have its inner and outer layers made of 90
• to increase its collapse external pressure.
Example 3
On the third example, the same data of Example 1 is used, but the top-angle is increased from 20
• to 25
• . Adaptive Penalty along with Ranking selection were applied. Results are showed in Table 5 . The problem is solved by the mono and multiobjective formulation. Compared to Example 1, the solutions obtained here present higher values for riser thickness. Since the top tension increases with the catenary top angle, the higher axial force makes the composite failure constraint active for Load Case A. The solutions obtained by the multiobjective formulation exhibit a better performance in Load Case B, since all three Safety Factors show an increase in their values. 
CONCLUSIONS
This paper presented a methodology for optimization of composite catenary risers, using a Genetic Algorithm developed specially crafted for laminated structures. Different penalty methods and fitness functions were employed. For the studied cases, the penalty methods without control parameters were able to find optimum solutions. The use of Ranking led to a faster convergence than the Fitness Proportional Selection method. It was observed that for all cases, the constraint related to the composite strength Safety Factor was active in Load Case A. In Load Case B the composite strength Safety exhibited a high Safety Factor.
Several different composite risers with the same thickness different buckling pressures were obtained. So, a multiobjective formulation was used successful to achieve a riser with minimum thickess and maximum buckling pressuree. As expected, the solutions obtained by the multiobjective formulation exhibited a better perfomance to buckling.
