The daily activity of the fruit fly Drosophila is controlled by both a "morning" and an "evening" circadian clock. In this issue Stoleru et al. (2007) demonstrate that day length determines which clock dominates the neural circuitry governing circadian behavior. Thus, these findings suggest a mechanism by which the system for circadian timing adapts to changes in the seasons to impose appropriate rhythms of daily activity. 22 Cell 129, April 6, 2007 ©2007 Elsevier Inc. sic pace of the morning clocks. Thus, the morning clock is largely dominant over the evening clock, at least under the constant dark conditions examined.
Many animals have two daily peaks in activity, one in the morning and one in the evening. Despite seasonal changes in day length, activity generally begins to rise a little before sunrise and sunset, implicating the involvement of an endogenous timing mechanism that can "anticipate" environmental transitions. To account for this bimodal distribution of daily activity and its seasonal adaptation, a dual-oscillator model has been proposed, whereby independent but coupled morning and evening circadian clocks (with a periodicity of ?24 hrs) that have differential responses to light drive the dawn and dusk bouts of activity, respectively (Pittendrigh and Dann, 1976) . Despite the elegant formulations and preeminence of this model, very little is known about the identities of these putative morning and evening clocks, nor has it been clear how they communicate with each other. In this issue, Stoleru et al. (2007) describe a circadian neural network in the fruit fly Drosophila that adjusts to changes in day length. This network is comprised of two distinct cellular pacemakers (morning and evening), which have photosensitivities that are inherently different.
Drosophila melanogaster has a long track record in the study of circadian rhythms. Earlier studies using Drosophila began to unravel the identities of the morning and evening pacemakers and how they communicate. With regards to the rhythms of daily activity of this species, attention is mainly focused on the ?100-150 pacemaker neurons in the adult brain that are bilaterally clustered in six regional groups. These are the small and large ventral lateral neurons, the dorsolateral neurons, and three groups of dorsal neurons (DNs), the DN1s, DN2s, and DN3s. Irrespective of location, it is thought that all circadian clocks in Drosophila share the same core mechanism, whereby daily oscillations in the levels of the PERIOD (PER) protein are central to clock progression. Molecular rhythms in PER are synchronized to local time because a key partner, TIMELESS (TIM), is photosensitive. The photoreceptor CRYPTOCHROME (CRY) plays a major role in mediating the light-induced degradation of TIM and other photic responses related to circadian rhythms.
In 2004 two studies (Grima et al., 2004; Stoleru et al., 2004) showed that the small ventral lateral neurons drive the morning peak of activity and are necessary to maintain circadian rhythms in complete darkness. Although the identity of the evening oscillator(s) was not as well defined, all indications pointed to the involvement of the dorsolateral neurons and perhaps some dorsal neurons. Stoleru et al. (2004) also showed that the evening clocks (more precisely, a subset of "nonmorning" clocks) could not maintain rhythms for extended periods in the dark but were able to drive rhythms of activity in daily light-dark cycles. This provided a hint that evening clocks might be more dependent on light for functionality than morning clocks. Next, Stoleru et al. (2005) provided important insights into the coupling of the morning and evening pacemakers. To measure coupling in an intact cellular network, they devised an elegant experimental system in which tissue-specific promoters were used to selectively drive SHAGGY (SGG), a homolog of glycogen synthase kinase-3β, in either morning or evening clocks. The choice of SGG was based on prior work showing that overexpression of this kinase in clock cells speeds up the pace of the intracellular oscillation (Martinek et al., 2001) . The experimental logic is quite appealing; for example, if speeding up morning cells with SGG is also accompanied by faster evening clocks, it indicates that the pace of morning cells can govern how fast evening cells run. Indeed, in constant dark conditions, morning clocks accelerated by overexpression of SGG led to faster evening clocks and shorter periods of activity. However, the overexpression of SGG in evening clocks did not affect the timing of morning clocks nor the free-running period of the circadian network, which was set by the intrin-sic pace of the morning clocks. Thus, the morning clock is largely dominant over the evening clock, at least under the constant dark conditions examined.
In their current work Rosbash and coworkers (Stoleru et al., 2007) spice up their earlier findings with some "seasoning." They serendipitously noted that when sgg expression is driven in a majority of clock cells, the flies maintained rhythmic behavior under constant light. Normally, prolonged light renders flies arrhythmic, almost certainly because TIM levels remain constitutively low, arresting molecular rhythms. Mutant flies with severely impaired CRY function (cry b ) also exhibit persistent rhythmic activity in constant light (Emery et al., 2000) , and further analysis unexpectedly showed that CRY is likely the main target of SGG. A series of experiments suggested that SGG attenuates CRY activity resulting in elevated levels of TIM (and hence PER), enough to maintain molecular oscillations that can drive behavioral rhythms despite the constant presence of light. Stoleru et al. (2007) used cell-specific promoters in conjunction with an analysis of molecular cycling to show that the DN1s (or at least a subset) are likely the pacemaker neurons that account for behavioral rhythms observed in constant light when SGG or PER are overexpressed. Another group also recently reached similar conclusions about the DN1s in a screen for genes that when overexpressed in clock cells cause flies to exhibit behavioral rhythms in constant light (Murad et al., 2007) .
Thus, the small ventral lateral neurons sustain behavioral rhythms during prolonged darkness, whereas the genetically manipulated DN1s likely act in a similar manner during constant light. Returning to a more physiological context, will morning or evening clock dominance alternate as a function of day length? Indeed, in spectacular fashion, Stoleru et al. (2007) show that speeding up morning clocks accelerates evening clocks in short days but not long days. Conversely, speeding up evening clocks makes morning clocks run faster in long but not short days. Thus, the morning clocks dominate the circadian neural network when day lengths approximate autumn/winter, and dominance is gradually (or perhaps abruptly) transferred to the evening clocks as day length gets longer ( Figure 1 ). This provides a model whereby the differential photosensitivities of the two clocks enable them to dominate the circadian neural circuitry in a day length-specific manner, presumably imposing activity patterns appropriate for particular seasons. Based on the proximity of the dorsal neurons to the surface of the head and the more internal location of the small ventral lateral neurons, it is tempting to speculate that the anatomical positions of the morning and evening cells are related to their different photodependencies for functionality.
A key biological feature not yet accounted for in this model for morning-versus-evening dominance is that although morning clocks are advanced in long days, evening clocks are delayed (and vice versa on short days)-maintaining synchrony with sunrise and sunset, respectively. Recent work suggests that additional factors might need to be considered in the model, such as moonlight, retinal inputs, and the contributions of other putative evening cells (Bachleitner et al., 2007). Taking a different perspective, it is interesting to view the findings presented here within the context of Pittendrigh's amplitude model for seasonal adaptation (Pittendrigh et al., 1991) . It was proposed that clock amplitudes increase at higher latitudes, which would lower their relative photosensitivities, enabling them to oscillate even during very long days. Substitute "highamplitude clocks" with "relatively light-resistant evening clocks," and the suggestion is that evening cells are more dominant in the far north (or south). This could also explain why circadian rhythms in some high-latitude strains exhibit rapid damping in constant dark conditions (Pittendrigh et al., 1991) . Thus, a common foundation that might unite these seemingly disparate observations is the day length-dependent dominance of morning or evening cells presented here.
Despite the inevitable uncertainties and unresolved questions, Stoleru, Rosbash, and coworkers have identified clock cells that specifically dominate circadian behavior under prolonged day or night, suggesting that the evening and morning pacemakers are preferentially adapted to the external conditions provided by the sun and moon, respectively. An allusion to this dominance model can be found in the account of creation in Genesis, which states that the sun and moon were placed in the skies as a sign of daily and calendar time with "the sun to dominate the day and the moon to dominate the night." Work in Drosophila is poised to add new insights into the earthly perspectives of specialized dark-and light-adapted cellular clocks that follow the intricate daily and seasonal celestial dances of the sun and moon. The advent of technologies for homologous gene recombination ushered in a new era wherein complex behaviors in mammals could be investigated with finely detailed biochemical resolution. As reported in this issue, Sonenberg and colleagues used this approach to discover a critical molecular switch controlling whether behavioral experience triggers a lasting memory (Costa-Mattioli et al., 2007) .
Costa-Mattioli et al. (2007) investigated the regulation of protein translation and gene expression by eukaryotic Initiation Factor 2 α (eIF2α). As an initiation factor, eIF2α controls the overall rate of protein synthesis through its effects on the translation machinery. In performing this role, eIF2α unphosphorylated at serine-51 promotes general protein translation, whereas the phosphorylated form is associated with diminished overall translation. In addition to this general effect, eIF2α also controls the rate of translation of specific proteins, including that of the transcriptional repressor ATF4, an antagonist of CREB-mediated gene transcription. The effects of serine-51 phosphorylated eIF2α on ATF4 translation are the opposite of its effect on overall translation, that is, phosphorylated eIF2α increases ATF4 synthesis. The general and specific effects of eIF2α are compatible-decreasing the expression of a transcription repressor (ATF4) promotes gene transcription via CREB, and increased translation initiation promotes synthesis of protein from those transcripts.
The specific chemistry that Costa-Mattioli et al. (2007) investigated is dephosphorylation of eIF2α at amino acid 51, normally a serine. They used mice engineered to partially lose their capacity for eIF2α phosphorylation by replacing one copy of the eIF2α gene with a version that has an alanine at position 51, thereby eliminating the hydroxyl group required for the phosphorylation reaction (Scheuner et al., 2001) . The presence of this engineered gene product then partially mimics the presence of dephosphorylated eIF2α. Costa-Mattioli et al. (2007) studied this engineered animal and assessed its performance in a variety of complex behavioral tasks. They also complemented these studies pharmacologically by studying the effects of a drug (Sa1003) that directly blocks dephosphorylation of eIF2α. This approach allowed them to trigger accumulation of phosphoserine51 eIF2α and assess the effects of this manipulation.
Using these approaches, they discovered that phosphorylationdependent regulation of eIF2α is a critical hub for the control of synaptic plasticity and memory. Using an impressively broad approach, the group investigated hippocampal synaptic plasticity, associative fear conditioning, spatial learning and memory, and novel taste memory using their engineered animals. This approach assessed complex natural behaviors involving multiple sensory systems, which also involve diverse brain structures including the amygdala, hippocampus, and cerebral cortex. Their studies demonstrated the importance of eIF2α dephosphorylation in regulating memory formation across this wide
