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FOURIER-LAPLACE TRANSFORM OF
IRREDUCIBLE REGULAR DIFFERENTIAL SYSTEMS ON
THE RIEMANN SPHERE
CLAUDE SABBAH
A` la me´moire d’Andre¨ı Bolibroukh
Abstract. We show that the Fourier-Laplace transform of an irreducible reg-
ular differential system on the Riemann sphere underlies, when one only con-
siders the part at finite distance, a polarizable regular twistor D-module. The
associated holomorphic bundle out of the origin is therefore equipped with a
natural harmonic metric with a tame behaviour near the origin.
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2 C. SABBAH
Introduction
One of the important results of A. Bolibrukh was to give a positive answer to the
Riemann-Hilbert problem for semisimple1 linear representations of the fundamental
group of the complement of a finite set of points on the Riemann sphere. Similarly,
he proved that the Birkhoff problem has a positive answer when the corresponding
system of meromorphic linear differential equations is semisimple1, generalizing
previous results of W. Balser.
Both results can be stated in a similar way, by using the language of meromorphic
bundles on the Riemann sphere: let P = {p1, . . . , pr, pr+1 = ∞} be a non empty
finite set of points on P1 and letM be a free OP1(∗P )-module of finite rank, equipped
with a connection∇; assume that there exists a basis ofM in which, for i = 1, . . . , r,
the connection ∇ has Poincare´ rank mi > 0 at pi (i.e., the order of the pole of the
matrix of ∇ at pi is mi + 1); assume moreover that ∇ has a regular singularity
at ∞ (i.e., the coefficients in the given basis of horizontal sections are multivalued
holomorphic functions which grow at most polynomially at infinity); then, if (M,∇)
is irreducible (or semisimple), there exists a basis of M in which the Poincare´ rank
of ∇ at pi is mi (i = 1, . . . , r) and ∇ has at most a logarithmic pole at ∞ (i.e., ∇
has Poincare´ rank 0 at infinity).
After an easy preliminary reduction, the case where mi = 0 for all i corresponds
to the Riemann-Hilbert problem and the case where r = 1 to the Birkhoff problem.
Starting from a system of linear meromorphic differential equations having only
regular singularities — or more precisely from a regular holonomic D-module — on
the Riemann sphere, one obtains, by Fourier-Laplace transform, a new system, and
the Riemann-Hilbert problem for the original system transforms to the Birkhoff
problem for the new one. These problems (for a given system and its Fourier-
Laplace transform) are not directly related one to the other2 but, as one of both
systems is semisimple if and only if the other one is so, there is a common condition
under which both problems simultaneously have a positive answer.
Semisimple linear representations as above share another remarkable property:
on the associated flat bundle there exists a tame harmonic metric (cf. [9] or see be-
low). This can be expressed by using the language of polarized twistor D-modules
introduced in [8], extending a notion due to C. Simpson [11]: to such a representa-
tion is associated a unique — up to isomorphism — regular holonomic D-module
on the Riemann sphere, which has neither submodule nor quotient module sup-
ported at a point (cf. Lemma 1 below); the previous property can be expressed as
follows: this D-module underlies a polarizable regular twistor D-module, as defined
in loc. cit. (see below).
In this article, we analyze the behaviour of polarized regular twistor D-modules
on the Riemann sphere by Fourier-Laplace transform. However, we do not give any
information on the behaviour at infinity in the Fourier plane, where an irregular
singularity occurs.
It should be mentioned that, using different techniques, S. Szabo [12] has es-
tablished a perfect Fourier correspondence in a more general situation, where an
irregular singularity is allowed at infinity, but with some other more restrictive
assumptions.
We refer to [8] for the various results we use concerning polarizable twistor D-
modules.
1that is, direct sum of irreducible objects
2See, however, [7, § V.2.c].
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1. Statement of the results
We view the projective line X = P1 as the union of the two affine charts SpecC[t]
and SpecC[t′] with t′ = 1/t on the intersection, and we define∞ as the point where
t′ = 0. As above, let P = {p1, . . . , pr, pr+1 = ∞} be a finite set of r + 1 distinct
points in P1. Put X∗ = P1 r P .
Let (H,DV ) be a C
∞ vector bundle with a flat connection on X∗an. It is
holomorphic with respect to the (0, 1)-part D′′V and we put (V,∇) = (kerD
′′
V , D
′
V ).
The associated local system is L := ker
[
∇ : V → V ⊗OX∗an Ω
1
X∗an
]
. We denote by
Tj the local monodromy of this local system at each point pj of P , that we view as
an automorphism of the generic fibre L of L (or of H).
1.1. Fourier-Laplace transform of the flat bundle. The notion of Fourier-
Laplace transform is a priori neither defined for holomorphic bundles with connec-
tion on X∗ nor for holomorphic vector bundles on P1 equipped with a meromorphic
connection. It is defined for algebraic D-modules on the affine line A1 = P1r {∞}.
We denote by C[t]〈∂t〉 the Weyl algebra in dimension 1, that is, the quotient
of the free algebra generated by C[t] and C[∂t], by the relation [∂t, t] = 1 (see
e.g., [2, 5]). Let M be a holonomic C[t]〈∂t〉-module. We say that M is a minimal
extension if it has neither submodules nor quotient modules supported on some
point in A1. The following is well-known.
Lemma 1 (Riemann-Hilbert correspondence). The functor which associates to
any holonomic C[t]〈∂t〉-module having singularities at most at P its restriction to
X∗an induces an equivalence between the category of holonomic C[t]〈∂t〉-modules
which have regular singularities (included at infinity) and are a minimal extension
(morphisms being all morphisms of C[t]〈∂t〉-modules) and the category of flat holo-
morphic bundles on X∗an. 
Given a holomorphic bundle with connection (V,∇) onX∗an, we denote byM the
regular holonomic C[t]〈∂t〉-module associated to (V,∇) by Lemma 1. The Fourier-
Laplace transform M̂ of M is the C-vector spaceM equipped with an action of the
Weyl algebra C[τ ]〈∂τ 〉 in the variable τ defined by the formula
(1.1) τ ·m = ∂tm, ∂τm = −tm.
We will denote by X̂ = Â1 the affine line with coordinate τ and by P̂1 the cor-
responding projective line. It is known that M̂ has a single singularity at finite
distance, namely at τ = 0, which is regular. However, it has in general an irregular
singularity at τ =∞ (see e.g., [4] for general results on Fourier transform of holo-
nomic C[t]〈∂t〉-modules). We therefore get a holomorphic bundle with connection
(V̂ , ∇̂) on X̂∗ = Â1 r {0} = P̂1 r P̂ , where P̂ = {0,∞}. The associated flat C∞
bundle is denoted by (Ĥ,DbV ). However, M̂ , having an irregular singularity at
infinity, cannot be recovered from the only datum of (V̂ , ∇̂), in general.
Denote by d the rank of H . Let us indicate how to compute the rank d̂ of Ĥ . It
is known that, for any τo 6= 0, the C-linear morphism
M
∂t − τo−−−−−−→M,
is injective and that its cokernel is a finite dimensional vector space: this is the
fibre of V̂ at the point τo. Its dimension, which is the total number µ of “vanishing
cycles” of M at P r {∞} (i.e., the sum of multiplicities of the characteristic variety
of M along its components T ∗piX , see e.g., [4, § 4, p. 66]), is easily computed here
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by the formula (cf. [4, Prop. (1.5), p. 79])
(1.2) d̂ = µ = r · d− d1, r = cardP − 1, d1 :=
r∑
j=1
dimker(Tj − Id).
More precisely, C[τ, τ−1]⊗C[τ ] M̂ is a free C[τ, τ
−1]-module of rank µ.
1.2. Fourier-Laplace transform of an irreducible bundle with connection.
Assume now that (H,DV ), is irreducible, or, equivalently, that there is no nontrivial
subspace of L invariant under all Tj (j = 1, . . . , r+1). This is equivalent to saying
that the associated M is irreducible as a C[t]〈∂t〉-module (easy). This, in turn, is
equivalent to the irreducibility of M̂ (easier). However, M̂ being irregular at infinity,
this does not imply the irreducibility of (Ĥ,DbV ) (see below). The rank d̂ of Ĥ is
positive unless (V,∇) = (OX , d), as we assume irreducibility. In the following, we
implicitly assume that d̂ > 0.
The bundle (Ĥ,DbV ) is determined by its monodromy T̂0 around τ = 0. The
Jordan structure of T̂0 is determined by that of the monodromy T∞ of (H,DV )
around ∞ (we denote below by Aλ the restriction of the endomorphism A to the
generalized eigenspace corresponding to the eigenvalue λ): this is the content of the
following lemma, which can be deduced from Proposition 8.4.20 in [8].
Lemma 2. Assume that (H,DV ) is irreducible. Then,
(i) for any λ 6= 1, the Jordan structures of T̂0,λ and T∞,λ coincide;
(ii) any Jordan block of size k > 1 of T∞,1 gives rise to a Jordan block of size
k + 1 of T̂0,1.
(iii) The remaining Jordan blocks of T̂0,1 have size one. 
The semisimplicity of (Ĥ,DbV ) (decomposability as the direct sum of irreducible
bundles with connection) is equivalent to that of T̂0. This occurs (still assuming that
(H,DV ) is irreducible) if and only if T∞ is semisimple and 1 is not an eigenvalue
of T∞.
1.3. Fourier-Laplace transform of a bundle with connection and a Her-
mitian metric. We assume first that the monodromy representation associated
with the local system L = ker∇ is unitary. In other words, we assume that there
exists a DV -flat Hermitian metric h on H . In particular,
(i) the local system L is an orthogonal direct sum of irreducible local systems;
in the following, we will assume that it is irreducible; the case of the constant local
system of rank one being trivial, we will also assume that the local system L is not
constant.
(ii) the local monodromy Tj of the local system at each point pj of P , being
unitary, is semi-simple, its eigenvalues are roots of unity.
We may ask whether Ĥ comes equipped naturally with a Hermitian metric and
if this metric is DbV -flat or not. Notice that flatness would imply semisimplicity
and unitarity of the monodromy T̂0. Under the previous assumption, this holds if
and only of 1 is not an eigenvalue of T∞, by Lemma 2.
If we only assume that (H,DV ) is irreducible but not necessarily unitary, there
exists however, by [9], a unique tame harmonic Hermitian metric h on (H,DV ),
which is therefore the natural metric to consider. Such a metric also exists if
(H,DV ) semisimple, but may not be unique.
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Tame harmonic metric. Let us recall the definition of such a metric. We can fix
the choice of a metric connection on H , that we denote DE, by the following
constraint: if we put θE = DV −DE, that we decompose into its (1, 0) and (0, 1)
parts as θE = θ
′
E + θ
′′
E , then we impose that the h-adjoint of θ
′
E is θ
′′
E . As X has
dimension one, the bundle E = kerD′′E is holomorphic on X
∗an and θ′E satisfies the
Higgs condition θ′E ∧ θ
′
E = 0.
The triple (H,DV , h) (with DV flat) is said to be harmonic if the Higgs field is
holomorphic on E, that is, if θ′E : E → E ⊗OX∗an Ω
1
OX∗an
is holomorphic.
Following [9], we say that such a triple (H,DV , h) is tame if the eigenvalues of
the Higgs field (which are multivalued holomorphic one-forms), have pole of order
at most one at each point of P .
One may ask whether (Ĥ,DbV ) also carries such a harmonic metric, with a tame
behaviour at τ = 0. We give a positive answer in Corollary 1.
Twistor D-modules. We will use the language of twistor D-modules of [8], which
we refer to. Let us quickly recall some basic definitions.
We still denote by X the Riemann sphere and we put X = X × C, using the
coordinate z on the factor C. We will also denote by S the circle {|z| = 1}. We
denote by DX the sheaf of holomorphic differential operators on X and we consider
the sheaf RX on X of z-differential operators: in any local coordinate x on X ,
RX = OX〈ðx〉, with ðx = z∂x. In particular, we have DX = RX/(z − 1)RX.
We consider the category R- Triples(X) having objects of the form (M′,M′′, C),
where M′,M′′ are coherent RX-modules and C is a sesquilinear pairing between
them: for any zo in S, it is a pairing between M
′
zo and the conjugate of M
′′
−zo
taking values in the sheaf DbXR of distributions on X ; it has to be linear with
respect to the action of holomorphic differential operators on M′zo and that of
antiholomorphic differential operators on the conjugate of M′′−zo , both kinds of
differential operators acting naturally on distributions on X ; last, this pairing has
to be continuous with respect to z ∈ S. We will view C as a sesquilinear pairing
M′|S ⊗OX|S M
′′
|S → DbXR×S/S, where DbXR×S/S denotes the sheaf on X × S of
distributions which are continuous with respect to z ∈ S and where the conjugation
is opposite to the usual one on S (see [8, § 1.5.a]).
In [8] is defined a notion polarized regular twistor D-module of weight w ∈ Z
on X : such an object takes the form (T, S), where T = (M′,M′′, C) is as above
and S (called the polarization) consists of two isomorphisms M′′
∼
−→ M′. Some
axioms are required, that we do not recall here (cf. loc. cit., Chap. 4). In most
arguments, one is able to reduce to the case where the weight w is 0, M′ = M′′ and
both isomorphisms in S are equal to Id. We denote then such an object simply by
(M,M, C, Id) or even by (M,M, C).
Given such an object of weight 0, we obtain a DX -module by considering
M/(z − 1)M. Moreover, by restricting to X∗an, we obtain a holomorphic bundle V
with connection ∇. Last, the axioms imply that the sesquilinear pairing C allows
one to define a metric h on the C∞ bundle H associated with V and that this
metric is harmonic. The regularity assumption implies moreover that this metric
is tame. More precisely, using results of [9] and [1], we prove in [8, Chap. 5] that
the category of polarized regular twistor DX -modules is equivalent to that of tame
harmonic bundles (H,DV , h) on X
∗an with some parabolic structure (called “of
Deligne type” in loc. cit.). The latter category is shown to be equivalent to that of
semisimple bundles with flat connection (H,DV ) on X
∗an by C. Simpson in [9].
The Fourier-Laplace transform of an object (M′,M′′, C, S) is defined in [8, Chap-
ter 8] (see also below). It is a triple (M̂′, M̂′′, Ĉ, Ŝ) on Â1an × C. The main result
of this article is:
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Theorem 1. If (M,M, C, Id) is a polarized regular twistor DX-module of weight 0,
then (M̂, M̂, Ĉ, Id) a polarized regular twistor D-module of weight 0 on Â1an.
It is straightforward to extend this statement to polarized regular twistor D-
module of weight w. Notice that part of the theorem has yet been proved in
Theorem 8.4.1 of loc. cit., namely, the condition on nearby cycles at τ = 0. We
will therefore be mainly interested in the behaviour at τo with τo 6= 0. The “fibre”
at τ = τo 6= 0 of (M̂, M̂, Ĉ) is obtained from that at τ = 1 by a rescaling, that is,
by a preliminary change of variable t 7→ t/τo, as the kernel of the Fourier-Laplace
transform is e−tτ/z.
As a consequence, we get:
Corollary 1. If the flat bundle (H,DV ) is semisimple, the Fourier-Laplace trans-
form (Ĥ,DbV ) on X̂
∗ carries a harmonic metric with a tame behaviour at τ = 0.
2. Exponential twist of harmonic bundles and twistor D-modules
Let us recall a basic correspondence given in [8, § 8.1.b]. We keep notation of § 1
but we now fix τo = 1.
2.1. Exponential twist of smooth twistor structures. We start with
(H,h,DV ) on X
∗ and we rescale the metric h and twist the connection DV ,
defining thus
FDV = e
t ◦DV ◦ e
−t, i.e., FD′V = D
′
V − dt,
FD′′V = d
′′,
Fh = e2Re th.
Recall that, using definitions in [9, 10], if the triple (H,DV , h) is harmonic on
X∗, then so is the triple (H, FDV ,
Fh). The Higgs field is given by the formulas
Fθ′E = θ
′
E − dt,
Fθ′′E = θ
′′
E − dt,
and the Fh-metric connection FDE =
FD′E +
FD′′E by
FDE = e
−t ◦DE ◦ e
t, i.e., FD′E = D
′
E ,
FD′′E = D
′′
E + dt.
The exponential twist exists at the level of smooth twistor structures. As in [8],
we denote by C∞,an
X∗
the sheaf on X∗ of C∞ functions which are holomorphic with
respect to z. Consider the C∞,an
X∗
-module3 Han = C∞,an
X∗
⊗π−1C∞
X∗
π−1H , equipped
with the d′′ operator
(2.1) FD′′z =
FD′′E + z
Fθ′′E = D
′′
z + (1− z)dt.
We get a holomorphic subbundle FH′ = ker FD′′z ⊂ H
an equipped with a z-
connection FD′z = z
FD′E +
Fθ′E = D
′
z − dt. We put
F
Dz =
F
D
′
z +
F
D
′′
z = Dz − dt+ (1 − z)dt.
Moreover, if π : X∗ = X∗ × C → X∗ denotes the natural projection, Han can be
equipped with the metric π∗h or the metric π∗Fh. These metrics are constant with
respect to z. We will also consider the metric e2Re(zt)π∗h, which varies with z.
We have an isomorphism of locally free C∞,an
X∗
-modules with metric and z-conn-
ection:
(2.2) (Han, π∗Fh, FDz)
· e(1−z)t
−−−−−−−−→ (Han, e2Re(zt)π∗h,Dz − dt).
This isomorphism sends the holomorphic subbundle FH′ to H′ = kerD′′z .
3In [8], this module is denoted by H; here, we stress upon the analytic dependence on z.
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It will also be useful to have a model where the metric is π∗h. This model is
defined on the sheaf C∞
X∗
and not on C∞,an
X∗
. Put H = C∞
X∗
⊗π−1C∞
X∗
π−1H . We have
an isomorphism
(2.3) (H, π∗Fh, FDz)
· et−2i Im(zt)
−−−−−−−−−−−→ (H, π∗h,Dz − (1 + |z|
2)dt).
This isomorphism is not defined over C∞,an
X∗
.
2.2. Exponential twist in R-Triples(X∗). Recall the following definitions (cf. [8,
§ 8.1.a]). LetM be a left RX-module, i.e., a OX-module with a flat relative meromor-
phic connection∇X/C (relative is with respect to z, that is, there is no differentiation
with respect to z). Denote by Mloc the localized module along P , that is, Mloc =
OX[∗(P ×C)]⊗OX M. The twisted RX-module
FMloc = Mloc ⊗ E
−t/z is defined as
the OX-module Mloc equipped with the twisted connection e
t/z ◦ ∇X/C ◦ e
−t/z.
Let C : M′|S ⊗OX|S M
′′
|S → DbXR×S/S be a sesquilinear pairing. If the restriction
of (M′,M′′, C) to X∗ is a smooth twistor structure, the restriction to X∗ × S of
C takes values in C∞,an
X∗
and the extension Cloc of C to M
′
loc|S ⊗OX|S M
′′
loc|S takes
values in the extension of C∞,an
X∗
made of functions on X∗ which can be extended as
distributions which are continuous relatively to z ∈ S. Moreover, if we assume that
(M′,M′′, C) underlies a polarized regular twistor D-module, then, using [8, (5.3.3)],
we obtain that Cloc takes values in the extension of C
∞,an
X∗
made of functions on X∗
which have moderate growth near each puncture P , locally uniformly with respect
to z ∈ S.
Notice that, for z ∈ S, zt− t/z is purely imaginary. Then, under the previous
assumption, FCloc := exp(zt − t/z)Cloc is a sesquilinear pairing on
FM′loc|S ⊗OX|S
FM′′loc|S, taking values in the same sheaf of functions with moderate growth.
To a harmonic bundle (H,h,DV ) on X
∗ is attached the smooth twistor structure
(H′,H′, π∗h
H′
|S
⊗H′
|S
), where H′ ⊂ Han is kerD′′z equipped with the RX∗ -structure
given by the z-connection D′z.
It can be exponentially twisted as an object of R- Triples(X∗): the result is
(H′,H′, exp(zt − t/z)π∗h
H′
|S
⊗H′
|S
), where H′ is equipped with the RX∗ -structure
given by the z-connection D′z − dt.
The isomorphism (2.2) identifies it with the smooth twistor structure attached
to (H, Fh, FDV ) (cf. [8, Lemma 8.1.2]).
2.3. Exponential twist in R-Triples(X). LetM be a left RX-module. Denote by
M˜ its localization at infinity only. Then FM is defined as the twisted RX-module
M˜ ⊗ E−t/z (the definition of the RX-structure is as above). In particular,
FM is
localized at ∞ and FMloc is the localization of
FM at P r {∞}. We know (cf. [8,
Prop. 8.3.1(i)]) that, under some condition on M near ∞, the RX-module
FM is
coherent. Such a condition is satisfied when M comes from a (polarized) regular
twistor D-module on X .
Given a (polarized) regular twistor D-module (M′,M′′, C) on X , the definition
of the sesquilinear pairing FC on FM′|S⊗OX|S
FM′′|S with values in DbXR×S/S needs
some care, as it consists in defining a lifting to distributions on X of the localized
distribution (or C∞ function with moderate growth) FCloc. In loc. cit., one first
defines FC on the total exponential twist FM′|S⊗
FM′′|S (where one does not forget the
variable τ); the module FM is viewed as the specialization at τ = 1 of FM; then FC
is defined as the specialization (by means of Mellin transform) of FC.
2.4. Restriction to z = zo. Let us analyze the behaviour of the previous con-
structions with respect to restriction to z = zo.
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The restriction to z = zo of (H
an, π∗Fh, FDz) is the bundle H equipped with
the metric Fh and the zo-connection
FDzo . The isomorphism (2.2) specializes to an
isomorphism
(2.4) (H, Fh, FDzo)
· e(1−zo)t
−−−−−−−−→ (H, e2Re(zot)h,Dzo − dt)
and (2.3) specializes to
(2.5) (H, Fh, FDzo)
· et−2i Im(zot)
−−−−−−−−−−−→ (H,h,Dzo − (1 + |zo|
2
)dt).
On the other hand, by flatness of OX[∗(P ×C)] (or OX[∗({∞}×C)]) over OX, if
M is a strict RX-module (that is, it has no OC-torsion), then so is its localization
Mloc or M˜. If we put Mzo = M/(z − zo)M, then the localization loc or ˜ of Mzo is
the restriction to z = zo of the corresponding localization of M.
Define FMzo as M˜zo⊗E
−t/zo if zo 6= 0 (i.e., we twist the zo-connection by adding
−dt) and as M˜0 with Higgs field obtained by adding −dt if zo = 0. Then, if M is
strict, we have FMzo =
FM/(z − zo)
FM and FMzo,loc =
FMloc/(z − zo)
FMloc.
3. Proof of Theorem 1
Let (T, S) be a polarized regular twistor D-module of weight 0 on P1 (i.e., an
object of MT(r)(P1, w)(p), cf. [8]). We can assume that it takes the form T =
(M,M, C) and S = (Id, Id). Its restriction to X∗ corresponds to a harmonic bundle
(H,h,DV ). Taking notation of (1.2), we will prove in this section:
Proposition 1. The complex RΓ(X,DR FM) has cohomology in degree 0 at most,
and its nonzero cohomology is a locally free OC-module of finite rank d̂.
3.1. Proof of Theorem 1. Recall (cf. [8, Chap. 8]) that we set M˜ = OX(∗∞)⊗OX
M and, if p : X × X̂ × C → X × C = X and p̂ : X × X̂ × C → X̂ × C = X̂ denote
the projections, and if ⊗ E−tτ/z denotes the exponential twist of the R-structure,
we define
M̂ := p̂+p
+(M˜⊗ E−tτ/z) = p̂0+p
+(M˜⊗ E−tτ/z) := p̂0+
F
M.
The sesquilinear pairing FC on FM|S ⊗ FM|S is defined in loc. cit., and we put Ĉ =
p̂0+
FC.
(i) It follows from [8, Th. 8.4.1] that, along τ = 0, all the necessary conditions
for being a polarized regular twistor D-module (cf. [8, Def. 4.1.2]) are satisfied.
(ii) Now, the main question concerns the behaviour of M̂ out of τ = 0. Fix
τo 6= 0 in X̂. Recall ([8, Prop. 8.3.1(i)]) that M˜ ⊗ E
−tτo/z is RX-good. It will be
enough, in fact, to take τ0 = 1, using an obvious homogeneity argument. We denote
by FM the RX-module M˜⊗ E
−t/z .
(iii) From Proposition 1 (which holds for any τo 6= 0), as
FM is regular and
strictly specializable along τ = τo and according to [8] (Proposition 8.3.1(ii) and
(iii), Theorem 3.1.8 and § 3.1.d), we obtain:
Corollary 2. For any τo 6= 0, M̂ is strictly specializable and regular along τ = τo
and we have, for any α ∈ C,
ψτ−τo,αM̂ =
{
0 if α 6∈ −N∗,
R
0Γ(X,DR M˜⊗ E−tτo/z) if α ∈ −N∗.
(iv) This corollary implies that, near any τo 6= 0, M̂ is equal to the level −1 of
its V -filtration along τ = τo. By regularity, M̂ is therefore ObX-coherent and, as
dim M̂/(τ − τo)M̂ = dimψτ−τo,αM̂ = d̂ is independent of τo 6= 0, M̂ is ObX-locally
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free of rank d̂ out of τ = 0. Its characteristic variety in T ∗(X̂ r {0})× C is equal
to zero section× C, and its characteristic variety in T ∗(X̂)× C is contained in(
zero section ∪ T ∗0 X̂
)
× C,
so M̂ is holonomic (cf. [8, Def. 1.2.4]). The corollary also implies that S-decom-
posability is trivially satisfied near τo 6= 0. We have obtained therefore Condition
(HSD) of [8, Def. 4.1.2].
(v) At this step, we know that M̂ is ObX-locally free of finite rank out of τ = 0. It
follows (cf. [8, Lemma 1.5.3]) that, on this domain, (M̂, M̂, Ĉ) is a smooth object of
R- Triples(X̂∗). We wish to show that Ĉ defines, by gluing, a family parametrized
by X̂∗ of trivial vector bundles on P1, coming from a C∞ vector bundle Ĥ on X̂∗
equipped with a Hermitian metric ĥ by the correspondence of [8, Lemma 2.2.2]. By
this construction, the metric will be harmonic. By a simple homogeneity argument
with respect to τ , it is enough to prove this property in some neighbourhood of
τ = 0, that we still denote by X̂∗.
As we know, by [8, Theorem 8.4.1], that the twistor properties are satisfied
along τ = 0 by T̂ = (M̂, M̂, Ĉ) equipped with the polarization Ŝ = (Id, Id), we can
apply the argument given in [8, §§ 5.4.c–5.4.e] to get the twistor property and the
polarizability in some neighbourhood of τ = 0. 
We will now prove Proposition 1. As FM is a good RX-module, we a priori
know that the cohomology of RΓ(X,DR FM) is OC-coherent. It is then enough
to prove that, for any zo ∈ C, the complex RΓ(X,DR
FMzo) has cohomology in
degree 0 only, and that the dimension of H0(X,DR FMzo) is d̂ (let us recall that
FMzo =
FM/(z − zo)
FM).
As in [13], we will identify the complex DR FMzo with a L
2 complex. This
identification is local on X . The L2 cohomology on X is then obtained by L2-
Hodge theory. That the dimension of H•(X,DR FMzo) is independent of zo will
follow from the independence of the corresponding Laplacian with respect to zo (an
argument which comes from [10]).
3.2. The meromorphic L2 de Rham and Dolbeault complexes. In order to
give a common proof whether zo = 0 or not, it will be convenient to consider the
twisted module FMzo ⊗ E
−c(zo)t, where c(zo) denotes the usual conjugate of zo, so
that |zo|
2
= zoc(zo) (we keep the more traditional notation zo for the “geometric
conjugate” −1/zo). In other words,
F
Mzo ⊗ E
−c(zo)t is nothing but M˜zo as a OX-
module, equipped with the twisted zo-connection D
′
zo − (1 + |zo|
2
)dt.
Recall that we denote by FMloc,zo the localized module of
FMzo at all points of P
(but∞ is unnecessary as FMzo is yet localized at∞). We consider the meromorphic
L2 complex DR(FMloc,zo ⊗ E
−c(zo)t)(2) obtained by taking sections of Mloc,zo or
Mloc,zo ⊗ Ω
1
X which are locally L
2, as well as their image by D′zo − (1 + |zo|
2)dt,
when one takes the metric h on the restriction Vzo of Mloc,zo to X
∗an (Vzo is the
holomorphic subbundle of H defined by the d′′ operator D′′zo = D
′′
V + (zo − 1)θ
′′
E)
and a metric locally equivalent to the Poincare´ metric near each puncture P on X∗.
We have a natural morphism
DR(FMloc,zo ⊗ E
−c(zo)t)(2) −→ DR(
F
Mzo ⊗ E
−c(zo)t).
Indeed, out of ∞, this was explained in [8, § 6.2.a] (as the terms of the left-hand
complex are not evidently contained in the corresponding terms of the right-hand
one). Near ∞, the inclusion is clear, as FMzo is equal there to
FMloc,zo .
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Lemma 3. The natural morphism DR(FMloc,zo ⊗ E
−c(zo)t)(2) → DR(
FMzo ⊗
E−c(zo)t) is a quasi-isomorphism.
Proof. This was proved in loc. cit., Prop. 6.2.4, out of ∞. We therefore consider
the situation near ∞, with local coordinate t′ and we forget the index “loc”, as
FMzo is equal to its localized module near t
′ = 0.
By the regularity assumption of M near ∞, we know that there exists a
local meromorphic basis e(zo) of M˜zo in which the matrix of D
′
zo has a simple
pole at t′ = 0 (cf. [8, Formula (5.3.7)]). By considering the maximal order
of the poles of the coefficients of a section of M˜zo on the basis e
(zo), and
according to the term (1 + |zo|
2
)dt′/t′2 in the zo-connection, one obtains that
H−1
(
DR(FMzo ⊗ E
−c(zo)t)
)
= 0, hence also H−1
(
DR(FMzo ⊗ E
−c(zo)t)(2)
)
= 0.
On the other hand, by the same reasoning, any local section at t′ = 0 of M˜zo ⊗
Ω1X with maximum order of pole equal to k is equivalent, modulo the image of
D′zo + (1 + |zo|
2
)dt′/t′2, to a section having a pole of maximum order 6 k − 1.
Iterating this process, and according to the moderate behaviour of the h-norm of
each element of the basis e(zo), we see that such a section is equivalent to a section
of M˜zo ⊗ Ω
1
X which is L
2 with respect to the metric h, or equivalently that
H0
(
DR(FMzo ⊗ E
−c(zo)t)(2)
)
−→ H0
(
DR(FMzo ⊗ E
−c(zo)t)
)
is onto.
Last, given a local section of M˜zo ⊗ Ω
1
X
which which L2 (with respect to the
metric h) and is in
(
D′zo − (1 + |zo|
2
)
)
M˜zo , the same kind of argument shows that
it is in the image of a L2 section of M˜zo ; equivalently,
H0
(
DR(FMloc,zo ⊗ E
−c(zo)t)(2)
)
−→ H0
(
DR(FMloc,zo ⊗ E
−c(zo)t)
)
is injective. 
3.3. The L2 de Rham-Dolbeault Lemma. We consider the C∞ bundle H ,
equipped with the metric h and with the zo-connection Dzo − (1+ |zo|
2
)dt, that we
denote below by D˜zo for simplicity, and the associated L
2 complex L•(2)(H,h, D˜zo).
In particular, one can notice that the d′′-operator is D′′zo , the corresponding holo-
morphic subbundle is Vzo , and the extension of this holomorphic subbundle obtained
by considering sections, the h-norm of which has moderate growth, isMloc,zo (cf. [8,
Cor. 5.3.1(1)]).
The “holomorphic”L2 subcomplex is the following subcomplex of the L2 complex
L
•
(2)(H,h, D˜zo):
(3.1) 0 −→ kerD′′(0)zo
D˜′zo−−−−→ kerD′′(1)zo ∩L
(1,0)
(2) (H,h,D
′′
zo) −→ 0,
where we denote by D
′′(k)
zo the action of D
′′
zo on L
k
(2)(H,h,D
′′
zo). Our aim in this
paragraph is to prove:
Lemma 4 (L2 de Rham-Dolbeault Lemma). Assume that (H,h,DV ) is a tame
harmonic bundle on X∗an. Then, the inclusion of the holomorphic L2 subcomplex
(3.1) in L•(2)(H,h, D˜zo) is a quasi-isomorphism.
The proof will be analogous to the proof of the Dolbeault Lemma in [13] and
will be parallel to that of Theorem 6.2.5 in [8], which we constantly refer to. As
above, we will work near ∞, as the result out of ∞ is given by §§ 6.2.d and 6.2.e of
loc. cit.
In the definition of the L2 complex, the L2 condition on sections is the same as in
loc. cit., as well as the action of the anti-holomorphic part of the connection. The
FOURIER-LAPLACE TRANSFORM 11
L2 condition on the derivative of sections is changed. The new term (1+|zo|
2
)dt′/t′2
in the holomorphic part of the connection will make proofs easier.
We use polar coordinates: t′ = reiθ. Let us first recall some notation of loc. cit.
Near t′ = 0, the bundle H is equipped with a D′′zo-holomorphic basis e
′(zo). The
h-norm of the elements in this basis has moderate growth near t′ = 0. We denote
them by e
′(zo)
β,ℓ,k, where β = β
′ + iβ′′ runs in a finite set of complex numbers with
real part β′ in [0, 1[, ℓ is an integer (the weight of the element) and k is an index
used to distinguish the various elements having the same β and ℓ. In such a basis,
the matrix of D′zo is written Θ
′
zo. It is decomposed as Θ
′
zo,diag
+Θ′zo,nilp, with
Θ′zo,diag = ⊕β(qβ,ζo + β) ⋆ z Id
dt′
t′
Θ′zo,nilp =
[
Y+ P (t, z)
]dt′
t′
,
with Y = (⊕βYβ), and qβ,ζo is an integer chosen such that, denoting by ζo the
imaginary part of zo, the number ℓzo(qβ,ζo+β) := qβ,ζo+β
′−ζoβ
′′ belongs to [0, 1[.
The numbering of the basis is such that we have, for any ℓ, k, Y(e
′(zo)
β,ℓ,k) = e
′(zo)
β,ℓ−2,k
and a formula for P (t, zo) is given by (6.2.7) in loc. cit.
Recall that we denote D˜zo = Dzo+(1+|zo|
2
)dt′/t′2. Then, with obvious notation,
Θ˜′zo,nilp = Θ
′
zo,nilp
and Θ˜′zo,diag = Θ
′
zo,diag
+ (1 + |zo|
2
) Id dt′/t′2.
Vanishing of H2. First, Lemma 6.2.11 of [8], with a fixed value z = zo, applies here
without any modification. We are therefore led to proving that, if for any β with
ℓzo(qβ,ζo + β) = 0 and any ℓ 6 −1 (in fact, ℓ = −1 would suffice as z is fixed to zo
here), f(r)e′β,ℓ,k
dt′
t′ ∧
dt′
t′
is a local section of L2(2)(H), then it belongs to the image
of D˜zo .
Remark that
D˜zo
(
t′f(r)e′β,ℓ,k
(
zo
dt′
t′
+
dt′
t′
))
=
(
1 + |zo|
2 + zo + (β ⋆ zo)t
′
)
f(r)e′β,ℓ,k
dt′
t′
∧
dt′
t′
+ Θ′zo,nilp
(
t′f(r)e′β,ℓ,k
(
zo
dt′
t′
+
dt′
t′
))
.
As in loc. cit., the last term is easily seen to be L2 and, because of the factor t′,
is in the image of D˜′′zo = D
′′
zo by Lemma 6.2.11 of [8]. For the same reason, the
part which is multiple of t′ in the middle term is in the image of D′′zo . Both are
therefore in the image of D˜zo . To conclude, it remains to notice that the constant
1 + |zo|
2
+ zo cannot be equal to 0. 
Computation of H1. From the previous result, the L2-complex L•(2)(H,h, D˜zo) is
quasi-isomorphic to its subcomplex
0 −→ L0(2)(H,h, D˜zo)
D˜zo−−−−→ ker D˜(1)zo −→ 0.
We will now show the analogue of Lemma 6.2.13 in [8]. That is, we will show that
any local section ψ dt/t+ϕdt/t of ker D˜
(1)
zo ⊂ L
1
(2)(H,h, D˜zo) can be written as the
sum of a term in Im D˜zo and a term in L
(1,0)
(2) (H,h) ∩ ker D˜
(1)
zo .
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The first part of the proof of Lemma 6.2.13 in loc. cit. applies similarly to the
present situation, and reduces the proof to the case where we start with a local sec-
tion ω = ψdt′/t′+ϕdt′/t′ of ker D˜
(1)
zo , with ϕ =
∑
β,ℓ,k ϕβ,ℓ,k(r)e
′(zo)
β,ℓ,k and satisfying
D˜zoω = 0.
We consider then the component on e−iθe
′(zo)
β,ℓ,k
dt′
t′ ∧
dt′
t′
of the relation
D′′zo(ψdt
′/t′) + D˜′zo(ϕdt
′/t′) = 0. Denoting by ψβ,ℓ,k;−1(r) the component on e
−iθ
in the Fourier expansion of ψβ,ℓ,k, we get, for any β, ℓ, k,
ϕβ,ℓ,k(r)e
′(zo)
β,ℓ,k
dt′
t′
=
1
2
r(r∂r − 1)ψβ,ℓ,k;−1(r)e
′(zo)
β,ℓ,k
dt′
t′
= D′′zo
(
re−2iθψβ,ℓ,k;−1(r)e
′(zo)
β,ℓ,k
)
.
As ψdt′/t′ is L2, it follows that rψ is L2, and that D˜′0
(
re−2iθψβ,ℓ,k;−1e
′(zo)
β,ℓ,k) is
also L2.
This computation shows that ω is equivalent, modulo Im D˜zo , to a (1, 0)-section
which is L2, and which is in ker D˜
(1)
zo (because D˜zoω = 0), as wanted. 
3.4. End of the proof of Proposition 1. We argue in four steps.
(i) Arguing exactly as in [8, § 6.2.f], we show that the “holomorphic” L2 complex
(3.1) is equal to its subcomplex DR(FMloc,zo ⊗ E
−c(zo)t)(2). By coherence, the
hypercohomology of DR(FMzo ⊗ E
−c(zo)t) is finite dimensional. By Lemma 3 and
by the argument above, so is the hypercohomology of the holomorphic L2 complex
(3.1).
(ii) From Lemma 4 and the previous result, we conclude that the cohomology
of Γ
(
X,L•(2)(H,h, D˜zo)
)
is finite dimensional. According to the isometry (2.5),
the cohomology of Γ
(
X,L•(2)(H,
Fh, FDzo)
)
is finite dimensional. We can therefore
apply Hodge Theory to this L2 cohomology. The corresponding space of harmonic
k-forms (k = 0, 1, 2) is finite dimensional, and its dimension does not depend on zo,
as the Laplacian of FDzo with respect to the metric
Fh is essentially independent
of zo, due to the harmonicity property of the triple (H,
Fh, FDV ).
(iii) Going in the reverse direction, we see that the dimension of the space
H
k
(
X,DR(FMzo⊗E
−c(zo)t)
)
(k = −1, 0, 1) is independent of zo. If zo = 1, there is
cohomology in degree 0 only (this is well-known for a regular holonomicDX -module
twisted by an exponential eλt, with λ ∈ C∗). This is therefore true for any zo, and
moreover the dimension of H0 is independent of zo.
(iv) It remains to remark that the hypercohomologies of DR(FMzo ⊗ E
−c(zo)t)
and DR(FMzo) have the same dimension. This is clear if zo = 0 as both objects are
equal. On the other hand, if zo 6= 0, we are reduced to a question on DX -modules.
Working algebraically, we are reduced to proving that, given a regular holonomic
C[t]〈∂t〉-module, the dimension of the cokernel of
∂t − λ :M −→M
does not depend on λ ∈ C∗. This is a follows from the regularity ofM at infinity. 
Remark 1. It would have been possible to give a different proof of Proposition 1
when zo 6= 0, by using the zo-connection Dzo − dt on H with the metric e
2Re(zot)h.
This proof would be analogous to that of [6]4 and we would use the isometry (2.4)
instead of (2.5). Nevertheless, the intermediate steps would be different, as the
4Let us take this opportunity to correct a minor mistake in [6]: on page 1283, the inequality isZ r1
ρ
r2β |log r|k−2 ψ(r)
dr
r
6 ρ2β |log ρ|k−2 ψ(ρ)(|log ρ| − |log r1|)
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analogue of Lemma 3, where the L2 condition is taken with respect to the metric
e2Re(zot)h, is not true. One has to work, as in [6], in the space obtained from X
by a real blowing-up at infinity. The comparison between various complexes has to
be made on this space. However, such a proof does not seem to extend to zo = 0.
This is why it is not developed here.
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Erratum to “Fourier-Laplace transform of irreducible regular
differential systems on the Riemann sphere”
There* are two mistakes in the proof of Theorem 1 above:
(i) In § 3.1, point 5, we assert:
“By simple homogeneity considerations with respect to τ , it suffices to prove the
property in the neighbourhood of τ = 0.”
It happens that homogeneity does not lead to such a statement. One has to
prove the twistor property for the pairing Ĉ at any τo 6= 0. While the proof given
above holds for |τo| small enough by an argument of degeneration, we will give in
§ 2 a proof for any fixed τo and it is enough for such a proof to give the argument
when τo = 1.
(ii) In the proof of Lemma 4 (a main tool for Proposition 1), the computation
of H1 cannot follow the same lines as Lemma 6.2.13 in [8], since this lemma con-
tained a mistake (which has can easily be corrected in the tame case of [8], but not
in the present context). We will instead use the argument indicated in Remark 1
above.
In this erratum, we correct these two points. The correction for (ii) is given in
§ 1 and that for (i) in § 2.
and the constant C is bounded by 4 |log r1|
−1 < +∞. Similarly, on page 1284, ℓ. 5, the constant
C is bounded by 4κ(ε) |log r1|
−1 < +∞.
*This erratum was written in may 2007.
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Acknowledgements. I gratefully thank the referee of [7] for having pointed out these
mistakes and for having given a suggestion for their correction. In particular,
Lemma 9 is due to him.
1. Correction of the proof of Proposition 1
The proof of Proposition 1 follows the same lines as in § 3.4 above once we have
proved the lemma below. Nevertheless, instead of using the isometry (2.5), we will
use (2.4) of loc. cit. In order to simplify the notation, we will set in the following
D˜z = Dz − dt (take care that this does not correspond to the notation above) and
hz = e
2Re ztπ∗h, in particular, hzo = e
2Re zoth.
Lemma 1. For any zo ∈ Ω0, there is an isomorphism in the derived category
Db(CP1):
DR(FMzo) ≃ L
1+•
(2) (H,hzo , D˜zo).
Let us quickly recall the notation used above, after [8]. We denote by Ω0 the com-
plex line with coordinate z (or an open neighbourhood of the closed disc |z| 6 1).
If X is a complex manifold (here, X = P1 or X is a disc), then X = X × Ω0 (e.g.,
P1 = P1×Ω0) and π : X→ X denotes the projection. We will denote by p : X→ Ω0
the other projection. We also set L(t) =
∣∣ log |t|2∣∣.
Proof of Lemma 1. We will distinguish whether zo = 0 or not. When zo = 0 we
continue using Lemma 4 (Dolbeault Lemma) above as it stands (with the supple-
mentary assumption that zo = 0), corrected as in § 1.1 below. It says that the
natural inclusion DR(FM0)(2) →֒ L
1+•
(2) (H,h, D˜0) is a quasi-isomorphism. We then
use Lemma 3 of above to conclude.
When zo 6= 0, we will change the argument, and use that indicated in Remark 1
above. This will be done in § 1.2 below. 
1.1. The Dolbeault lemma. We correct the statement given on page 12, line 4
above (page 1178, line 1 of the published version) when zo = 0. Let ω = ψ
dt′
t′
+ϕ
dt′
t′
be in ker D˜
(1)
0 . We wish to prove that, modulo the image by D˜0 of L
0
(2)(H,h, D˜0),
we can reduce ϕ to be as written in page 12, line 7 above (page 1178, line 3
of the published version). Expanding ω on the basis (e
′(0)
β,ℓ,k), the L
2 condition
reads: |t′|β
′
L(t′)ℓ/2 |ψβ,ℓ,k| and |t
′|β
′
L(t′)ℓ/2 |ϕβ,ℓ,k| belong to L
2(dθ dr/r). Then
D˜
(1)
0 ω = 0 reads, setting β = β
′ + iβ′′ and α(t′) = 1/(1 + iβ′′t′/2),
−t′∂t′ψβ,ℓ,k +
1
α(t′)t′
ϕβ,ℓ,k + ξβ,ℓ,k = 0,
with ξ =
∑
ξβ,ℓ,ke
′(0)
β,ℓ,k defined by ξ
dt′
t′
∧
dt′
t′
= Θ′0,nilpϕ. It follows that
ϕβ,ℓ,k = t′∂t′(α(t
′)t′ψβ,ℓ,k)− α(t
′)t′ξβ,ℓ,k.
Firstly, |t′|β
′
L(t′)−1+ℓ/2 |t′ψβ,ℓ,k| clearly belongs to L
2(dθ dr/r), hence on the one
hand, t′ψβ,ℓ,ke
′(0)
β,ℓ,k is a section of L
0
(2)(H,h). On the other hand,
Θ′0(α(t
′)t′ψβ,ℓ,ke
′(0)
β,ℓ,k) = ψβ,ℓ,ke
′(0)
β,ℓ,k
dt′
t′
+Θ′0,nilp(α(t
′)t′ψβ,ℓ,ke
′(0)
β,ℓ,k).
As we know that Θ′0,nilp is bounded with respect to the L
2 norms, it follows that
the left-hand term is a section of L
(1,0)
(2) (H,h). We conclude that D˜0(α(t
′)t′ψ) is L2
and that the (0, 1)-part of ω − D˜0(α(t
′)t′ψ) is equal to −α(t′)t′ξdt′/t′.
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Secondly, by the property of Θ′0,nilp, we find that |t
′|β
′
L(t′)1+ℓ/2 |ξβ,ℓ,k| also
belongs to L2(dθ dr/r). Let us now argue as in [8, Lemma 6.2.11]. We expand ξβ,ℓ,k
as a Fourier series
∑
n ξβ,ℓ,k,n(r)e
inθ with r = |t′|, and set ξβ,ℓ,k, 6=0 = ξβ,ℓ,k−ξβ,ℓ,k,0.
We then find that it is possible to solve t′∂t′ηβ,ℓ,k, 6=0 = ξβ,ℓ,k, 6=0 with ηβ,ℓ,k, 6=0 being
a local section of L0(2)(H,h). As above, we then show that Θ
′
0(α(t
′)t′ηβ,ℓ,k, 6=0e
′(0)
β,ℓ,k)
is a section of L
(1,0)
(2) (H,h).
We finally conclude that ω − D˜0[α(t
′)t′(ψ − η6=0)] satisfies the desired property.
1.2. The Poincare´ lemma. We will now give the proof of Lemma 1 when zo 6= 0,
a condition that we assume to hold for the remaining of this subsection.
Reduction of the proof of Lemma 1 to local statements when zo 6= 0. We will first
work with the metric h (and not hzo). We denote by
FMzo,loc the localization of
FMzo at the singularities P (note that, at infinity,
FMzo is yet equal to its localized
module) and by DR(FMzo,loc)(2),h the meromorphic L
2 de Rham complex, which
is a subcomplex of DR FMzo,loc. In fact, it is a subcomplex of DR
FMzo : at finite
distance, this is [8, Prop. 6.2.4] and at infinity this is clear. The argument of
Lemma 3 above gives:
Lemma 2. The inclusion of complexes DR(FMzo,loc)(2),h →֒ DR
FMzo is a quasi-
isomorphism. 
On the other hand, by definition, DR(FMzo,loc)(2),h is a sub-complex of the
L2 complex L1+
•
(2) (H,h, D˜zo) and, according to [8, Th. 6.2.5], the inclusion is a
quasi-isomorphism at finite distance. Lemma 1 now follows from the following two
statements:
(1.1) The natural inclusion DR(FMzo,loc)(2),h →֒ L
1+•
(2) (H,h, D˜zo) is a quasi-
isomorphism near ∞.
(1.2) Both inclusions of complexes
L
1+•
(2) (H,h, D˜zo)←−֓ L
1+•
(2) (H,h+ hzo , D˜zo) −֒→ L
1+•
(2) (H,hzo , D˜zo).
are quasi-isomorphisms.
Both questions are now local near ∞, and we will restrict to an open disc at
∞. So, we set t′ = 1/t and we denote by X the open disc centered at 0 and of
radius r0 < 1 in C, with coordinate t
′, and we set X∗ = X r {0}. We still keep the
notation hzo for the metric e
2Re zo/t
′
h. We will work with polar coordinates with
respect to t′.
The setting. We consider the real blow-up
ρ : X˜ := [0, r0[× S
1 −→ X, (r, θ) 7−→ t′ = reiθ.
We will use the sheafAmod
eX
on X˜, consisting of holomorphic functions on X˜∗=X∗
which have moderate growth along r = 0. It is known that Amod
eX
is stable by ðt′ .
We also consider the differential 1-forms on X˜:
ωr =
(zo + 1)
2
dr
r
+ i
(zo − 1)
2
dθ
ωθ = −i
(zo − 1)
2
dr
r
+
(zo + 1)
2
dθ,
which form a basis of 1-forms and which satisfy
dr
r
− idθ = ωr − iωθ,
dr
r
+ idθ =
1
zo
(ωr + iωθ).
16 C. SABBAH
Let us denote by d the differential. The decomposition d = d′ + d′′ on X can be
lifted to X˜ and, for a C∞ function ϕ(r, θ) on X˜ , we have
(d′′ + zod
′)ϕ = r∂r(ϕ)ωr + ∂θ(ϕ)ωθ.
Similarly, for a 1-form η = ϕωr + ψωθ, we have
(d′′ + zod
′)η =
(
r∂r(ψ)− ∂θ(ϕ)
)
ωr ∧ ωθ.
The L2 complexes. Recall that, in this local setting, we denote by D˜zo the connec-
tion Dzo + dt
′/t′2. We are interested in computing the cohomology of the complex
L
1+•
(2) (H, h, D˜zo), where h denotes one of the metrics h, hzo or h + hzo , which is
defined exactly like in [8, § 6.2.b].
We can similarly define the corresponding L2 complex L˜1+
•
(2) by working on X˜ .
Let us notice that the use of polar coordinates is convenient to express the L2
condition.
The local basis e′(zo) := (e
′(zo)
β,ℓ,k) which was introduced in [8] for the bundle
(H,h,Dzo) remains holomorphic with respect to D˜
′′
zo , and also L
2-adapted for the
metric h (in loc. cit., we used the notation e′(zo) for a frame defined when z varies;
in this paragraph, we reduce it modulo z − zo but keep the same notation).
Let us recall the L2 condition. We denote by ˜ the inclusion X∗ →֒ X˜. Then
L˜0(2)(H, h) is the subsheaf of ˜∗L
1
loc(H) consisting of sections which are holomorphic
with respect to zo and L
2 with respect to the metric h on each compact set of the
open set on which they are defined.
Given a local section u of ˜∗L
1
loc(H) on X˜, written as
∑
uβ,ℓ,k(r, θ)e
′(zo)
β,ℓ,k, it is a
local section of L˜0(2)(H, h) iff
(1.3)
[
(r, θ)→ uβ,ℓ,k(r, θ) · r
ℓzo (qβ,ζo+β) L(r)ℓ/2−1eh
]
∈ L2(dθ dr/r),
with eh = 1, e
Re(zo/t′), 1 + eRe(zo/t
′) if h = h, hzo , h + hzo (cf. [8, p. 135] for the
notation).
We define similarly L˜1(2)(H, h) and L˜
2
(2)(H, h) by asking moreover that ωr, ωθ
have norm L(r) and ωr∧ωθ has norm L(r)
2 (up to some constant depending on zo).
Therefore, a local section v of L˜1(2)(H, h) has coefficients v
(r)
β,ℓ,k and v
(θ)
β,ℓ,k on e
′(zo)
β,ℓ,kωr
and e
′(zo)
β,ℓ,kωθ respectively, which satisfy (1.3) with L(r)
ℓ/2 instead of L(r)ℓ/2−1.
Similarly, a local section w of L˜2(2)(H, h) has coefficients wβ,ℓ,k on e
′(zo)
β,ℓ,kωr ∧ ωθ
which satisfy (1.3) with L(r)ℓ/2+1 instead of L(r)ℓ/2−1.
Lemma 3 (L˜2 Poincare´ Lemma). The complexes L˜1+
•
(2) (H, h, D˜zo) (h = h, hzo
or h+ hzo) have cohomology in degree −1 at most.
Keeping the notation of [8, (5.3.7)], the matrix Θ˜′zo of D˜zo in the basis e
′(zo) can
be decomposed as
Θ˜′zo = Θ˜
′
zo,diag +Θ
′
zo,nilp +Θ
′
zo,pert,
Θ˜′zo,diag = ⊕β
[
(qβ,ζo + β) ⋆ zo + 1/t
′
]
Id
dt′
t′
with
Θ′zo,nilp =
[
Y+ P (0, zo)
]dt′
t′
, Θ′zo,pert =
[
P (t′, zo)− P (0, zo)
]dt′
t′
,and
with Y = (⊕βYβ) (cf. [8, Proof of Theorem 6.2.5]). We set Nzo = Y+ P (0, zo).
Using [8, Formula (6.2.7)], we see as in loc. cit. that the L2 condition on deriva-
tives under D˜zo can be replaced with the L
2 condition on derivatives under D˜zo,diag
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(having matrix Θ˜′zo,diag): indeed, Θ
′
zo,nilp
+Θ′zo,pert sends L
2 sections to L2 sections,
when using the metric h.
Let θo ∈ S
1, r1 ∈ ]0, r0[ and let U = ]0, r1[ × ]θo − ε, θo + ε[ be an open sector
in X∗ with ε > 0 small enough so that [θo − ε, θo + ε] contains at most one zero of
cos(θ + arg zo) · sin(θ + arg zo) and this zero belongs to the interior of the interval.
We denote by U its (compact) closure.
If Ek denotes the sheaf of C∞ k-forms,
Γ(U,Lk(2)(H, h, D˜zo)) = L
2(U,Ek
U
⊗H, h, D˜zo,diag)
and the right-hand term is a Hilbert space, the norm being given by ‖ · ‖2,h +
‖D˜zo,diag · ‖2,h.
The proof will decompose in 3 steps:
– We first prove the lemma for the L2 complex(
L2(U,E1+
•
U
⊗H, h, D˜zo,diag), D˜zo,diag
)
,
– without changing the terms of the complex, we change the differential to
D˜zo,diag +Θ
′
zo,nilp
and prove the lemma by an extension argument,
– last, we change the differential to D˜zo,diag+Θ
′
zo,nilp
+Θ′zo,pert, that we regard
as a small perturbation of the previous one.
Proof of Lemma 3, first step. It is permissible to rescale the basis e′(zo), which
therefore remains L2-adapted (cf. [8, § 6.2.b]), by multiplying each term e
′(zo)
β,ℓ,k by
the function e1/zot
′
t′−(qβ,ζo+β)⋆zo/zo to obtain a basis e˜′(zo), which is D˜zo,diag-
flat. On the other hand, the h-norm of e
′(zo)
β,ℓ,k is equivalent, when t
′ → 0, to
|t′|ℓzo (qβ,ζo+β) L(t′)ℓ/2 up to a multiplicative constant depending on zo (cf. [8, For-
mula (5.3.6)]).
Therefore, the hzo-norm of e˜
′(zo)β,ℓ,k is equivalent (up to a constant) to
e
1+|zo|
2
|zo|r
cos(θ+arg zo)
· r−
β′′
2 (|zo|+1/|zo|) sin arg zo · L(r)ℓ/2−1.
On the other hand, the h-norm is given by the same formula, where we replace
e
1+|zo|
2
|zo|r
cos(θ+arg zo)
with e
1
|zo|r
cos(θ+arg zo)
.
The proof of the vanishing of the higher cohomology sheaves in all three cases is
then completely similar to that of [5, Lemma 4.1]. 
Proof of Lemma 3, second step. Consider the monodromy filtration of Nzo and ap-
ply Step one to each graded piece. Use then an easy extension argument. 
Proof of Lemma 3, third step. We then apply to the complex of Hilbert spaces con-
sidered in Step two a standard perturbation argument, as the L2-norm of Θ′zo,pert
can be made small if r1 is small (see e.g., [4, Lemma 2.68, p. 53]). 
The complex D˜R(FMzo). We extend the coefficients of
FMzo to A
mod
eX
and we con-
sider the corresponding de Rham complex, that we denote by D˜R(FMzo). This
is a complex on X˜. Let us note that, as Rρ∗A
mod
eX
= OX [t
′−1] and as FMzo is
OX [t
′−1]-flat (being locally free as such), we have Rρ∗ D˜R(
FMzo) = DR
FMzo .
Lemma 4 (Amod
eX
-Poincare´ lemma). The complex D˜R(FMzo) has cohomology in
degree −1 at most.
Proof. This is a particular case of a general result on irregular meromorphic con-
nections, see e.g., [3, App. 1]. 
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Lemma 5 (Comparison). The subsheaves H−1 D˜R(FMzo) and H
−1L˜
1+•
(2) (H, h, D˜zo)
(h = h, hzo , or h+ hzo) of ˜∗j
−1H−1DR(FMzo) coincide.
Proof. A D˜zo-flat local section u of H takes the form e
1/zot
′
v, where v is a Dzo-flat
local section of H . Using for instance (5.3.6) and Remark 5.3.8(4) in [8], one knows
that the h-norm of v grows exactly like |t′|b L(t′)ν for some b ∈ R and some ν ∈ 12Z
when t′ → 0. As the h-norm of u is equal to e
1
|zo|r
cos(θ+arg zo)
‖v‖h, this norm is L
2
near (θo, zo) if and only if cos(θo + arg zo) < 0. The germ of H
−1L˜
1+•
(2) (H,h, D˜zo)
at θo is therefore 0 if cos(θ0 + arg zo) > 0, and consists of all flat local sections if
cos(θ0 + arg zo) < 0.
Considering the metric hzo instead of h will only replace e
1
|zo|r
cos(θ+arg zo)
with
e
(1+|zo|
2)
|zo|r
cos(θ+arg zo)
, so the argument is the same. The argument for h + hzo is
also the same.
A similar argument shows that a D˜zo -flat section has coefficients with moderate
growth in the basis e′(zo) if and only if cos(θo + arg zo) < 0 and, in such a case, any
flat local section is a section of H−1 D˜R(FMzo). 
Proof of (1.2). The assertion follows from Lemmas 3 and 5 by taking Rρ∗. Let us
note indeed that the complexes L˜1+
•
(2) are c-soft and that Rρ∗L˜
1+•
(2) = L
1+•
(2) . 
Proof of (1.1). In order to prove (1.1), we have to compare the complexes
DR(FMzo) and L
1+•
(2) (H,h, D˜zo). We will compare them with a third complex that
we introduce now. We denote by DbmodeX (resp. Db
mod
X ) the sheaf on X˜ (resp. X) of
distributions on X∗ which can be lifted as distributions on X˜ (resp. X). We have
ρ∗Db
mod
eX
= DbmodX . If DbX is the sheaf of distributions on X , it is known that
Db
mod
X = DbX [t
′−1]. We can define the complex on X˜ of currents with moderate
growth with values in FMzo , that we denote by Db
mod,1+•
eX
⊗ ρ−1(FMzo) and
we have an inclusion D˜R(FMzo) →֒ Db
mod,1+•
eX
⊗ ρ−1(FMzo). By an adaptation
of the Dolbeault-Grothendieck theorem (cf. [6, Prop. II.1.1.7]), the complex of
moderate currents of type (0, •) with differential d′′ is a resolution of Amod
eX
, hence
the previous morphism is a quasi-isomorphism which becomes, after taking Rρ∗,
the quasi-isomorphism DR(FMzo)→ Db
mod,1+•
X ⊗
F
Mzo (cf. [5, § 2.c]).
As the basis e′(zo) is L2 adapted and as the h-norm of each element of this basis
has moderate growth, we have a natural morphism from the L2 complex to the
complex of currents, that is, we have morphisms
L˜
1+•
(2) (H,h, D˜zo) −֒→ Db
mod,1+•
eX
⊗ ρ−1(FMzo)
∼
←−−֓ D˜R(FMzo).
From Lemma 5 we conclude that the left morphism is a quasi-isomorphism, and
finally, taking Rρ∗, we find quasi-isomorphisms
L
1+•
(2) (H,h, D˜zo) ֒
∼
−−−→ Dbmod,1+
•
X ⊗
F
Mzo
∼
←−−֓ DR(FMzo).
Using now Lemma 2, we find that the natural morphism
(1.4) DR(FMzo,loc)(2) −→ L
1+•
(2) (H,h, D˜zo)
is a quasi-isomorphism. 
2. Proof of the twistor property
In this section, it will be simpler to replace isometrically (H, Fh, FDzo)), as de-
fined in § 2.1 above, with (H,h, LDz), where
LDz = e
t FDze
−t = Dz − dt− zdt. We
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denote by Harm the space of harmonic sections in Γ(P1,L1(2)(H,h,
LDzo)). From
the proof of Proposition 1 in the original text (as corrected above), we know that
Harm does not depend on zo when regarded as a subspace of Γ(P
1,L1(2)(H,h)).
We denote by P1 (resp. P˜1) the product P1 × Ω0 (resp. P˜
1 × Ω0), by ρ the pro-
jection P˜1 → P1 and by p : P1 → Ω0 (resp. p˜ = ρ ◦ p : P˜
1 → Ω0) the natural
projection. We define the L2 sheaves on P1 (resp. P˜1) in the same way as we did in
[8, § 6.2.b]. These sheaves are p-soft (resp. p˜-soft) (cf. [2, Def. 3.1.1]). We thus have
a natural morphism Harm⊗COΩ0 → p∗L
1
(2)(H, h) constructed as in [8, § 2.2.b], and
harmonic sections are in the kernel of LDz for any z, so the morphism takes values
in p∗L
1
(2)(H, h,
L
Dz). Using the isometry given by the multiplication by e
−zt, we
find a natural morphism
(2.1) Harm⊗COΩ0
· e−zt
−−−−−−→ p∗L
1
(2)(H, hz, D˜z).
We want to show that Harm is a lattice in R0p∗DR
FM, and we will first find a
morphism Harm⊗COΩ0 → R
0p∗DR
FM.
The meromorphic L2 de Rham complex. Let us first state an analogue of Lemma 3
in the original text. We denote by FMloc the RP1 [∗P ]-module obtained by localizing
FM at its singularities P . Note that, FMloc coincides with
FM near ∞. The
meromorphic L2 de Rham complex, with respect to the metric h, is denoted by
DR(FMloc)(2),h. It is the sub-complex of DR
FMloc defined by L
2 conditions with
respect to h for the sections and their derivatives. We have a natural morphism
DR(FMloc)(2),h → DR
FM: this is shown in [8, § 6.2.a] at finite distance, and is
clear near ∞.
Lemma 6. The natural morphism DR(FMloc)(2),h → DR
FM is a quasi-
isomorphism.
Proof. This is [8, Prop. 6.2.4] at finite distance and is proved as in Lemma 3 of the
original text near ∞. 
The complex F•. As in the proof of Lemma 1, we wish to work with moderate
distributions near∞, while keeping L2 complexes at finite distance. We will denote
by X an open disc near∞ in P1 which contains no other singularity of FM than ∞
and by Y the complement of ∞ in P1. Last, we set Z = X ∩ Y . We will denote by
jX : X →֒ P
1 the inclusion, and similarly for jY and jZ . We denote by the same
letters the inclusion X →֒ P1, with X = X × Ω0, etc.
We denote by DbX the sheaf of distributions on X and by Db
an
X the sub-sheaf
of distributions which are holomorphic with respect to z, i.e., the kernel of ∂z .
We denote by (Dban,1+
•
X
, zd′ + d′′) the sheaf of z-holomorphic currents on X (we
use the same rescaling on forms and currents as in [8, § 0.3]). The Dolbeault-
Grothendieck theorem implies that the complex of currents (Db
an,(k,0)
X
, d′′) is a reso-
lution of Ωk
X
. As FM|X is OX[∗∞]-locally free (this follows from [8, Lemma 5.4.1 and
Lemma 3.4.1]) it is OX-flat and (Db
an,(k,0)
X
⊗OX
FM|X, d
′′) is a resolution of Ωk
X
⊗OX
FM|X. Finally, we find that the natural morphism DR
FM|X → Db
an,1+•
X
⊗OX
FM|X
is a quasi-isomorphism.
On the other hand, we have a morphism of complexes
(2.2) L1+
•
(2) (H, h, D˜z)|X
ι
−−→ Dban,1+
•
X
⊗OX
F
M|X
which, when restricted to Z, is a quasi-isomorphism. Indeed, on Z this is clear.
Near ∞, this can bee seen by using the local OX[∗∞]-basis e
′(zo) of Mloc near
∞: this is a L2-adapted basis and the h-norm of its elements has moderate growth
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near∞, locally uniformly with respect to z; this implies that a section of L(2)(H, h)
belongs to DbanX ⊗OX
FM|X. Let us check the compatibility of the differentials of
the complexes. On L(2), the derivative is not taken in the distributional sense on
X, but only on X∗ = (X r {∞}) × Ω0. In other words, it is obtained by taking
the derivative in the distributional sense on X and then restricting to X∗. But
the morphism ι is clearly compatible with this way of taking derivatives, as |t′|
acts in an invertible way on the right-hand side of (2.2), hence any distribution
supported on {∞}×Ω0 is annihilated by ι. (Let us notice that this point is exactly
what prevents us from using distributions near singularities at finite distance, as
FM 6= FMloc near such a singular point.)
The complex F• is defined by the exact sequence of complexes
0 −→ jZ,!L
1+•
(2) (H, h, D˜z)|Z
(Id,−ι)
−−−−−−−→ jY,!L
1+•
(2) (H, h, D˜z)|Y ⊕ jX,!(Db
an,1+•
X
⊗OX
FM|X) −→ F
•
−→ 0.
Let us note that each term in F• is p-soft (cf. [2, Prop. 2.5.7(ii) and Cor. 2.5.9]).
Lemma 7. We have a natural morphism of complexes DR(FMloc)(2),h → F
• which
is a quasi-isomorphism.
Proof. We use the exact sequence
0 −→ jZ,!j
−1
Z DR(
F
Mloc)(2),h
−→ jY,!j
−1
Y DR(
F
Mloc)(2),h ⊕ jX,!j
−1
X DR(
F
Mloc)(2),h −→ DR(
F
Mloc)(2),h −→ 0
to reduce the question to each of the open sets X,Y, Z. On Y , this is [8, Th. 6.2.5].
On Z, this is easy, and on X , this follows from Lemma 6. The compatibility with
the arrows in the previous exact sequences is easy. 
Lemma 8. We have a natural morphism Harm⊗COΩ0 → R
0p∗F
• = H0(p∗F
•).
Proof. Let us first note that the second equality comes from the p-softness of the
terms in F•. Using (2.2), we have a natural morphism L1+
•
(2) (H, h, D˜z) → F
•.
Therefore, it is enough to find a morphism
(2.3) Harm⊗COΩ0 −→ R
0p∗L
1+•
(2) (H, h, D˜z) = H
0
(
p∗L
1+•
(2) (H, h, D˜z)
)
.
We have inclusions of L2 complexes
L
1+•
(2) (H, h, D˜z)
ιh←−−−֓ L1+
•
(2) (H, h+ hz , D˜z) ֒
ιhz−−−→ L1+
•
(2) (H, hz , D˜z).
We will prove:
(2.4) On some open neighbourhood nb(0) of 0 in Ω0, the morphism (2.1) factor-
izes through p∗ιhz .
(2.5) On Ω0 r {0}, the morphism ιhz is a quasi-isomorphism.
This will be enough to conclude that we have a natural morphism
Harm⊗COΩ0 −→ R
0p∗L
1+•
(2) (H, h+ hz, D˜z) = H
0
(
p∗L
1+•
(2) (H, h+ hz , D˜z)
)
,
giving thus (2.3) by composing with R0p∗ιh. 
Proof of (2.4). By construction, Harm is a subspace of Γ(P1,L1(2)(H,h,
LDz)). We
will use the following lemma, whose proof is due to the the referee of [7] (note
that S. Szabo proves a similar result in [10, Lemma 2.32], with different methods
however). If f is a section of H (resp. ω is a section of H with values in 1-forms), we
will denote by |f |h (resp. |ω|h) the h-norm of f (resp. the norm of ω with respect
to h and the norm induced by the Poincare´ metric on 1-forms, that we call the
P-norm).
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Lemma 9 (Exponential decay of harmonic sections). For any ω ∈ Harm, there
exists C > 0 and a neighbourhood of ∞ in X on which the h-norm of ω is bounded
by e−C|t|.
Once this lemma is proved, we obtain that |e−ztω|hz = |ω|h 6 e
−C|t| for any
ω ∈ Harm on a suitable neighbourhood of ∞, hence |ω|hz 6 e
−C|t|+Re zt. If |z| is
small enough, we thus get |ω|hz 6 e
−C′|t|, and therefore ω is L2 with respect to hz,
as wanted. 
Proof of Lemma 9. Let ω ∈ Harm. Then LDzω = 0 for any z ∈ Ω0, hence, if we set
Lθ′E = θ
′
E − dt and
Lθ′′E = θ
′′
E − dt, we have (D
′′
E +
Lθ′E)ω = 0 and (D
′
E +
Lθ′′E)ω = 0.
We will now restrict the question near ∞ and we will work with the coordinate t′.
By the Dolbeault lemma for zo = 0 (Lemma 4 of the original text corrected as in
§ 1.1), the complex L1+
•
(2) (H,h, D˜0) = L
1+•
(2) (H,h, (D
′′
E +
Lθ′E)) is quasi-isomorphic
to DR FM0. Let us note that the germ of DR
F
M0 at ∞ is quasi-isomorphic to
0, as Lθ′E = t
′−2(Id+ · · · ) is invertible on the germ FM0 at ∞. Therefore, the
germ L1+
•
(2) (H,h, (D
′′
E +
Lθ′E))∞ is quasi-isomorphic to 0 and there exists a neigh-
bourhood X of ∞ and a section f ∈ L2(X,H, h) such that (D′′E +
Lθ′E)f = ω.
Assume we prove |f |h 6 e
−C′/|t′| for some constant C′ > 0. Then, according to
the moderate growth of Lθ′E , we will also have |
Lθ′Ef |h 6 e
−C′′/|t′| for some C′′ > 0
on some neighbourhood of ∞, and thus the desired inequality for the (1, 0) part
of ω. Arguing with a conjugate argument, we get the same kind of inequality for
the (0, 1) part, hence the lemma.
Let us note that (D′E +
Lθ′′E)(D
′′
E +
Lθ′E)f = (D
′
E +
Lθ′′E)ω = 0, hence D
′
ED
′′
Ef =
−Lθ′′E
Lθ′Ef . Since D
′
ED
′′
E +D
′′
ED
′
E = −(
Lθ′E
Lθ′′E +
Lθ′′E
Lθ′E), we also get D
′′
ED
′
Ef =
−Lθ′E
Lθ′′Ef (all these equalities are taken on X
∗ in the distributional sense).
In particular, as D′ED
′′
E +
Lθ′′E
Lθ′E is elliptic on X
∗, f is C∞ on X∗. If we set
Lθ′E =
LΘ′Edt
′ and Lθ′′E =
LΘ′′Edt
′, LΘ′′E is the h-adjoint of
LΘ′E . We then have on X
∗
d′d′′|f |2h = h(D
′
ED
′′
Ef, f)− h(D
′′
Ef,D
′′
Ef) + h(D
′
Ef,D
′
Ef) + h(f,D
′′
ED
′
Ef),
so that, dividing by dt′ ∧ dt′ and using the previous relations, we find
(2.6) ∂t′∂t′ |f |
2
h > |
LΘ′Ef |
2
h + |
LΘ′′Ef |
2
h > C|t
′|−4|f |2h.
This relation holds on X∗.
Assertion. The inequality (2.6) holds on X in the weak sense, that is, for any
nonnegative test function χ on X, and denoting by d volE the Euclidean volume
i
2πdt
′ ∧ dt′, ∫
X
|f |2h(∂t′∂t′χ) d volE > C
∫
X
|t′|−4|f |2h χd volE .
Proof of the assertion. Let us first note that |t′|−2|f |h (hence also |f |h) is in
L2(d volE), as |
LΘ′Ef |h is in L
2(d volP), where d volP = |t
′|−2 L(t′)−2d volE is
the Poincare´ volume, and |LΘ′Ef |h ∼ |t
′|−2|f |h|dt
′|P, with |dt
′|P ∼ |t
′|L(t′). In
particular, ‖f‖h,P < +∞. Similarly, if ψdt′ is the (0, 1) component of ω, we
have
∣∣ ∫
X h(D
′′
Ef,D
′′
Ef)
∣∣ = 2π ∫X |ψ|2hd volE = 2π ∫X |ψ|2h|dt′|2Pd volP < ∞, hence
|ψ|h ∈ L
2(d volE).
We now claim that
∣∣ ∫
X h(D
′
Ef,D
′
Ef)
∣∣ <∞, that is, ‖D′Ef‖h,P < +∞. This fol-
lows from the acceptability (in the sense of [9]) of the Hermitian bundle (H,D′′E , h)
(as the Higgs field θE is tame). Indeed, the P-norm of the curvature R(h) of h is
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bounded near ∞. For any test function η on X∗, we have (cf. [4, (2.23)])∣∣∣ ∫
X
h(D′Eη,D
′
Eη)
∣∣∣ 6 ∣∣∣ ∫
X
h(D′′Eη,D
′′
Eη)
∣∣∣ + ∣∣∣ ∫
X
(ηR(h), ηd volP)h,P d volP
∣∣∣
6
∣∣∣ ∫
X
h(D′′Eη,D
′′
Eη)
∣∣∣ + ∣∣∣ ∫
X
|η|2h|R(h)|P |d volP |P d volP
∣∣∣
6
∣∣∣ ∫
X
h(D′′Eη,D
′′
Eη)
∣∣∣ + C∣∣∣ ∫
X
|η|2hd volP
∣∣∣,
hence, ‖D′Eη‖h,P 6 ‖D
′′
Eη‖h,P + C‖η‖h,P. Since the Poincare´ metric is complete
near ∞, we can find a sequence of nonnegative test functions ηn on X
∗, which
tend pointwise to 1 in some punctured neighbourhood of ∞, such that ηn 6 1 and
|dηn|P 6 2
−n (see e.g., [1, Lemme 12.1]). Applying the previous result to ηnf , we
find ‖ηnD
′
Ef‖h,P 6 ‖ηnD
′′
Ef‖h,P + (C + 2
−n+1)‖f‖h,P, hence the claim.
In order to end the proof of the assertion, it is enough to showing that the
difference
∫
|t′|>ε[|f |
2
h(∂t′∂t′χ) − (∂t′∂t′ |f |
2
h)χ] d volE tends to 0 with ε. It is then
enough to find a sequence εn → 0 such that
∫
|t′|=εn
|f |2h dθ,
∫
|t′|=εn
∂t′ |f |
2
h dθ and∫
|t′|=εn
∂t′ |f |
2
h dθ tend to 0, and it is enough to checking that the integrals of
|f |2h, |∂t′ |f |
2
h|, |∂t′ |f |
2
h| with respect to dθ dr/r is finite. For the first one, this follows
from |t′|−2|f |h ∈ L
2(d volE). For the second one (and similarly the third one), we
use that |ϕ|h, |ψ|h and |t
′|−2|f |h belong to L
2(d volE). 
Once the assertion is proved, we can use the same trick (a variant of Ahlfors
lemma) as in [9]. Let us remark first that, because ∂t′ |f |
2
h and ∂t′ |f |
2
h are
L1loc(d volE) at t
′ = 0, |f |2h is continuous (and C
∞ on X∗). Let us consider
the auxiliary function exp(−C1/2|t′|−1). A simple computation shows that
∂t′∂t′ exp(−C
1/2|t′|−1) 6 C|t′|−4 exp(−C1/2|t′|−1). Let us then choose λ > 0 such
that |f |2h 6 λ exp(−C
1/2|t′|−1) in some neighbourhood of ∂X and let U ⊂ X be
the open set where |f |2h > λ exp(−C
1/2|t′|−1). The previous inequalities show
that |f |2h − λ exp(−C
1/2|t′|−1) is continuous and subharmonic in U . If U is not
empty then, at a boundary point of U in X we have |f |2h = λ exp(−C
1/2|t′|−1)
and, by the maximum principle, we have |f |2h − λ exp(−C
1/2|t′|−1) 6 0 on U , a
contradiction. 
Proof of (2.5). The proof is similar to that of Lemma 3. Let us work near zo ∈
Ω∗0. Using the L
2-adapted basis e(zo) we trivialize the bundle H near zo. Given
θo ∈ S
1, we choose an open neighbourhood nb(zo) such that the choice of r1 and
ε in the proof of Lemma 3 can be done uniformly with respect to z ∈ nb(zo).
Let H(nb(zo)) denote the Banach space of continuous functions on nb(zo) which
are holomorphic in nb(zo). We then consider the complex whose terms are the⊕
β,ℓ,k L
2
(
U,H(nb(zo)), hβ,ℓ,k, D˜z,diag
)
twisted by differential forms, where hβ,ℓ,k is
‖e
(zo)
β,ℓ,k‖
2
h,2h, and differential as in the three steps of the proof of Lemma 3. We show
as in Lemma 3 that this complex has vanishing higher cohomology, and we obtain
(2.5). 
Proof that Harm is a lattice. From Lemmas 6, 7 and 8 we get a morphism
(2.7) Harm⊗COΩ0 −→ R
0p∗DR
FM.
As both terms are locally free OΩ0 -modules of the same rank, it will be an isomor-
phism as soon as its restriction to each fibre z = zo is an isomorphism of C-vector
spaces. We will shorten the notation and denote by |z=zo the quotient by the image
of (z − zo).
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For any complex G• entering in the definition of the morphism (2.7), we have
natural morphisms (with an obvious notation)
(R0p∗G
•
)|z=zo −→ R
0p∗(G
•
|z=zo
) −→ R0p∗G
•
zo .
According to the exact sequence
0 −→ DR FM
z − zo−−−−−−→ DR FM −→ DR FMzo −→ 0,
and since each of these complexes have hypercohomology in degree 0 at most, the
natural morphism (R0p∗DR
FM)|z=zo →H
0(P1,DR FMzo) is an isomorphism.
As a consequence, it is enough to prove that, for any zo ∈ Ω0, the morphism
Harm → H0(P1,DR FMzo) constructed as (2.7) by fixing z = zo, is an isomor-
phism. Let us recall how it is constructed, by considering the following commutative
diagram:
Harm
∼
// H0(P1,L1+
•
(2) (H,hzo , D˜zo)
H0(P1,L1+
•
(2) (H,h+ hzo , D˜zo)
≀
OO
≀

H0(P1,L1+
•
(2) (H,h, D˜zo)
c

H
0(P1,DR(FMzo,loc)(2))
a
oo
≀

H0(P1,F•zo) H
0(P1,DR FMzo)∼
b
oo
Then (2.7)zo is obtained by factorizing through H
0(P1,F•zo) and b
−1. On the other
hand, we know that a is an isomorphism (this is (1.4) if zo 6= 0 and Lemma 4 of the
original text as corrected in § 1.1 if zo = 0). Therefore, c is also an isomorphism. 
End of the proof of the twistor property. The proof is done as in [8, p. 53], where
we use the L2 complex instead of the C∞ de Rham complex. 
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