Abstract. This paper explores the effect of initial conditions on the behavior of coupled frictional elastic systems subject to periodic loading. Previously, it has been conjectured that the long term response will be independent of initial conditions if all nodes slip at least once during each loading cycle. Here, this conjecture is disproved in the context of a simple two-node system. Counter examples are presented of "unstable" steady-state orbits that repel orbits starting from initial conditions that are sufficiently close to the steady state. The conditions guaranteeing stability of such steady states are shown to be more restrictive than those required for the rate problem to be uniquely solvable for arbitrary derivative of the external loading. In cases of instability, the transient orbit is eventually limited either by slip occurring at both nodes simultaneously, or by one node separating. In both cases a stable limit cycle is obtained. Depending on the slopes of the constraint lines, the limit cycle can involve two periods of the loading cycle, in which case it appears to be unique, or it may repeat every loading cycle, in which case distinct limit cycles are reached depending on the sign of the initial deviation from the steady state. In the case of instability an example is given of a loading for which a quasi-static evolution problem with multiple solutions exists, whereas all rate problems are uniquely solvable.
L.-E. ANDERSSON, J. R. BARBER, AND Y.-J. AHN periodic load amplitude. For larger amplitudes, the system appeared to converge on a unique steady state.
A possible explanation for this behavior was advanced by Barber [5] , who conjectured that the steady state would be unique if the amplitude of the periodic load were sufficient to ensure that all nodes in the discrete system slip at least once during each period. A heuristic argument for this conjecture is that dependence on initial conditions depends on the system possessing "memory," and this memory essentially resides at any given time in the tangential displacements of the nodes that are not slipping, since these nodes could be located anywhere in a finite space bounded by the appropriate friction cone. Now if all nodes slip at least once during each cycle (but not necessarily all at the same time), the memory of the initial conditions must be passed from node to node during the cycle, and there is every reason to expect that this will lead to a degradation of memory over time. In the present paper, we shall examine the implications and limitations of this conjecture in the context of the simple two-node two-dimensional system used by Ahn, Bertocchi, and Barber [2] .
Ahn's slip-displacement diagram.
Ahn, Bertocchi, and Barber [2] showed that the evolution of a discrete two-dimensional frictional elastic system could most conveniently be characterized by tracking the motion of the system in v-space, where v i is the tangential (slip) displacement of the i th contact node. Since the support structure is linear elastic, the vectors of normal and tangential nodal contact forces, p, q, respectively, must be related to the vectors of normal and tangential nodal displacements w, v by equations of the form is the reduced stiffness matrix for the system and hence must be symmetric and positive definite. It follows that A, C must also be symmetric and positive definite, but no such restriction applies to the matrix B which defines the coupling between normal and tangential effects.
Equations (2.1) define the linear relations that must hold between the contact forces q i , p i and the corresponding nodal displacements v j , w j by virtue of the linearelastic nature of the supporting structure. However, these forces must also satisfy the inequalities associated with the Coulomb friction law. In particular, if all the nodes are in contact (w = 0), the frictional inequality governing (say) negative slip (v i < 0) at node i is q i ≤ μ i p i , where μ i is the corresponding coefficient of friction and the dot denotes the derivative with respect to time t. Here, we adopt the convention that compressive normal tractions are positive. Using (2.1), we can express this condition in terms of v as that the corresponding hyperplane moves in the space while retaining the same normal (defined by the stiffness matrix and the friction coefficients). Each node contributes two such hyperplanes (one for positive and one for negative slip), and their motion during the loading cycle "pushes" the point v in accordance with the frictional flow rule at the corresponding node.
This procedure is best explained in the context of a simple system with just two contact nodes, which can be visualized as two particles connected to ground and to each other by generalized linear springs as illustrated in Figure 1 (a), though equally it could represent a finite element discretization of a continuum problem in which the contact region contains only two nodes. Sign conventions for the nodal contact forces q i , p i are shown in Figure 1(b) , and similar directions are taken for the nodal displacements v i , w i , so that (for example) a positive value of w i indicates that a positive gap opens up between the node and the obstacle. For this system, the inequalities (2.3) define just the four frictional constraints
For more detail on the way in which these constraints govern the motion of the point P (v 1 , v 2 ) under periodic loading, the reader is referred to Ahn, Bertocchi, and Barber [2] .
A restricted class of loading scenarios.
Initially we restrict our attention to the class C 1 defined as follows. In other words, the tangential normal tractions oscillate periodically out of phase with each other. If the amplitudesq i are suitably chosen, it is easily contrived that slip at node i occurs only when q w i (t) is near its maximum or minimum (i.e., near ωt = 0, π for node 1 and ωt = π/2, 3π/2 for node 2) and hence that there are no occasions when both nodes slip simultaneously.
A simpler scenario in class C 1 that is useful for illustrative purposes is to select time-varying functions p w i , q w i such that the right-hand sides of conditions (2.4) remain constant and located at a "rest" position that allows a range of values v, except that in each loading cycle, the constraints advance and recede one at a time.
A typical scenario of this latter form is shown in Figure 2 , where the four constraints advance and recede in the sequence O
represent the extreme positions of the four constraints (i.e., the positions that exclude the maximum region of the space).
Starting from the initial condition A, the external loading causes O Figure 2 , with each segment terminating at a point on the extreme position of the relevant active constraint.
In Figure 2 , we illustrate this transient evolution process from two initial conditions, A and B, and demonstrate that each converges asymptotically on a unique periodic rectangular orbit defined by the black line.
The transient trajectory and the periodic rectangular orbit depend upon the slopes of the constraint lines, which we define through the angles α i , β i in Figure 3 .
The sign convention is chosen such that α j is measured clockwise from the direction of slip governed by the constraint to the constraint line, while β j is measured counterclockwise from the same direction of slip to the other constraint line at the given corner. Notice that with this convention, all the angles β j are positive in Figure 3 , except at the top left corner, where β 2 < 0.
We also note from this figure that
The angles α i , β i cannot be chosen arbitrarily, since they must be defined in terms of the stiffness matrices A, B of section 2. If we denote the ith row vectors of the matrices A and B by a i and b i , respectively, then the normals of the obstacles
see also (2.4) and Figure 3 . By comparison with the constraint conditions (2.4), it can be shown that the angles β i take the values
The matrix A must be symmetric and positive definite, but we must also impose the following restriction on the coefficients of friction μ i to ensure that the rate problem is well-posed [8] .
Condition 3. 
The necessary and sufficient condition for the rate problem to have a unique solution for all time-derivatives of loads is that all matrices with elements
a ij ± μ i b ij ,
i.e., all matrices
It is straightforward to demonstrate that these conditions are equivalent to
where i = 1, 2, 3, 4. These inequalities define the shaded hexagonal region ABCDEF in Figure 4 .
Convergence criterion.
Suppose there exists a steady-state orbit v ss (t) and that during some transient trajectory the slip displacements are defined by v(t). Recalling that only one node is allowed to slip at a given time t, we define a measure Δ of the deviation from the steady state such that 
where the constraint referred to is that active before the transition. We conclude that after a full cycle in Figure 2 , the distance Δ has been multiplied by a factor
Also, after m cycles this distance is multiplied by a factor
An alternative form of (4.3) can be obtained by using (3.1), giving
We conclude that if the loading is such that a periodic orbit v ss (t) belonging to class C 1 exists, then this orbit will attract all other orbits v(t) having an initial position v(0) sufficiently close to v ss (0), i.e., (v(t) − v ss (t)) → 0 as t → ∞, if and only if |R| < 1. Moreover in such cases, the convergence is exponential in time.
We also note that a sufficient condition for |R| < 1 is
5. Restrictions on the values of β i . We first note that the ratio R (2) i defined in (4.6) is less than unity for points located in the square BCEF in Figure 4 , but in the two triangles ABF and CDE, we have R (2) i > 1. In other words, there are some values of the angles α i , β i that satisfy Condition 3.1, but which lead to an increase in the deviation of the transient trajectory from the periodic orbit, suggesting the possibility of orbits of class C 1 that repel other orbits.
To explore this question further, we note that the definitions (3.2), (3.3) imply that the angles β 1 , β 3 will have the same sign if and only if |μ 1 b 12 | < |a 12 |, and that the sign in this case will be that of a 12 . Similarly, β 2 , β 4 will have the same sign if and only if |μ 2 b 21 | < |a 12 |, and the sign in this case will be that of −a 12 . Thus, it is impossible for all four values β i to have the same sign. The only remaining possibilities are (1) that two angles are positive and two negative, or (2) that three are positive and one negative, or vice versa. These two cases exhibit significant qualitative differences and will be considered separately. Downloaded 09/25/13 to 130.236.83.167. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php 5.1. Two positive and two negative angles. We first note that the inequalities (3.4), (3.5) imply that
If (for example) β 1 > 0, β 2 > 0, β 3 < 0, β 4 < 0, two of these inequalities will be satisfied identically (i.e., for all values of β i of the stated sign), but the remaining two can then be combined to establish the condition
If instead we have β 1 > 0, β 2 < 0, β 3 > 0, β 4 < 0 (the only qualitatively different case), none of the inequalities are satisfied identically, but a similar combination leads to (5.2) as before. In view of (4.3), we conclude that periodic orbits of class C 1 will always attract other orbits, provided any two of the four angles β i are positive and the other two negative.
We also note that for this case R > 0, implying that phases of positive slip at node 1 (for example) in successive cycles both lie on the same side of the steady state orbit. In other words, the asymptotic approach to the steady state is in a sense monotonic.
Three angles of one sign and one of the other.
For this case, the inequalities (5.1) still hold and two of them are identically satisfied, but the remaining two contain only three of the four angles β i and hence cannot be combined to establish (5.2). It follows that we are unable to establish convergence of C 1 orbits for this case, and indeed we shall present a counterexample in the next section.
Also, for this case R < 0, implying that successive phases of positive slip at node 1 in successive cycles lie on opposite sides of the steady state orbit. We shall refer to this phenomenon as "alternation." for which |R| > 1, indicating instability. Simple loading conditions were chosen such that each constraint resides at a "rest" position (shown as dashed inclined lines in Figure 6 ) except that each advances to an extreme position (solid lines in Figure 6 ) and then recedes, in the sequence O rest positions of the constraints are shown shaded in this and subsequent figures. Figure 6 shows the resulting rectangular steady-state orbit (black dashed line) and the transient evolution from a position A relatively close to the steady state. This transient was determined using arguments similar to those used in connection with Figure 2 , but the results were also confirmed using the numerical algorithm described by Ahn and Barber [1] .
Notice that successive cycles deviate further from the steady state. This behavior was obtained from all starting positions, as indeed is implied by condition (5.2). Notice also that during the second cycle, the transient trajectory is on the opposite side of the steady state compared to the trajectory during the first cycle, as implied by the condition R < 0. This alternation continues as long as condition (i) of Definition 3.1 remains satisfied.
Limit cycle.
When a periodic orbit in class C 1 is unstable, deviations from it grow exponentially until a condition is reached at which condition (i) of Definition 3.1 is violated. In other words, a situation is reached where two constraints are simultaneously active. In the example of Figure 6 , this occurs when the motioṅ v 2 < 0 intersects the rest position of constraint O 1 + . At this point, the trajectory immediately achieves the stable limit cycle illustrated in Figure 7 , which involves a period of simultaneous slipv 1 > 0,v 2 < 0 at both nodes. The numerical code was used to track the evolution of this system from a range of initial conditions, all of which converged on this limit cycle after a finite number of loading cycles. Notice that because of the alternation discussed above, the limit cycle extends over two cycles of the external loading.
Extensive exploration of the transient behavior of this example suggest that this same limit cycle is achieved for all initial conditions. Downloaded 09/25/13 to 130.236.83.167. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
Fig. 7. The limit cycle for Example 1 (orange). The dashed black line defines the unstable rectangular orbit.
7. More complex orbits. We next define a broader class of loading conditions C 2 such that condition (ii) of Definition 3.1 is retained, but (i) is relaxed-i.e., we permit cases where there exists a steady state in which one or more of the constraints is active multiple times in each cycle.
The most general orbit in C 2 involves the action of the four constraints in any sequence, with any number of segments. For example, we might have
repeating from this point onwards. However, if any segment is followed by slip in the opposite direction at the same node, we see from Figure 5 and (4.1) that there is no change in Δ and the final state is the same as if only the second of the two slip segments had been present. Thus, for the purpose of calculating the change in Δ during a complete cycle, the above sequence can be condensed to
It then follows that during one loading cycle, the initial value of Δ is multiplied by the ratio
Notice that each of the factors in this expression defines a transition either from slip at node 1 to node 2 (β 1 , β 3 ) or from node 2 to node 1 (β 2 , β 4 ). The number of these transitions must clearly be equal, so for the most general orbit in C 2 , we shall have 
The stability criterion |R| < 1 will be satisfied for all p, q, r, s and hence for all loading cycles in class C 2 if and only if
If this is not satisfied, so that there exist two values (say β 1 , β 2 ) such that
then we can choose r = s = 1 and p = q to obtain
and this can be made to exceed unity by choosing q sufficiently large. Inequality (7.2) can also be written in the alternative form
using (3.1), and hence, in view of (3.6), (3.7),
Thus, unstable orbits can exist if and only if at least one of the four points α i , β i lies in one of the triangles ABF and CDE in Figure 4 . We also note that if
the transient trajectory will alternate. If the orbit is also unstable, we anticipate that there will be a unique limit cycle that involves two loading cycles, as in the example in section 6. If R > 0, the trajectory will approach or diverge from the periodic orbit monotonically, and in cases of instability (R > 1) we anticipate two distinct limit cycles, the one reached depending on which side of the unstable orbit the initial condition is on. We present an example of this kind in the next section.
Example 2:
An unstable C 2 orbit with two limit cycles. We consider an example using the same stiffness matrices as in section 6 and coefficients of friction μ 1 = μ 2 = 0.98. However, the loading cycle was modified such that constraints O Since R > 0, the transient response remains on the same side of the steady state in successive cycles, and a different limit cycle is obtained depending on the initial perturbation. The orange limit cycle in Figure 8 corresponds to the case where the initial point is slightly to the left of the top left corner of the steady state orbit and, Downloaded 09/25/13 to 130.236.83.167. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php For these two constraints to be active simultaneously, it is necessary that p 2 should be zero, showing that this intersection defines the beginning of a segment of separation at node 2. In this case, when O 2 − recedes, the node will re-establish contact at a point that (i) lies on the same horizontal line (since no slip occurs at node 1 throughout this process) and (ii) lies on both O In contrast to the procedure defining the limit cycle of Figures 6 and 7 , this intersection is not unique, since it depends on the value of v 1 during the preceding slip segment and hence also on the initial condition. However, once a period of separation has occurred, a further evolution of the trajectory occurs, governed by the rest position of O − . This has the same effect as a reduction of the ratio R to a value less than unity, and hence the trajectory tends exponentially to a limit cycle involving a period of separation at node 2. This limit cycle is shown in orange in Figure 9 . Notice that the short vertical extension of the + is temporarily disregarded, we can construct a stable rectangular orbit, which is shown as the dashed orange line in Figure 10 . Furthermore, if the system reaches this orbit, the second advance of O 1 + will indeed not cause any slip, so this orbit is a stable limit cycle for the system. In this case (with sufficiently distant rest positions), initial conditions slightly to the left of the top corner of the unstable black orbit are repelled from this orbit until the divergence is sufficient to render the second advance of O 1 + inactive, after which the system is attracted to the rectangular orange orbit.
A starting point slightly to the right of the top left corner of the black orbit leads to a different situation where eventually the first advance of O 1 + becomes inactive and the segment of negative slip at node 1 is followed by a segment of positive slip at the same node. This orbit is represented by the dashed blue line in Figure 10 , and it is also stable.
9. An example of nonuniqueness for the quasi-static evolution problem. Using a construction like that in section 7 we will show that the condition (4.6) is also closely connected to the question of uniqueness for the quasi-static evolution problem.
We will give an example of an elastic system for which the rate problem has a unique solution for all loadings, but where there exists a time-dependent external loading −f (t) = (q w (t), p w (t)) T with f ∈ C ∞ [0, ∞) such that the evolution problem has infinitely many solutions.
A similar nonuniqueness result has been given previously by Ballard [4] . The nonuniqueness example in Ballard's paper is for a one-node system with three spatial degrees of freedom and with an initial state with so-called grazing contact, i.e., with the initial reaction force being equal to zero. For the example that we shall present, the number of nodes is two, and the spatial degrees of freedom are two. Further, we consider a loading where we have full contact, i.e., with a strictly positive normal contact force at all times. A significant difference between the examples is that Ballard shows that a counterexample exists for arbitrarily small coefficients of friction. Our analysis shows that there exists an elastic systems with two nodes and two spatial dimensions such that all rate problems are uniquely solvable, but that there still exist multiple solutions to the time evolution problem.
There are also some similarities regarding the construction of the applied force. In Ballard's paper an applied force is used where the tangential component f T (t) changes direction at t → 0 + , i.e., so that the normalized vector f T (t)/|f T (t)| has no limit (although f T (t) has a bounded time derivative). In our paper the external force field is constructed so that one changes between stick at node 1, slip at node 2, and, conversely, stick at node 2, slip at node 1 infinitely many times as t → 0 + . The force field and the resulting displacement field are C ∞ in time. The present counterexample shows that imposing conditions of full contact (nongrazing contact) and restriction to two spatial dimensions and systems where all rate problems are uniquely solvable is not enough to guarantee uniqueness for the time evolution problem.
Assume that we have an elastic system with two nodes and two spatial dimensions such that the conditions (3.4) and (3.5) 
This procedure is repeated for all intervals (t 2n , t 2n+2 ) giving the positions of the obstacles as in Figure 11 . Writing the equations of the obstacles as
we have for i = 1, 2 and all n,
In order to proceed we need to specify in detail the time parametrization of the external force field over all the intervals (t 2n , t 2n+2 ). Let A 1 and A 2 be functions in C ∞ [0, 1] with the general properties depicted in Figure 12, where C is some constant. Here exists a loading with an unstable periodic orbit, as well as a loading with multiple (infinitely many) solutions of a quasi-static problem.
A commonly occurring state leading to periodic frictional slip is that in which the contact nodes are subjected to a set of mean loads and a superposed sinusoidal oscillation due to machine vibration at a single frequency. Under these conditions, only one segment of slip can occur per cycle at each node in a given direction, and unstable orbits for the two-node system can occur only when the slopes of the constraints satisfy the condition established in section 5.2. The resulting transient orbit will then alternate on the two sides of the steady state as it evolves.
In cases of instability, the transient orbit is eventually limited either by slip occurring at both nodes simultaneously, or by one node separating. In both cases the system eventually reaches a stable limit cycle. Depending on the slopes of the constraint lines, the limit cycle can involve two periods of the loading cycle, in which case it appears to be unique, or it may repeat every loading cycle, in which case distinct limit cycles are reached depending on the sign of the initial deviation from the steady state.
