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ON YAMADA POLYNOMIAL OF SPATIAL GRAPHS
OBTAINED BY EDGE REPLACEMENTS
MIAOWANG LI, FENGCHUN LEI, FENGLING LI, AND ANDREI VESNIN
Abstract. We present formulae for computing the Yamada poly-
nomial of spatial graphs obtained by replacing edges of plane graphs,
such as cycle-graphs, theta-graphs, and bouquet-graphs, by spatial
parts. As a corollary, it is shown that zeros of Yamada polynomi-
als of some series of spatial graphs are dense in a certain region
in the complex plane, described by a system of inequalities. Also,
the relation between Yamada polynomial of graphs and the chain
polynomial of edge-labelled graphs is obtained.
1. Introduction
Spatial graph theory on intrinsic knotting and linking of graphs in
S3 developed in the 1980s since J.H. Conway and C. Gordon [3] proved
that any embedding of the complete graph K7 in R3 contains a knotted
cycle and any embedding of the complete graph K6 in R3 contains a pair
of linked cycles. Being motivated by problems on knotting and linking
of DNA and chemical compounds, the study of spatial graphs is in the
center of interest for last decades. Thus, J. Simon [25] discussed the
chirality of an embedding of the complete graph K5, which answered
a question raised by D.M. Walba [27]. C. Ernst and D.W. Sumn-
ers [10] introduced tangle theory of site specific recombination and gave
an approach to study the behavior of DNA. X.-S. Cheng, Y. Lei and
W. Yang [5] considered invariants of double crossover links characterize
topological properties of double crossover DNA polyhedra.
The modern study of spatial graphs and their generalizations com-
bines topological and graph-theoretical methods. The powerful of poly-
nomial invariants of knot as well as polynomial invariants for graphs
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was a natural motivation for investigation of polynomial invariants of
spatial graphs initiated by L.H. Kauffman [15]. There are a number
of invariants which connect spatial graphs and knots. Y. Ohyama and
K. Taniyama [22] explored relations among the Vassiliev invariants of
knots contained in certain graphs. In 2015, N. Chbili [4] gave criteria
for a spatial graph to be (p,q)-lens graph. In 2017, A. Henrich and
L.H. Kauffman [11] provided a topological invariant for pseudoknots
and four-valent rigid vertex spatial graphs.
It is well known [16, 17] that the Alexander ideal and Alexander
polynomial are invariants of spatial graphs which are determined by
the fundamental groups of the complements of spatial graphs. In 1989,
S. Yamada [28] introduced Yamada polynomial of spatial graphs in
R3, which can distinguish some non-isotopy spatial graphs with the
same fundamental group. The Yamada polynomial is an concise and
useful ambient isotopy invariant for graphs with maximal degree less
than four. There are many interesting results on Yamada polynomial
and its generalizations. J. Murakami [18] investigated the two-variable
extension ZS of the Yamada polynomial and gave an invariant related
to the HOMFLY polynomial. In 1994, the crossing number of spa-
tial graphs in terms of the reduced degree of Yamada polynomial has
been studied by T. Motohashi, Y. Ohyama and K. Taniyama [20]. In
1996, A. Dobrynin and A. Vesnin [8] studied properties of the Ya-
mada polynomial of spatial graphs. For any graph G, V. Vershinin and
A. Vesnin [26] defined bigraded cohomology groups whose graded Euler
characteristic is a multiple of the Yamada polynomial of G. A polyno-
mial invariant of virtual graphs was constructed by Y. Miyazawa [19] as
an extension of the Yamada polynomial in 2006. Another invariant of
spatial graphs associated with Uq(sl(2, C)) was introduced by S. Yoshi-
naga [29]. See [9] about the relation between Yamada polynomial and
Yoshinaga polynomial. Nice results on the structure of the Yamada
and flows polynomials of cubic graphs are established by I. Agol and
V. Krushkal [1].
Zeros of polynomial invariants of knots and graphs is a question of
special interest studied by A.D. Sokal [24] and P. Csikva´ri, P.E. Frenkel,
J. Hladky´, T. Hubai [6] for chromatic polynomial; by O.T. Dashbach,
T.D. Le, X.-S. Lin [7] and X. Jun, F. Zhang, F. Dong, E.G. Tay [13]
for Jones polynomial.
This paper consists of three parts. In the first part (Sections 2
and 3) we recall properties of Yamada polynomial of graphs and ob-
tain some formulae for computing the Yamada polynomial of graphs
by edge replacements via the chain polynomial (see Theorem 3.6). In
the second part (Sections 4 and 5) we give formulae for computing
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the Yamada polynomial of spatial graphs obtained by replacing edges
of cycle graphs, theta-graphs, or bouquet graphs by spatial parts (see
Theorem 5.1). In the last part, Section 6, we prove that zeros of the Ya-
mada polynomial of spatial graphs are dense in a certain region in the
complex plane, described by a system of inequalities (see Theorem 6.5).
2. Yamada polynomial of a graph
We consider a graph G, admitting loops and multiple edges. Let
us use standard notations p(G) and q(G) for number of vertices and
number of edges of it.
Before defining the Yamada polynomial of a graph, we recall a graph
invariant which is a special case of the Negami polynomial invari-
ant [21].
Definition 2.1. [28] Define 2-variable Laurent polynomial h(G) =
h(G)(x, y) of graph G = (V,E), where V = V (G) is the vertex set and
E = E(G) is the edge set of G, by the rule
h(G)(x, y) =
∑
F⊂E
(−x)−|F |f(G− F ),
with f(G) = xµ(G)yβ(G), where µ(G) and β(G) is the number of con-
nected components of G and the first Betti number of G.
Definition 2.2. [28] The Yamada polynomial of a graph G is a Lau-
rent polynomial in one variable, obtained by the following substitution
into h(G)(x, y):
H(G)(A) = h(G)(−1,−A− 2− A−1).
The following properties of H(x, y) hold (see [28] for details):
(1) H(·) = −1.
(2) Let e be a non-loop edge of a graph G. Then H(G) = H(G/e)+
H(G− e), where G/e is the graph obtained by contracting the
edge e, and G− e is the graph obtained by deleting of the edge
e.
(3) Let e be a loop edge of a graph G. Then H(G) = −σH(G− e),
where σ = A+ 1 + A−1.
(4) LetG1∪G2 be a disjoint union of graphsG1andG2, thenH(G1∪
G2) = H(G1)H(G2).
(5) Let G1 ·G2 be a union of graphs G1 and G2 having one common
point, then
H(G1 ·G2) = −H(G1)H(G2).
(6) If G has an isthmus, then H(G) = 0.
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It is easy to find directly (see also [8]) polynomial H(G) for some
simple classes of graphs.
Lemma 2.3. The following properties holds with σ = A+ 1 + A−1.
(i) Let Tq be a tree with q edges. Then H(Tq) = 0 for all q.
(ii) Let Cn be the cycle of length n. Then H(Cn) = σ for all n.
(iii) Let Bq be the one-vertex graph with q loops, also known as “q-
bouquet”. Then H(Bq) = (−1)q−1σq.
(iv) Let Θs be the graph consisting of two vertices and s edges be-
tween them, also known as “s-theta-graph” (see Fig. 1). Then
H(Θs) =
1
σ + 1
[σ + (−σ)s].
Figure 1. The graph Θs.
Proposition 2.4. Let G1 : G2 be the union of two graphs G1 and G2
having only two common vertices u and v. Let K1 and K2 be graphs
obtained from G1 and G2, respectively, by identifying u and v. Then
H(G1 : G2) =
1
σ
[
H(K1)H(K2) + (σ + 1)H(G1)H(G2)
+H(K1)H(G2) +H(K2)H(G1)
]
.(1)
Proof. Denote G = G1 : G2 and prove the statement using induction
by q(G), the number of edges of the graph G.
If q(G) = 0, then G1 and G2 consist of isolated vertices. Suppose
that p(G1) = p1 ≥ 2 and p(G2) = p2 ≥ 2. Then G consists of p1+p2−2
isolated vertices, that is a disjoint union of p1+p2−2 one-vertex graphs.
By properties (1) and (4), H(G) = (−1)p1+p2−2. Since p(K1) = p1 − 1
and p(K2) = p2 − 1, for the right-hand side of Eq.(1) we get:
1
σ
[
(−1)p1+p2−2+(σ+1)(−1)p1+p2+(−1)p1−1+p2+(−1)p2−1+p1
]
= (−1)p1+p2 .
Hence, the equality Eq.(1) holds.
Now suppose that the statement holds for all graphs which q(G) < k,
where k ≥ 1. Consider G = G1 : G2 such that q(G) = k. Let e be
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an edge of G. Without loss of generality, we can suppose e ∈ E(G1).
There are three cases to be considered.
Case 1. Let e be a loop of G1. Then e is also a loop of K1. Hence,
we have
H(G1 : G2) = −σH(G1 − e : G2)
= −
[
H(K1 − e)H(K2) + (σ + 1)H(G1 − e)H(G2)
+H(K1 − e)H(G2) +H(K2)H(G1 − e)
]
=
1
σ
[
H(K1)H(K2) + (σ + 1)H(G1)H(G2)
+H(K1)H(G2) +H(K2)H(G1)
]
.
Case 2. Let e be neither a loop nor an edge with two end vertices u
and v, where u and v are common vertices of G1 and G2. Then e is a
non-loop edge in K1. Hence,
H(G/e) = H(G1/e : G2)
=
1
σ
[
H(K1/e)H(K2) + (σ + 1)H((G1/e)H(G2)
+H(K1/e)H(K2) +H(K2)H(G1/e)
]
and
H(G− e) = H(G1 − e : G2)
=
1
σ
[
H(K1 − e)H(K2) + (σ + 1)H(G1 − e)H(G2)
+H(K1 − e)H(G2) +H(K2)H(G1 − e)
]
.
Therefore,
H(G) = H(G/e) +H(G− e)
=
1
σ
[
H(K1/e)H(K2) + (σ + 1)H(G1/e)H(G2)
+H(K1/e)H(G2) +H(K2)H(G1/e) +H(K1 − e)H(K2)
+(σ + 1)H(G1 − e)H(G2) +H(K1 − e)H(G2)
+H(K2)H(G1 − e)
]
.
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Hence
H(G) =
1
σ
[(
H(K1/e) +H(K1 − e)
)
H(K2)
+(σ + 1)
(
H((G1/e) +H(G1 − e)
)
H(G2)
+
(
H(K1/e) +H(K1 − e)
)
H(G2)
+H(K2)
(
H(G1/e) +H(G1 − e)
)]
=
1
σ
[
H(K1)H(K2) + (σ + 1)H(G1)H(G2) +H(K1)H(G2)
+H(K2)H(G1)
]
.
Case 3. Let e be an edge with two end vertices u and v, where u and
v are common vertices of G1 and G2. Then e is a loop in K1. Hence,
by properties (5) and (3) we have
H(G/e) = H(G1/e : G2) = −H(K1 − e)H(K2) = 1
σ
H(K1)H(K2)
and
H(G− e) = H(G1 − e : G2)
=
1
σ
[
H(K1 − e)H(K2) + (σ + 1)H(G1 − e)H(G2)
+H(K1 − e)H(G2) +H(K2)H(G1 − e)
]
=
1
σ
[
− 1
σ
H(K1)H(K2) + (σ + 1)
(
H(G1) +
1
σ
H(K1)
)
H(G2)
− 1
σ
H(K1)H(G2) +H(K2)
(
H(G1) +
1
σ
H(K1)
)]
.
Therefore,
H(G) = H(G/e) +H(G− e) = 1
σ
H(K1)H(K2)
+
1
σ
[
− 1
σ
H(K1)H(K2) + (σ + 1)H(G2)
(
H(G1) +
1
σ
H(K1)
)
− 1
σ
H(K1)H(G2) +H(K2)
(
H(G1) +
1
σ
H(K1)
)]
=
1
σ
[
H(K1)H(K2) + (σ + 1)H(G1)H(G2) +H(K1)H(G2)
+H(K2)H(G1)
]
.
This completes the proof. 
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3. Yamada polynomials of a graph obtained by edge
replacements
We recall some properties of the chain polynomial introduced by
R.C. Read and E.G. Whitehead [23], see also [13]. The chain polyno-
mial is defined on edge-labelled graphs with labels are elements of a
commutative ring with unity. We will denote the edges by the labels
associated with them.
Definition 3.1. The chain polynomial Ch(G) of a labelled graph G is
defined as
Ch(G) =
∑
Y⊂E
FG−Y (1− w)
∏
a∈Y
a,
where the sum is taken over all subsets of the edge set E of G, FG−Y (1−
w) denotes the flow polynomial of the subgraph G−Y calculated at 1−w,
and
∏
a∈Y denotes the product of edge-labels of Y .
The chain polynomial can be also defined in the following recursive
form.
Definition 3.2. The chain polynomial Ch(G)(w) in a variable w of a
labelled graph G is defined by following rules.
(1) If G is edgeless, then Ch(G) = 1.
(2) Otherwise, suppose a is an edge of G labelled by a. Then
(2a) If a is a loop, then Ch(G) = (a− w) Ch(G− a).
(2b) If a is not a loop, then Ch(G) = (a − 1) Ch(G − a) +
Ch(G/a).
Example 3.3. Let Cn be the n-cycle with edges labelled by a1, a2, · · · , an,
then
Ch(Cn) =
n∏
i=1
ai − w.
Example 3.4. Let Θs be the s-theta-graph with edges labelled by
a1, a2, · · · , as, then
Ch(Θs) =
1
1− w
[ s∏
i=1
(ai − w)− w
s∏
i=1
(ai − 1)
]
.
Example 3.5. Let Bq be the q-bouquet with q loops labelled by
a1, a2, . . . , aq, then
Ch(Bq) =
∏
i=1
(ai − w).
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To explore the relation between the chain polynomial and the Ya-
mada polynomial, inspired by [13], let us give the following notation.
Let G be a connected labelled graph. Denote by G˜ the graph obtained
from G by replacing each edge a = uv of G by a connected graph Ka
with two attached vertices u and v that has only the vertices u and v
in common with G˜− a.
Let K ′a be the graph obtained from Ka by identifying u and v, the
two attached vertices of Ka. Denote
αa = α(Ka) :=
1
σ
[(σ + 1)H(Ka) +H(K
′
a)],
βa = β(Ka) :=
1
σ
[H(Ka) +H(K
′
a)],
and
γa = γ(Ka) := 1− α(Ka)
β(Ka)
.
It is easy to see that
H(K ′a) = (σ + 1)βa − αa and H(Ka) = αa − βa.
The following result gives the relation between Yamada polynomial
and chain polynomial.
Theorem 3.6. Let G be a connected labelled graph, and G˜ be the graph
obtained from G by replacing the edge a by a connected graph Ka for
every edge a of G. If we replace w by −σ, and replace a by γa for every
label a in Ch(G), then we get
(2) H(G˜) =
∏
a∈E(G) βa
(−1)q(G)−p(G) Ch(G),
where p(G) and q(G) are the numbers of vertices and edges of G, re-
spectively.
Proof. Denote
T (G) =
(−1)q(G)−p(G)H(G˜)∏
a∈E(G) βa
.
To prove the statement we will show that T (G) satisfies conditions
from Definition 3.2 of Ch(G) if we identify w with −σ and a with γa.
Let us check these conditions.
(1) If G is edgeless, then E(G) = ∅, E(G˜) = ∅ and H(G˜) =
(−1)p(G˜) = (−1)p(G). Then
T (G) =
(−1)q(G)−p(G)H(G˜)∏
a∈E(G) βa
= (−1)−p(G)(−1)p(G) = 1.
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(2a) If a is a loop of G, then
T (G) =
(−1)q(G)−p(G)H(G˜)∏
a∈E(G) βa
=
(−1)q(G−a)+1−p(G−a)
[
−H(Ka′)H(G˜− a)
]
βa
∏
a∈E(G−a) βa
=
(−1)q(G−a)+1−p(G−a)
[(
αa − (σ + 1)βa
)
H(G˜− a)
]
βa
∏
a∈E(G−a) βa
=
−
(
αa − (σ + 1)βa)
)
βa
T (G− a) = (γa + σ)T (G− a).
Compare with Ch(G) = (a− w) Ch(G− a) from Definition 3.2.
(2b) If a ∈ E(G) is not a loop, then by Proposition 2.4
H(G˜) = H(G˜− a : Ka)
=
1
σ
[
H(G˜/a)H(K ′a) + (σ + 1)H(G˜− a)H(Ka)
+H(K ′a)H(G˜− a) +H(Ka)H(G˜/a)
]
=
1
σ
[
H(G˜/a)
(
H(K ′a) +H(Ka)
)
+H(G˜− a)
(
(σ + 1)H(Ka) +H(K
′
a)
)]
= βaH(G˜/a) + αaH(G˜− a).
Therefore,
T (G) =
(−1)q(G)−p(G)H(G˜)∏
a∈E(G) βa
=
(−1)q(G−a)+1−p(G−a)
[
βaH(G˜/a) + αaH(G˜− a)
]
βa
∏
a∈E(G−a) βa
=
(−1)q(G/a)+1−p(G/a)−1βaH(G˜/a)
βa
∏
a∈E(G/a) βa
+
(−1)q(G−a)+1−p(G−a)αaH(G˜− a)
βa
∏
a∈E(G−a) βa
= T (G/a) +
(
− αa
βa
)
T (G− a).
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Thus,
T (G) = T (G/a) + (γa − 1)T (G− a).
Compare with Ch(G) = Ch(G/a) + (a − 1) Ch(G − a) from Defini-
tion 3.2. 
4. Yamada polynomial of spatial graphs
Next we will consider the Yamada polynomial of spatial graphs.
Through the paper we work in the piecewise-linear category. Let G
be a graph embedded in R3, and g be a diagram of G. For any double
point, S. Yamada [28] defined the spin of +1, −1 and 0, which are
denoted by S+, S− and S0, as shown in Fig. 2.
Figure 2. Spin of +1, −1 and 0.
Let S be the plane graph obtained from g by replacing each double
point with a spin. S is called a state on g. Denote the set of all states
by U(g). Put
c(g|S) = Am1−m2 ,
where m1 and m2 are the numbers of double points with spin S+ and
S−, respectively, used to obtain S from g.
Definition 4.1. [28] The Yamada polynomial of a diagram g of a
spatial graph G is a Laurent polynomial in variable A defined as follows
R[g] = R[g](A) :=
∑
S∈U(g)
c(g|S)H(S),
where H(S) = h(S)(−1,−A− 2− A−1).
For interesting properties of the Yamada polynomial and its invari-
antness under transformations of spatial graph diagrams see [28]. Here
we recall only some of them.
Proposition 4.2. [28] The following properties hold.
(1) Let g1 ∪ g2 be a disjoint union of diagrams g1 and g2, then
R[g1 ∪ g2] = R[g1]R[g2].
(2) Let g1 ·g2 be a union of diagrams g1 and g2 having one common
point, then
R[g1 · g2] = −R[g1]R[g2].
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(3) If g has an isthmus, then R[g] = 0.
Remark 4.3. If a diagram g of G does not have double points, then
R[g] = H(G).
Proposition 2.4 about H(G) implies the similar formula for polyno-
mial R[g].
Proposition 4.4. Let g1 : g2 be the union of two diagrams g1 and g2
having only two common vertices u and v. Let k1 and k2 be diagrams
obtained from g1 and g2, respectively, by identifying u and v. Then
(3)
R[g1 : g2] =
1
σ
(
R[k1]R[k2] + (σ + 1)R[g1]R[g2]
+R[k1]R[g2] +R[k2]R[g1]
)
.
Proof. By Definition 4.1 and Proposition 2.4, we obtain
R[g1 : g2] =
∑
S∈U(g1:g2)
c(g1 : g2|S)H(S)
=
∑
S1∈U(g1)
∑
S2∈U(g2)
c(g1|S1)c(g2|S2)H(S1 : S2)
=
∑
S1∈U(g1)
∑
S2∈U(g2)
c(g1|S1)c(g2|S2) 1
σ
[
H(S ′1)H(S
′
2)
+(σ + 1)H(S1)H(S2) +H(S1)H(S
′
2) +H(S
′
1)H(S2)
]
=
1
σ
( ∑
S1∈U(g1)
[
c(g1|S1)H(S ′1)
] ∑
S2∈U(g2)
[
c(g2|S2)H(S ′2)
]
+(σ + 1)
∑
S1∈U(g1)
[
c(g1|S1)H(S1)
] ∑
S2∈U(g2)
[
c(g2|S2)H(S2)
]
+
∑
S1∈U(g1)
[
c(g1|S1)H(S ′1)
] ∑
S2∈U(g2)
[
c(g2|S2)H(S2)
]
+
∑
S1∈U(g1)
[
c(g1|S1)H(S1)
] ∑
S2∈U(g2)
[
c(g2|S2)H(S ′2)
])
=
1
σ
[
R[k1]R[k2] + (σ + 1)R[g1]R[g2] +R[k1]R[g2]
+R[k2]R[g1]
]
.
This completes the proof. 
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5. Yamada Polynomials of diagrams obtained by edge
replacements
Let G be a connected plane labelled graph, where each edge a with
terminal vertices u and v is labelled by a diagram ga having two vertices
ua∗ and va∗ indicated. We define G(ga) to be the spatial graph (its
diagram) obtained from G by replacing an edge a = uava of G by
a connected diagram ga with identification ua with ua∗ and va with
va∗ in such a way that ga has only vertices ua = ua∗ and va = va∗
in common with G − a. We define G(ga, gb) to be the spatial graph
(its diagram) obtained from G(ga) by replacing an edge b = ubvb of
G(ga) ∩ (G− a) by a connected diagram gb with identification ub with
ub∗ and vb with vb∗ in such a way that gb has only vertices ub = ub∗ and
vb = vb∗ in common with G(ga). With the same construction, we can
obtain G(ga1 , ga2 , ga3 , . . .). In this context we denote by g
′
a the diagram
obtained from ga by identifying vertices ua∗ and va∗ in such a way that
no new intersections appear.
Theorem 5.1. The following properties hold.
(1) Let Cn be the n-cycle graph with edges labelled by a1, a2, . . . , an,
then
(4) R[Cn(ga1 , ga2 , · · · , gan)] =
n∏
i=1
(−R[gai ]) + σ
n∏
i=1
(R[gai ] +R[g′ai ]
σ
)
.
(2) Let Θs be the s-theta-graph with edges labelled by a1, a2, . . . , as,
then
(5)
R[Θs(ga1 , ga2 , · · · , gas)]
=
(−1)s
1 + σ
s∏
i=1
R[g′ai ] +
σ
1 + σ
s∏
i=1
(σ + 1
σ
R[gai ] +
1
σ
R[g′ai ]
)
.
(3) Let Bq be the q-bouquet with loops labelled by a1, a2, . . . , aq, then
(6) R[Bq(ga1 , ga2 , · · · , gaq)] = (−1)q−1
q∏
i=1
R[g′ai ].
Proof. (1) Firstly, we prove Eq.(4) by induction on n. Recall, that by
Example 3.3, the chain polynomial of the n-cycle graph is
Ch(Cn) =
n∏
i=1
ai − w.
If n = 1, then R[C1(ga1)] = R[g
′
a1
], so Eq.(4) holds.
Suppose Eq.(4) holds for all n ≤ k − 1, where k ≥ 2. Observe
that spatial graph Ck(ga1 , ga2 , . . . , gak) can be presented as the union
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gak : Lk−1(ga1 , ga2 , . . . , gak−1), where Lk−1 is a graph with k vertices
connected by k − 1 edges one by one, as shown in Fig. 3.
Figure 3. Graph Ln, diagrams ∞+ and Cn(∞+)
Then
R[Ck(ga1 , ga2 , · · · , gak)] = R[gak : Lk−1(ga1 , ga2 , · · · , gak−1)].
By Proposition 4.4, we have
R[gak : Lk−1(ga1 , ga2 , · · · , gak−1)]
=
1
σ
[
R[Lk−1(ga1 , ga2 , · · · , gak−1)′]R[g′ak ]
+(1 + σ)R[Lk−1(ga1 , ga2 , · · · , gak−1)]R[gak ]
+R[Lk−1(ga1 , ga2 , · · · , gak−1)′]R[gak ]
+R[Lk−1(ga1 , ga2 , · · · , gak−1)]R[g′ak ]
]
.
Applying Proposition 4.2, we get
R[Lk−1(ga1 , ga2 , · · · , gak−1)] = (−1)k
k−1∏
i=1
R[gai ]
and
R[Lk−1(ga1 , ga2 , · · · , gak−1)′] = R[Ck(ga1 , ga2 , · · · , gak−1)]
=
k−1∏
i=1
(
−R[gai ]
)
+ σ
k−1∏
i=1
(R[gai ] +R[g′ai ]
σ
)
.
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Therefore,
R[Ck(ga1 , ga2 , · · · , gak)]
=
1
σ
[( k−1∏
i=1
(−R[gai ]) + σ
k−1∏
i=1
R[gai ] +R[g
′
ai
]
σ
)
R[g′ak ]
+(1 + σ)(−1)k
( k−1∏
i=1
R[gai ]
)
R[gak ]
+
( k−1∏
i=1
(−R[gai ]) + σ
k−1∏
i=1
R[gai ] +R[g
′
ai
]
σ
)
R[gak ]
+(−1)k
( k−1∏
i=1
R[gai ]
)
R[g′ak ]
]
=
k∏
i=1
(−R[gai ]) + σ
k∏
i=1
(R[gai ] +R[g′ai ]
σ
)
.
Thus, Eq.(4) holds.
(3) Similarly to the above case, Eq.(6) is equivalent to
R[Bq(ga1 , ga2 , . . . , gaq)]
= R[ga1 ]R[ga2 ] · · ·R[gaq−1 ]R[gaq ] = (−1)q−1
q∏
i=1
R[g′ai ].
(2) Now, we prove Eq.(5) by induction on s. If s = 1, thenR[Θ1(ga1)] =
R[ga1 ] and Eq.(5) holds.
Suppose that Eq.(5) holds for all s ≤ k − 1, where k ≥ 2. Ob-
serve that the left-hand side of Eq.(5) can be presented as the union
R[Θs(ga1 , ga2 , · · · , gas−1) : gas ].
Since
R[Θs(ga1 , ga2 , . . . , gas)
′] = R[Bs(ga1 , ga2 , . . . , gas)],
by Proposition 4.4 we have
R[Θs(ga1 , ga2 , . . . , gas)]
=
1
σ
(
R[Θs(ga1 , ga2 , . . . , gas−1)
′]R[g′as ]
+(1 + σ)R[Θs(ga1 , ga2 , . . . , gas−1)]R[gas ]
+R[Θs(ga1 , ga2 , . . . , gas−1)
′]R[gas ] +R[Θs(ga1 , ga2 , . . . , gas−1)]R[g
′
as ]
)
=
(−1)s
1 + σ
s∏
i=1
R[g′ai ] +
σ
1 + σ
s∏
i=1
(σ + 1
σ
R[gai ] +
1
σ
R[g′ai ]
)
.
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The proof is competed. 
If every edge a of G is labelled by the same diagram ga = g, we
denote G(g, . . . , g) shortly by G(g).
Corollary 5.2. If all edges of a graph G are labelled by the same dia-
gram g, then
(7) R[Cn(g)] = (−R[g])n + σ
(R[g] +R[g′]
σ
)n
,
(8) R[Θs(g)] =
(−1)s
1 + σ
R[g′]s +
σ
1 + σ
(σ + 1
σ
R[g] +
1
σ
R[g′]
)s
,
and
(9) R[Bq(g)] = (−1)q−1R[g′]q.
Remark that Cn(ga1 , ga2 , . . . , gan) is the “ring of beads” discussed
in [12] and [23]. By Eq.(4), we get the following property.
Corollary 5.3. The Yamada polynomial R[Cn(ga1 , ga2 , . . . , gan)] of a
“ring of beads” graph Cn(ga1 , ga2 , . . . , gan) is independent of the order
in which the beads occur.
The following example illustrates the applying of Theorem 5.1.
Example 5.4. Let ∞+ be the spatial graph diagram with two vertices
and one double point signed by “+”, see Fig. 2. We denote the mirror
image of diagram ∞+ by ∞−. Direct calculations give Yamada poly-
nomials R[∞+] = A−2σ and R[∞′+] = σ, where σ = A + 1 + A−1. By
Theorem 5.1, the Yamada polynomial of Cn(∞+) is as follows:
R[Cn(∞+)] = (−A−2σ)n + σ(A−2 + 1)n;
the Yamada polynomial of Θs(∞+) is as follows:
R[Θn(∞+)] =
(−σ)s + σ((σ + 1)A−2 + 1)s
1 + σ
;
and the Yamada polynomial of Bq(∞+) is as follows:
R[Bq(∞+)] = (−1)q−1σq.
6. Zeros of Yamada polynomial
In this section, we investigate the density of zeros of Yamada polyno-
mial of two classes of spatial graphs. One is the “ring of beads” graphs
Cn(Θs) obtained from Cn by replacing the edge a by a connected plane
s-theta graph Θs for every edge a of Cn. The other is the class of
spatial graphs Cn(Θs(∞+)) and their mirror images Cn(Θs(∞−)).
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To study zeros of families of polynomials we will base on the following
results by S. Beraha, J. Kahane, N.J. Weiss [2] and by A.D. Sokal [24].
Theorem 6.1. [2] If {fn(x)} is a family of polynomials such that
fn(x) = α1(x)λ1(x)
n + α2(x)λ2(x)
n + . . .+ αl(x)λl(x)
n,
where the αi(x) and λi(x) are fixed non-zero polynomials, such that no
pair i 6= j has λi(x) ≡ ωλj(x) for some complex number ω of unit
modulus. Then z is a limit of zeros of {fn(x)} if and only if
(1) two or more of the λi(z) are of equal modulus, and strictly
greater in modulus than the others; or
(2) for some j, the modulus of λj(z) is strictly greater than those of
the others, and αi(z) = 0.
Lemma 6.2. [24, Lemma 1.6] Let F1, F2, and G be analytic functions
on a disc {z ∈ C : |z| < R} such that |G(0)| ≤ 1 and G not constant.
Then, for each  > 0 there exists s0 < ∞ such that for all integers
s ≥ s0 the equation
|1 + F1(z)G(z)s| = |1 + F2(z)G(z)s|
has a solution in the disc |z| < .
Now, let us turn to families of Yamada polynomials.
Theorem 6.3. Zeros of the Yamada polynomials {R[Cn(Θs)]}∞,∞n=1,s=1
are dense in the region {z ∈ C : |z + 1 + z−1| ≥ 1}.
Proof. By calculating the Yamada polynomial of Cn(Θs) we obtain
R[Cn(Θs)] = H(Cn(Θs)) =
(
−H(Θs)
)n
+ σ
(H(Θs) +H(Θ′s)
σ
)n
.
We will apply Theorem 6.1 in the case l = 2 and use condition (1).
Thus, numbers A satisfying the equation
(10) | −H(Θs)| =
∣∣∣H(Θs) +H(Θ′s)
σ
∣∣∣,
are exactly limits of zeros of Yamada polynomials {R[Cn(Θs)]}∞,∞n=1,s=1.
Observe that Θ′s is the s-bouquet Bs. Since polynomials H(Θs) and
H(Bs) were calculated in Lemma 2.3, we have
H(Θs) =
σ − (−1)s−1σs
1 + σ
and H(Θ′s) = (−1)s−1σs.
Therefore, Eq.(10) is equivalent to∣∣∣σ − (−1)s−1σs
1 + σ
∣∣∣ = ∣∣∣ 1
σ
[σ − (−1)s−1σs
1 + σ
+ (−1)s−1σs
]∣∣∣,
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whence
|σ − (−1)s−1σs| = |1 + (−1)s−1σs|
and then
(11) |1 + σ(−σ)−s| = |1− (−σ)−s|.
Recall that σ = A + 1 + A−1. Let A0 be a complex number with
|A0 + 1 + A−10 | ≥ 1. Denoting a = A − A0 we get that Eq.(11) is
equivalent to
(12)∣∣∣1 + ((a+A0) + (a+A0)−1 + 1)(− (a+ A0)− (a+ A0)−1 − 1)−s∣∣∣
=
∣∣∣1− (− (a+ A0)− (a+ A0)−1 − 1)−s∣∣∣.
Consider function
G(a) =
(
− (a+ A0)− (a+ A0)−1 − 1
)−1
.
Then Eq.(12) is equivalent to∣∣∣1 + ((a+A0) + (a+A0)−1 + 1)G(a)s∣∣∣ = ∣∣∣1−G(a)s∣∣∣
and |G(0)| = 1|A0+1+A−10 | ≤ 1. Hence by Lemma 6.2, for any positive
real number ε > 0 there exists s0 such that for any s ≥ s0 the equation
Eq.(12) has a solution in the disk |a| < ε. Thus, for A0 there exists A′
such that |A′ − A0| < ε2 and A′ satisfies the equation Eq.(10).
Since zeros of Eq.(10) are the limits of zeros of Yamada polynomials
{R[Cn(Θs)]}∞,∞n=1,s=1, there exist integers n > 0 and s > 0 such that
R[Cn(Θs)] has zero A
∗ with |A∗ − A′| < ε
2
.
So there exists a zero A∗ of R[Cn(Θs)] with |A∗ − A0| ≤ ε, where
complex number A0 satisfies |A0 + 1 + A−10 | ≥ 1. 
We remark that another proof of Theorem 6.3 follows from [24] by
the relations between graph polynomials. Indeed, Therem 7.2 of [24]
states that if |q0 − 1| ≥ 1, then for each ε > 0 there exists s0 <
∞ and n0(s) < ∞ such that for all s ≥ s0 and n ≥ n0, the flow
polynomial FCn(Θs)(q) has a zero in the disc |q− q0| < ε. Recall, see for
example [1], that for planar graphs G the Yamada polynomial coincides
with a renormalization of the flow polynomial:
FG(q) = (−1)V (G)−E(G)RG(A), where q = A+ 2 + A−1
with |q0 − 1| ≥ 1 equivalent to |A0 + 1 + A−10 | ≥ 1.
Next we consider zeros of Yamada polynomial of the second class of
spatial graphs.
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Theorem 6.4. Zeros of Yamada polynomials
{R[Cn(Θs(∞+))]}∞,∞n=1,s=1
are dense in the region
{z ∈ C : |z−3 + 2z−2 + z−1 + 1| ≤ |z−1 + 1 + z|}.
Zeros of the Yamada polynomials {R[Cn(Θs(∞−))]}∞,∞n=1,s=1 are dense
in the region
{z ∈ C : |z3 + 2z2 + z1 + 1| ≤ |z−1 + 1 + z|}.
Proof. By calculating the Yamada polynomial of Cn(Θs(∞+)) we ob-
tain
R[Cn(Θs(∞+))] =
(
−R[Θs(∞+)]
)n
+σ
(R[Θs(∞+)] +R[Θs(∞+)′]
σ
)n
.
By Theorem 6.1, numbers A satisfying the equation
(13) | −R[Θs(∞+)]| =
∣∣∣R[Θs(∞+)] +R[Θs(∞+)′]
σ
∣∣∣,
are exactly limits of zeros of Yamada polynomials {R[Cn(Θs(∞+))]}∞,∞n=1,s=1.
Observe that Θ′s is the s-bouquet Bs. By Example 5.4 we have
R[Θs(∞+)] =
(−σ)s + σ((σ + 1)A−2 + 1)s
1 + σ
and
R[Θs(∞+)′] = (−1)s−1σs.
Therefore, Eq.(13) is equivalent to∣∣∣∣∣(−σ)s + σ
(
(σ + 1)A−2 + 1
)s
1 + σ
∣∣∣∣∣
=
∣∣∣∣∣ 1σ
(
(−σ)s + σ((σ + 1)A−2 + 1)s
1 + σ
+ (−1)s−1σs
)∣∣∣∣∣ ,
whence
(14)
∣∣∣∣1 + σ((σ + 1)A−2 + 1−σ )s
∣∣∣∣ = ∣∣∣∣1− ((σ + 1)A−2 + 1−σ )s
∣∣∣∣ .
Recall that σ = A+ 1 + A−1. Let A0 be a complex number with
|A−30 + 2A−20 + A−10 + 1| ≤ |A−10 + 1 + A0|.
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Denoting a = A− A0 we get that Eq.(14) is equivalent to
(15)
∣∣∣1 + ((a+A0) + 1 + (a+A0)−1)
·

(
(a+A0) + 2 + (a+A0)
−1
)
(a+A0)
−2 + 1
−
(
(a+A0) + 1 + (a+A0)−1
)
s∣∣∣∣∣∣
=
∣∣∣∣∣∣1−

(
(a+A0) + 2 + (a+A0)
−1
)
(a+A0)
−2 + 1
−
(
(a+A0) + 1 + (a+A0)−1
)
s∣∣∣∣∣∣ .
Consider the function
G(a) =
(
(a+A0) + 2 + (a+A0)
−1
)
(a+A0)
−2 + 1
−
(
(a+A0) + 1 + (a+A0)−1
) .
Then Eq.(15) is equivalent to∣∣∣1 + ((a+A0) + (a+A0)−1 + 1)G(a)s∣∣∣ = ∣∣∣1−G(a)s∣∣∣
and |G(0)| =
∣∣∣ (A0+2+A−10 )A−20 +1
A0+1+A
−1
0
∣∣∣ ≤ 1. Hence by Lemma 6.2, for any
positive real number ε > 0 there exists s0 such that for any s ≥ s0 the
equation Eq.(15) has a solution in the disk |a| < ε. Thus, for A0 there
exists A′ such that |A′−A0| < ε2 and A′ satisfies the equation Eq.(13).
Since zeros of Eq.(13) are the limits of zeros of Yamada polynomials
{R[Cn(Θs(∞+))]}∞,∞n=1,s=1, there exist integers n > 0 and s > 0 such
that R[Cn(Θs(∞+))] has zero A∗ with |A∗ − A′| < ε2 .
So there exists a zero A∗ of R[Cn(Θs(∞+))] with |A∗−A0| ≤ ε, where
complex number A0 satisfies |A−30 + 2A−20 +A−10 + 1| ≤ |A−10 + 1 +A0|.
By Proposition 6 in [28], the relation between the Yamada polyno-
mials of a graph g and its mirror image of a diagram ĝ is R[g](A) =
R[ĝ](A−1).
Since Cn(Θs(∞−)) is the mirror image of diagram Cn(Θs(∞+)), the
zeros of R[Cn(Θs(∞−))] are dense in the following region {z ∈ C :
|z3 + 2z2 + z1 + 1| ≤ |z−1 + 1 + z|}.

Combining Theorem 6.3 and Theorem 6.4, we have
Theorem 6.5. Zeros of the Yamada polynomial of spatial graphs are
dense in the following region:
Ω =
{
z ∈ C : |z+1+z−1| ≥ min{1, |z3+2z2+z+1|, |1+z−1+2z−2+z−3|}}.
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