Introduction
A large number of security problems can be solved by correct use of cryptographic methods. However, all methods found to date are more or less computationally intensive.
DES works by applying a complex multiround algorithm on medium size numbers.
Diffie-Hellman key exchange protocol is based on modular exponentiadon of large integers.
RSA is based on the same exponentiation and needs large exponents.
Zero-knowledge protocols like those of Fiat-Shamir [9] or Guillou-Quisquater [IO] use large number exponentiation but the exponents are not as large as in RSA.
Many identity-based systems also rely on modular exponentiation of large numbers.
Public key techniques are the most promising for the future as they provide more flexible solutions and impose less burden both on users and security management. Most practical techniques rely on large integer arithmetic. the correct result at the end. This allows one to reduce the size of manipulated numbers without doing modulo reductions before. the very last step.
Novel algorithms [I] exploit that property and the reduction step is a simple subaaction of an adequate multiple of the modulus. As is explained in [I] , one can do a multiplication step with a 24 bit y then follow by a reduction step where the modulus is multiplied by a 32 bit number before the subtraction. Further, the algorithm guarantees that intermediate values are always positive.
When the modulus is stored in 2's complement form, both multiplication and reduction steps are based on the operation where all operands are positive numbers. This formula is the basic operation performed by the special cell.
B t y . X + A 3 First model
The width of data words used in storage and handling of information in current smart cards is one major architectural constraint. Most cards are based on 8 bit CPU's and memories and there is no likely radical change in the foreseeable future, primarily due to the chip size limit of 25 mmz of the I S 0 standard.
Adding a cell based on a different word size would further imply a major redesign of many systems components and may not bring the best performance due to the discrepancy in size of items.
A consequence of these facts is a coprocessor which manipulates 8 bit quantities, both internally (size, complexity, delays issues) and externally (interfacing issues).
The needed arithmetic operations can be performed quite fast with random logic; thus the limiting factor of the coprocessor's performance appears to be its ability to read input operands and write back results, which all are large integers. One goal of the architecture was thus to optimize the use of the available bus bandwidth.
Once it was shown that arithmetic operations could be performed in less than one memory access cycle, a direct connection between the cell and the memory system was introduced. This interface also comprises a number of auto-(inc)decrement pointers which give the cell some independence. These features allow the cell to access memory 6 million times per second.
Let us leave these interfacing considerations and examine the internal architecture. Using 8 bit data naturally leads to an 8 by 8 multiplier; if one also remembers that (b-1)2+2(b-1) < bZ, one knows that adding two 8 bit numbers to the multiplication result is still a 16 bit number. The architecture in figure 2 exploits this property.
Note that, y considered as an 8 bit constant, the operation performed, B t y . X + A , necessitates 3 memory accesses for each multiplication (two "read", one "Write"). This cell contains 3 pointers, one for each large integer operand. These pointers have auto-decrementers, hence they are updated automatically after each access. There are a cycle counter, command and status registers. The cycle counter, y and the pointers are setup by the CPU which then writes the start bit of the command register, allowing the cell to start.
Address bus
Figure 2: Simple cell
The sequencer for this cell can be summarized by the following algorithm ': cycle. However, only one cycle out of three is used for the multiplication and accumulation. This is not an optimal use of the hardware.
Also, input operands must be padded with one null byte to allow for a correct last result byte.
Exploiting this cell for a complete algorithm is also quite cumbersome. Despite its problems, this architecture is already a 40 fold improvement over a software implementation of the primitive on the 8051 CPU.
Final architecture
Using the multiply and accumulate hardware during one third of the cycles is the most important drawback of the simple model. However there is a remedy: let US muluply the large operand X by a 3 bytes y operand. Looking at hand multiplication, one can see that this amounts to computing three partial products and accumulating them simultaneously. Of course, more hardware is needed to do so. Figure 3 shows this extended model. Three y registers are necessary to hold 24 bits, those are initialized when the cell starts its operations. Also, to improve matters, the y registers have an associated pointer (Yrp) which is used and auto-incremented* at each access.
A register zi to hold the current byte of X must be introduced since the same byte will be used 3 cycles in a row, once for each y byte.
The multiplication of a large integer by a 24 bit number is simulated by the proper interleaving of three multiplications of the said large number by three 8 bit numbers. This interleaving requires internal memory and datapaths which allow to recycle the temporary results into the final result. A pipeline structure for input and output also allows the interleave the memory accesses with the multiplications.
The sequencer is also quite easily described by a small algorithm, the reset cycles during which the y operand registers are loaded have been omitted (see also figure 4):
The incrementer allows to easily implement the English method of multiplication, without reloading the Y r p register at each step. parend Examining the sequencer (see figure 4 for a graphical view of the sequencer) and going through an example shows that all registers are necessary, and thus make up an o p h d implementation of the algorithm.
Further, one also sees that during every available bus cycle, a multiplication step is performed as well as a memory access (read or write), the scheme is thus optimal in its use of the available hardware. Unfortunately, the system as designed now prevents the CPL from doing anything while the cell is computing, turning it the other way around, the cell can not be used while the CPU works. If, somehow, both units could be active at the same time, the full capability of the novel algorithms could be used.
In these new algorithms there are no tests except for the number of loops to performs. Therefore, while one step, say multiplication, is being run by the cell, the next operation, reduction step, can be prepared by the CPU. This preparation consists i n computing operand pointers, number of cycles, . . .
A dedicated bus was thus introduced and is reserved to the cell. This allows the C p u to access ROM and EEPROM while the cell access the RAM at full speed. This is not sufficient though, because the cell must receive new parameters at each step. By providing double control registers in the cell and making them accessible as internal c p u registers, the CPU can prepare the parameters, load them into the cell. Then as soon as the cell completes the current operation, the CPU can start it again. With this trick, the cell can be kept busy almost all the time during an exponentiation step.
As said in section 2, the algorithm also needs a multiplication of a large integer by a 32 bit number. The model has then been extended at the expense of optimality to provide such With all those features, the cell can also do very fast block moves, memory iniualizaUons, shifts, reuse a 4 byte result as y operand for the next operation. These operations can be used to improve the performance of many primitives manipulating large integers on smart cards.
Performance evaluation
An implementation of the modular exponentiation algorithm on currently available smart cards takes between 1 and 4 minutes to compute3 X E mod M , with 512 bit operands. This delay is not acceptable for many smart card applications because they require interactions between the user and system. CORSAIR performance is due to several reasons:
The base cycle time is one bus cycle, instead of several if assembly language is used.
Multiply and double accumulate in one cycle.
A high degree of parallelism:
-With the 2 busses, the CPU can still execute instructions while the cell is running, for instance it can prepare the next cell activation; Dedicated bus bandwidth is fully used.
As one knows that it takes on the average a little more than 8 million multiplications (8 by 8) for an exponentiation with 512 bit operands, CORSAIR only needs a little more than 8 million bus cycles for the computation, that is close to 1 second at 8 Mhz or less than 1.5 second at 6 Mhz.
Such a performance not only allows RSA operations but also makes possible very fast implementations of zero-knowledge protocols on the smart cards.
It must be noted that the architecture is not limited to 512 bit numbers, using the Chinese Remainder Theorem should allow signatures with numbers up to 800 bits with the same quantity of RAM (256 bytes).
Conclusion
CORSAIR will soon be the first smart card (complying to standards) which allows public key system to be practically implemented, Providing such a high performance to smart cards is only one step in the right direction. The complete card must also include physical protection in the form of frequency and voltage detectors, , . . Security applications must be designed to securely exploit the capabilities of the card. Zero-knowledge protocols, signature schemes implemented on CORSAIR form the next step towards more manageable secure environments.
