Abstract-The quality of the data being analyzed is a critical factor that affects the accuracy of data mining algorithms. There are two important aspects of the data quality, one is relevance and the other is data redundancy. The inclusion of irrelevant and redundant features in the data mining model results in poor predictions and high computational overhead. This paper presents an efficient method concerning both the relevance of the features and the pairwise features correlation in order to improve the prediction and accuracy of our data mining algorithm. We introduce a new feature correlation metric Q Y ðX i ; X j Þ and feature subset merit measure eðSÞ to quantify the relevance and the correlation among features with respect to a desired data mining task (e.g., detection of an abnormal behavior in a network service due to network attacks). Our approach takes into consideration not only the dependency among the features, but also their dependency with respect to a given data mining task. Our analysis shows that the correlation relationship among features depends on the decision task and, thus, they display different behaviors as we change the decision task. We applied our data mining approach to network security and validated it using the DARPA KDD99 benchmark data set. Our results show that, using the new decision dependent correlation metric, we can efficiently detect rare network attacks such as User to Root (U2R) and Remote to Local (R2L) attacks. The best reported detection rates for U2R and R2L on the KDD99 data sets were 13.2 percent and 8.4 percent with 0.5 percent false alarm, respectively. For U2R attacks, our approach can achieve a 92.5 percent detection rate with a false alarm of 0.7587 percent. For R2L attacks, our approach can achieve a 92.47 percent detection rate with a false alarm of 8.35 percent.
INTRODUCTION AND BACKGROUND
F EATURE extraction in knowledge and date engineering is the process of identifying and removing as much of the irrelevant and redundant information as possible. Regardless of whether a machine learning algorithm attempts to select features itself or ignores the issue, feature extraction prior to learning can be beneficial. Reducing the dimensionality of the data reduces the size of the hypothesis space and allows algorithms to operate faster. In some cases, accuracy on future classification can be improved; in others, the result needs to be more compact and can be interpreted more easily.
Dash and Liu [6] , Blum and Langley [4] , and Hall and Holmes [8] presented a survey of the research on machine learning for feature extraction. In essence, many feature extraction methods model the task as a search problem, where each state in the search space specifies a distinct subset of the possible features. Dash and Liu categorize feature extraction into two major steps: generation procedure and evaluation function [6] . In the generation procedure, complete, heuristic, and random are different approaches for space searching. The searching space is exponential in the number of features. Hence, it is necessary to use a heuristic search procedure for an even medium number of features. Another important step in the feature selection is the evaluation function, which serves as the criterion in evaluating the relative merit of alternative feature subsets. Dash and Liu divide the evaluation function into five categories: distance, information, dependency, consistency, and classifier error rate. Hall and Holmes divide the feature extraction methods into two categories; one is based on the evaluation of individual feature, the other is based on evaluation of feature subsets. Information gain attribute ranking and Relief/ReliefF [10] , [12] belong to the first category. Correlation-based Feature Selection (CFS), Consistency-based Feature Selection, and Wrapper Subset Selection fall into the second category.
In this paper, we present a new approach that effectively removes irrelevant features from the ranked feature list based on the mutual information between each feature and the decision variable. We obtain the ranked lists of features by using a simple forward selection hill climbing search, starting with an empty set and evaluating each feature individually and forcing it to continue to the far side of the search space. Redundant features are removed through the pairwise decision dependent correlation analysis. The evaluation process of subset features is done in the abridged ranked lists of features after reducing irrelevant features.
The next section briefly reviews feature extraction algorithms. In Section 3, we present the new decision dependent correlation analysis measure and how to use it to quantify the dependency among features with respect to a particular decision task. Section 4 outlines the experimental methodology that was used to validate our approach.
Feature irrelevance and redundancy removal algorithm is also presented in this section. Section 5 presents the experimental results and compares our results with other methods. The last section summarizes our future research direction.
FEATURE EXTRACTION TECHNIQUES
Feature extraction techniques can be categorized according to a number of criteria. One popular categorization consists of "filter" and "wrapper" to quantify the worth of features [5] , [11] . Filters use general characteristics of the training data to evaluate attributes and operate independently of any learning algorithm. Wrappers, on the other hand, evaluate attributes by using accuracy estimates provided by the actual target learning algorithm. Due to the fact that the wrapper model is computationally expensive [13] , the filter model is usually a good choice when the number of features becomes very large.
Das [5] combined both models into a hybrid one to improve the performance of a particular learning algorithm. In this paper, we focus on the filter model and present a novel feature extraction algorithm which can effectively remove both irrelevant and redundant information.
Evaluation of individual feature emphasizes the relevance of the feature to the final decision. There are two typical individual feature-based evaluation approaches. The first one is information-based feature ranking. In this approach, the mutual information between decision and feature is used to evaluate the importance of the feature with respect to the decision under consideration. This method is independent of the underlying distribution and especially efficient when the data sets have a sheer dimensionality. The second type of algorithms relies on the relevance evaluation of features such as Relief which is an instance-based feature ranking scheme introduced by Kira and Rendell [10] , and ReliefF, which can handle multiple class data, is enhanced by Kononenko [12] from Relief. The rationale of Relief and ReliefF is that a useful feature should differentiate between instances from different classes and have the same value for instances from the same class. The Relief approach is based on randomly sampling a number ðmÞ of instances from the training data set and then locating each feature's nearest neighbor from the same and opposite class. The values of the features of the nearest neighbors are compared to the sampled instance and used to update relevant scores for each feature.
Although feature extraction techniques that focus only on relevance can significantly reduce the number of features to be considered, it could not help remove the redundant information existing among multiple features. Hall [7] and Kohavi and John [11] show that redundant features, along with irrelevant features, severely affect the accuracy of the learning algorithms. The reason is that if we do not consider the dependency among features, the feature selection algorithm will select multiple highly correlated features. Our results show that the linear summation of the individual mutual information values with respect to a particular decision will not linearly decrease the uncertainty in the decision because of the dependency that exists between features. Subset searching algorithms search through candidate feature subsets guided by a certain evaluation measure which captures the goodness of each subset. Some evaluation measures that have been effective in removing both irrelevance and redundancy include consistency measure [5] , [2] , [14] and correlation measure [7] , [8] . The consistency method looks for the minimum combinations of features that could divide the training data into subsets containing a strong single class majority. This separation is hoped to be as consistent as the whole set of features. Correlation-based feature selection evaluates subsets of features rather than individual features. The ideal subsets should contain features that are highly correlated with the decision and have low level intercorrelation with each other.
CORRELATION ANALYSIS MEASURE
It has been shown that dependency measure or correlation measures qualify the accuracy of decision to predict the value of one variable [6] . The main shortcomings of classical linear correlations are the assumption of linear correlation between the features and the requirement that all features contain numerical values [19] . To overcome these shortcomings, several information theory-based measures of association were introduced for the feature-class correlations and feature intercorrelations, such as the gain ratio [18] and information gain [1] , the symmetrical uncertainty coefficient [17] , and several others based on the minimum description length principle [12] . Good results were acquired through using the gain ratio for feature-class correlations and symmetrical uncertainty for feature intercorrelations [3] , [7] , [19] , [20] .
However, the symmetrical uncertainty measure is not accurate enough to quantify the dependency among features with respect to a given decision. A critical point was neglected that the correlation or redundancy between features is strongly related with the decision variable under consideration. In what follows, we will explain this property using a simple example.
For example, let us consider the case where the decision set consists of two decision variables, H and H c , that denote two complementary decisions, with P ðHÞ ¼ 0:6. Suppose now that if H occurs, then both X and Y are likely to occur; that is, P ðXjHÞ ¼ 0:8, P ðY jHÞ ¼ 0:9, and their independence requiring that P ðX \ Y jHÞ ¼ 0:8 Á 0:9 ¼ 0:72. On the other hand, if H c occurs, then both X and Y are unlikely,
It is easy to check that the X and Y are dependent. Indeed,
On the other hand,
which is not equal to P ðXÞP ðY Þ ¼ 0:56 Á 0:58 ¼ 0:3248.
The above example demonstrates that the correlated two events could be independent with respect to decisions. On the other hand, it demonstrates that the symmetric uncertainty may provide false or incomplete information. Hence, to accurately quantify the dependency or correlation among features, we introduce the following new metric.
Definition 3.1. Let X i and X j be two features. When there is no decision being considered with the features, we say the correlation between them is decision independent correlation (DIC). By using information theory, DIC is defined as the ratio between the mutual information and the uncertainty of the feature.
Remark 3.1. 0 DICðX i ; X j Þ 1 can be intuitively acquired. When DICðX i ; X j Þ ¼ 0, features X i and X j are uncorrelated. Scenario DICðX i ; X j Þ ¼ 1 implies full prediction between the features.
Remark 3.2. This correlation measure can also be used to find the correlation between one feature and one class.
Definition 3.2. Let X i and X j be two features. When there is a decision ðY Þ associated with the features, we say the correlation between them is decision dependent correlation (DDC). Let ; À; P ð Þbe an arbitrary probability space and let
. . . ; n f gbe n random features. We define a correlation measure to quantify the information redundancy between X i and X j with respect to Y as follows:
Proof. By noticing the symmetric property of the mutual information. t u
We use the Venn diagrams in Fig. 1 to illustrate the idea of decision independent correlation (DIC) and decision dependent correlation (DDC). In Fig. 1a , the correlation between X i and X j could be quantified as the ratio between the shade area ( Fig. 1a) and each individual area of X i or X j , which is generally the percentage of information with respect to its uncertainty acquired by knowing the other variable. This measure is a good reference for feature-class intercorrelation. In Fig. 1b , Y and Z are decision variables. X i and X j are features. By using Shannon's theoretic mutual information measure, we get IðY ; X i Þ ¼ a þ b and IðY ; X j Þ ¼ b þ c. The mutual information between the decision Y and features X i and X j is IðY ; X i \ X j Þ ¼ a þ b þ c, which is obviously less than IðY ; X i Þ þ IðY ; X j Þða þ 2b þ cÞ. Consequently, choosing both features X i and X j may include some redundancy (b=HðY Þ amount) which could be quantified by the DDC measure Q Y ðX i ; X j Þ. If we did not use the new correlation measure, the symmetric uncertainty will zoom in the correlation between features. Another important fact not accounted for is that for decision Y , features X i and X j are highly correlated, but they are not correlated when we consider another decision variable Z, as shown in Fig. 1b . This fact cannot be captured by using symmetric uncertainty, which is constant and independent of the decision variable when given the two features. Our experimental results show that using the decision dependent correlation measure Q Y ðX i ; X j Þ in subset feature selection will significantly improve the accuracy of the decision variables. Proof. The uncertainty for the decision variable Y is always positive, which means HðY Þ > 0. By definition, the mutual information between decision variable Y and features X i and X j is given by
Using conditional mutual information, we can write the following inequality:
Now,
Applying (4) twice on IðY ; X i ; X j Þ, we get
From (5), we know (6) Remark 3.4. When features X i and X j are fully correlated and they contribute 100 percent information in determine decision Y , the decision dependent correlation will be equal to 1 (Q Y ðX i ; X j Þ ¼ 1), which means that the features X i and X j are completely correlated with respect to decision Y . f g and I m I n . We define the new subset evaluation measure eðSÞ in (7).
This evaluation heuristic intuitively specifies a subset in which the mutual information of individual features with regard to the decision functions as an award for the merit of this subset, while the decision dependent correlation (DDC) between features is regarded as the penalty. So, the bigger the value of this metric eðSÞ, the better the feature subset in making a decision.
Remark 3.5. If the dependency among three or more features can be ignored, then eðSÞ 1. Otherwise, the existing dependency among three or more features makes the eðSÞ > 1 in some cases.
EXPERIMENTAL METHODOLOGY
The research presented in this paper is part of a large effort to develop an autonomic control and management environment (AUTONOMIA) that provides self-configuring, selfoptimizing, self-healing, and self-protecting services. The research presented here focuses on developing an online analysis to support the development of an AUTONOMIA self-protection engine. Our work aims at using the DDC metrics to identify the minimal sets of features that must be monitored and analyzed online in order to detect abnormal behaviors due to network attacks and, consequently, minimize and eliminate their impacts on the network operations and services.
Feature Extraction Algorithm (FEA)
The algorithm is based on the decision dependent correlation (DDC) measure discussed in the previous section. The goal of the feature selection algorithm is to select the minimum set of features that are strongly related to the desired decision variable and have the least redundancy among them. The algorithm shown in Fig. 2 consists of two functional modules. The first one focuses on removing irrelevance. We use a user defined threshold 1 to determine which feature is relevant to the final decision (lines 1 and 2). In this part of the algorithm, irrelevant features are removed from the original feature set. The second part focuses on eliminating redundancy from the features to be selected (line 3). We quantify a final state criterion as the distance of subset evaluation metric eðSÞ from the user defined threshold 2 (line 5). For each pass, the feature X k is chosen which satisfies two conditions simultaneously. The first one is that feature X k should be the most relevant one compared with the rest of features in the working set (line 8). The second one is that feature X k should have the least correlation with all the features in goal set G when compared with the other features in the working set W (line 9). We use the DARPA KDD benchmark data set in validating our approach.
As we can see from Fig. 2 , the main computational part of the algorithm involves computing the mutual information values for Q Y ðX i ; X j Þ and eðÁÞ, which has linear complexity OðNÞ in term of the number of instances ðNÞ in the training data set. The complexity of the algorithm that deals with determining the relevant features is of order OðMÞ, where M denotes the number of features, that is, the algorithm has linear complexity to determine the feature set from the relevant ones (assuming all features are selected first as relevant ones). The best complexity of the algorithm occurs when only one feature is selected and all of the other features are removed and the worst-case complexity of order OðM 2 Þ when all features are selected. In general cases, when kð1 < k < MÞ features are selected, the number of evaluations performed by FEA will typically be much less than the worst-case scenario. In summary, our method approximates relevance and redundancy among features by selecting a minimal set of features that meets the user specified threshold 2 .
Learning Classification Algorithm
Given a feature set and a training data set fD Dg, machine learning approaches could be used to learn a classification function. There are many optimization methods that have been proposed in the literature [15] , [16] . In our system, we develop a learning algorithm based on genetic algorithms [9] to train the classification functions as shown in Fig. 3 .
The feature discretization (line 1) is adopted to add continuous features to the discrete features list so they can both be considered with respect to a decision variable. The discretization of the features will be processed according to a coding strategy. For the selected discrete feature, the nominal values will be mapped into values 1 to M, which is the total number of nominal values. This mapping is done according to the frequency of the nominal values, i.e., the most frequent nominal value will map to 1 and the least frequent nominal value will be mapped into M. In this way, the weights adjustment will be done in a finer granularity. For continuous features, we decompose the continuous range of values into several intervals, where each interval has a finite set of values. In validating our approach, we use the DARPA KDD99 benchmark data set where the decision variable aims at detecting the occurrence of network attacks and their types. The data set consists of four types of network attacks such as Denial of Service (DoS), User to Root (U2R), Remote to Local (R2L), and Probe attacks.
The classifier ðH HÞ used in our algorithm has a linear function of weighted features, that is, fðX XÞ ¼ P 8i w i Á x i , where x i is the discretized value of selected ith feature and w i is the weight assigned to this feature. The classifier typically divided the multidimensional feature space into different subspaces where each contains the majority of one category of data. During the initialization, the weights are generated randomly (lines 2 and 3) . In the training process, the weights are adjusted such that the accuracy of the detection rate satisfies certain requirement (lines [4] [5] [6] [7] [8] [9] [10] [11] [12] .
Stopping criterion (line 5) is a critical factor because it determines the accuracy of the detection rate of the algorithm. Strict stopping criteria will increase the computational overhead of the algorithm. LetP P denote the detection satisfaction vector for all types of attacks. This parameter can be determined by the users based on domain knowledge and the desired detection rate for each type of network attacks. We set the stopping criteria for DoS, U2R, R2L, and Probe asP P ¼ 95%; 80%; 80%; 95% f g , respectively. That means, for U2R and R2L attacks, the desired detection rates are 80 percent, while the desired detection rate for the other types of attacks is equal to 95 percent.
RESULTS ON LARGE DATA SETS
We analyzed the benchmark KDD99 data set [21] used in the Third International Knowledge Discovery and Data Mining Tools Competition to validate our approach. Lincoln Labs set up an environment to acquire nine weeks of raw TCP dump data for a local-area network (LAN) simulating a typical US Air Force LAN. A connection is a sequence of TCP packets starting and ending at some well-defined times, between which data flows to and from a source IP address to a target IP address. Each connection is labeled as either normal or as an attack, with exactly one specific attack type. It is important to note that the testing data is not from the same probability distribution as the training data. There are 494,021 records in the training data set and the number of records in the testing data set is about five million. The data set contains a total of 22 different attack types. There are 41 features for each connection record that are divided into discrete sets and continuous sets.
We have implemented a genetic algorithm to discretize the continuous variable values into intervals to maximize the mutual information between the continuous features and the decision variable.
Features are ranked in descending order according to their relevance to the final decision. When set dos;1 ¼ 0:4; probe;1 ¼ 0:31, u2r;1 ¼ 0:09, r2l;1 ¼ 0:08, features are chosen as shown in Tables 1 and 2 . Without feature-feature correlation analysis, we were able to get good detection rates for the dos and probe attacks, as shown in Table 3 . However, the results are not good for U2R and R2L attacks. Similarly, other algorithms failed to achieve good detection rates for these attacks.
Results by sequentially choosing features in detecting U2R and R2L attacks are shown in Fig. 4 . We use alpha and beta to denote false alarm and false negative, respectively. For U2R attacks, sequentially choosing the first nine features can gain a good detection rate (99.9 percent) with a false alarm of (2.4 percent). In other cases, the false alarm is around 6 percent and the detection rate is around 98 percent. For R2L attacks, the best case wasfound when using the first eight features, which gave a detection rate of 91.66 percent with 7.609 percent false alarm. Using the first seven features, the detection rate is around 98.05 percent and 15.93 percent false alarm. If the number of features is less than five, the false alarm will be above 15 percent.
We calculated the decision dependent correlation (DDC) among the features and obtained two correlation matrices for U2R and R2L attacks, as shown in Tables 4 and 5 . X i ; i ¼ 1::10 is used to denote the ith features in Table 1 and Table 2 , respectively, e.g., X 6 in Table 4 is feature dst_host_count, while, in Table 5 , it stands for feature srv_count. From Remark 3.3, we know the correlation matrix is symmetric and, because of that, we only show the DDC in the upper triangle part of the matrix.
By applying the feature extraction algorithm shown in Fig. 2 , the features chosen for U2R and R2L attacks with respect to different thresholds level are shown in Tables 6  and 7 . In Table 6 , when set 2 ¼ 0:99, features service ðx 1 Þ, dst_host_srv_count ðx 3 Þ, num_file_creations ðx 5 Þ, dst_host_ count ðx 6 Þ, and dst_host_same_src_port_rate ðx 7 Þ were selected from the autonomic feature extraction algorithm. Training based on these features, the learning algorithm gets the classifier for U2R attacks Applying this classifier on the testing data set resulted in a detection rate of 92.5 percent with a 0.7587 percent false alarm. We also note that if we set 2 ¼ 0:9, the classifier based on feature set fx 1 ; x 3 ; x 5 ; x 6 g can lead to a detection rate of 96.2 percent with a 1.43 percent false alarm. These results are significantly better than those obtained using the sequential feature selection approach.
For R2L attacks detection, the feature extraction algorithm yields a feature subset that consists of service ðx 1 Þ, dst_host_same_src_port_rate ðx 3 Þ, dst_host_srv_diff_host_rate ðx 4 Þ, and dst_host_count ðx 8 Þ. Using these features in detecting R2L attacks, we get a 91.13 percent detection rate with a 9.258 percent false alarm. When training on features service ðx 1 Þ and dst_host_same_src_port_rate ðx 3 Þ, we obtained a detection rate of 92.47 percent with 8.35 percent false alarm. The results are comparable to the optimal sequential selection of eight features. However, the small number of features will result in a much faster learning process and it will reduce the overhead in collecting data when used in a real network environment.
CONCLUSIONS AND FUTURE WORK
In this paper, an efficient algorithm for feature extraction is proposed to remove the irrelevance and redundancy information during the data preparation period. Our validation results show that the new decision dependent correlation measure Q Y ðX i ; X j Þ and the subset evaluation heuristic metric eðSÞ can be used to select the near optimal feature subset. Based on these features, the learning algorithm can be a better classifier when compared with the sequential selection strategy. Our results show a significant improvement in the detection rates for the most difficult to detect attacks (e.g., U2R and R2L). For U2R attacks, our approach can achieve a 92.5 percent detection rate with false alarm of 0.7587 percent. For R2L attacks, our approach can achieve a 92.47 percent detection rate with false alarm of 8.35 percent. Nevertheless, R2L attacks detection results suggest some special recommendations. Due to the probable existence of interdependency among three or more features, the learning algorithm may pick up some inaccuracy in its classification.
We are currently investigating techniques to integrate our approach with online monitoring, filtering, and a selfprotection system that can be used in a real network environment. . For more information on this or any other computing topic, please visit our Digital Library at www.computer.org/publications/dlib.
