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1. Introduction
The class of EXPTIME-complete problems is well known for containing problems of finding the optimal strategies for
chess [7], checkers [15], as well as some versions of go (comp. [12,4]). Another set of EXPTIME-complete problems consists
of problems derived from questions of smaller complexity, by means of succinct circuits which allow one to present an
input to the algorithms in exponentially smaller space (comp. [1]). Yet another EXPTIME-complete problem was found by
H. Friedman about 1985 and published by Bergman, Juedes and Slutzki in [2]: it is an EXPTIME-complete problem to decide
whether a function can be obtained as a composition of given functions.
The problem of composition of functions was studied for a number of reasons. Finding a constant function as a
composition of a given set of functions over a finite set is connected to Černý’s Conjecture [5] andwas proved to be solvable in
a polynomial time in [8]. On the other hand, Dexter Kozen had proved in [11] that for a finite family of unary functions (over
a finite set) with one distinguished member, it is a PSPACE-complete problem to decide whether the distinguished function
can be obtained as a composition of the others. The mentioned above result of H. Friedman shows that allowing non-unary
functions causes the problem to become EXPTIME-complete.
The problem of composition of functions has a very natural algebraic description. The result of H. Friedman describes the
computational complexity of the following problem.
INPUT a finite algebra A and a function f : Ak → A
PROBLEM decide if f ∈ Clo(A).
This problem splits into subproblems — for a fixed, finite algebra Awe define
INPUT a function f : Ak → A
PROBLEM decide if f ∈ Clo(A).
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None of the such defined subproblems is more complex then the original problem. The natural question is howmuch easier
are they. Does the complexity of the first problem rely on the fact that the algebra can vary? Can we find a fixed structure
such that the connected subproblem remains complex?How complex is the problemof amembership in a finitely generated
clone? This question follows the line of research devoted to describing the computational complexity of natural algebraic
problems generated by fixed, finite structures. Such problems are studied extensively, and a number of results is already
known (comp. [16,9,10]).
The main theorem of our paper answers this question. We construct a finite family of binary functions (over a finite set),
such that the problem whether a given function can be obtained as a composition of functions from this fixed family is
EXPTIME-complete. This proves that the membership problem for a finitely generated clone can be EXPTIME-complete i.e.
as complex as the general problem. Moreover our construction allows us also to restate the result of [2], considering the
computational complexity of the TERM-EQ problem in a more restrictive way.
In Section 4,we build a finite family of binary functions such that the questionwhether a given function can be obtained as
a composition of these binary functions is EXPTIME-complete. The construction is motivated by the work of McKenzie [13].
In Section 5 we briefly address the consequences of our result to the TERM-EQ problem studied in [2].
2. Definitions
The following definitions allow us to state the problems formally. We define a set of functions obtained as compositions
of unary functions in the following way.
Definition 1. For a given setU and functions f0, . . . , fn : U→ U we define the set of functions generated by f0, . . . , fn to
be
{idU} ∪ {s : U→ U | s = fa0 ◦ · · · ◦ fak where ai ≤ n for all i ≤ k}.
and denote it by CloU1 (f0, . . . , fn).
In such a case the problem of of composition of unary functions follows.
Composition of unary functions. Given a finite set U and a number of functions s, f0, . . . , fn : U → U decide whether
s ∈ CloU1 (f0, . . . , fn).
In the case of composition of functions of higher arity we follow a standard notationwhich can be found in [3]. We define
a composition of functions in the following way:
Definition 2. For a set of functions f0, . . . , fn such that fi : Uki → U the set of functions generated by f0, . . . , fn is the
minimal set X such that
(1) for any numberm and any i < m the function f : Um → U defined to be f (a0, . . . , am−1) = ai is a member of X , and
(2) for any i ≤ n and any g0, . . . , gki−1 members of X the function
fi(g0, . . . , gki−1) is a member of X .
We denote this set by CloU(f0, . . . , fn).
The general problem of composition of functions is defined in the following way.
Composition of functions. Given a finite setU together with a number of functions s, f0, . . . , fn such that fi : Uki → U and
s : Uk → U decide whether s ∈ CloU(f0, . . . , fn).
Note that, according to Definitions 1 and 2, projections are always members of the generated set. This assumption is
introduced for clarity of presentation, and does not influence the computational complexity of problems considered in this
paper.
3. Notation and preliminaries
We identify natural numbers with their binary representations of a fixed length. That is, for a fixed n, a number between
0 and 2n − 1 is a word of length n over the alphabet {0, 1}, and the set of all such words is denoted by {0, 1}n. Thus addition
and substraction are partial functions on such words. We occasionally use regular expressions to denote a certain family of
numbers i.e. 1∗0 is the set of all even numbers between 0 and 2n − 1.
For twowords u and v we denote by u ·v or simply uv a catenation of these twowords. For a given wordwwe denote by
w(k) the k-th letter ofw, where k is taken from the interval between 0 and |w|−1 and |w| denotes the number of letters inw.
All of the constructions in this paper are based on Turingmachines.We usually denote a Turingmachine by T, its alphabet
byA and the set of internal states by S. Wewill denote the states of themachine by lowercase Greek letters with the starting
state denoted by α, and the accepting state denoted byω. The instructions of themachine are five-tuples of the form βabDγ ,
for β, γ ∈ S, a, b ∈ A and D = R or D = Lmeaning: ‘‘while in state β reading a, write bmove in the direction D and change
the state to γ ’’.
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All the computations of the machine Twill take place on a bounded tape, and we use two special symbols ♦ and , taken
fromA, to denote the leftmost and the rightmost, respectively, position on a tape. A configuration of themachine T is a triple
〈w, i, β〉 where w is the word of fixed length denoting the tape of the machine T, i is the number between 0 and |w| − 1
describing the position of the head on a tape and β is an internal state of the machine T.
We will use a particular type of a Turing machine in our reductions — an alternating Turing machines. Computations
of an alternating Turing machine are identical with the computations of the usual Turing machine, but the set of accepting
words can be different. The set of states of an alternating Turingmachine splits into two parts: universal states and existential
states. The machine accepts an input if and only if the starting configuration is accepting and the definition of an accepting
configuration is recursive:
• any configuration in an accepting state ω is accepting;
• the configuration in an existential state is accepting if there exists an operation of the Turing machine which can be
executed in this configuration and produces an accepting configuration and
• the configuration in an universal state is accepting if all the operations of the Turing machine which can be executed in
this configuration produce accepting configurations.
Alternating Turing machines compute ‘‘more efficiently’’ (comp. [6]) than the usual Turing machines. This efficiency allows
us to provide a tight bound on the composition problem.
We find it useful to work with the formal expressions defining functions, and we follow [3] in defining them.
Definition 3. For a set of functional symbols f0, . . . , fn of arities k0, . . . , kn, and a set of variables {x, y, . . .}we define a term
in a recursive way
(1) any variable is a term, and
(2) for any i ≤ n and any terms g0, . . . , gki−1 the formal expression
fi(g0, . . . , gki−1) is a term as well, and
(3) all the terms can be obtained in such a way.
Throughout the paper we often abuse the notation by identifying the functional symbols denoting the operations and the
functions themselves. The distinction is always clear from the context.
It is a trivial observation that, having a fixed set of generating functions and a corresponding set of terms, each term
defines a function, and each function that can be obtained as a composition is defined by a term. The notion of a subterm is
intuitive — if we consider a term to be a labelled tree, then each term being a labelled subtree of our term is its subterm. For
a more involved study of algebraic concepts we refer the reader to [3,14].
4. A finite set of functions with an EXPTIME-complete composition problem
In this section we exhibit a finite family of functions, such that the membership in the set of functions generated by this
family is EXPTIME-complete. The family of functions is constructed, based on an alternating Turing machine T (working in
polynomial space) satisfying the following conditions:
(1) the language accepted by T is EXPTIME-complete;
(2) every accepted word is of length 2n − 2 for some n ,
(3) for a given input word w, the computations of the machine T never leave ♦w, and at least one instruction is executed
on each position of such a tape for each computation branch,
(4) no instruction of T can be executed in the state ω,
(5) for each universal state of the machine T there are at most two instructions that can be executed (for a head reading
some symbol on a tape).
We briefly argue an existence of such a machine. Note that we require that the machine accepts an EXPTIME-complete
language (condition (1)) andworks on a tape restricted to the size of the input (condition (3)). By the result of [6] there exists
an alternating Turing machine recognizing an EXPTIME-complete language, and working in a polynomial space. Further,
by a reduction computed in a polynomial time, one can change this machine and the language it accepts to comply with
condition (3) — it suffices to extend each input by polynomially many blank symbols and enclose it by ♦ and . The second
part of the condition is easily obtained, bymodifying themachine to pre-read all the symbols between♦ and before starting
its computations. Thus we obtain an alternating Turing machine satisfying conditions (1) and (3). The condition (2) can be
easily obtained by enlarging accepted input words to the smallest length of form 2n − 2, and is done in a polynomial time.
Finally, the condition (4) is pure technicality and the condition (5) can be achieved by introducing auxiliary internal states
of the machine. Thus an alternating Turing machine satisfying conditions (1) to (5) exists.
The remaining part of this section is devoted to a construction of a set of functions that would model (by their
compositions) a computation of the machine T satisfying the conditions above. More precisely, for a starting configuration
of the machine, and for any configuration that can be reached via a computation of the machine T, we will introduce terms
defining a function that ‘‘realizes’’ this computation. Further terms will define functions working, in a similar way, only for
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accepting configurations. Thus a starting configuration will be accepting if and only if there exists a composition witnessing
this fact. This will show that the language recognized by T can be encoded into the composition problem for the functions
we define, and prove the main result of the paper formulated in Theorem 4.7.1.
For every configuration,wewill produce a termwitnessing the computations starting from it.We achieve it by composing
terms ‘‘realizing’’ single steps of the machine. The term’s arguments will include a binary representation of a position on a
tape of the machine and the information about the symbol at this position in the initial configuration — the function will
compute the symbol at the same position after the computation which the term realizes. Roughly speaking, for an input of
size 2n and some computation of the machine, we will construct a (n+ 1)-ary function such that:
f (‘‘position on tape’’, ‘‘tape symbol’’) = ‘‘tape symbol after the computation’’,
where the ‘‘position on tape’’ is represented as n arguments forming a binary representation of a number. An internal state
of the machine can be represented easily, and the current position of the head on a tape is encoded, together with the
appropriate tape symbol. Thus the whole configuration of the Turing machine can be stored as a set of tuples, which are
arguments of (n+ 1)-ary functions and the computations on them can be realized by terms.
We introduce the set (denoted by U) and the functions on this set gradually while explaining their purpose. These
functions will model the computations of the machine T and define an EXPTIME-complete problem for a restricted
compositions of functions (comp. Proposition 4.6.1). Adding a little twist in a Section 4.7 will allow us to obtain the full
result stated in Theorem 4.7.1.
The functions split into three disjoin familiesF ∪G∪H . All the functions in setsF andH are binary, while the functions
in G are unary.
4.1. The garbage collector element and the position markers
The setU contains an absorbing element⊥:
⊥∈ U (1)
and for any f ∈ F , g ∈ G and h ∈ H
f (⊥, a) = f (a,⊥) = g(⊥) = h(⊥, a) = h(a,⊥) =⊥ for all a ∈ U.
This element plays a role of a ‘‘garbage collector’’. Whenever a composition of functions produces, for an important
evaluation, a result equal to⊥we will discard such a composition.
The setU contains also
M = {0, 1} ⊂ U (2)
and, for any f ∈ F , g ∈ G and h ∈ H , the following implications are true
f (a, b) 6=⊥ =⇒ a ∈M ∧ b /∈M,
a ∈M =⇒ g(a) = h(a, b) = h(b, a) =⊥ for all b ∈ U,
and the elements of the setM are outside of the range of all the functions inF ∪G∪H . These elements are used as a binary
representation of a number which is a position on a tape of a Turing machine. The definition implies the following corollary.
Corollary 4.1.1. If a function s : Un → U is not constantly equal to ⊥ and s ∈ CloU(F ∪ G ∪ H), then whenever f ∈ F
appears in a term defining s then its appearance is of the form f (xi, t(x¯)) for some variable xi and term t(x¯).
Which, in turn, leads to another definition.
Definition 4. A term f (k)(xik , . . . f
(0)(xi0 , y)) (for f
(j) ∈ F for all j) is an F -factor of a term t(x¯) if and only if f (k)(xik , . . . f (0)
(xi0 , t
′(x¯))) is a subterm of t(x¯), for some term t ′(x¯), and the operation applied to it in t(x¯) as well as the out-most operation
of t ′(x¯) are not in F .
AF -factor of a term, under further conditions,will be responsible for ‘‘decoding’’ a sequence of elements ofM into a position
on a tape. Moreover a F -factor followed by the operation of the set G ∪ H will be responsible for ‘‘realizing’’ a single
computing (or validating) step of the Turing machine T.
4.2. Decoding a postion
In order to model a computation, we need a uniform way of ‘‘decoding’’ a sequence of elements of M into a position
on a tape. In other words, since F -factors of a term are responsible for this ‘‘decoding’’, we need to make sure that all the
F -factors recognize the same variable storing the first bit of a binary word, the same variable storing the second bit and so
on. We achieve it by introducing additional elements ofU:
P = {A, B, C,D} ⊂ U, (3)
and defining the functions of F ∪ G ∪H on them in the following way.
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Fig. 1. Forcing the order of the variables.
For any f ∈ F , g ∈ G and h ∈ H and any a ∈M, b, d ∈ P we set:
f (a, b) = d iff (b a→ d in Figs. 1 or 2)
g(b) = d iff (b R→ d in Figs. 1 or 2)
h(b, c) =
{
d if b = c ∧ (b R→ d in Figs. 1 or 2)
⊥ if b 6= c.
Moreover the above definitions are the only possibilities to obtain an element of P as a result of an application of a
function from F ∪ G ∪H . Note that the conditions on the functions in F ∪ G ∪H fully define them onM ∪ P ∪ {⊥}.
We are ready to characterize terms defining certain functions onU. All of the functions ‘‘realizing’’ the computations of
the Turing machine will satisfy Conditions [CI ] and [CII ]. In the remaining part of the subsection we prove that such terms
have identical sequence of variables in F -factors. The first condition, for a function s : Un+1 → U, states:
CI. For any a ∈ 1∗0+ ⊂ {0, 1}n we have s(a, A) = A.
The condition [CI ] has an immediate corollary.
Corollary 4.2.1. If t(x¯, y) is a term defining a function satisfying [CI ], then each F -factor of t(x¯, y) = t(x0, . . . , xn−1, y) −
f (k)(xik , . . . f
(0)(xi0 , y)) satisfies i0 ≤ · · · ≤ ik.
Proof. Let us fix f (k)(xik , . . . f
(0)(xi0 , t
′(x¯, y))) provided by Definition 4 for an F -factor f (k)(xik , . . . f
(0)(xi0 , y)) of a term
t(x¯, y) defining a function satisfying [CI ]. Since t(a, A) = A we immediately get t ′(a, A) ∈ {A, B} and, using a definition
of F -factors, we infer that the term t ′(x¯, y) is either equal to y or has the outmost operation coming from the set G ∪H . In
both cases, by considering ranges of the operations, we immediately obtain t ′(a, A) = A for all a’s from [CI ]. Now suppose,
for a contradiction, that il < ij for some j < l; then for a = 1ij−10n−ij+1 we have f (j)(0, . . . , f (0)(a(i0), A)) ∈ {B,⊥}. Thus
f (l)(1, . . . , f (0)(a(i0), A)) =⊥which is a contradiction with [CI ]. 
We introduce the second condition.
CII. For any a ∈ 1∗01∗ ⊂ {0, 1}n we have s(a, C) = C .
The following corollary is proved in exactly the same way as Corollary 4.2.1 and we omit the proof of it.
Corollary 4.2.2. If t(x¯, y) is a term defining a function satisfying [CI ] and [CII ], then all F -factors of t(x¯, y) are of the form
f (n−1)(xn−1, . . . , f (0)(x0, y)).
A straightforward analysis of domains and ranges of the operations implies the following corollary.
Fig. 2. Forcing the arity of the variables.
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Corollary 4.2.3. If t(x¯, y) is a term defining a function satisfying [CI ] and [CII ], then the operations of G ∪H are never applied
directly after each other in t(x¯, y). Moreover the outmost operation of t(x¯, y) belongs to G ∪H .
Thus all the F -factors of interesting terms have the same order of variables — this provides a uniform way of encoding a
position on a tape.
4.3. Modeling the tape of the machine
We move to define a next part of the setU. Elements of this set store the symbols on a tape of the Turing machine (the
fourth coordinate), a relation to the position of the head of the machine (Left or Right or Head) and two auxiliary True/False
fields. We put
T = {T , F}2 × {L,H, R} ×A ⊂ U. (4)
The first two coordinates are auxiliary symbols that are used byF -factors of the terms to identify the current and the future
position of the head of the machine in a computation.
The setF consists of the functions f 00 (x, y), f
1
1 (x, y), f
0
1 (x, y), f
1
0 (x, y) and theF -factor appearing after a term computing
a configuration with the head at position i will, under certain conditions, have a sequence of superscripts of its elements
equal to i (comp. Proposition 4.3.1). The sequence of subscripts of such a F -factor will be a position of the head after the
next operation of the machine.
We introduce the functions of the setF . Their definitions are tailored with Proposition 4.3.1 in mind. For any b ∈M and
any (I, J,D, a) ∈ T we put the function f 00 (x, y) to be
I J D a b f 00 (b, (I, J,D, a))
F F any any any (F , F ,D, a)
T T any any 0 (T , T ,D, a)
T T any any 1 (F , F ,D, a)
else else else else else ⊥
dually we define f 11 (x, y)
I J D a b f 11 (b, (I, J,D, a))
F F any any any (F , F ,D, a)
T T any any 0 (F , F ,D, a)
T T any any 1 (T , T ,D, a)
else else else else else ⊥
and two more complicated functions f 01 (x, y)
I J D a b f 01 (b, (I, J,D, a))
F F any any any (F , F ,D, a)
T T H or L any 0 (T , F ,D, a)
T T R any 1 (F , T ,D, a)
F T L any 0 (F , F ,D, a)
F T L any 1 (F , T ,D, a)
T F R or H any 0 (T , F ,D, a)
T F R or H any 1 (F , F ,D, a)
else else else else else ⊥
and f 10 (x, y)
I J D a b f 10 (b, (I, J,D, a))
F F any any any (F , F ,D, a)
T T L any 0 (F , T ,D, a)
T T R or H any 1 (T , F ,D, a)
F T R any 0 (F , T ,D, a)
F T R any 1 (F , F ,D, a)
T F L or H any 0 (F , F ,D, a)
T F L or H any 1 (T , F ,D, a)
else else else else else ⊥
The following notation allows for an easier analysis of the F -factors of certain terms. Please note that the variables in these
terms are ordered in a fixed manner (i.e. changing subscripts of the variables appearing in a term will cause a term not to
comply with this definition).
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Definition 5. For any words u, v of equal length over the alphabet {0, 1}we define the following terms:
f εε (x¯, y) = y,
where ε denotes the empty word, and
f uavb (x¯, y) = f ab (x|ua|−1, f uv (x¯, y))
recursively, where a, b ∈ {0, 1} and f ab (x, y) is one of the four functions in F .
According to Corollaries 4.2.1 and 4.2.2, each F -factor of the term defining function satisfying Condition [CI ] and [CII ] is
of the form f uv (x¯, y) for some words u, v.
The following set consist of all possible tuples which can be associated with a configuration with a head at the position i
and, at the same time, the exact set on which the F -factor recognizes the position of the head and the positions next to it.
Let Pi ⊂ {0, 1}n × T be such that (b, (I, J,D, a)) ∈ Pi if and only if I = J = T and
(b < i ∧ D = L) ∨ (b = i ∧ D = H) ∨ (b > i ∧ D = R).
The following proposition shows that the onlyF -factors that can be applied to Pi without⊥ among the results are either
trivial (u = v in a proposition below), or recognize the positions i−1 and i+1. This fact is a key ingredient of our proof. Once
these positions are identified, a unary function will compute (comp. Corollary 4.5.1) the next configuration of the machine.
Proposition 4.3.1. For any u, v, words of length n over the alphabet {0, 1}, the following conditions are equivalent:
1. f uv (b, (I, J,D, a)) 6=⊥ for all (b, (I, J,D, a)) ∈ Pi,
2. u = v or i = u = v − 1 or i = u = v + 1.
Proof. We begin with a proof of the implication from (2) to (1). The case when u = v is a trivial analysis of the definitions
of functions f 00 (x, y) and f
1
1 (x, y). Assume now, that i = u = v + 1 and that w is the longest common prefix of u and
v. Then u = w10|w|−1 and v = w01|w|−1. Lets fix an arbitrary (b, (T , T ,D, a)) ∈ Pi. If w is not a prefix of b then
f ww (b, (T , T ,D, a)) = (F , F ,D, a) and thus f uv (b, (T , T ,D, a)) 6=⊥ as required. Assume now that w is a prefix of b. The word
w0 is a prefix of v, andw1 is a prefix of u - basing on this fact we consider two cases:
• if b < i = u, thenw0 is a prefix of b and by the definition of Pi we obtain D = L and thus
f w1w0 (b, (T , T , L, a)) = f 10 (0, f ww (b, (T , T , L, a)))
= f 10 (0, (T , T , L, a)) = (F , T , L, a).
Since the function f 01 (x, y) applied to any element of the form (F , T , L, a) produces either (F , T , L, a) or (F , F , L, a)
and (since f 01 (c, (F , F , L, a)) = (F , F , L, a) for any c ∈ {0, 1}) we get f uv (b, (T , T , L, a)) 6=⊥ as required.• if b ≥ i = u thenw1 is a prefix of b and by the definition of Pi we infer that D ∈ {R,H}. In such a case
f w1w0 (b, (T , T ,D, a)) = f 10 (1, f ww (b, (T , T ,D, a)))
= f 10 (1, (T , T ,D, a)) = (T , F ,D, a),
and exactly the same reasoning shows that f uv (b, (T , T , L, a)) 6=⊥ as required.
This finishes the case of i = u = v + 1 and the remaining case of the implication, i = u = v − 1, is an alphabetical variant
of the same proof. The implication from (2) to (1) is proved.
To start with the reverse implication, assume that u 6= v, and letw denote the maximal common prefix of u and v. First,
we assume that u > v, that isw1 is a prefix of u andw0 is a prefix of v. Thus, for each (b, (T , T ,D, a)) ∈ Pi such thatw is a
prefix of b, we have
f w1w0 (b, (T , T ,D, a)) = f 10 (b|w1|−1, f ww (b, (T , T ,D, a))) = f 10 (b|w1|−1, (T , T ,D, a)) 6=⊥,
which, by the definition of f 10 (x, y), implies that D = L whenever b|w1|−1 = 0 and D ∈ {R,H} whenever b|w1|−1 = 1. The
construction of Pi immediately implies that i = w10n−|w1|. Let us fix an element of Pi of the form (w01n−|w1|, (T , T , L, a)),
then
f w1w0 (w01
n−|w1|, (T , T , L, a)) = f 10 (0, (T , T , L, a)) = (F , T , L, a),
and, since f 01 (x, y) is the only operation that does not produce ⊥ on (F , T , L, a), we imply that u = w10n−|w1| and
v = w01n−|w1| as required. The case of u < v is an alphabetical variant of the same proof, and the proposition is proved. 
The following corollary is an easy consequence of the proposition.
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Corollary 4.3.2. Let u, v be members of {0, 1}n such that f uv (b, (T , T ,D, a)) 6=⊥ for all (b, (T , T ,D, a)) ∈ Pi. Then, for any
element (b, (T , T ,D, a)) ∈ Pi,
[f uv (b, (T , T ,D, a)) = (T , J,D, a) for some J ∈ {T , F}] if and only if b = u;
and
[f uv (b, (T , T ,D, a)) = (I, T ,D, a) for some I ∈ {T , F}] if and only if b = v.
Proof. For any function f ij (x, y) ∈ F , and any k ∈ {0, 1} a straightforward analysis of the definitions of functions shows
that if f ij (k, (I, J,D, a)) 6=⊥ then
f ij (k, (I, J,D, a)) = (T , J,D, a) if and only if (I = T and i = k).
This immediately implies the first equivalence of the corollary. The second equivalence is proved by the same reasoning for
the the second coordinate of the element of T , and the pair j, k (instead of i, k). 
The operations of F are defined on the set T in such a way that the last coordinate of the element of T ‘‘carries over’’ to
the result (unless the result is⊥), and has no influence on the result being equal to⊥. This implies the following corollary.
Corollary 4.3.3. For any u, v ∈ {0, 1}n and any P ⊂ Pi such that for any b ∈ {0, 1}n there exists (T , T ,D, a) ∈ T such that
(b, (T , T ,D, a)) ∈ P, the following conditions are equivalent:
• for any (b, (T , T ,D, a)) ∈ P we have f uv (b, (T , T ,D, a)) 6=⊥;• for any (b, (T , T ,D, a)) ∈ Pi we have f uv (b, (T , T ,D, a)) 6=⊥.
Wemove on to define the operations of the set G∪H on T . The operations of the set G compute the steps of the Turing
machine, while the operations fromH ‘‘reverse’’ the computation checking whether a configuration is accepting. Note that
backtracking a computation of a Turing machine is very similar to computing it, and thus operations of G andH have a lot
in common.
For a F -factor acting on a set Pi (using Proposition 4.3.1) we need to consider three cases (given by item (2) of the
proposition). The instruction of the set G, is constructed in such a way that only the F -factor identifying a new position for
a head of the machine is ‘‘compatible’’ with it (will not produce⊥ on any element of Pi). The first coordinate of the result of
an application of the compatible F -factor to an element of Pi is T , only for the position i (the current position of the head),
and the second is T on a coordinate with the future position of the head. The third coordinate of the element of T allows us
to identify the direction into which the head of the Turingmachine is moving. Therefore all the otherF -factors will produce
⊥ on some element of Pi when composed with the operation of the set G.
We set R¯ = L and L¯ = R, which allows us to present the definitions in a more compact way. We define the set G – the
instructions from this set generate the configurations of T following the computations of the machine. For each instruction
of T, denoted by βabDγ , we put gβabDγ to be, for any c ∈ T ,
gβabDγ (c) =

(T , T , D¯, b) if c = (T , F ,H, a)
(T , T ,H, d) if c = (F , T ,D, d)
(T , T ,G, d) if c = (F , F ,G, d) for some G 6= H
⊥ else.
We move on to define the instructions of the set H on T . They allow us to check whether an alternating Turing
machine accepts a given configuration. Each of the instructions will provide an ‘‘accepted configuration’’ backtracking the
computations of T. Thus, for any pair of the instructions of T of the form βabDγ , βacEδ such that:
• if β is a universal state then βabDγ and βacEδ are the only two instructions that can be executed in a state β with the
head reading a;
• if β is an existential state then βabDγ = βacEδ;
we define hβabDγβacEδ on d, e ∈ T to be
hβabDγβacEδ (d, e) =

(T , T ,H, a) if d = (F , T , D¯, b) and c = (F , T , E¯, c)
(T , T ,D, o) if D = E and d = (T , F ,H, o), e = (T , F ,H, o)
(T , T ,D, o) if d = (T , F ,H, o) and e = (F , F ,D, o)
(T , T , E, o) if d = (F , F , E, o) and e = (T , F ,H, o)
(T , T ,G, o) if d = e = (F , F ,G, o) for some G 6= H
⊥ else.
Note that the following corollary is a simple consequence of the definitions:
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Corollary 4.3.4. For each hβabDγβacEδ ∈ H and for any (I, J,G, d), (I ′, J ′,G′′, d′) ∈ T and any D′′ ∈ {L,H, R}, d′′ ∈ A the following
conditions are equivalent
(1) hβabDγβacEδ ((I, J,D, d), (I
′, J ′,D′, d′)) = (T , T ,D′′, d′′),
(2) gβabDγ ((J, I,D′′, d′′)) = (T , T ,D, d) and
gβacEδ((J ′, I ′,D′′, d′′)) = (T , T ,D′, d′).
Thus the operations of the set H act as a ‘‘reverse’’ of the operations from G, recreating the tape from before a step of a
Turing machine.
4.4. The states of the machine
We introduce the final part of the set U. It is responsible for representing the internal state of the Turing machine
and includes two copies of the set of the states (defined below). One copy is used for the computation (the functions of the G
set) of the Turing machine T, and the other for backtracking and checking the accepting states (operations fromH). Among
these sets one element is common — the accepting configuration ω is the only possibility for switching from computing to
backtracking. More formally, we put
R = S ∪ S′ ⊂ U (5)
where the set S′ consists of copies of elements from S with the elements ω and ω′ identified. There is a natural bijection
from S onto S′ mapping β 7→ β ′ for each state β . For any f (x, y) ∈ F and any a ∈M and β ∈ R we put
f (a, β) = β.
For any gβabDγ (x) ∈ G and any δ ∈ R we put
gβabDγ (δ) =
{
γ if β = δ
⊥ else.
For any hβabDγβacEδ ∈ H and any pi, τ ∈ R we put
hβabDγβacEδ (pi, τ ) =
{
β ′ if pi = γ ′ and τ = δ′
⊥ else.
All the applications of the operations which were not defined explicitly are equal to⊥.
4.5. Computation and checking functions
We are now in position to introduce a correspondence between the configurations of a Turing machine T, and tuples
of the elements of the set U. These tuples will be the arguments of functions modeling computations. The focus of this
subsection is to establish this correspondence, and prove that the computations of the Turing machine T are equivalent to
the applications of certain terms to such tuples. To prove an equivalence, we show that any application of functions which
is not producing ⊥ on a set of such tuples, corresponds to a computation step of the Turing machine. This will put the
computations on configurations in a direct correspondence with terms acting on these sets.
For any configuration of the machine T, denoted by 〈w, i, β〉, where w ∈ A2n , i < 2n and β ∈ S, we define the
corresponding set P〈w,i,β〉. The first part of it is a subset of Pi, and is responsible for maintaining the information about the
tape of the machine:
(b, (I, J,D, a)) ∈ P〈w,i,β〉 ∩ Pi if and only if w(b) = a.
The second part of P〈w,i,β〉, which is outside of Pi, is equal to {0, 1}n × {β} and keeps track of the internal state of the
machine. Together they describe, in a natural way, a configuration of the machine. The next definition allows us to follow
the computations of the machine using these sets. For any configuration 〈w, i, β〉 and an operation of the Turing machine
of the form γ abDδ, we put
P〈w,i,β〉:γ abDδ = {(c, d) | (c, e) ∈ P〈w,i,β〉 and gγ abDδ(f iv(c, e)) = d}
where v = i+ 1 if D = R and v = i− 1 if D = L.
The following corollary is the main part of the construction. It states that not having ⊥ in a range of a term on a set
associated with a configuration, is equivalent to the fact that the term models one step of the computation of the Turing
machine, and produces output modelling the resulting configuration.
Corollary 4.5.1. For any configuration 〈w, i, β〉, any instruction of the machine T γ abDδ and any pair of words u, v ∈ {0, 1}n
the following conditions are equivalent.
(1) ⊥/∈ gγ abDδ(f uv (P〈w,i,β〉)),
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(2) the set
P〈w,i,β〉:γ abDδ = P〈w′,j,pi〉
for some configuration 〈w′, j, pi〉, and u = i and v = i+ 1 if D = R and v = i− 1 if D = L,
(3) the instruction γ abDδ can be executed in a configuration 〈w, i, β〉 and u = i and v = i+ 1 if D = R and v = i− 1 if D = L.
Moreover, if these conditions are satisfied, the configuration obtained from 〈w, i, β〉 after executing γ abDδ is equal to 〈w′, j, pi〉.
Proof. The implication from (2) to (1) is trivial. For the implication (1) to (3) we use Proposition 4.3.1 and Corollary 4.3.3
to obtain u = v or i = u and |v − u| ≤ 1. Moreover Corollary 4.3.2 together with the definition of gγ abDδ(x), implies that
u 6= v (since gγ abDδ((T , T , E, c)) =⊥ for any choice of E and c). Similarly, since gγ abDδ((F , T , E, c)) 6=⊥ implies E = D, we
obtain v = i+ 1 if D = R and v = i− 1 if D = L. Finally, since gγ abDδ((T , F ,H, c)) 6=⊥ implies c = awe infer thatw(i) = a,
and similarly since gγ abDδ(f uv (0
n, β)) 6=⊥, we imply that β = γ and (3) is proved. It remains to show the implication
from (3) to (2). The arguments above applied to gγ abDδ(f ii+1(x¯, y)) if D = R and to gγ abDδ(f ii−1(x¯, y)) if D = L together with
Proposition 4.3.1, Corollary 4.3.2 and the definition of functions in G proves the implication. A proof of this fact provides also
an argument that the configuration obtained from 〈w, i, β〉 after execution of γ abDδ is equal to 〈w′, j, pi〉. 
Using the previous corollary together with Corollaries 4.2.1 and 4.2.2, we put the full correspondence between terms not
producing⊥ on sets associated with configurations and the possible computations of the Turing machine.
Corollary 4.5.2. Let t(x¯, y) be a term using functional symbols from F ∪G. If t(x¯, y) defines a function satisfying Conditions [CI]
and [CII ] and such that⊥/∈ t(P〈w,i,β〉) for some configuration 〈w, i, β〉, then the set
{(c, d) | (c, e) ∈ P and t(c, e) = d} equals P〈w′,j,γ 〉
for some configuration 〈w′, j, γ 〉 which can be obtained by a Turing machine T, starting its computations on 〈w, i, β〉. Moreover
for each such a configuration 〈w′, j, γ 〉 there exists a term producing an appropriate set.
Thus, so far, the computations of the Turing machine are fully modelled by the terms with operations coming from the
set F ∪ G. Unfortunately this is not sufficient for modelling the computation of an alternating Turing machine. In order
to decide whether an initial configuration of the Turing machine was accepting, we need to backtrack the computations
propagating accepting configurations up the computation tree. This is done using the functions of the setH in a way very
similar to modelling the computation using the elements of G. To exhibit an analogue of Corollary 4.5.1 for the functions
from the setH we introduce, for each configuration, a new set P ′〈w,i,β〉. The Pi part of the set is the same as of P
′
〈w,i,β〉 i.e.
(b, (I, J,D, a)) ∈ P ′〈w,i,β〉 ∩ Pi if and only if w(b) = a
and the second part of P〈w,i,β〉, from outside of Pi, is equal to {0, 1}n×{β ′}. These sets allow us to backtrack the computations
of the machine in the same way the previous sets were used to model them. Note that P ′〈w,i,β〉 ∩ Pi = P〈w,i,β〉 ∩ Pi and
P ′〈w,i,ω〉 = P〈w,i,ω〉 for anyw, i and β .
We define PδabDpi :〈w,i,β〉
δacEτ :〈w′,i′,γ 〉 to consist of the pairs (c, d) such that
∃(c, e) ∈ P ′〈w,i,β〉, ∃(c, e′) ∈ P ′〈w′,i′,γ 〉 such that hδabDpiδacEτ (f iv(c, e), f i
′
v′(c, e
′)) = d
where v = i−1 ifD = R and v = i+1 ifD = L and v′ = i′−1 if E = R and v′ = i′+1 if E = L. An analogue of Corollary 4.5.1
states
Corollary 4.5.3. For any configurations 〈w, i, β〉, 〈w′, i′, γ 〉 and any instructions of the machine T: δabDpi , δacEτ and any four
words u, v, u′, v′ ∈ {0, 1}n the following conditions are equivalent.
(1) hδabDpiδacEτ (f
u
v (c, e), f
u′
v′ (c, e
′)) 6=⊥, for any (c, e) ∈ P ′〈w,i,β〉 and any (c, e′) ∈ P ′〈w′,i′,γ 〉,
(2) the set
PδabDpi :〈w,i,β〉
δacEτ :〈w′,i′,γ 〉 = P ′〈w′′,i′′,σ 〉
for some configuration 〈w′′, i′′, σ 〉, and u = i, u′ = i′ and v = v′ and v = u − 1 if D = R and v = u + 1 if D = L and
v′ = u′ − 1 if E = R and v′ = u′ + 1 if E = L
(3) there exists a configuration 〈w′′, i′′, σ 〉 such that the instructions δabDpi and δacEτ can be executed in it producing 〈w, i, β〉
and 〈w′, i′, γ 〉 respectively. Moreover if δ is a universal state, then δabDpi and δacEτ are the only two instructions that can
be executed in a state δ with the head reading a, and if δ is an existential state then δabDpi = δacEτ . Finally, u = i, u′ = i′
and v = v′ and v = u− 1 if D = R and v = u+ 1 if D = L and v′ = u′ − 1 if E = R and v′ = u′ + 1 if E = L
and the configurations denoted by 〈w′′, i′′, σ 〉 in 2 and 3 are equal.
Proof of this corollary is a carbon copyof the proof of Corollary 4.5.1 usingCorollary 4.3.4. Finally, using the corollary above
together Corollary 4.5.2, we establish the final result of the construction. This result puts into a correspondence accepting
computations of the Turing machine, and terms constructed from our functions.
340 M. Kozik / Theoretical Computer Science 407 (2008) 330–341
Corollary 4.5.4. Let t(x¯, y) be a term such that the outmost functional symbol is from H . If t(x¯, y) defines a function
satisfying Conditions [CI ] and [CII ] and such that⊥/∈ t(P〈w,i,β〉) for some configuration 〈w, i, β〉, then the set
{(c, d) | (c, e) ∈ P and t(c, e) = d} equals P ′〈w′,i′,γ 〉
for some configuration 〈w′, i′, γ 〉 which is an accepting configuration of a Turing machine T. Moreover for each accepting
configuration which can be obtained working backwards from the accepting configurations obtained from 〈w, i, β〉, there exists
a term producing the appropriate set.
4.6. The function for restricted problem
It remains to define, for each given input wordw of length 2n − 2, a function which is going to be expressed by a term if
and only if, the starting configuration on the wordw is accepted. We accomplish this goal in two steps. First we introduce a
partial function such that thew is accepted if and only if, there exists a term which, restricted to given set of tuples, defines
this function. Next we show that a problem of finding such a partial function is computationally equivalent to finding a full
composition for a slightly different set of functions.
The function s : Un×V → U is (n+1)-ary and as such the size of its description (approximately C ·|U|n+1) is polynomial
with respect to the length on the input word which was equal to 2n − 2. The definition of the function implies immediately
that such a function can be constructed in a polynomial time, and thus the problem of accepting a word will reduce, in a
polynomial time, to the problem of composing functions.
Thus, for an inputwordw, we put 〈♦w, 0n, α〉 to be the starting configuration of themachine T and define s : Un×V →
U to be
s(b, a) =

(b, a) if (b, a) ∈ P〈♦w,0n,α〉 ∩ P0n
α′ if a = α
A if b ∈ 1∗0+ and a = A
C if b ∈ 1∗01∗ and a = C
⊥ else,
for V = {(I, J,D, a) ∈ T | I = J = T } ∪ {α} ∪ {A, C}. The Corollary 4.5.4 immediately implies that if the function s can be
found as a restriction of the element of CloU(F ∪ G ∪ H), then the word w is accepted by the machine T. If, on the other
hand, the word is accepted by T the same corollary provides us with an existence of a function, say s′, satisfying Conditions
[CI ] and [CII ] and coinciding with s on P〈♦w,0n,α〉. It remains to show that
• s′(b, A) =⊥whenever b /∈ 1∗0+,
• s′(b, C) =⊥whenever b /∈ 1∗01∗,
• s′(b, (T , T ,D, a)) =⊥whenever (b, (T , T ,D, a)) /∈ P〈♦w,0n,α〉.
The first two points are obvious consequences of the definition of the functions on the set P . For the last one we remark
that for each (b, (T , T ,D, a)) /∈ P〈♦w,0n,α〉 there exists (b, (T , T ,D′, a′)) ∈ P〈♦w,0n,α〉, and since the computation of T visits
each square of the tape and the term does not evaluate to⊥ on (b, (T , T ,D′, a′)) it has to evaluate to⊥ on (b, (T , T ,D, a)).
Thus we have proved the following, technical, proposition:
Proposition 4.6.1. There exists a setU and a finite set of at most binary functions on it such that, for a fixed subset V ofU, it
is EXPTIME-complete to decide whether a given function s : Un × V → U can be obtained as a restriction of a composition of
these functions.
An example of such a set is the setU and the family of functionsF ∪G∪H which proves the hardness part of the proposition.
The completeness is obtained by the algorithm proving completeness for the usual composition of functions and presented
in e.g. [2]. It remains to show that a problem of finding a function, and not a restriction of the function, is as complex.
4.7. The general case
In this section we construct a setW = U∪V ′ ∪ {>}, which is a disjoint union of the three sets. Set V ′ consists of copies
of the elements of V and there is a bijection b 7→ b′ between V and V ′. We define the functions:
gi(a0, . . . , aki−1) =
{
fi(a0, . . . , aki−1) if aj ∈ U for all j < ki
> else
for all i ≤ n, and an additional function
gn+1(a) =
{
b if a = b′ ∈ V ′
> else.
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Finally we put
s′′(a0, . . . , ak−1) =
{
s(a0, . . . , ak−2, a) if a0, . . . , ak−2 ∈ U and ak−1 = a′ ∈ V ′
> else.
The construction immediately implies that s′′ ∈ CloU(g0, . . . , gn, gn+1) if and only if, the restricted composition problem for
s and f0, . . . , fn had a positive solution. This proves the reduction of the restricted composition problem to the composition
problem.
It is a trivial observation that all of the unary operations in our construction can be substituted by binary (putting >,
as a result of an application to non-identical arguments). This allows us to state the main theorem of the paper in a more
uniform way.
Theorem 4.7.1. There exists a finite set W , and a family of functions f0, . . . , fn : W2 → W such that the question whether a
given function can be found as a composition of f0, . . . , fn is EXPTIME-complete.
5. Consequences
The authors in [2] tackle the problem denoted by TERM-EQ, that is
INPUT a pair of finite algebras (A, B) over the same set
PROBLEM decide if Clo(B) = Clo(A).
and prove that this problem is EXPTIME-complete. Our reasoning implies that the algebra A can be fixed (to be the algebra
constructed in Section 4) and the computational complexity of the problem will not decrease (the reduction is obtained by
taking B’s identical to A with added various functions s). This proves that there is a finite algebra A such that the problem
INPUT a finite algebra B
PROBLEM decide if Clo(B) = Clo(A).
is EXPTIME-complete.
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