This paper concerns with the number and distributions of limit cycles in a Z 3 -equivariant quintic planar polynomial system. 24 limit cycles are found in this system and two different configurations of them are shown by combining the methods of double homoclinic loops bifurcation, Poincaré bifurcation and qualitative analysis. The two configurations of 24 limit cycles obtained in this paper are new. The results obtained are useful to the study of weakened 16th Hilbert Problem.
Instruction and main results
One of the problem posed by Smale in his "Mathematical problem for the next century" is the Hilbert's 16th problem (see [1] ). It is well-known that the first part studies the mutual disposition of maximal number of separate branches of an algebraic curve; the second part studies the questions of the maximal number and relative position of limit cycles of the planar polynomial vector field. In order to obtain more limit cycles and various configuration patterns of their relative dispositions, Li et al. indicated in [1, 2] that an efficient method is to perturb the symmetric Hamiltonian systems having maximal number of centers, i.e., to study the weakened Hilbert's 16th problem posed by Arnold [3] in 1977 for the near Hamiltonian system. In [2] , Li and Liu obtained 11 limit cycles in a cubic system by using detection function method. Liu, Yang and Jiang [4] gave different perturbations of a cubic system also and found 11 limit cycles with the same distribution as the one found by Li et al. [2] . As to the case of quintic polynomial system, there are some results: In [5] , Li et al. found that 24 limit cycles existing in Z 6 -equivariant quintic system. In [6] [7] [8] , 23 limit cycles are found in Z q -equivariant quintic system where q = 2, 3, 5, 6.
As to study of weakened Hilbert's 16th problem, Han et al. [9] first used the idea of changing the stability of homoclinic loop to find limit cycles near a homoclinic loop for quadratic systems. This method was developed to investigate the limit cycles bifurcated from a double homoclinic loops by Han, Chen and Wu [10] [11] [12] [13] . A new configuration of 11 limit cycles existing in cubic polynomial system is found by using this method in [11] .
(a) Case 1.
(b) Case 2. Fig. 1 . The configurations of 20 limit cycles in system (1) .
In this paper, the following near Hamiltonian system is considereḋ
where ε is positive and small, 
the quintic polynomial P 5 (x, y), Q 5 (x, y) are respectively the real and imaginary part of complex function F(z,z) given in the following form
where z = x + i y,z = x − i y, i 2 = −1, A k = a k + i b k , x, y, a k , b k ∈ R, k = 1, 2, . . . , 7. Here we consider the real coefficients a i , b i , i = 1, 2, . . . , 7 as parameters. From [2, 14] , we know that the vector field defined by (P 5 (x, y), Q 5 (x, y)) is invariant under 2π/3 rotation with respect to the origin O. It is easy to check that system (1) is Z 3 -equivariant and from [2] , we have the following remark: Remark 1. As ε = 0 system (1) is a Hamiltonian system if and only if a 4 = 0, a 5 = 0, a 6 = 0, a 2 + 4a 7 = 0, b 2 − 4b 7 = 0.
Our main results are stated as follows.
such that for fixed a 5 > 0, b 1 > ϕ 3 and ε > 0 and small, the following two conclusions hold:
2 , then system (1) has 20 limit cycles with their configuration given in Fig. 1 (a) , where symbol " " means much less than.
2 , then system (1) has 20 limit cycles with their configuration given in Fig. 1 (b) . Theorem 1.2. There exist functions ϕ 1 , ϕ 2 , ϕ 3 , φ 1 which are given in (5) and
ε 2 , then system (1) has 24 limit cycles with their configuration given in Fig. 2 (a) .
ε 2 , then system (1) has 24 limit cycles with their configuration given in Fig. 2 
The paper arranges as follows. In Section 2, we briefly describe the properties of the unperturbed system (1)| ε=0 and give its global phase portraits. Lemmas about the existence conditions of double homoclinic loops of system (1) and the quantities determining the stabilities of these double homoclinic loops are also given in this part. The proof of the main results are presented in Section 3.
Notations and preliminary lemmas
As ε = 0, system (1) is called unperturbed system which has the forṁ x = y 10 − x 2 y + 3x 4 y 10 − y 3 + 13x 2 y 2 5 + 7y 5 10 ,
In this section, we first describe the phase portraits of the above unperturbed system. By solving polynomial equations, we get that unperturbed system (7) has 25 singular points: centers O = (0, 0), A i , i = 1, 2, . . . , 12 and saddle points S i , i = 1, 2, . . . , 12. The coordinates of these singular points are listed as follows:
,
, Remark 2. From [2, 14] , it is easy to check that the unperturbed system (7) is Z 6 -equivariant.
The unperturbed system (7) i, j ∪ Γ h 2 j,i , j = i + 1 as i = 1, 2, . . . , 5 and j = 1 as i = 6, where Γ h 2 i, j denotes the saddle connection between S i and S j with the direction from point S i to point S j , Γ h 2 i, j ∪Γ h 2 j,i embraces the focus A i , i < j, i = 1, 2, . . . , 6. Similarly, the level curves defined by H (x, y) = h 3 also consist of the six saddle points S i and six heteroclinic loops which are denoted by Γ
i, j , j = i + 1 as i = 7, 8, . . . , 11 and j = 7 as i = 12, and Γ
i, j embraces the focus A i , i = 7, 8, . . . , 12. From the above analysis, the phase portraits of unperturbed system (7) are depicted in Fig. 3 . (See [15] for more details.)
As 0 < ε 1, the number of singular points of unperturbed system (7) is preserved. Denote A i (ε), S i (ε) the singular points of system (1) near A i , S i , i = 1, 2, . . . , 12 after perturbation. Generally speaking the saddle connections Γ i,i+1 , Γ i+1,i , i, j = 1, 2, . . . , 12 of system (7) will break for 0 < ε 1. Denote Γ s S i (ε) , Γ u S i (ε) the stable and unstable manifold of saddle point S i (ε). Recall that the main term of the transversal distance function
Remark 3. Noticing the fact that system (1) is Z 3 -equivariant, then the following equations hold From [15] , we have the following remark.
Remark 4. The phase portraits of unperturbed system (7) given in Fig. 3 is symmetric with respect to x and y axis.
From Remark 3, we only need to compute the following 8 Melnikov functions M(Γ 3,2 ), M(Γ 2,3 ), M(Γ 6,5 ), M(Γ 5,6 ), M(Γ 9,10 ), M(Γ 10,9 ), M(Γ 12,7 ) and M(Γ 7,12 ).
Noticing that system (1)| ε=0 is a Hamiltonian, from [16] , as to the expression of the above Melnikov function of the saddle connections, we have the following formulae,
By using Mathematica 4.0, we obtain the following functions
Then we get the following results.
) and M(Γ 5,6 ) respectively have the following form
Proof. From (8) and Remark 4, Melnikov function of the saddle connection Γ 3,2 is computed as follows:
Melnikov function of the saddle connection Γ 2,3 is computed as follows:
Melnikov function of the saddle connection Γ 6,5 is computed as follows:
Melnikov function of the saddle connection Γ 5,6 is computed as follows:
By using Mathematica 4.0, we get the following numeric results:
From the above numeric results and Eq. (8), we get the Eqs. (9) . Similarly, we get the functions of the saddle connections Γ 9,10 , Γ 10,9 :
Then we get the following lemma. 
Proof. Melnikov function of the saddle connection Γ 9,10 is computed as follows: Melnikov function of the saddle connection Γ 10,9 is computed as follows: Melnikov function of the saddle connection Γ 7,12 is computed as follows: Remark 5. From the definition of the function d(ε, Γ i, j ), we know that if d(ε, Γ i, j ) = 0, 0 < ε 1, then system (1) has a saddle connection between saddle point S i (ε) and S j (ε) denoted by Γ i, j (ε) with the orientation from S i (ε) to S j (ε).
From [17] , we have the following lemma. (1) when d(ε, Γ 3,2 , Γ 2,3 ) = 0, then system (1) has a homoclinic loop denoted by Γ 3,2 (S 3 (ε)) (resp., Γ 3,2 (S 2 (ε))) near Γ 3,2 ∪ Γ 2,3 , which passes through the saddle point S 3 (ε) (resp., S 2 (ε)) if d(ε, Γ 3,2 ) < 0 (resp., d(ε, Γ 3,2 ) > 0); (2) when d(ε, Γ 6,5 , Γ 5,6 ) = 0, then system (1) has a homoclinic loop denoted Γ 6,5 (S 5 (ε)) (resp., Γ 6,5 (S 6 (ε))) near Γ 6,5 ∪ Γ 5,6 , which passes through the saddle point S 5 (ε) (resp., S 6 (ε)) if d(ε, Γ 6,5 ) > 0 (resp., d(ε, Γ 6,5 ) < 0); (3) when d(ε, Γ 9,10 , Γ 10,9 ) = 0, then system (1) has a homoclinic loop denoted by Γ 9,10 (S 10 (ε)) (resp., Γ 9,10 (S 9 (ε))) near Γ 9,10 ∪ Γ 10,9 , which passes through the saddle point S 10 (ε) (resp., S 9 (ε)) if d(ε, Γ 9,10 ) < 0 (resp., d(ε, Γ 9,10 ) > 0); (4) when d(ε, Γ 12,7 , Γ 7,12 ) = 0, then system (1) has a homoclinic loop denoted by Γ 12,7 (S 12 (ε)) (resp., Γ 12,7 (S 7 (ε))) near Γ 12,7 ∪ Γ 7,12 , which passes through the saddle point S 12 (ε) (resp., S 7 (ε)) if d(ε, Γ 12,7 ) > 0 (resp., d(ε, Γ 12,7 ) < 0).
Let d(ε, L 3,2 , Γ 2,3 ) = 0, d(ε, Γ 6,5 , Γ 5,6 ) = 0. Implicit function theorem implies that there exist functions ϕ 1 , ϕ 2 such that for ε > 0 small,
where ϕ 1 , ϕ 2 are given in (5) .
When equations a 6 = ϕ 1 , b 2 = ϕ 2 hold, then we have
Then from Z 3 -equivariance of system (1) and Lemma 2.3, we have Lemma 2.4. Suppose a 6 = ϕ 1 , b 2 = ϕ 2 , and b 1 > ϕ 3 . Then for ε > 0 small, system (1) has three double homoclinic loops Γ 1,2 (S 1 (ε)) ∪ Γ 1,6 (S 1 (ε)), Γ 3,2 (S 3 (ε)) ∪ Γ 3,4 (S 3 (ε)), Γ 5,4 (S 5 (ε)) ∪ Γ 5,6 (S 5 (ε)), where Γ i, j (S i (ε)) is the homoclinic loop passing through saddle point S i (ε) and tending to Γ i, j ∪ Γ j,i , as ε → 0, i = 1, 3, 5.
Denote A the point in the inner side of the double homoclinic loops (denoted by Γ dhomo ) of system (1) . It is known that if ω-set of point A is Γ dhomo , then we call Γ dhomo is isolated and inner stable; if α-set of point A is Γ dhomo , then we call Γ dhomo is inner unstable. Similarly, denote B the point in the outer side of the double homoclinic loops Γ dhomo of system (1) . If ω-set of point B is Γ dhomo , then we call Γ dhomo is isolated and outer stable; if α-set of point B is Γ dhomo , then we call Γ dhomo is outer unstable.
As to the stability of the double homoclinic loops of system (1), we have the following lemma.
Lemma 2.5. Suppose that the parameters of system (1) satisfy the following conditions a 6 = ϕ 1 , b 2 = ϕ 2 and b 1 > ϕ 3 . Then
, then the double homoclinic loops Γ 1,2 (S 1 (ε)) ∪ Γ 1,6 (S 1 (ε)) of system (1) are inner and outer stable (unstable), where φ 1 is given in (5) . (ii) if a 2 = φ 1 and div(S 2 (ε)) < 0(> 0), then the double homoclinic loops Γ 1,2 (S 1 (ε)) ∪ Γ 1,6 (S 1 (ε)) of system (1) are inner and outer stable (unstable).
Proof. Under the conditions of the lemma, by direct computation, we have ediv(S 1 (ε)) ≈ ε(2a 2 + 0.5733751a 4 + 0.6971637a 5 + 8a 7 ) + O(ε 2 ).
Let div(S 1 (ε)) = 0, then we get a 2 = φ 1 . From the relationship between the stability of the double homoclinic loops and the sign of divergence quantity of the saddle point, we know the first part of the lemma is true.
When a 4 = φ 1 , that is div(S 1 (ε)) = 0, the double homoclinic loops Γ 1,2 (S 1 (ε)) ∪ Γ 1,6 (S 1 (ε)) of system (1) is degenerated. From [10, 13, 16] , we know that its stabilities are determined by the sign of the integrals of the following divergence quantities,
From the Z 3 -equivariance of system (1), we know that div(S 2 (ε)) = div(S 6 (ε)). Just in the same way in [17] , we can prove that σ 1 , σ 2 and div(S 2 (ε)) have the same sign as div(S 2 (ε)) = 0. From [13] , we know that the conclusions of the lemma are true.
Proof of the main results
In the following, we suppose that the parameters of system (1) satisfy the following conditions: a 5 > 0, a 6 = ϕ 1 , b 2 = ϕ 2 , b 1 > ϕ 3 and a 2 = φ 1 . From Lemma 2.5, we know that for 0 < ε 1 system (1) has 3 degenerated double homoclinic loops whose stabilities are determined by the sign of div(S 2 (ε)).
Denote the Melnikov function of close orbit by M(Γ ) = Γ Q 5 (x, y)dx − P 5 (x, y)dy, where Γ is a close orbit of unperturbed system (1)| ε=0 . As 0 < ε 1, to study the breaking way of the close orbits Γ l , Γ m and Γ s , which are respectively determined by H (x, y) = 1, H (x, y) = 0 and H (x, y) = 0.002, we give the expressions of Melnikov functions of these three close orbits in the following lemma. Hence, using numeric computation and noticing the assumption in this section, we get the formulae (11) . Similarly, we compute the expression of M(Γ s ).
The proof is completed.
Similarly, we compute the Melnikov functions of close orbits Γ A 2 , Γ A 5 , Γ A 7 , Γ A 10 which respectively only surround the single singular point A i , i = 2, 5, 7, 10 in the following lemma, where Γ A i , i = 2, 5 are determined by H (x, y) = −0.07 and Γ A i , i = 7, 10 are determined by H (x, y) = 0.00264. Lemma 3.2. For ε > 0 small, the Melnikov function M(Γ A i ), i = 2, 5, 7, 10 respectively has the following expression
Proof. By using Mathematica 4.0, we get the following functions: 
Noticing the assumption in this section, we get the formulae (12) .
It is well-known that as 0 < ε 1, the type and stability of singular points O(0, 0), A i (ε), i = 1, 2, . . . , 12 of system (1) are closely related with the sign of divergence quantity of the points. Denote div(P) = ( ∂ P 5 ∂ x + ∂ Q 5 ∂ y )(P) and V 3 (P) the divergence quantity and the first-order focus quantity of the point P respectively. Then from focus quantity formulae given in [16] and computing, we get the following lemma. div(A 10 (ε)) ≈ (1.9611512a 4 + 0.3778478a 5 )ε + O(ε 2 ); V 3 (A 2 (ε)) ≈ 0.3376571a 5 ε + O(ε 2 ), when div(A 2 (ε)) = 0;
To determine the relative positions of Γ u S i (ε) and Γ s S j (ε) , i, j = 1, 2, . . . , 12, from Lemmas 2.1 and 2.2 we get the following quantities 
Now by using qualitative analysis of differential equation and perturbation skills, we give the proof of our main results.
The proof of Theorem 1.1. Suppose that the assumptions given in this section hold. Let div(A 7 (ε)) = 0, then we get a 4 = φ 2 (a 5 , ε) which is given in (5) . From Lemma 3.3, we have V 3 (A 7 (ε)) > 0, div(S 2 (ε)) > 0. That means A 7 (ε) is an unstable fine focus and the double homoclinic loops Γ 1,2 (S 1 (ε)) ∪ Γ 1,6 (S 1 (ε)) are both inner and outer unstable. Under such conditions, we get M(Γ m ) ≈ −0.0042573a 5 < 0, M(Γ 12,7 ) + M(Γ 9,10 ) ≈ 0.0200894a 5 > 0. By applying Poincaré-Bendixson theorem, we get that system (1) has one limit cycle surrounding S i (ε), A i (ε), O, i = 7, 8, . . . , 12. From M(Γ l ) < 0, M(Γ 3,2 ) + M(Γ 6,5 ) > 0, by applying Poincaré-Bendixson theorem again we know that there exists one limit cycle surrounding all the singular points. From the above analysis, we conclude that system (1) has 2 limit cycles under the above given conditions. In the following, by using the disturbing skill, we prove that system (1) has 18 more limit cycles in system (1). In first step, fix the value of a 5 > 0, slightly change the value of a 4 to satisfy that 0 < φ 2 − a 4 ε 2 . At the same time, let a 6 = ϕ 1 , b 2 = ϕ 2 , b 1 > ϕ 3 and a 2 = φ 1 . Then 3 double homoclinic loops of system (1) remain existing and div(A 7 (ε)) < 0. So the focus A 7 (ε) has changed from a stable one to the unstable one. Noticing Z 3 -equivariance of system (1) and applying Poincaré-Bendixson theorem, we get 3 limit cycles which respectively circles only A i (ε), i = 7, 9, 11. In second step, fix the value of a 4 and continue to let a 6 = ϕ 1 , b 2 = ϕ 2 , b 1 > ϕ 3 and slightly change a 2 to satisfy 0 < φ 1 − a 2 |a 4 − φ 2 |. Then from Lemma 2.5, we know that the inner and outer stability of Γ 1,2 (S 1 (ε)) ∪ Γ 1,6 (S 1 (ε)) has changed from unstable into stable. By applying Poincaré-Bendixson theorem again, we get three limit cycles near Γ 1,2 (S 1 (ε)) ∪ Γ 1,6 (S 1 (ε)), one surrounding A 1 (ε), S 1 (ε), A 6 (ε), the other two respectively surrounding A i (ε), i = 1, 6.
Next, keep a 6 = ϕ 1 , b 1 > ϕ 3 , and fix the value of a 2 , change b 2 slightly to satisfy that |b 2 − ϕ 2 | a 2 − φ 1 . Then there are two cases(see [10, 13] more details): Case 1. 0 < a 6 − ϕ 1 b 2 − ϕ 2 . Then there are 2 limit cycles, one of them surrounding A 6 (ε), the other one surrounding A 1 (ε), A 6 (ε), S 1 (ε); Case 2. 0 < a 6 − ϕ 1 ϕ 2 − b 2 . Then there are 2 limit cycles respectively surrounding A 1 (ε), A 6 (ε). From the continuous dependence of solutions with respect to the parameters of the differential equation, we know that the limit cycles kept as the parameters are slightly varied. Noticing the fact that system (1) is Z 3 -equivariant, we get 15 more limit cycles near the double homoclinic loops of system (1) during the above perturbations. Therefore, totally system (1) has at least 20 limit cycles whose configurations are given in Fig. 1 .
The proof of Theorem 1.2. Suppose that the assumptions given in this section hold. Let div(A 2 (ε)) = 0, then we get a 4 = φ 3 (a 5 , ε) which is given in (6) . From Lemma 3.3, we have that V 3 (A 2 (ε)) > 0, div(S 2 (ε)) > 0. That means A 2 (ε) is an unstable fine focus and the double homoclinic loops Γ 1,2 (S 1 (ε)) ∪ Γ 1,6 (S 1 (ε)) are both inner and outer unstable. Under such conditions, from Lemma 3.2, we get M(Γ A 2 ) ≈ 0.0000190a 5 > 0, M(Γ A 5 ) ≈ 0.0000190a 5 > 0. By applying Poincaré-Bendixson theorem, we get that system (1) has two limit cycles respectively surrounding A 1 (ε), A 6 (ε). From div(O) < 0, M(Γ s ) < 0 and M(Γ 7,12 ) + M(Γ 10,9 ) < 0, from M(Γ 12,7 ) + M(Γ 9,10 ) > 0, M(Γ m ) > 0 and M(Γ 5,6 ) + M(Γ 2,3 ) > 0, from M(Γ l ) < 0, M(Γ 3,2 ) + M(Γ 6,5 ) < 0, from div(A 7 (ε)) < 0, div(A 10 (ε)) < 0 and M(A 7 (ε)), M(A 10 (ε)), M(Γ 12,7 )+ M(Γ 7,12 ), M(Γ 9,10 )+ M(Γ 10, 9 ) are all positive, we are not certain that system (1) has any more limit cycle. Therefore, from the above analysis and noticing Z 3 -equivariance of system (1), we conclude that system (1) has 6 limit cycles under the above given conditions. Next, by using same disturbing skill and qualitative analysis method as the one given in the proof of Theorem 1.1, we can prove that system (1) has 3 more limit cycles which respectively surround A i (ε), i = 2, 4, 6 and 15 more limit cycles near the double homoclinic loops of system (1) with two different configurations. Therefore, system has at least 24 limit cycles and configurations of these 24 limit cycles are given in Fig. 2 .
Remark 6. Two configurations of 24 limit cycles of quintic planar polynomial system (1) given in this paper are different from the one given in Ref. [5] .
