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TWISTED MODULES OVER LATTICE VERTEX ALGEBRAS
BOJKO BAKALOV AND VICTOR G. KAC
Dedicated to Professor Ivan Todorov on the occasion of his 70th birthday.
1. Introduction
A vertex algebra is essentially the same as a chiral algebra in conformal field
theory [2, 11]. Vertex algebras arose naturally in the representation theory of
infinite-dimensional Lie algebras and in the construction of the “moonshine module”
for the Monster finite simple group [3, 10].
If V is a vertex algebra and Γ is a finite group of automorphisms of V , the subal-
gebra V Γ of Γ-invariant elements in V is called an orbifold vertex algebra. Orbifolds
play an important role in string theory; in the physics literature they were intro-
duced in one of the earliest papers on conformal field theory [5, 6]. Recently, there
have been numerous mathematical papers on orbifolds. All these papers are con-
cerned in some way or another with the problem of describing the representations
of V Γ in terms of the vertex algebra V and the group Γ. However, the solution is
known only in very special cases and it is highly nontrivial.
Let Q be an integral lattice. Then one can construct a vertex algebra VQ called a
lattice vertex algebra [3, 10, 13]. If Γ¯ is a finite group of isometries of Q, its elements
can be lifted to automorphisms of VQ. One obtains a group Γ ⊂ Aut VQ, which
is a central extension of Γ¯. In [1], we construct a collection of V ΓQ -modules, and
we compute their characters and modular transformations. Some of these modules
play an important role in the attempts of a conformal field theory understanding
of the fractional quantum Hall effect (see [4] and the references therein).
The present paper is the first step in the construction of the V ΓQ -modules [1].
Here we classify the so-called twisted VQ-modules ; our main result is Theorem 4.2.
In the case when Q is a root lattice of a simple finite-dimensional Lie algebra and σ
is an element of its Weyl group, our results agree with those of [14, 15]. Some of our
results were obtained independently in [16], and some special cases were studied
earlier in [7, 17].
Acknowledgments. We are grateful to Ivan Todorov for many stimulating discus-
sions and for collaboration on [1]. We thank the organizers of the Varna Workshop
for inviting us to present our results and for the inspiring workshop. We also ac-
knowledge the hospitality of the Erwin Schro¨dinger Institute, where some of this
work was done. The first author was supported in part by the Miller Institute for
Basic Research in Science. The second author was supported in part by NSF grant
DMS-9970007.
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2. Preliminaries on Vertex Algebras
In this section we recall the definition of a vertex algebra and some of its prop-
erties, following the book [13]. Below z, w, . . . denote formal commuting variables.
All vector spaces are over the field C of complex numbers.
2.1. Local Fields. Let V be a vector space. A field on V is a formal power series
in z, z−1 of the form
(2.1) φ(z) =
∑
m∈Z
φ(m)z
−m−1, φ(m) ∈ End(V ),
such that
(2.2) φ(m)a = 0 for all a ∈ V and m≫ 0.
Note that all fields form a vector space invariant under ∂z.
Two fields φ(z) and ψ(z) are called local with respect to each other if
(2.3) (z − w)N
[
φ(z), ψ(w)
]
= 0 for N ≫ 0
as a formal power series in z, z−1, w, w−1. We will also say that the pair (φ, ψ) is
local. Obviously, if (φ, ψ) is local, then so are (ψ, φ) and (∂φ, ψ).
The locality (2.3) is equivalent to the commutator formula
(2.4)
[
φ(z), ψ(w)
]
=
∑
n≥0
(
φ(w)(n)ψ(w)
)
∂(n)w δ(z − w),
where ∂
(n)
w = ∂nw/n!,
(2.5) δ(z − w) =
∑
k∈Z
zkw−k−1
is the formal δ-function, and
(2.6) φ(w)(n)ψ(w) = Resz(z − w)
n[φ(z), ψ(w)
]
, n ≥ 0,
is the nth product of the fields φ, ψ. Here, as usual, Resz denotes the coefficient at
z−1. Note that the sum in (2.4) is finite.
One can define nth product of fields for any n ∈ Z:
φ(w)(n)ψ(w) = Resz φ(z)ψ(w) iz,w(z − w)
n
− Resz ψ(w)φ(z) iw,z(z − w)
n.
(2.7)
Here iz,w means that we expand in the domain |z| > |w|, i.e.,
(2.8) iz,w(z − w)
n =
∞∑
k=0
(
n
k
)
zn−k(−w)k,
while
(2.9) iw,z(z − w)
n =
∞∑
k=0
(
n
k
)
zk(−w)n−k.
In particular, δ(z − w) = iz,w(z − w)
−1 − iw,z(z − w)
−1.
The (−1)st product is called the normally ordered product and is denoted by
:φψ:. One has
(2.10) :φ(w)ψ(w): = φ(w)+ψ(w) + ψ(w)φ(w)− ,
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where
(2.11) φ(w)+ =
∑
m<0
φ(m)w
−m−1, φ(w)− =
∑
m≥0
φ(m)w
−m−1.
One also has
(2.12) φ(w)(−n−1)ψ(w) = :(∂
(n)
w φ(w))ψ(w):, n ≥ 0.
2.2. Vertex Algebras.
Definition 2.1. A vertex algebra is a vector space V (space of states) endowed
with a vector |0〉 ∈ V (vacuum vector), an endomorphism T (infinitesimal trans-
lation operator) and a linear map from V to the space of fields on V (state-field
correspondence)
(2.13) a 7→ Y (a, z) =
∑
m∈Z
a(m)z
−m−1,
such that the following properties hold:
locality axiom: all fields Y (a, z) are local with respect to each other,
translation covariance:
(2.14)
[
T, Y (a, z)
]
= ∂zY (a, z),
vacuum axioms:
Y (|0〉, z) = idV , T |0〉 = 0,(2.15)
Y (a, z)|0〉 − a ∈ zV [[z]].(2.16)
Here are some corollaries of the definition:
(2.17) Ta = a(−2)|0〉, Y (Ta, z) = ∂zY (a, z).
We also have the skew-symmetry
(2.18) Y (a, z)b = ezTY (b,−z)a.
The most important property of a vertex algebra V is the following Borcherds
identity (which along with the vacuum axioms provides an equivalent definition of
a vertex algebra):
Resz−w Y (Y (a, z − w)b, w) iw,z−wF (z, w)
= Resz Y (a, z)Y (b, w) iz,wF (z, w)
−Resz Y (b, w)Y (a, z) iw,zF (z, w)
(2.19)
for any a, b ∈ V and any rational function F (z, w) with poles only at z = 0, w = 0
or z = w.
Let us give some consequences of the Borcherds identity. Taking F (z, w) =
(z − w)nδ(u− z), viewed as a series in u, u−1, we obtain
Y (a, u)Y (b, w) iu,w(u− w)
n − Y (b, w)Y (a, u) iw,u(u− w)
n
=
∞∑
m=0
Y (a(m+n)b, w) ∂
(m)
w δ(u− w).
(2.20)
For n = 0 this gives the commutator formula
(2.21)
[
Y (a, u), Y (b, w)
]
=
∞∑
m=0
Y (a(m)b, w) ∂
(m)
w δ(u− w),
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(which implies locality). Taking Resu of (2.20), we get
(2.22) Y (a, w)(n)Y (b, w) = Y (a(n)b, w), n ∈ Z.
2.3. Conformal Vertex Algebras.
Definition 2.2. A vertex algebra V is conformal of central charge (or rank) c ∈ C
if there exists a vector ν ∈ V (the conformal vector) with the following properties:
(i) The modes Ln, n ∈ Z, of the field L(z) ≡ Y (ν, z) =
∑
n∈Z Lnz
−n−2 give
a representation of the Virasoro algebra with central charge c. (The field L(z) is
called the energy-momentum field in CFT.)
(ii) L−1 is the infinitesimal translation operator T .
(iii) The operator L0 is diagonalizable with a non-negative spectrum. (L0 is
called the energy operator or Hamiltonian.)
In a conformal vertex algebra V , (2.21) implies
(2.23) [L0, Y (a, z)] = zY (L−1a, z) + Y (L0a, z).
The operator L0 defines a gradation of V , V =
⊕
∆≥0 V (∆), such that
(2.24) L0|V (∆) = ∆ idV (∆) .
For a ∈ V (∆), the field Y (a, z) is of conformal weight ∆, i.e., deg a(m) = ∆−m− 1
for all m ∈ Z. The field L(z) is of conformal weight 2 and ν = L−2|0〉.
3. Twisted Modules over Vertex Algebras
In this section we study twisted modules over vertex algebras (cf. [8, 10]). It
seems that some of our results are new even in the untwisted case.
3.1. Definition in Terms of Borcherds Identity. Let V be a vertex algebra
and σ be an automorphism of V of finite order N . We let ǫ = e2pii/N and Vj = {a ∈
V | σa = ǫ−ja}, 0 ≤ j ≤ N − 1.
AnN -twisted field φ(z) on a vector spaceM is a formal power series in z1/N , z−1/N
of the form
(3.1) φ(z) =
∑
m∈ 1N Z
φ(m)z
−m−1, φ(m) ∈ End(M),
such that
(3.2) φ(m)v = 0 for all v ∈M and m≫ 0.
For any integer k, we will denote by φ(e2piikz) the field obtained from φ(z) by
substituting z1/N with ǫkz1/N , i.e., φ(e2piikz) =
∑
m∈ 1N Z
φ(m)e
−2piikmz−m−1.
Definition 3.1. A σ-twisted V -module is a vector space M endowed with a linear
map from V to the space of N -twisted fields on M ,
a 7→ YM (a, z) =
∑
m∈ 1N Z
aM(m)z
−m−1,(3.3)
such that for all a ∈ V
YM (σa, z) = YM (a, e2piiz),(3.4)
YM (|0〉, z) = idM ,(3.5)
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and the following twisted Borcherds identity holds for any a ∈ Vj , b ∈ V , 0 ≤ j ≤
N − 1, and any rational function F (z, w) with poles only at z = 0, w = 0 or z = w:
Resz−w Y
M (Y (a, z − w)b, w) iw,z−w z
j/NF (z, w)
= Resz Y
M (a, z)YM (b, w) iz,w z
j/NF (z, w)
−Resz Y
M (b, w)YM (a, z) iw,z z
j/NF (z, w).
(3.6)
Of course, for σ = 1, a 1-twisted module is called just a module.
Remark 3.1. The Borcherds identity (3.6) is equivalent to the following collection
of identities (a ∈ Vj , b ∈ V , c ∈M , m ∈
j
N + Z, n ∈ Z, k ∈
1
NZ):
∞∑
i=0
(
m
i
)
(a(n+i)b)
M
(m+k−i)c =
∞∑
i=0
(−1)i
(
n
i
)
aM(m+n−i)(b
M
(k+i)c)
−
∞∑
i=0
(−1)i+n
(
n
i
)
bM(k+n−i)(a
M
(m+i)c).
(3.7)
When V is a conformal vertex algebra we will assume that the automorphism σ
preserves the conformal vector: σ(ν) = ν. Then, for any σ-twisted V -module M ,
the modes LMn of Y
M (ν, z) =
∑
n∈Z L
M
n z
−n−2 give a representation in M of the
Virasoro algebra with central charge c = rankV .
Definition 3.2. A σ-twisted module over a conformal vertex algebra V is a σ-
twisted V -moduleM in the sense of Definition 3.1 satisfying the additional require-
ment that the operator LM0 be diagonalizable with finite-dimensional eigenspaces.
3.2. Consequences of the Definition. Let M be a σ-twisted V -module. In this
subsection we will derive some consequences of Definition 3.1.
First of all, note that, by (3.4), YM (a, z)zj/N contains only integer powers of z
for a ∈ Vj . For 0 ≤ j ≤ N − 1, we introduce the N -twisted δ-functions
(3.8) δj(z − w) = z
j/Nw−j/N δ(z − w) =
∑
k∈ jN +Z
zkw−k−1.
Then
(3.9) Resz Y
M (a, z)δj(w − z) = Y
M (πja, w),
where
(3.10) πj =
1
N
N−1∑
k=0
ǫkjσk
is the projection onto Vj .
Putting F (z, w) = z−j/N (z − w)nδj(u − z) in the twisted Borcherds identity
(3.6), we obtain a twisted version of (2.20):
YM (a, u)YM (b, w) iu,w(u− w)
n − YM (b, w)Y M (a, u) iw,u(u − w)
n
=
∞∑
m=0
YM (a(m+n)b, w) ∂
(m)
w δj(u− w), a ∈ Vj , n ∈ Z.
(3.11)
The collection of identities (3.11) for all n ∈ Z is equivalent to (3.6). Note that, as
in the untwisted case, all the fields YM (a, z) are local with respect to each other,
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since, letting n = 0 in (3.11), we get the twisted commutator formula (a ∈ Vj):
(3.12)
[
YM (a, u), YM (b, w)
]
=
∞∑
m=0
YM (a(m)b, w) ∂
(m)
w δj(u − w).
Let us define the nth product (n ∈ Z) of two twisted fields YM (a, w), YM (b, w)
for a ∈ Vj as Resu u
j/Nw−j/N of the left hand side of (3.11). For n = −1, this
definition coincides with (2.10), (2.11), but for n < −1 it differs from (2.12). By
(3.11), we have for a ∈ Vj
(3.13) YM (a, w)(n)Y
M (b, w) =
∞∑
m=0
(
j/N
m
)
w−m YM (a(m+n)b, w).
In particular, letting b = |0〉 and n = −2 in (3.13), we get
(3.14) YM (Ta, z) = ∂zY
M (a, z).
When V is a conformal vertex algebra, the commutator formula (3.12) implies:
[TM , YM (a, z)] = ∂zY
M (a, z),(3.15)
[LM0 , Y
M (a, z)] = z∂zY
M (a, z) + YM (LM0 a, z),(3.16)
where TM := LM−1.
3.3. Associativity of Twisted Fields. We will try to invert formula (3.13), i.e.,
to express YM (a(n)b, w) in terms of Y
M (a, w)(n)Y
M (b, w). To this end, we multiply
both sides of (3.13) by z−n−1wj/N and sum over n ∈ Z. Using the properties of
the δ-function and Taylor’s formula, we get
iw,z(z + w)
j/N YM (Y (a, z)b, w) = iz,w(z + w)
j/N YM (a, z + w)Y M (b, w)
−
∞∑
k=0
YM (b, w)aM(k+j/N) (−∂w)
(k)δ(z − (−w)), a ∈ Vj .(3.17)
Of course, we cannot divide (3.17) by (z + w)j/N . Note, however, that the sum in
(3.17) becomes finite when applied to any v ∈M . Using that (z+w)n(−∂w)
(k)δ(z−
(−w)) = 0 for n > k, we obtain the associativity of twisted fields
iw,z(z + w)
n+j/N YM (Y (a, z)b, w)v
= iz,w(z + w)
n+j/N YM (a, z + w)YM (b, w)v,
a ∈ Vj , b ∈ V, v ∈M,n≫ 0.
(3.18)
Here we can take the minimal n ≥ 0 such that aM(k+j/N)v = 0 for k ≥ n.
Note that the powers of z and w in both sides of (3.18) are bounded from below.
Therefore, we can multiply both sides by iw,z(z + w)
−n−j/N to get (a ∈ Vj , b ∈
V, v ∈M):
YM (Y (a, z)b, w)v
= (iw,z(z + w)
−n−j/N ) iz,w(z + w)
n+j/N YM (a, z + w)Y M (b, w)v.
(3.19)
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3.4. Definition in Terms of Associativity. We will show that the associativity
(3.18), together with (3.4), (3.5), implies the twisted Borcherds identity (3.6).
First let b = |0〉 in (3.18). Using (3.5) and the identity Y (a, z)|0〉 = ezTa (cf.
(2.18)), we get:
iw,z(z + w)
n+j/N YM (ezT a, w)v = iz,w(z + w)
n+j/N YM (a, z + w)v.
Notice that the right-hand side contains only non-negative integer powers of z+w.
This implies YM (ezT a, w) = iw,zY
M (a, z + w) and, in particular, Eq. (3.14).
Now let a ∈ Vj , b ∈ Vk, v ∈ M , and let n, p ∈ Z be such that a
M
(m+j/N)v = 0 for
m ≥ n, bM(m+k/N)v = 0 for m ≥ p. Replacing in (3.18) b with e
uT b, we obtain:
iz,wiw,u(z + w)
n+j/N YM (a, z + w)Y M (b, u+ w)v
= iw,ziw,uiz,u(z + w)
n+j/N YM (Y (a, z − u)b, u+ w)v.
(3.20)
Note that, if we multiply the left-hand side by iw,u(u + w)
p+k/N , it will contain
only non-negative integer powers of u+w and hence of w. Therefore it makes sense
to put w = 0:
zn+j/Nup+k/N YM (a, z)YM (b, u)v
=iw,ziw,uiz,u(z + w)
n+j/N (u+ w)p+k/N
× YM (Y (a, z − u)b, u+ w)v
∣∣
w=0
.
(3.21)
Interchanging the roles of a and b and using (2.18), we get:
zn+j/Nup+k/N YM (b, u)YM (a, z)v
=iw,ziw,uiu,z(z + w)
n+j/N (u+ w)p+k/N
× YM (Y (a, z − u)b, u+ w)v
∣∣
w=0
.
(3.22)
Notice that
iw,z(z + w)
n+j/N = iw,u
∑
i∈Z+
(
n+ j/N
i
)
(u + w)n−i+j/N (z − u)i
and
iz,u(z − u)
−m−1 − iu,z(z − u)
−m−1 = ∂(m)u δ(z − u), m ≥ 0.
Using this and (3.21), (3.22), we get for l ∈ Z:
iz,u(z − u)
lzn+j/Nup+k/N YM (a, z)YM (b, u)v
− iu,z(z − u)
lzn+j/Nup+k/N YM (b, u)YM (a, z)v
= iw,u
∑
i,m∈Z
i≥0,m≥i+l
(
n+ j/N
i
)
(u+ w)n+p−i+(j+k)/N
× YM (a(m)b, u+ w)v ∂
(m−i−l)
u δ(z − u)
∣∣
w=0
.
From here it is easy to deduce (3.11), which implies (3.6).
Therefore, we have the following equivalent definition of a σ-twisted V -module.
Proposition 3.1. A σ-twisted V -module is the same as a vector space M endowed
with a linear map (3.3) from V to the space of N -twisted fields on M , satisfying
(3.4), (3.5) and (3.18).
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4. Twisted Modules over a Lattice Vertex Algebra
In the first subsection we introduce the main object of our study: the lattice
vertex algebra VQ. The remainder of the section is devoted to the classification of
all σ-twisted VQ-modules, where σ is an automorphism of the lattice Q.
4.1. Lattice Vertex Algebras. The purpose of this subsection is to fix the no-
tation and review some properties of lattice vertex algebras. For more details,
see [13].
Let Q be an integral lattice of rank l. We denote the bilinear form on Q by (·|·),
and write |α|2 = (α|α) for α ∈ Q. We extend the bilinear form to h = C ⊗Z Q by
C-bilinearity. There exists a bimultiplicative function ε : Q×Q→ {±1} satisfying
(4.1) ε(α, α) = (−1)|α|
2(|α|2+1)/2, α ∈ Q.
Then by bimultiplicativity
(4.2) ε(α, β)ε(β, α) = (−1)(α|β)+|α|
2|β|2, α, β ∈ Q.
Introduce the twisted group algebra Cε[Q]: it has a basis {e
α}α∈Q over C and
multiplication
(4.3) eαeβ = ε(α, β)eα+β , α, β ∈ Q.
Let hˆ = h[t, t−1] ⊕ CK be the Heisenberg current algebra; this is a Lie algebra
with the bracket
(4.4) [htm, h′tn] = mδm,−n(h|h
′)K, [htm,K] = 0, h, h′ ∈ h.
It has a unique irreducible representation of level 1 (i.e., with K = 1) on the Fock
space S = S(h[t−1]t−1) such that h[t−1]t−1 acts by multiplication and h[t]1 = 0.
This representation extends to the space VQ = S ⊗ Cε[Q] by
(4.5) (htm)(s⊗ eα) =
(
htm + δm,0(h|α)
)
s⊗ eα for m ≥ 0.
We define a representation of the algebra Cε[Q] in VQ by left multiplication:
(4.6) eγ(s⊗ eα) = ε(γ, α)s⊗ eα+γ .
This gives rise to a representation in VQ of the associative algebra AQ = U(hˆ) ⊗
Cε[Q], which is a “twisted” tensor product of the universal enveloping algebra U(hˆ)
of hˆ and the algebra Cε[Q] by the relation
(4.7) eα(htm) = (htm − δm,0(α|h))e
α.
Here and further eα (respectively htm) stands for 1 ⊗ eα (respectively htm ⊗ 1).
The algebra AQ has a Z2-gradation (i.e., it is an associative superalgebra) defined
by
(4.8) p(u⊗ eα) = |α|2 mod 2Z.
This induces a Z2-gradation on VQ:
(4.9) p(s⊗ eα) = |α|2 mod 2Z.
Introduce the following fields on VQ (called currents):
(4.10) h(z) =
∑
m∈Z
(htm)z−m−1, h ∈ h.
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Then the commutation relations (4.4) for K = 1 can be rewritten as
(4.11) [h(z), h′(w)] = (h|h′) ∂wδ(z − w), h, h
′ ∈ h.
Hence all the fields h(z) are local with respect to each other.
For α ∈ Q, introduce the vertex operator
Yα(z) = e
α : exp
∫
α(z):
≡ eαzα exp
(∑
n<0
(αtn)
z−n
−n
)
exp
(∑
n>0
(αtn)
z−n
−n
)(4.12)
of parity |α|2 mod 2Z. The vertex operator Yα(z) is a field on VQ, and it is local
with respect to h(z) because
(4.13) [h(z), Yα(w)] = (h|α)Yα(w)δ(z − w), h ∈ h, α ∈ Q.
Moreover, the fields Yα(z) are local among themselves. This follows from (4.2) and
the formula
(4.14) Yα(z)Yβ(w) = ε(α, β)(z − w)
(α|β) eα+β : exp
(∫
α(z) +
∫
β(w)
)
: .
Theorem 4.1. The fields Y (ht−1, z) = h(z) (h ∈ h), of parity 0, and Y (eα, z) =
Yα(z) (α ∈ Q), of parity p(e
α) = |α|2 mod 2Z, generate a vertex algebra structure
on VQ = S ⊗ Cε[Q] with the vacuum vector |0〉 = 1⊗ 1 and the operator T defined
by
(4.15) [T, htm] = −mhtm−1, T eα = (αt−1)eα, h ∈ h, α ∈ Q.
This vertex algebra is conformal of rank l = rankQ with the conformal vector
(4.16) ν =
1
2
l∑
i=1
(ait−1)(bit−1),
where {ai}, {bi} are dual bases of h.
Let σ be an automorphism of the lattice Q of finite order N . For 0 ≤ j ≤ N − 1,
let
(4.17) hj = {h ∈ h | σh = ǫ
−jh}, ǫ = e2pii/N .
Then hj and hk are orthogonal unless j + k ≡ 0 mod NZ. Since there exists a
unique, up to equivalence, ±1-valued 2-cocycle ε on Q satisfying (4.1), the cocycles
ε(α, β) and ε(σα, σβ) are equivalent. Hence there exists a function η : Q → {±1}
such that
(4.18) η(α)η(β)ε(α, β) = η(α + β)ε(σα, σβ), α, β ∈ Q.
Moreover, η can be chosen in such a way that
(4.19) η(α) = 1 for α ∈ Q ∩ h0.
Proposition 4.1. Any automorphism σ of Q can be lifted to an automorphism of
the vertex algebra VQ so that
(4.20) σ(htm) = σ(h)tm, σ(eα) = η(α)−1eσα, h ∈ h, α ∈ Q.
It fixes the conformal vector ν: σ(ν) = ν.
Proof. Follows from the observation that σ defines an automorphism of the asso-
ciative superalgebra AQ. 
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Remark 4.1. If σ : Q→ Q is an automorphism of order N , then its lifting σ : VQ →
VQ defined by (4.20) has order N or 2N .
4.2. Twisted Vertex Operators. Let σ be an automorphism of Q lifted to an
automorphism of VQ, as in Proposition 4.1. We use the notation from Section 3 for
V = VQ. Let M be a σ-twisted VQ-module (see Definition 3.2). We will study the
fields YM (ht−1, z) and YM (eα, z) for h ∈ h, α ∈ Q.
Comparing the commutator formulas (2.21) and (3.12), we see that Eqs. (4.11),
(4.13) immediately imply
[YM (ht−1, z), YM (h′t−1, w)] = (h|h′) ∂wδj(z − w),(4.21)
[YM (ht−1, z), YM (eα, w)] = (h|α)YM (eα, w)δj(z − w),(4.22)
h ∈ hj , h
′ ∈ h, α ∈ Q.
These formulas can be restated as:
[hM(m), (h
′)M(n)] = (πNmh|h
′)mδm,−n,(4.23)
[hM(m), Y
M (eα, w)] = (πNmh|α)w
mYM (eα, w),(4.24)
h, h′ ∈ h, m, n ∈ 1NZ, α ∈ Q,
where πj is the projection of h onto hjmod NZ. (Note that this πj is the restriction
to (ht−1)|0〉 of the πj defined by (3.10)). In the sequel we will use the notation
h0 = π0h for h ∈ h.
Also note that, for a = ht−1, (3.4) is equivalent to
(4.25) (σh)M(m) = h
M
(m) e
−2piim, h ∈ h, m ∈ 1NZ.
Lemma 4.1. There exist operators UMα (α ∈ Q) on M such that
(4.26) YM (eα, z) = zbαUMα E
M
α (z)
where
(4.27) bα = (|α0|
2 − |α|2)/2
and
EMα (z) = : exp
∫
YM (αt−1, z):
≡ zα
M
(0) exp
( ∑
n∈ 1N Z<0
αM(n)
z−n
−n
)
exp
( ∑
n∈ 1N Z>0
αM(n)
z−n
−n
)
.
(4.28)
The operators UMα satisfy
[hM(m), U
M
α ] = δm,0(h0|α)U
M
α , h ∈ h, m ∈
1
NZ,(4.29)
UMσα = η(α)U
M
α e
2pii(bα+α
M
(0)).(4.30)
Proof. Define the operators
UMα (z) = exp
( ∑
n∈ 1N Z<0
αM(n)
z−n
n
)
YM (eα, z) z−α
M
(0) exp
( ∑
n∈ 1N Z>0
αM(n)
z−n
n
)
.
Then, by (4.23), (4.24),
[hM(m), U
M
α (z)] = δm,0(h0|α)U
M
α (z), h ∈ h.
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In particular, UMα (z) commutes with α
M
(n) for n < 0; hence, we have
(4.31) YM (eα, z) = UMα (z)E
M
α (z).
We will deduce Eqs. (4.26) and (4.29) once we show that UMα := z
−bαUMα (z) is
independent of z. To this end we use the translation invariance (3.14). By (4.15),
we have Teα = (αt−1)eα = α(−1)e
α. Using (3.14), (4.15) and (3.13), we find
∂zY
M (eα, z) = YM (Teα, z) = YM (α(−1)e
α, z)
= :YM (αt−1, z)YM (eα, z):−
N−1∑
j=0
j
N
(πjα|α)z
−1YM (eα, z).
Therefore
∂zU
M
α (z) = −
N−1∑
j=0
j
N
(πjα|α)z
−1UMα (z).
Using that (πjα|α) = (πN−jα|α) for 1 ≤ j ≤ N − 1, it is easy to see that
(4.32)
N−1∑
j=0
j
N
(πjα|α) = −bα.
This proves that UMα = z
−bαUMα (z) is independent of z.
Finally, to prove (4.30), we apply (3.4) for a = eα, using that σ(eα) = η(α)−1eσα
and that by (4.25) we have EMσα(z) = e
−2piiαM(0)EMα (e
2piiz). 
Lemma 4.2. We have
(4.33) YM (eα, z)YM (eβ , w) = iz,wfα,β(z, w) z
bαwbβ UMα U
M
β E
M
α,β(z, w),
where
fα,β(z, w) =
N−1∏
k=0
(
z1/N − ǫkw1/N
)(σkα|β)
,(4.34)
EMα,β(z, w) = : exp
(∫
YM (αt−1, z) +
∫
YM (βt−1, w)
)
:.(4.35)
Proof. Standard exercise, using the fact that eAeBe−A = eadAeB = e[A,B]eB for
any two operators A,B commuting with [A,B]. 
Lemma 4.3. We have
YM (Y (eα, z)eβ, w)(4.36)
= ε(α, β)B−1α,β iw,zfα,β(z + w,w) (z + w)
bαwbβ UMα+β E
M
α,β(z + w,w),
where
(4.37) Bα,β =
fα,β(z, w)
(z − w)(α|β)
∣∣∣
z1/N=w1/N=1
= N−(α|β)
N−1∏
k=1
(
1− ǫk
)(σkα|β)
.
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Proof. We use the same argument as in the proof of Lemma 4.1. First, using (3.12),
(4.24) and (4.5), we compute the commutator (h ∈ hj , n ∈
j
N + Z):
[hM(n), Y
M (Y (eα, z)eβ, w)]
=
∞∑
m=0
(
n
m
)
wn−m YM
(
h(m)(Y (e
α, z)eβ), w
)
=
∞∑
m=0
(
n
m
)
wn−m
(
(h|α)zm + δm,0(h|β)
)
YM (Y (eα, z)eβ, w)
=
(
iw,z(z + w)
n(h|α) + wn(h|β)
)
YM (Y (eα, z)eβ, w).
It follows that
YM (Y (eα, z)eβ, w) = UMα,β(z, w)E
M
α,β(z + w,w),
where the operator UMα,β(z, w) satisfies
[hM(n), U
M
α,β(z, w)] = δn,0(h0|α+ β)U
M
α,β(z, w).
Next, we note that (by (4.15), (3.14), (2.14))
YM
(
Y (eα, z)(β(−1)e
β), w
)
= YM
(
Y (eα, z)(Teβ), w
)
= (∂w − ∂z)Y
M (Y (eα, z)eβ, w).
A similar computation as above, using (3.13) for n = −1, shows that for h ∈ hj one
has
YM
(
Y (eα, z)(h(−1)e
β), w
)
= :YM (ht−1, w)Y M (Y (eα, z)eβ, w):
−
(
z−1iw,z
(
1 +
z
w
)j/N
(h|α) +
j
N
w−1(h|β)
)
YM (Y (eα, z)eβ, w).
Therefore
(∂w − ∂z)U
M
α,β(z, w)
= −
N−1∑
j=0
(
z−1iw,z
(
1 +
z
w
)j/N
(πjβ|α) +
j
N
w−1(πjβ|β)
)
UMα,β(z, w).
With some more computation, we see that
−
N−1∑
j=0
z−1iw,z
(
1 +
z
w
)j/N
(πjβ|α) = iw,ziw,z+w
N−1∑
k=0
(1/N)ǫkw1/N−1(σkα|β)
(z + w)1/N − ǫkw1/N
= iw,z
(∂w − ∂z)fα,β(z + w,w)
fα,β(z + w,w)
On the other hand, by (4.32), we have
−
N−1∑
j=0
j
N
w−1(πjβ|β) = (∂w − ∂z)w
bβ/wbβ .
It follows that
UMα,β(z, w)/iw,zfα,β(z + w,w)w
bβ
depends only on z + w.
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Finally, note that
YM (Y (eα, z)eβ, w) = z(α|β)ε(α, β)YM (eα+β , w) + higher powers of z,
while
iw,zfα,β(z + w,w) = z
(α|β)Bα,β w
(α0−α|β) + higher powers of z.
Since (α0 − α|β) = bα+β − bα − bβ, this completes the proof. 
Corollary 4.1. In any σ-twisted VQ-module M , one has
(4.38) UMα U
M
β = ε(α, β)B
−1
α,β U
M
α+β , α, β ∈ Q.
Proof. Follows immediately from (4.33), (4.36) and the associativity (3.18). 
Remark 4.2. In the proofs of Lemmas 4.2 and 4.3, we used only the commutator
formulas (4.23), (4.24), the translation invariance (3.14), and formula (3.13) for
n = −1, a = ht−1, b = eβ.
4.3. The Heisenberg Pair (hˆσ, Gσ). The results of the previous subsection mo-
tivate the following definitions.
The σ-twisted current algebra hˆσ consists of all σ-invariant elements from CK ⊕
h[t1/N , t−1/N ], where σ acts as
(4.39) σ(htm) = σ(h)e2piimtm, σ(K) = K, h ∈ h, m ∈ 1NZ.
In other words, hˆσ is spanned over C by K and the elements ht
m such that h ∈ hj ,
m ∈ jN + Z. This is a Lie algebra with bracket (4.4).
Let G = C× × exph0 × Q be the set consisting of elements c e
hUα (c ∈ C
×,
h ∈ h0, α ∈ Q). We define a multiplication in G by the formulas:
eheh
′
= eh+h
′
,(4.40)
ehUαe
−h = e(h|α)Uα,(4.41)
UαUβ = ε(α, β)B
−1
α,β Uα+β .(4.42)
Then G is a group. From (4.42) we get the commutator
(4.43) Cα,β := UαUβU
−1
α U
−1
β = (−1)
|α|2|β|2
N−1∏
k=0
(
−ǫk
)−(σkα|β)
.
We give another expression for Cα,β which will be useful in the sequel:
Cα,β = (−1)
|α|2|β|2epii(α0|β)e2pii(α∗|β)
for α = α0 + (1 − σ)α∗, α0 ∈ h0, α∗ ∈ h
⊥
0 .
(4.44)
Denote by Qev the sublattice of Q consisting of all even elements, i.e., α such
that |α|2 ∈ 2Z.
Lemma 4.4. The center Z(G) of G consists of all elements of the form c e2piiλ0U(1−σ)λ,
where c ∈ C× and λ ∈ (Qev)
∗ is such that α := (1−σ)λ ∈ Q and λ ∈ Q∗ if α ∈ Qev.
Proof. If e2piihUα is in the center, then (4.41) implies α0 = 0. Then α = (1−σ)α∗ for
some uniquely defined α∗ ∈ h
⊥
0 . Letting λ = h+α∗, we get e
2piihUα = e
2piiλ0U(1−σ)λ.
Using (4.41) and (4.44), we see that e2piiλ0U(1−σ)λ commutes with Uβ iff
(4.45) (λ|β) + |α|2|β|2/2 ∈ Z for β ∈ Q.
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Since
|α|2 = ((1 − σ)α∗|(1− σ)α∗) = 2(α∗|α∗)− 2(α∗|σα∗) = 2(α∗|α) = 2(λ|α),
equation (4.45) is equivalent to λ ∈ Q∗ if α ∈ Qev and to λ ∈ (Qev)
∗ if α ∈
Q \Qev. 
In particular, by Lemma 4.4, all elements of the form e2piiα0U(1−σ)α (α ∈ Q) are
central in G. We let Gσ be the factor of G over the central subgroup
(4.46) Nσ := {η(α)U
−1
σαUαe
2pii(bα+α0) | α ∈ Q} .
Note that Nσ ∩ C
× = {1}.
We endow Q with the discrete topology so that G and Gσ are Lie groups with a
Lie algebra C⊕ h0. By (4.46), (4.27) and (4.19), we have
(4.47) e2piiα = 1 in Gσ for α ∈ Q ∩ h0.
It is easy to see that the connected component of the unit in Gσ is equal to C
×
times the torus
(4.48) Tσ := exp 2πi(h0/Q ∩ h0).
The group G acts on hˆσ by conjugation:
(4.49) (cehUα)(h
′tm + c′K)(cehUα)
−1 = h′tm + δm,0(h
′
0|α)K + c
′K.
This action is compatible with the adjoint action of C⊕ h0 on hˆσ (which is trivial),
hence, (hˆσ, G) is a Heisenberg pair in the sense of [9]. The same is true for (hˆσ, Gσ)
because Nσ acts trivially on hˆσ. A moduleM over hˆσ or over (hˆσ, Gσ) will be called
restricted if the action of h0 is diagonalizable and for any v ∈ M , (ht
m)v = 0 for
h ∈ h and sufficiently large m ∈ 1NZ.
Now we can summarize the results of Section 4.2 as follows.
Proposition 4.2. Any σ-twisted VQ-module M is naturally a restricted module
over the Heisenberg pair (hˆσ, Gσ) of level 1 (i.e., both K ∈ hˆσ and 1 ∈ Gσ act as
1). Conversely, any restricted (hˆσ, Gσ)-module of level 1 can be endowed with the
structure of a σ-twisted VQ-module. This establishes an equivalence of the corre-
sponding abelian categories.
Proof. 1. Let M be a σ-twisted VQ-module. By definition, the action of L
M
0 is
diagonalizable with finite-dimensional eigenspaces. Since h0 commutes with L
M
0 ,
its action is diagonalizable too. By (4.23), the modes hM(m) (h ∈ h, m ∈
1
NZ) provide
a restricted representation of hˆσ of level 1. The action of Uα ∈ Gσ is given by the
operator UMα , see (4.29), (4.30), (4.38).
2. Conversely, let M be a restricted (hˆσ, Gσ)-module of level 1. Denote the
image of htm in EndM by hM(m), and that of Uα by U
M
α . This allows us to define
the fields YM (ht−1, z) and then YM (eα, z) by (4.26) (h ∈ h, α ∈ Q), They satisfy
(3.4), (3.12); in particular, they are local. The map YM can be extended uniquely
to the whole VQ by applying (3.19) repeatedly for a ∈ ht
−1. Note that (3.19)
implies the translation invariance (3.14) for a ∈ ht−1. Then the proof of Lemma
4.1 shows that (3.14) holds for a = eα, and hence for any a ∈ VQ. It follows from
Remark 4.2 that Lemmas 4.2 and 4.3 hold. This implies the associativity (3.18).
By Proposition 3.1, M is a σ-twisted VQ-module. 
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4.4. The Groups G⊥ and G⊥σ . Before we proceed to the classification of all
restricted (hˆσ, Gσ)-modules of level 1, we need to study the groups G and Gσ in
more detail.
Let G⊥ ⊂ G be the subgroup of G consisting of all c Uα with c ∈ C
×, α ∈ Q∩h⊥0 .
Clearly, the centralizer of hˆσ in G equals exp h0 ×G
⊥ (cf. (4.49)). In other words,
G⊥ is the outer centralizer of the torus exph0 in G.
Denote by G⊥σ the image of G
⊥ in Gσ. It can be described as the factor of G
⊥
over the central subgroup (cf. (4.46), (4.27))
(4.50) N⊥σ := Nσ ∩G
⊥ = {η(α)(−1)|α|
2
U−1σαUα | α ∈ Q ∩ h
⊥
0 } .
The centralizer of hˆσ (and of Tσ) in Gσ is equal to Tσ ×G
⊥
σ . Notice that G
⊥
σ is a
central extension (by C×) of the finite abelian group (Q ∩ h⊥0 )/(1− σ)(Q ∩ h
⊥
0 ).
Definition 4.1. (i) Let Pσ be the set of all λ that appear in Lemma 4.4, i.e., the
set of all λ ∈ (Qev)
∗ such that (1 − σ)λ ∈ Q and λ ∈ Q∗ if (1 − σ)λ ∈ Qev. Note
that Pσ is a sublattice of (Qev)
∗ containing Q.
(ii) Let Qσ = (1 − σ)Pσ ⊂ Q.
(iii) Let Zσ = Pσ/Q be the subgroup of ((Qev)
∗/Q)σ consisting of classes λ+Q
such that λ ∈ Q∗ if (1 − σ)λ ∈ Qev. In particular, when the lattice Q is even,
Zσ = (Q
∗/Q)σ is the group of σ-invariant elements in Q∗/Q.
Similarly to Lemma 4.4, we can describe the centers of Gσ, G
⊥ and G⊥σ .
Lemma 4.5. (i) Z(Gσ) ≃ Z(G)/Nσ ≃ C
× × Zσ.
(ii) Z(G⊥) = {c Uα | c ∈ C
×, α ∈ Qσ} ≃ C
× ×Qσ.
(iii) Z(G⊥σ ) ≃ Z(G
⊥)/N⊥σ ≃ C
× ×Qσ/(1− σ)(Q ∩ h
⊥
0 ).
Proof. (i) follows from Lemma 4.4, (4.44) and the fact that Nσ ∩ C
× = {1}.
(ii) A similar argument as in the proof of Lemma 4.4 shows that the center of G⊥
consists of all elements of the form c U(1−σ)λ, where c ∈ C
× and λ ∈ (Qev ∩ h
⊥
0 )
∗
is such that α := (1 − σ)λ ∈ Q and λ ∈ (Q ∩ h⊥0 )
∗ if α ∈ Qev. Next, we use the
following lemma.
Lemma 4.6. Let h′ be a subspace of h such that the restriction of the bilinear form
on it is nondegenerate. Denote by π′ the orthogonal projection of h onto h′. Then
for any lattice L ⊂ h, one has L∗ ∩ h′ = (π′L)∗
′
, where ∗′ means that the dual is
taken in h′.
Proof. Follows from the fact that (h|α) = (h|π′α) for h ∈ h′, α ∈ L. 
Now, by Lemma 4.6, (Q ∩ h⊥0 )
∗ = π⊥(Q
∗), and similarly for Qev, where π⊥ is
the orthogonal projection from h to h⊥0 . Noting that (1− σ)π⊥ = 1− σ completes
the proof of part (ii).
Part (iii) follows from part (ii), (4.44) and the fact that N⊥σ ∩ C
× = {1}. 
Corollary 4.2. There is a natural exact sequence
(4.51) 1→ exp 2πi(Q∗ ∩ h0)→ Z(G)
p
→ Z(G⊥)→ 1 ,
where the homomorphism p is given by
(4.52) c e2piiλ0U(1−σ)λ
p
7→ c U(1−σ)λ , c ∈ C
× , λ ∈ Pσ .
The sequence (4.51) splits, so we have a non-canonical isomorphism Z(G) ≃ exp 2πi(Q∗∩
h0)× Z(G
⊥).
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Proof. Clearly, the kernel of p consists of e2piiλ0 with λ ∈ Q∗ such that (1−σ)λ = 0.
Let s : π⊥(Pσ) → Pσ be a linear section of the projection π⊥. For λ
′ ∈ π⊥(Pσ),
let λ = s(λ′) ∈ Pσ. Then λ
′ = π⊥(λ) and (1 − σ)λ = (1 − σ)λ
′. The map
c U(1−σ)λ′ 7→ c e
2piiλ0U(1−σ)λ is a splitting of (4.51). 
Since G⊥σ is a central extension of a finite abelian group, its representations
are completely reducible and the irreducible ones are classified by the characters
of Z(G⊥σ ). We will consider only representations on which 1 ∈ G
⊥
σ acts as the
identity operator. The irreducible ones are classified by the finite abelian group
Qσ/(1− σ)(Q ∩ h
⊥
0 ). All of them have the same dimension d(σ), which satisfies
(4.53) d(σ)2 = |G⊥σ /Z(G
⊥
σ )| = |(Q ∩ h
⊥
0 )/Qσ|.
Definition 4.2. The non-negative integer d(σ) is called the defect of σ (cf. [14]).
4.5. Representations of (hˆσ , Gσ). In this subsection we show that the category
of all restricted (hˆσ, Gσ)-modules of level 1 is semisimple, and we classify the irre-
ducible ones.
Let hˆ−σ (resp. hˆ
+
σ ) be the subalgebra of hˆσ consisting of all elements ht
m with
m > 0 (resp. m < 0). It is well known (see, e.g., [12]) that any restricted hˆσ-module
M of level 1 is induced from its vacuum subspace
(4.54) ΩM = {v ∈M | hˆ
−
σ v = 0}.
More precisely,
(4.55) M ≃ Indhˆσ
h0⊕hˆ
−
σ
ΩM ≃ S(hˆ
+
σ )⊗ ΩM .
The subalgebra h0 acts on ΩM diagonally, and the hˆσ-module M is completely
reducible (it is irreducible iff dimΩM = 1).
Now assume that M is a restricted (hˆσ, Gσ)-module of level 1. It follows from
(4.49) that ΩM is a Gσ-module. By definition, 1 ∈ Gσ acts as 1 and the torus Tσ
acts diagonally (cf. (4.48)). We will call such Gσ-modules restricted .
If Ω is a restricted Gσ-module, it has a compatible h0-action, because h0 is the
Lie algebra of the torus Tσ. We let hˆ
−
σ act trivially on Ω and form the induced
hˆσ-moduleM(Ω) = Ind
hˆσ
h0⊕hˆ
−
σ
Ω. Using (4.49), we can extend the action of Gσ from
Ω to M(Ω). Then M(Ω) becomes a restricted (hˆσ, Gσ)-module of level 1.
Proposition 4.3. The functors M 7→ ΩM and Ω 7→M(Ω) establish an equivalence
of abelian categories between the category of restricted (hˆσ, Gσ)-modules of level 1
and the category of restricted Gσ-modules.
Therefore we are left with describing restricted Gσ-modules.
Proposition 4.4. Any restricted Gσ-module is completely reducible and is deter-
mined by the action of the center of Gσ. Isomorphism classes of restricted irre-
ducible Gσ-modules are parameterized by the (finite) set Zσ.
Let Ω be a restricted Gσ-module. For µ ∈ h0, we denote by Ωµ the weight µ
subspace of Ω :
(4.56) Ωµ := {v ∈ Ω | e
hv = e(h|µ)v for h ∈ h0}.
Then (µ|α) ∈ Z for α ∈ Q ∩ h0, i.e., µ ∈ (Q ∩ h0)
∗ = π0(Q
∗) by Lemma 4.6.
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Lemma 4.7. (i) UαΩµ = Ωµ+pi0α for all α ∈ Q, µ ∈ π0(Q
∗). In particular, the
subgroup G⊥σ ⊂ Gσ preserves each Ωµ.
(ii) Let Ωµ+pi0(Q) =
∑
α∈QΩµ+pi0α ⊂ Ω. Then Ωµ+pi0(Q) is a Gσ-submodule
of Ω.
(iii) The Gσ-module Ωµ+pi0(Q) is irreducible if and only if the G
⊥
σ -module Ωµ is
irreducible.
Proof. (i) It follows from (4.41) that UαΩµ ⊂ Ωµ+pi0α for any α ∈ Q. Since by
(4.42) U−1α is proportional to U−α , we get UαΩµ = Ωµ+pi0α .
(ii) follows from (i) and the definition of Gσ (see (4.40)–(4.42)).
(iii) First, let Ωµ be an irreducible G
⊥
σ -module. Assume that Λ is a nontrivial
Gσ-submodule of Ωµ+pi0(Q). Using the action of Tσ, we can write Λ =
∑
α∈Q Λµ+pi0α
where each Λµ+pi0α ⊂ Ωµ+pi0α . Moreover, Λµ+pi0α = UαΛµ. In particular, Λµ is a
G⊥σ -submodule of Ωµ. But Ωµ is irreducible; hence, Λµ = Ωµ and Λ = Ωµ+pi0(Q).
Conversely, assume that the G⊥σ -module Ωµ is not irreducible. Since G
⊥
σ is
a central extension of a finite abelian group, its representations are completely
reducible. If Ωµ =
⊕
i Li as a G
⊥
σ -module, let L
i =
∑
α∈Q UαLi. Then each L
i is
a Gσ-submodule of Ωµ+pi0(Q) and Ωµ+pi0(Q) =
⊕
i L
i as a Gσ-module. 
Remark 4.3. Ωµ+pi0(Q) is isomorphic to the induced module Ind
Gσ
Tσ×G⊥σ
Ωµ.
From Lemma 4.7(iii) and its proof, we see that the Gσ-module Ωµ+pi0(Q) is com-
pletely reducible. Since Ω =
⊕
[µ]∈pi0(Q∗)/pi0(Q)
Ω[µ], it is also completely reducible.
Now let Ω be an irreducibleGσ-module. Then Ω = Ωµ+pi0(Q) for some µ ∈ π0(Q
∗)
and the G⊥σ -module Ωµ is irreducible. Any irreducible G
⊥
σ -module is completely
determined by the action of the center Z(G⊥σ ). Let ζ : Z(G
⊥
σ )→ C
× be the central
character of Ωµ.
We can view Ω as a G-module on which Nσ acts trivially, and similarly Ωµ
as a G⊥-module with a trivial action of N⊥σ . Recall that, by Lemma 4.5(iii),
Z(G⊥σ ) ≃ Z(G
⊥)/N⊥σ , so we can extend ζ to a character of Z(G
⊥).
If µ′ = µ + π0α for some α ∈ Q, then Ωµ′ = UαΩµ and Ωµ+pi0(Q) = Ωµ′+pi0(Q).
For v ∈ Ωµ, Uβ ∈ Z(G
⊥), β ∈ Qσ (see Lemma 4.5(ii)), we have: UβUαv =
C−1α,βUαUβv = C
−1
α,βζ(Uβ)Uαv where Cα,β is given by (4.43). Hence, two pairs (µ, ζ)
and (µ′, ζ′) correspond to the same irreducible Gσ-module if and only if they are
related by:
(4.57) µ′ = µ+ π0α , ζ
′(Uβ) = C
−1
α,βζ(Uβ) , α ∈ Q , β ∈ Qσ .
For λ ∈ Pσ the element e
2piiλ0U(1−σ)λ ∈ Z(G) acts on Ωµ as the scalar
e2pii(λ0|µ)ζ(U(1−σ)λ) (cf. Lemmas 4.4 and 4.5(ii)). Using Corollary 4.2 and Lemma
4.6, it is easy to see that the action of Z(G) on Ω determines uniquely the equiva-
lence class of (µ, ζ) under (4.57), and hence it determines the isomorphism class of
the Gσ-module Ω. Conversely, different pairs (µ, ζ) give rise to different actions of
Z(G) on the corresponding modules Ωµ+pi0(Q).
This completes the proof of Proposition 4.4.
4.6. Classification of σ-Twisted VQ-Modules. Combining Propositions 4.2, 4.3
and 4.4, we obtain the main result of the paper.
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Theorem 4.2. The category of σ-twisted VQ-modules is a semisimple abelian cate-
gory with finitely many isomorphism classes of simple objects, parameterized by the
set Zσ.
Remark 4.4. The irreducible σ-twisted VQ-module corresponding to λ + Q ∈ Zσ
is isomorphic as an hˆσ-module to S(hˆ
+
σ )⊗ e
λ0C[π0Q]⊗ C
d(σ), where C carries the
zero action and d(σ) is the defect of σ.
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