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Abstract
This work investigates the effectiveness of using clustering methods in solving various
capacitated location-routing problems (CLRP) for medium- and large-scale datasets,
with up to 20 000 datapoints. Different clustering methods as well as hybrid clus-
tering methods are tested and compared.
A new problem called the planar CLRP (plCLRP) is introduced. Based on the re-
sults from the clustering methods, cluster-based approaches are suggested to solve
variants of the CLRP. These include the Hamiltonian p–median problem (HpMP),
the planar CLRP (plCLRP), the concentrator discrete CLRP (cdCLRP) and the
standard discrete CLRP (sdCLRP). A new method called the two-phased propor-
tional regret ordering based unconstrained to constrained (PROBUC) method is
also proposed to create capacitated clusters.
The focus falls on finding effective non-exponential time algorithms that can be used
to solve large-scale problems with good results. A full set of results for each problem
are presented and comparisons are made with known results from the literature
where possible.
The PLRP (periodic location-routing problem) introduced by Prodhon and Prins
(2008), is also investigated. A change in the current problem formulation, as pro-
vided by Prodhon (2011), is proposed to enforce single-source constraints across
time horizon and limit the maximum number of vehicles.
An approach to solve the PLRP, based on the cluster-based approaches to solve
the discrete CLRPs, is suggested. The results of the cluster-based approach are
compared to best-known solutions for existing PLRP instances given by Prodhon
(2009a). A set of large scale PLRP instances are introduced, based on instances
generated by Harks et al. (2013) for the sdCLRP.
ii
Samevatting
In hierdie studie word die gebruik van groeperingsmetodes ondersoek om verskeie
ligging-roeteringsprobleme met kapasiteitbeperkings (LRPK) op te los. Dit sluit
die oplos van middelmatige en grootskaalse datastelle tot ’n maksimum van 20 000
datapunte in. Verskillende groeperingsmetodes, asook hibriede groeperingsmetodes,
word met mekaar vergelyk en getoets.
Gebaseer op die bostaande ondersoek, word algoritmes wat van groeperingsmetods
gebruik maak voorgestel om vier variasies van die LRPK mee op te los. Dit sluit
onder andere die Hamiltoniaanse p-mediaanprobleem, die kontinue LRPK en twee
diskrete LRPK variasies, naamlik die konsentratordiskrete - en die standaarddiskrete-
probleem in. ’n Nuwe metode, genaamd die twee-fase proporsionele-berou gesor-
teerde onbeperk-tot-beperkmetode word bekendgestel om gegroepeerde oplossings
volgens kapasiteitbeperkings aan te pas.
Die fokus val op nie-eksponensiële-tyd algoritmes wat gebruik kan word om groot-
skaalse probleme met goeie resultate te kan oplos. Die voorgestelde algoritmes is
vir al vier variansies op groot datastelle getoets en met bestaande resultate vergelyk
waar moontlik.
Die periodiese LRPK, voorgestel deur Prodhon en Prins (2008), word ook ondersoek.
’n Aanpassing op die huidige wiskundige model, soos gegee deur Prodhon (2011),
word voorgestel. Beperkings om te voorkom dat kliënte deur meer as een fasiliteit
bedien word, asook ’n maksimum limiet op die aantal voertuie, word voorgestel.
’n Algoritme gebaseer op die groeperingsgebaseerde algoritmes wat vir die diskrete
LRPKs voorgestel is, word vir die periodiese LRPK voorgestel. Die algoritme
word vergelyk met akademiese datastelle van Prodhon (2009a). Drie grootskaalse
datastelle, van Harks et al. (2013) vir die diskrete LRPK, word aangepas vir die
periodiese LRPK en die resultate word hier bekend gestel.
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Chapter 1
Introduction
The design of a distribution network for a big company has never been a task for the
faint at heart. Many companies spend hours searching for the optimal placement of
depots in their distribution network in the light of their individual service delivery
footprint. According to Langevin and Riopel (2005) the location of depots or facili-
ties is one of the most difficult network decisions to make because of the huge costs
involved.
With the rapid growth of available data and technological advances, GIS (geographic
information system) applications are becoming commonly available. The ability
to create visualisations and maps from GIS data is becoming more accessible to
everyone∗. Because of this, GIS data is also becoming more useful and therefore
more reliable. With this comes a motivation for companies to utilise the GIS data
in their day-to-day operations while solving distribution problems like the vehicle
routing problem.
Many goods distribution companies have customer footprints of over tens of thou-
sands customers. For example, Klose (1990) refers to actual distribution network
case studies with several thousand customers and Alvim and Taillard (2013) refers
to a case study with 32 000 customers. The size of GIS datasets that companies
have to deal with are therefore becoming larger with time.
1.1 Background and motivation
The capacitated location-routing problem (CLRP) is a well-known twofold optimisa-
tion problem. It addresses the placement of depots while at the same time constructs
vehicle routes to ensure all customers’ demands are met. The main objective is to
minimise both the depot and vehicle costs. While the depots and vehicles can have
capacity limitations, the customers can have varying demands that need to be met.
∗An example is the free GoogleAPI tool that can be used to display geographical points on
GoogleMaps used in this thesis, described in Appendix B.
1.2 Problem statement
Being derived from both the facility location problem (FLP) and vehicle routing
problem (VRP), the CLRP is known to be NP–hard (Min, 1996; Lopes, 2011) and
cannot be solved optimally within polynomial time complexity.
Numerous heuristic and metaheuristic solution approaches for the CLRP have been
suggested. Some are listed in review papers like Nagy and Salhi (2007) and Drexl
et al. (2014). Up to 2013, the solution approaches have mostly been tested on
small instances, like those given by Prins (2004) where the biggest academic dataset
with benchmarks had 200 customers and 10 potential depots. Unfortunately, these
approaches often becomes impractical and too time consuming to solve bigger case
studies.
Recently the focus has turned to solving location-routing problems with bigger
datasets. Harks et al. (2013) proposed an approximate algorithm† to solve the
standard discrete CLRP (sdCLRP). Their largest instance is a randomly generated
dataset with 10 000 customers and 1 000 potential depots. Alvim and Taillard
(2013) proposed a solution approach to solve a variant of the CLRP, called the con-
centrator discrete CLRP (cdCLRP), where all customers locations are considered
potential depots. This case study do not cater for depots capacity constraints and
allow an unlimited number of vehicles per depot. Their largest instance has over 1.9
million customers and is derived from the World TSP instance, (Cook, 2013).
From papers like Toth and Vigo (2003) and Lam et al. (2009) it is clear that cus-
tomers within close proximity of each other should be grouped on the same routes
and assigned to the same depots in order to create good CLRP solutions. Identify-
ing customers within close proximity can easily be done with the help of clustering
methods. Some clustering methods can quite effectively create clusters for large
instances. It is therefore worth investigating how these clustering methods can be
used to solve the CLRP for big case studies as well.
Min (1996), Barreto et al. (2007) and Lam et al. (2009) have investigated the use
of clustering methods in the CLRP in the past. These studies were limited to
hierarchical clustering methods. The solution approaches were also not tested on
big instances.
1.2 Problem statement
The purpose of this thesis is to evaluate and compare the results from different
clustering methods for large case studies with more than ten thousand data points.
Based on the above investigation, cluster-based approaches are proposed to solve
four variants of the CLRP and the PLRP (periodic location-routing problem). These
†Approximate algorithms find solutions guaranteed to be within a bounded optimality gap
in polynomial time.
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solution approaches are then evaluated to determine if they are useful to solve bigger
case studies.
1.2.1 Limitations and scope
The study is limited to the following five clustering methods:
• Sequential agglomerative hierarchical non-overlapping (SAHN) clustering methods;
• Iterative partitioning methods;
• Graph–based methods;
• Nearest neighbour methods; and
• Density–based methods.
Combinations of the above mentioned methods are also tested as hybrid clustering
methods. The methods are described in Chapter 2.
The following variants of the CLRP are studied:
• HpMP (Hamiltonian p–Median problem);
• plCLRP (planar capacitated location-routing problem);
• cdCLRP (concentrator discrete capacitated location-routing problem); and
• sdCLRP (standard discrete capacitated location-routing problem).
The PLRP (periodic location-routing problem) is also studied. An overview of
the various distribution network problems and their characteristics are given in
Table 3.1.
A number of case studies are considered with instances containing between 1 000
and 20 000 customer points and up to 1 000 potential depots in the case of the
discrete CLRP. This is in line with realistic case study sizes and big enough to give
an indication of the effectiveness of the solution approaches while at the same time
considering software limitations such as variable declarations.
The study is limited to single-source problems where all customer demands are to
be met in full, from a single depot. Each customer is therefore assigned to one and
only one depot in all cases. In the case of the PLRP, customers are assigned to a
single depot across the complete time horizon.
1.2.2 Thesis objectives
The objectives are as follows:
3
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• Investigate, code and compare various clustering methods with regards to CPU
times and quality of clustering. This includes:
– Investigate methods to create capacitated clusters using clustering methods.
– Investigate the impact of starting solutions on the various iterative par-
titioning methods.
– Investigate the combining of the most effective clustering methods inves-
tigated above into hybrid clustering methods.
• Propose solution approaches using clustering methods to solve variants of the
CLRP. This includes:
– Propose a method to create capacitated clusters from clustering methods.
– Propose a simple and quick heuristic to create routes once the customers
have been clustered.
• Adapt the newly proposed solution approaches for the discrete CLRP to also
solve the PLRP.
1.3 Methodology
The following methodology with regards to the data preparation and approach have
been used in this thesis:
1.3.1 Data preparation and experiments
All clustering methods and suggested solution approaches in this thesis were coded
and tested by the author using Visual Basic for MS Excel 2013. Excel was chosen
because it is an application that leans itself towards the storing and analysis of big
datasets. It can also be used as a data input tool and the code can easily be accessed
and modified.
The experiments were carried out on an Intel(R) Core(TM) i7-3610QM CPU @
2.30GHz computer with 8GB RAM and using a Windows 7 operating system.
Instead of using standard functions or software packages, each of the clustering
methods were coded so that different variations and modifications in the algorithms
could also be tested.
Three types of datasets are used to test the proposed cluster-based methods sug-
gested in this thesis. These include:
• a dataset of 7 681 geographical data points from a South African food dis-
tribution company. The dataset represents the delivery locations of customer
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points in the distribution network of the company. The customer locations are
data points used in the clustering methods with decimal Euclidean coordinates
(x, y) used in GIS applications to determine positioning. This data was used
in Chapter 4 to test the relevant clustering methods‡;
• academic instances found in the literature for the HpMP, sdCLRP, cdCLRP
and PLRP (Gollowitzer et al., 2014, Alvim and Taillard, 2013, Harks et al.,
2013 and Prodhon, 2009a); and
• a large-scale TSP by Reinelt (2015) with 13 509 customers from the USA.
Not all of the problems have benchmarked datasets and some only have small in-
stances. For these problems, the instances were adapted to test the proposed solu-
tions for big case studies.
1.3.2 Approach
A couple of challenges have to be addressed in order to use clustering methods in
solving the CLRP, these include:
• The methods have to be modified to cater for capacity constraints and varia-
tions in demand size.
• While the number of depots and vehicles to use are unknown in the CLRP,
they are needed as inputs for the clustering methods.
• Some iterative partitioning clustering methods rely heavily on good starting
positions to generate good results, which means that another method must
first be identified to generate good starting solutions before these methods
will become useful.
• Clustering methods determine their own cluster centres and do not inherently
keep the centres of clusters at fixed potential depot locations. For the discrete
CLRP, these cluster centres have to be moved back to the depot locations
afterwards.
Based on these challenges, the research was divided into six steps. These are as
follows:
1.3.2.1 An analysis of clustering methods
The effectiveness of the five different clustering methods are analysed and compared
in Chapter 4. Five criteria measures are used to determine the quality of a clustering
‡This is a privately owned dataset from a food distribution company. Approval has been given
to use the data in this thesis. The data is not made publicly available but visualisations can be
seen in Chapter 4.
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solution. The SSR (sum of squared residuals) measure is used the most in compari-
sons because it is the closest to the objective function value of the facility location
phase of the CLRP. A critical look is given at the impact of starting solutions on
the different iterative partitioning methods.
Some of the SAHN and iterative partitioning methods are then combined in hybrid
clustering methods. Here the data is first aggregated with one method before being
clustered with a second method.
1.3.2.2 Solution approach for the HpMP
Section 5.1 deal with the creation of Hamiltonian cycles using clustering methods.
A heuristic algorithm called the Modified Christofides Algorithm (MCA), is intro-
duced to create the route cycles. This method is based on the existing Christofides
algorithm. A modified problem formulation for the HpMP is also proposed.
1.3.2.3 Solution approach for the plCLRP
A new problem called the plCLRP is introduced in Section 5.2. Here the multi-
depot planar LRP (plLRP) is adapted to a fixed charge problem and depot capacity
constraints are added. Based on the current plLRP problem formulation, a new
capacitated fixed charge problem formulation for the plCLRP is introduced.
A new algorithm to create capacitated clusters from the clustering methods is pro-
posed. The method is called the two-phased PROBUC (proportional regret ordering
based unconstrained to constrained) method. This is described in Section 5.2.
1.3.2.4 Solution approach for the cdCLRP
The solution approach used in the plCLRP is adapted for the concentrator case in
the cdCLRP. Different continuous to discrete methods are discussed. The concept
of lollipop routes to approximate route costs is discussed. With the use of lollipop
routes the depot locations can be determined without changing the routes. If any
route has a round trip cost larger than the cost of opening a depot, the number of
depots is increased. Once a decision is made on the number of depots to use, the
final distribution costs can be calculated.
1.3.2.5 Solution approach for the sdCLRP
The solution approach for the cdCLRP will be ineffective for the sdCLRP if the
depot clusters are not close to potential depots. This solution approach also do
not cater for big variations in depot supplies and costs. An alternative heuristic is
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proposed for the location phase of the solution approach to solve the sdCLRP.
1.3.2.6 Solution approach for the PLRP
A heuristic to cater for the periodic component of the PLRP is proposed. This
heuristic makes use of the solution approaches for the discrete CLRP to solve the
PLRP. A modified version of the problem formulation for the PLRP is also intro-
duced to enforce the single-source constraint across multiple visits and limit the
maximum number of vehicles. These topics are discussed in Chapter 6.
1.4 Thesis contribution
The contributions of this study are as follows:
• Various clustering methods and hybrid combinations are coded, tested and
compared using the same instances. The comparisons are based on five mea-
suring criteria, CPU times and illustrations of the clustering solutions in maps.
• A new problem called the plCLRP is introduced and a new problem formula-
tion based on the plLRP and CVRP is introduced.
• Modified problem formulations are provided for the HpMP and PLRP.
• Cluster-based solution approaches to solve the HpMP, plCLRP, cdCLRP, sdCLRP
and PLRP are suggested.
• New large scale instances are introduced for the HpMP, plCLRP and PLRP
and benchmarks are provided.
• Results are compared to benchmarked instances for the cdCLRP and sdCLRP
and a couple of the smaller instances for the HpMP and PLRP.
1.5 Thesis overview
The remainder of this research can be summarised as follows. Chapter 2 contains a
literature review of clustering methods while Chapter 3 discusses the relevant distri-
bution network problems. In Chapter 4 the effectiveness of the different clustering
methods are analysed and compared. Based on these findings Chapter 5 proposes
new cluster-based solution approaches to solve four variants of the CLRP. Chapter
6 proposes a cluster-based solution approach to solve the PLRP. Chapter 7 provides
conclusions and identifies future areas of research.
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Chapter 2
Literature review - clustering
methods
The goal of clustering methods is to group items together to minimise the total
dissimilarity between the points in a cluster. This goes hand-in-hand with maximi-
sing the dissimilarity between points from different clusters, (Everitt et al., 2011).
The idea of clustering items together to simplify a problem is very intuitive and for
most people, it is the first thought that comes to mind when looking at a map of
customers to be serviced.
Multiple clustering methods have been developed over the years; the most well-
known are discussed in books like Hartigan (1975), Jain and Dubes (1998) and
Everitt et al. (2011). Five different types of clustering methods for geographical
data are discussed; these include hierarchical, iterative partitioning, graph-based,
nearest neighbour and density-based clustering methods.
2.1 SAHN clustering methods
Hierarchical clustering methods use a nested sequence of partitions. There are two
types of hierarchical clustering methods: agglomerative and divisive. The agglom-
erative hierarchical methods start with each customer or point placed in its own
cluster. The clusters are then merged together based on inter-cluster distances,
(Jain and Dubes, 1998). In contrast, divisive methods start with all points in one
cluster and incrementally divide the points into an increasing number of clusters.
According to Everitt et al. (2011, p 84), divisive methods are computationally more
demanding than agglomerative methods. If used with an exhaustive search, the
time complexity of the methods are O(2n), where n is the number of points to be
clustered. This is higher than the maximum estimated time complexity of O(n3), for
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agglomerative methods, (Müllner, 2013). For these reasons the focus in this work
will be on agglomerative hierarchical methods. These methods are referred to as
SAHN (sequential agglomerative hierarchical non-overlapping) methods, (Jain and
Dubes, 1998, p 79).
SAHN clustering is often depicted with dendrograms, (Jain and Dubes, 1998, p 65).
A dendrogram is a tree diagram that graphically represents the merging of the
clusters. The horizontal axis represents the points and the vertical axis represents
the critical distance measure. Horizontal lines are drawn to represent the merging
of two clusters or points. An example of a dendrogram is given in Figure 2.1.
Figure 2.1: A dendrogram representation of SAHN clustering.
In this figure, the dendrogram illustrates that SAHNmethods can continue clustering
until all customers are in one cluster. This can be prevented by the use of stopping
rules as discussed in Section 2.1.10. A stopping rule can be represented by one or
more vertical lines through the dendrogram and is called a "cut", (Everitt et al.,
2011, p 95).
SAHN methods iteratively calculate the inter-cluster distances and then merge the
next shortest distance. Different inter-cluster distances can be used for example:
shortest distance, furthest distance, average distance, distance between centroids
and the sum of intra-cluster variance, also known as Ward’s method (Everitt et al.,
2011). The different SAHN methods are now discussed in more detail.
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2.1.1 The single linkage method
The single linkage method is also referred to as the "nearest-neighbour" or minimum
spanning tree (MST) method, (Han and Kamber, 2006). The distance between two
clusters is defined as the distance between their closest points to each other. The
two clusters with the smallest distance between them are then merged. The process
is repeated until all points belong to one cluster. A stopping rule can also be used
to stop earlier, for example when a specified number of clusters are reached.
According to Lam (2008), this method tends to produce string-like clusters, known
as chaining. The chain effect could be useful when creating routes, but it is not
efficient for the location phase, (Lam et al., 2009; Barreto et al., 2007).
2.1.2 The complete linkage method
A second method called the complete linkage method, uses the furthest inter-cluster
distance to determine which clusters to merge. Similar to the single linkage method,
the distances between all points in the different clusters are determined. The max-
imum distance between any two points in two different clusters is identified as the
furthest inter-cluster distance for the cluster pair. All furthest inter-cluster distances
are ordered based on size and the cluster pair with the shortest furthest inter-cluster
distance are merged. All furthest inter-cluster distances for the new merged cluster
are calculated and the process is repeated to find the next two clusters to merge.
Han and Kamber (2006) call this method the furthest-neighbour clustering algo-
rithm. Everitt et al. (2011) state that this method tends to create compact clusters
with equal diameters, but does not consider different cluster structures.
2.1.3 The average linkage method
This method merges clusters based on the average distance between all inter-cluster
pairs, (Everitt et al., 2011). Similar to the other SAHN methods, the distances are
ordered and the cluster pair with the shortest average distance are merged. The
process is repeated until a stopping rule is reached or all points are in one cluster.
The method is also referred to as the unweighted pair-group method using averages
(UPGMA). It is called "unweighted" because all inter-cluster pair distances weigh the
same when calculating the average distance. Weighting based on previous merges is
not considered.
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2.1.4 The weighted average-linkage method
The weighted average-linkage method is also called the weighted pair-group method
using averages (WPGMA). The merging of the clusters is based on the shortest
weighted average inter-cluster distance. It is called "weighted" because the distances
used to calculate the average, are weighted based on the number of points in each
of the two clusters from the previous cluster merge, (Everitt et al., 2011).
The weighted average distance can be described based on the illustration given in
Figure 2.2. Consider two mutually exclusive clusters i and j, each with ni and nj
number of points respectively. In the figure, cluster i and j have merged to form
cluster k. The total number of points in cluster k is then nk = ni + nj . Let the sets
I, J and H be the set of points in clusters i, j and h respectively. Then I ∪ J = K
is the set of points in cluster k.
The weighted average inter-cluster distance between an arbitrary cluster h and clus-
ter k (Everitt et al., 2011) can now be calculated as
dhk =
1
ni
(
ni∑
x=1
nh∑
y=1
d(xy)
)
+ 1
nj
( nj∑
z=1
nh∑
y=1
d(zy)
)
(2.1)
x ∈ I, y ∈ J, z ∈ H and I ∪ J = K, (2.2)
where d(xy) is the distance between points x and y and dhk is the weighted average
distance between clusters h and k. The weighting is therefore based on the number
of points in clusters i and j and each inter-cluster pair does not contribute the same
weight towards the average. Instead, this method ensures that the inter-cluster
distances from both clusters i and j contributes equally to the new average.
If the clusters have an equal number of points, the average would be the same as
for the average linkage method. If one of the clusters is smaller, the points in the
smaller cluster will weigh more than in the big cluster in order to get the clusters to
weigh the same. The rationale behind this is to prevent small clusters from being
dominated by bigger ones.
2.1.5 The centroid linkage method
In the centroid linkage method, the average of the longitudes and latitudes of all
points in a cluster is calculated. This is referred to as the centroid of each cluster,
(Everitt et al., 2011). Clusters are then merged based on closest distance between
the centroids of the clusters. The centroid linkage method calculates the distances
between all centroids.
If point i is represented by the coordinate vector as a tuple rather than a column
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vector in Euclidean space xi = (x1i , x2i , . . . , xli), for xi ∈ <l, then the centroids are
determined by the mean of the coordinates, (Everitt et al., 2011). The mean of the
rth coordinate for cluster k is represented by
x¯rk =
1
nk
nk∑
i=1
xri , (2.3)
where xri is the value of the rth coordinate of point i assigned to cluster k and nk is
the number of points in cluster k. The centroid is the vector with all mean values
as coordinates, x¯k = (x¯1k, x¯2k, . . . , x¯lk).
The centroid method is also referred to as the unweighted pair-group method using
the centroid approach (UPGMC). Similar to the average linkage method, it is called
unweighted because each point in a cluster is equally weighted when determining
the centroid.
2.1.6 The weighted centroid (median) linkage method
The weighted centroid linkage method is also called the weighted pair-group me-
thod using the centroid approach (WPGMC). The method also uses the distances
between the centroids of the clusters to determine the inter-cluster distances, similar
to the centroid linkage method. The difference between the centroid and weighted
centroid linkage methods lies in how the centroid of cluster k is calculated, (Everitt
et al., 2011). Similar to the weighted average method, this method also gives the
contribution of the two clusters that just merged an equal amount when calculating
the distances to the centroid of the new merged cluster. If the two merged clusters
differ in size, points in the smaller cluster are given a bigger weight compared to the
points in the bigger cluster to ensure an equal contribution per cluster.
This is called the median of the two merged clusters and the method is also referred
to as the median SAHN method, (Everitt et al., 2011).
2.1.7 Ward’s method
Ward (1963) suggested a method to minimise the incremental sum of square variance
within clusters. The sum of squares, Ek, within a cluster k is determined by the sum
of the squared distances between the set K containing all the points in cluster k and
its mean. If the points are defined by more than one Euclidean space variable, the
sum of square variance of all the variables needs to be added together to determine
Ek.
When merging, the two clusters that will result in the minimum Ek value are merged
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in every iteration. Ek can be calculated as
Ek =
nk∑
i=1
‖ xi − x¯k ‖22 i ∈ K (2.4)
=
l∑
r=1
nk∑
i=1
(xri − x¯rk)2 i ∈ K, (2.5)
where x¯rk is the mean of the rth variable in cluster k, xri is the value of the rth variable
for point i in cluster k, nk is the number of points in cluster k and l is the total
number of variables defined in the Euclidean space. The total sum of square variance
for all the clusters is then
E =
p∑
k=1
Ek (2.6)
where p is the total number of clusters. Everitt et al. (2011, p. 77) refers to this as
the within-cluster sum of square errors, while Jain and Dubes (1998) call it the sum
of intra–cluster variance.
According to Everitt et al. (2011), this method tends to create equal sized clusters
with a spherical form, but it is sensitive to outliers. Barreto et al. (2007) and Lam
et al. (2009) found this method to be the most effective in the routing phase of the
LRP.
2.1.8 The Lance-Williams formula for SAHN methods
The Lance-Williams formula can be used as an alternative to calculate the new inter-
cluster distances after every merge, based on the previous inter-cluster distances,
(Lance and Williams, 1967). The advantage of the formula is that the inter-cluster
distance calculations are hugely simplified. The authors define a general recurring
distance formula to calculate the new inter-cluster distances between the clusters
after every merge.
The method starts by calculating the distances between all customers and store the
values in a matrix, called a distance matrix (Li et al., 2010). This is used at the start
because all customers are in their own clusters. These distances can be calculated
in different ways, as discussed in Section 2.8. After every merge the inter-cluster
distances are updated based on the previous values. In Figure 2.2, the inter-cluster
distance between cluster h and cluster k is represented by dhk = dh(ij) and can be
determined as
dhk = αidhi + αjdhj + βdij + λ|dhi − dhj |, (2.7)
where the Lance-Williams parameters αi, αj , β and λ differ per method.
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Figure 2.2: An illustration of the hierarchical clustering distance calculation used
by the Lance-Williams parameters.
A summary of the Lance-Williams parameters for the different SAHN methods are
given if Table 2.1.
Method αi αj β λ
Single linkage 12
1
2 − 12
Complete linkage 12
1
2
1
2
Average linkage nini+nj
nj
ni+nj
Weighted average linkage 12
1
2
Centroid linkage nini+nj
nj
ni+nj
ninj
(ni+nj)2
Weighted centroid linkage 12
1
2 − 14
Ward’s method nh+ninh+ni+nj
nh+nj
nh+ni+nj − nhnh+ni+nj
Table 2.1: The Lance-Williams parameters for different SAHN methods.
2.1.9 CPU times of the SAHN methods
The time complexity of the SAHN methods gives an indication of the order of the
CPU times. Both the single linkage and complete linkage methods only need the
calculation of a distance matrix between all points once. This means that the time
complexity for these two methods is O(n2), (Murtagh, 1983). When symmetrical
distances are assumed, as we do in this thesis, the distance between points i and j
is the same in both directions i.e. dij = dji. Even in symmetrical cases where only
n(n − 1)/2 = (n2 − n)/2 calculations are needed to calculate the distance matrix,
the order of the time complexity remains O(n2), (Murtagh, 1983).
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The other SAHN methods have higher time complexities when the Lance-Williams
formula are not used, because recalculations are needed after the merge of every
cluster pair. The advantage on the other hand of not using the Lance-Williams
formula is that the methods can work without a distance matrix which can save
a lot of memory space. When the Lance-Williams formula are used to calculate
the inter-cluster distances, the time complexity is O(n2log(n)), Everitt et al. (2011,
p 80), Hansen and Jaumard (1997).
Murtagh (1983) describes another method to lower the CPU time with the use of
nearest neighbours (NN). If a point (or cluster) q is the nearest neighbour of point
(cluster) p then q = NN(p). The author also defines the concept of mutual or
reciprocal nearest neighbours (RNN) as q = NN(p) and p = NN(q). So the two
points (clusters) are RNN if both are the nearest neighbour of the other.
According to Murtagh (1983) any RNN found can immediately be merged in the
SAHN methods with the exception of the centroid and median methods. The author
claims that even though the order of the merging will depend on the order in which
the check is performed, the resulting hierarchy will be unique and provide the same
results.
2.1.10 Stopping rules in SAHN clustering
Since SAHN clustering methods can continue to merge clusters until all points are
in one cluster, a rule is needed to determine when to stop clustering. This is referred
to as a stopping rule by Lam et al. (2009). The simplest rule is to stop when the
required number of clusters is reached, effectively cutting the dendrogram, illustrated
in Figure 2.1, at a certain height.
Care must be taken when using this stopping rule as-is, because the clusters are
unconstrained and can have completely different sizes. This is particularly true
when dealing with outliers, the outliers can create single–point clusters while all
the other points are grouped together in the one cluster. When using the SAHN
methods to solve the CLRP, the number of clusters needed in the CLRP is not
always known beforehand. If this is the case, the method will have to be repeated
over a range of different numbers of clusters to identify the best solution.
Everitt et al. (2011) suggest using a distance measure as cut-off to determine the
best number of clusters to use. The dendrogram is then cut at this distance and
the number of clusters is determined. This is defined as the Best Cut. The same
problem as above can occur with outliers forming their own clusters, which will in
return result in expensive routes or extra fixed depot opening costs when used in the
LRP. Another type of cut to overcome this problem is the dynamic tree cut, where
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clusters are cut at different levels of the dendrogram.
Min (1987) and Barreto et al. (2007) explore the use of vehicle capacity as a stopping
rule to ensure that clusters do not exceed capacity limits. Barreto et al. (2007)
suggest excluding a cluster if it becomes fully capacitated, and continue with the
merging of clusters that still have capacity available. Their conclusion is that this can
result in two far-off sub-clusters being merged together, giving suboptimal routing
solutions.
To prevent points too far from each other from being clustered together, Lam (2008)
suggests using the ratio of inter-cluster distance variation and between-cluster dis-
tance variation as a stopping rule. This is called the pseudo F–statistic.
2.2 Iterative partitioning methods
The iterative partitioning methods assume that all data points, also referred to as
customers, need to be assigned to p mutually exclusive clusters. The methods start
by selecting p customers as seed points. The seed points will serve as the centres
of the clusters and all remaining customers are assigned to the closest seed points.
This is referred to as a starting solution. The objective is to minimise the sum of
all the distances between the customers and their assigned cluster centres.
Unlike SAHN clustering, iterative partitioning clustering methods therefore start off
with the data points already in p different clusters. After a starting solution has been
created, the methods iteratively cycle between re-assigning points to cluster centres
and recalculating the cluster centres. An example of an iteration that illustrates
the movement of the cluster centres can be seen in Figures 2.3(a) and 2.3(b). An
iteration consists out of two steps:
1. Assign customers to the closest cluster centre; and
2. Recalculate the cluster centres.
A popular criterion to use as the objective function during clustering is to minimise
the sum of square residuals (SSR) or variances, of the distances between all the
points and their cluster centres. Although minimising the SSR is only effective for
spherical and equal sized clusters, (Everitt et al., 2011), it is still the most commonly
used criterion for clustering methods.
When recalculating the cluster centres, three different calculations are often referred
to; the means, medoid and median calculations. All three calculations methods will
form the basis of the different types of iterative partitioning methods discussed
below.
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(a) Step 1: Customers are assigned to the closest cluster centres.
(b) Step 2: The cluster centres are recalculated based on the assigned customers.
Figure 2.3: An illustration of the k–means method.
One can further distinguish the methods between "k–" and "h–"variants. Both vari-
ants start off with all data points already assigned to p different clusters, but the
distinction is based on the number of customer points re-assigned during every itera-
tion. There is much confusion in the literature regarding which variant of the method
is referred to under which name. In this thesis the naming convention suggested by
Hansen and Mladenović (2001) is used. This is described as follows:
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• The "k–" variant refers to the re-assignment of only one customer point to the
closest centre at a time before recalculating the cluster centres. The point to
be re-assigned is the one that will give the biggest distance saving.
• The "h–" variant refers to re-assignment of all customer points to their closest
centres during every cycle, before recalculating the cluster centres.
On the basis of different centre calculations and variants, six different iterative par-
titioning methods are now described as follows:
2.2.1 The k–means method
In the k–means method, the centres of the clusters are iteratively recalculated as
the means of the coordinates of the customer points assigned to the cluster. This is
called the centroids of the clusters, (Geetha et al., 2009). In xi ∈ <2, the coordinates
(xj , yj) of the jth centroid are therefore calculated as follows:
xj =
nj∑
i=1
xi
nj
yj =
nj∑
i=1
yi
nj
, (2.8)
where nj is the number of points in cluster j and j = (1, 2, . . . , p) for p clusters in
total and ∑pj=1 nj = n.
The distance savings for re-assigning every customer to the closest centre is cal-
culated. In the k–variant, only the customer with the best distance saving is re-
assigned, (Hansen and Mladenović, 2001). After every re-assignment the cluster
centres of the involved clusters are recalculated. Iterations, consisting of assigning
customers and recalculating cluster centres, are repeated until no re-assignments will
result in a cost saving or a predefined number of iterations is reached. The method
is more sensitive to outliers than other partitioning methods, (Han and Kamber,
2006).
According to Negreiros and Palhano (2006) the time complexity of the method is
O(n) per iteration, while Han and Kamber (2006) goes into more detail and place
the total computation time at O(npt), where t is the number of iterations. The
k–means method is not very scalable to large datasets, because of the large number
of iterations needed before the method converges, (Negreiros and Palhano, 2006).
To make the k–means easier to use on large datasets, a suggestion was made by Han
and Kamber (2006) to first group points into "micro clusters", before performing the
k–means. The customer points in the micro clusters are then treated as a single point
in the k–means. This is also known as the aggregation of data. The single linkage
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SAHN method is often used with a stopping rule based on a specified distance to
create the micro clusters.
2.2.2 The h–means method
The above k-means method can be quite time-consuming because only one re-
assignment is done per iteration. This makes the method unsuitable for large
datasets. To overcome this problem, all customer points can be re-assigned be-
fore recalculating the cluster centres in every iteration. This is called the h–means
method, (Hansen and Mladenović, 2001).
Care should be taken which variant of the means method is referred to in literature;
the h–means variant is often meant when referring to the k–means method. The
method has the same time complexity of O(npt) as the k–means method, (Han and
Kamber, 2006), but the number of iterations are far less than the k–means method.
Han and Kamber (2006) also claims that the method is not as effective in large
datasets because it often finds a local minimum instead of the global minimum,
especially if the number of clusters or the number of iterations are far less than the
number of points. Negreiros and Palhano (2006) refer to the method as the Forgy
method.
Hansen and Mladenović (2001) state that the k–means method cannot be improved
by the h–means, because the k–means is more accurate. They suggest using the
h–means followed by the k–means in large datasets. They referred to this as the
hk–means method.
2.2.3 The j–means (k–medoid) method
The k–medoid method is very similar to the k–means, but is not as sensitive to
the impact of outliers. Instead of calculating the means as the cluster centres, this
method calculates the medoids. The medoid of a cluster is the most centrally located
cluster point. To calculate the most central points, the absolute error criterion is
used. The objective criterion is to minimise E, where E is the absolute error value
for all clusters summed together. It is formulated and described by Han and Kamber
(2006), as follows:
E =
p∑
j=1
nj∑
i=1
(‖xi − oj‖1) (2.9)
=
p∑
j=1
nj∑
i=1
l∑
r=1
(|xri − orj |), (2.10)
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where xri is the rth variable of the point xi in cluster j with nj points. The current
medoid of cluster j is oj (with the rth coordinate orj) and l is the total number of
dimensions in the Euclidean space.
As in the k–means method, an initial set of medoids is chosen as seed points for a
starting solution. Points are re-assigned one at a time based on the best distance
saving. To calculate the medoid, the method iteratively replaces the medoid with
another random point in the cluster if E becomes less, (Han and Kamber, 2006).
Every time E changes, the process is repeated. Hansen and Mladenović (2001) call
this method the j–means method. They suggest calculating E using every point
in the cluster as the medoid and replacing the medoid with the point that returned
the minimum E.
Although Hansen and Mladenović (2001) state that this method is quite effective
for large datasets, it is clear that the amount of calculations needed to determine
the best swap between all possible pairs of chosen - not chosen points can be quite
time consuming. This is especially true if a distance matrix of size n × n becomes
too big to be stored, in which case distances between all points and the centres need
to be recalculated in every iteration to determine the best possible swap. Negreiros
and Palhano (2006) also deem the method unsuitable for larger datasets because of
the large number of calculations needed.
2.2.4 The PAM (h–medoid) method
A variation of the j–means method is referred to as the partitioning around
medoids (PAM) method. Here the best possible medoid for every cluster is
calculated in every iteration. According to Han and Kamber (2006), the PAM
method uses more computation time than the k–means, with a complexity of O(p(n−
p)2) per iteration. If the number of iterations is t, then the total time complexity is
O(pt(n−p)2). Although it works very effectively in small datasets, it is not scalable
to large datasets.
2.2.5 The k–median method
The k–median method described by Han and Kamber (2006), uses the median of
each dimension or attribute to determine the cluster centre. The median does not
necessarily have to be a point in the cluster but is the combination of the middle
values of the different dimensions. This method is even less sensitive to outliers
than the k–medoids method. This is the type of clustering needed for the LRP,
since outliers can be grouped into single trips. The effect of outliers on the current
depot location is discussed in more detail in Section 3.3 and Figure 3.7.
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2.2.6 The h–median method
Similar to the k–median method, the h–median method also calculates the median
but in this case all points are re-assigned at the same time before new medians are
calculated.
2.2.7 Starting solutions for iterative partitioning methods
It is clear that different starting solutions may result in different solutions. For
this reason it is normal to repeat the partitioning method using different starting
solutions in search of a good solution. According to Negreiros and Palhano (2006),
Everitt et al. (2011) and Hartigan and Wong (1979), the quality of the results of the
partitioning methods depend greatly on the selected starting solution. A couple of
suggestions for initial starting solutions made by Jain and Dubes (1998) are listed
below:
• Random starting points – p random points are selected as starting points for
the solution, where p is the number of clusters required.
• The first p points – this method is biased towards the order in which data is
provided. This method cannot be used more than once, since the same starting
solution will always give the same final solution when using k–means.
• Choose points well separated from each other. The centroid of the data is taken
as the first point, other points selected must be at least a specified distance
from the points already selected.
• Use another clustering method to generate a starting solution, for example
SAHN clustering, the kth–nearest neighbours or density-based clustering. Grid
based clustering can also be used to divide the data into p equal sized blocks
and selecting one random point per block.
• Hartigan and Wong (1979) suggested the stepwise function. The data
points are ordered based on their distances to the centroid of the data from
smallest to largest. Next the points are divided into intervals and every(
1 + (j − 1)× n
p
)
th
point is selected as the next cluster centre j. This method
is used to generate starting solutions for the iterative partitioning methods in
Chapter 4.
In Chapter 4 we also investigate the use of aggregation (the creation of micro
clusters) in the stepwise function. Here the number of points used to generate
starting solutions for the partitioning method are made less, by aggregating
points close to each other. This ensures that the starting solutions are more
diverse and the number of starting solutions is less.
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The different suggestions are investigated further in Section 4.3.2.7.
2.2.8 Methods to prevent the number of clusters from declining
The iterative partitioning methods start with p clusters, but as customers are re-
assigned to the closest cluster during the iterations, it is possible for one or more
clusters to have no customers assigned to them and become empty. This will cause
the number of clusters in the solution to decline. It is common practice to add
precautionary measures to prevent this from happening. Two methods to prevent
this are as follows:
1. Restrict the minimum number of points assigned to any cluster.
In an effort to preserve the cluster, the last couple of points are not allowed to
be assigned to other clusters. This method is called constrained partitioning
clustering, (Hartigan and Wong, 1979).
2. Introduce new cluster centres.
New cluster centres are added to the solution at the customer points the fur-
thest distance away from any of the current clusters. Hansen and Mladenović
(2001) refer to this as the h–means+ method. This method is similar to the
FDR (furthest distance rule) used by Zainuddin and Salhi (2007) to create
starting solutions to solve the MSWP (Multi-source Weber problem).
2.2.9 The CLUSTER partitioning methods
Jain and Dubes (1998) suggested a variation of the h–means method, called the
CLUSTER h–means method. This method also uses the h–means method, but
instead of finding different starting solutions by selecting cluster centres, this method
searches for good solutions by changing the number of clusters to use. It cycles
through a number of h–means repetitions, each time changing the number of clusters
by dividing and merging clusters in the previous solution. The results of the different
solutions found for p number of clusters are compared based on an objective function
like Eq. (2.10) and the best solution is selected.
The method consists of the following steps:
1. Start with two clusters. Calculate the centroid of the data as the first cluster
centre. The furthest point from the centroid is the centre of the second cluster.
Use a partitioning method like the h–means method to create clusters.
2. For 3 − p clusters: Add an extra cluster to the cluster centres found in the
previous solution at the furthest point from these centres, where the initial
22
2.2 Iterative partitioning methods
solution was created in Step 1. Use the cluster centres to create a starting
solution as input for the partitioning method using the new number of clusters.
Calculate the objective function for each solution and note the number of
clusters associated with these.
3. For each of the 3− p cluster solutions found in Step 2, merge the two clusters
with the smallest between–cluster distance and calculate a new cluster centre.
Use the h–means method to cluster again. Calculate the objective function
values as before.
4. Compare the objective functions of the solutions calculated in Steps 2 and 3
with the same number of clusters. Select the best solution for each number of
clusters. Use the cluster centres of these solutions as seed points and repeat
Step 2 and 3.
The process is continued until the difference in the objective function found between
consecutive solutions with p clusters becomes insignificant or the objective function
value starts to deteriorate compared to previous best found values. Return the
best solution for p clusters. Although Jain and Dubes (1998) only refer to the h–
means method, the CLUSTER partitioning method can be used to generate starting
solutions for any of the iterative partitioning variants.
2.2.10 The AS 136 method
Hartigan and Wong (1979) created a partitioning algorithm, named the AS 136
k–means algorithm. Similar to the k–means method, this method calculates the
means of the coordinates of the assigned points as the cluster centres and the centres
are also recalculated after each iteration. This algorithm consists of two customer
assignment phases and cycles between the two phases until no more improvements
can be found. A live set is introduced to remember the clusters that have recently
changed.
An initial solution is created by selecting p random seedpoints as the cluster centres.
For each point xi ∈ <l, store the cluster number of the closest cluster centre in
variable I1(xi), and the cluster number of the second closest centre in variable I2(xi),
respectively. Assign each point to I1(xi), the closest centre, and calculate the new
cluster centres using the means. All clusters are initially added to the live set.
The method cycles through two phases, starting with the optimal–transfer phase, it
continues until no more improvements can be made. The two phases of the algorithm
are as follows:
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Optimal–transfer phase:
For each point xi, calculate R1(xi) using
R1(xi) =
njd(xi, x¯j)2
(nj + 1)
(2.11)
where point xi is currently assigned to cluster j, nj is the number of points in cluster
j, x¯j is the centre of cluster j and d(xi, x¯j) is the distance between point xi and x¯j .
Assign I1(xi) = cluster j.
Calculate Rj(xi) in a similar fashion for a subset of the other clusters, using Eq.
(2.11). If cluster j is part of the live set, calculate Rj(xi) for all clusters. If cluster
j is not part of the live set, only include the clusters in the live set. Assign the
minimum value of Rj(xi) to R2(xi) and note the associated cluster as cluster k.
If R2(xi) < R1(xi), then re-assign point xi to cluster k and change I1(xi) = k and
I2(xi) = j. Assign both clusters k and j to the live set. Recalculate the new cluster
means for them, because there was a change in the points assigned to them.
If R2(xi) ≥ R1(xi), then I2(xi) = k.
Continue until R1(xi) and R2(xi) have been calculated for all points. Clusters that
have been changed in the last n optimal-phase steps are part of the live set, where n
is the total number of points. Recalculate the cluster centres. If the live set is empty,
continue with the quick–transfer phase, otherwise repeat the optimal–transfer phase.
Quick–transfer phase:
For each point xi, calculate R1(xi) and R2(xi) using the clusters from I1(xi) and
I2(xi) respectively with the new calculated cluster centres. If R2(xi) < R1(xi) then
swap the values of R1(xi) and R2(xi) and of I1(xi) and I2(xi) respectively. If the
values were swapped, re-assign the point to the new I1(xi) cluster and add both
I1(xi) and I2(xi) to the live set. After all points have been checked and re-assigned
where needed, recalculate the cluster centres.
Continue with the quick–transfer phase until no points have been re-assigned in the
last n steps. When complete, repeat the optimal–transfer phase until the live set is
empty.
2.3 Graph–based methods
In the graph–based clustering methods, customer points are clustered using a graph.
The graph can be constructed by letting the points represent nodes and the rela-
tionship (distance) between points be represented by edges that connect the nodes.
Where the nodes are connected, the customer points belong to the same cluster.
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At the start all edges are added to the graph and all customer points belong to the
same cluster. Next, edges are evaluated and "inconsistent" edges are removed from
the graph. This will result in groups of customer points being disconnected from
each other, effectively forming a number of clusters.
An edge between points i and j is considered inconsistent if either
lij
l¯i
≥ lT and lij
l¯j
≥ lT , or (2.12)
lij − l¯i
σi
≥ σT and lij − l¯j
σj
≥ σT . (2.13)
Here lij is the length of the edge between points i and j. l¯i and l¯j are the averages of
the length of edges around points i and j respectively for a sub-tree of depth d. σi
and σj are the sample standard deviations of the lengths of all the edges at points
i and j for a sub-tree of depth d. σT and lT are predefined cut-off values.
Eq. (2.12) is called the ratio of edge lengths for points i and j respectively. The
z–score of points i and j respectively are given in Eq. (2.13), (Jain and Dubes,
1998, p. 122).
Zahn (1971) recommends using σT = 3 and lT = 2 as a first pass to eliminate
oversized edges from the statistics. The depth d used in identifying which edge to
include in the statistics, is also referred to as the local neighbourhood depth. Zahn
(1971) seems to favour d = 3.
Once the inconsistent edges have been removed from the constructed graph, the
connected customer points are considered part of the same cluster. The number of
clusters cannot be guaranteed to be an exact number, but depends on the values
chosen for lT and σi. Three types of graphs can be constructed based on the graph–
based clustering. These are as follows:
2.3.1 MST graph–based clustering method
Zahn (1971) suggested a graph-based method where a minimum spanning tree
(MST) is constructed. This is also referred to as Zahn’s method. The minimum span-
ning tree includes all the edges needed to ensure all points are connected. Although
the MST graph-based method works well with well-separated clusters, it seems to
produce less good results if clusters have varying inter-cluster distances. Zahn (1971)
suggests first identifying and removing the denser clusters before analysing the rest
of the data.
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2.3.2 RNG graph–based clustering method
Jain and Dubes (1998) suggest another graph–based method, using the relative
neighbourhood graph (RNG) instead of the MST. In order to construct a RNG;
points i and j are declared connected if and only if
d(xi, xj) ≤ max
{
d(xi, xk), d(xj , xk)
}
∀ k, k 6= i and k 6= j, (2.14)
where k represents all points in the graph excluding points i and j and d(xi, xj)
is the Euclidean distance between points i and j. Points xi and xj are therefore
only connected if no other points fall in the region of influence. Here the region
of influence is the overlapping area of the two circles with a radius of d(xi, xj)
originating at points xi and xj , (Jain and Dubes, 1998), illustrated in Figure 2.4.a.
Inconsistent edges are determined using Eq. (2.12) and Eq. (2.13). According to
Jain and Dubes (1998) the RNG graph–based clustering is more effective than the
MST graph–based method.
Figure 2.4: The regions of influence for the RNG and GG, (Jain and Dubes, 1998,
p. 125).
2.3.3 GG graph–based clustering method
A third method suggested by Jain and Dubes (1998) is to construct a Gabriel graph
(GG). For this type of graph points are connected if and only if
d2(xi, xj) < d2(xi, xk) + d2(xj , xk) ∀ k, k 6= i and k 6= j. (2.15)
The region of influence for the GG is illustrated in Figure 2.4.b. Points xi and xj are
connected if the circle associated with the diameter having xi and xj as endpoints
does not have any other points within its region of influence. Jain and Dubes (1998)
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state that the use of the RNG and GG graph–based methods are less sensitive to
changes in pattern densities.
2.4 Nearest neighbour methods
Clustering can easily be based on the nearest neighbours. Here the nearest neigh-
bours of each customer point are identified and customer points are placed in the
same clusters as these neighbours, (Jain and Dubes, 1998). Two nearest neighbour
methods discussed in more detail are as follows:
2.4.1 The k–near neighbours method
In the k–near neighbours method, a point xi is assigned to the same cluster as xj
if both are within the nearest k neighbours of each other, called k–near neighbours,
and both share at least kt nearest neighbours, (Jain and Dubes, 1998). The user has
to specify the values k and kt and the best values are determined iteratively. This
method is very attractive because of its computational ease, but it can be difficult
to find the correct parameter values to match the number of clusters required.
The method starts by assigning each customer point to its own cluster. For each
point identify the k nearest neighbours. For each customer pair, check if they share at
least kt nearest neighbours. If they do, merge the clusters the two points are assigned
to. Continue until all the neighbours of all the customers have been checked.
2.4.2 The mutual neighbourhood value (MNV) method
Jain and Dubes (1998) refer to another method, called the MNV method. If xj is the
q1
th
nearest neighbour to xi and xi is the q2th nearest neighbour to xj , then the MNV
is q1 + q2. The smaller the MNV of two points, the closer they are to each other.
Points are clustered together in a similar manner to the single linkage method, but
based on the MNV.
The MNV of customer point pairs are calculated. All pairs with a MNV below a
predefined threshold value s are assigned to the same cluster, having q1 + q2 ≤ s.
To eliminate computation of points far from each other, only combinations with the
s nearest neighbours of each point are considered, i.e. where q1 ≤ s and q2 ≤ s.
The smaller the value of s, the more clusters will be formed with strongly defined
clusters where points are closer to one another than with a large value of s. As a
rule of thumb the value of s = 5 is used by Jain and Dubes (1998).
The algorithm is described as follows:
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1. Assign each customer to its own cluster.
2. Identify the nearest s neighbours of each customer point. Order the neighbours
from closest to furthest.
3. Calculate the MNV of each customer pair. If the one is not within the s nearest
neighbours or the MNV is bigger than s, set the MNV to an arbitrary large
value.
4. Identify all pairs with a MNV of 2. Merge the clusters of the two points into
one cluster.
5. Repeat Step 4 for MNV threshold values of 3, 4, . . . , s. Every time merging
the clusters of the associated pairs.
The method is said to return the same results as the graph-based RNG method,
(Jain and Dubes, 1998, p. 91–92).
2.5 Density–based methods
Density-based clustering divides the points into regions and base the cluster centres
in the regions with the highest number of points. The closer the points are to each
other, the higher the density of the region. These high density centres are also
referred to as modes, (Jain and Dubes, 1998).
In Euclidean space, the simplest method to calculate p high-density modes is to
divide the area where the customer points lie into a number larger than p of equally
sized non-overlapping regions, (Jain and Dubes, 1998). For each region k, count the
number of points, nk. The centres of regions with the p highest number of points
then becomes the highest density.
Formally, the probability density estimate p̂n(xi) can be calculated as
p̂n(xi) =
nk
nVk(xi)
, (2.16)
where nk is the number of points in region k, n is the total number of points and
Vk(xi) is the volume of region k around point xi, (Jain and Dubes, 1998). The size
of Vk(xi) is critical for a good solution. If Vk(xi) is too small, there will not be a
clear indication of the areas with high densities. If Vk(xi) is too large, the regions
will be overly smooth and modes might be overlooked.
Jain and Dubes (1998) suggest calculating the volume of the regions in such a way
that each region represents a unimodal graph, i.e. there is one density peak per
region. They suggest two methods of determining Vk(xi), either by using the nearest
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neighbour, or the parzen window approach. In the first, the volume is a function of
a fixed number k of nearest neighbours around a point, xi. The volume will differ
for each point, depending on the distance to the nearest neighbours. In the latter
method, the volume within a predefined window, called the parzen window, is fixed
and the number of points in the window will vary. In both methods it is suggested
that the term nkVk(xi) should be proportional to
√
n.
The following two clustering methods use the above mentioned approaches:
2.5.1 The kth nearest neighbour clustering method
This method was introduced by Wong and Lane (1981) and should not be confused
with the k–near neighbours method discussed previously. This method uses the fixed
number of nearest neighbours method discussed above. Two points, xi and xj , are
called neighbours of each other if xi is one of the closest k points to xj and xj is
also one of the closest k points to xi.
A computed density–distance matrix is calculated with the density–distance be-
tween points xi and xj as inversely proportional to the estimated density of the
point halfway between them. The density-distance between xi and xj , d̂(xi, xj), is
formulated as
d̂(xi, xj) =

1
2p̂n(xi)
+ 12p̂n(xj)
if xi, xj are neighbours
∞ if xi, xj are not neighbours.
(2.17)
=

n
2k (Vk(xi) + Vk(xj)) if xi, xj are neighbours
∞ if xi, xj are not neighbours.
(2.18)
Wong and Lane (1981) suggest replacing the term nVk(xi)k with dk(xi) in the com-
putational algorithm. Here dk(xi) is the Euclidean distance for point xi to its kth
nearest neighbour. The computed density-distance can then be calculated as
d̂(xi, xj) =

1
2(dk(xi) + dk(xj)) if d(xi, xj) ≤ dk(xi) or dk(xj)
∞ otherwise,
(2.19)
where d(xi, xj) is the Euclidean distance between points xi and xj . All pairs of
points with density-distances d̂(xi, xj) <∞ are then merged into one cluster
Wong (1982) states that the method is not very practical for large datasets and has
a computation time of O(n2).
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2.5.2 The hybrid clustering density–based method
This method uses the parzen window density–based approach to create clusters and
consists of two phases (Wong, 1982):
1. Phase 1: a value c, bigger than the required number of clusters k, is calculated
and the data set is divided into c clusters using the k–means method. The
suggested formula for determining c is
c = 7
(
n
log(n)1/3
)
. (2.20)
2. Phase 2: the c clusters are merged together using the single linkage method.
The distance between two clusters is inversely proportional to the density of
the point halfway between the two cluster means, x¯i and x¯j . This can be
calculated as
d̂(x¯i, x¯j) =

1
p̂n(xij)
if clusters i and j are connected
∞ otherwise ,
(2.21)
where clusters i and j are connected if the midpoint xij , between x¯i and x¯j , is
closer to x¯i or x¯j than to any other cluster means. p̂n(xij) is the probability
density estimate at the midpoint xij for neighbouring clusters i and j. In
two-dimensional Euclidean space p̂n(xij) can be calculated as
p̂n(xij) ∝ (ni + nj)
3
2
(Ei + Ej + 14(ni + nj)d2(x¯i, x¯j))
1
2
,
where Ei and Ej are the within cluster sum of squares for clusters i and j
respectively and d(x¯i, x¯j) is the Euclidean distance between the centres of
cluster i and cluster j.
After constructing a distance matrix for the c clusters, the connected clusters closest
to each other are merged using the single linkage method until all clusters with
distances smaller than infinity have been merged. Unconnected clusters will not be
merged, because the distances between them are infinite. Wong (1982) gives the
time complexity as O(nc).
It is clear that the number of clusters in the final solution depends on the value
chosen for c in phase 1 and the distance between the clusters created in the k–means
method. It will not necessarily be the same as p, the predetermined number of
clusters wanted.
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2.6 Hybrid clustering methods
Beside the hybrid clustering density-based method, other hybrid clustering methods
have also been suggested in the past. Min (1987) proposes a hybrid heuristic, where
the clusters centres from Ward’s method are used as an initial starting solution for
the k–means method. The k–means method is discussed in more detail in Section
2.2.1. Similar methods combining SAHN and iterative partitioning methods are also
referred to by Han and Kamber (2006) as multiple–phase clustering, while Everitt
et al. (2011) refers to this as adding a preclustering or sampling phase. Hybrid
clustering methods including the above mentioned are tested in Section 4.3.6.
2.7 Clustering criteria
The clustering criterion is used as the objective function in optimisation methods
to guide the method towards good clustering solutions. An example of a clustering
criterion is to minimise the maximum distance between any two points in the same
cluster. In iterative partitioning methods, a clustering criterion can be used in the
assignment of points to clusters phase instead of assigning a point to the closest
cluster centre, (Jain and Dubes, 1998).
According to Everitt et al. (2011), the clustering criterion can also be used to quantify
the quality of a clustering solution compared to other solutions. It is important to
note that different criteria can have different desired outcomes and do not always
rate solutions the same.
Everitt et al. (2011, Ch. 5) discuss two types of goals concerning clustering criteria.
The criteria can either minimise the lack of homogeneity within clusters or max-
imise the separation of the clusters. The authors note that the objective criteria
to minimising the lack of homogeneity within clusters is equivalent to maximising
the separation of the clusters. For this reason the lack of homogeneity measures are
used for the remainder of this work.
Three measures per cluster (also known as clustering indices) are defined for the
lack of homogeneity:
1. The sum of all the squared distances between all pairs of points within a cluster,
called h1(m). This is also called the within-cluster sums of dissimilarity mea-
sure by Brusco and Stahl (2005). Here m is the mth cluster, m ∈ {1, 2, . . . , p}.
2. The maximum value found during calculation of the first index, called h2(m).
This is also known as the cluster diameter, (Brusco and Stahl, 2005, p 17).
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3. The minimum sum of squared differences between all points in a cluster and
the medoid, called h3(m). Here the minimum value is found at the most
central value. In the case of the discrete clustering problem, this point is
called the medoid of the cluster, and in the continuous case, it is the means
of the cluster, (Everitt et al., 2011). Brusco and Stahl (2005) refer to this as
the within-cluster sum of squared deviation from the means. Salhi and Nagy
(2009) refer to this, in a paper on the plLRP, as the radial distance.
The formulations for h1(m), h2(m) and h3(m), (Everitt et al., 2011), are as follows:
h1(m) =
nm∑
i=1
i−1∑
j=1
(dij)2 , i 6= j i, j ∈ {1, 2, . . . , nm} (2.22)
= 12
nm∑
l=1
nm∑
v=1,v 6=l
(dlv)2
 l, v ∈ {1, 2, . . . , nm}, (2.23)
h2(m) = max
[
(dlv)2
]
l, v ∈ {1, 2, . . . , nm}, (2.24)
h3(m) = min
v∈{1,...,nm}
[
nm∑
l=1
(dlv)2
]
l 6= v , (2.25)
where nm is the number of points in cluster m and dlv is the distance between points
l and v within cluster m.
Everitt et al. (2011) and Brusco and Stahl (2005) state that in order to create
a clustering criterion for a complete clustering solution, the measures per cluster
need to be calculated across all clusters in the solution. Four types of summary
calculations are suggested: summation, averaging, minimum and maximum.
We identify five cluster criteria to measure the quality of a clustering solution, based
on the above summary calculations, in this thesis. These criteria will be used to
measure and compare the quality of the clustering solutions obtained by the different
methods. They are as follows:
1. The most popular criterion used in clustering problems is to minimise the sum
of the squared distances of points within clusters to their respective cluster
centres, the sum of h3(m). This is also called the within cluster variation
criterion, (Jain and Dubes, 1998) or the star index, (Everitt et al., 2011). The
authors also state that this criterion is equivalent to maximising the between-
cluster variation. In this work this measure is referred to as the sum of
squared residuals (SSR). Here the term "residual" refers to the dissimilarity
between the actual point and the respective cluster centres.
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2. If the sum of the within-cluster sums of all dissimilarities, ∑h1(m), is calcu-
lated there is a possibility that the sum can become very large if there are a
lot of points in one cluster. Everitt et al. (2011) suggested that one should
rather use the average aggregation by dividing each measure per cluster by
the number of points in the cluster first, before summing the total. Similar to
this, one could also calculate the average aggregation of the within-cluster sum
of dissimilarities to the mean (thereby using index h3(m) instead of h1(m)).
This criterion is referred to as the mean sum of square residuals (MSR)
criterion. The disadvantage of using the MSR criterion is that it does not
consider uneven sized clusters.
3. Brusco and Stahl (2005) suggest determining the maximum cluster diameter
across all clusters, called the partition diameter (PD).
4. The average lack of homogeneity using index h1(m) is given by Everitt et al.
(2011) as the most appropriate measure. They call this measure the average
distance measure (ADM).
5. Brusco and Stahl (2005) mention using the sum of within cluster distances di-
vided by the number of pairs. The averages per cluster are then summed
together. This measure is called the average within cluster distance
(AWCD) measure.
The criteria is to find the solution with the minimum of the above measures. The
measures can be formulated as follows (Everitt et al., 2011 and Brusco and Stahl,
2005).
SSR =
p∑
m=1
h3(m) (2.26)
MSR =
p∑
m=1
h3(m)
nm
(2.27)
PD = max
m=1,...,p
[
h2(m)
]
(2.28)
ADM = 1
n
p∑
m=1
h1(m) (2.29)
AWCD =
p∑
m=1
h1(m)
nm
2 (nm − 1)
, (2.30)
where h1(m), h2(m) and h3(m) have been defined in Eq. (2.23) – (2.25), p is the
number of clusters, n is the number of points and nm is the number of points in
cluster m.
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2.8 Distance calculations
Han and Kamber (2006) provide an explanation for the different distance measures
that can be used, as follows. Distances between points can be calculated with dif-
ferent distance measures, like Euclidean or absolute distances. The general formula
for calculating distance is:
d(xi, xj) = ‖ xi − xj ‖q =
(
l∑
r=1
(|xri − xrj |q)
)1/q
(2.31)
where l is the total number of variables defined in the Euclidean space, xri and xrj
are the values of the variables at points xi and xj in dimension r and q is the type
of distance measure to be used.
The generalised distance formula, Eq. (2.31), is also known as the Minkowski dis-
tance formula, where the value of q needs to be decided beforehand. If q = 2 and
there are in total l variables defined in the Euclidean space, <l, then the squared
Euclidean distance between clusters h and k is
dhk =
√√√√ l∑
r=1
(xrh − xrk)2 . (2.32)
In the case where each point k consists of two coordinates (longitude and latitude)
in <2 Euclidean space, the coordinate vector can be represented as xk = (x1k, x2k).
Here the Euclidean distances between points h and k can be calculated as
dhk =
√
(x1h − x1k)2 + (x2h − x2k)2 . (2.33)
For Manhattan distances, absolute values are used and the value of q is one. Other
values of q can also be used. In the k–means method, the Euclidean distance formula
is used, while the k–medoids method uses Manhattan distances to minimise the
absolute distance error.
2.9 Summary
In this chapter different clustering methods to cluster geographical data are dis-
cussed. The SAHN methods continue merging until a stopping rule criterion such
as a specified number of clusters, has been reached. Iterative partitioning methods
do not use stopping rules and are the most popular methods to use, but a known
number of clusters is needed at the start. These methods also need a starting solu-
tion as input and some methods can only create good solutions if a good starting
solution is used. The graph-based, nearest neighbour and density-based methods
return the number of clusters as a decision variable, depending on the predefined
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input parameters.
Points can be aggregated into smaller groups and treated as a single customer by a
second type of clustering method, referred to as a hybrid clustering method. There
is not much literature comparing different types of hybrid clustering combinations
nor on the cut-off point between the first and second clustering method.
A number of criteria have been suggested in the past to measure the quality of clus-
ters. Five of these measures are used to compare clustering methods in Chapter 4.
Different distance calculations are also discussed. In Chapter 4, Euclidean distance
as given by Eq. (2.33) is used in the distance calculations.
The next chapter is a literature review of different distribution network problems
including the facility location problem (FLP), the vehicle routing problem (VRP)
and the location routing problem (LRP).
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Chapter 3
Literature review - distribution
network problems
This chapter describes the relevant distribution network problems used in this study,
namely:
• Section 3.1 – the facility location problem (FLP)
• Section 3.2 – the vehicle routing problem (VRP)
• Section 3.3 – the location-routing problem (LRP)
• Section 3.4 – the periodic location-routing problem (PLRP)
Problem formulations and solution approaches found in the literature for the above
mentioned problems are included. A summary of the chapter is given in Section 3.5.
Table 3.1 gives a summary of the different characteristics of the distribution network
problems to be discussed. The LRP is a combination of the FLP and VRP, whereas
the PLRP introduces a periodic component as well.
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Problem Descriptive name Multi- Type of problem Depot selection to be made Depot locations Capacitated Perio-
acronymn source Vehicle Depot / Given Select p Based Conti- Discrete, Discrete, Clusters Vehicles dic
routing cluster depots / on nuous, separate concen- depots routes
selection clusters costs on list trator
plane provided problem
Facility location / Capacitated clustering problem
p–median p–median problem X X X
CpMP Capacitated p–median problem X X X X
CFLP Fixed charge capacitated X X X X
facility location problem
p–CCCP p–capacitated centred clustering X X X X
problem
generic Generic capacitated centred X X X X
CCCP clustering problem
CCP Capacitated clustering problem X X X X
CCLP Capacitated concentrator location X X X X
problem
MSWP Multi–source Weber problem X X X X
TP Transportation problem X X X X
Vehicle routing problem
MDVRP Multi–depot vehicle routing problem X X X X
PVRP Periodic vehicle routing problem X X X X X
Location-routing problem
HpMP Hamiltonian p-median problem X X X X
plLRP Planar location-routing problem X X X X X
plCLRP Planar / continuous capacitated X X X X X X
location–routing problem
cdCLRP Concentrator discrete capacitated X X X X X X
location–routing problem
sdCLRP Standard discrete capacitated X X X X X X
location–routing problem
PLRP Periodic location-routing problem X X X X X X X
Table 3.1: An overview of the distribution network problem definitions.
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3.1 The facility location problem (FLP)
Facility location is defined by Drezner and Hamacher (2001) and Ceselli et al. (2009)
as a collective term for problems with the goal of finding the best locations to place
facilities given a company’s distribution network. Facilities are sometimes referred
to as depots, warehouses or distribution centres. These problems include assigning
sites (also called customers or demand points) to the depots, based on a given criteria
such as shortest distance, minimising costs or maximising coverage.
The different location problems are known in the literature under many names, such
as the Weber problem, spatial median, p–median, centre of gravity, network location
and location–allocation, to name but a few, see for example, Drezner and Hamacher
(2001) and Bischoff and Dächert (2009).
The FLP assumes that all customers are to be serviced separately using single trips
between the depots and back. These are also known as truckload (TL) shipments,
(Min, 1996). The demand of each customer determines the importance of each
contribution to the optimal location placement. The frequency of services as well
as the relative size of the demand per service trip can be used as the weight to bias
the solution towards customers with a higher demand. A customer’s demand can
be met by various depots or restricted to a singular depot. The latter is called the
single-source FLP. The problem can have no depot capacity supply restrictions
(called the uncapacitated facility location problem or UFLP) or have depot capacity
constraints, referred to as the capacitated facility location problem (CFLP).
The FLP can be a continuous or a discrete location problem, (Mladenović et al.,
2007). In the continuous case, the depots are centred anywhere on a plane and
calculations are needed to determine the best positions to place them based on the
customer points assigned to them.
Sometimes borders are used to prevent depots from being placed in unwanted areas.
These are referred to as forbidden regions, (Salhi and Nagy, 2009). Luis et al. (2009)
refer to a continuous FLP where the number of depots to use are known beforehand
as the capacitated multi-source Weber problem (MSWP). Continuous problems can
also be network-based, where depots can be placed anywhere within a finite union
of linear continuous sets. For discrete problems a set of potential depots is given
and the most appropriate positions must be selected.
In continuous location models, customers are grouped together and the centroid of
each group is determined. These centroids then become the optimal locations for
each group. The goal is to minimise the within-clustered distances, also called radial
distances by Salhi and Nagy (2009). One method to calculate the placement of the
centroids is to use the Weiszfeld equation, discussed in Section 3.1.4.1.
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The continuous problem is often used, in high-level strategic decisions, to identify
possible areas for further investigations. When possible locations have been identi-
fied and the estimated costs and capacity constraints are known, the discrete model
becomes more practical.
Discrete problems assign customer points to a subset of the potential depots and
there are therefore no calculations needed to determine the depot positions within
the plane. The starting subset selection is a well discussed topic of interest in itera-
tive partitioning methods. Ideas vary from random selection, to basing the selection
on the highest customer demand (in the case of the p–median) to distributing depots
evenly across the search space. A logical approach to solve discrete location prob-
lems is k–medoids iterative partitioning methods, because the centres of the clusters
are actual customer points. Different starting solutions as well as the k–medoids
methods, referred to as the j–means and PAM methods, are explained in Section
2.2.3.
Rationales behind providing a set of possible depots include a preference for in-
dustrial areas. The number of skilled workers available in a given area also makes
established towns more preferable to the countryside. Geographic areas and access
to main roads can also play a role. Rand (1976) discusses the pros and cons for
using a discrete set of depots versus the continuous case. The author mentions that
distribution costs must be a monotonic function of distance in the continuous case
which is not necessarily the case for the discrete problem.
Yet another factor is the position of competitors. While some companies might
prefer to be further away from similar companies, others would prefer to be close
to their competitors. In the placement of new ATMs, for example, it is a common
strategy to place these ATMs close to other banks’ ATMs. Not only does this
enhance security, but also make them easier to find. Other security issues also come
to mind, such as avoiding high-risk areas.
If single-source constraints are assumed, the mathematical formulation becomes a
zero-one integer programming model (0-1 IP), because all decision variables are bi-
nary. A customer is either assigned to a depot, represented by 1, or not, represented
by 0. This study will only address the single-source FLP.
3.1.1 The discrete CFLP
Drezner and Hamacher (2001, Ch. 3) identified eight different discrete facility lo-
cation models: set covering, maximal covering, p–center, p–dispersion, p–median,
fixed charge, hub and maxisum. The problem formulations of the p–median and
fixed charge FLP are relevant to the CLRP and discussed in further detail. The ca-
pacitated clustering problem (CCP) by Mulvey and Beck (1984) is another variant
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of the CFLP discussed below.
3.1.1.1 The capacitated p–median problem (CpMP)
In a p-median problem, the goal is to find the median(s) and minimise the sum
of the within-clustered Euclidean distances between customers and the median(s),
(Drezner and Hamacher, 2001). It is a discrete problem where the list of potential
depots is the same as the list of customers. Any customer can serve as a potential
depot and the selected depots are called the medians or concentrators of each cluster.
If only a limited capacity can be assigned to each of the p centres, then the problem is
referred to as the CpMP. This can also be referred to as a capacitated p–concentrator
location problem, the CCLP (Ceselli et al., 2009).
The number of depots to select is restricted to p. The objective is to minimise the
distance from the chosen p depots to the customers assigned to them. Each customer
must be assigned to a depot and can only be assigned to one depot to enforce the
single-source constraints.
Problem formulation
The problem can be represented by a graph G(V,A), where V is the set of all points
in the graph and A is the set of directed edges between the points, used to represent
customer assignments. The CpMP can now be formulated as the following integer
linear programming (ILP) model:
Minimise
∑
j∈V
∑
i∈V
dijxij (3.1)
subject to
∑
j∈V
xij = 1, ∀ i ∈ V, (3.2)
∑
j∈V
xjj = p , (3.3)
∑
i∈V
wixij ≤Wxjj , ∀ j ∈ V, (3.4)
xij ≤ xjj , ∀ i ∈ V, ∀ j ∈ V, (3.5)
xij ∈ {0, 1}, ∀ i ∈ V, ∀ j ∈ V, (3.6)
where V is the set of n customers to be clustered. The decision variables (xij∀i ∈
V,∀j ∈ V ) are binary with xij = 1 if customer i is assigned to depot j. If customer
j is a depot, then xjj = 1. The number of depots allowed is p. The distance used
in the objective function, dij , is the Euclidean distance between point i and point j
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as given in Eq. (2.32). The demand of the customer i is wi and W is the maximum
capacity of any depot.
3.1.1.2 The capacitated clustering problem (CCP)
The capacitated clustering problem (CCP) is a discrete clustering problem with
a set of candidate centres or depots to select from, where exactly p capacitated
clusters needs to be created. Similar to the CpMP it assumes that each customer
has a demand and each facility/depot has a limited supply. According to Negreiros
and Palhano (2006), the CpMP is a specific case of the CCP where, the capacity
constraints for all the depots are homogeneous and the coefficients of the objective
function are distances.
In general, for p–median problems, the list of potential cluster centres is the same
as the list of points, whereas for the CCP and discrete CFLP the list can differ from
the list of points. According to Mulvey and Beck (1984), the CCP is NP–hard.
Problem formulation
Given a set I of n customer points with an associated wi weight (or demand) per
point, group the points into p clusters in order to minimise the total dissimilarity
between the points in a cluster and the cluster centre, given a maximum capacity
constraint per cluster,Wj . The set J represents the list ofm potential cluster centres
and the set of all points in the graph is then V = I ∪ J . The formulation for the
CCP given by Mulvey and Beck (1984) as follows:
Minimise
∑
j∈J
∑
i∈I
dijxij (3.7)
subject to
∑
j∈J
xij = 1 ∀ i ∈ I, (3.8)
∑
j∈J
yj = p , (3.9)
xij ≤ yj ∀ i ∈ I, ∀ j ∈ J, (3.10)
∑
i∈I
wixij ≤Wj ∀ j ∈ J, (3.11)
xij , yj ∈ {0, 1} ∀ i ∈ I, ∀ j ∈ J, (3.12)
where wi is the demand of the customer i, Wj the maximum capacity of cluster j,
p is the specified number of clusters to select so that m ≥ p. xij = 1 if point xi is
assigned to cluster j and the binary variable yj = 1 if point j is chosen as a cluster
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centre. The dissimilarity dij is calculated between a point and the median.
Constraints (3.8) ensure that each point is assigned to only one cluster centre, while
constraints (3.9) limit the number of clusters to exactly p. Constraints (3.10) allow
points to only be assigned to the selected open cluster centres and constraints (3.11)
enforce the capacity constraint per cluster. The last constraint ensures all variables
are binary.
3.1.1.3 The fixed charge capacitated facility location problem (CFLP)
In the fixed charge variation of the FLP, the goal moves from minimising distances to
minimising costs that also include fixed depot costs. The constraint on the number of
depots is replaced with a fixed cost per depot. The number of depots then becomes
a trade-off between the fixed costs and distribution costs.
In the literature, reference to the FLP assumes the fixed charge variant. See, for
example, Erlenkotter (1978), Ceselli et al. (2009), Klose and Görtz (2007). In this
study when referring to the FLP, the fixed charge variant is meant, except where
explicitly stated otherwise.
Figure 3.1 illustrates an example of the costs versus the number of depots used. It
is similar to the generalised cost graphs for the FLP as illustrated by Ballou (2004,
p. 574) and Rand (1976). It shows how the distribution costs decrease exponentially
as more depots are added.
Figure 3.1: Typical costs associated with the FLP problem.
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In practical situations the fixed costs per depot will typically not include the com-
plete once off set-up costs for opening the depots in the objective function. The
reason for this is that they are too high and impractical. Rather, the depot costs
are divided by the expected pay-off term to calculate a periodic instalment cost.
This cost together with the expected operating cost over the same time period is
then used to create a fixed cost per depot.
In practice, if the fixed depot costs are not available and the number of depots to
open is unknown, another popular approach is to determine the number of depots
for which the decrease in distribution costs is still significant. The acceptable level
of significance will then be determined by the decision maker.
In the FLP, the set of candidate depots does not have to be the same as the list
of customers and a completely different set of possible depot locations can be used.
An example of the discrete FLP is illustrated in Figure 3.2. The points denote
the customers to be visited, the squares denote the candidate depots and the filled
squares denote the chosen depots.
Figure 3.2: An illustration of the discrete FLP problem.
If there are no capacity constraints, customers should be assigned to the closest open
depot in order to minimise distribution costs. If the depots are restricted by a supply
capacity, the problem is called the capacitated FLP (CFLP) and if customers can
only be assigned to one depot, the problem is called the single-source capacitated
facility location problem (SS-CFLP). Most researchers refer to the single-source
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variant when referring to the CFLP, therefore in this work the single-source variant is
assumed. In cases where the set of potential depots is equal to the list of customers,
the problem is referred to as the capacitated concentrator location problem, the
CCLP (Simchi-Levi and Bramel, 1997, Ch. 12 and Ceselli et al., 2009).
Problem formulation
The mathematical formulation for the discrete CFLP is as follows:
Minimise
∑
j∈J
∑
i∈I
cijxij +
∑
j∈J
fjyj (3.13)
subject to
∑
j∈J
xij = 1 ∀ i ∈ I, (3.14)
xij ≤ yj ∀ i ∈ I, ∀ j ∈ J, (3.15)
∑
i∈I
wixij ≤Wjyj ∀ j ∈ J, (3.16)
xij , yj ∈ {0, 1} ∀ i ∈ I, ∀ j ∈ J, (3.17)
where I is the set of all n customers, J is the set of all m candidate depots and fj
is the fixed cost for opening depot j. The distribution cost to deliver to customer i
from depot j is cij . If depot j is open, yj = 1 and if customer i is assigned to depot
j, xij = 1.
The capacity can differ per depot. This is referred to as Wj while wi is the demand
of the customer i. The total demand of customers assigned to a depot j should be
equal or less than Wj as shown in constraints (3.16).
The problem formulation differs from the p–median problem in the following ways:
A new variable yj , is introduced to determine whether depot j is open or not and
the constraint on the number of open depots equal to p has been removed.
3.1.2 Solution approaches for the discrete CFLP
Various methods have been suggested in literature to solve the CFLP, see for ex-
ample: Klose and Görtz (2007), Simchi-Levi and Bramel (1997, Chapter 12) and
Drezner and Hamacher (2001). The problem is known to be NP–hard, (Simchi-Levi
and Bramel, 1997, Chapter 6). The solution approaches provided in the literature
can be divided into three main categories: exact, heuristic and metaheuristic ap-
proaches.
Although exact methods provide the optimal solution, they become too time con-
suming to be used for bigger case studies of NP–hard problems. Exact methods are
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sometimes used in hybrid methods to solve parts of the bigger problem. They can
also be used as incomplete optimisation methods where the exact method terminates
prematurely based on a predefined time variable, (Simchi-Levi and Bramel, 1997,
Chapter 6).
In order to find solutions at least close to optimality within a reasonable time,
heuristic and metaheuristic approaches are used. Mladenović et al. (2007), Hansen
and Mladenovic (1997), and Drezner and Hamacher (2001) provide a list of heuristic
approaches used to solve the p–median and fixed charge FLP problems.
Whereas heuristic approaches are said to be more problem specific, metaheuristic
approaches are seen as general frameworks for solving any combinatorial problem.
Blum and Roli (2003) defines these approaches as not problem specific, but rather
they can be adapted for each problem. The methods can make use of problem specific
heuristic methods in their search. Metaheuristics are designed to avoid local optimal
solutions by allowing inferior solutions from other parts of the solution search space,
in order to expand the search in areas that would otherwise have been overlooked,
(Mladenović et al., 2007). Metaheuristic approaches are normally non-deterministic
and use some kind of guided search approach, which can include memory to find
improved solutions.
Joubert (2006) adds that these approaches in general use three phases; the initialisa-
tion, diversification and intensification phases. In the initialisation phase a heuristic
method can be used to create a starting solution. Some metaheuristics use randomly
generated starting solutions. During the diversification phase the solution is adapted
by searching through the different neighbourhoods of the search space. While im-
provements are in general accepted, solutions that are worse than the current best
are also accepted based on a guide criteria to prevent the method from converging
to a local optima. During the intensification phase, the metaheuristic will zoom in
on the best found solution(s) and intensify the search in that specific search space.
See Blum and Roli (2003) for a more in-depth description of metaheuristics.
Different metaheuristic approaches include simulated annealing, tabu search, genetic
algorithms, ant colony optimisation and other approaches as mentioned by Blum and
Roli (2003) and Gonzalez (2007, Part II). These methods are also often combined
with other approaches and then referred to as hybrid methods. For example a
Genetic Algorithm, followed by a local search, etc.
Although solution approaches of the CpMP can be used to solve the CFLP, knowing
the right number of depots to use is not solved by these methods because it is a
given constraint. Rand (1976) states that even when using an approximate algorithm
that can find near optimal solutions in polynomial time to solve the p–median, the
number of depots to use can only be determined through enumeration. This means
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that the algorithm would have to be repeated for every number of depots to be
tested. If there are m potential depots, and the algorithm is repeated for all cases
from 1 to m number of depots, it means the time complexity will also become m
times more.
A number of exact, heuristic and metaheuristic methods are now described to solve
the CpMP and CFLP.
3.1.2.1 Exact methods
i) The exhaustive search method
The easiest exact method is the exhaustive search method, where every possible
solution is evaluated and the best solution is returned. This is also known as
explicit enumeration, (Winston, 2004, p 966).
ii) The branch–and–bound method
Another approach is called the branch–and–bound method. This method is re-
ferred to as intelligent enumeration, (Papadimitriou and Steiglitz, 1998, Ch. 18)
and used to solve any mixed integer linear problems (MILP). An initial best
feasible solution with integer values is used to find an upper bound for the
problem. This is found by either solving the problem with a heuristic method,
(Brusco and Stahl, 2005), or using the results from the first complete branch of
the search, (Winston, 2004, Ch 9). The upper bound is updated every time a
better feasible solution is found.
The method now starts by solving the linear programming (LP) relaxation of
the problem, where all the integer constraints are ignored, optimally (Winston,
2004, Ch 9). The solution of the LP relaxation is called the lower bound of the
MILP problem. The method branches on the non-integer values found in the
LP relaxation solution. For the 0-1 MILP this means fixing xij = 0 in the first
subproblem and xij = 1 in the second subproblem for a non-interger variable
xij . The problem is again solved optimally and branching continues until all
variables return integer variables.
A key part of the branch–and–bound method is to know when a subproblem
is not worth investigating. A branch cannot better the value of the LP relax-
ation solution it originally split from, called the branch’s lower bound. When
it becomes clear that the lower bound of a particular branch is higher than the
upper bound, the branch will not be investigated further. The speed of the
branch–and–bound is therefore highly dependent on finding an effective heuris-
tic that will produce a good initial upper bound to eliminate as many branches
as possible.
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iii) Column generation
The column generation method can be used to solve set covering or set partition-
ing problems, (Minoux, 1987), like the single-source CFLP. A set of customers
assigned to the same depot is called a subset or column.
The problem is decomposed into a master problem and various subproblems,
(Winston, 2004, Ch. 10.3). The integer constraints in the master problem are
relaxed and solved optimally, using the simplex method (Neebe and Rao, 1983).
At each step, column generation is used to determine the best non-basic variable
(column) to enter the basis of the master problem.
Instead of listing all possible combinations of customers assigned to a depot as
columns, the columns are generated. This is done by decomposing the problem
into m binary knapsack subproblems (one for each depot). Each knapsack
problem is written as a dual problem used to determine the maximum cost
saving per depot. The column associated with the maximum cost saving of all
the depots is selected to enter the basis of the master problem. The process
continues until the master problem is solved. If the LP relaxation finds a non-
integer solution, the problem branches, similar to the branch and bound method.
According to Lorena and Senne (2004), a straightforward application of col-
umn generation can result in slow convergence. The authors suggest using La-
grangian multipliers instead of the simplex multipliers. They also allow multiple
columns to be introduced to the problem at the same time.
iv) The branch–and–price method
Ceselli et al. (2009) explain this method as a combination of the branch–and–
bound and column generation methods. A master problem similar to that of
the column generation method is generated. Instead of generating columns, the
master problem is here restricted to a limited number of columns. Similar to
the column generation method, the restricted master problem is solved exactly
by means of the simplex method.
The solution to the restricted master problem is used as the lower bound. If
the solution contains only integer values, the best feasible solution for the given
subset of columns has been found. If the solution contains non-integer values,
the problem is split into subproblems, using the branch–and–bound method.
The best feasible solution from the subproblems gives the optimal solution.
Examples of facility location problems solved by the branch–and–price method
can be found in Ceselli et al. (2009) and Klose and Görtz (2007).
v) The dynamic programming method
The dynamic programming method solves a problem in stages using different
states in each stage. To solve the p–median, (Winston, 2004, p. 982–983), the
stages are the number of depots to open and the states are the set of depots
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used to open the number of depots in each stage. The method starts by solving
the problem for one depot (stage one). The cost functions for opening each of
the candidate depots are calculated and the minimum cost is noted as g(1) and
the set x(1) is the depot associated with the best cost function.
The method now moves to stage two - opening two depots. There are two ways
to open two depots using the results of the previous stages: Either depot x(1)
plus one other depot is opened, or x(1) is not used and two other depots are
opened. Both scenarios are enumerated and the best costs for stage two are
noted as g(2). If x(1) is used, then the objective function is g(1) plus the extra
costs incurred from adding the second depot. x(2) is then noted as the set
containing the two depots used to calculate g(2).
Stage three continues in a similar way. There are three methods to open three
depots; use x(2) and open one other depot, use x(1) and open two other depots
excluding the solution set x(2) or open three other depots, where the depots
exclude the sets x(1) or x(2).
In the case of the p–median, the stages continue until stage p, the desired
number of depots is reached. Every time the enumerations exclude the depot
sets that have already been determined in the previous stages. The method is
therefore not equivalent to the exhaustive search method.
For the FLP, repeat the stages from 1 to m, where m is the number of potential
depots or until it becomes apparent that
g(k) < g(j) ∀ j ∈ (k + 1,m).
3.1.2.2 Greedy and greedy–drop heuristic methods
These well-known heuristic methods can be used to solve any general MILP, (Win-
ston, 2004). The greedy method starts by finding one depot to open with the
minimum cost for servicing all customers. Depots are then added one by one, based
on the best cost impact until the required p depots are opened. This is followed by
a local search improvement algorithm where depots are replaced one at a time by
a customer assigned to it, until a better solution is found. The search is repeated
until no further improvements can be made. The method is also refered to as a
construction heuristic.
The extended greedy construction method was introduced by Hribar and Daskin
(1997). It is similar to the greedy method, but instead of only considering the best
depot at each iteration, a set of H best solutions is used. For every new stage, the
previous set of H solutions is appended with one more depot and a new best set is
obtained. Care must be taken not to have duplicate sets in H.
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Unfortunately, Hribar and Daskin (1997) are not able to provide guidelines for choos-
ing a good H value, but their results suggest that the value has to grow non-linearly
as p becomes larger in order to find optimal solutions.
The greedy–drop method is also called the simple elimination method and works the
opposite way of the greedy method. In the case of the FLP the method starts with
all depots open and depots are then eliminated one by one based on the smallest
negative impact on the objective function until only p depots are left in the starting
solution. A local search procedure can then also be performed to better the solution.
Feldman et. al. (1966) referred to this method as the Stingy heuristic.
Salhi and Atkinson (1995) introduced the concept of using random subsets instead of
the complete list of candidate depots as input for the drop heuristic. They referred
to this method as the subdrop heuristic.
3.1.2.3 The alternate method
The alternate or improvement p–median method was introduced by Maranzana
(1964). A random solution is selected and customers are assigned to the closest
depot. For each set of customers assigned to the same depot, a new median is
calculated (called a 1–median problem) and the closest potential depot to the median
is chosen.
The method alternates between selecting depots and assigning customers to the
closest depot until no more changes occur. This method can be repeated numerous
times with different starting solutions, keeping the best overall solution.
This method differs from the j–means and PAM methods, because the closest point
to the calculated median is selected as the depot, while the j–means and PAM
methods test all points assigned to the cluster to determine the best depot.
3.1.2.4 The interchange method
This method is also known as the T&B (Drezner and Hamacher, 2001, p 182) me-
thod, named after its authors Teitz and Bart in 1968. As with the alternate method,
a random starting solution is selected. Depots are then swapped one by one with
candidate depots that have not been selected using enumeration.
If a better solution is found, the depot is replaced and the search continues until
no more improvements can be made. The method can be repeated with different
starting solutions. The interchange method is often used to compare results from
other methods.
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Mladenović et al. (2007) suggest the use of two new developments for the use of the
interchange method. The first is to use a formula given by Resende and Werneck
(2003) to determine the best interchange:
Maximise whj =
∑
i∈I
max {0, d1(i)− d(i, h)} −
∑
i∈I
[d2(i)− d1(i)] + ehj , (3.18)
where whj represents the gain from replacing depot j with depot h and I is the set
of all customers and j = m1(i) is the closest depot to customer i. The distance from
customer i to depot h is d(i, h) and d1(i) and d2(i) are the distances to the closest
and second closest depots for customer i respectively, for the current open depot
set.
The first term represents the reduction in distances of customers that can be re-
assigned to depot h. The second term represents the increase in distances for cus-
tomers assigned to depot j that now needs to be re-assigned to their second closest
open depot. The last term ehj is the decrease in distances for customers currently
assigned to depot j that should rather be assigned to depot h than to the second
closest open depot. ehj can be calculated with the formula:
ehj =
∑
i∈I
[d2(i)−max {d(i, h), d1(i)}] where d(i, h) < d2(i). (3.19)
The thought behind the introduction of the term ehj is that in large datasets, the
computational time of whj will be smaller if only a few customers move assignments
from depot j to h.
Mladenović et al. (2007) mention a second improvement to the interchange method.
Here a neighbourhood depth parameter, k, is used. Depots that have been dropped
in the last k moves cannot enter the solution. This is known as the Lin-Kernigham
LK(k) neighbourhood.
3.1.2.5 The Lagrangian relaxation method (LR)
The LR method for the p–median is explained in Drezner and Hamacher (2001,
p. 104–107). A constraint set of the original problem is "relaxed" (i.e. eliminated)
from the problem. The relaxed constraint set is then multiplied by Lagrange multi-
pliers and added to the objective function. For example, in the problem formulation
of the CpMP, constraint set (3.2) are relaxed. This is the constraint set that ensures
all customers are assigned to one and only one depot.
50
3.1 The facility location problem (FLP)
The LR problem can now be formulated as follows:
max
λi
min
xij
∑
j∈I
∑
i∈I
dijxij +
∑
i∈I
λi
1−∑
j∈I
xij
 , (3.20)
=
∑
j∈I
∑
i∈I
(dij − λi)xij +
n∑
i=1
λi (3.21)
subject to
∑
j∈I
xjj = p , (3.22)
xij ≤ xjj ∀ i ∈ I, ∀ j ∈ I, (3.23)
xij ∈ {0, 1} ∀ i ∈ I, ∀ j ∈ I, (3.24)
where I is the set of customers. By solving the LR problem, a lower bound to the
original problem can be found. An upper bound can be found by making the lower
bound solution feasible with the use of a heuristic.
If the values of the multipliers are given, the relaxed constraints should make the
problem easy to solve. In Eq. (3.21), the last term will be a constant and can be
ignored. To minimise the first term, the xij values should be set to one if (dij−λi) <
0. The solution procedure is:
Calculate Vj =
n∑
i=1
min (0, dij − λi). Rank the values of Vj from smallest to largest
and set corresponding xjj = 1 for the first p smallest Vj values. This will give the
minimum objective function value for a set of λi.
To narrow the gap between the upper and lower bounds, the Lagrange multipliers
are changed and the new LR is solved. This can in turn be made feasible again with
the chosen heuristic and replaces the current upper bound if it is better.
Different methods can be used to change the multipliers, the best-known method is
the subgradient optimisation method. The formula for updating the multipliers is:
λt+1i = max
0, λti − T t
 n∑
j=1
xtij − 1
 ∀i ∈ I, (3.25)
where
T t = ∆

Z¯ − ZtL
n∑
i=1
(
n∑
j=1
xtij − 1
)2
 , (3.26)
and t is the index number of the current iteration, Z¯ is the best feasible solution
51
3.1 The facility location problem (FLP)
and ZtL is the value of the current Lagrangian iteration.
The method is repeated iteratively until the gap between the upper and lower bound
does not differ with more than a predetermined percentage.
Mulvey and Crowder (1979), and Mulvey and Beck (1984) mention that the number
of decision variables is a function of n2 for the CpMP. For the CFLP, where the
number of customers n, is not equal to the number of candidate depots m, this
guideline applies to m. The authors therefore recommend not using the method for
m ≥ 100. See also Section 3.1.2.9, for an example of Lagrangian relaxation used
together with the ant colony system metaheuristic to solve the CFLP.
3.1.2.6 Aggregation
Mladenović et al. (2007) discuss using aggregation, where customer points are clus-
tered together based on a commonality, as a method to make the problem smaller.
According to the authors the goal is to reduce the computation time involved. How-
ever they continue to state that the method also introduces errors due to the re-
placement of the aggregated points. In the end they conclude that the complexity
of the problem depends more on the number of depots m than the number of cus-
tomers n and doubt whether the aggregation method will pay-off, since computers
can now store very large datasets easily. Using aggregation might still be useful for
the p–median, where the list of customers is equal to the list of candidate depots
with m = n. Aggregation is also discussed in Drezner and Hamacher (2001, Ch. 7).
3.1.2.7 Perturbation heuristic methods
Different combinations of the above methods have also been proposed in the lit-
erature and are called hybrid heuristics. Salhi (1997) suggested for example the
perturbation heuristic, where the greedy and greedy–drop methods are executed
iteratively, each for a given number of steps. The method is described as follows:
Allow the number of depots p, solved by a heuristic method to change by a value of
q, with
q = max(2,
⌈
p
3
⌉
), (3.27)
where dxe is the smallest integer value larger than or equal to x.
An initial solution is created by some heuristic method. Salhi (1997) suggest using
the Lagrangian relaxation method. The solution is then changed by removing q
depots one at a time from a solution with p open depots, using the greedy–drop
method. A total of q depots are then added again one by one using the greedy
52
3.1 The facility location problem (FLP)
method.
This is followed by the interchange method (called a swap method), where one
open depot is replaced with another candidate depot one at a time, until no further
improvements can be made. The steps are then repeated by adding and removing q
depots, followed by the interchange method to check for a local optimum.
After a given number of iterations, or when the solution set did not change, another
perturbation is introduced. In this modification, the method removes the q most
frequently used depots. The method then uses the greedy method to add q depots
again, where the depots just removed are allowed back in the solution.
They suggest allowing the method to run for 5n iterations, where n is the number of
customers. With every iteration a different solution for opening p depots is provided.
The method can also be adapted for the FLP, by making p the number of open depots
in the current best solution (which they refer to as pˆ). This can then be updated at
any moment when a better objective function is found.
3.1.2.8 The multiple ant colony system (MACS) metaheuristic
The MACS is described by Chen and Ting (2008) to solve the CFLP. Solutions are
constructed with the ant colony system, also referred to as ant colony optimisation
(ACO). Two construction rules are used; one to select the depot locations and an-
other to assign customers to depots. Both phases make use of ACO to find good
solutions. In order to construct solutions for N iterations, b number of ants are
used.
The method makes use of the concept of pheromones, which are chemical substances
that the ants leave behind for other ants to detect food. At the end of an iteration,
the best solution is improved with two local search procedures. The first improve-
ment is called an insert move. A customer is moved to another depot, open or
closed, that will cause the best cost savings for the objective function. If a customer
is moved to a closed depot, the addition fixed cost charges should be added to the
costs incurred. The most likely scenario where a closed depot will be opened, is
where the fixed costs are lower than the penalty costs in the objective function. The
second improvement is a swap move. Here two customers, assigned to two different
depots are swapped if the costs are beneficial. This type of move excludes closed
depots.
At the end of each iteration, the global best solution and global pheromone param-
eters are updated. Chen and Ting (2008) state that the number of ants (b) to use
per iteration influences the quality of solutions significantly and recommend making
b = 50 for large scale problems with 100 depots and 1 000 customers. Unfortunately,
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they do not mention how many iterations were used.
3.1.2.9 The Lagrangian heuristic – ant colony system hybrid (LH–ACS)
metaheuristic
This method uses a LR heuristic to select the depots to open, followed by the ant
colony system heuristic to assign customers to the depots. Similar to the MACS
method, it was also developed by Chen and Ting (2008). The LR heuristic is used
to find a good lower bound to the relaxed problem. This establishes which depots
to open.
For the customer assignments, an ant colony search, similar to the MACS method is
used to find initial solutions with b ants. The best solution for the iteration is then
further improved with the local search procedures from the MACS method. This
is used as the upper bound to the problem. The current upper and lower bounds
of the problem are then used to update the Lagrangian multipliers. This is used as
input for the next LR heuristic to determine depots. Similar to the MACS method,
the method is also run for a predefined maximum of N iterations. Chen and Ting
(2008) state that the LH–ACS method is more powerful and robust than the MACS
method.
3.1.2.10 Primal heuristic method
This method was introduced by Mulvey and Beck (1984) to solve the CCP and is
similar to the PAM method described in Section 2.2.3. It uses the most central
depots as cluster centres. The method starts by selecting p random depots as the
cluster centres. Customer points are ordered according to a regret value. The regret
value is the difference in the objective function value between assigning the point to
its closest depot and the second closest depot. Customers are assigned to clusters
in decreasing order of regret, without exceeding a cluster’s capacity constraint.
After all points have been assigned, the method calculates the most central depot
from the candidate set for each cluster. The cycle is repeated if a new depot has been
selected and the objective function decreases by more than a predefined percentage.
To prevent an infinite loop, the cycles stop after a predefined number of iterations
have been completed.
To improve the solution, all pairwise interchanges are examined to swap chosen de-
pots with non chosen depots. If the objective function improves without violating
the capacity constraints, the improvement is made. After all possible improvements
have been made, the solution is recorded. The complete process is repeated a pre-
defined number of times, each time starting with a different set of random depots
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and the solution with the best objective function is returned.
3.1.2.11 The hybrid heuristic–subgradient method to solve the CCP
The hybrid heuristic–subgradient method uses the primal heuristic discussed above
to find an upper bound and the Lagrangian relaxation (LR) method to find a lower
bound for the problem, (Mulvey and Beck, 1984). The primal heuristic is used to
search for the best feasible solution found so far. It is therefore known that the
optimal solution cannot be bigger than this value, hence it is called an upper bound.
The LR method provides the optimal solution for the problem where a constraint
set is ignored. The optimal feasible solution can at best be equal to this solution
if all constraints are met, hence it is called the lower bound. Constraints (3.8) are
removed from the model and the objective function is replaced with Eq. (3.21).
The primal heuristic and subgradient methods are used iteratively, each time the
Lagrange multipliers ui are changed according to the subgradient optimisation for-
mula, given in Eq. (3.25).
A feasible solution is then calculated for each subgradient solution by replacing the
random start of the primal heuristic method with the open depots set from the
LR solution. The process continues until the upper and lower bounds are within a
predefined percentage of each other, after which the best feasible solution is returned.
Geetha et al. (2009) make three suggestions with regards to solving the CCP:
1. In the case of the CpMP, base the initial p medians on the points with the
highest demand (wi).
2. Assign the points in descending order of demand; assigning the point with the
biggest demand first.
3. As an alternative, assign the points in descending order according to
r = demand / distance.
3.1.3 The continuous CFLP
Two capacitated continuous CFLP problems are discussed, the CCCP (capacitated
centred clustering problem) and the capacitated MSWP (multisource Weber prob-
lem). Unlike the CCCP, customers are not limited to single-source depot assign-
ments in the capacitated MSWP. The capacitated MSWP also has a fixed number
of depots to open and a constant capacity is assumed for all depots, whereas in the
CCCP this is not necessarily the case.
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3.1.3.1 The capacitated multi-source Weber problem (MSWP)
The capacitated MSWP is the continuous variant of the CpMP, because the locations
of the depots are not limited to fixed points. Similar to the CpMP, the number of
depots, p to select is known beforehand. Different from the CpMP the depot supply
capacitiesWj are replaced with a fixed depot capacity,W . If the transportation cost
is a linear function of the distances between points, the problem can be formulated
as follows (Zainuddin and Salhi, 2007):
Minimise
∑
j∈J
∑
i∈I
d(Xj ,ai)xij (3.28)
subject to
∑
i∈I
xij ≤W ∀ j ∈ J, (3.29)
∑
j∈J
xij = wi ∀ i ∈ I, (3.30)
xij ≥ 0 ∀ i ∈ I, ∀ j ∈ J, (3.31)
Xj ∈ <2 ∀ j ∈ J, (3.32)
where I is the set of customers, J is the set of clusters with |J | = p and ai = (a1i , a2i)
is the coordinates of customer i with ai ∈ <2. The coordinates of depot j are rep-
resented by the additional decision variables Xj = (X1j , X2j ) with Xj ∈ <2. These
coordinates need to be determined in such a way that the distances, d(Xj ,ai), asso-
ciated with the transportation costs, are minimised. Normally Euclidean distances,
calculated with Eq. (2.33) are assumed and the distance can also be written as
the Euclidean norm: d(Xj ,ai) = ‖Xj − ai‖2 (Brimberg et al., 2000). The decision
variable xij is the amount to be delivered from depot j to customer i.
Constraints (3.29) ensure the constant depot capacity is adhered to while constraints
(3.30) ensure all customer demands are met. Constraints (3.31) limit the decision
variables to positive values, while Constraints (3.32) limits the depot locations to
the Euclidean plane.
3.1.3.2 The capacitated centred clustering problem (CCCP)
The CCCP is similar to the CCP but unlike the CCP, the CCCP does not have
a list of potential cluster centres (or depots) because the problem is a continuous
FLP. The centre of a cluster, is called the depot of the cluster and is calculated as
the point with the minimum total distance from all points assigned to the cluster
and itself. It can be located anywhere within the Euclidean space where the points
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are located. According to Negreiros and Palhano (2006), the CCCP is similar to the
normal clustering problem of assigning n points into p clusters, but it assumes that
each cluster has its own capacity constraint, making it an unique problem.
Negreiros and Palhano (2006) define two different versions of the CCCP: the p-
CCCP and the generic CCCP. In the p-CCCP the number of clusters is predefined
and the problem can be formulated as follows:
Minimise
∑
j∈J
∑
i∈I
d(Xj ,ai)xij (3.33)
subject to
∑
j∈J
xij = 1 ∀ i ∈ I, (3.34)
∑
i∈I
xij = nj ∀ j ∈ J, (3.35)
∑
i∈I
aixij = njXj ∀ j ∈ J, (3.36)
∑
i∈I
wixij ≤Wjyj ∀ j ∈ J, (3.37)
Xj ∈ <2, nj ≤ n, xij ∈ {0, 1}, ∀ i ∈ I, ∀ j ∈ J, (3.38)
where I is the set of customers, J is the set of clusters with |J | = p. ai = (a1i , a2i) is
the Euclidean coordinates of point i and the means vector of the points in cluster j
is Xj . The number of customers assigned to cluster j is nj and Wj is the capacity
constraint of cluster j.
The problem is single-source and because xij is binary, constraints (3.34) ensure each
point is assigned to only one centre, while constraints (3.35) restrict the amount of
points in each cluster to nj . Constraints (3.36) locate the depots as the means vector
Xj , while constraints (3.37) enforce capacity constraints. The depots can be placed
anywhere on the Euclidean plane while the assignment variables must be binary,
enforced by Constraints (3.38).
In the generic CCCP, the objective is to minimise the costs associated with the
dissimilarity between points and depots and the depot opening costs, fj , given the
cluster capacity,Wj per depot j. This is similar to the objective function of the fixed
charge CFLP. It allows for different depot capacity constraints and depot opening
costs and assumes the transportation costs are the same as the squared Euclidean
distances in the objective function. The generic CCCP is formulated by Negreiros
and Palhano (2006) as follows:
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Minimise fjzj +
∑
j∈J
zj
(∑
i∈I
d(Xj ,ai)xij
)
(3.39)
subject to
∑
j∈J
xij = 1 ∀ i ∈ I, (3.40)
∑
i∈I
aixij = Xj
(∑
i∈I
xij
)
∀ j ∈ J, (3.41)
∑
i∈I
wixij ≤Wjzj ∀ j ∈ J, (3.42)
Xj ∈ <2, zj , xij ∈ {0, 1}, ∀ i ∈ I, ∀ j ∈ J, (3.43)
where zj and xij are the decision variables associated with opening depot j and
assigning point i to depot j respectively, I is the set of customers and J is the set
of chosen depots. Similar to the p-CCCP, ai = (a1i , a2i) is the Euclidean coordinates
of point i and the means vector of the points in cluster j is Xj .
Constraints (3.40) ensure each point is assigned to one and only one depot, while
Constraints (3.41) are used to calculate the coordinates of the depots. Constraints
(3.42) enforce the depot capacity constraints and constraints (3.43) limit the decision
variables.
In order to lower the travelling costs, the best solution will be to create as many
depot clusters as possible. To let the model choose to open less clusters, there must
be an incentive. This is achieved by restricting the capacity per cluster Wj and by
associating a cost fj to the opening of cluster j in the generic CCCP.
A similar problem is called the transportation problem (TP). The TP can be de-
scribed as follows: given a set of depots with given supply capacity and associated
transportation costs, assign a set of customers each with a given demand to min-
imise the total transportation cost. The TP can be solved optimally in polynomial
time. See Winston (2004, Ch. 7) for an example of how to solve the TP optimally
using the simplex method. The difference between the TP and the CCCP problem
is that the single-source constraints are not enforced in the TP. Unlike the capaci-
tated MSWP and CCCP, the depot locations are already known and all depots are
assumed open in the TP, implying that customers can be assigned to any depot
without an additional depot opening cost charge.
58
3.1 The facility location problem (FLP)
3.1.4 Solution approaches for the continuous CFLP
A couple of solution approaches to solve the continuous CFLP are discussed next.
Two methods are given to solve the capacitated MSWP as well as two methods to
solve the CCCP. The methods are as follows:
3.1.4.1 A perturbation-based heuristic
Zainuddin and Salhi (2007) suggest an approach called the perturbation-based heuris-
tic to solve the capacitated MSWP. The method is based on Cooper’s alternating
transportation-location heuristic (ATL). The ATL starts by selecting p random cus-
tomer points as the cluster centres or depots of the starting solution. The TP of
this solution is solved assigning customers to each depot based on the depot capacity
constraint. Because the problem is multi-source, a customer’s demand can be met
by more than one depot. New cluster centres are now calculated using Weiszfeld’s
algorithm. For each cluster, this algorithm iteratively solves the Weiszfeld equation
until the change in coordinates is significantly small. The Weiszfeld equation is given
as follows:
Xjt+1 =

∑
i∈I
wia
1
i
d(ai,Xjt)∑
i∈I
wi
d(ai,Xjt)
,
∑
i∈I
wia
2
i
d(ai,Xjt)∑
i∈I
wi
d(ai,Xjt)
 , (3.44)
where wi is the demand of customer i allocated to depot j. The coordinates of
customer i are ai = (a1i , a2i) with ai ∈ <2. The coordinates of depot j at iteration t
are Xjt = (X1jt , X
2
jt) with Xjt ∈ <2. The distance between customer i and depot j
at iteration t is d(ai,Xjt). Initial coordinates for the depot, Xj0 = (X1j0 , X
2
j0), are
needed as input variables.
The ATL heuristic continues to alternate between solving the TP and usingWeiszfeld’s
algorithm to calculate depot centres until the improvement in cost is below a pre-
determined threshold value.
Instead of using random starting points, Zainuddin and Salhi (2007) introduce the
furthest distance rule (FDR) to select depots. The first depot is still selected ran-
domly, from there onwards the method determines the customer point with the
furthest distance from all depots in the current depot set and adds this customer
to the depot set. The method continues in this manner until p depots have been
selected.
Zainuddin and Salhi (2007) propose a perturbation-based method that first solves the
uncapacitated problem for differentK starting solutions. A subset of theK solutions
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that differ a substantial enough cost amount from each other are selected to solve the
capacitated problem. The ATL heuristic is used to solve the capacitated problem,
but two extra steps are added to this heuristic. Here all customers are assigned to
their closest depot after Weiszfeld’s algorithm has been used to determine the depot
centres. The demand of the customers are therefore moved to a single depot and
Weiszfeld’s algorithm is again used to determine the depot centres.
A post optimisation search is used to find better solutions by clustering "border-
line" customers and assigning them to their closest depot. A customer is seen as
a borderline customer if the distance from the customer to the closest and second
closest depots are almost the same. In these cases the ratio of the closest to second
closest distances will be very small. A predefined threshold ratio parameter can be
used to identify them. These customers are excluded from the TP if their demand
cannot fully be met by the nearest depot due to capacity constraints. After the TP
has been solved the customers are introduced back into the method. The reason
behind this removal is to move depot centres further away from each other in order
to reduce the number of borderline customers.
Zainuddin and Salhi (2007) also note that solving the TP for the different sets of
depots can become quite time consuming. They suggest using a subset of depots at
a time. Forbidden regions are also used to prevent starting solutions from selecting
previously chosen depots. The authors also mention that selecting the best un-
capacitated starting solution does not necessarily result in the optimal capacitated
solution, which is why they use multiple starting solutions.
3.1.4.2 A region-rejection based heuristic
This method was suggested by Luis et al. (2009) to solve the capacitated MSWP. The
heuristic forbids new depots from being placed too close to previously selected depots
by placing a forbidden radius around these depots. The radius is then adjusted
dynamically. The heuristic generates initial starting solutions which are then solved
using the ATL heuristic discussed above.
A similar approach is followed by the same authors in Luis et al. (2011). They make
use of restricted regions when constructing a restricted candidate list in the guided
reactive GRASP metaheuristic. The GRASP method is discussed in more detail in
Section 3.3.6.2. The construction of the restricted candidate list (RCL) is guided
with a parameter, α and the search is enhanced with a learning process to define
the bounds of α. The restricted regions are also used to prevent new solutions from
being generated too close to already tested ones.
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3.1.4.3 The cluster search GA metaheuristic to solve the CCCP
Chaves and Lorena (2010) suggest a cluster search algorithm to solve the CCCP.
This algorithm consists of four phases: The first phase generates random CCCP
solutions. The second phase groups solutions together based on similarity and the
cluster centres and number of similar solutions found are updated. The third phase
analyses the information gathered about the grouped solutions. If a certain grouped
solution has been identified in a predefined number of solutions, this is identified as
a candidate solution to explore further. In the fourth phase, a local search heuristic
is used to explore the candidate solution.
Chaves and Lorena (2011) refined the cluster search heuristic to use a genetic algo-
rithm (GA) to generate solutions for the CpMP. Their reasoning behind this is that
it is less time consuming to evaluate the CpMP objective function than the CCCP
objective function. These solutions are then used in phase one to identify possible
candidate solutions. If a candidate solution is detected, it is then evaluated with the
CCCP objective function in the local search algorithm.
An additional parameter, called the inefficiency rate, is introduced in the second
phase. The parameter keeps track of the number of consecutive times the local
search algorithm could not improve the objective function of a candidate solution.
This parameter prevents the heuristic from repeating a local search in an area that
has already proven inefficient.
3.1.4.4 A two-phase heuristic method to solve the CCCP
Negreiros and Palhano (2006) suggest a two-phase heuristic method to solve the
CCCP, the first phase is a constructive phase and the second is a refinement phase
using a variable neighbourhood search (VNS) as follows.
Constructive phase
Two methods can be used in the constructive phase depending on the problem.
The log-polynomial geometric tree search method was used to solve the generic
CCCP. The unconstrained to constrained method was used in conjunction with an
unconstrained solution to solve the p–CCCP.
• The log-polynomial geometric tree search method
This method constructs clusters from subtrees of the minimum spanning tree
(MST) graph. The MST is redrawn to balance points evenly throughout the
graph, from a centre point. This graph is referred to as a balanced q–tree. It
is unconstrained, since there are no limits on the capacities of the subtrees.
The only focus is to balance the demand equally.
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Once the unconstrained balanced q–tree has been constructed, a subtree is
chosen and if the demand of the customers in the subtree is less than the
capacity of a cluster, the whole subtree is assigned to one cluster. The method
then looks at the next subtree, to see if it can add it to the created cluster or
if it is too big, assign it to a new cluster or find the closest cluster centre with
capacity. This is repeated until all the points have been assigned to clusters.
The above tree search methods can be used for the generic CCCP where the
number of clusters is unknown beforehand.
• The unconstrained to constrained method
For the p–CCCP, an unconstrained to constrained method was suggested. The
method can be described as follows:
1) An initial unconstrained solution for p clusters is created with either the
h–means or j–means methods.
2) The points in the clusters are then ordered by decreasing demand and
infeasible points are moved to feasible clusters. The ordering can also be
based on distance or the demand / distance ratio as discussed in the CCP
solution approach above.
3) If no feasible cluster could be found, the point is moved to a new cluster
and p = p + 1. (No mention is made about the merging of clusters to
bring p back to its original value.)
4) Once a capacitated feasible initial solution has been created, either the h–
means or the j–means methods can be called to better the solution. Here
the methods are restricted and only feasible exchanges to other clusters
are allowed.
Refinement phase
The refinement phase is based on a Reduced Variable Neighbourhood Search (RVNS),
(Burke and Kendall, 2005). The refinement phase is an iterative process with the
following steps:
1. A fixed number of points in a local neighbourhood are selected randomly to
exchange between clusters.
2. The points can either be exchanged with their closest centres found in the
constructive phase or a new set of random clusters are selected to exchange
the points with. The randomly chosen clusters do not have to be distinct.
3. Once the exchanges have been made, the objective function is evaluated.
4. If the objective function has improved, the solution is updated to reflect the
new assignments to clusters. If not, the solution defaults back to the original
solution.
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Unlike the VNS method, the RVNS does not refine the solution further by looking
for more improvements in the area of the preferred exchange, but rather start afresh
with a new random selection. According to Burke and Kendall (2005), this makes
the RVNS method more suitable for large-scale problem instances.
The iterative process is repeated until a fixed amount of time has expired. According
to Negreiros and Palhano (2006), using a fixed number of points and clusters makes
the method O(1) time consuming. The method is a type of Monte Carlo method,
integrated with a neighbourhood search algorithm.
3.2 The vehicle routing problem (VRP)
The routing component of the LRP is another well-known problem in literature,
called the vehicle routing problem (VRP). The VRP has been a popular research
topic and is known to be NP–hard, (Simchi-Levi and Bramel, 1997, Chapter 6;
Joubert, 2006). The main goal of the basic VRP is to minimise distribution costs,
given a single depot or facility, a fleet of homogeneous vehicles and a set of customers,
each with an associated demand.
The VRP can also be seen as an extension of the travelling salesman problem (TSP).
In the TSP, a salesman seeks the shortest closed path that visits every node in a
graph exactly once and returns to the point he started from. The TSP is known
to be NP–hard, (Papadimitriou and Steiglitz, 1998, p 3). The multiple travelling
salesman problem (mTSP) allows for multiple paths, all beginning and ending at
the same point. See Bektas (2006) for more details about the mTSP. The mTSP is
seen as a relaxation of the VRP, (Laporte, 1992b, p 346) and the same methods are
often used to solve both problems.
3.2.1 The CVRP
In the VRP, vehicles may have capacity limits and these problems are referred to as
capacitated vehicle routing problems (CVRP). The CVRP has a set of K vehicles
each with a capacity constraintQ for a homogeneous fleet, or a variableQk associated
with vehicle k for a heterogeneous fleet. Each vehicle is allowed one route and must
start and end at the depot. Each customer has an associated demand wi and should
only be visited once.
Problem formulation
The CVRP can be defined as a weighted, directed graph G = (V,A), where V
includes the single depot at node 0 and the set I of i = 1 to n customers to visit. The
arc (i, j) ∈ A, is given a weight, cij , representing the cost (or distance) associated
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with travelling from node i to node j. The CVRP is said to be symmetrical if
cij = cji.
Different variations of the CVRP formulation have been provided. In order to keep
the formulation between the CVRP and the LRP similar, the three-index vehicle
flow formulation will be used, (Laporte, 1992b; Joubert, 2006). Here the binary
decision variable xijk = 1 if the arc (i, j) is part of the route of vehicle k. If S is a
subset of nodes with S ⊆ I then |S| is the number of nodes in the subset.
Based on the formulations from Laporte (1992b, p 353), the single depot CVRP can
be formulated as follows:
Minimise
∑
i,j∈V
i 6=j
∑
k∈K
cijxijk (3.45)
subject to
∑
j∈V
∑
k∈K
xijk = 1 ∀ i ∈ I, (3.46)
∑
i∈V
∑
k∈K
xijk = 1 ∀ j ∈ I, (3.47)
∑
i∈I
∑
j∈V
wixijk ≤ Q ∀ k ∈ K, (3.48)
∑
i∈V
xijk −
∑
i∈V
xjik = 0 ∀ j ∈ V, ∀ k ∈ K, (3.49)
∑
j∈I
x0jk ≤ 1 ∀ k ∈ K, (3.50)
∑
i∈I
xi0k ≤ 1 ∀ k ∈ K, (3.51)
∑
i∈S
∑
j∈S
xijk ≤ |S| − 1 ∀ S ⊆ I, |S| ≥ 2, ∀ k ∈ K, (3.52)
xijk ∈ {0, 1} ∀ i ∈ V, ∀ j ∈ V, ∀ k ∈ K. (3.53)
The objective function is to minimise the distribution costs associated with the
routes of the |K| vehicles. Constraints (3.46) and (3.47) ensure that there is only
one delivery per customer and that every customer is assigned to only one route.
Constraints (3.48) ensure that no route overloads a vehicle. Constraints (3.49) guar-
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antee continuity of the routes. Constraints (3.50) and (3.51) ensure that each route
starts and ends at the depot and that every vehicle has only one route. Constraints
(3.52) are used to avoid cycles or subtours, by ensuring that the number of arcs
between customers on a route is one less than the number of customers. Constraints
(3.53) enforce binary decision variables. A time constraint can also be placed on the
duration of routes, but has been left out since it is irrelevant to the routing phase
of the LRP.
The constraint sets (3.47) and (3.51) are automatically implied in Constraints (3.46)
and Constraints (3.50) through the continuity of routes enforced by Constraints
(3.49) and are sometimes left out of the problem formulation.
There are many variations of the VRP that address different constraints and limita-
tions. For example the VRP with time windows (VRPTW) restricts the time when
a vehicle may visit a customer. The distance VRP (DVRP) restricts the maximum
travel distance of the routes by adding Constraints (3.54) to the above problem
formulation, where D is the maximum distance allowed,
∑
j∈V
∑
i∈V
cijxijk ≤ D ∀ k ∈ K. (3.54)
Laporte (1992b) also mentions that the DVRP can be used to restrict time. Other
restrictions that originated from real-world case studies are listed by Poot et al.
(1999) and Kant et al. (2008). The periodic vehicle routing problem (PVRP) is
discussed in Section 3.2.3.
3.2.2 Solution approaches for the CVRP
Various exact, classic heuristics and metaheuristic methods concerning the CVRP,
as formulated in Eq. (3.45) – (3.53), have been suggested and there is a growing
amount of literature on the subject. The methods can also be used to solve the
routing phase of the CLRP. In the CLRP, the routing phase is used to estimate
distribution costs that will, together with the depot costs from the location phase,
give an indication of how many depots are to be used. Some exact methods to solve
the CVRP are discussed first. After this, heuristic and metaheuristic methods that
can find good estimate distribution costs quickly, are discussed.
3.2.2.1 Exact methods
1. Branch–and–bound methods
Many exact methods mentioned in the FLP have been considered. The best-
known methods include branch–and–bound methods, where the constraints in
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Eq. (3.52) are normally relaxed and subtours are allowed, (Laporte, 1992b). If
the solution to the relaxed problem contains a subtour, the problems branches
into two subproblems. Each subproblem excludes one of the arcs in the sub-
tour.
2. Dynamic programming
Dynamic programming can also be used to solve the VRP exactly. This is
described in Laporte (1992b) and Papadimitriou and Steiglitz (1998, p 450).
Start by calculating the costs to travel from the depot to any given one cus-
tomer by listing the costs from the depot to all customers. Then add a second
customer to the route and calculate the minimum cost per possible customer
combination by adding to the costs listed before. Continue to add customers
in this manner, every time adding the customer demand until the vehicle capa-
city is reached. The customers already in the route are defined by the subset
U and the minimum cost is determined for any given subset U . Each time an
extra customer is added to the stage, the best solution found from the previous
stage for that specific subset of customers is used.
To continue solving the CVRP, calculate all the cost possibilities of adding
another route, also using the dynamic programming technique of the TSP.
Iteratively continue to add routes until |K| vehicles are added, each time en-
suring that the subset of customers to add exclude the ones already on routes
for that specific state. It is clear that the number of computations required
to solve even small sized VRPs can be excessive. The dynamic programming
method is therefore not often used to solve VRPs.
3. Column generation and set partitioning
Foster and Ryan (1976), and later Laporte (1992b) discuss a column generation
and set partitioning approach to solve the VRP. Campbell and Wilson (2014)
reported that using this method to solve the VRP is slow to converge, therefore
making it unattractive for larger datasets. The method has been described
on page 46 for the FLP. For the VRP, the method remains the same, here
customers on the same route are used to represent the columns. Simchi-Levi
and Bramel (1997, Chapter 8) give a discussion on the analogies between the
FLP and VRP when using the column generation method.
Fisher and Jaikumar (1981) and Cordeau et al. (2007) divided heuristic methods
into four main categories: incomplete optimisation methods, tour building, tour
improvement and two-phase methods. These heuristic methods are often referred to
as "classic heuristics" in the literature. These methods are discussed next.
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3.2.2.2 Incomplete optimisation methods
The incomplete optimisation methods refer to exact methods that are stopped be-
fore running to completion. Simchi-Levi and Bramel (1997) state that the biggest
disadvantage with incomplete optimisation methods is that they still require large
processing times and they do not recommend using the methods for problems with
more than 100 customers.
3.2.2.3 Tour building methods
Tour building or tour construction methods construct routes by sequentially adding
links between customers. Two types of tour building heuristics exist: parallel
methods and sequential methods. Parallel methods build all the routes at the same
time, while sequential methods build only one route at a time before moving to the
next, (Cordeau et al., 2007).
1. Savings based or Clarke and Wright algorithm (CWA)
The most popular tour building heuristic is called the savings based method.
It is also sometimes referred to as the Clarke and Wright algorithm (CWA),
since it was first introduced by Clarke and Wright (1964). The savings based
method starts by placing each customer on a single route and then merges
routes together based on the biggest savings found.
The cost saving is calculated as the costs for adding an arc between two cus-
tomers, minus the costs of the arcs from and to the depot that can be removed
by the merge. Prins et al. (2006) state that the Clarke and Wright algorithm is
most effective when used together with an improvement method as described
below. Laporte et al. (2000) compare different variants of the savings based
method. They recommend using the parallel version with a 3-opt improvement
method. The 3-opt method involves neighbourhood moves where 3 arcs are
exchanged.
The savings based method was also used by Prins et al. (2006) in the Extended
Clarke and Wright algorithm (ECWA) to solve the LRP, described in Section
3.3.6.1.
2. Nearest neighbour tour building method
The nearest neighbour method also starts with single customer routes and
then merges customers based on the nearest distance to one another, similar
to the single linkage method. It is described by Laporte (1992b).
3. Insertion tour building method
The insertion method (Cordeau et al., 2007) starts with |K| single customer
routes and then adds unassigned customers one by one, based on a cost savings
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calculation. If customers i and j are already on a route, then the customer
k with the highest cost saving: cik + ckj − λcij , is to be added, where λ is a
predefined parameter.
Cordeau et al. (2007) continue to describe a more effective insertion heuristic
in detail. Here the insertion heuristic is used to create routes as above. A
customer is then selected per route, which is used in the parallel insertion
method. Instead of using a cost savings calculation directly to determine the
next insertion, they suggest using a regret calculation based on the difference
between the savings of best and the second-best insertion. This is followed by
a 3-opt improvement method before continuing with the next insertion.
The tour construction methods are generally followed up by tour improvement
methods to better the results, (Cordeau et al., 2007).
3.2.2.4 Tour improvement methods
A tour improvement method starts with a constructed tour and tries to improve it
by exchanging a combination of arcs. If the exchange is feasible and provides a cost
saving, the exchange is made, (Fisher and Jaikumar, 1981).
1. k-opt tour improvement method
The most popular tour improvement method is called the k-opt. It was first
suggested in 1965 for the TSP, where k represents the number of arcs or links
to be exchanged. The method was later improved to allow k to change dy-
namically, (Laporte et al., 2000).
In order to save time, it has been suggested that the heuristic only search for
the first improvement and then change the routes accordingly. Laporte et al.
(2000) suggest that using the best move rather than the first improvement
found, has empirically given better results.
2. Or’s algorithm
The Or’s algorithm is a tour improvement method described by Laporte (1992a)
for the TSP as follows:
1) Start with a created tour. Set t = 1 and s = 3.
2) Remove s consecutive arcs (chains) from a tour, starting with the vertex
in position t. Insert the removed vertices between the other points on the
tour.
3) If a cost savings could be found, make the exchange, set t = 1 and repeat
Step 2.
4) If a cost savings could not be found, update t = t+ 1. If t = n+ 1, where
n is the number of customers on the tour, then t = 1 and s = s− 1.
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5) If s > 0 then repeat Step 2 else stop.
In the case of the VRP, Laporte et al. (2000) suggest that Or’s algorithm can
be used as a restricted 3–opt to interchange three consecutive customers to
other positions, by keeping s = 3.
3.2.2.5 Two–phase methods
These methods divide the problem into two phases, the clustering phase and the
routing phase. According to Simchi-Levi and Bramel (1997) there are two types
of two-phase methods, the cluster–first, route–second and the route–first, cluster–
second.
1. Fisher and Jaikumar algorithm
A popular cluster–first, route–second two–phase heuristic method was intro-
duced by Fisher and Jaikumar (1981). The method was named after its authors
as the Fisher and Jaikumar algorithm. In the clustering phase, k seed cus-
tomers are selected, where k is the number of clusters or vehicles to be used.
The remaining customers are then assigned to these seed customers using the
generalised assignment problem (GAP). In the second phase, the routing for
each cluster of customers is solved using any TSP method.
Fisher and Jaikumar (1981) provide a list of considerations that could be taken
into account when selecting the seed customers. These include:
• Customers along major roads.
• The most distant customers among these major roads and thoroughfares.
• Customers with a demand bigger than half the vehicle capacity size - the
logic is that no pair of these customers can be clustered together because
of the vehicle capacity constraints.
• Partition the customers into k "cones" or areas running with straight-lines
from the depot position in the middle at different angles. Select only one
customer per cone as the seed customer.
After the customers have been clustered into routes, the route sequencing is
determined. This can be done with any known TSP method. Where the
number of customers are limited, exact methods can be used. Barreto et al.
(2007) recommend solving the TSP problem exactly for 40 customers or less.
For more customers, heuristic methods can be used. Some of the most well-
known heuristic methods to solve the TSP include:
2. The tree algorithm
The tree algorithm guarantees that the distance of any tour found using this
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method, will not be more than double the distance of the optimal solution,
(Papadimitriou and Steiglitz, 1998, p 414). The method is described as follows:
(a) Find the minimum spanning tree (MST), the shortest path that will con-
nect all the vertices in the graph G, representing the VRP.
(b) Double every edge in the MST, effectively allowing bidirectional traffic to
and from every vertex in G.
(c) Construct an Eulerian walk. This is a route through the graph G that
goes through every edge exactly once.
(d) Delete all duplicate vertices in the Eulerian walk. The remaining sequence
of vertices is a solution to the TSP. This creates a Hamiltonian path - a
path that visits each vertex in graph G exactly once, (Soroker, 1988).
An Eulerian walk or trial is a route through the graph G that goes through
every edge exactly once. An Eulerian cycle is also an Eulerian walk that begins
and ends at the same vertex, (Simchi-Levi and Bramel, 1997). Any algorithm
to construct an Eulerian cycle can therefore also be used to create an Eulerian
walk.
The method can therefore use Hierholzer’s algorithm (Gould, 2012) to con-
struct an Eulerian cycle in Step 2c. This algorithm has the following steps:
(a) Choose a vertex v to start at and follow a tour until ending at v.
(b) Find a new vertex v on the constructed tour that has an adjacent edge
that is not part of the tour. Follow the unused edges and return to v.
Insert this new tour into the current tour at vertex v.
(c) Repeat the previous step until all edges form part of the tour.
Figure 3.3 illustrates the tree algorithm, (Papadimitriou and Steiglitz, 1998).
Figure 3.3.a shows the MST, Figure 3.3.b shows the Eulerian spanning graph,
Figure 3.3.c gives an Eulerian walk with the tour to be used underlined, Figure
3.3.d depicts the created tour. This can be compared to Figure 3.3.e, the
shortest tour for this example.
3. The Christofides algorithm
The Christofides algorithm guarantees that the distance for the solutions found
is at maximum 3/2 times as much as the distance in the optimal solution,
(Papadimitriou and Steiglitz, 1998, p 416–418). The algorithm is depicted in
Figures 3.4.a - e. by Papadimitriou and Steiglitz (1998) and works as follows:
(a) Find the minimum spanning tree (MST), the shortest path that will con-
nect all the vertices in the graph G, representing the VRP.
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Figure 3.3: The tree algorithm as illustrated by Papadimitriou and Steiglitz (1998).
Figure 3.4: Christofides algorithm as illustrated by Papadimitriou and Steiglitz
(1998).
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(b) Identify all vertices with an uneven number of edges in G, in Figure 3.4.a
the nodes with uneven edges have been circled, these are 1; 2; 3; 6; 7 and
9.
(c) Find the shortest set of edges to match all these vertices in pairs. In
Figure 3.4.b edges 1-2; 3-6 and 7-9 were matched.
(d) Add these edges to the graph G. Where an edge is in both the MST and
the matching edges, the edge is doubled. This can be seen in Figure 3.4.c.
(e) Construct an Eulerian walk, going through every edge exactly once. Fig-
ure 3.4.d gives the Eulerian walk for the example.
(f) Delete all duplicate vertices in the Eulerian walk. The remaining sequence
of vertices is a Hamiltonian path that visits each vertex once and is a
solution to the TSP, (Figure 3.4.e).
4. The location based heuristic
Another cluster–first, route–second heuristic described by Simchi-Levi and
Bramel (1997) is called the location based heuristic. Their approach is to
reformulate the CVRP as a single-source CFLP, solve the CFLP and then
solve the routing part for each cluster of customers. The distribution costs of
the CVRP are divided into two parts:
1) The cost to travel from the depot to the suburb or area where a group of
customers are located and back (round trip costs) and
2) the travelling cost to visit each individual customer.
The problem is reformulated as a CFLP by making the round trip costs the
fixed costs for placing depots in the CFLP. The CFLP can now be solved to
find the clusters of customers to route together. The authors suggest two exact
methods to solve the CFLP, the cutting plane algorithm or the Lagrangian
relaxation. Obviously these methods will only work for smaller case studies,
but it is also possible to replace this with one of the heuristic CFLP methods
described in Section 3.1 for bigger case studies. The routing costs can next be
solved using a TSP method or tour construction method as described above.
5. Route–first, cluster–second algorithms
The second type of two-phase heuristics are called route–first, cluster–second
methods. Simchi-Levi and Bramel (1997) describe an algorithm where a con-
structed tour with all customers is created first and then the customers are
clustered into routes based on the sequence and vehicle capacity constraints.
The authors mention that route–first, cluster–second methods are not as effec-
tive as cluster–first, route–second methods. One of the biggest problems with
this approach is that varying customer demand are not taken into considera-
tion during the initial phase and can result in bad routes in the second phase.
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This problem can be overcome by using a tour building method afterwards
to improve the results. They also suggest solving a TSP problem for the cus-
tomers clustered together on one route instead of using the original routing
sequence.
Simchi-Levi and Bramel (1997) mention another route–first, cluster–second
method called the sweep algorithm, (Laporte et al., 2000, Fisher and Jaikumar,
1981, Simchi-Levi and Bramel, 1997). When depicting the customers and
depot on a graph, draw a straight-line from the depot to the end of the area
where the customers are located at an angle. Now start rotating the line in one
direction, keeping the one endpoint at the depot. As customers are touched by
the line, they are included on a route. Once a route has reached its capacity, a
new route is started. The line is rotated until it has completed the 360–degree
circle.
Routes can also be constructed afterwards using a TSP construction method;
such as Christofides algorithm. This method is sometimes classified as a tour
construction method and is known to be less effective than the savings based
method.
Simchi-Levi and Bramel (1997) state explicitly that the essential part of any
VRP problem is the clustering of customers and that routing is secondary to
this. The authors therefore recommend rather using a cluster–first, route–
second than a route–first cluster–second method.
3.2.2.6 Tabu search
Various metaheuristic methods have been implemented to solve the CVRP, see for
example Joubert (2006) and Hosny (2010). One of the most successful metaheuris-
tics is the tabu search method, described by Blum and Roli (2003). It was first
introduced by Glover in 1986. (Laporte et al., 2000) give an example of how to use
the tabu search method to solve the VRP.
The basic concept is to start with an initial solution and then perform a local search
for better solutions. A short-term memory, called the tabu list, keeps a list of most
recently visited solutions that the method is forbidden to move to. The tabu list is
used to escape from local minima and prevent cycling. Every time a new solution is
introduced, this solution is added to the tabu list and another solution is removed
from the list, using the FIFO order. The method remembers the best found solution
and stops after a predefined number of iterations or when all possible solutions are
forbidden.
The size or length of the tabu list, called the tabu tenure, controls the behaviour of
the search process. If the tabu tenure is small, the search will focus on smaller areas
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of the search space. If the tabu tenure is large, the search is forced to cover larger
areas of the search space. Normally the tabu tenure will vary during the course of
the method. An effective method is to let the tenure become larger if solutions tend
to repeat. This will increase diversification of the search. To intensify the search
around a certain solution, the tenure can be decreased.
Normally complete solutions cannot be kept in the tabu list. Instead, the method
keeps track of the attributes of the solution. In the case of the VRP, this can be
the last edge change made or the route a customer was removed from as well as
the route he was re-assigned to. The storing of attributes can cause the exclusion
of other unvisited solutions as well. To overcome this, an aspiration criterion is set
in place, allowing a move to be included even if it is in the tabu list when certain
conditions are met. The most common aspiration criterion is if a solution is found
that will better the current best solution found.
Other long term statistics can help to guide the method towards better solutions.
These are called recency, frequency, quality and influence statistics. The recency
statistics will remember how many iterations ago the same attribute was involved in a
move. Frequency statistics are stored as counters. These statistics keep track of often
made attributes. Quality statistics are used to identify good solution components.
Finally the influence statistics keep track of the impact a certain move had on the
value of the solutions in order to identify the most critical decisions made.
1. Granular tabu search
The Granular tabu search method is said to produce quality solutions quickly,
(Laporte et al., 2000). The method works on the principle that large edges
are generally not in good solutions. By introducing a granular threshold, the
method filters out all edges larger than this threshold and only considers the
rest of the edges when establishing the solutions’ neighbourhood, (Toth and
Vigo, 2003). The goal is to only look at 10% - 20% of all edges in the complete
graph. Focussing on the area where good solutions are, makes the search space
around the solution much smaller. It also intensifies the search to find good
quality solutions faster.
Consider a complete graph G(V,A) for the VRP, where V is the set of vertices
consisting of all customers and the depot and A is the set of all arcs connecting
all vertices. Toth and Vigo (2003) define a new graph G′(V,A′), where |A′| <<
n2 and A′ is the set of arcs in the graph to be considered when creating a new
solution, called the sparse graph. A granular threshold ϕ is defined as:
ϕ = β z
′
n+ l , (3.55)
where z′ is the objective function value of the current solution, n is the number
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of customers, l is the number of vehicles and β is a predefined parameter value
between 1 and 2. A′ can then be defined as:
A′ =
{
(i, j) ∈ A | cij ≤ ϕ or cij ∈ Iˆ
}
, (3.56)
where Iˆ is defined as the set of other important edges and includes the arcs in
the current solution as well as all arcs to and from the depot to each customer
and the arcs in the best found solution. The set A′ therefore includes all
directed edges (arcs) in the complete graph with a cost smaller than or equal
to ϕ as well as all directed edges in Iˆ.
The method starts by using the savings based method to create an initial
solution. Since the savings based method can use more than |K| vehicles,
some routes can be eliminated by moving customers from the smallest demand
routes to the best possible position on other routes.
This could create infeasible solutions, but these solutions are allowed - the
method caters for this by adding a penalty term to the objective function.
The term consists of a penalty variable αC , multiplied by the total value that
the vehicles are over capacity. If the solutions have remained feasible for a
maximum of ni iterations (ni is recommended to be 10), then αC is updated
to αC/2.
If all solutions in the last ni iterations have remained infeasible, then αC is
updated to 2 × αC . αC is also defined between a given predefined minimum
and maximum range. Toth and Vigo (2003) suggest the values 1 and 6400 for
the minimum and maximum α values with an initial value of α of 100.
Four basic neighbourhood exchanges are considered; the 2-opt, two special
cases of the 3-opt and the customer swap 4-opt. Figure 3.5 illustrates these
neighbourhoods, (Toth and Vigo, 2003). pia and σa represent the customers
before and after customer a respectively. Figure 3.5.a shows a normal 2-opt
exchange, where two new arcs replace two arcs in the current solution.
Figures 3.5.b and 3.5.c show the two types of 3-opt exchanges. The first
is called a customer insertion. An arc (a, b) is picked and customer a is then
inserted into the route before customer b. The second type of 3-opt is called an
Or exchange, where two consecutive customers are moved together. In Figure
3.5.c, the arc (a, b) is inserted in the route after customer a, then customers
b and σb are inserted, before the route returns to customer σa. Lastly, Figure
3.5.d shows a particular 4-opt exchange called the swap exchange, where two
pairs of consecutive arcs are removed. Arc (a, b) is inserted into the route
customer a is in and customer σa replaces customer b in the second route.
The four neighbourhoods have the unique characteristic that only one arc (or
an edge and the direction of the edge) needs to be chosen. Once the arc is
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Figure 3.5: The four basic neighbourhood exchanges of the Granular Tabu Search,
(Toth and Vigo, 2003).
chosen, the others are implicitly defined and do not necessarily belong to A′,
the edges of the sparse graph. To decide which arc to choose, all arcs in A′ in
the sparse graph G′ are considered and the best move is chosen.
After a move, the edges in the new solution are added to the sparse graph
G′. G′ is reset every 2n iterations. After every move, the arcs that have been
removed from the new solution are added to the tabu list. These are seen as
arcs forbidden to reinsert into the solution for a number of iterations called the
tabu tenure. Toth and Vigo (2003) suggest selecting a random value between
5 and 10 for the tabu tenure.
If no improvements are found in nd consecutive iterations, the method uses a
diversification search to find new solutions. The method discards the current
solution and continues the search with the current best found solution. The
parameter β in Eq. 3.55 is increased, this increases the number of arcs to
include in A′ and the sparse graph G′ is recalculated. The method continues
using the increased value of β for nh iterations after which β is restored to
its normal value and the search continues. Toth and Vigo (2003) recommend
using a normal β value of 1.25 and an increased β value of 1.75. β is increased
after nd = 15n iterations if no improvements are found and returned to the
normal value after nh = n iterations.
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3.2.3 The PVRP
Another variant of the VRP which is of more interest when investigating the PLRP,
is the periodic VRP (PVRP). The PVRP allows for multiple deliveries to the same
customer multiple times over a time horizon at a given visit frequency. The peri-
odic travelling salesman problem (pTSP) allows for only one vehicle per day. Two
excellent summaries of solution approaches to solve the PVRP are given by Francis
et al. (2008) and Campbell and Wilson (2014).
Problem formulation
Similar to the CVRP, the PVRP is defined as a weighted directed graph G = (V,A),
where V includes the single depot at node 0 and the set I of customers to visit. The
arc (i, j) ∈ A, is given a weight, cijkl, representing the cost (or distance) associated
with travelling from node i to node j with vehicle k on day l. It is assumed that the
problem is symmetrical with cijkl = cjikl. The PVRP can be formulated as follows,
(Cordeau et al., 1997):
Minimise
∑
j∈V
∑
i∈V
∑
l∈H
∑
k∈K
cijklxijkl (3.57)
subject to
∑
r∈Combi
yir = 1 ∀ i ∈ V, (3.58)
∑
j∈V
∑
k∈K
xijkl −
∑
r∈Ci
arl = 0 ∀ i ∈ I, ∀ l ∈ H, (3.59)
∑
i∈I
∑
j∈V
wilrxijkl ≤ Q ∀ k ∈ K, ∀ l ∈ H, ∀ r ∈ Combi, (3.60)
∑
i∈V
xijkl −
∑
i∈V
xjikl = 0 ∀ j ∈ V, ∀ k ∈ K, ∀ l ∈ H, (3.61)
∑
j∈I
x0jkl ≤ 1 ∀ k ∈ K, ∀ l ∈ H, (3.62)
∑
i∈S
∑
j∈S
xijkl ≤ |S| − 1 ∀ S ⊆ I, |S| ≥ 2, ∀ k ∈ K, ∀ l ∈ H, (3.63)
xijkl ∈ {0, 1} ∀ i ∈ V, ∀ j ∈ V, ∀ k ∈ K, ∀ l ∈ H, (3.64)
yir ∈ {0, 1} ∀ i ∈ V, ∀ r ∈ Combi. (3.65)
The objective function is to minimise the distribution costs over a time horizon H,
consisting of l periods (normally days) with |K| vehicles allowed one route per day.
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Each customer, i, is given a set of possible combinations of visit days, called Combi.
Constraints (3.58) allow one set of visit days per customer. Constraints (3.59)
ensure that every customer is only allowed one visit on the days corresponding to
the chosen combination set. The visit days for the different combination sets Combi
are represented by arl = 1 if day l is included in a combination r, otherwise the
value is zero.
The demand for a customer i can now be defined as wilr, where l specifies the day
of the visit and r specifies the combination of visit days from Combi that is used.
Constraints (3.60) ensure that the routes adhere to the vehicle capacity constraints.
Constraints (3.61) guarantee continuity of the routes. Constraints (3.62) ensure that
each route ends at the depot and the vehicles are used only once per day.
Constraints (3.63) are used to avoid cycles or subtours, similar to the CVRP. Con-
straints (3.64) and (3.65) enforce binary decision variables. A time constraint or dis-
tance constraint, similar to Constraints (3.54) can optionally be added if required.
Solution approaches to solve the periodic component of the PVRP are discussed in
Section 3.2.4.
The VRP usually assumes a single depot, but multi-depot vehicle routing prob-
lems (MDVRP) have also been introduced in the past, (Pisinger and Ropke, 2007).
Customers can be either assigned to multiple depots simultaneously (multi-sourced)
or to one dedicated depot (single-sourced). The goal of the MDVRP is to meet
the demand of customers given the depots’ capacity constraints while minimising
distribution costs.
According to Cordeau et al. (1997), the problem formulation for the PVRP can
easily be adapted for the MDVRP by associating depots with days with a set of |H|
depots. The visit day combinations are then reduced to a set of single visits, each
representing a depot. Every customer is restricted to only one visit day combination,
resulting in the allocating the customer to a single depot. The travelling costs to
and from the depot are the values c0jkl and ci0kl for depot l. The vehicle set, |K|, is
also sometimes modified to vehicle sets, Kl, associated to the set of vehicles available
at depot l, (Wang, 2013).
The difference between the MDVRP and the discrete CLRP is that the MDVRP
is given a list of operational depots as input. The MDVRP focuses on solving the
routing component, while the CLRP selects the depots to become operational from
the provided candidate depots as well.
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3.2.4 Solution approaches for the PVRP
Francis et al. (2008) and Campbell and Wilson (2014) provide comprehensive sum-
maries of the PVRP. The PVRP was first introduced by Beltrami and Bodin in 1974.
Although it is possible to use different time units, the time horizon usually spans
over multiple days. Customers are assigned to different visit days within the hori-
zon or allowed visit day combinations based on the visit frequency, (Francis et al.,
2008). It is in general assumed that the demand of a customer should be evenly
spread across all visit days, although this can vary for problem specific case studies.
3.2.4.1 Exact methods
Exact solution methods to solve the VRP were also attempted in the past, notably
one by Foster and Ryan (1976), who discuss column generation techniques. Two
interesting points made by Campbell and Wilson (2014) regarding this study, are
that the formulation is exponential in size and column generation is slow to converge.
Francis et al. (2006) use Lagrangian relaxation to decompose the problem into a
capacitated assignment problem and a number of TSPs. This is followed by the
branch–and–bound method to search for the optimal solution.
3.2.4.2 Two-phased heuristics: construction and improvement
Besides exact methods, the first generation of solution approaches focussed on the
two-phased construction and improvement heuristics. These were normally either
methods to first create routes and then assign the routes to visit days or to first
determine visit days for customers and then create routes per days.
Many cluster-first route-second approaches were also suggested. Two variants of
this approach were given by Russell and Igo (1979). In the first, customers in close
proximity to each other and with the same visit frequency are aggregated together
to reduce the problem size. The centroid of the aggregated customers is used to
represent the group. Next, daily customers are assigned to each day of the week and
remaining customers are ordered from highest to lowest visit frequency and assigned
to routes in a greedy manner. Three measures are used to determine the next best
customer to assign: the average distance to the centroid of a route on a given day,
the variance in the average and distance to the closest point on each route.
The second method also aggregates the customers and then uses the savings-based
heuristic to generate routes. Customers need to be assigned to days beforehand and
only certain combinations of delivery days are allowed to prevent visits too close to
each other. Russell and Igo (1979) also suggest an improvement heuristic to better
the results of these two methods by exchanging customers on routes.
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3.2.4.3 Order based heuristic
Christofides and Beasley (1984) gave the first problem formulation for the PVRP
and suggested decomposing the problem by first determining visit days before cal-
culating routes. To assign visit days, they used an order based heuristic and ordered
customers by highest demand and fewest visit day combinations first, therefore ad-
dressing the customers posing the biggest challenge first. Customers are then added
to routes based on a greedy insertion algorithm, by adding the customer on the
route with the smallest change in objective function. This is followed by an im-
provement phase customers are exchanged between feasible routes. They compared
solving the p–median problem followed by the pTSP to solving the VRP problems
in the improvement phase and conclude that the pTSP method gave better results.
3.2.4.4 Seed customer route construction
A simpler problem formulation was given by Tan and Beasley (1984). Here, the
routing constraints of the problem are replaced with a general cost measure repre-
senting a visit to a customer without considering route ordering. They overcame
complications with calculating the cost measure by finding seed customers and de-
termining the costs based on the distance between the customers and their seed
customers. The number of seed customers is equal to the maximum allowed number
of vehicles per day |K| times the number of days |D|.
3.2.4.5 Metaheuristic methods
The next generation of solution approaches for the PVRP focused on metaheuristics
designed to escape local optima. Chao et al. (1995), for example, suggested a linear
relaxation of the assignment problem and then try to make the problem feasible in
an improvement stage. Their method also allows for infeasible moves below a certain
threshold. The threshold gradually decreases to find a feasible solution at the end.
A tabu search method by Cordeau et al. (1997) was deemed as one of the most
influential solution approaches by Campbell and Wilson (2014). They also allowed
for infeasible solutions and compensate by adding an overcapacity penalty to the
objective function. A greedy method was designed to determine which customer to
add or remove from a route. Their tabu search method has a diversification phase
but do not make use of an intensification phase.
Other metaheuristic approaches include a genetic algorithm with local search, first
introduced by Drummond et al. (2001). According to Francis et al. (2008) this
method is computationally intensive, but with the help of parallel computing it
converges rapidly. When looking at the results they provide for academic test cases,
it can be seen that this method becomes much slower than other methods in the
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bigger case studies with more constrained capacities. See for example, Francis et al.,
2008, p 85, instances 12 and 20 in Table 1. Three other metaheuristic approaches
listed by Campbell and Wilson (2014) are the VNS, ACO and GRASP.
3.3 The location-routing problem (LRP)
One shortfall of the FLP is that it assumes that all customers are serviced on single
trips or truckload (TL) shipments (Min, 1996). The LRP combines customer deliv-
eries in multiple visits per trip, also known as less-than-truckload (LTL) shipments
(Lam, 2008). Figure 3.6 gives an example of the discrete LRP. When compared
to the illustration of the FLP in Figure 3.2, the difference in travelling distance
becomes clear.
Figure 3.6: An illustration of the discrete LRP problem.
Salhi and Rand (1989) demonstrated the effect of neglecting routes when determining
depot (facility) positions. An example shown in Figure 3.7, is a group of customers
that can be serviced together in an outlier town. Because the distances between these
outlier customers and the candidate depots are much further than the distances to
the rest of the customers assigned to the depot, the outlier customers will have a
bigger impact on the position of the depot than they should. This is depicted by the
dotted square where the depot was originally located and the yellow square, where
the depot is located after the outliers were included. If the outlier customers are
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grouped together on one route, the distance to the outlier town and back is added
only once and the impact of the outlier customers to the depot position becomes
more realistic.
Figure 3.7: An example of the impact of outlier points on the placement of a depot
in the LRP.
The LRP is therefore an extension of the FLP, but includes the creation of multiple
routes similar to the MDVRP. The difference between the MDVRP and LRP is
that all depots are in use in the case of the MDVRP and no decision about depot
placements or number of depots to open are needed. Being derived from the FLP
and VRP, which are both NP-complete problems, the LRP is also NP-complete,
(Min, 1996, Prins et al., 2007, Lopes, 2011). Three types of LRP problems are
described:
• The Hamiltonian p–median problem (HpMP)
• The planar or continuous location-routing problem (plLRP)
• The standard discrete capacitated location-routing problem (sdCLRP)
3.3.1 The Hamiltonian p–median problem (HpMP)
The HpMP was first introduced by Branco and Coelho (1990). They define the
problem as a "routing location problem embedding the p–median and the travelling
salesman problems". The problem divides a set of customer points into p mutually
exclusive Hamiltonian cycles.
A Hamiltonian cycle in a graph G(V,A) is a cycle that visits all vertices V and
returns to the original vertex, (Simchi-Levi and Bramel, 1997). The HpMP is con-
sidered a location-routing problem where the objective is to minimise distribution
costs while assigning n customers to p disjoint cycles, (Branco and Coelho, 1990).
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There are no capacity constraints for the depots or vehicles and the number of cycles
to create, p, is known beforehand. The costs are a linear function of the distance
between the customers in each cycle.
Problem formulation
Branco and Coelho (1990) formulated the problem in two ways, the first as a set
partitioning problem, the second is based on the VRP. The VRP formulation is
relevant to the p–median problem previously described. If the problem is depicted
as a weighted directed graph G(V,A), where V is the set of n customers (vertices /
nodes) in the graph and A is the set of directed arcs, then the objective is to find
exactly p cycles where every node belongs to one and only one cycle. Every node has
exactly two arcs connected to it, one entering and the other exiting the node. The
objective is to minimise the cost associated with these arcs. If an arc is connected,
it is depicted as xijk = 1, meaning customer i precedes customer j in cycle k.
The formulation from Branco and Coelho (1990) identified p nodes as depots and
allows a maximum of |S| − 1 arcs between S customer vertices in the same tour.
This is similar to the subtour constraints, Eq. (3.52), from the VRP formulation.
The variables yik are used to determine whether node i is a depot vertex for cycle
k.
The biggest challenge according to Glaab and Pott (2000), with the HpMP formu-
lation is to find a polyhedral formulation that ensures the cycles are not connected
i.e. there are no other arcs with a value of 1, except the arcs forming the cycles.
The authors refer to these constraints as the subtour number constraints (SNC).
Glaab and Pott (2000) rewrite the formulation by Branco and Coelho (1990) to
exclude the depots - the yik variables. This is possible because, as noted by Branco
and Coelho (1990) and Zohrehbandian and Hamidnia (2010), the depots do not have
a fixed cost and the selection of depots has no impact on the distribution costs. Any
customer in a cycle can therefore randomly be selected as the depot.
Glaab and Pott (2000) also point out that there are case studies where one and two
nodes in a cycle are allowed and others where a cycle should require a minimum of
three nodes, causing the assumption V ≥ 3p to appear in some problem definitions.
Other formulations are also provided by Zohrehbandian (2007) and Gollowitzer et al.
(2014). The following definitions are given by Glaab and Pott (2000).
Define decision variables, xijk, as
xijk =

1 : ij ∈ Ck
0 : ij /∈ Ck,
(3.66)
where xijk = 1 if customer i precedes customer j in cycle Ck for k ∈ K, with the
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number of vehicles |K| = p, the number of cycles or clusters. The vertices V = I
the set of customers. This can be divided into m pairwise disjoint subsets, called
partitions Pm, with
Pm :=
{
(S1, ..., Sm) | Si ⊂ I, Si ∩ Sj =  for i 6= j,
m⋃
i=1
Si = I
}
.
For each element (S1, ..., Sm) ∈ Pm, let the direct m-cut associated with (S1, ..., Sm)
be denoted by:
Am = A(S1, ..., Sm) := {(i, j) ∈ A | i ∈ Sk, j ∈ Sl, 1 ≤ k ≤ l ≤ m}
If there are at least p+ 1 cuts in Pm, the solution has at most p subtours.
The mathematical formulation of the HpMP (Glaab and Pott, 2000) is as follows:
Minimise
∑
k∈K
∑
i∈V
∑
j∈V
cijxijk i 6= j, (3.67)
subject to
∑
k∈K
∑
j∈V
xijk = 1 ∀ i ∈ V, (3.68)
∑
k∈K
∑
i∈V
xijk = 1 ∀ j ∈ V, (3.69)
∑
i∈V
xijk −
∑
l∈V
xjlk = 0 ∀ j ∈ V, ∀k ∈ K, (3.70)
∑
k∈K
∑
i,j∈Ap+1
xijk ≥ 1 (S1, ..., Sp+1) ∈ Pp+1, (3.71)
∑
i∈V
∑
j∈V
xijk ≥ 2 ∀ k ∈ K, (3.72)
xijk ∈ {0, 1} ∀ i, j ∈ A, ∀ k ∈ K, (3.73)
where cij is the distribution costs associated with travelling from customer i to j.
The problem is restricted to p cycles because |K| = p, for the set of cycles K.
The set V contains all n customer points. Constraints (3.68) and (3.69) ensure
that each node has only one arc entering and one arc leaving the node respectively.
Constraints (3.70) ensure that each node is assigned to one cycle. Constraints (3.71)
are the SNC, preventing the creation of more than p cycles and subtours. Finally,
Constraints (3.72) ensure that each route has 2 arcs or more and Constraints (3.73)
are binary variable constraints.
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3.3.2 Solution approaches for the HpMP
3.3.2.1 A clustering heuristic to solve the HpMP
Branco and Coelho (1990) solved the problem by creating p clusters using seed
customers picked with the FDR (furthest distance rule). The seed customer of
cluster k is referred to as k1. For each seed customer, the closest neighbour, k2, is
found. To assign the rest of the customer points to clusters, the distance between
each customer point i and seed k is calculated with the formula: Cik = dik1 + dik2 ,
where dik1 is the distance between point i and k1.
The customers are then assigned to the cluster with the closest distance. The con-
stant term, dk1k2 , can be deducted from the distance Cik. Branco and Coelho (1990)
suggest three other heuristics to also solve the HpMP, these are:
• The 3-optimal method, this is an improvement method. Once the customers
have been clustered, any TSP heuristic can be used and the 3–opt heuristic
can be used to create TSP routes.
• The shrinking heuristic, this method solves a 2-matching problem. The com-
ponents of the 2-matching problem are then "shrunk" until a feasible HpMP
solution is found, by merging the circuits of the 2-matching problem into
Hamiltonian chains. The solution can be improved with the 3-optimal me-
thod.
• The spanning walk heuristic, this method starts by dividing the area where the
customer points lie into small rectangles. The TSP of the customers in each
rectangle is solved. Next the method merges the TSP subtours into p spanning
walks until all customers are connected with an even number of edges of two
or higher. The authors also state that this method did not return costs lower
than the other two suggested heuristics.
3.3.2.2 An ACO algorithm to solve the HpMP
An ant colony optimisation (ACO) approach is suggested by Zohrehbandian and
Hamidnia (2010). In this approach the ACO algorithm for the VRP is used by
adding a virtual depot with zero distribution costs associated with it. Each node
is given the demand of one, while the supply capacity is set to n, the number of
customers in the problem. A VRP problem is then solved with the usual ACO steps,
but when calculating the costs of a tour, the cost of connecting the two endpoints
that go to the depot is also included. The tours are improved using a local exchange
like the 2-opt heuristic.
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Zohrehbandian and Hamidnia (2010) also included one case study, but because the
instance only contained a distance matrix without any Euclidean coordinates, the
case study could not be tested in this thesis.
3.3.2.3 A primal heuristic to solve the HpMP
Gollowitzer et al. (2014) mention a method that creates a solution for the relaxed
problem using a primal heuristic. This is followed by solving the branch and cut
search tree at every node using CPLEX. As soon as a constraint violation is picked
up, the constraint is added to the problem. The primal heuristic consists of the
following steps:
1. Create an MST graph.
2. Remove the longest edges, leaving k connected components.
3. For every component, C, with less than three nodes, search through all com-
ponents with more than three nodes and find the closest edge to any node in
C. Add this node to C.
4. Assign each node to its nearest neighbour.
The authors included test results for randomly generated instances as well as three
TSPLIB instances given by Reinelt (2015). Unfortunately, the results only included
the LP percentage gap and CPU times for the different models and not costs for the
solutions.
3.3.3 The planar or continuous location-routing problem (plLRP)
The planar location–routing problem (plLRP) is similar to the HpMP because cus-
tomers are also divided into mutually exclusive clusters to create routes cycles. The
difference is that the routes are capacitated. The routes are also clustered together
to originate from p depot positions, where p is known beforehand and the depots
form part of the route cycles. The location of the depots are allowed to be anywhere
on the Euclidean plane and calculated in such a way as to minimise the travelling
distances. There are no supply capacity constraints placed on the depots, nor are
there opening costs associated with the depots.
Problem formulation
Only a few authors have addressed the single-source planar location-routing problem
in the past, most of them restrict the problem to a single depot. According to two
review papers on the LRP, Nagy and Salhi (2007), and Drexl and Schneider (2015),
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the only authors to address the multi-depot variant of the plLRP problem were Salhi
and Nagy (2009).
The problem formulation for the multiple depot single-source planar LRP is given
by Salhi and Nagy (2009) as follows:
Minimise
∑
i∈V
∑
j∈V
∑
k∈K
dijxijk (3.74)
subject to
∑
k∈K
∑
j∈V
xijk = 1 ∀ i ∈ I, (3.75)
∑
i∈I
∑
j∈V
wixijk ≤ Q ∀ k ∈ K, (3.76)
∑
j∈V
xijk =
∑
j∈V
xjik ∀ i ∈ V , ∀ k ∈ K, (3.77)
∑
i∈J
∑
j∈V
xijk ≤ 1 ∀ k ∈ K, (3.78)
∑
k∈K
∑
i∈S
∑
j∈V \S
xijk ≥ 1 ∀ S ⊆ I, (3.79)
xijk ∈ {0, 1} ∀ i, j ∈ I ∪ J , ∀ k ∈ K, (3.80)
(X1j , X2j ) ∈ <2 ∀ j ∈ J, (3.81)
where the problem is defined as a weighted, directed graph G = (V,A). Let I be
the set of n customers to be clustered into routes, J represent the set of maximum p
depot locations that can be placed anywhere on the Euclidean plane and V = I ∪ J
is the set of all points in the graph. K is the set of vehicles or routes to be used,
with |K| the maximum number of vehicles. The edge xijk ∈ A, represent travelling
from point i to point j using vehicle k, where i, j ∈ V . The number of vehicles and
number of depots are decision variables that impact the objective function, based
on the values of the xijk variables. The edge is given a weight, dij , representing the
Euclidean distance (and associated costs) of travelling from point i to j if xijk = 1.
Each vehicle has a capacity constraint of Q and each customer has a demand of wi. It
is assumed that every vehicle makes a maximum of one trip and therefore represents
exactly one route. The objective function is to minimise the distance of all connected
edges, including the edges connected to the depots and back. Although the problem
defined by Salhi and Nagy (2009) has vehicle capacity constraints, there are no depot
capacity constraints. A maximum number of depots p is assumed although it is not
part of the constraints given.
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Similar to the continuous FLP, the coordinates of depots need to be determined
in such a way that the travelling distances between the first and last customers on
the routes and the depots are minimised. Euclidean distances can be calculated
using Eq. (2.33) but other distance calculations, for example Manhattan distances
discussed in Section 2.8, are also possible.
Constraints (3.75) ensure that each customer is only assigned to one route. Con-
straints (3.76) stipulate that the total demand assigned to a vehicle should not be
more than the vehicle’s capacity. Constraints (3.77) enforce continuity of the routes
by ensuring that there is an equal number of entry and exit edges per point on the
same route. Constraints (3.78) denote that each route may leave from only one
depot. If the vehicle is not used, the value will be zero. Constraints (3.79) eliminate
subtours by ensuring that for any subset of customers, there is at least one edge
on a route leaving the subset. Constraints (3.80) define binary variables xijk, while
Constraints (3.81) allow the coordinates of the depots to be anywhere in Euclidean
space.
Salhi and Nagy (2009) propose another constraint set to prevent routes from exceed-
ing a maximum time limit. The constraint set is shown in Eq. (3.82). The delivery
times are assumed to be a constant value of δ per customer. In this equation it
is assumed that the travelling time is proportional to the travelling distance. The
delivery times and maximum time limit are converted to a distance unit value. The
constraint set is as follows:
∑
i∈V
∑
j∈V
xijk(dij + δ) = D + δ, ∀ k ∈ K. (3.82)
Schwardt and Fischer (2009) use a different objective function for the plLRP:
Minimise
∑
i∈I
∑
j∈I
∑
k∈K
cijxijk +
∑
i∈I
∑
k∈K
c0i(x0, y0)x0ik +
∑
j∈I
∑
k∈K
cj0(x0, y0)xj0k.
(3.83)
The objective function is split between the connected edges on the routes and the
start and end edges to and from the depot. The cost function cij is proportional
to the Euclidean distance between points i and j. This problem does not have any
depot capacity constraints and is a special case of the problem given by Salhi and
Nagy (2009) where p = 1.
3.3.4 Solution approaches for the plLRP
Schwardt and Dethloff (2005) introduce a neural network solution approach for the
plLRP with a single depot. This was followed by Salhi and Nagy (2009) who de-
88
3.3 The location-routing problem (LRP)
scribed a local improvement method to solve the plLRP with multiple depots. Ac-
cording to a survey paper by Nagy and Salhi (2007), these were the only two plLRP
papers available at the time. Drexl and Schneider (2015) recently published a tech-
nical report in which the authors could only find two more papers addressing the
single depot plLRP by Schwardt and Fischer (2009) and Manzour-al-Ajdad et al.
(2012).
The location decision of the plLRP is similar to the continuous FLP, because depots
are not restricted to specific locations. In order to overcome the placement of depots
in areas where it is not possible, like for example a lake, Salhi and Nagy (2009)
introduce the concept of forbidden regions.
3.3.4.1 Neural network approach on a self organised map (SOM)
Schwardt and Fischer (2009) suggest solving the single depot plLRP with a neural
network approach on a self organised map (SOM). In this approach, the authors had
adapted the use of a SOM to solve the mTSP and VRP because the depot locations
are not available.
The authors illustrate the use of neuron rings to determine routes. Each neuron ring
will represent a route at the end of a cycle and multiple neuron rings are connected
at one point, called the depot neuron. A customer is inserted into a neuron ring
based on its coordinates. The insertion could cause more than one neuron ring to
get updated if the centre of the ring is close to the depot neuron.
In order to keep vehicle routes feasible a weighted capacity utilisation (γuv) is added
to the squared Euclidean distance when determining the strength of a neuron’s
adaptation. The weighted square distance is calculated as:
d′2 (x(t), wj(t)) = d2 (x(t), wj(t)) + γuv, (3.84)
where uv is the current demand of the route divided by the vehicle capacity and
d2 (x(t), wj(t)) is the squared Euclidean distance between input vector x(t) and
neuron j. The weighted square distance is only used in 50% of the cycles.
In order to create feasible solutions, customers assigned to overcapacitated routes,
are re-allocated to other routes based on closest distance. A tabu counter is used
to ensure customers cannot be re-assigned to the original routes. A non-elimination
rule is also established to prevent a customer that has just been assigned to a route
from being re-assigned to a different route, until the route becomes feasible.
The depot location can be improved using the well-known Weiszfeld algorithm. The
starting coordinates (x0, y0) come from the feasible solution and the coordinates for
the next iteration t + 1 are calculated using the Weiszfeld equation, given in Eq.
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(3.44). The authors suggest using the values of wi = 1, since the demand is not
relevant to the distribution costs. For routes with only one customer, the authors
suggest using wi = 2, because the distance from the depot to the customer must be
travelled forwards and backwards.
The authors concluded that the parameters have to be adjusted for every instance
and can therefore not be used "off-the-shelf". They also suggest that their approach
should only be used as a first approximation and can be improved further through
a local search.
3.3.4.2 An iterative algorithm with the savings based method
Manzour-al-Ajdad et al. (2012) suggested an approach that embeds the routing
problem as a subproblem in the location problem. The steps for this approach are
as follows:
1. Calculate the centre of all the points with the use of the Weiszfeld equation,
given in Eq. (3.44). Make the demand for each customer one.
2. Construct an ellipsoid with the calculated centre as the middle point. The
horizontal and vertical radii r1 and r
′
1 are the standard deviation between the
x and y coordinates of the customers respectively. Set p = 1 for the first
iteration.
3. Generate Np potential depot locations within the ellipsoid, where Np = l ×
Np−1 and 0.2 ≤ l ≤ 1.5. It is assumed that the points are randomly generated.
4. For each of the Np potential locations, construct routes using the savings
algorithm, adhering to the vehicle capacity constraints.
5. Improve the routes using five local search tour improvement methods.
6. Calculate the total distribution costs for each of the Np potential depots and
pick the potential depot with the best found solution as the centre of the next
iteration.
7. Update the iteration to p = p+ 1 and adapt the parameters rp , r
′
p and Np for
the new iteration.
8. Repeat the process from Step 3 onwards.
9. Continue until the improvement in distribution costs between two iterations
is less than a predefined  value.
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3.3.4.3 An iterative algorithm that considers route endpoints
Salhi and Nagy (2009) propose an iterative algorithm where the location phase is
solved initially, followed by alternating the routing and location phases until no
more improvements can be found. The location phase is solved initially with the
perturbation heuristic suggested by Salhi (1997), described in Section 3.1.2.7. Here
the perturbation heuristic starts by opening all potential depots. Because this is a
continuous problem and the authors made no mention how they identified potential
depots, it is assumed that all customers points are the potential depot locations.
In the routing phase, the MDVRP is solved using the savings based heuristic. This
is followed by a couple of refinement procedures which are assumed to be similar to
the tour improvement methods described in Section 3.2.2.4. The customers first and
last on every route travelling to and from the depots are identified as the endpoints
of every route. These points are used to better the location of the depots with the
use of the Weiszfeld equation, Eq. (3.44). Once again, the demand of the points is
kept at unit demand, i.e. wi = 1 ∀ i ∈ I. It is assumed that routes remain allocated
to the initial depots and depot allocations cannot change.
After the Weiszfeld equation is used to better the depot locations, the maximum
time constraint set given by Eq. (3.82), is checked for violations. If this is the case, a
weighted Weiszfeld equation is used. The route endpoints are weighted according to
the percentage that the route exceeds the time capacity. This makes the endpoints of
the routes in violation weigh more than the other route endpoints when calculating
the depots. The new calculated depots will therefore be biased to be closer to these
route endpoints. The total route cost of the solution is calculated and the method
iterates between solving the routing and location problem until the improvements
are below a given threshold or no improvements can be made to the current best
solution.
Salhi and Nagy (2009) provide a list of results for instances tested. These instances
include 18 sets of randomly generated data points with one depot and a repeat of
14 of the same instances for two depots. The number of customers vary between 50
and 199.
3.3.5 The discrete capacitated location-routing problem (CLRP)
The discrete capacitated location–routing problem (CLRP) has a capacity constraint
for each candidate depot as well as homogeneous vehicle capacity constraints, (Nagy
and Salhi, 2007). With the uncapacitated FLP, it is implicit that customers should
be assigned to the closest open depot for the biggest saving. This is also to a great
extent true for the CFLP, as long as the capacity constraints are adhered to. With
the CLRP, this is not always the case. The assignment of other customers near the
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customer should also be taken into consideration.
An example is illustrated in Figure 3.8. Customers, represented by the coloured
dots, are assigned according to shortest distance, to four depots represented by the
coloured rectangles. The encircled customers in circle a are at an almost equal
distance to the two depots. If vehicle capacity allows, it is logical that the yellow
customer should be serviced together with the other blue customers. The same can
be said of the customers in circle b. As long as vehicle capacity allows, distance will
be saved by servicing customers close to each other together even if they are further
from the assigned depot than from another open depot.
Figure 3.8: An example of customer assignments based on shortest distance in the
CLRP.
The network location CLRP as described by Drexl and Schneider (2015), allows
potential depots at any customer point or any place on the road network connecting
two nodes. The authors report that they could not find any papers regarding the
network location CLRP published. Lopes (2011) considered this problem classifica-
tion the same as the discrete CLRP, because there are no changes in the demand
calculation. The concentrator case, where the list of potential depots is the same as
the list of customers, can also be considered a network location CLRP. In the FLP
problem, a similar variant of the CFLP is referred to as the capacitated concentra-
tor location problem (CCLP), see Section 3.1.1.1. In the concentrator CLRP, the
problem formulation given for the discrete CLRP can be used as-is with only slight
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modifications.
Problem formulation
The CLRP can be defined as a weighted and directed graph G = (V,A), where V is
the set of nodes. V = I ∪ J with I the list of all n customers and J the list of all
m candidate depots. The boolean decision variable zijk = 1 if the edge (i, j) is part
of the route of vehicle k and i ∈ V and j ∈ V . The vehicles are represented by set
K, containing |K| homogeneous vehicles with capacity Q. If S is a subset of nodes
with S ⊆ I then |S| is the number of nodes in the subset.
The mathematical formulation for the discrete CLRP is as follows, (Prins et al.,
2007):
Minimise
∑
j∈V
∑
i∈V
∑
k∈K
cijzijk +
∑
j∈J
fjyj +
∑
j∈J
∑
i∈I
∑
k∈K
Fzijk (3.85)
subject to
∑
j∈V
∑
k∈K
zijk = 1 ∀ i ∈ I, (3.86)
∑
i∈I
∑
j∈V
wizijk ≤ Q ∀ k ∈ K, (3.87)
∑
i∈V
zijk −
∑
i∈V
zjik = 0 ∀ k ∈ K, ∀ j ∈ V, (3.88)
∑
i∈I
∑
j∈J
zijk ≤ 1 ∀ k ∈ K, (3.89)
∑
i∈S
∑
j∈S
zijk ≤ |S| − 1 ∀ S ⊆ I, |S| ≥ 2, ∀ k ∈ K, (3.90)
∑
u∈I
ziuk +
∑
v∈V ∩{j}
zvjk ≤ 1 + xij ∀ i ∈ I, ∀ j ∈ J, ∀ k ∈ K, (3.91)
∑
i∈I
wixij ≤Wjyj ∀ j ∈ J, (3.92)
∑
i∈I
zijk ≤ yj ∀ j ∈ J, ∀ k ∈ K, (3.93)
zijk ∈ {0, 1} ∀ i ∈ V, ∀ j ∈ V, ∀ k ∈ K, (3.94)
xij ∈ {0, 1} ∀ i ∈ I, ∀ j ∈ J, (3.95)
yj ∈ {0, 1} ∀ j ∈ J. (3.96)
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The objective function has two fixed cost variables, fj is the fixed cost for opening
depot j and F is the fixed cost for adding a vehicle to the model. The distribution
costs from the CFLP are replaced with a cost per edge, where cij is the cost asso-
ciated with transporting goods from site i to site j. Similar to the CFLP, if yj = 1
then depot j is open and if xij = 1 then customer i is assigned to depot j. The
demand of the customer i is defined as wi andWj is the maximum capacity of depot
j.
The objective function Eq. (3.85) calculates the total costs. Constraints (3.86)
ensure that there is only one delivery per customer and that every customer is
assigned to only one route. Constraints (3.87) restrict the customer demand allowed
on any given route to the vehicle capacity Q. Constraints (3.88) guarantee continuity
of the routes and that each route returns to the depot of origin. Constraints (3.89)
ensure that each vehicle has only one starting point and thus that every vehicle
has only one route. Constraints (3.90) are used to avoid cycles or subtours, and
Constraints (3.91) ensure that when a customer is assigned to a depot, it is also
assigned to a route that belongs to this depot.
The capacity constraints (3.92) limit the total demand of customers assigned to an
open depot to the supply capacity. Constraints (3.93) guarantee that vehicles are
only assigned to open depots. These constraints are sometimes left out of the model
because they are indirectly enforced by Eq. (3.91) and Eq. (3.92), but can help
an algorithm find the solution quicker if it is part of the model. Lastly, constraints
(3.94), (3.95) and (3.96) restrict the decision variables to binary values.
In the concentrator case, the only change to the problem formulation will be that
each depot variable yj can now be replaced by a customer variable xjj and the
number of potential depots given is equal to the number of customers, i.e. yj =
xjj ,m = n and J = I.
3.3.6 Solution approaches for the CLRP
Drexl et al. (2014) provide a comprehensive summary of recent advances in the CLRP
including a list of benchmark instances as well as different exact and metaheuristic
solution approaches.
The common approach to solving the CLRP problem is to split it into a two-phase
approach, (Tuzun and Burke, 1999): a location-allocation phase (or simply called
the location phase) and a routing phase. The former determines the number of
depots to use, the positions of these depots and the assignment of customers to the
depots. The latter focuses on selecting the customers to be serviced on the same
route based on vehicle capacity.
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There are different approaches for solving the CLRP. According to Nagy and Salhi
(2007) and Lopes (2011) the following approaches could be followed:
1. The sequential approach - first the location and then the routing phase are
solved or vice versa (Nagy and Salhi, 2007; Lopes, 2011). Since there is no
feedback of information between the two phases this is often seen as solving
two separate problems: the CFLP and the CVRP.
2. The cluster-based approach - customers are clustered into routes and depots
are located using the medians or endpoints of the routes (Nagy and Salhi,
2007; Lopes, 2011). The customers can also be clustered according to depot
locations, the routes for each depot are then determined by solving a single
depot VRP or a travelling salesman problem (TSP).
3. The iterative approach - the two phases are iteratively solved with feedback
between them and stop after a certain criterion has been met (Nagy and Salhi,
2007; Lopes, 2011).
4. The hierarchical or nested approach - the location phase is the superior deci-
sion, the routing phase is supportive and only used to calculate the associated
distribution costs (Nagy and Salhi, 2007; Lopes, 2011).
3.3.6.1 The extended Clarke and Wright algorithm (ECWA)
Prins et al. (2006) adapted the savings based method by testing the merging of
routes to be assigned to all m depots. Instead of four possible mergers per pair
of routes, 4m possible mergers per pair must now be evaluated. They continue to
state that the method can be reduced to O(mn2 logn) time by using a preliminary
heapsort method. The heapsort method is explained by Cormen et al. (2009, Ch. 6).
Figure 3.9 illustrates the ECWA, as provided by Prins et al. (2006). There are
two routes with endpoints i, j and k, l respectively, assigned to depots r and s. The
saving σ of the merger of points j and k and assignment to depot t can be calculated
as:
σ = F + cri + cjr + csk + cls − cjk − cti − clt + frλr + fsλs − ft(1− yt) (3.97)
where F is the cost saving of removing a vehicle. The cost of the edges to the current
two depots r and s for each of the two routes is cri + cjr + csk + cls. The cost to
connect the two routes is cjk. The cost to connect the new route to its new depot
is cti − clt. The possible cost savings if a depot can be closed from either of the two
routes is frλr + fsλs. The extra cost incurred if the new depot has not been opened
before is ft(1− yt).
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Figure 3.9: The ECWA method as illustrated by Prins et al. (2006).
In Eq. (3.97), λs is a boolean value to indicate if depot s has no more routes
assigned to it and yt is a boolean value to indicate whether depot t was already
open beforehand.
3.3.6.2 GRASP
The greedy randomised adaptive search procedure (GRASP) metaheuristic is de-
scribed by Blum and Roli (2003). It is an iterative process that consists of three
steps:
1. Construct a greedy randomised solution
2. Perform a local search to better the solution
3. Compare the solution to the best found solution and update if needed.
In the first step, a greedy algorithm is used to construct the solution. An example
of a greedy algorithm used to solve the FLP is explained in Section 3.1.2.2. Instead
of only selecting the next best step to construct the solution, the GRASP method
creates a restricted candidate list consisting of the best α choices that can be made.
One of the choices is then selected randomly. It is clear that the choice of α is critical
to the success of the method.
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In the GRASP method suggested by Prins et al. (2006) for the CLRP, the ECWA is
used to construct an initial solution. When deciding which routes should be merged
next, a restricted candidate list (RCL) of the α best possible mergers is calculated.
A merger is then selected randomly and the routes are combined. This is referred to
as the randomised extended Clarke and Wright algorithm (RECWA). The authors
also suggest using the RECWA method to solve the MDVRP.
Since the value of α is critical, Prins et al. (2006) suggest selecting an α value ran-
domly between 1 and a predefined maximum value each time. Once the routes have
been constructed, the solution is improved with the use of a local search heuristic.
This includes three possible moves:
• Move: a customer is moved to another route or a different place in the same
route.
• Swap: two customers exchange their positions in the same or two different
routes.
• 2–opt: two non-consecutive edges on the same or two different routes are
removed and the routes are reconstructed. If the two new customer endpoints
of a route do not end at the same depot, the routes are changed to end at the
same depot. It is assumed that the depot that will incur the minimum route
cost is selected.
The local search stops when no more moves can be made and the best found solution
is updated if needed.
Prins et al. (2006) continue to enhance their GRASP heuristic with an extra element,
which they call a learning process. The process divides the construction step into
two modes. In the first mode, called the diversification mode, the method tries to
vary the set of opening depots throughout the solution search space. In the second
mode, the intensification mode, the method restricts the solutions to the set of
opening depots from the best solution found in the diversification mode. The modes
are explained below.
In the first iteration, each customer is placed on its own route assigned to its closest
depot. All depots with customers closest to them are opened. During the rest of
the diversification mode, only two depots are opened at the start. One depot is
chosen randomly and the other iteratively to ensure that all depots are opened at
least once.
If it becomes clear that a customer cannot be assigned to one of the two depots
because of capacity constraints, the depot closest to this customer is also opened.
Once an initial solution has been created, the process continues as described above.
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The routes are merged in the usual way and all depots are checked when deciding
which depot a merged route should be assigned to.
After a fixed number of iterations, the method switches to intensification mode.
The best found solution from the diversification mode is copied and also saved in
the variable named BSolInDiv. Solutions constructed in the intensification mode
are restricted to the subset of depots used in BSolInDiv. The merging of routes
only considers the open depots from BSolInDiv. If, during the initial assignment of
customers to depots, customers cannot be assigned because of capacity constraints,
additional depots can be opened and included.
After every iteration, the solution is compared to the best solution found so far in
both the diversification and intensification modes, but the solution kept in BSolInDiv
will only depend on the diversification mode.
A post-optimisation step, named path relinking, is also proposed by Prins et al.
(2006). For this step, a group of elite solutions that are not only the best found,
but also the most distant from each other, are compared. The objective is to try to
find a better solution by changing some attributes from a good solution with that
of another solution distant enough from the first.
To calculate the distance between two solutions T and U , for each pair of consecutive
customers i and j in T , Prins et al. (2006) provide the following rules:
• If i and j are next to each other on a route in U , then add 0 to the distance.
• If i and j are on the same route, but not consecutive, add 1.
• If i and j are not on the same route, but both assigned to the same depot in
U , add 3.
• If i and j are assigned to two different depots in U , add 10.
• For customers at the beginning of a route in T that are assigned to a different
depot in U , add 10.
The best solutions from the diversification mode are placed in a set, named NBestSet.
To determine the set of solutions, named DistSet for the path relinking, add the best
solution from NBestSet. Calculate the distances from the best solution to all other
solutions in NBestSet and add the solution with the maximum distance. Each time
the solution furthest from all the other solutions in DistSet is added until a predefined
maximum number is reached.
To change a solution U to the guiding solution T , identify all the pairs (i, j) of
customers that are consecutive in T but not in U . The routes in U are broken after
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each i and shifted in the route sequence until all pairs (i, j) are also consecutive in
U . If a capacity constraint for a vehicle or depot is broken, chains of customers are
moved to repair the constraint as above, while keeping i and j in the order they
were in solution U . After path relinking, the solution is refined with a local search
and if a better solution is found, the best found solution is updated.
3.3.6.3 The four–step sequential clustering heuristic
Barreto et al. (2007) introduced a four–step sequential clustering heuristic to solve
the CLRP. In the first step, customers are grouped based on vehicle capacity. The
next step is to construct TSP routes within the groups. The third step is to improve
the routes using a 3–optimal local search procedure. The last step is to collapse each
route into an aggregated customer, determine the best depots to open and locate
the routes to them.
In the second step, each TSP is solved by either an exact algorithm, if the number
of customers in the group is less than 40, or by a heuristic method otherwise. The
exact algorithm first solves the LP relaxation of the problem without the subtour
constraints, Eq. (3.91). It then checks if a constraint was broken and if so, introduces
it for the specific route iteratively until the problem is solved. For more than 40
customers, a two stage heuristic is used. An initial solution is obtained by selecting
the furthest customer and inserting it in the route based on the savings heuristic.
The second stage is to better the solution using the 3–optimal local search procedure.
Four grouping methods were considered in step one. In each one, six different
distance measures were used, providing six different variants of the same method.
Five of the six distance measures correspond with the SAHN methods for calculating
the inter-cluster distances, (Section 2.1). These five are single linkage, complete
linkage, group average linkage, centroid linkage and Ward’s method.
A sixth distance measure is called the savings distance measure. Here a pair of
customers from both groups are selected. (For example, select i and j in group A
and k and l in group B. The distance is then
d(A,B) = min
i,j∈A;k,l∈B
[min(α, β)] (3.98)
with α = d(i, j) + d(k, l)− d(i, k)− d(j, l), (3.99)
β = d(i, j) + d(k, l)− d(i, l)− d(j, k). (3.100)
The four grouping methods are:
99
3.3 The location-routing problem (LRP)
1. One-phase hierarchical method
This is the same as the SAHN methods described in Section 2.1. Customers
start in groups of their own and groups are merged iteratively, based on the
nearest distance. Once the vehicle capacity is reached, the group is excluded
from the problem, but other groups can still be merged. This can lead to far
away groups being merged.
2. Two-phase hierarchical method
The number of groups (r) to create is based on the formula:
r =

∑
i∈I
wi
Q
 (3.101)
where wi is the demand of customer i and Q is the vehicle capacity.
SAHN clustering methods are then used to create r groups, ignoring the ca-
pacity constraints. The method then attempts to fix the solution by moving
customers to other groups with excess capacity based on a shortest distance
coefficient. The coefficient of a customer is the ratio between the distance from
the customer to the potential new depot and the distance from the customer
to the current depot. The coefficients are ordered and the customer with the
smallest coefficient is moved iteratively, until all capacities are met. If the me-
thod cannot move customers to meet the capacity constraints, an extra group
is added and the method is restarted.
3. Direct assignment non-hierarchical method
Using the FDR (furthest distance rule), r seed customers are chosen where the
calculation of r is given in Eq. (3.101). Customers are grouped with the chosen
r customers based on closest distance. Only the distances between the chosen
r customers and the individual customers are used and group distances are
not taken into consideration. No mention is made of how the vehicle capacity
constraints are enforced. In this method, all distance measures return the
same clustering sequence as the single linkage method, because all compare
single customers to the cluster groups forming around the r customers. The
only exception is the distance measure calculation for Ward’s method because
the method of distance calculation, Eq. (2.5), uses the mean of the cluster.
4. Sequential assignment non-hierarchical method
The FDR is again used to choose r customers. The rest of the customers
are assigned to groups sequentially. When determining the distance between a
customer and a group, the complete group of customers is used. Unfortunately,
Barreto et al. (2007) do not explain how the saving distance measure should
be calculated between one individual customer and a group.
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The conclusion from Barreto et al. (2007) was that the one-phase hierarchical method
had a slightly better performance than the other grouping methods and that the
group average method performed better on average compared to the other distance
measures. Although the current best-known solutions were found for some instances,
there were no new best-known solutions found by this method.
3.3.6.4 The capacitated hierarchical clustering heuristic
Lam and Mittenthal (2013) propose a hierarchical clustering based heuristic, similar
to the one-phase hierarchical method with single linkage distance measure, (Barreto
et al., 2007). The heuristic starts by creating route clusters. Instead of determining
the number of vehicles to use beforehand, the authors propose two stopping rules to
determine when to stop clustering.
The first stopping rule is called the minimum number of clusters stopping rule. Here
the method continues clustering as long as the capacity constraint is not violated. If
a merge will result in infeasible routes exceeding the capacity, the merge is ignored
and the method moves to the next possible merge. This process continues until no
more mergers are possible. The second stopping rule is called the change in variation
stopping rule. This rule will only merge two clusters if the resulting cluster is a
feasible route, but it also only merge clusters if the variation explained by the merge
is significant compared to the variation from the previous merge. If this is not the
case, the merge is ignored and the method moves to the next possible merge. A
distance matrix is kept up to date to assist with the clustering.
After all customers have been allocated to route clusters, TSPs are created for each
route, based on a variation of the k–opt method. The routes are aggregated into
single customers and the location problem is solved. The method used to solve
the location phase is not specified. Once initial solutions have been created, the
routes are improved by the use of a descent heuristic. A descent heuristic is a
method that searches for improvements and does not allow any changes that will
not better the solution. The descent heuristic includes within and between route
swaps of maximum 3 customers at the same time. The first improvement found is
implemented, unlike the best found improvement used in some heuristics.
Although Lam and Mittenthal (2013) did not find better solutions than the current
best-known, the authors do claim that their approach, with the change in variance
stopping rule, returned solutions within 5% of the best-known solutions in 91.7%
of the instances used by Prins et al. (2006). The authors also report that their
approach returned on average better solutions than the solution approach proposed
by Barreto et al. (2007). Fast CPU times were also reported, with a maximum of 48
seconds for an instance with 150 customers and 20 potential depots. The authors
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therefore recommend using this method to create initial solutions with values close
to the best found solution.
3.3.6.5 The hybrid extended savings method (HES)
Lopes (2011) introduced the HES method for the CLRP as a constructive heuristic.
The method can be succeeded by an improvement heuristic as explained in the AGS
method, (Section 3.3.6.6).
The method first solves the location phase using the tabu search metaheuristic. The
location phase solution provides the set of open depots as well as the allocation
of customers to depots. Single customer routes are constructed and the routes are
merged using ECWA. After 0.2 × n mergers, two local search methods are used to
refine the solution, before continuing with the merging of routes.
The two local searches are as follows:
1. Composite local search (CLS)
This search comprises of three steps; the tabu search to solve the CFLP, a
relocation method and the 2–opt local search. The location phase is again
solved with the tabu search method, similar to the one at the start of the
construction phase. Since the current solution consists not only of customer
assignments to depots, but also of routes, Lopes (2011) suggests collapsing
all routes into single customers. The author does not specify the method to
collapse the route, but it is assumed to be the average of the coordinates of all
customers on the same route.
Once the depot location and allocation of routes to depots have been deter-
mined, the search continues with a relocate method. This method iteratively
relocates a single customer to another position in either its current route or
on another route that will induce a cost saving. The method is prohibited
from allowing a move that will break the vehicle or depot capacity constraints.
It concludes with the 2–opt local search as described in the GRASP method,
(Prins et al., 2006).
2. Guided local search (GLS)
After the CLS is completed, the GLS method is used. The GLS consists only
of the two steps; relocate and 2–opt local search. The method "guides" the
solution towards a near optimal solution by penalising long route edges. The
method also tries to escape from local optima by penalising the number of
times the same edge is chosen.
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Lopes (2011) suggests changing the cost associated with an edge as follows:
c′ij = cij + pijλL, (3.102)
where L is the average length of all the route edges in the solution, λ is a
parameter which Lopes (2011) has empirically set to 0.05 and pij is the number
of times the edge has already been penalised. With each iteration, only one
edge is penalised. This is the edge with the highest utility value U . The utility
value is calculated as follows:
U = cij1 + pij
. (3.103)
The local search is only performed on the penalty variable neighbourhood
(PVN), which consists of the routes closest to the route edge that was pe-
nalised. The following routes are added to PVN:
• The route containing the penalised edge.
• All routes assigned to the same depot as the route of the penalised edge.
• If the routes are collapsed into single customer points, determine the
closest routes to the route with the penalised edge.
The size of the PVN is calculated as a random value between a predefined mi-
nimum number of routes and a maximum of 75% of the total number of routes
in the solution. Lopes (2011) suggests using 250 iterations before resetting the
penalised values and restarting at most 5 times.
After completion of the two local searches, the construction phase continues merging
routes until either another 0.2n mergers are completed or no more mergers with a
cost saving are possible. The two local searches are then performed a final time
before the method stops.
3.3.6.6 The active guided search method (AGS)
The AGS method is also introduced by Lopes (2011). The method consists of
two phases, a construction phase (using the HES method described above) and an
intensification phase.
The intensification phase consists of two steps. It starts with a repeat of the GLS,
but this time all depots are included in the problem. A more thorough search with
500 iterations is used. The second step is to repeat the construction phase once
more, but this time excluding the depots that were closed in the current solution.
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Lopes (2011) concludes that the intensification phase can be done iteratively, but
was only executed once in the results he obtained.
3.3.6.7 The cooperative Lagrangian relaxation LR - granular tabu search
heuristic (CLRGTS)
Prins et al. (2007) introduced this two-phase heuristic approach, which alternates
between the location phase and the routing phase, to solve the CLRP. The method
is called cooperative because there is no hierarchy between the two phases and each
phase serves as input to the other. While the location phase provides the set of open
depots to use in the routing phase, the routing phase provides the list of customers,
aggregated by routes to use in the location phase.
The method starts with the LR to solve the location phase. For the initial iteration,
it starts with a CLRP solution created with any constructive heuristic. The routes
from this solution are aggregated into "supercustomers" representing the total de-
mand for the route. In order to create a "supercustomer" for a route k, the edges to
the depots are removed from the route and the endpoint customers are connected
to each other to form a cycle. To calculate the cost (distance) between route k and
each open depot j is the minimum insertion cost to add this depot between two
consecutive customers i and l. The cost for route k to depot j, ckj is calculated as
ckj = cij + cjl − cil.
The location phase provides the set of open depots for the routing phase. The routing
phase is solved with the granular tabu search method for the VRP as explained in
Section 3.2.2.6. The method continues to alternate between the location - and
routing phases until the solution stops changing.
In order to prevent the method from converging to a local optimum, it keeps track
of the frequency that edges are introduced in the solution. With each routing phase,
the most frequently used edges within a predefined number, L, are automatically
part of the solution, as long as each customer is visited only once and vehicle capacity
is adhered to. L is made larger with every iteration. The method can restart a given
number of times. With every restart, the edges in L are added to the new starting
solution with a given probability to allow for diversification.
3.3.6.8 The partial optimization metaheuristic under special intensifica-
tion conditions (POPMUSIC) algorithm
Alvim and Taillard (2013) proposed using the POPMUSIC algorithm to solve the
LRP that has a time complexity of O(n3/2) and can solve instances with more than
106 customers. The algorithm depends on a low time complexity starting solution
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for the CpMP which is then improved by the POPMUSIC algorithm with quasi-
linear time complexity. The problem is actually a plLRP, but this is simplified to
the concentrator problem by only allowing depots to be placed at customer points.
Depots do not have capacity constraints and although there is a vehicle capacity
constraint, an unlimited number of vehicles are available.
The steps to create a CpMP solution are used numerous times in the algorithm and
work as follows:
1. Select
√
n random centres.
2. All customers are assigned to their closest centre.
3. The cluster centres are updated for 150 iterations using the LR method with
a gradient method.
This solution can still contain some infeasibilities and is referred to this as a relax-
ation of the CpMP.
In order to create an initial starting solution, 20
√
n customers are sampled and
the CpMP with
√
n clusters are solved. This is referred to as superclusters. After
the centres of the new
√
n superclusters have been calculated, the complete dataset
of n customers are assigned to the nearest supercluster centre. For each of the√
n superclusters, the number of vehicles needed is calculated as the total cluster
demand divided by the vehicle capacity.
The CpMP per cluster is calculated as given above to create route clusters. For all
route clusters a TSP tour is determined in O(n) time complexity, where n is the
number of customers in the tour. If the distribution cost of the tour is more than the
depot cost, the cluster is decomposed into two and TSP tours are created for each.
This process continues until all tours have a distribution cost lower than the depot
costs. To avoid degrading the LRP, the authors suggest using a vehicle capacity
T ≤ Q.
The centres of the TSP tours are calculated as the depots to open so that each
depot has exactly one route. Next, all tours where the distance between the depots
will result in a lower distribution cost than the depot cost, are merged, ignoring
the capacity constraint. Merging is done in a greedy manner and depot centres are
calculated. The process continues until no more improvements can be made through
the merging of tours. The depots for the solution have now been determined. In
order to determine the routes, cut all TSP tours which are overcapacity into two
routes until all routes meet the vehicle capacity constraint.
Once the initial solution has been created, the solution can be improved using the
POPMUSIC algorithm. The solution is decomposed into subproblems, where every
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seedpoint is the centre of a route. All routes assigned to the six closest depots to
this route centre are part of the subproblem. The subproblem is a MDVRP which is
improved using the tabu search algorithm. The algorithm uses two types of moves
to improve tours: the swapping of two customers and the move of one customer
at a time from one route to another. It allows only one iteration per customer.
The subproblem with this route centre is calculated again and the improve search
repeated until there are no more improvements. The algorithm then turns to the
next subproblem until no subproblems can be improved anymore.
Alvim and Taillard (2013) created instances based on six large TSP datasets from
Cook (2013). These datasets do not have depot capacities nor maximum number of
vehicle constraints.
3.3.6.9 An approximate algorithm for the CLRP
Approximate algorithms are algorithms that can find near optimal solutions in poly-
nomial time. A guaranteed optimality gap is given. This provides a ratio factor of
how far out the solution determined by this algorithm can differ from the optimal
solution in the worst case. Harks et al. (2013) suggested an approximate algorithm
based on a method suggested by Ravi and Sinha (2006) for the UFLP without
single-source constraints. The algorithm merges the solutions of the UFLP and the
MST. The guaranteed optimality gap is 4.38%, but the authors remark that for the
instances tested with best-known solutions, the solutions were on average within
10%− 20% of the best-known solution.
The problem defined by Harks et al. (2013) did not have any depot capacity con-
straints, only homogeneous vehicle capacity constraints. Fixed depot and vehicle
costs were defined and the multi-source variant of the problem was used. In order
to calculate the algorithm’s CPU time for large instances, random datasets were
generated with between 1 000 – 10 000 customers and 100 – 1 000 potential depots.
The authors commented on the enormous growth in real-life problem sizes and the
need to find "fast heuristics" with polynomial time complexity.
3.4 The periodic location-routing problem (PLRP)
The PLRP, recently introduced by Prodhon and Prins (2008), is similar to the CLRP,
but instead of allowing only one visit per customer, different visit frequencies are
allowed. In the CLRP, customers are clustered into capacitated routes, while in the
PLRP visits are clustered into capacitated routes. The authors also added extra
constraints to ensure visits to the same customer cannot be placed on the same
route. Each customer must be assigned to the same number of routes as the number
of required visits, this is referred to as the visiting frequency. Although a customer
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base with varying visit frequencies are normal in a real-life environment, this problem
has not received much attention in the LRP literature up to date.
Problem formulation
Given a time horizon H, consisting of l periods (normally days), each customer, i,
has a set of possible combinations of visit days allowed, called Combi. The demand
for a customer i can now be defined as wilr, where l specifies the day of the visit
and r specifies the combination of visit days from Combi that is used.
The maximum number of vehicles used on any given day within the jth depot is
called Tj . This is also referred to as the fleet of the depot, (Fu and Ishkhanov,
2004). The fixed cost associated with having a vehicle in the fleet is F . A set of K
vehicles are available each day, with the maximum number of vehicles available as
|K|. The routes have a capacity restriction of Q per day. Subsets I and J represent
the set of customers and depots respectively with V = I ∪ J . The depots each have
a supply capacity of Wj that cannot be exceeded on any given day in H.
The problem formulation for the PLRP is similar to the CLRP in many ways. It is
given by Prodhon (2011) as follows:
Minimise
∑
j∈V
∑
i∈V
∑
k∈K
∑
l∈H
cijzijkl +
∑
j∈J
fjyj +
∑
j∈J
FTj (3.104)
subject to:∑
i∈I
∑
k∈K
zijkl ≤ Tj ∀ j ∈ J, ∀ l ∈ H, (3.105)
∑
i∈I
∑
j∈V
wilrzijkl ≤ Q ∀ k ∈ K, ∀ l ∈ H, ∀ r ∈ Combi, (3.106)
∑
i∈V
zijkl −
∑
i∈V
zjikl = 0 ∀ k ∈ K, ∀ j ∈ V, ∀ l ∈ H, (3.107)
∑
i∈I
∑
j∈J
zijkl ≤ 1 ∀ k ∈ K, ∀ l ∈ H, (3.108)
∑
i∈S
∑
j∈S
zijk ≤ |S| − 1 ∀ S ⊆ I, |S| ≥ 2, ∀ k ∈ K, ∀ l ∈ H, (3.109)
∑
u∈I
ziukl +
∑
v∈V ∩{j}
zvjkl ≤ 1 + xij ∀ i ∈ I, ∀ j ∈ J, ∀ k ∈ K, ∀ l ∈ H, (3.110)
n∑
i∈I
wilrxij ≤Wjyj ∀ j ∈ J, ∀ l ∈ H, ∀ r ∈ Combi, (3.111)
∑
r∈Combi
bir = 1 ∀ i ∈ I, (3.112)
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∑
j∈V
∑
k∈K
zijkl −
∑
r∈Combi
birarl = 0 ∀ i ∈ I, ∀ l ∈ H, (3.113)
zijkl ∈ {0, 1} ∀ i ∈ V,∀ j ∈ V, ∀ k ∈ K,∀ l ∈ H, (3.114)
xij ∈ {0, 1} ∀ i ∈ I, ∀ j ∈ J, (3.115)
yj ∈ {0, 1} ∀ j ∈ J, (3.116)
bir ∈ {0, 1} ∀ i ∈ I, ∀ r ∈ Combi, (3.117)
Tj ∈ {1, 2, . . . , N} ∀ j ∈ J. (3.118)
The cost to travel from a customer or depot point i to another point j is cij and zijkl
is a binary variable to indicate travel between points i and j on day l using vehicle
k. The fixed depot cost fj is only incurred if the jth depot is open, indicated by
the binary variable yj . The fixed vehicle cost F is multiplied by Tj , the maximum
number of vehicles used on any given day by depot j. This forces the model to
balance the number of vehicles used per day. xij is a binary variable to indicate
whether customer i is assigned to depot j.
Eq. (3.104) is the objective function value of the PLRP. Similar to the sdCLRP,
the objective function value is composed of three terms: the distribution costs, the
depot opening costs and the fixed vehicle costs. Constraints (3.105) ensure that
Tj is the maximum number of vehicles used on any given day by the jth depot.
Constraints (3.106) restrict the customer demand allowed on any given route to
the vehicle capacity Q. Constraints (3.107) guarantee continuity of the routes and
that each route returns to the depot of origin. Constraints (3.108) ensure that each
vehicle has only one starting point and thus that every vehicle has only one route
per day.
Constraints (3.109) are used to avoid cycles or subtours, while constraints (3.110)
ensure that a customer is assigned to the same depot as the depot of the route he
belongs to. The capacity constraints (3.111) limit the total demand of customers
assigned to an open depot to the supply capacity. Constraints (3.112) ensure that
only one combination of visit days per customer is selected, represented by the binary
decision variable bij .
Constraints (3.113) restrict the routes to one and only one visit per customer per
day. These visits are only allowed on the selected set of visit days r, referred to as
arl. Constraints (3.114) - (3.117) restrict the decision variables to boolean values,
while Constraints (3.118) restrict Tj to positive integer values.
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3.4.1 Solution approaches for the PLRP
A few methods have been suggested to solve the PLRP. In most cases these methods
were adapted from either PVRP or CLRP methods. The methods are as follows.
3.4.1.1 An iterative metaheuristic for the PLRP
The PLRP was first introduced by Prodhon in 2007 in a conference proceeding
and the method introduced to solve the PLRP was discussed in Prodhon and Prins
(2008) and Prodhon (2011). It is called an iterative metaheuristic for the PLRP and
is described as follows.
The method starts each iteration by determining a set of depots to use. When
determining the depot locations, the entire set of customers to be visited during
the time horizon are considered and a CLRP is solved. Next, the method assigns
combinations of visit days to customers. Customers that were frequently on the
same routes when solving the CLRP, are assigned to the same set of visit days.
Once the customer visit days have been determined, the problem is decomposed
into one multi-depot vehicle routing problem (MDVRP) per day. Prodhon and
Prins (2008) suggest using the Randomized Extended Clarke and Wright Algorithm
(RECWA) method to solve these. A local search is performed on exchanging cus-
tomer visit days, each time solving the associated MDVRP problems. The iteration
is completed when it converges and a new iteration is started with a different set of
opening depots.
3.4.1.2 A memetic algorithm with population management (MA|PM)
A memetic algorithm is an iterative genetic algorithm (GA) hybridized with a local
search, (Prodhon and Prins, 2008). It starts by assigning visit days to customers.
It then solves the CLRP for each day using a GA. Solutions too close to each other
are not allowed in the population, this is referred to as population management. A
threshold parameter ∆ is introduced. Offspring solutions with a distance closer than
∆ to the solutions in the population set are either mutated or discarded. Distances
can be calculated similar to the GRASP method for the CLRP, (Prins et al., 2006).
For each child solution, a local search on the visit days is performed. Three types
of local searches are considered: move, swap and opt. These are similar to the local
search methods performed in the GRASP method for the CLRP. The results from
the local search are recorded and used to bias the next global iteration.
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3.4.1.3 An ELS x path relinking hybrid algorithm
This method starts by assigning visit days to customers, but the assignments are
generated randomly, (Prodhon, 2009b). The solution is then evaluated and improved
with an evolutionary local search (ELS) to better the visit day assignments. The
evaluation is done by using the RECWA method to solve a MDVRP for each day.
In the final stage, the method uses path relinking to intensify the search for better
solutions as a post-optimisation process.
An ELS is an extension of an iterated local search. The iterated local search uses
one solution to create an offspring using mutations and local search techniques at
each iteration. The evolutionary local search also uses a one parent solution, but
creates a number of offspring solutions. The best offspring is then selected for the
next iteration. Prodhon (2011) also suggests using a multi-start variant of the ELS.
The local search techniques are similar to the GRASP method of the CLRP.
3.4.1.4 A hybrid evolutionary algorithm
The method introduced by Prodhon (2011) is similar to the ELS x path relinking
hybrid algorithm. The method excludes the path relinking algorithm and uses local
search methods to better the routes, depots and visit days respectively. The local
searches can be described as follows:
1. For the route local search, an improvement heuristic similar to the 2-opt tour
improvement method is suggested.
2. The depot local search is based on the selection of depots per day. The
RECWA method is applied for the solution to find the most suitable depots
to use every day. In order to limit the amount of depots opened across the
time horizon, the depots are limited to a subset. Two ratios are calculated per
depot:
• The maximal percentage of the daily use of the depot capacity on any
given day.
• The percentage of the total demand supplied by the depot over the com-
plete time period.
The product of the two ratios are used to rank the depots, the depots with
the highest ranks are opened to ensure that the total demand per day can be
met on any given day.
3. In the visit day local search, customers’ visit combinations are changed one at
a time. If the new combination gives a better cost, the change is applied.
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3.4.1.5 A VNS coupled with ILP-based very large scale neighbourhood
searches
Pirkwieser and Raidl (2010) introduced a variant of the variable neighbourhood
search (VNS) metaheuristic for solving the PLRP. The method relaxes both the
depot and vehicle capacities when creating new solutions. Pirkwieser and Raidl
(2010) recommend introducing a penalty cost relative to the size of the violation in
the objective function.
It starts by creating an initial solution as follows:
1. Visit day combinations for each customer are selected randomly.
2. The maximum customer demand needed on any given day is determined. This
is equal to the minimum required depot capacity needed.
3. Depots to open are selected randomly until the depots’ accumulated capacity
reaches the minimum required depot capacity needed.
4. For each day, every customer is assigned to the closest depot. Routes are
constructed using CWA and adhering to the vehicle capacity constraints. If
there are more than |K| routes, the routes with the least customer assignments
are dropped and these customers are re-assigned to their closest neighbour’s
route, allowing vehicle overloading with penalised costs.
Pirkwieser and Raidl (2010) also remark that the initial solution processes do not
have to be very sophisticated. From preliminary tests, good quality initial solutions
are often not beneficial to the overall optimisation process.
Once an initial solution has been constructed, neighbourhoods are constructed dur-
ing the shaking phase. Pirkwieser and Raidl (2010) list five neighbourhood struc-
tures:
1. Exchanges between route segments from the same depot. Here sequential
customers on one route can be swapped with a route segment from another
route. The sizes of the route segments to be considered for exchanges can
differ. The sizes within an exchange between the two routes can also differ.
2. Exchanges between route segments from two different depots.
3. Swap two depots. A depot currently open in the current solution can be
swapped with a closed depot as long as the minimum required depot capacity
remains.
4. A single depot can change status in the current solution, meaning an open
depot can be closed or vice versa, as long as the minimum required depot
capacity is still adhered to.
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5. Changing visit day combinations. Pirkwieser and Raidl (2010) recommend
randomly removing visit day combinations and determining the best days in
a greedy manner.
The shaking phase is followed by an intensification phase. Here only the routes
changed in the shaking phase are considered. A 3-opt intra-route exchange is used
to improve the routes. This is re-applied until no more improvements can be made to
the current solution. Next a 2-opt inter-route improvement exchange is repeatedly
applied for all routes to the same depot on the same day.
Pirkwieser and Raidl (2010) suggest using a hybrid version of the VNS, by intro-
ducing a cooling scheme similar to the simulated annealing metaheuristic. Solutions
with a worse objective function value are sometimes accepted. The acceptance rate
linearly decreases to nearly zero as the method reaches the last iterations.
The VNS is combined with three very large scale neighbourhoods (VLSN) searches
based on linear programming. The VLNS tries to improve solutions by bettering a
part of the solution using (in this case) linear programming techniques. The searches
are as follows:
1. Solving a CFLP model with customers on the same route aggregated into
single "supercustomers" as described in Prins et al. (2007). The integer linear
programming (ILP) model is solved optimally using CPLEX. This will assign
complete routes to depots and determine the depots to open.
2. This search is a more sophisticated version of the previous search. In this
search whole routes are also kept as-is, but customers are not aggregated. The
model is formulated as a set covering model and again solved optimally using
CPLEX.
3. Solving the possible exchange of the sequence of customers in a given route
optimally. Several methods were used to determine which customer sequences
to pick, including picking customers with the greatest detour and customers
furthest away from a seed customer on the route. Pirkwieser and Raidl (2010)
settle for picking customers independently of the actual routes. The routes are
again solved optimally using CPLEX.
Pirkwieser and Raidl (2010) gave a set of results based on the datasets provided
by Prodhon (2009a). According to these results, they were able to better the best-
known solutions for 29 out of the 30 datasets.
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3.4.1.6 Solving the periodic component of the PLRP
Various methods have been proposed to solve the periodic component of the PLRP.
For the iterative metaheuristic method, (Prodhon and Prins, 2008 and Prodhon,
2011), the problem is first solved as a CLRP. Routes that span over all the days in
the time horizon are created. Next, the method tries to group customers that were
frequently on the same routes on the same visit days. In the MA|PM, (Prodhon and
Prins, 2008), customers are assigned to a fixed combination of visit days, based on
their visit frequency. The method focusses on optimising the CLRP problem that
results from these fixed days. Afterwards a diversification phase is used to move
individual customers to a better combination of visit days if the capacity constraint
is met and the objective function costs associated with the move are beneficial.
Prodhon expressed a need to deepen the search of the periodic aspect and suggested
encoding the visit days in the chromosomes of an evolutionary algorithm, (Prodhon,
2009b). Building on this method, the author also suggests using an evolutionary
local search (ELS) algorithm to better the visit day assignments in the ELS x path
relinking hybrid algorithm. Path relinking is used to intensify the search with regards
to visit day assignments. The same suggestion is made in the hybrid evolutionary al-
gorithm by Prodhon (2011), where the ELS is used to better visit day combinations,
followed by a local search similar to the diversification phase in the MA|PM me-
thod. Visit day combinations are selected randomly in the variable neighbourhood
search coupled with ILP-based very large scale neighbourhood search method by
Pirkwieser and Raidl (2010). During the shaking phase, they suggest randomly re-
moving customers visit day combinations and determining the best days in a greedy
manner.
3.5 Summary
A vast amount of methods have been suggested to solve the different variations
of the CFLP. These methods include exact, heuristic and metaheuristic methods.
Exact methods are not able to solve large scale instances, because it becomes too
time consuming. Metaheuristic methods do not always provide fast answers for
bigger datasets either, because of the diversification and intensification phases used
to escape local minima. A few heuristic methods were also discussed. In the case
of the p–median, the methods will have to be adapted by iterating through various
numbers of clusters to find the best CFLP solution.
The CVRP is also a well-studied topic. Numerous methods have been suggested to
solve the variations of the CVRP. The savings based and k-opt tour improvement
are still very popular heuristics to solve the CVRP and routing component of the
CLRP. The granular tabu search is also particularly interesting because it uses the
shortest edges and only looks at 10% - 20% of all the edges in a complete graph.
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Two quick TSP methods are also considered; the tree algorithm and the Christofides
algorithm. These two methods are described by Papadimitriou and Steiglitz (1998)
and guarantee solutions that are at most double and 3/2 times the optimal solution
respectively.
Although the discrete CLRP is also a well versed topic, there is very little work
on variants like the HpMP, plLRP and sdCLRP in publish literature. A tendency
in suggested CLRP methods is to break the problem into smaller subproblems and
solve these subproblems either exactly or close to optimal by using techniques like
the Lagrangian Relaxation and the saving based method with tour improvement.
Most of the literature addressing the PLRP were written by the same authors.
The suggested methods are adapted from methods to solve the CVRP or CLRP.
Methods addressing the periodic component of the PLRP and PVRP are limited to
basic heuristic techniques and not a lot of work has been done in this area either.
With the latest drive to solve bigger problem instances, a lot of instances are based
on adapted TSP library data and random generated instances.
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Chapter 4
An analysis of clustering
methods
In this chapter, the different clustering methods discussed in Chapter 2 are evaluated.
The chapter starts by describing the datasets used and five measures that have been
identified to measure the quality of clustering solutions. These measures as well
as CPU time are used throughout the chapter to compare the different clustering
methods that were coded and tested.
The discussion of the results starts with the SAHN clustering methods. This is
followed by a discussion about the various iterative partitioning methods as well
as their dependency on good starting solutions. Different graph–based, nearest
neighbour and density–based methods with promising results and CPU times were
tested as well. Hybrid methods have also been suggested in the past and a couple
of promising methods are discussed further.
4.1 Methodology
Different clustering methods were coded and tested in this chapter. The solutions
provided by the different clustering methods are plotted on a geographical map of
South Africa using GoogleMaps (2005)∗ and illustrated throughout the chapter. In
these figures, the points are represented by different symbols. Each symbol and
colour combination represent a different cluster. In order to compare the cluster-
ing methods, four datasets were used. The computing environment is described in
Section 1.3.1. The details of the datasets are discussed below.
∗An example of how to display points on a map using the free GoogleAPI (2014) tool have been
added in Appendix B.
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4.1.1 Data preparation
Four instances were used to test the clustering methods. These can be described as
follows:
• DataS1 - DataS3
A privately owned dataset of 7 681 geographical data points from a food dis-
tribution company in South Africa was used to conduct extensive tests and
compare the clustering methods. The data points consist of two dimensional
decimal Euclidean coordinates. In order to investigate the effects of outliers
and the growth in CPU times, the dataset was divided into three instances
(DataS1 - DataS3) of different sizes.
The datasets are listed in Table 4.1. For the different datasets the number of
clusters to divide the data into was decided beforehand; this is also given in
the table. All clustering methods used the same number of clusters per dataset
so that the results are comparable. In all the figures, the clustering results of
DataS3 using ten clusters were depicted, unless specified otherwise.
Dataset Number Description Number
name of points of clusters
DataS1 1 000 randomly selected points 5
DataS2 3 000 random points, including DataS1 5
DataS3 7 681 complete dataset 10
Table 4.1: The three derived datasets from a food distribution company used to
compare the clustering methods.
• USA13509
A TSP dataset from the TSP library given by Reinelt (2015) containing 13 509
customers from the USA, (USA13509), was also used. After all the tests were
completed the most effective methods with the best CPU times were chosen
to cluster the USA13509 dataset. The dataset was clustered into 50 clusters.
4.1.2 Evaluation criteria
In order to compare clustering solutions, a measure of the quality of the solutions is
needed. This can for example, measure the tightness of the clusters and can be used
to compare a solution to other solutions quantitatively. The clustering criterion is
often to minimise or maximise a measure of a clustering solution.
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In Section 2.7, five different clustering criteria are discussed to measure the quality
of a clustering solution. These five measures are used in this chapter to determine
the best clustering methods. In all the cases the objective is to minimise the values.
The measures are as follows:
• SSR - the sum of the squared residuals – Eq. (2.26)
• MSR - the mean of the squared residual – Eq. (2.27)
• PD - the partition diameter – Eq. (2.28)
• ADM - the average distance measure – Eq. (2.29)
• AWCD - the average within cluster distance – Eq. (2.30)
Two extra clustering performance measures are added to the list that will also be
used. These are as follows:
1. CPU times
This refers to the computer run time needed for the clustering program to run
to completion. Although the CPU times will differ per computing environment,
this measure can be used to compare clustering methods to each other when
ran on the same or similar environment. It can also be used as an indication
of the time growth involved with bigger datasets by comparing the growth in
CPU times from DataS1 to DataS3.
2. Visual attractiveness
The visual attractiveness of a solution is a concept defined by Poot et al. (1999).
With the advances in visualisation of geographical data came the need for a
solution to also look acceptable, (Kant et al., 2008). Typical acceptability rules
for depots include that there should be clear customer to depot assignment
regions with no overlap. Route attractiveness includes that customers should
not be closer to the centre of gravity of another route than the one they are
assigned to, and routes are not allowed to cross.
Visual attractiveness is not traditionally measured in the objective function
and extra constraints are often built into programs to flag these violations and
add penalty costs to the objective function to avoid these. This means that a
solution with a lower objective function cost might be discarded in favour of
a more acceptable one with higher costs.
4.1.3 Method
The different clustering methods described in Chapter 2 are tested in this chapter.
In this section, the methodology used to code and test each of these methods are
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described in more detail. Various techniques that are used to overcome slow CPU
time and memory issues are discussed in Appendix C.
4.1.3.1 SAHN clustering
During agglomerative hierarchical clustering, each point starts in its own cluster and
the clusters are merged until there is only one cluster. In order to create multiple
clusters, stopping rules need to be implemented. To view the properties of each type
of clustering, the stopping rule used in this section was to stop when the specified
number of clusters were reached. This means that the clusters will grow naturally
and will not adhere to any capacity constraints or limitations.
The SAHN methods were coded twice. The first time the clustering descriptions
provided in Sections 2.1.1 – 2.1.7 were used. The second time the Lance-Williams
parameters provided in Table 2.1 were used.
Where the Lance–Williams parameters are used, a distance matrix (Li et al., 2010)
is used to store the calculated distances. Every customer is given a unique index
number, {1, 2, . . . , n}. The initial distances between all customers are calculated
beforehand and stored in this matrix. The index numbers are used to identify which
distance is referred to. For example d(x1, x2) returns the distance between customers
x1 and x2.
Every time two clusters are merged, the new cluster is allocated to the minimum
index number of the two clusters being merged and the distance matrix is updated
with this value. For example, if cluster 1 and 3 are to merge, the new cluster will
be indexed as cluster 1. All distances between cluster 1 and all other clusters are
recalculated. The distance calculation is based on the method’s specific formulations,
as given in Table 2.1. The initial calculation of the distance matrix between all
points takes O(n2) time complexity, making the methods polynomial in time and
much more acceptable than other clustering methods.
SAHN clustering is also used in hybrid clustering methods. Here the single or
complete linkage methods are used to first create aggregated clusters (by clustering
the data into small micro clusters) which are then clustered further using a second
method. These hybrid methods are discussed in Section 4.3.6.
4.1.3.2 Iterative partitioning
The iterative partitioning methods have a rule to stop clustering if the cluster cen-
troids converge, i.e. the centroid values stop changing more than a predefined pa-
rameter . In the case of the "k-"’ variants, this rule is difficult to implement as-is
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because only one point is changed at a time and the impact is not always clear after
a single iteration. It was therefore decided to rather store a copy of the cluster
centroid values in memory and compare it after a predetermined number of assign-
ments. In order to prevent cycling, the number of iterations are given a maximum
limit.
In the first set of results the stepwise function, described in Section 2.2.7, is used to
generate starting solutions. This function steps through the list of customers with
even steps to generate starting solutions. All partitioning methods tested in this
thesis were therefore run several times, each time with a different starting solution
generated by the stepwise function. Each result is compared to the previous and the
best solution is returned as the final solution. The same number of runs and starting
solutions were used for the different partitioning methods, making the results of the
methods comparable.
Because the stepwise function can generate a lot of starting solutions in the case
of a big dataset and cannot guarantee that any one will result in a good solution,
using the other clustering methods as starting solutions were also tested. Next
the CLUSTER partitioning variants, which makes use of the furthest distance rule
(FDR) to generate starting solutions, were also tested. These variants were described
in Sections 2.2.9.
The CLUSTER partitioning method given by Jain and Dubes (1998) uses the h–
means method to create clusters. Here the method was adapted so that it could use
any of the partitioning variants to create clusters. The method was also modified to
check two criteria when determining which clusters to merge:
1) The clusters with the shortest between-cluster distance were merged.
2) The cluster with the fewest points was merged to its closest cluster.
The method was repeated twice, using both merging criteria, and returned the best
solution afterwards. The method also checked merging from two to p clusters. For
all solutions, the method then incrementally adds a new cluster using the furthest
distance point until p clusters are created again.
For the partitioning methods with long CPU times, the construction phase of the
CLUSTER partitioning methods were modified to shorten the times. Here only one
starting solution with the correct number of clusters were used instead of introducing
more clusters one by one, as described in Section 2.2.9. The solution used the
centroid as the first centre and the FDR to find the other seed points.
The CLUSTER partitioning method was also modified to look at other starting
solutions. Here the construction part of the method, building a solution with two
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to p clusters at a time, is replaced by the given starting solution. The method
continues from this point in the same way as before by merging and adding centres
of the furthest distance back in again.
Finally the AS 136 method, described in Section 2.2.10, was tested. This method
can also use the stepwise function to generate starting solutions instead of random
seedpoints. Similar to the other iterative methods the method was also tested with
other clustering methods as starting solutions.
4.1.3.3 Graph–based clustering
For the three variants of the graph–based method, different combinations for the
depth (d), standard deviation cut-off (σT ) and edge length cut-off (lT ) were experi-
mented with to get the correct number of clusters, but this proved to be a difficult
task. All edges with values greater than σT = 3 and lT = 2 were removed as
suggested by Zahn (1971, p 33). Depending on the values of the parameters, the
number of clusters varied and it was not always possible to get the correct number
of clusters.
Because of the inconsistency in reaching the right number of clusters, it was decided
to rather create a sorted list and merge edges, ordered by size until the desired
number of clusters were achieved. Because it is not possible to use both the edge
length ratios, Eq. (2.12) and z–scores, Eq. (2.13) when sorting, it was decided to
use the edge length ratios, as this consistently provided better solutions.
A distance cut-off of all edges larger than the edge average was introduced because
of the long CPU time and huge number of edges in the RNG graph–based method.
This is similar to the granular threshold suggested by Toth and Vigo (2003). The
cut-off was not implemented for the MST and GG graph–based methods because
it either returned worse results or prevented the methods from reaching the desired
number of clusters.
4.1.3.4 Nearest neighbour clustering
The nearest neighbour method was first coded using the k-near neighbours method
as explained in Section 2.4. In this method, all customers closer than the k closest
neighbour to a customer and where both share at least kt near neighbours, are placed
in the same cluster. It is not possible to specify the number of clusters beforehand
and the value of k is chosen by trial and error to give results as close as possible to
the required number of clusters.
The disadvantage of using the k-near neighbours method as-is, is that there can be
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big jumps in the number of clusters created with consecutive k values. When using
DataS1 for example, with kt = 2, a k value of 4 created 6 clusters while a k value of
3 created 20 clusters.
The method was next adapted instead to increment k and continue clustering until
the correct number of clusters have been created and was set to kt = 1. The adapted
method can be described as follows.
1) Start at depth k = 1.
2) Calculate all Euclidean distances between all customers and their kth closest
neighbour.
3) Sort the distances.
4) Merge customers from the closest neighbour distance to the largest.
5) Increment k.
6) Repeat Steps 2) - 5) until the predefined number of clusters has been reached.
The advantage of the adapted k-near neighbours method is that the value of k does
not have to be specified for any sized dataset. The results are not the same as
the single linkage method because not all inter-customer distances are considered
simultaneously, but only the distances of the neighbours at one depth at a time.
Because the results were a bit disappointing compared to other methods, another
change was tested; to leave out merging customers further than a specified cut-
off distance, when placing them in the same cluster. This change did cause a slight
improvement if only a small number of distances were eliminated, but as the number
of exclusions became bigger, the solution deteriorated. It also caused a trial and
error situation again, where different cut-off distances had to be tested until an
improvement was found. Because the change did not show a significant improvement
if at all and caused a trial and error situation, it was decided not to make this change
to the method.
The MNV nearest neighbour method, discussed in Section 2.4.2, was also tested and
it did indeed return the same results as the graph-based RNG method as mentioned
by Jain and Dubes (1998, p. 91–92). This method also needs trial and error iterations
and the specified number of clusters is unknown beforehand. Similar to the k-near
neighbours, the method can also be adapted to find the exact number of clusters
by incrementally increasing the depth parameter s until the number of clusters
is reached. Because the MNV allows for two depth parameters q1 and q2 with
q1 + q2 ≤ s, the adapted method needs to cycle through all combinations of q1 and
q2 for every s value. This meant that the number of iterations in order to let s
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increase incrementally grows exponentially. This causes the CPU time complexity
to also be exponential. Since the results are the same as the graph-based RNG,
(Jain and Dubes, 1998, p. 91–92) and the method could also not return results in
an acceptable amount of time, it was left out of the results.
4.1.3.5 Density–based clustering
Using the density-based kth nearest neighbour clustering method as described in
Section 2.5.1, points are clustered together if both are within the nearest k points
of each other. Similar to the k-near neighbours clustering method, this method also
has to be adapted to allow exactly k clusters to be created.
It was adapted by calculating all the distances of customer pairs that are within the
nearest k points of each other. All distances were then sorted and merging started
with the shortest distance until the desired number of clusters have been reached.
This is similar to the single linkage method. The difference between this method
and the single linkage method is that density distances are used, as defined by Eq.
(2.19) instead of Euclidean distances.
4.1.3.5.1 Hybrid clustering density-based method
Wong (1982) used the k–means partitioning method to create aggregated clusters
(micro clusters). The method is modified to use the stepwise h–means, h-median
and k-median partitioning methods instead because these are much faster. The
CLUSTER partitioning variations are also used to aggregate.
The customer points grouped in the same micro cluster in phase one are treated as
a single customer point in the second phase. These points are clustered together
incrementally in the second phase, calculating new cluster centres after every merge.
The method is modified to look at three possible cluster centre calculations to give
three variants of this method:
1) Variant 1 – Use the biggest cluster’s centre.
When two clusters are merged, the biggest cluster’s centre is used as the centre
of the new merged cluster, while the other cluster’s centre becomes obsolete.
2) Variant 2 – Calculate the means of all points in the cluster.
The average longitude and latitude of all the points in the two clusters are used
as the centre of the new merged cluster.
3) Variant 3 – Calculate the weighted means of all points in the cluster.
The average of the two centres of the clusters becomes the centre of the new
merged cluster - both cluster centres contribute equally to the new centre.
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4.1.3.6 Hybrid clustering
An alternative approach in dealing with big datasets and reducing the time to find
good starting solutions for partitioning methods, is to divide the clustering into two
phases. This approach has been suggested by numerous authors like Min (1987),
Han and Kamber (2006), Drezner and Hamacher (2001) and Everitt et al. (2011) for
varying clustering methods and reasons. While some refer to it as the aggregation
of data, others call it hybrid clustering methods. In the first phase the data is ag-
gregated into smaller groups using one method. In the second phase the aggregated
data is clustered further into the final number of clusters using a second method.
All customer points in the same aggregated cluster are treated as one by the second
clustering method.
An important decision, when it comes to aggregation, is to determine how much
clustering should be done by the first method versus the second. In most cases a
quick uncomplicated method that can deal with large datasets will be selected as a
first method while the second method focuses on returning the best possible results.
If the second method is known to return better results, it is preferable to let this
method do as much of the clustering as possible. It makes sense to only let the first
method aggregate until the problem has been reduced to a reasonable size for the
second method to continue.
Three types of hybrid clustering combinations are tested.
• Hybrid SAHN - SAHN clustering methods
The SAHN methods have polynomial time complexity when used with the
Lance–Williams parameters given in Table 2.1. In large datasets the Lance–
Williams parameters of some of the SAHN methods, like the average linkage,
centroid linkage and Ward’s method start running into data overflow issues.
One of the methods to overcome this problem is to first aggregate the data
with another method like the single or complete linkage methods until the
problem size is reduced. We refer to this as hybrid SAHN - SAHN clustering
methods because SAHN methods are used in both phases. Because Ward’s
method returned the best SSR results compared to the other SAHN methods,
it is the method of choice to use for the second phase of clustering.
The data was tested using DataS3. Various number of clusters to use in the
first phase were tested to investigate the impact of this variation on the solu-
tion. The data was first aggregated with the single linkage or complete linkage
method followed by Ward’s method. In order to use the Lance–Williams pa-
rameters, the distance calculation values are stored in a distance matrix. In
larger datasets the size of the distance matrix becomes too large to store. In
Appendix C.2 alternatives are discussed to deal with too large distance matri-
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ces. We recommend decomposing the problem into subproblems, (Louis and
Tang, 1999).
• Hybrid SAHN - partitioning clustering methods
In an attempt to eliminate the long CPU times of the k–means method, Min
(1987) suggested making use of aggregation. This method first uses Ward’s
method to aggregate the data followed by the k–means method. The partition-
ing methods are also tested with various starting solutions, but the stepwise
function seemed to be the most effective. Unfortunately, the stepwise func-
tion generates more starting solutions the bigger the dataset and can result in
non-polynomial time complexity.
Based on the positive results from the hybrid SAHN - SAHN clustering methods,
it was decided to test all partitioning methods in combination with both the
single and complete linkage methods in phase one. In the second phase, the
stepwise function was still used to generate starting solutions from the ag-
gregated data, but because the data was aggregated the number of generated
solutions was much less.
Instead of aggregating the data into micro clusters in the first phase, a second
variant was tested. Here the points clustered into groups are used to generate
aggregated points to use in the stepwise function. The difference with the pre-
vious method is that points clustered together in the first phase in this variant
are not treated as single points by the second method. Instead, the number
of starting solutions become less and the stepwise function does not generate
solutions very close to each other (because these points were aggregated into
micro clusters treated as a single point). This is referred to as the aggregated
stepwise partitioning method.
• Hybrid partitioning clustering methods
These hybrid clustering methods are similar to the hybrid clustering density-
based method because a partitioning method is used to create c aggregated
clusters, where c is given by Eq. (2.20). Once the partitioning method has
created the aggregated clusters, a second partitioning method is used to create
the predefined number of clusters.
Unlike the hybrid clustering density-based method, distances are not calcu-
lated using a density function, but rather Euclidean distances are used.
4.2 Computational results
A summary of the results for all the clustering methods for DataS3 with the five
measures and CPU times are illustrated in Figures 4.1 - 4.6. The detailed results
for DataS1 - DataS3 are also given in Appendix A, in Tables A.1 - A.36. A few
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clustering methods became too time consuming for DataS3 or were excluded for
other reasons discussed in the respective sections. This is followed by the results
for USA13509 in Tables A.37 - A.39, where only the methods with acceptable CPU
times were tested.
The second column in the result tables gives the results of the clustering methods.
In the case of the partitioning methods, the stepwise function is used to generate
starting solutions. This function is explained in Section 2.2.7. All partitioning
methods are therefore given the same number of iterations and the same set of
starting solutions. The results of the best iteration are returned and noted in the
second column.
The other columns in the results tables give the results when the solutions from the
second column are used as starting solutions for the various partitioning methods.
In these cases the partitioning methods are run only once with the given starting
solution to see if the partitioning method can better the solution from the first
method. In the tables containing the CPU times, the total time includes the time
to get to the starting solution (second column) as well as the time to run the one
iteration of the partitioning method afterwards.
The results for DataS3 are given separately in Table A.40. Various hybrid clustering
methods have also been tested, the results are given as follows:
• Hybrid SAHN - SAHN clustering methods
The SSR results and CPU times are illustrated in Figures 4.37 to 4.38. The
results are given in Table A.41.
• Hybrid SAHN - partitioning clustering methods
The results of these hybrid methods are illustrated in Figures 4.40 - 4.44 and
in Tables A.42 - A.47.
• Hybrid partitioning clustering methods
The results are given in Tables A.49 - A.51.
4.3 Discussion
When comparing different clustering methods, it became clear that the methods
that provide better well-balanced clusters show worse MSR results and vice versa.
Han and Kamber (2006, p. 412) recommended using the number of points in a
cluster, the SSR and AWCD measures to compare cluster solutions. They refer to
these three measures as the clustering feature of a cluster and describe these as
summary parameters representing the zero, first, and second moments of the cluster
statistically.
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Figure 4.1: A summary of the results of the SSR measure for the various clustering
methods using DataS3.
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Figure 4.2: A summary of the results of the MSR measure for the various clustering
methods using DataS3.
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Figure 4.3: A summary of the results of the PD measure for the various clustering
methods using DataS3.
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Figure 4.4: A summary of the results of the ADM measure for the various clustering
methods using DataS3.
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Figure 4.5: A summary of the results of the AWCDmeasure for the various clustering
methods using DataS3.
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Figure 4.6: The CPU times for the various clustering methods using DataS3, up to
5 000 seconds.
131
4.3 Discussion
The ADM measure gives an indication of how evenly balanced the clusters are. This
is an important concept for creating capacitated clusters, that will be discussed
further in Chapter 5. Although Brusco and Stahl (2005) refer to the MSR criterion
as the "well-known k–means criterion" it is clear that this is not the same as the
objective function given by Han and Kamber (2006) and Geetha et al. (2009). This
is because there are no division of the number of points per cluster before summation
and also becomes obvious in the results. The conclusion is therefore that the SSR,
ADM and AWCD are better measures than the MSR for the type of clusters wanted
for the LRP. The PD measure provides the maximum diameter for any cluster in
the solution and although informative, cannot be used on its own to measure good
cluster solutions.
The results from each clustering method are discussed next. In all the figures rep-
resenting the different clustering methods, DataS3 were used with ten clusters and
the distinction of a cluster is made by both the symbol and colour, as discussed in
Section 4.1.1.
4.3.1 SAHN clustering
4.3.1.1 Single linkage
Single linkage is known to be sensitive to outliers. The method tends to create
unbalanced partitions with small or single point outlier clusters and mega clusters
in the dense areas. Even when obvious outliers are removed from a dataset, the
method finds other outlier groups and still groups the biggest portion of points in
mega clusters. This can also be seen in Figure 4.7, where the cluster represented by
the points with red circles clearly dominates the map. The method is clearly not
suitable for the location phase of the LRP.
Lam (2008) observed however that the single linkage method can create good clus-
ters to minimise route distance, because of its string-like clustering. Results of the
routing phase of the LRP are discussed further in Section 5.1.4.
When compared to other SAHN clustering methods, the single linkage method tends
to provide worse results for all measures except the MSR measure. This is because
the MSR ignores uneven cluster sizes by only looking at the average within cluster
dissimilarities. Even though the method uses shortest distances to merge, it also
has not provided good partition diameters compared to the other linkage methods.
The method is however very fast and an excellent test for finding outlying points.
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4.3.1.2 Complete linkage
The complete linkage method tends to create more compact clusters than the single
linkage method, as can be seen in Figure 4.8. In the figure it can also be seen that
outliers do not have such a big impact on the clustering as is the case with single
linkage. The clusters are more balanced in terms of the number of customers per
cluster, although the central red cluster is still much bigger than some of the other
clusters. In the rural area on the right, only three customers were grouped together
in the cyan group.
Except for Ward’s method, this method gave the best PD and AWCD results com-
pared to the other SAHN methods in all datasets tested. The ADM measure shows
that the method does not tend to create well-balanced number of customers per
cluster, but the SSR results are much more acceptable than the single linkage me-
thod.
4.3.1.3 Average linkage
Average linkage uses the average distance between all inter-cluster pairs and merge
clusters based on closest average distance. The results of the average linkage method
are illustrated in Figure 4.9. In the figure it can be seen that the method was able
to create well rounded clusters that were more balanced than the complete linkage,
but still contained a cluster (in cyan colour) with only four customers.
When coded according to the description, the average linkage method was the second
most time consuming SAHN method, after Ward’s method. This is because of the
number of inter-cluster pair distance calculations required to compute the next two
clusters to merge. When coded according to the Lance-Williams formulation, the
method seemed less sensitive to outliers than the single linkage method and complete
linkage method. On the tested datasets, the measures were in most cases comparable
but not always better than the complete linkage method.
4.3.1.4 Weighted average linkage
The weighted average linkage is very similar to the average linkage method but each
cluster contributes 50% each towards the average distance when two clusters merge.
The results did not compare well to the other hierarchical methods. Figure 4.10
illustrates the results from the weighted average linkage method. In this figure it
can be seen that the method has not created clusters with well-defined borders and
even has some overlapping clusters. The method is also sensitive to outliers and
has four big clusters while the others contain only a couple of points at the most.
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Finally, it can also be seen in Table A.35 that the method is slower than all other
SAHN methods in DataS3.
4.3.1.5 Centroid linkage
The results of the centroid linkage method are illustrated in Figure 4.11. In this
figure it can be seen that the method has not returned well-balanced clusters, but the
clusters are more evenly sized than the single linkage and complete linkage methods.
Using the Lance–Williams formula (given in Table 2.1) to code the method caused
overflow problems for the bigger datasets. When code to recalculate the inter-cluster
distances after every merge, the method took more than 40 minutes for DataS3 and it
became clear that it is not a polynomial time algorithm. The SSR, ADM and AWCD
measures did not perform particularly well, although the clusters were better defined
than the weighted average linkage method. Because the method was slow compared
to the other SAHN methods, it is not considered suitable for larger datasets.
4.3.1.6 Weighted centroid linkage
The results of the weighted centroid linkage are illustrated in Figure 4.12. In this
figure it can be seen that although the method returned better defined clusters than
the weighted average linkage, there is still a bit of overlap between the orange and
blue clusters in the bottom right corner. There are also two small clusters in the
top right and middle left with only a couple of points in them, indicating that the
method does not always return well balanced clusters.
The weighted centroid linkage method is less sensitive to outliers than the centroid
linkage method. Clusters with a small number of points are given more emphasis
than in the centroid method. Since centroids start to form further away from the
denser areas, the sizes of clusters are more the same and the solution is therefore bet-
ter balanced. When looking at the SSR, ADM and AWCD measures, the weighted
centroid linkage method always out performs the weighted average linkage, but the
average linkage method performs better in all three instances.
4.3.1.7 Ward’s method
The results for Ward’s method can be seen in Figure 4.13. The figure shows that
Ward’s method is the least sensitive to outliers and the best at creating balanced
clusters with the same number of points. The figure looks very similar to the average
linkage method, but when comparing the results in Tables A.1 - A.36, it is clear that
the method outperforms all other SAHN methods tested with respect to the SSR,
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ADM and AWCD measures. Both Barreto et al. (2007) and Lam et al. (2009) also
found this method to be the most effective hierarchical method to use in the routing
phase of the LRP.
Figure 4.7: An illustration of the single linkage method using DataS3.
4.3.1.8 CPU times of the SAHN methods
When using the clustering descriptions provided in Sections 2.1.1 – 2.1.7 to code the
SAHN clustering methods, only the single and complete linkage methods returned
solutions within acceptable CPU times of 3 minutes. The average and centroid
linkage and accompanying weighted methods returned solutions in CPU times of
around 40 minutes. Ward’s method took more than 9 hours to complete.
When using the Lance-Williams formula provided in Table 2.1, all methods had poly-
nomial time complexity. The CPU time for Ward’s method for example, took less
than a minute to complete. Similar to the centroid linkage, the average linkage and
Ward’s methods are however in danger of running into overflow memory problems
for bigger datasets because of the type of calculations needed for the Lance–Williams
formula.
From all the SAHN methods, Ward’s method returned the best SSR, ADM and
AWCD results. This is not surprising because the objective of the method is to
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Figure 4.8: An illustration of the complete linkage method using DataS3.
Figure 4.9: An illustration of the average linkage method using DataS3.
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Figure 4.10: An illustration of the weighted average linkage method using DataS3.
Figure 4.11: An illustration of the centroid linkage method using DataS3.
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Figure 4.12: An illustration of the weighted centroid linkage method using DataS3.
Figure 4.13: An illustration of the Ward’s method using DataS3.
138
4.3 Discussion
minimise the squared distances to the centroids. The complete linkage and average
linkage returned similar results and returned in most cases the second best results
for the SSR, ADM and AWCD measures.
The idea of calculating and merging the RNN (reciprocal nearest neighbours) as a
means of bettering the CPU times for the SAHN methods was discussed in Section
2.1.9. The methods were tested with both merging RNN and without. The impact
of merging the neighbours did not produce a significant time saving for the three
datasets and was at most two seconds less. The clustering results are also dependent
on the order in which RNNs are merged and do not necessarily guarantee an im-
provement. In the above datasets for example, the results were, for most methods,
a bit worse than running the method without this. Because the impact was so in-
significant and does not guarantee better results, it was decided not to merge the
RNNs.
4.3.2 Iterative partitioning clustering
As describe in Chapter 2, iterative partitioning methods do not cluster sequentially,
but need p seed points as input, where p is the number of clusters required. All
customer points are assigned to the closest seed point to create an initial solution,
called a starting solution. Different starting solutions were generated using the
stepwise function and other clustering methods were also used as starting solutions
for the iterative partitioning methods as described in Section 4.1.3.2. Once a starting
solution has been created, the method iteratively calculates the cluster centres and
re-assign points to the new cluster centres, where the calculations used depends on
the chosen partitioning method.
4.3.2.1 The k–means method
As expected the k–means method is very slow and took 9 hours and 18 minutes to
complete, as shown in Table A.35 and Figure 4.6. Figure 4.15 illustrates the results
of the k–means method using a stepwise function to generate starting solutions. The
method creates well balanced clusters with no overlap. Unfortunately, the time to
complete makes the method unacceptable for big datasets.
4.3.2.2 The h–means method
The results of the h–means method are shown in Figure 4.16. When compared to
the k–means solution in Figure 4.15, there are only slight differences between the
brown circle and blue triangle clusters at the bottom left corners. When comparing
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the results in Figures 4.1 - 4.6, the results differ only slightly for all measures except
the CPU time. The h–means completes in a CPU time of 5 minutes, 17 seconds.
This is a significant improvement in time and indicates that there is no real benefit
for using the k–means method rather than the h–means method.
Hansen and Mladenović (2001) suggest that the k–means method will always return
better results than the h–means. As can be seen in the results in Tables A.1 - A.36,
this assumption depends on the measure and is not always the case.
The hk–means method
The hk–means method first runs the h–means method until it converges and then
the k–means. Hansen and Mladenović (2001) suggested that we should be able to
improve the results produced by the h–means method by using them as starting
solution for the k–means. To test this method we identified solutions from our
previous results that had worse SSR results for the h–means method than the k–
means method.
For DataS2, the AS 136 and k–near methods starting solutions were tested. In both
cases, the hk–means returned the same results as the h–means method. For DataS3
the kth–nearest and Gabriel graph based methods were used. Here the hk-means
method also returned the same solution as the h–means solution. These results
suggest that it does not help to run the k–means method after the h–means method
because the solution has already converged to a local minimum. The hk–means
method was therefore not used in any further datasets.
4.3.2.3 The j–means (k–medoid) method
As expected, the j–means method is time consuming, because the sum of squares
using each point as the centre within a cluster, needs to be calculated before the new
cluster centre can be chosen. Like the k–means method, the method is not scalable
to big datasets, as can be seen from the CPU times of 7 hour and 54 minutes for
DataS3 in Table A.36.
Figure 4.17 depicts the results of the j–means method using DataS3. The clusters
all look well balanced and the only critique found was that the blue triangle cluster
could have included a couple of the red circle cluster points in the middle bottom.
Han and Kamber (2006) stated that the j–means method is very effective and less
sensitive to outliers than the k–means method. When however comparing the results
of the measures of the j–means method to the results of the k–means and h–means
solutions, in Figures 4.1 - 4.6, this does not seem to be the case. Even on the tests
done later in this chapter, where different starting solutions were tried, the k–means
and h–means method consistently returned better results for the SSR, ADM and
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AWCD measures than the j–means method.
The j–means method seems to also be much more sensitive to starting solutions
as can be seen in the bad clustering solution produced by the CLUSTER j–means
method in Figure 4.24. The results from the CLUSTER partitioning methods are
discussed in more detail in Section 4.3.2.9.
4.3.2.4 The PAM (h–medoid) method
The partitioning around medoids method (PAM), also called the h–medoid method,
is similar to the j–means method described above. In the PAM method, all points
are re-assigned between iterations and the best medoid for all clusters are chosen
simultaneously.
Even though the PAM method makes more changes per iteration than the j–means
method, the method seems to consistently take longer to converge than the j–means
method. The method was illustrated in Figure 4.18. The method creates an interest-
ing pie-chart type of clustering. This tendency was depicted in all the illustrations
of the solutions created by the PAM method, shown in Figures 4.14, 4.25 and 4.28.
Compared to other partitioning methods, the method returned worse SSR, ADM
and AWCD results. Clearly the method is not a good clustering method for large-
scale datasets.
Figure 4.14: The results of the PAM clustering method using DataS2.
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4.3.2.5 The k–median method
Figure 4.19 illustrates the k–median method. In this figure it looks like the cluster
borders are defined using straight lines. This makes sense if the median values are
used to re-assign customers. When comparing the clusters formed in this figure it
also has a pie-like tendency, although not as much as the PAM method described in
the previous section.
The k–median method has a CPU time of 5 minutes and 30 seconds and is the
only partitioning method where only one point is re-assigned at a time, that has a
polynomial time complexity. When comparing the results of the different measures
to the other partitioning methods, in Figures 4.1 - 4.6, the method seems to get
results very similar to the j–means method. Similar to the j–means method, this
method also seems to be quite sensitive to starting solutions as can be seen when
looking at the results of the CLUSTER k–median method.
4.3.2.6 The h–median method
The h–median method calculates the median after all points are re-assigned. For the
SSR, ADM and AWCD measures the k–median did not return results as good as the
h–median on average. For the MSR and PD measures, the results were inconclusive.
When compared to other partitioning results, the h–median method gave similar
results as the k–means and h–means, but is much quicker than the k–means. The
results between the h–means and h–median methods were very similar in the three
datasets.
On the other hand, the CPU times of the h–median are slower than the h–means
method. This is because the method takes longer to converge. This is seen in the
results for DataS3 in Table A.36, where the h–median method took 13 minutes and
20 seconds to complete, compared to the 5 minutes and 17 seconds and 5 minutes
and 30 seconds of the h–means and k–median, respectively.
It is also interesting to note that the h–median method took longer than the k–
median method. Since both methods used the same starting solutions and the same
type of calculations, it can only be assumed that the method takes longer to converge
to a final solution. On average the CPU time per repetition was 1 second or less
for both the k–median and h–median, but when used together with the stepwise
function to generate the starting solutions for multiple repetitions, k–median had
longer CPU times. This indicates that the h–median is a good refinement method,
but should not be repeated with too many starting solutions.
This method is illustrated in Figure 4.20. From this figure it is clear that the method
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created well balanced clusters, similar to the k–means and h–means methods. When
comparing the measures for the different methods as illustrated in Figures 4.1 - 4.6,
the h-median method found the best SSR, ADM and AWCD values of all the variants
tested for DataS3.
It is therefore clear that this is the best method to use to create the smallest SSR
values. A downfall however is that the method seems to take longer than the k–
median and h–means methods. Where these methods were used as starting solutions,
the h–median was not able to find the same minimum SSR value. In Section 4.3.2.7
various ways to identify better starting solutions rather than using the stepwise
function to generate starting solutions are investigated.
4.3.2.7 Starting solutions for iterative partitioning methods
In Section 2.2.7, it was highlighted that the quality of the results of the partitioning
methods depends greatly on the initial solution. In order to identify a "good" starting
solution, solutions from all other clustering methods were tested as starting solutions
for the partitioning methods. The partitioning methods tested were: k–means,
h–means, j–means, PAM, k–median and h–median. The CLUSTER partitioning
variants of these methods were also tested. The results are given in Appendix A.
The tests were again repeated for all three datasets and the five measures used above
were used as the measuring criteria.
When comparing the SSR, ADM and AWCD values, the following conclusions be-
came apparent: the h–means, h–median and CLUSTER h–median methods seemed
less sensitive to different starting solutions and returned overall better solutions
compared to the other solutions. The AS 136 method as a starting solution re-
turned good results in combination with most partitioning methods. There were
times where the stepwise function still returned better solutions, particularly for the
k–means, h–means, h–median and CLUSTER h–median methods. The results of
the two k-medoids methods (the j–means and PAM) were on average worse than the
other methods, even though all methods used exactly the same starting solutions.
The h–median method consistently outperformed the other methods with the same
starting solutions and was also able to produce good results for most starting solu-
tions regardless how good they were. For example, Figure 4.21 illustrates the seed
points used to create a starting solution that resulted in the best SSR value found
for DataS3, in Figure 4.20. This solution was one of the starting solutions gener-
ated by the stepwise function. Interestingly, the seed points in Figure 4.21 are very
closely located to each other and the starting solution did not return particularly
good values. This indicates that the h–median method is less dependent on good
starting solutions to produce good results than the other partitioning methods.
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When comparing CPU times, the average linkage, centroid linkage, weighted cen-
troid linkage and Ward’s SAHN clustering methods are slow and not good methods
to use as starting solutions. This is consistent with the report that the SAHN
methods has a time complexity of O(n2log(n)) (Everitt et al., 2011). The two
graph-based methods: (graph based RNG and graph based GG) are also too time
consuming.
When used in conjunction with the stepwise function, some of the partitioning
methods also do not fare well. This is because the number of generated starting
solutions provides the input for the number of times the method is repeated, ρ. The
number of repetitions is therefore ρ = n/p, where p is the number of clusters, n
the number of points. Han and Kamber (2006) reported the time complexity for
the k–means and h–means methods as O(npt) per repetition, where t is the number
of iterations in a repetition. When used in conjunction with the stepwise function,
the CPU time then becomes O(n2t). Since the k–means only allows one move per
iteration, the value of t is much larger than it would be for the h–means method.
The CLUSTER PAM method took much longer than any of the other partitioning
methods to converge for all starting solutions. The time complexity for this method
is given by Han and Kamber (2006) as O(p(n−p)2)t. It is therefore interesting that
the PAM method took longer on average than the j–means method.
4.3.2.8 Methods to prevent the number of clusters from declining
The two methods to prevent empty clusters from forming discussed in Section 2.2.8
were tested:
1. The restriction on the minimum number of points assigned to a cluster caused
overlapping or unequal sized clusters.
2. Creating new clusters using the FDR (furthest distance rule) gave better re-
sults. It was a very handy method to create good solutions from bad starting
solutions, where two or more clusters are too close together, for example when
using the stepwise function to generate starting solutions. Another advantage
is that other methods that produce less clusters than the specified number,
like the graph–based or nearest neighbour methods, can be used as starting
solutions. This is because the FDR will create extra clusters to ensure the
solution has the correct number of clusters. All the results given in this thesis
used the FDR when new clusters had to be added in the partitioning methods.
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Figure 4.15: An illustration of the k–means partitioning method using DataS3.
Figure 4.16: An illustration of the h–means partitioning method using DataS3.
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Figure 4.17: An illustration of the j–means partitioning method using DataS3.
Figure 4.18: An illustration of the PAM (h–medoid) partitioning method using
DataS3.
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Figure 4.19: An illustration of the k–median partitioning method using DataS3.
Figure 4.20: An illustration of the h–median partitioning method using DataS3.
147
4.3 Discussion
4.3.2.9 The CLUSTER partitioning method
From the results, it is clear that using the central point as a starting solution does not
give as good results as other starting solutions found by using the stepwise function,
although the h–median method for DataS1 returned the same best answer as the
stepwise function. The CLUSTER partitioning methods are illustrated in Figures
4.22 to 4.27. The CPU times for the different CLUSTER partitioning methods are
given in Appendix A for DataS1 - DataS3. Figure 4.28 also illustrates the interesting
pie-chart division typically created by the PAM method.
The results of using CLUSTER partitioning methods with the other methods as
starting solutions are shown in Tables A.1 – A.39. Here it can be seen that the
results are very similar and sometimes better than the starting solutions, because
the CLUSTER variants have been programmed to return the starting solution if it
could not better it’s SSR value. This is also the reason why the CLUSTER variants
was able to return the best SSR solution found by the stepwise h–median method
in DataS2 and DataS3 (Tables A.13 and A.25).
The CLUSTER variants also did not outperform their partitioning counterparts. As
expected, the computation time of these methods are also longer than the counter-
parts, because the methods consist of more cycles.
Figure 4.21: An illustration of the best h–median starting solution using DataS3.
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Figure 4.22: An illustration of the CLUSTER k–means partitioning method using
DataS3.
Figure 4.23: An illustration of the CLUSTER h–means partitioning method using
DataS3.
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Figure 4.24: An illustration of the CLUSTER j–means partitioning method using
DataS3.
Figure 4.25: An illustration of the CLUSTER PAM partitioning method using
DataS3.
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Figure 4.26: An illustration of the CLUSTER k–median partitioning method using
DataS3.
Figure 4.27: An illustration of the CLUSTER h–median partitioning method using
DataS3.
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Figure 4.28: A zoomed in view of the solution created by the CLUSTER PAM
method using DataS3.
Figure 4.29: An illustration of the AS 136 algorithm using DataS3.
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4.3.2.10 Algorithm AS 136 method
The AS 136 algorithm was described by Hartigan and Wong (1979) and has not
received a lot of attention in recent years. The results of the AS 136 algorithm
are illustrated in Figure 4.29. From the figure it is clear that the AS 136 like the
h–means and h–median methods create well balanced clusters.
The CPU time and results of the AS 136 algorithm are given in Appendix A, Tables
A.1 – A.39. In general the method’s SSR, ADM and AWCD values outperforms
Ward’s method but are worse than the stepwise h–means and h–median methods.
Even when using the AS 136 as starting solution for the h–median, the method could
unfortunately not better the stepwise h–median.
The method showed potential to produce good results and the starting solutions were
used as input with partitioning methods. Because these solutions were promising,
it was decided to again use these solutions as starting solutions for the partition-
ing methods a second time. The results can be seen in Tables A.1 - A.36 under
the AS 136 partitioning methods and AS 136 CLUSTER partitioning methods sec-
tions. Unfortunately, these solutions did not outperform the h–means and h–median
methods.
Like the other partitioning methods, the method needs a starting solution to generate
good solutions and the stepwise function was used to generate starting solutions. The
increase in CPU times between the datasets are not as big as the h–median, showing
that the method can be used for big datasets. The method has a CPU time of under
15 minutes for the USA13579 instance when combined with the stepwise function
to generate starting solutions.
4.3.3 Graph–based clustering
Despite introducing a distance cut-off in Eq. (2.12) and Eq. (2.13), it was not
possible to create a RNG graph–based solution within a reasonable amount of time
for the DataS3. For DataS1 for example, the MST and GG graph–based methods
took 3 and 15 seconds respectively, but because of the significant amount of edges
included, it took over 2 hours and 46 minutes to generate a solution for the RNG
graph–based method.
Upon further investigation it was determined that for DataS3, the Gabriel graph
contained 34 480 edges and most of the CPU time was spent calculating the edges
to include. The RNG graph on the other hand included 29 487 424 edges. When
using a complete graph, calculation of the edges to eliminate in the RNG took a
couple of seconds, but the program slowed down significantly when determining
which points should be assigned to which clusters.
The results for the graph–based methods on DataS1 and DataS2, given in Tables
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A.1 - A.36 are quite similar for all three methods. The results also did not fare
well when compared to other clustering methods as can be seen in Figures 4.1 - 4.6.
Because of this, getting results for the RNG graph–based method for DataS3 were
not pursued any further.
The results of the MST and GG graph-based methods for the DataS3 are illustrated
in Figures 4.30 and 4.31. Figure 4.32 illustrates the results of the RNG graph-based
method for DataS1. From these figures it can be seen that the methods tend to
create one mega cluster and groups of smaller outlier clusters, very similar to the
single linkage method illustrated in Figure 4.7. The difference is that the outlying
clusters are allocated at different locations. For the MST the clusters are bigger and
overlap the mega cluster.
Figure 4.30: An illustration of the MST graph-based method using DataS3.
4.3.4 Nearest neighbour clustering
Section 4.1.3.4 describes how the nearest neighbour methods can be adapted to
ensure the correct number of clusters are created.
4.3.4.1 The k–near neighbours method
Figure 4.33 illustrates the results of the adapted k-near neighbours method. Like
the graph–based methods, this method also creates one mega cluster with the other
points in small pockets of clusters, but interestingly enough, these small clusters are
not all outliers on the outside of the mega cluster. A couple of the small clusters are
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embedded in the mega cluster. Because of the difference in size, the small clusters
are difficult to see, for example the light blue circle cluster at the top of the map.
Figure 4.31: An illustration of the GG graph-based method using DataS3.
Figure 4.32: An illustration of the RNG graph-based method using DataS1.
The CPU time of the k-near neighbours method is quite fast and completed within
1 second for DataS1. The method however, does not have a tendency to create well
spaced, equal-sized clusters and it is therefore not recommended for the LRP.
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Figure 4.33: An illustration of the k-near neighbours clustering method using
DataS3.
4.3.4.2 The MNV nearest neighbour method
As explained in Section 4.1.3.4, the MNV nearest neighbour method becomes quite
complex when the algorithm is adapted to find exactly p clusters with an exponential
time complexity. The results of the MNV nearest neighbour method are known to
be the same as the graph-based RNG. The method was therefore not tested further
in this thesis.
A word of caution regarding real case study data is needed here. It is easy to
overlook the accurateness of geocoding points. This is especially the case in big
datasets, where geocoding tools are used to locate the coordinates. Multiple points
can sometimes be located at exactly the same coordinates. For example, when
two points are located in the same shopping mall. Furthermore, if the address
information is incomplete, the coordinates could be based on the coordinates of a
suburb or if the street number is unknown, multiple addresses on the same street
will all be allocated to a central point in the street.
The effect of this type of duplication on the calculation of the nearest neighbours,
is that these points allocate each other as their RNN. In clustering methods using a
certain number of nearest neighbours, these duplicates can create mini-clusters with
all duplicates clustered together as one single point and distort the actual picture.
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On one hand this can be argued as correct when one wants to create capacitated
clusters, it makes perfect sense to cluster all points with the same geocodes to the
same cluster. The creation of capacitated clusters is discussed further in Sections
5.2.3 – 5.2.4. On the other hand, it does not create visually attractive clusters†.
This is especially the truth if the clustering method is dependent on distance and is
not capacity constrained.
Two approaches are suggested to overcome this problem:
1. In the case of uncapacitated clustering, ignore any duplicate points when de-
termining the nearest neighbours and allocate all these points to the same
cluster
2. In the case of capacitated clustering, aggregate the points ensuring that the
total demand per aggregated group stay below the capacity constraint. These
aggregated customers can then be treated as single customer points.
4.3.5 Density–based clustering
Two density–based methods were tested, the results are as follows:
4.3.5.1 The kth nearest neighbour clustering method
The results of the kth nearest neighbour density-based method for DataS3 is il-
lustrated in Figure 4.34. This figure clearly shows that the method returns worse
results than the single linkage method. All the clusters except for the one mega
cluster, contain only one or two points per cluster. The results for the five measures
are given in Appendix A and in Figures 4.1 - 4.6 under the density-based heading.
These results also show that the kth nearest neighbour density-based method re-
turned worse results for the SSR, ADM and AWCD values than the single linkage.
The method is therefore not recommended for the LRP.
4.3.5.2 Hybrid clustering density–based method
The results of the different hybrid clustering density variations for DataS3 can be
seen in Table A.40 in Appendix A. Both the results of the aggregation phase and
the end results of the three variations are given. The first phase created c = 70 ag-
gregated clusters. The second phase used the three variants of the hybrid clustering
described in Section 4.1.3.5 to create ten clusters as usual.
From the results it is clear that variant 2, using the means of all points as the cluster
centres, gave the worst solutions. No conclusive results could be made regarding
variant 1 compared to variant 3, but using the CLUSTER h–median method to
†See Section 2 for a discussion on visually attractive clusters.
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Figure 4.34: An illustration of the density-based kth nearest neighbour clustering
method using DataS3.
create aggregated clusters returned the best SSR values in both cases. This is
particularly interesting because of the bad SSR values it created in phase 1. The
results do not compare well to the other clustering methods.
The CPU times came from the aggregation of the solution (phase 1), the second
phase took less than a second in all variants. For this reason only the CPU times of
the aggregation phase were significant enough to report.
The solutions for variants 1 and 3 using CLUSTER h–median to aggregate are
illustrated in Figures 4.35 and 4.36 respectively. In these figures it can be seen that
clusters can merge even if they are not adjacent clusters with other cluster points
between them. This is similar to the effect caused by SAHN methods when ignoring
capacitated clusters during merging, discussed in Section 5.2.4.
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Figure 4.35: An illustration of the CLUSTER h–median density-based variant 1
method using DataS3.
Figure 4.36: An illustration of the CLUSTER h–median density-based variant 3
method using DataS3.
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4.3.6 Hybrid clustering methods
The hybrid clustering methods aggregate points into small clusters, which are then
treated as single customer points and clustered further using the same or another
method. These methods were suggested as a technique to cluster big datasets more
easily. The methodology for the hybrid clustering methods were described in Section
4.1.3.6 and the results of these methods are discussed next.
4.3.6.1 Hybrid SAHN - SAHN clustering method
Both the single linkage and complete linkage were used to aggregate the points in
the first phase before using Ward’s method. Figure 4.37 display the result of the SSR
measure for both the single linkage and complete linkage, using different number of
clusters in phase 1. From the figure it is clear that the single linkage method has a
bigger influence on the outcome and should not be used to aggregate to less than
2 000 clusters. Using the complete linkage method this impact was smaller. Both
methods returned results between 46 000 and 49 000 from 2 000 aggregated clusters
upward. The SSR results of the aggregated methods are both volatile and cannot
be predetermined.
Figure 4.37: The SSR values for the hybrid single and complete linkage - Ward’s
method.
When comparing the SSR results with 3 000 and 4 000 aggregated clusters, illus-
trated in Figures 4.37 and 4.38, it is not possible to predict the peak in the SSR
results at 3 600 aggregated clusters in Figure 4.37. It is therefore recommended to
try different numbers of aggregated clusters in phase one before deciding on a final
number of clusters to use.
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Figure 4.38: The SSR values for the hybrid single and complete linkage - Ward’s
method with 3 000 – 4 000 aggregated clusters.
The CPU times of the SAHN methods are not very high, making this a viable
possibility. The CPU times of the two methods are illustrated in Figure 4.39. The
times grow gradually between 39 and 54 seconds. This is similar to the 49 seconds
it took to cluster the whole dataset using Ward’s method.
Figure 4.39: The CPU times for the hybrid single and complete linkage - Ward’s
method.
From Figure 4.38 it is seen that the best solution found was a SSR value of 46 625.44
for 3 400 aggregated clusters when using the complete linkage. This value was found
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in less than a minute and is better than the current SSR value of 47 485.90, found
by only using Ward’s method as discussed in Section 4.3.1.7.
Although it is possible to get good SSR results from the hybrid Ward’s method,
it is also clear that the results are volatile and finding a good solution cannot be
guaranteed.
4.3.6.2 Hybrid SAHN - partitioning methods clustering
The SSR values of the partitioning methods used with the single linkage to aggregate
are illustrated in Figure 4.40 and for complete linkage in Figure 4.41. In these figures
some results for the PAM, j–means and k–means partitioning methods were left out
for the bigger number of aggregated clusters. This is because the methods took too
long.
It is also clear in the figures that the PAM method did not return good SSR results
compared to the other partitioning methods. The Ward, j–means and k–median
methods were also consistently outperformed in both figures by the k–means, h–
means and h–median methods. The latter three methods also showed much less
volatility and therefore more stable SSR results. The single linkage methods did
Figure 4.40: The SSR values for the hybrid single linkage - partitioning methods.
not perform well where the number of aggregated clusters were low, resulting in this
method doing most of the clustering. The volatility of the SSR results were also less
when using the complete linkage method to aggregate rather than the single linkage
method. The detailed results of all the measures for 500 - 7 500 aggregated clusters
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are given in Tables A.42 - A.44 for the single linkage method and Tables A.45 - A.47
for the complete linkage method.
Figure 4.41: The SSR values for the hybrid complete linkage - partitioning methods.
Figure 4.42: The SSR values for the best SAHN - partitioning methods with 2 500
– 7 500 aggregated clusters.
Figure 4.42 illustrates the best found SSR results for the hybrid k–means, h–means
and h–median methods from 2 500 aggregated clusters upwards using both single
and complete linkage to aggregate. The best found SSR value of 44 950.19 found
by the h–median method in Section 4.3.2.6 is also shown. For 6 500 aggregated
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clusters, both the single and complete linkage methods with h–median were able to
better this value with 44 945.96 and 44 948.28 respectively.
It can also be seen in Figure 4.42, that the hybrid h–means and k–means methods
for both SAHN aggregation methods return the same results in most cases. This
is particularly interesting because the CPU times differ significantly. A similar ob-
servation was found when comparing the h–means and k–means methods in Section
4.3.2.2. The CPU times of all the various hybrid SAHN - partitioning methods are
illustrated in Figure 4.43.
When looking at Figure 4.43, one can also see that the CPU times of the particular
partitioning methods were the same for both single and complete linkage aggrega-
tion. This is because both the single and complete linkage methods have polynomial
time complexity and very similar CPU times.
Once the aggregated number of clusters has been reached the partitioning method
took similar times to complete for the different starting solutions. The time com-
plexity of the partitioning method does therefore not seem to be dependant on the
starting solution and converges in relatively the same amount of time.
Figure 4.43: The CPU times of the hybrid SAHN - partitioning methods.
In the figure it is also clear that the PAM, j–means and k–means methods are not
scalable to large datasets. These methods were excluded in Figure 4.44 to put
focus on the quickest methods. The h–median method showed the most growth
in CPU time as the aggregated number of clusters becomes more. Ward’s method
on the other hand has a stable CPU time with only a small amount of growth
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Figure 4.44: The CPU times of the hybrid SAHN - partitioning methods with best
SSR values.
compared to the other methods. The k–median method is the only method that
does not follow a conventional polynomial time regression line. It could be that this
method is influenced more by the quality of the starting solutions than the other
methods, making the CPU time more volatile. The method that returned the best
SSR value of 44 945.96 is the hybrid single linkage h–median method using 6 500
aggregated clusters. This solution is illustrated in Figure 4.45. The method created
well balance clusters that all seem to be of the same size. There are, however,
a couple of borderline customers that could be assigned to the same cluster. See
the blue triangle and brown circle clusters at the middle bottom of the figure, for
example.
However, when comparing the single linkage h–median and complete linkage h–
median methods in Figure 4.42, it is clear that the complete linkage h–median
method returned better SSR results on average. It is therefore recommended to
rather use the complete linkage h–median method where the number of aggregated
clusters to use are unknown.
In an effort to better the results of this method even further and to see whether
the volatility of the SSR results can be lessened, the results were used as starting
solutions for the h–median. The results were between 44 953 and 45 140. Although
the results fluctuated less, they were still volatile. When using Ward’s method
as the second method, it had more volatility than the other partitioning methods.
Individual SSR values were better for some cases, but this technique was not able
to beat the current best SSR result.
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Figure 4.45: The hybrid single linkage - h-median method with 6 500 aggregated
clusters.
Figure 4.46: The SSR values for the aggregated stepwise- and hybrid SAHN - h–
median methods.
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4.3.6.2.1 Aggregated stepwise partitioning methods
Another variant of the hybrid SAHN-partitioning method was also tested. Here, in-
stead of aggregating the data, the stepwise function was used to generate aggregated
starting solutions. Only the h–median method was tested, because it is clear that
this method returns the best SSR results and the goal is to lessen the CPU time
needed to generate good starting solutions.
The results can be seen in Figure 4.46. In this figure, the SSR results of the single
linkage h–median and complete linkage h–median were compared with the aggre-
gated stepwise functions. Although the results were not able to better the best
found SSR value, it was remarkably less volatile than the other hybrid methods. All
SSR values were between 44 950 and 44 953 for all numbers of aggregated clusters,
the only exception being the complete linkage with 500 clusters. The results were
within 0.015% of the best found SSR value of the stepwise h–median, illustrated in
Figure 4.45.
The CPU times of the aggregated stepwise h–median methods are shown in Figure
4.44. The CPU times correlate with the h–median methods, with additional fixed
CPU time to create the aggregated stepwise clusters. For the complete linkage,
the CPU times for the aggregated step was just below 2 minutes and for the single
linkage, just below 1 minute. The CPU times of the best found SSR values for the
single linkage h–median and complete linkage h–median were 10 minutes 19 seconds
and 10 minutes 17 seconds respectively. This resulted in a time saving of 22.63%
compared to the stepwise h–median method.
4.3.6.3 Hybrid partitioning clustering methods
A third hybrid method is tested using partitioning methods in both the first and
second phases. Similar to the hybrid clustering density-based method, a predefined
value of c clusters were created in the first phase. The value of c was calculated
using Eq. (2.20). This solution is then clustered further using another partitioning
clustering method in phase two. Variations of this hybrid method were tested using
the partitioning methods with stepwise function as well as the CLUSTER variants
of the partitioning methods, described before.
The results of the hybrid methods for the DataS3 can be seen in Tables A.49 - A.51,
for c = 70. The best SSR and AWCD values were found using the h–means method
in phase one, followed by the h–median method in phase two. This is interesting
because these methods did not return the best SSR results in phase one.
The overall CPU times were at best 2 minutes, 20 seconds when using the k–median
in the aggregation phase of the hybrid and at worst over 14 hours when using the
CLUSTER k–means method. The best SSR value was 45 971.56 and did not compare
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well against the overall best SSR value of 44 945.96, with a time of 3 minutes, 59
seconds. Even the partitioning hybrid methods that used the h–median method
were not as effective as other types of hybrid methods that used the h–median
method. The h–means h–median solution that resulted in the best SSR value for
the partitioning hybrid methods, can be seen in Figure 4.47.
The partitioning hybrid methods were also tested for other c values, with c = 1000
and c = 2500. It became clear that the partitioning methods battled to create solu-
tions for too many cluster centres. The CLUSTER partitioning methods especially,
spent large amounts of time calculating cluster centres close to each other. The step-
wise partitioning methods had problems converging on its own. Clusters can easily
have no customers assigned to them, because the centres of the different clusters are
so close to each other. This caused more time being spent on finding new depots
using the FDR rather than completing the iterations.
It became clear that partitioning methods function better when the solution only
needs to be divided into a small number of clusters compared to the number of
customers. This defeats the purpose of using aggregation and it is therefore con-
cluded that partitioning methods function better when not used in the first phase
of a hybrid method.
Figure 4.47: The hybrid partitioning method with 70 clusters created with the h–
means method in phase one followed by the h–median method.
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4.4 Conclusions
With the exception of Ward’s method, the SAHN clustering methods did not return
results as well as some of the iterative partitioning methods. When using the Lance-
Williams parameters together with a distance matrix, all but the centroid method
could be solved within polynomial time complexity.
The iterative partitioning methods were tested with a stepwise function to generate
starting solutions. Of these methods, the h–median method returned the best SSR
values and the j–means and PAM methods returned the worst. The h–means and
k–means methods returned good results very similar to each other, but the time
complexity of the k–means method makes it ineffective for big datasets.
The h–median method also proved to be less sensitive to starting solutions than the
other partitioning methods. Unfortunately, the stepwise method is not an effective
method to use in combination with the h–median for bigger datasets because the
time complexity grows more than for other methods. Other methods can also be
used as starting solutions for the partitioning method, but the stepwise function
returned the best SSR results.
The CLUSTER partitioning methods were coded so that they can be given a starting
solution or can generate their own starting solutions. The CLUSTER methods were
coded to return the starting solution in the cases where it could better the SSR
value of the given starting solution. The CLUSTER h–median method did not find
results as good as the stepwise h–median. It only returned good starting solutions
without being able to better it. A final partitioning method variant called the AS
136 method was also tested, and even though the SSR results were good compared
to other methods, it was not as good as the h–median method either.
The graph–based, nearest neighbour and density–based methods did not perform
well compared to the SAHN and iterative partitioning methods. In the hybrid
methods, the latter two types were combined. The best SSR results were achieved
using the hybrid single linkage – h–median method with 6 500 aggregated clusters,
but this method is volatile and the number of clusters to use in the aggregated step
is unknown beforehand. The complete linkage h–median method returned better
SSR results on average and is therefore recommended whenever a hybrid SAHN -
partitioning method is to be used.
The aggregated stepwise h–median method clusters the points before it is used in
the stepwise function to generate starting solutions. This method provided a way
to generate less starting solutions but still found SSR results within 0.015% of the
best-known value. This clustering method is therefore recommended as the best
method to use when solving the four variants of the LRP.
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Cluster-based approaches to
solve variants of the CLRP
In this chapter, cluster-based methods are proposed to solve four variants of the
CLRP:
• the Hamiltonian p–median problem (HpMP);
• the planar CLRP (plCLRP);
• the concentrator discrete CLRP (cdCLRP); and
• the standard discrete CLRP (sdCLRP).
For the HpMP, a new problem formulation is introduced and a modified Christofides
algorithm (MCA) is proposed to create Hamiltonian cycles. A problem definition for
the planar multi-depot single-source LRP with depot capacity constraints could not
be found in the literature. The problem is introduced as the plCLRP and a problem
formulation is proposed. The two-phased PROBUC method is also proposed. This
is a regret order-based method that can be used to create capacitated clusters.
Together with the MCA it can be used to solve the plCLRP.
New cluster-based approaches using Hamiltonian cycles are also proposed to solve
the cdCLRP and sdCLRP. Both approaches decompose the problem into location
and routing phases. In the cdCLRP, the solution approach makes use of lollipop
routes to calculate approximate distribution costs. These are used to calculate the
depot locations and determine if more depots are needed. Standard homogeneous
depot costs and supply capacities are assumed, because of the large number of
depots in the problem. In the case of the sdCLRP, the depot costs and supply
capacities may vary per depot. An alternative cluster-based approach is proposed
170
5.1 Solving the HpMP
that starts with the routing phase. Once routes have been created, the method uses
a pertubation based heuristic to select depots in the location phase.
5.1 Solving the HpMP
In the HpMP, customers are clustered into p mutually exclusive clusters. Each group
of customers is then structured into a Hamiltonian cycle with the goal to minimise
the distribution costs. The problem was described in Section 3.3.1. A new problem
formulation for the HpMP is now introduced. Afterwards, a new cluster-based
solution approach is suggested.
5.1.1 Proposed new problem formulation
In the problem formulation for the HpMP, proposed by Glaab and Pott (2000), the
subtour number constraints (SNC) count the number of direct cuts in the graph
representing the problem. This can be seen in Eq. (3.71). The calculation of all
cuts in a HpMP graph can, however, be quite tedious. In order to simplify the SNC
we propose replacing this with an adapted variation of the subtour constraint from
the VRP formulation.
The proposed problem formulation is as follows:
Minimise
∑
k∈K
∑
i∈V
∑
j∈V
cijxijk (5.1)
subject to
∑
k∈K
∑
j∈V
xijk = 1 ∀ i ∈ V, (5.2)
∑
k∈K
∑
i∈V
xijk = 1 ∀ j ∈ V, (5.3)
∑
i∈V
xijk −
∑
l∈V
xjlk = 0 ∀ j ∈ V , ∀ k ∈ K, (5.4)
∑
k∈K
∑
i∈V
∑
j∈V
xijk ≤ n , (5.5)
∑
i∈V
∑
j∈V
xijk ≥ 3 ∀ k ∈ K, (5.6)
xiik = 0 ∀ i ∈ V , ∀ k ∈ K, (5.7)
xijk ∈ {0, 1} ∀ i ∈ V , ∀ j ∈ V , ∀ k ∈ K, (5.8)
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where cij is the distribution cost associated with travelling from customer i to j and
the number of cycles is |K| = p.
Constraints (5.2) and (5.3) ensure that each node has only one arc leaving and
one arc entering the node respectively. Constraints (5.4) ensure that each node
is assigned to one and only one cycle and that the same number of incoming and
exiting edges exist per customer point. Constraints (5.5) limit the total number of
edges to ensure cycles are created.
The SNC in Eq. (3.71) is replaced with Eq. (5.5). This is based on the SNC in the
problem formulation of the VRP, Eq. (3.52). Here the number of edges per route
is restricted to |S| − 1. When the depot is included in this constraint set, a cycle
with exactly |S| edges is required to avoid subtours. The same can be said of any
cycle in the HpMP consisting of |S| points. No depots need to be identified and all
customer points in a cycle are considered the same. Because the cycles are mutually
exclusive, the total number of edges in all the cycles of the HpMP should add up to
the total number of customer points, n.
As suggested by Gollowitzer et al. (2014), a constraint set is introduced to prevent
cycles with only one or two customer points in Eq. (5.6). An extra constraint set is
also added to prevent single customer point cycles from forming in Eq. (5.7). These
two constraint sets can also be used to prevent less than p cycles from forming when
used in conjunction with Eq. (5.5). This eliminates the possibility of subtours.
Together with Eq. (5.4), these constraints ensure that exactly p cycles will exist,
because each customer point must have both an entering and leaving arc. If p
Hamiltonian cycles are constructed, these constraints will automatically be satisfied,
because |K| = p. Finally, Eq. (5.8) restricts the decision variables to binary values.
5.1.2 A new cluster-based method to solve the HpMP
The proposed cluster-based method to solve the HpMP is illustrated in Figure 5.1.
The solution approach can be divided into two phases, similar to the approach given
by Branco and Coelho (1990) described in Section 3.3.2. The two phases are the
clustering and routing phase.
In the clustering phase, any of the clustering methods investigated in Chapter 4
can be used to create route clusters. Here the method ensures that the number
of cycles are exactly |K| = p. The clustering phase also checks that every cycle
contains at least three customers to satisfy Eq. (5.6). If this is not the case, the
two customers closest to this cluster are re-assigned to the cluster to ensure the
minimum requirement is met. An exception is made in cases where the re-assignment
of these customers will cause another cluster to also become too small. In this case,
only customers from clusters with more than three points are considered for re-
assignment.
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Figure 5.1: The proposed cluster-based method to solve the HpMP.
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In the routing phase, Hamiltonian cycles are constructed from the route clusters,
using the modified Christofides algorithm (MCA). The routing phase is used to
satisfy Eq. (5.4) and Eq. (5.5). The MCA is now described in more detail.
5.1.2.1 Proposed method to create Hamiltonian cycles in the routing
phase - the modified Christofides algorithm (MCA)
The MCA consist of three possibilities to construct a cycle from a route cluster in the
routing phase of the cluster-based HpMP method. The three possibilities depend
on the number of customers in the route cluster:
1. Where the number of customers in the cluster is below a predetermined thresh-
old value, η, the branch–and–bound search method is used to find the short-
est Hamiltonian cycles. The method uses an enumerated search to find the
shortest cycle within a cluster, while eliminating the branch of a partially con-
structed cycle as soon as it becomes clear that it cannot produce a shorter
cycle than the current best. This method is explained in Section 3.1.2.1. Here
the Christofides algorithm (Papadimitriou and Steiglitz, 1998, p 416–418) as
described on page 70, can be used to determine an upper bound and the initial
best solution.
To construct a cycle the method incrementally adds one customer at a time
from the specified route cluster. This create a partially constructed cycle.
The remaining group of customer points and the two endpoints of the partially
constructed cycle is referred to as the remaining subset. Every time a customer
is added, the method calculates a lower bound for the remaining subset. The
lower bound refers to the shortest distance of any route that could possibly
come from the remaining subset. This lower bound is added to the distance of
the already partially constructed cycle and is used to determine if this partial
cycle could better the current best cycle. If the branch is not worth pursuing,
the method removes the last added customer and add the next one to the
partial cycle. The method continues in this way until all combinations of
customers in a cycle have been tested or eliminated using the lower bound.
Two lower bound calculations were tested. In the first, the MST for the re-
maining subset is calculated to find the shortest possible route that could result
from this subset. In the second lower bound calculation, the shortest edge for
every point in the remaining subset to another point also in the subset, is
identified. The distance of these edges are added together. Unlike the first,
it is therefore possible in the second approach to create a disconnected graph
from the remaining subset that will not result in a connected route and where
Eq. (5.4) is not satisfied. Although the first approach therefore gives a tighter
lower bound, the calculation time was longer in the numerical tests than the
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time to enumerate all possible cycles that can result from this branch. It was
therefore decided to use the second method to calculate lower bounds.
The value of η will obviously differ per dataset and programming environment.
It will also differ depending on what is seen as an acceptable CPU time by
the user. Barreto et al. (2007), for example, suggest solving a maximum of 40
customers exactly. In the tests conducted in this study a value of η = 20 was
used.
2. In the case of more than η customers in a given route cycle, the Christofides
algorithm is used to construct the route. In order to improve the solution,
two different local searches are introduced. We refer to this as the enumerated
Christofides algorithm. The first improvement is to construct all the different
possible Eulerian walks from the eligible edges in the graph G, instead of only
one Eulerian walk as described in step 3e on page 70. The different constructed
Eulerian walks all start with the same starting point to prevent testing the
same solution from different starting points. This enumeration gives various
TSP answers and the shortest Hamiltonian cycle is picked.
The best solution is subjected to a second local search. It uses the same
methodology as the branch–and–bound, but only a subset of the edges are
used. The subset is similar to the neighbourhood of the Granular Tabu search
method described by Toth and Vigo (2003) on page 74. It includes all edges
from the MST (minimum spanning tree), as well as the edges in the best
solution. A threshold length is calculated, see Eq. (3.55), and all edges shorter
than this threshold length are also included. Finally, we also add the edges of
each customer’s closest three neighbours, should the neighbours be in the same
route cluster. To ensure the method stays within a time limit, the number of
tested complete routes are limited.
3. When the number of customers in a cluster becomes more than a predeter-
mined number, ρ with ρ > η, the time to solve the Hamiltonian cycles using the
enumerated Christofides algorithm with local search becomes unacceptable. In
these cases the normal Christofides algorithm is used and only one Eulerian
walk is constructed. We adapt the method by also testing the TSP route
created when the walk is followed backwards in Step 3e of the Christofides
algorithm on page 72. The second local search is also excluded because the
construction of the neighbourhood becomes too time consuming. In this thesis
a value of ρ = 40 was used.
5.1.3 Methodology and data preparation
The cluster-based HpMP method was tested the using various clustering methods
investigated in Chapter 4, to determine which methods provide better routing cost
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solutions. Since there are no capacity constraints, the clustering methods can be
used as-is. The only adaption is that the method checks afterwards if all clusters
have at least three customers per cycle.
Three different instances were tested. These are as follows:
5.1.3.1 DataS1
In order to compare the routing costs of the different clustering methods and to
determine which measure could be used to indicate the lowest routing costs, DataS1
were clustered into 50 clusters. The different clustering methods from Chapter 4
were tested. The number of clusters were set to 50 to test the HpMP as part of a
typical CLRP scenario with an estimated average of 5 routes per depot when using
10 depots.
Hybrid methods were excluded because the number of customers per route are nor-
mally quite small and do not justify the use of hybrid methods. The MCA discussed
above was used to create the Hamiltonian cycles and to calculate the routing costs
per clustering method.
5.1.3.2 Small instances
Three of the TSPLIB instances, listed by Reinelt (2015) and tested by Gollowitzer
et al. (2014), were tested here. These are the dantzig42, gr96 and u159 instances.
For every instance, two p values were used, as given by Gollowitzer et al. (2014).
The calculation of the distances differ per instance and can be described as follows:
• dantzig42 – a distance matrix is given;
• gr96 – geo-coordinates are given, straight-line distances are calculated using
the haversine formula (see below); and
• u159 – node coordinates are given, straight-line Euclidean distances are calcu-
lated using Eq. (2.32).
For the second instance, the distances are calculated in kilometres using the haver-
sine formula. This formula is considered the most acceptable to calculate distances
between longitude and latitude points and was recommended by Veness (2015). The
author suggests using the spherical law of cosines simplification for the calculations,
because it would only differ slightly in results where float variables with 15 signif-
icant figures of precision are used. Veness (2015) also provides a comprehensive
explanation of the various distance calculation formulas.
The haversine formula with the spherical law of cosines simplification is given as
follows (Veness, 2015):
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d(xi, xj) = arccos
(
sinϕi. sinϕj + cosϕi. cosϕj . cos ∆λ
)×R, (5.9)
where R is the earth’s mean radius 6 371 km∗, (ϕi;λi) are respectively the radian
latitude and longitude of point i and ∆λ = λj − λi.
If the coordinates are given in decimal degrees, as is the case in instance gr96, the
coordinates are converted to radians using the following calculation (Veness, 2015):
ϕi = x̂i × pi/180 and (5.10)
λi = ŷi × pi/180, (5.11)
where xi = (x̂i, ŷi), x̂i, ŷi are the latitude and longitude of point i in decimal degrees
and pi = 3.141592653589793.
5.1.3.3 Large TSPLIB instance
In order to test how well the solution approach works on big datasets, it was tested
on the USA13509 TSPLIB instance (Reinelt, 2015) with 13 509 customer points,
because there exists no big academic instances for the HpMP. Three instances,
USA13509a – USA13509c, were tested with 500, 1 000 and 1 500 cycles respec-
tively. Only the clustering methods that were quick enough and showed potential
in Chapter 4, were used.
5.1.4 Computational results
The results for DataS1 using the various clustering methods together with the clus-
tering measures from Chapter 4 are shown in Table 5.1. The route costs are the
objective function values given in Eq. (5.1), assuming that cij = d(xi, xj), the Eu-
clidean distance between points i and j. These are also illustrated in Figure 5.2. This
is followed by the results of the TSPLIB instances given by Gollowitzer et al. (2014)
in Table 5.2 and the results for the TSPLIB instances, USA13509a – USA13509c, in
Table 5.3. The minimum values in every column are shown in bold.
5.1.5 Discussion
In the results for DataS1 (Table 5.1 and Figure 5.2), there seems to be no correlation
between the routing costs and the five measures established in Chapter 4. The
Hamiltonian cycles were created using the proposed MCA method described above.
The total routing cost, as calculated in Eq. (5.1), consist of adding up the total
∗According to Veness (2015), different radii can be used for the earth’s radius, for example 6 378
km (equatorial) and 6 357 km (polar), but the most generally accepted value is the mean radius at
6 371 km.
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Figure 5.2: The routing costs for various clustering methods with 50 clusters using
DataS1.
distances of the edges in the cycles. The complete linkage, k–near and Ward’s
methods returned the best routing costs results.
Different clustering methods were also tested to create the number of clusters spec-
ified by Gollowitzer et al. (2014) in Table 5.2. Because the authors only listed the
LP (linear programming) percentage gap for the various HpMP models and not the
actual costs, it was not possible to compare the results.
From Table 5.2, it can be seen that the results vary and no clustering method
consistently resulted in the best routing costs. The k–near and Ward’s methods
were both able to return the best results in two of the six instances compared to
the other clustering methods. The methods also returned results relatively good
compared to the best found for the other four cases. The percentage gap for the
k–near method were at worst 12.40% and for Ward’s methods at worst 13.62%,
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respectively, from the best found solution.
The weighted average linkage and graph–based RNG resulted in the best routing
costs in one instance each, but their results did not compare well in the other test
cases. Although the k–means, h–means, k–median and h–median methods did not
result in the best routing costs, their percentage gap were also low, with 13.38% for
the k–means and h–means, and 16.77% for the k–median and h–median methods.
Methods: Routing SSR MSR PD ADM AWCD CPU times
costs (mm:ss)
Hierarchical methods:
Single linkage 9.12 7 462.70 105.92 34.89 3 697.10 5 003.94 00 : 02
Complete linkage 7.16 1 400.44 82.55 15.03 30.79 910.87 00 : 08
Average linkage 7.35 1 481.78 84.20 15.03 47.05 977.86 00 : 04
Weighted average linkage 9.73 5 377.50 118.18 31.14 1 099.77 3 637.01 00 : 03
Centroid linkage 7.35 1 481.78 84.20 15.03 47.05 977.86 00 : 05
Weighted centroid linkage 7.94 2 155.11 96.75 14.99 100.99 1 398.45 00 : 01
Ward’s method 7.21 1 214.89 71.44 15.03 19.63 810.29 00 : 10
Partitioning methods:
Stepwise k–means 7.41 1 283.54 71.49 17.51 22.93 848.96 00 : 16
Stepwise h–means 7.36 1 279.69 70.01 17.51 21.39 848.71 00 : 05
Stepwise j–means 8.13 1 560.18 76.03 17.86 30.13 1 034.16 00 : 16
Stepwise PAM 8.47 3 335.14 58.95 28.33 220.62 2 235.99 00 : 13
Stepwise k–median 8.02 1 484.54 72.34 20.16 28.91 988.54 00 : 05
Stepwise h–median 7.49 1 258.59 68.32 17.51 22.50 850.05 00 : 10
CLUSTER Partitioning methods:
CLUSTER k–means 9.30 1 987.23 113.27 15.03 79.96 1 315.49 06 : 08
CLUSTER h–means 9.12 1 832.45 114.20 15.03 65.68 1 207.05 01 : 22
CLUSTER j–means 10.53 7 793.01 129.68 32.66 4 089.39 5 231.90 01 : 11
CLUSTER PAM 8.09 3 052.63 58.12 27.69 180.53 2 056.65 05 : 36
CLUSTER k–median 10.44 4 779.00 128.98 26.61 1 540.12 3 270.06 02 : 04
CLUSTER h–median 9.71 1 887.52 119.52 17.86 66.38 1 253.93 01 : 26
AS 136 Partitioning method:
AS 136 7.87 1 371.72 73.30 17.51 25.83 910.12 00 : 09
Graph-based methods:
Graph–based MST 8.54 7 276.04 56.53 51.82 2 943.40 4 983.91 00 : 04
Graph–based RNG 8.49 4 341.91 102.91 24.78 675.28 2 842.08 08 : 34
Graph–based GG 7.32 2 939.80 66.31 20.16 279.02 1 959.79 00 : 04
Nearest neighbours methods:
k–near method 7.20 2 199.14 55.84 28.80 90.53 1 465.38 00 : 00
Density–based methods:
kth nearest method 11.00 7 921.71 141.63 33.43 4 067.73 5 293.93 00 : 03
Table 5.1: The routing costs for the HpMP and clustering measures when creating
50 clusters using DataS1.
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dantzig42 gr96 u159
Methods 3 clusters 10 clusters 5 clusters 20 clusters 5 clusters 30 clusters
Hierarchical methods:
Single linkage 1 071.00 1 651.00 63 518.50 75 924.45 50 713.70 63 439.77
Complete linkage 759.00 968.00 66 248.64 65 143.06 52 728.79 48 993.55
Average linkage 809.00 1 047.00 65 466.46 69 388.84 48 088.28 50 839.10
Weighted average linkage 834.00 1 424.00 64 371.53 89 397.34 47 283.18 82 860.06
Centroid linkage 809.00 1 047.00 65 466.46 69 388.84 48 088.28 50 839.10
Weighted centroid linkage 756.00 1 446.00 64 885.29 75 033.66 52 147.73 53 315.49
Ward’s method 785.00 901.00 64 199.14 58 070.25 49 877.34 46 309.25
Partitioning methods:
Stepwise k–means 839.00 844.00 67 523.41 62 810.43 48 948.40 48 191.79
Stepwise h–means 839.00 844.00 67 523.41 59 436.30 48 237.24 48 191.79
Stepwise j–means 872.00 911.00 70 701.55 64 045.28 52 277.53 48 720.64
Stepwise PAM 848.00 979.00 73 466.13 71 325.22 56 052.31 58 392.11
Stepwise k–median 795.00 849.00 70 559.56 60 841.97 51 144.96 48 682.81
Stepwise h–median 820.00 849.00 70 559.56 61 487.30 49 667.31 47 827.28
CLUSTER Partitioning methods:
CLUSTER k–means 840.00 1 125.00 65 018.33 75 117.47 48 237.24 62 402.71
CLUSTER h–means 840.00 1 011.00 65 798.91 68 772.95 48 990.09 57 836.51
CLUSTER j–means 833.00 1 054.00 64 147.73 68 879.23 57 024.92 73 362.77
CLUSTER PAM 848.00 903.00 64 214.85 67 957.60 58 854.73 62 551.89
CLUSTER k–median 779.00 1 125.00 66 855.21 67 258.17 54 972.83 76 609.51
CLUSTER h–median 795.00 1 034.00 71 179.69 71 240.21 49 667.31 61 487.16
AS 136 Partitioning method:
AS 136 770.00 932.00 68 156.15 108 763.97 47 835.91 75 427.47
Graph-based methods:
Graph–based MST 807.00 1 128.00 68 695.65 139 741.50 48 514.89 93 623.66
Graph–based RNG 894.00 1 179.00 60 428.45 75 857.85 49 917.41 55 668.22
Graph–based GG 816.00 943.00 65 199.19 75 413.33 51 271.68 62 991.31
Nearest neighbours methods:
k–near method 740.00 793.00 64 908.85 62 287.55 53 146.83 51 987.49
Density–based methods:
kth nearest method 1 103.00 1 864.00 64 071.47 125 048.69 53 774.51 93 905.94
Table 5.2: The routing cost for the HpMP using three TSPLIB instances given by
Gollowitzer et al. (2014).
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The CPU times for almost all the methods in Table 5.2, were less than one second and
therefore not listed. The exceptions were that the k–near and kth nearest methods
took 37 and 34 seconds respectively in all instances. The AS 136 method had volatile
CPU times with a maximum of 2 minutes 23 seconds for the u159 instance with 30
clusters, showing that the method do not always converge quickly.
The results for the USA13509a – USA13509c instances, given in Table 5.3, show
that the complete linkage and Ward’s method returned the best routing costs. The
results from Ward’s and the k–near methods were once again the methods with the
lowest percentage gap to the best found solutions with 0.3% and 4.4% respectively.
The results from the h–means and h–median were also good compared to other
results. These methods had a maximum percentage gap of 5% and 7% respectively.
Instances USA13509a USA13509b USA13509c
500 clusters 1 000 clusters 1 500 clusters
Cost CPU times Cost CPU times Cost CPU times
Single linkage 3 422.26 11 : 32 6 706.06 09 : 49 9 527.23 06 : 16
Complete linkage 2 409.24 02 : 51 2 423.16 03 : 11 2 712.97 03 : 27
Average linkage 2 434.86 02 : 49 2 620.05 03 : 16 3 555.15 03 : 30
Weighted average linkage 3 393.73 20 : 18 6 413.32 20 : 28 10 392.56 20 : 36
Weighted centroid linkage 2 552.05 02 : 42 3 506.20 03 : 07 5 951.03 03 : 26
Ward’s method 2 416.05 03 : 37 2 348.75 03 : 36 2 299.20 03 : 36
Stepwise h–means 2 492.28 11 : 28 2 457.60 07 : 34 2 414.08 04 : 57
Stepwise k–median 2 630.30 06 : 28 2 648.02 08 : 20 2 679.34 05 : 10
Stepwise h–median 2 518.60 09 : 12 2 512.94 07 : 06 2 439.12 05 : 24
AS 136 2 573.14 09 : 10 2 569.33 07 : 33 2 556.60 06 : 20
Graph based MST 6 067.50 19 : 28 12 517.85 18 : 53 18 020.10 18 : 42
k–near method 2 411.00 03 : 25 2 391.35 03 : 01 2 399.25 02 : 54
kth nearest method 4 904.63 10 : 44 11 188.69 10 : 18 17 306.89 08 : 50
Table 5.3: The results for the HpMP using the USA13509 TSPLIB instance.
5.1.6 Conclusions - HpMP
It is clear that the clustering methods used to find good distribution costs are not
necessarily the same as the clustering methods recommended for the location phase.
The clustering methods that resulted in the best routing costs were the Ward’s and
k–near methods. The complete linkage method sometimes found the best routing
costs within acceptable CPU times, but had varying results. Other methods that
can also be recommended to return good results with reasonable CPU times are the
h–means and h–median methods.
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5.2 Solving the plCLRP
A new problem called the planar (or continuous) CLRP (plCLRP) is now introduced.
Instead of opening p depots, as is the case in the plLRP, the objective function is
changed to a fixed charge problem, where the goal is to minimise the total costs in-
volved similar to the discrete CLRP. According to literature addressing the plLRP in
survey papers by Nagy and Salhi (2007) and Drexl and Schneider (2015), the capac-
itated and the fixed charge objective function variations have not been introduced in
literature before. Hence our new problem formulation is justified. A homogeneous
fixed charge depot opening cost and a depot fleet size are also introduced.
In this section, a new problem formulation for the plCLRP is introduced. This is the
first capacitated location–routing problem addressed without a predefined number
of depots. Methods that can be used in general to estimate an initial number of
depots/vehicles and create capacitated clusters are discussed. This is followed by a
description of a cluster-based method introduced specifically to solve the plCLRP.
This cluster-based method to solve the plCLRP makes use of the general methods
to estimate the number of depots/vehicles and to create capacitated clusters.
5.2.1 Proposed new problem formulation
Based on the problem formulations of the plLRP (Salhi and Nagy, 2009) and the
discrete CLRP (Prins et al., 2007), a new problem formulation for the plCLRP is now
introduced. Given a weighted directional graph G(V,A) with I the set of customers
and J the index set of the depots. Let cij represent the cost associated with travelling
from point i to point j. In the case where point j is a depot, the cost cij is equivalent
to the distance between the depot j and the customer i, d(Xj ,ai). Here ai = (a1i , a2i)
represents the coordinates of customer i with ai ∈ <2. The coordinates of depot j
are represented by the additional decision variables Xj = (X1j , X2j ) with Xj ∈ <2.
As in the other continuous distribution network problems discussed in Chapter 3,
the coordinates of the depots need to be determined in such a way that the total
route costs are minimised. The distances can be calculated using any formula given
in Section 2.8. In the case of Euclidean distances, Eq. (2.33) is used.
Let V = I ∪ J be the set containing all points. The vehicle and depot capacity
constraints are Q and W respectively, and each customer has a demand of wi. The
fixed depot opening cost is fj for depot j and the vehicle fixed cost is Fk for vehicle
k. In this case homogeneous costs are assumed and we refer to the depot opening
cost as f per depot and the vehicle fixed cost as F per vehicle.
Let K be the set of vehicles allowed to all depots, with |K| the maximum number
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of vehicles allowed. Only one route per vehicle is assumed. The chosen number of
vehicles can be less than |K| and is a function of the cost in the objective function.
In real-world case studies, it is common for depots to also be restricted to a fixed set
of vehicles, referred to as the fleet of the depot, Kj for depot j, (Fu and Ishkhanov,
2004). The total number of vehicles is therefore at most |K| =
m∑
j=1
|Kj | where
K = K1 ∪K2 ∪ . . .∪Km. We will refer to |Kj | as the maximum number of vehicles
per depot or fleet capacity and assume the same value applies for all depots.
The new problem formulation for the planar CLRP is proposed as follows:
Minimise
∑
i∈V
∑
j∈V
∑
k∈K
cijzijk +
∑
j∈J
fyj +
∑
j∈J
∑
i∈I
∑
k∈K
Fzijk (5.12)
subject to
∑
k∈K
∑
j∈V
zijk = 1 ∀ i ∈ I, (5.13)
∑
i∈I
∑
j∈V
wizijk ≤ Q ∀ k ∈ Kj , ∀ Kj ⊆ K, (5.14)
∑
j∈V
zijk −
∑
j∈V
zjik = 0 ∀ i ∈ V , ∀ k ∈ Kj , ∀ Kj ⊆ K, (5.15)
∑
i∈I
∑
j∈J
zijk ≤ 1 ∀ k ∈ Kj , ∀ Kj ⊆ K, (5.16)
∑
i∈S
∑
j∈S
zijk ≤ |S| − 1 ∀ S ⊆ I, |S| ≥ 2, ∀ k ∈ K, (5.17)
∑
i∈I
∑
k∈Kj
wizijk ≤Wyj ∀ j ∈ J, ∀ Kj ⊆ K, (5.18)
∑
i∈I
zijk ≤ yj ∀ j ∈ J, ∀ k ∈ Kj , ∀ Kj ⊆ K, (5.19)
zijk, yj ∈ {0, 1} ∀ i, j ∈ V, ∀ k ∈ Kj , ∀ Kj ⊆ K, (5.20)
(X1j , X2j ) ∈ <2 ∀ j ∈ J. (5.21)
In the problem formulation the objective function, Eq. (5.12) consists of the total
distribution costs of the routes, the total depot opening costs and the vehicle costs
respectively. Constraints (5.13) – (5.16) are similar to the plLRP, Constraints (3.75)
– (3.78). Constraints (5.13) ensure that each customer is only assigned to one route.
Constraints (5.14) stipulate that the total demand assigned to a vehicle should not
be more than the vehicle’s capacity. Constraints (5.15) enforce continuity of the
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routes by ensuring that there is an equal number of entry and exit edges per point
on the same route. Constraints (5.16) denote that each route may leave from only
one depot. If the vehicle is not used, the value will be zero.
Constraints (5.17) are similar to the subtour elimination constraints (3.52), for the
CVRP. Here the subset S contains only customers from the set I, excluding depots
from the set J and there should be at least two customers in S. Constraints (5.18)
enforce the depot capacity constraints and Constraints (5.19) restrict the endpoint
of a route to one open depot. Constraints (5.20) defines the binary decision variables
xijk and yj and Constraints (5.21) allow the coordinates of the depots to be anywhere
in the Euclidean space. The maximum time limit constraints from Eq. (3.82), given
by Salhi and Nagy (2009) for the pLRP, have been excluded, but can be added if
route times need to be restricted.
There are only two sets of binary variables defined, zijk and yj , where zijk = 1
if point i precedes point j on route k and yj = 1 indicates that depot j is to be
used. Unlike the discrete CLRP problem formulation given in Section 3.3.5 by Prins
et al. (2007), the decision variable set xij have been excluded. This set was used to
indicate that customer i is allocated to depot j on any route. It was left out because∑
k∈K zijk = xij and the set has no additional decision contribution to make.
5.2.2 Determining an initial number for depots and vehicles
When creating a solution approach for the fixed charge capacitated location–routing
problems, two differences with the HpMP need to be addressed.
1. The number of depots and vehicles to use are unknown.
2. The problem needs to adhere to vehicle and depot capacity constraints.
The first step in the cluster-based method is to determine the preliminary initial
number of depots and number of vehicles to use. At this point the distribution costs
are unknown and an estimate is made based on the opening depot and vehicle costs.
Two basic approaches can be followed.
1. Determine the minimum number of vehicles to use kmin, using Eq. (3.101),
given by Barreto et al. (2007). From here the number of depots to use, m, can
be determined by grouping vehicles into depot clusters, adhering to the depot
capacity constraint. Here a depot cluster contains all customers assigned to
the same depot, no matter which vehicle they are assigned to.
In this approach the creation of clusters to construct vehicle routes precedes
the creation of depot clusters. Depot clusters are created by merging routes
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close to each other until the depot capacity is reached. Using this approach,
the number of depots, m, to use can be calculated as
kmin =

∑
i∈I
wi
Q
 (5.22)
m = kmin/
⌊
W
Q
⌋
(5.23)
=

∑
i∈I
wi
Q
×
⌈
Q
W
⌉
, (5.24)
where the notation dxe represents the smallest integer larger than or equal to
x and byc represents the largest integer smaller or equal to y.
2. The second approach is to first determine the minimum number of depots
mmin, by dividing the depot capacity constraint W by the total demand as
given in Eq. (5.25). Once mmin has been determined, the number of vehicles
k is calculated as the number of depots to use multiplied by the number of
vehicles needed per depot. Here the clustering of customers to depots precedes
the creation of vehicles clusters per depot. The number of vehicles is then cal-
culated as
mmin =

∑
i∈I
wi
W
 ; (5.25)
k = mmin ×
⌈
W
Q
⌉
(5.26)
=

∑
i∈I
wi
W
×
⌈
W
Q
⌉
. (5.27)
The difference between the two approaches becomes apparent when the depot ca-
pacity is not a multiple of the vehicle capacity. For example, let the number of
customers be n = 20, each with a unit demand of 1, the depot capacity W = 4, but
the vehicle capacity Q = 3, which is not a divisor of the depot capacity. If the objec-
tive is to minimise the number of vehicles to use, Eq. (5.22) - (5.24) are used. In this
case kmin =
⌈
20
3
⌉
= 7 vehicles, the number of vehicles per depot is
⌊
W
Q
⌋
=
⌊
4
3
⌋
= 1.
So the total number of depots m = (7 vehicles needed /1 vehicle per depot ) = 7
depots.
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Whereas if the objective is to minimise the number of depots, Eq. (5.25) - (5.27)
are used. Here mmin =
⌈
20
4
⌉
= 5 depots, the number of vehicles per depot is a
maximum of k =
⌈
W
Q
⌉
= 2 vehicles per depot and the total number of vehicles
is 5 × 2 = 10 vehicles. Here it is clear that the vehicles cannot be filled up to
capacity. This would be enforced by the depot capacity constraint where each depot
is only allowed a maximum of four customers per depot, leaving a maximum of four
customers to be distributed between at most two vehicles.
If the fixed depot opening costs are higher than the vehicle costs, as would be the
case in most real world studies, the emphasis falls on minimising the number of
depots to use. This example also highlights the importance of first determining
the depot clusters before creating route clusters. It would prevent vehicles routes
forming at full capacity that cannot be allocated to the same depot because of the
depot capacity constraint. This is in contrast with clustering methods that create
route clusters first as suggested by Barreto et al. (2007).
The solution using the minimum depots and vehicle costs is used to determine the
actual distribution costs involved. However, if the distribution cost of a single route is
more than the fixed cost to open a depot, other depot - vehicle number combinations
should also be pursued.
Unlike the HpMP, which only has distribution costs, the cost function of the planar
CLRP, Eq. (5.12), include the depots opening costs. The distribution costs are also
dependent on the placement of the depots. For this reason the results from Chapter
4 becomes relevant when selecting a clustering method to create depot clusters. The
aggregated stepwise h–median approach described on page 167, are recommended
because the method provides good SSR, ADM and AWCD values with short time
periods.
5.2.3 Creating capacitated depot and route clusters
Before a cluster-based method to solve the plCLRP can be introduced, we discuss
how the capacitated depot and route clusters can be created. In both depot and
vehicle allocation, clusters of customer points can be used to represent the different
depot and/or vehicle assignments. In the case of the CLRP it is necessary to create
capacitated clusters to ensure that the solution will meet the depot and/or vehicle
capacity constraints. In order to measure the effectiveness of using the clustering
methods discussed in Chapter 4, a technique is needed to create capacitated clusters
from the unconstrained clustering solutions.
When using the SAHN methods, stopping rules must be used to ensure capacity
constraints are met. If the stopping rule is the predefined number of clusters, one
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needs to ensure that there are enough clusters to adhere to the capacity constraints
by dividing the total demand by the capacity limit. This rule of thumb does not
guarantee that the clustering methods would adhere to the capacity limit however
and will only work for methods that create clusters with equal number of customers
or demand. Different stopping rules to enforce the capacity constraints were inves-
tigated and are discussed next.
5.2.3.1 Stopping rules for SAHN clustering methods
The goal of using stopping rules in the SAHN methods is to find the best place
to stop clustering. Here the focus is on stopping rules that can be used to create
capacitated clusters. A number of different stopping rules, described in Section
2.1.10, were investigated:
1. Barreto et al. (2007) suggested the stopping rule to ignore the clusters that
has reached capacity, while continuing merging the other clusters. This is
effectively the same as ignoring full clusters and continuing the clustering with
only the clusters that still has capacity. As suspected, this caused clusters to
"jump" across from one outlying area over a dense area and merge with another
cluster of outliers on the other side of the dense area. Although this created
capacitated clusters, it defied the reasoning behind the clustering methods,
namely to merge points in close proximity to each other.
An example of such a jump is shown in Figure 5.3, where DataS3 is clustered
using the complete linkage method. Twenty clusters instead of the standard
ten are used, because this illustrates the effect better. In the figure it can be
seen that the light pink star cluster is split by the yellow square and orange
cross clusters in the bottom left corner of the figure. To the right from this the
black star cluster is split in two by the light purple cross cluster. At the top
right corner, the green triangle cluster also overlaps the grey diamond cluster.
2. The second stopping rule considered, was suggested by Min (1987); to stop
merging clusters the first time the capacity limit is encountered. This method
returned more than double the number of clusters needed, some with only a
few or single outlying points. If this rule was to be implemented, outlying
clusters would need reclustering in order to merge more points together when
forming capacitated clusters. This could lead to more capacitated clusters with
outlying clusters and could cause multiple iterations of reclustering. It is also
not straightforward to identify which outlying clusters should be reclustered
together while minimising new outlying clusters from forming.
3. Everitt et al. (2011) suggest using a distance measure to determine where to
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Figure 5.3: The results from the complete linkage clustering method where capaci-
tated clusters are ignored using DataS3.
stop a cluster, but the correct distance can only be determined with trial and
error. This means that the same clustering method have to be used repeatedly.
If the clusters are not equally dense, as is often the case with geographical data,
the best cut-off distance will differ per area, making a fixed distance not ideal
either. This stopping rule also does not cater for capacity limitations directly
and would therefore not work as–is for the CLRP.
4. Lam (2008) suggested using the pseudo F–statistic as a stopping rule. This
is a better stopping rule because the relative difference in distance per area
is taken into account instead of actual distances. The method does however
become impractical for bigger instances like DataS3 and USA1350 as it results
in memory overflow errors. The errors are caused by the multiplication of large
numbers to calculate the pseudo F–statistic. The stopping rule also does not
cater for capacity limits directly, it only looks at variances in distance.
5. Another possibility investigated is to use the standard deviation of the dis-
tances as a cut-off. This approach is similar to the functionality used in the
density–based clustering discussed in Section 4.3.5, but uses the single linkage
method to decide which clusters should be merged. When implemented us-
ing DataS3, the results still had mega clusters and single outlier points. The
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stopping rule thus did not help to make the oversized clusters smaller.
6. Lastly, the possibility of modifying an existing solution in order to make the
clusters meet the capacity constraints was investigated. This method is dis-
cussed in the next section.
5.2.4 The two-phase PROBUC method
The SAHN methods are the only clustering methods that make use of stopping
rules. The other clustering methods create clusters based on the number of clus-
ters specified beforehand or other input parameters. Another technique is therefore
needed to created capacitated clusters. One such a method is to modify an uncon-
strained clustering solution to adhere to capacitated constraints after the clustering
is completed. This method needs to be able to modify solutions created by any
of the clustering methods. A method called the two-phase PROBUC (proportional
regret order based unconstrained to constrained) method is now proposed for such
purposes.
Figure 5.4 illustrates the work flow diagram of the two-phase PROBUC method.
The method consists of the following two main phases:
1. Re-assignment phase
In the re-assignment phase, customers are re-assigned to other depots using a
regret order based function until a feasible solution is found that satisfies the
capacity constraints. This can be to either create depot capacitated clusters,
Eq. (5.18), or vehicle capacitated clusters, Eq. (5.14), in the case of the
plCLRP.
The method keeps on re-assigning customers while there are still overcapaci-
tated clusters. If all clusters have been made capacitated or no more moves can
be made in the re-assignment phase, the method moves to the improvement
phase.
2. Improvement phase
In the improvement phase customer assignments are improved by allocating
them to the same depot as used by most of their nearest neighbours. This is
done in order to keep customers close to each other on the same routes. The
improvement phase can cause clusters to become overcapacitated again and
in this case the re-assignment phase is repeated a second time to ensure the
solution is feasible again.
The two phases as well as the different proximity measures to calculate the regret
values will now be discussed in more detail. Afterwards a new cluster-based method
to solve the plCLRP is introduced. This method uses the PROBUC method to
create capacitated clusters in both the location and routing phases.
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Figure 5.4: The work flow diagram of the suggested two-phase PROBUC method.
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5.2.4.1 The re-assignment phase
The proposed unconstrained to constrained algorithm is based on a regret order
based function. Here the regret is defined as the difference in the objective function
values, using Eq.(5.12), between assigning the customer to a particular depot versus
the original chosen depot from the clustering method. Customers are ordered in a list
from smallest to largest regret values. The customers with the smallest regret values
are re-assigned to the chosen depots until capacities are reached. The method focuses
on forming mutually exclusive clusters that do not have overlapping boundaries.
Other regret order based functions have been proposed by various authors in the
past, including Mulvey and Beck (1984), Negreiros and Palhano (2006) and Barreto
et al. (2007). However, these authors do not make use of an iterative regret order
based function. The iterative nature ensures that customers stay close to their
assigned depots while preventing the creation of overlapping clusters.
When creating capacitated clusters two observations were made:
1. Overcapacitated clusters can easily be made capacitated by only assigning
the customers closest to the centres of the clusters to them. The problem
with this approach is that points can fall into pockets between neighbouring
clusters. If these customers are assigned to a third cluster further away, the
clusters will overlap, incurring extra travelling costs. It is therefore important
when re-assigning points to ensure that customers stay as close to their current
assigned cluster as possible and do not fall into these pockets.
2. Visually attractive clusters with non-overlapping boundaries tend to provide
solutions with good SSR, ADM and AWCD values. Although not directly
aligned, these tend to result in good objective function values for the CLRP. If
the demand per customer varies, the best customer to re-assign might be too
big because of capacity restrictions. The visual attractiveness of the solution
will therefore decline with big variances in demand.
To keep the characteristic of the clustering solutions that were formed by the vari-
ous clustering methods as much the same as possible, the re-assignment phase does
not allow all moves in the regret ordering function. Here the focus falls only on
re-assigning customers from overfull clusters where possible. A regret list contain-
ing possible moves from overcapacitated clusters to clusters that have capacity is
composed. The regret values are then ordered from smallest to largest and moves
are made in the order the customers appear in the list.
The algorithm is illustrated in Figure 5.5. It consists of multiple iterations. With
each iteration new cluster centres are calculated and a new list of possible moves are
calculated. Before a customer is re-assigned, the method first checks whether the
depot has enough capacity to meet the customer’s demand.
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Figure 5.5: The re-assignment phase of the suggested two-phased PROBUC method.
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There are however situations, like the single linkage method, where many points
need to be re-assigned. In these situations only a limited number of customers can
move from the overcapacitated clusters to their neighbours before the neighbouring
clusters also reach capacity. In these cases it is normal in the literature to allow
customers to be assigned to their third closest cluster and upward. However, this
causes a "jumping" effect, similar to the stopping rule to ignore full capacities in the
SAHN methods, illustrated in Figure 5.3.
In order to avoid this, customers in overfull clusters are not allowed to move to a third
or further away clusters in the proposed algorithm. Here moves are only considered
from the current to the next closest cluster. Instead of re-assigning customers to
further away clusters, the algorithm starts re-assigning customers in clusters that
are within 10% of the capacity limit to their next closest cluster. This is done to
make more space for the overcapacitated clusters’ customers.
The percentage from the capacity limit, needed before re-assignments from the clus-
ter will be considered, drops in decrements of 10%. The decremental values were
chosen to ensure that the focus falls firstly on moving customers from the fullest
clusters to their neighbouring clusters. This will limit the number of unnecessary
moves from underutilised clusters that would not resolve the overcapacitated issue.
There remains however, a restriction that customers are not allowed to move out of
clusters with less than 90% of the capacity limit. This is used to avoid empty clusters
from forming. After a move was made, the algorithm resets and starts with the next
iteration, again only considering moves from overcapacitated to undercapacitated
clusters (counter = 0).
In extreme cases where the problem becomes deadlocked even after moves from
undercapacitated clusters with only 10% of the capacity limit have been considered,
the algorithm will also consider re-assigning customers to overcapacitated clusters
in order to change the cluster centres for the next loop. The number of moves
to overcapacitated clusters are restricted to 10% of the capacity limit, after this
the algorithm resets to the normal behaviour of only allowing the re-assigning of
customers from overcapacitated clusters.
To prevent cycling, a list similar to the tabu list in the tabu search heuristic is
introduced. Here customers are not allowed to move back to their previously assigned
clusters. The last move for every customer is remembered for the next 10 iterations
before the customer is allowed unrestricted movement again. The re-assignment
phase stops after all clusters have reached capacity or no moves are possible for
three consecutive iterations.
Although the method has the potential to take long to converge in cases where the
cluster sizes are out of balance, this does not seem to be the case. In the case of
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the single linkage method, for example, the method was able to converge within
one minute for DataSet3. To stay within polynomial time, the method can also be
restricted to perform a maximum number of iterations, e.g. 500.
Proximity Measures
It was observed that different proximity measures used in the regret function caused
different types of customer groupings. Seven variations of the proximity measures
for the regret function were tested in order to determine the best one to use in the
re-assignment phase.
It is assumed that the demand of the customers are homogeneous so that the im-
pact of the different measures under equivalent circumstances can be tested. The
distribution costs, cij , are assumed to be proportionally equivalent to the travel-
ling distances, d(xi, xj). Straight-line Euclidean distances are used. Since only
movements from the customer’s current assignment and the next closest cluster are
considered, the following definitions can be made:
• The current proximity, dcur, refers to the distance between the customer and
the means of the currently allocated cluster centre.
• The second best proximity, d2nd , is the distance between the customer and the
means of the closest cluster centre, excluding the current assignment.
• The total proximity, dtot, is the sum of the distances from the customer to all
cluster centres, including the current assignment.
These proximity variables differ per customer and can be used to calculate a regret
value r(i) associated with moving customer i to the second closest depot. It should
also be noted that the current assignment of a customer is not necessarily the closest
depot centre. This is because in the different clustering methods, customers can be
assigned to depots other than the closest depending on the clustering algorithm
used. As such, it also means that the regret values can be negative.
Different variants of the proximity measures were tested. We test the effectiveness
of all variants using DataS3 before justifying our choice for regret function. Figures
5.6 – 5.12 illustrate the use of the different proximity measures in the two-phase
PROBUC method using both the single linkage and complete linkage methods to
generate starting solutions. The same dataset used in Chapter 4, DataS3 described
in Section 4.1.1, was used and clusters were given a homogeneous capacity constraint
of 1 000 customers with unit demand. Circles were drawn to highlight obvious
problems with regards to the clusters that were visually detected. The results and
CPU times are given in Table 5.4.
The formulations of the different proximity measures are given in Eq. (5.28) – (5.34).
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r1(i) = d2nd , (5.28)
r2(i) = d2nd − dcur, (5.29)
r3(i) = dtot − d2nd , (5.30)
r4(i) =
d2nd
dcur
, (5.31)
r5(i) =
d2nd
dtot
, (5.32)
r6(i) =
d2nd − dcur
dcur
, (5.33)
r7(i) =
d2nd − dcur
dtot
. (5.34)
The unconstrained solutions for the single linkage and complete linkages are shown
in Figures 5.6(a) and 5.10(a) respectively. The distance to the second best cluster
being considered for assignment, d2nd is used quite frequently in the literature. This
method of re-assignment tends to create concentric circular clusters around the
centres and allows points to easily fall between the circular clusters when capacity
is reached. These points will then remain assigned to the original unconstrained
clusters, because there was not enough capacity to re-assign them as well. This
measure does not tend to create tightly clustered assignments, as illustrated by the
red circles in Figures 5.6(b) and 5.10(b).
Mulvey and Beck (1984) suggested using the difference between the current prox-
imity and the second best proximity. In this case, the regret values will be negative
where customers were not assigned to the closest cluster centroids. Examples are
the solutions from the single linkage and complete linkage SAHN methods for the
DataS3, illustrated in Figures 5.7(a) and 5.11(a). Although this method gives tighter
clusters, there are still customers that can fall between cluster assignments and are
assigned to a third cluster. One can also use the difference between the total prox-
imity and the second proximity, as illustrated in Figures 5.7(b) and 5.11(b). This
method also left points furthest from the cluster centres to remain assigned to the
original clusters. The values in Table 5.4 did not compare well against the other
proximity measures either.
Instead of using the difference in distance, another type of calculation is to use
proportional regret. An example is the ratio between the second best proximity and
the current proximity, as suggested by Barreto et al. (2007). The solutions of using
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a proportional ratio as regret calculation are shown in Figures 5.8(a) - 5.8(b) for
the single linkage and Figures 5.12(a) - 5.12(b) for the complete linkage methods.
Figures 5.9(a) - 5.9(b) and Figures 5.13(a) - 5.13(b) illustrate combining both the
difference and proportional ratios in the regret calculations.
Different proximity measures were effective for the single and complete linkage start-
ing methods and the results were inconclusive. It was however clear that the SSR,
ADM and AWCD results for r1(i) and r3(i) returned on average worse results than
the other regret functions in both test cases.
When comparing the visual attractiveness of the single linkage solutions, measures
r6(i) and r7(i) (Figures 5.9(a) and 5.9(b)) returned solutions with the least cluster
overlap that could easily be solved in the improvement phase. For the complete link-
age no obvious problems could be found when using measure r7(i) (Figure 5.13(b)).
It was therefore decided to use the regret function Eq. (5.34) associated with the
proximity measure r7(i). Because the regret function is based on a proportional
calculation, the method is named a proportional regret order based function. This
measure also returned the best SSR, ADM and AWCD values for the complete
linkage in Table 5.4.
The PROBUC method can be used for customers with or without varying demand.
As recommended by Geetha et al. (2009), there are two other ordering methods that
can be used to deal with varying demand:
• order by demand, wi, and
• order by the demand to proximity distance ratio, e.g. wir(i) .
The last suggestion was used in cases with varying demand where the proximity
measures alone could not create capacitated clusters. Ordering the customers based
on a demand to distance ratio allowed customers with the biggest demand to be
moved first while there was still enough space in a cluster to move them.
5.2.4.2 Improvement phase
The improvement phase is proposed to prevent clusters from overlapping and cus-
tomers from being re-assigned to other clusters in isolation. Similar to the k–near
clustering method, a customer is assigned to the same cluster as its h nearest neigh-
bours. In the case where the nearest neighbours belong to different clusters, the
customer is assigned to the cluster used the most by its nearest neighbours. The
difference with the k–near method is twofold. The first is a predetermined cut-off dis-
tance. Secondly a standard deviation of the distances between points are calculated
to exclude customers that are too far away from the nearest neighbour set. This is
similar to the technique used in the graph–based methods to identify inconsistent
edges.
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(a) The unconstrained single linkage method using DataS3.
(b) Regret function r1(i) = d2nd ; Eq. (5.28).
Figure 5.6: Different regret functions for the single linkage method using DataS3.
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(a) Regret function r2(i) = d2nd − dcur; Eq. (5.29).
(b) Regret function r3(i) = dtot − d2nd ; Eq. (5.30).
Figure 5.7: Different regret functions for the single linkage method using DataS3
(cont. a).
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(a) Regret function r4(i) =
d2nd
dcur
; Eq. (5.31).
(b) Regret function r5(i) =
d2nd
dtot
; Eq. (5.32).
Figure 5.8: Different regret functions for the single linkage method using DataS3
(cont. b).
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(a) Regret function r6(i) =
d2nd−dcur
dcur
; Eq. (5.33).
(b) Regret function r7(i) =
d2nd−dcur
dtot
; Eq. (5.34).
Figure 5.9: Different regret functions for the single linkage method using DataS3
(cont. c).
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(a) The unconstrained complete linkage method using DataS3.
(b) Regret function r1(i) = d2nd ; Eq. (5.28).
Figure 5.10: Different regret functions for the complete linkage method using
DataS3.
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(a) Regret function r2(i) = d2nd − dcur; Eq. (5.29).
(b) Regret function r3(i) = dtot − d2nd ; Eq. (5.30).
Figure 5.11: Different regret functions for the complete linkage method using DataS3
(cont. a).
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(a) Regret function r4(i) =
d2nd
dcur
; Eq. (5.31).
(b) Regret function r5(i) =
d2nd
dtot
; Eq. (5.32).
Figure 5.12: Different regret functions for the complete linkage method using DataS3
(cont. b).
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(a) Regret function r6(i) =
d2nd−dcur
dcur
; Eq. (5.33).
(b) Regret function r7(i) =
d2nd−dcur
dtot
; Eq. (5.34).
Figure 5.13: Different regret functions for the complete linkage method using DataS3
(cont. c).
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Measures: SSR MSR PD ADM AWCD CPU times
Linkage Single Complete Single Complete Single Complete Single Complete Single Complete Single Complete
type linkage linkage linkage linkage linkage linkage linkage linkage linkage linkage linkage linkage
Unconstrained 166 720.73 55 308.55 25.69 67.79 58.42 26.53 115 753.20 6 659.79 116 000.71 37 982.89 00 : 48 00 : 46
r1(i) = d2nd 59 424.95 53 520.17 70.03 68.63 52.12 41.45 5 141.94 4 127.28 40 893.79 36 520.77 00 : 53 00 : 46
r2(i) = d2nd − dcur 53 112.95 52 979.63 64.35 67.95 70.62 42.12 4 204.31 4 098.85 36 508.13 36 327.47 00 : 56 00 : 25
r3(i) = dtot − d2nd 60 305.91 55 581.12 73.13 79.81 60.33 48.27 4 809.03 4 415.53 41 352.33 37 851.46 00 : 47 00 : 45
r4(i) =
d2nd
dcur
55 443.70 53 276.40 68.03 68.02 48.12 48.15 4 412.52 4 153.31 37 653.34 36 635.49 00 : 49 00 : 25
r5(i) =
d2nd
dtot
52 678.53 53 473.31 63.98 68.57 55.03 41.45 4 261.89 4 123.54 36 158.79 36 492.75 00 : 51 00 : 47
r6(i) =
d2nd−dcur
dcur
55 443.70 53 276.40 68.03 68.02 48.12 48.15 4 412.52 4 153.31 37 653.34 36 635.49 00 : 48 00 : 26
r7(i) =
d2nd−dcur
dtot
55 803.87 52 958.50 72.64 67.94 58.70 41.45 4 419.67 4 085.35 38 048.48 36 234.69 00 : 54 00 : 25
Table 5.4: The different proximity measures in the two-phase PROBUC method using DataS3.
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In order to identify the h nearest neighbours of a customer, we propose calculating
h as:
h = max
{
b,
⌈
n
p
× σa
⌉}
. (5.35)
where n is the number of customers in the solution, p is the number of clusters
and np is the average number of customers per cluster. The values of σa and b are
sensitivity parameters and can be varied per dataset. The values can be fine tuned
by the user, but we recommend the starting values σa = 0.01 and b = 2.
To identify which customers to exclude from the nearest neighbours Eq. (2.12) and
Eq. (2.13), used in the graph-based methods, are calculated. The cut-off values lT
and σT are also defined by the user and we recommend using lT = 0.5 and σT = 0.1
values as a rule of thumb.
The customer is now re-assigned to the most used cluster that its remaining neigh-
bours are assigned to. This creates again an unconstrained solution. The re-
assignment phase is repeated to make the solution feasible again. In the first it-
eration it allows all customers to move from all clusters within 10% of the capacity
limit to all other clusters, then it resets and only allow moves from over-utilised
clusters.
5.2.5 A new cluster-based method to solve the plCLRP
Based on the two-phase PROBUC, a new cluster-based method is now proposed to
solve the plCLRP. The proposed method is illustrated in Figure 5.14. An initial
number of depots is calculated. This value will be optimised with respect to the
objective function, Eq. (5.12), after the final route costs have been calculated. The
cluster-based method consist of the following three phases:
5.2.5.1 The location phase for solving the plCLRP method
The initial number of depots is used to create depot clusters in the location phase.
We recommend using the aggregated stepwise h–median method to create depot
clusters, because in Chapter 4 it was able to create quality clusters with good SSR,
ADM and AWCD values within reasonable times. There are however times where
this clustering method can take too long to cluster, in these cases other methods,
like Ward’s method can also be used to create depot clusters. In order to make the
depot clusters capacitated and satisfy Eq. (5.18), the proposed two-phase PROBUC
method is used.
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Figure 5.14: The proposed cluster-based method to solve the plCLRP.
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5.2.5.2 The routing phase for solving the plCLRP method
In the routing phase, route clusters are created for every depot, based on the initial
number of routes calculated per depot. By only allowing customers in the same
depot cluster to be clustered in a route cluster, Eq. (5.13) and Eq. (5.19) are sat-
isfied. Based on the results from Section 5.1, we recommend using Ward’s method,
the k–near method or the complete linkage method to create route clusters. The
route clusters are modified to adhere to the vehicle capacity constraint, Eq. (5.14),
with the two-phase PROBUC method. Similar to the HpMP, the MCA is used to
construct route cycles for every vehicle that meets the constraints in Eq. (5.15) –
(5.17).
If any route cycle has a route cost higher than the depot opening costs, the route
must be divided. The route sequence is kept as-is, but the route is divided at the
point in the cycle where the distribution costs becomes higher than the depot costs.
This step can therefore change the number of routes in the solution in order to save
costs in the objective function, Eq. (5.12).
5.2.5.3 Calculating depot locations in the plCLRP method
The next step is to determine the actual depot locations, as illustrated in Figure
5.15. This step is only needed in the continuous problem, because a list of potential
depot locations are given in the discrete case. Here, the route centre of each route
cycle is calculated as the means of all customers assigned to the route (Figure 5.15.a).
The depot locations can now be calculated using the Weiszfeld equation iteratively
with the route centres of all vehicles assigned to the depot as the customer points in
Eq. (3.44). This is illustrated in Figure 5.15.b. The means of the calculated route
centres are used as the initial depot coordinates.
To determine the final depot locations, two endpoints for each route cycle are iden-
tified. These endpoints are the adjacent pair of customers in the cycle, closest to the
current calculated depot location the route is assigned to, shown in Figure 5.15.c.
The Weiszfeld algorithm is now repeated for a second time, this time the route
endpoints are used as the customer points, as illustrated in Figure 5.15.d. Once
completed, the route costs can now be finalised using the sequence of the customers
as it is in the route cycle with the two endpoints going to- and from the depot.
If the distance costs to- and from a depot for any given route are more than the
costs of opening a new depot, the route is re-assigned to its own depot and the
depot locations are recalculated. The number of depots in the solution can therefore
change at this point, should it result in a cost saving. To create a route from the tour
cycles, the endpoints are connected to the depot and the connection between the two
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endpoints in the tour cycle are removed. The distances between sequential points
on the route can now be added together to calculate the distribution costs. The
final cost of the solution, as given in Eq. (5.12), is determined by adding together
the total depot opening costs, total fixed vehicle costs and total route distribution
costs.
Figure 5.15: The calculation of the depot locations for the plCLRP.
5.2.6 Methodology and data preparation
The plCLRP is a new problem and instances used to test the plLRP are not com-
parable, because the problem does not have depot capacity constraints. The plLRP
also does not make use of a fixed charge objective function to determine the number
of depots to use. In order to test the use of the cluster-based approach on large
datasets with up to 20 000 data points, two TSPLIB instances were selected. The
instances are described as follows:
1. USA TSP data
The USA13509 instance by Reinelt (2015) used in Chapter 4 and for the HpMP
is used to test the plCLRP. A unit customer demand, wi = 1, and homogeneous
vehicle cost value, F = 10, are assumed. The Euclidean distance formula, Eq.
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(2.33), is used to calculate the distribution costs between points. The vehicle
capacity (Q), depot costs (f) and depot capacity (W ) in Eq. (5.12) are varied,
resulting in eight instances, illustrated in Table 5.5.
Instance Vehicle Depot Depot
capacity opening capacity
(Q) cost (f) (W)
Instance1 10 100 500
Instance2 20 100 500
Instance3 10 1000 500
Instance4 20 1000 500
Instance5 10 100 1000
Instance6 20 100 1000
Instance7 10 1000 1000
Instance8 20 1000 1000
Table 5.5: A list of instances tested using the TSP13509 dataset.
2. World TSP data
A WorldTSP instance with 17 237 data points, is also used to test the plCLRP.
In this thesis it is referred to as WTSP17237. It is based on a subset of the
World TSP provided by Cook (2013). The instance was used to benchmark
solution approaches for the cdCLRP, by Alvim and Taillard (2013), but does
not contain any depot capacity constraints or vehicle costs.
The formula chosen to calculate distance is the haversine formula with the
spherical law of cosines simplification as given in Eq. (5.9) by Veness (2015).
The earth’s mean radius, R, is set to 6 371 km. The distance equation differs
from the method used by Alvim and Taillard (2013), but was chosen because
it resulted in quicker calculation times and can determine distances accurately
anywhere on earth (Veness, 2015). The distances are converted to meters to
make the values comparable to the results from the cdCLRP by Alvim and
Taillard (2013).
Similar to Alvim and Taillard (2013) a standard problem instance is chosen,
this is referred to as Instance1. Parameters are identified and each of the
parameters are varied one by one, using the standard problem. The standard
problem used here has a customer unit demand with vehicle capacity Q = 20.
The depot capacities are kept homogeneous with W = 1 000. The depot and
vehicle costs are set to f = 100 000 and F = 1 000 respectively, in Eq. (5.12).
A fleet capacity of Kj = 100 per depot was used.
The variables identified to vary in the sensitivity tests from the standard in-
stance are listed in Table 5.6, resulting in 9 instances.
The best-known solutions (BKS) given by Alvim and Taillard (2013) are also
provided, although the distance formula differs. These benchmark values also
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Instance Depot Vehicle Depot Fleet Vehicle Customer
opening cost capacity capacity capacity demand
cost (f) (F) (W) (Kj) (Q) (w)
Instance1 100 000 1 000 1 000 100 20 1
(standard)
Instance2 50 000 1 000 1 000 100 20 1
Instance3 200 000 1 000 1 000 100 20 1
Instance4 100 000 10 000 1 000 100 20 1
Instance5 100 000 1 000 100 100 20 1
Instance6 100 000 1 000 1 000 10 20 1
Instance7 100 000 1 000 1 000 100 10 1
Instance8 100 000 1 000 1 000 100 40 1
Instance9 100 000 1 000 1 000 100 20 1− 30
(variable w)
Table 5.6: A list of instances tested using the WTSP17237 dataset.
did not include vehicle costs, F , or depot- and fleet capacity constraints, W
and Kj , and were used to solve the cdCLRP, not the plCLRP. Here we assume
the benchmarks will give comparable results in the cases where the constraints
have enough slack to return the same solution as the unconstrained problem
provided by Alvim and Taillard (2013).
Other instances were also provided by Alvim and Taillard (2013), but con-
tained more than 20 000 data points. In order to solve these instances, we
recommend dividing the problem into subproblems as discussed in Appendix
C.2. These instances fell outside the scope of this thesis.
5.2.7 Computational results
The results and CPU times from the USA13509 and WTSP17237 instances are given
in Tables 5.7 and 5.8 respectively. Table 5.8 also gives the closest BKS from Alvim
and Taillard (2013) for the WTSP17237 instances where they solved the cdCLRP
with no depot capacity, fleet constraints or vehicle costs. The symbol, ‘–’, is used to
indicate that there is no BKS related to the specific instance.
In the results, it is assumed that the distribution costs are equal to the calculated
distances of a route and the total costs reflected in the objective function values
calculated using Eq. (5.12). The aggregated stepwise h–median method was used to
create depot clusters and Ward’s method was used to create route clusters. It was
also found that different starting number of depots returned different end results. It
is therefore recommended to try different starting numbers to find the best solution.
Only the starting number that resulted in the minimum objective costs are listed in
the results. The results are rounded to the nearest integer values.
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5.2.8 Discussion
In Table 5.7, denoting the results for the USA13509 instances, it makes logical
sense that the number of depots needed decreases in cases where the depot capacity
increases. The number of routes are also almost double in the cases where the vehicle
capacities are 10 compared to their counterpart cases where the vehicle capacities
are 20. The bigger vehicle capacities also influenced the CPU times; for Q = 10,
part of the CPU times used to construct routes were around 8 minutes versus CPU
times close to a 1 minute to construct routes where Q = 20. This is because the
MCA method, proposed to construct routes, use the branch–and–bound in cases
where the number of customers per route are small and the branch–and–bound is
very time consuming.
The cases where the depot costs were ten times higher than their counterparts, used
less depots, although the minimum number of possible depots was not used (14
depots in the cases where W = 1000 and 27 depots where W = 500).
Instance7 was the slowest instance to solve, taking almost 23 minutes. The majority
of the CPU time was spent creating route clusters. This took just below 12 minutes
and was caused by both the chosen number of depots, m = 16, and the vehicle
capacity, Q = 10, being low. These two factors caused the number of route clusters
needed within a depot to be higher than in any of the other instances.
The instances that returned the lowest costs are Instance6 and Instance2 respec-
tively. Both instances have a maximum vehicle capacity of 20 and lowest depot
cost of 100. This indicates that the vehicle capacity and depot cost have a higher
influence on the objective function value than the depot capacity constraint (having
values W = 1 000 and W = 500 respectively).
In Table 5.8, the objective function values varied within 1% − 12% from the BKS
values provided by Alvim and Taillard (2013). This could be because the problem
solved by Alvim and Taillard (2013) did not have any depot capacity constraints.
A different distance calculation, the haversine formula, was also used.
When the solutions found by the cluster-based approach are compared to each other,
Instance2 and Instance8 returned the smallest cost values respectively. This is simi-
lar to the results provided by Alvim and Taillard (2013), but in their case, Instance8
returned the best values. Instance2 returned the best cost value, because it had the
lowest depot cost (f = 50 000) and more depots could be opened causing the distri-
bution costs of the vehicles also to be lower than in any of the other instances. In
the case of Instance8, the method was able to open only 182 depots and this made
the depot cost lower than any other instance.
Instance5 and Instance6 are new and have no BKS from Alvim and Taillard (2013).
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In Instance5, the method used 316 depots, because of the depot capacity constraint,
W = 100. Instance6 returned the same number of routes as the standard problem,
Instance1, but used more depots to ensure the fleet capacity constraints (Kj = 10)
were met.
The high percentage cap for Instance8 of 12%, compared to the other instances,
could be because the vehicle capacity is higher (Q = 40). This could indicate that
either the MCA is not very effective when used for bigger vehicle capacities or that
the clustering methods are less suitable for creating routing solutions.
5.2.9 Conclusions - plCLRP
Due to the fact that the plCLRP is a capacitated problem, a method is needed to get
capacitated cluster solutions from clustering methods. Different stopping rules for
the SAHN methods are investigated, but the rules can only be used for hierarchical
clustering methods. It became clear that another method is needed to create capac-
itated solutions that can be used by all clustering methods. A new unconstrained
to constrained method, the two-phase PROBUC method, is introduced. Different
regret functions to use in the re-assignment phase were tested. A proximity mea-
sure was chosen that returns visually attractive solutions from both balanced and
unbalanced uncapacitated clustering solutions.
When compared to the results given by Alvim and Taillard (2013) for theWTSP17237
instances, the results were within 1%− 12% of the BKS. The method seems to not
fare as well for instances where the number of customers per route increased.
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Instances Initial Final Initial Final Distri- Depot Vehicle Total cost Total CPU
num of num of num of num of bution cost costs times
depots depots routes routes costs (mm:ss)
Instance1 35 35 1 377 1 377 5 003 3 500 13 770 22 273 12 : 12
Instance2 34 34 709 709 4 479 3 400 7 090 14 969 04 : 59
Instance3 34 34 1 374 1 374 5 120 34 000 13 740 52 860 12 : 12
Instance4 30 31 756 756 5 824 30 000 7 560 43 384 07 : 04
Instance5 24 27 1 371 1 371 5 518 2 700 13 710 21 928 12 : 04
Instance6 21 21 702 702 5 250 2 100 7 020 14 370 08 : 37
Instance7 16 16 1 355 1 355 8 169 16 000 13 550 37 719 22 : 52
Instance8 15 15 679 679 6 901 15 000 6 790 28 691 03 : 41
Table 5.7: The results for the plCLRP using the USA13509 TSPLIB instances.
Instances Initial Final Initial Final Distri- Depot Vehicle Total cost BKS % gap Total cost Total CPU
num of num of num of num of bution cost costs (excl. veh (excl. veh times
depots depots routes routes costs costs) costs) (mm:ss)
Instance1 225 261 963 1 006 101 727 205 26 100 000 1 006 000 127 827 205 118 581 395 8% 128 833 205 24 : 35
Instance2 365 478 1 044 1 182 88 372 126 23 900 000 1 182 000 112 272 126 105 527 279 6% 113 454 126 26 : 24
Instance3 120 151 949 961 119 198 468 30 200 000 961 000 149 398 468 139 253 415 7% 150 359 468 22 : 42
Instance4 225 261 963 1 006 101 727 205 26 100 000 10 060 000 127 827 205 118 581 395 8% 137 887 205 24 : 35
Instance5 225 316 963 1 006 98 978 084 31 600 000 1 006 000 130 578 084 − − 131 584 084 24 : 46
Instance6 225 265 963 1 006 101 488 840 26 500 000 1 006 000 127 988 840 − − 128 994 840 24 : 47
Instance7 365 394 1 887 1 914 112 017 746 39 400 000 1 914 000 151 417 746 146 590 678 3% 153 331 746 30 : 48
Instance8 120 182 488 575 99 277 361 18 200 000 575 000 117 477 361 104 962 416 12% 118 052 361 08 : 22
Instance9 220 235 675 731 98 012 639 23 500 000 731 000 121 512 639 120 606 754 1% 122 243 639 12 : 20
Table 5.8: The results for the plCLRP using the WTSP17237 instances.
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Two variations of the discrete CLRP are addressed: the cdCLRP (concentrator
discrete CLRP) and the sdCLRP (standard discrete CLRP). In the cdCLRP, all
customers are considered potential depots, while in the sdCLRP a separate list of
potential depots are given. In the literature, both problems are considered the
discrete CLRP, but it normally refers to the standard discrete CLRP (sdCLRP).
The problem formulation for the discrete CLRP was provided by Prins et al. (2007),
given in Eq. (3.85) - (3.96). This problem formulation applies to both the cdCLRP
and the sdCLRP.
The generality of the depots in the cdCLRP forces standard homogeneous depot
costs and supply capacities to be used. A cluster-based solution approach to solve
the cdCLRP is proposed. The approach is similar to the approach introduced for the
plCLRP, but the location phase is solved differently. Routes created from Hamilto-
nian cycles are discussed in more detail in the routing phase.
5.3.1 A new cluster-based method to solve the cdCLRP
Tuzun and Burke (1999) observed that the discrete CLRP is often solved by splitting
it into two subproblems: the location phase and the routing phase. According to
Nagy and Salhi (2007) when using a cluster-based approach the problem is normally
split into a clustering phase, location phase and the routing phase.
In this thesis, a new cluster-based approach is presented where the clustering phase
is incorporated into the location and routing phases rather than preceding them.
This is followed by another phase where the locations of the depots are finalised.
The new cluster-based solution approach is illustrated in Figure 5.16. The method
starts by calculating an initial number of depots and vehicles. Depending on the
costs, the initial number of depots and vehicles can be calculated using either equa-
tion sets Eq. (5.22) – (5.24) or Eq. (5.25) – (5.27), as described in Section 5.2.2.
The method consists of three phases as follows:
5.3.1.1 The location phase for solving the cdCLRP method
In the location phase, the method creates depot clusters using a clustering me-
thod, as described in the plCLRP. The aggregated stepwise h-median method is
recommended to create depot clusters. Should this method take too long, it can
be replaced by a SAHN clustering method like Ward’s method or a hybrid SAHN
- partitioning clustering method, as discussed in Section 4.3.6.2. The two-phased
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Figure 5.16: The proposed cluster-based method to solve the cdCLRP.
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PROBUC method is used to create capacitated depot clusters to ensure Eq. (3.92)
is satisfied.
5.3.1.2 The routing phase for solving the cdCLRP method
Each depot’s customers are clustered further into route clusters in the routing phase.
We recommend using Ward’s method to create the route clusters. The two-phased
PROBUC method is used to create capacitated route clusters that meet the vehicle
capacity constraints from Eq. (3.87). Afterwards, the routes are established by
constructing Hamiltonian cycles with the use of the MCA. The MCA is used to
ensure the constraints in Eq. (3.86), Eq. (3.88) – (3.91) and Eq. (3.93) are satisfied.
A route is split into multiple routes if the cost of the route cycle created by the
MCA is more than the cost of opening a depot, in Eq.(3.85).
5.3.1.3 Proposed method to find depot locations using lollipop routes
The method can now search for better depot locations using the route cycles as-is.
This is done using lollipop routes to estimate the distribution costs associated with
each route. All the customers on a route can then be seen as a single customer point
representing the whole route when calculating the depot locations. Similar to the
location based heuristic, suggested by Simchi-Levi and Bramel (1997), this approach
also divides the route costs into two parts.
1. The costs to travel to- and from the depot (round trip costs), and
2. the route costs involved in visiting each individual customer.
Here, we define the round trip costs as the distance from a particular depot to the
nearest customer on the route and back. In our proposed method, a Hamiltonian
cycle is created for every route. The approximate distance cost of a route is therefore
the distance of the Hamiltonian cycle plus the round trip costs. These are referred
to as lollipop routes because of the type of route graphs created by this approach.
For each depot cluster, all the customers assigned to the depot cluster are considered
potential depot locations. The method looks at one depot cluster at a time and tries
to find the best depot position. The distances between each potential depot and the
closest customer in the route cycles are used to determine the distance to the depot
for a particular route.
The lollipop routes will be equal to or larger than the total route costs, because
the nearest customer is visited twice. By eliminating the last leg of the Hamiltonian
cycle and returning directly to the depot, the distance could be shortened or at most
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remain the same. Lopes (2011) used the closest two customers to calculate the route
distance; The difference between this and the lollipop route approach is illustrated
in Figure 5.17.
Figure 5.17: The difference between using the closest two customers as endpoints
versus lollipop routes to calculate the distance of a route.
The lollipop routes are particularly helpful when trying to find better depot locations
for the current solution. If the round trip costs of a specific route are more expensive
than the cost of opening a new depot, the method needs to divide the depot cluster
into more depot clusters. This is done by clustering the routes into smaller depot
clusters. Each route cluster centre is considered a single customer point, similar to
the capacitated hierarchical clustering heuristic of Lam and Mittenthal (2013).
In order to determine the correct number of depot clusters to divide the current
depot cluster into, the method iterates from two depots to the maximum possible
number of depots, which is one depot per route. In every iteration the method
uses iterative partitioning to cluster the routes into new depot clusters. For every
iteration the objective function costs, including the total depot opening costs, the
fixed vehicle costs and the total distribution costs of the routes, are calculated using
Eq.(3.85). The iteration that results in the smallest objective function costs becomes
the number of depots to use for this depot cluster. Once the correct number of depots
has been finalised for all depot clusters, the method stops and returns the objective
function value of the best solution.
5.3.2 Methodology and data preparation
The same two TSPLIB instances tested for the plCLRP, described in Section 5.2.6,
were tested. The difference here is that depots cannot be placed anywhere on a
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plane, but are restricted to customer positions. The parameters that are varied in
the instances are listed in Tables 5.5 and 5.6.
5.3.3 Computational results
The results and CPU times for both the USA13509 and WTSP17237 instances to
solve the cdCLRP are given in Tables 5.9 and 5.10 respectively. Similar to the
cluster–based method for the plCLRP, the aggregated stepwise h–median method
was used to create depot clusters and Ward’s method was used to create route
clusters. The results are rounded to the nearest integer values.
5.3.4 Discussion
In Table 5.9, similar to the plCLRP case studies, Instance6 and Instance2 were the
instances with the highest vehicle capacity of 20 and lowest depot cost of 100 and
returned the lowest objection function costs.
In Table 5.10, Instance2 - the instance with the lowest depot costs (f = 50 000),
were again the solution with the lowest objective function costs. The cost values
differed from the BKS values between 2% − 13%. The results were similar to the
plCLRP results in Table 5.8 and used the same number of depots and routes.
5.3.5 Conclusions - cdCLRP
As expected the results from the cdCLRP in Tables 5.9 and 5.10, were similar, but
not as good as those found for the plCLRP in Tables 5.7 and 5.8. This is because
a solution for the discrete concentrator problem can at most be as good as it’s
continuous counterpart. For both instances the number of depots and routes used
in the plCLRP and cdCLRP solutions were the same. The CPU times are also
comparable with the results of the plCLRP, because only the calculation method for
depot positions has changed.
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Instances Initial Final Initial Final Distri- Depot Vehicle Total cost Total CPU
num of num of num of num of bution cost costs times
depots depots routes routes costs (mm:ss)
Instance1 35 35 1 377 1 377 5 036 3 500 13 770 22 306 12 : 16
Instance2 34 34 709 709 4 525 3 400 7 090 15 015 05 : 00
Instance3 34 34 1 374 1 374 5 158 34 000 13 740 52 898 12 : 16
Instance4 30 31 756 756 5 841 31 000 7 560 44 401 07 : 06
Instance5 24 27 1 371 1 371 5 565 2 700 13 710 21 975 12 : 15
Instance6 21 21 702 702 5 301 2 100 7 020 14 421 08 : 37
Instance7 16 16 1 355 1 355 8 240 16 000 13 550 37 790 23 : 05
Instance8 15 15 679 679 6 995 15 000 6 790 28 785 03 : 42
Table 5.9: The results for the cdCLRP using the USA13509 TSPLIB instances.
Instances Initial Final Initial Final Distri- Depot Vehicle Total cost BKS % gap Total cost Total CPU
num of num of num of num of bution cost costs (excl. veh (excl. veh times
depots depots routes routes costs costs) costs) (mm:ss)
Instance1 225 261 963 1 006 102 903 843 26 100 000 1 006 000 129 003 843 118 581 395 9% 130 009 843 24 : 35
Instance2 365 478 1 044 1 182 89 476 462 23 900 000 1 182 000 113 376 462 105 527 279 7% 114 558 462 26 : 25
Instance3 120 151 949 961 120 087 886 30 200 000 961 000 150 287 886 139 253 415 8% 151 248 886 22 : 52
Instance4 225 261 963 1 006 102 903 843 26 100 000 10 060 000 129 003 843 118 581 395 9% 139 063 843 24 : 36
Instance5 225 316 963 1 006 100 092 138 31 600 000 1 006 000 131 692 138 − − 132 698 138 24 : 48
Instance6 225 265 963 1 006 102 503 843 26 500 000 1 006 000 129 003 843 − − 130 009 843 24 : 48
Instance7 365 394 1 887 1 914 113 576 748 39 400 000 1 914 000 152 976 748 146 590 678 4% 154 890 748 30 : 49
Instance8 120 182 488 575 100 105 972 18 200 000 575 000 118 305 972 104 962 416 13% 118 880 972 08 : 23
Instance9 220 235 675 731 98 944 945 23 500 000 731 000 122 444 945 120 606 754 2% 123 175 945 12 : 21
Table 5.10: The results for the cdCLRP using the WTSP17237 instances.
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The sdCLRP is the standard discrete CLRP. It differs from the cdCLRP because a
list of potential depots is given as a separate list of points, not necessarily restricted
to customer locations. This list is usually much smaller than the total number of
customers. The depot costs and supply capacities can be either homogeneous or
varied. The problem formulation for the discrete CLRP as given by Prins et al.
(2007) can be used for the sdCLRP. It is Eq. (3.85) - (3.96) described in Section
3.3.5.
The cluster-based approach used to solve the cdCLRP cannot be used to solve the
sdCLRP. We first discuss why the approach needs to be adapted, before presenting
a new cluster-based method for solving the sdCLRP.
5.4.1 The effect of using the cdCLRP location phase in the sdCLRP
In the cdCLRP, the depot costs and supply capacities are in general homogeneous
and each customer is a potential depot. A solution can therefore be found by select-
ing a customer assigned to each created depot cluster in the location phase. This
differs from the sdCLRP where the depot costs and supply capacities can vary and
the potential depots are not necessarily close to the depot clusters found by the
clustering method. The approach, proposed for the cdCLRP, to assign the depot
clusters to potential depots after the clusters have been created, can therefore not
guarantee good results for the sdCLRP. The success of finding a good solution is
highly dependent on the location of the potential depots with regards to the depot
clusters and the costs and capacity constraints of the chosen depot.
In addition, no two depot clusters in the cdCLRP will ever find the same cluster
centre, because it is a single-source problem and only customers assigned to the
depot cluster can become the centre. In the sdCLRP, the number of potential
depots are generally significantly smaller than the number of customers. Moreover,
the potential depots are not necessarily evenly distributed and it is possible that two
clusters can find the same potential depot the closest. When multiple depot clusters
are assigned to the same potential depot, the depot clusters are effectively merged.
In the case of the sdCLRP, cluster assignments cannot be used as-is when a potential
depot could not be found near a depot cluster. This is because the cluster will not be
centred around the chosen depot. The cluster-based cdCLRP method also does not
take variances in depot costs and supply capacities into consideration when picking
depots. It is possible that the closest potential depot might not be able to meet the
demand of the complete depot cluster. This would result in another depot being
chosen to meet the demand, instead of choosing a depot with more capacity a bit
further away that would have been more cost effective.
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To illustrate the ineffectiveness of using the location phase of the cluster-based
cdCLRP to solve the sdCLRP, we refer to Figure 5.18. A hunderd potential depots
were identified for DataS3 in Figure 5.18(a). The depots were distributed evenly
across the solution plane at suitable locations. The solution returned by the single
linkage method for DataS3 using ten clusters as described in Section 4.3.1, is used.
Figure 5.18(b) illustrates the results when the potential depot locations nearest to
the depot cluster centres are chosen. Nine of the ten clusters found potential depots
far from the actual depot cluster centres. The three clusters in the top right corner
found the same nearest potential depot and will merge if this solution is to be made
discrete as-is.
From this illustration it is clear that the cluster-based method for the cdCLRP is
not effective to solve the sdCLRP. We now present a new cluster-based method to
solve the sdCLRP improved with logic to choose between depots, taking varying
supply capacities and depot costs into account.
5.4.2 A new cluster-based method to solve the sdCLRP
The cluster-based method for the sdCLRP is illustrated in Figure 5.19. It starts with
the routing phase and is followed by a location phase. In order to choose depots in
the location phase, the routing costs involved need to be known in advance. The
sequence of the location and routing phase is therefore swapped so that the location
phase is preceded by the routing phase.
In order to create route clusters at the beginning, all customers are assigned to a
single depot cluster and use the routing phase method proposed in the cdCLRP. The
route clusters are fixed and cannot be modified in the location phase. The proposed
location phase makes use of a perturbation heuristic with a depot cost rate to rank
depots. The two phases are now discussed in more detail.
5.4.2.1 The routing phase for solving the sdCLRP method
The routing phase is similar to the routing phase of the cluster-based cdCLRP
method. Route clusters are created using a clustering method like Ward’s method.
The two-phased PROBUC method is used to create capacitated route clusters that
meet the vehicle capacity constraints from Eq. (3.87). This is followed by the MCA
that creates route cycles and ensures that the constraints in Eq. (3.86), Eq. (3.88)
– (3.91) and Eq. (3.93) are satisfied. The number of routes are also updated should
the route cost of a vehicle be more than the cost to open a depot in Eq.(3.85).
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(a) The 100 potential depots for the discrete CLRP using DataS3.
(b) An example using a single linkage clustering solution together with the loca-
tion phase of the cluster-based cdCLRP to find depot centres.
Figure 5.18: An example of using the location phase method suggested for the
cdCLRP to solve the sdCLRP. 223
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Figure 5.19: The proposed cluster-based method to solve the sdCLRP.
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5.4.2.2 The location phase for solving the sdCLRP method
To determine the best set of depots to open, a heuristic is needed that considers how
much supply each depot has, the depot opening costs, as well as the locations of the
depots in relation to other depots. We now introduce the depot cost rate, described
as follows:
1) For a particular set of chosen depots, assign all customers to their closest depot.
2) For each chosen depot: sum together the demand of all customers assigned to
the depot, this is referred to as the demand of the depot.
3) If the demand is more than the depot capacity can supply, the customers furthest
away from the depot are unassigned until the demand is equal or less than the
depot supply. These customer are now not assigned to any depot. If the demand
is less or equal, the solution can remain as-is. This step ensures that the depot
capacity constraints, Eq. (3.92), are met. The remaining demand of the depot
that adheres to the capacity constraint is called the depot contribution.
4) Calculate the depot cost rate as the fixed opening depot cost divided by the depot
contribution.
The depot cost rate is therefore the cost per demand of the customers that will
benefit if the depot is part of the solution. In cases where the depots can meet the
total customer demand, the depot cost rate will default to the cheapest depot to
open.
A perturbation heuristic used in conjunction with the depot cost rate to determine
the potential depots to open is now proposed. The perturbation heuristic was intro-
duced by Salhi (1997) and is described in Section 3.1.2.7. It is a quick yet effective
heuristic, that is scalable to use in larger instances.
The perturbation heuristic iteratively alternates between the greedy–drop and greedy
phases. In the first greedy–drop phase, all depots are opened and the depot cost rate
is calculated for every depot in the current solution. Depots are iteratively closed
based on the highest depot cost rate in the current solution. The greedy–drop stops
if it cannot find a depot to remove without resulting in customers becoming unas-
signed.
In order to use the route costs calculated in the routing phase, complete routes are
always assigned to the same depot cluster when adding or removing a depot in the
perturbation heuristic. Once the greedy–drop phase has stopped, the costs of the
objective function value, using Eq.(3.85) by Prins et al. (2007) is calculated and
saved as the current solution.
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The greedy–drop phase using the depot cost rate is followed by the greedy phase. In
the greedy phase, q depots are added to the solution iteratively. The value of q is
calculated using Eq. (3.27). Every time the depot with the smallest impact on the
objective function is selected.
Once q depots have been chosen, the method returns to the greedy–drop phase. This
time depots are removed based on the best saving in the objective function value,
given by Eq. (3.85), and not on the depot cost rate. The objective function value
is calculated for each candidate depot that can be removed from the solution. The
depot that will result in the best objective function value is then removed.
The method continues removing depots from the solution in this manner until there
are no more cost improvements to be made or the solution cannot meet the depot
capacity constraint should another depot be removed. The method continues cycling
between the greedy–drop and greedy phases of the perturbation heuristic until no
more improvements can be made. After every greedy–drop phase, the objective
function value of the current solution is compared with the previous saved solution.
If the current solution is worse than the saved solution the perturbation heuristic
stops and the saved solution is returned. If the current solution is better than the
saved solution, the current solution replaces the saved solution and another iteration
of the greedy and greedy–drop phases is repeated.
Unlike the cluster-based method for the cdCLRP, the depot locations are chosen
in the perturbation heuristic and do not have to be calculated afterwards. Once
the perturbation heuristic has completed, the routing phase can be repeated again,
using the chosen depot assignments. However, this additional step did not result in
any significant improvements in the cost function and only added additional CPU
time. It was therefore not included in the proposed method.
5.4.3 Methodology and data preparation
Vast amounts of instances are listed in the literature for the sdCLRP. Our focus
is on big instances with up to 20 000 data points. The biggest instance we could
find for the sdCLRP with a potential depot list is given by Harks et al. (2013) who
created three randomly generated large scale instances for the sdCLRP. These can
be downloaded from CLRlib (2014).
These instances have 1 000; 5 000 and 10 000 customers with 100; 500 and 1 000
potential depots, respectively, and are referred to as the M, L and XL instances based
on their size. However, the problem solved by Harks et al. (2013) allows for multi-
source customer assignments and no vehicle costs are incurred. Another difference
is that all depot supply capacities are the same as the full customer demand and
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did not cause any restriction on the number of depots to use. We introduce depot
capacity values: 750, 2 000 and 2 500 for the three size instances, respectively, and
a fixed vehicle cost of 10 per vehicle.
Three ranges of depot opening costs f = ([0; 100]; [100; 200]; [200; 500]) and vehicle
capacity variants of Q = (9; 100; 1 000) are given by Harks et al. (2013). The authors
refer to these variations using two index numbers with values 1− 3, where the first
index number refers to the depot cost and the second to the vehicle capacity. For
example, instance L1,3 refers to the instance with 5 000 customers, 500 depots, depot
opening costs f = ([0; 100] and vehicle capacity Q = 1 000. Some examples of the
instances are listed in Table 5.11.
Num of Num of Depot Depot Vehicle
customers depots capacity opening capacity
(W) cost (f) (Q)
M1,1 1 000 100 750 [0; 100] 9
M1,2 1 000 100 750 [0; 100] 100
M1,3 1 000 100 750 [0; 100] 1 000
M2,1 1 000 100 750 [100; 200] 9
M2,2 1 000 100 750 [100; 200] 100
M2,3 1 000 100 750 [100; 200] 1 000
M3,1 1 000 100 750 [200; 500] 9
M3,2 1 000 100 750 [200; 500] 100
M3,3 1 000 100 750 [200; 500] 1 000
L1,3 5 000 500 2 000 [0; 100] 1 000
XL1,3 10 000 1 000 2 500 [0; 100] 1 000
Table 5.11: A list of instances tested from Harks et al. (2013) for the sdCLRP.
In these instances, customer demands are varied with wi ∈ [0; 10]. For instances with
vehicle capacity Q = 9 (e.g. the instances ending with a ‘1’) the customer demands
had to be adapted for the single source problem. All customer demands higher than
9 are changed to 9. Distances are calculated using the Euclidean distance formula
given by Eq. (2.33). All combinations of all the problem variants are tested. This
resulted in 27 instances in total, see Table 5.12.
5.4.4 Computational results
The results and CPU times of the 27 problem instances from Harks et al. (2013)
are given in Table 5.12. The total costs are the values from the objective function
given in Eq.(3.85) by Prins et al. (2007), where it is assumed that the distribution
cost between points i and j, cij , is equal to the Euclidean distance between points i
and j. The total cost excluding vehicle costs does not contain the fixed vehicle cost
term in the objective function value. These values are compared to the BKS values
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listed by CLRlib (2014), because the associated problem instances did not include
fixed vehicle costs.
Num Num Distri- Depot Vehicle Total cost BKS % gap Total cost Total CPU
of of bution cost costs (excl. veh (excl. veh times
depots routes costs costs) costs) (mm:ss)
M1,1 74 764 9 757.80 2 648.01 7 640 12 405.80 13 478.90 −8% 20 045.80 00 : 02
M1,2 25 72 3 516.48 287.11 720 3 803.59 3 499.05 9% 4 523.59 00 : 17
M1,3 7 7 2 901.92 44.31 70 2 946.23 2 478.90 19% 3 016.23 00 : 04
M2,1 42 764 11 986.85 5 206.09 7 640 17 192.93 17 977.00 −4% 24 832.93 00 : 02
M2,2 10 72 4 171.07 1 062.18 720 5 233.25 4 468.74 17% 5 953.25 00 : 17
M2,3 2 7 3 106.76 203.78 70 3 310.54 2 620.84 26% 3 380.54 00 : 02
M3,1 27 764 15 359.42 6 635.96 7 640 21 995.38 22 926.80 −4% 29 635.38 00 : 02
M3,2 6 72 4 742.52 1 280.75 720 6 023.26 5 345.92 13% 6 743.26 00 : 18
M3,3 2 7 3 106.76 411.34 70 3 518.10 2 779.25 27% 3 588.10 00 : 02
L1,1 261 3 703 22 808.60 7 355.04 37 030 30 163.64 32 325.90 −7% 67 193.64 00 : 24
L1,2 101 353 7 698.31 1 415.33 3 530 9 113.64 8 106.10 12% 12 643.64 01 : 43
L1,3 28 34 6 366.71 104.89 340 6 471.61 5 463.71 18% 6 811.61 00 : 26
L2,1 126 3 703 31 192.42 14 922.77 37 030 46 115.19 50 229.70 −8% 83 145.19 00 : 31
L2,2 29 353 10 285.09 3 230.61 3 530 13 515.70 12 059.50 12% 17 045.70 01 : 42
L2,3 8 34 6 764.75 811.58 340 7 576.33 6 624.78 14% 7 916.33 00 : 25
L3,1 81 3 703 39 481.20 19 172.63 37 030 58 653.84 63 905.10 −8% 95 683.84 00 : 24
L3,2 15 353 12 200.22 3 483.34 3 530 15 683.56 14 372.40 9% 19 213.56 01 : 42
L3,3 4 34 7 228.37 814.69 340 8 043.05 6 966.54 15% 8 383.05 00 : 26
XL1,1 467 7 529 34 523.66 11 312.16 75 290 45 835.82 48 677.10 −6% 121 125.82 01 : 23
XL1,2 190 721 11 465.73 1 793.12 7 210 13 258.85 11 872.00 12% 20 468.85 04 : 18
XL1,3 66 75 9 080.97 198.14 750 9 279.11 7 754.66 20% 10 029.11 01 : 33
XL2,1 207 7 529 49 599.71 23 612.31 75 290 73 212.02 77 580.60 −6% 148 502.02 01 : 24
XL2,2 46 721 15 998.04 4 810.58 7 210 20 808.62 18 159.10 15% 28 018.62 04 : 21
XL2,3 10 75 10 093.30 1 005.42 750 11 098.72 9 296.10 19% 11 848.72 04 : 52
XL3,1 126 7 529 61 994.21 28 723.58 75 290 90 717.79 101 454.00 −11% 166 007.79 01 : 25
XL3,2 27 721 18 942.00 5 568.75 7 210 24 510.75 21 341.50 15% 31 720.75 04 : 19
XL3,3 6 75 10 576.83 1 262.54 750 11 839.38 10 389.90 14% 12 589.38 01 : 36
Table 5.12: The results for the sdCLRP using the CLRlib instances generated by Harks
et al. (2013).
5.4.5 Discussion
When comparing the solutions found for the single-source problem in Table 5.12 with
the BKS values found by Harks et al. (2013) for the multi-source version, the costs
excluding the vehicle costs were used. This is because the multi-source problem
did not have vehicle costs. The total costs excluding vehicle costs, were at most
27% more than the BKS values found for the M size (1 000 customers, 100 depots)
multi-source problem. The gap decreased to a maximum of 20% for the XL size
(10 000 customers, 1 000 depots) instances.
It is logical that the BKS for the multi-source solutions had better results, because
more combinations to create routes are possible and there are no depot capacity
constraints. It also makes sense that the costs found for the instances with vehicles
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capacity, Q = 9, would be less than the costs of the multi-source solutions because
the demand of the customers with wi > 9 were made wi = 9 in order to produce
feasible single-source solutions. This resulted in less visits.
The CPU times for the cluster-based method took less than 5 minutes to complete
for all instances. Most of the CPU time was spent solving the routing sequence of
customers. In the cases where the number of customers were low enough to use the
branch and bound algorithm in the MCA (the case studies with Q = 100), the CPU
times took longer than where the number of customers resulted in the use of the
enumerated Christofides algorithm in the MCA (case studies with Q = 1 000).
5.4.6 Conclusions - sdCLRP
When comparing the results of the sdCLRP cluster-based method with those given
by Harks et al. (2013) in the multi-source problem, the cluster-based method looks
promising for bigger instances. Not only did the percentage gap lessen as the in-
stances became bigger, but also the CPU times for the biggest instances were less
than 5 minutes. It is clear that the cluster-based method is a good method to
use to quickly create initial solutions for big datasets. These solutions can then be
improved further with the help of a local search or other heuristic method.
5.5 Conclusions
In this chapter, cluster-based methods to solve the uncapacitated HpMP and capac-
itated plCLRP, cdCLRP and sdCLRP are proposed. For the HpMP a new variant
of the problem formulation is suggested that excludes unnecessary depot variables.
A new problem called the plCLRP is introduced with a new problem formulation
adapted from the plLRP to include depot capacities and a fleet size constraint per
depot. The objective function is changed to a fixed charge problem.
The two-phase PROBUC method is introduced to create capacitated clusters from
unconstrained clusters. This method can be used to create capacitated clusters in
both the location and routing phases. Seven different proximity measures are com-
pared for the regret function of the PROBUC method when using the single linkage
and complete linkage methods to create clusters. The results differed per cluster-
ing method. The proportional proximity measure given in Eq. (5.34) was chosen,
because it returned the best SSR, ADM and AWCD values for the complete link-
age method and gave visually attractive solutions for both clustering methods. The
two-phase PROBUC method is able to create good solutions even from completely
unbalanced starting solutions like the single linkage method.
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A method to determine the initial number of depots and vehicles was discussed next.
Since the depot opening costs are normally much higher than the vehicle fixed costs,
it is recommended to minimise the number of depots first, before determining the
number of vehicles to use.
The proposed cluster-based approach for the plCLRP start by determining an ini-
tial number of depots and vehicles based on the depot and vehicle costs. Next, it
determines the capacitated depot clusters followed by capacitated routing clusters.
Hamiltonian cycles are created as vehicle routes. Finally the Weiszfeld algorithm is
used to determine the depot centres, as illustrated in Figure 5.15.
In the cdCLRP, all customers are considered potential depots. The depot clusters are
created similar to the plCLRP. The routes in the cdCLRP are converted to lollipop
routes to aid in determining the depot locations. Should any route have a round
trip cost larger than the cost of opening a depot, the depot cluster is decomposed
into multiple depot clusters.
In the sdCLRP, a separate list of potential depots is given, normally much smaller
than the number of customers. A perturbation heuristic that incorporates the depot
costs, depot supply and depot location into a depot cost rate is used to select the
depots to use from the list.
From the results of the cluster-based approaches used in the four CLRP variants, it
is clear that clustering methods do have a positive impact on solving the medium and
large-scale plCLRP and cdCLRP. This impact can be seen in both the CPU times
and the cost-effective solutions that results. The cluster-based methods, however,
seem to be less effective than other methods in creating routes. They are also not
effective to use in the sdCLRP where a list of potential depots with varying depot
costs and supply capacities are given.
The use of Ward’s method, the k–near method and the complete linkage method
as clustering methods are suggested for the routing phase, because they resulted in
the best routing costs for the HpMP. The aggregated stepwise h–median method is
recommend for the location phase, but can be replaced by Ward’s method or the
complete linkage h–median hybrid method where this clustering method takes too
long.
Although the cluster-based methods proposed in this chapter might not return the
best solutions, the methods have proven to be effective in finding initial solutions
quickly, which can then be improved further using other heuristics.
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Chapter 6
A cluster-based approach to
solve the PLRP
In this chapter, the focus falls on the periodic location-routing problem (PLRP)
and how the proposed cluster-based approaches of the cdCLRP and sdCLRP can be
adapted for the PLRP. These approaches need to be adapted to allow for multiple
clusters in the same area across the given time horizons.
A modification to the current problem formulation as provided by Prodhon (2011)
is also proposed. A single-source constraint is introduced to prevent customers from
being serviced by different depots on different days. A constraint set is also added
to restrict the maximum number of vehicles across all depots on any given day.
The results of the cluster-based approach are compared to best-known solutions for
existing PLRP instances. The large-scale instances generated by Harks et al. (2013)
for the sdCLRP are modified for the PLRP. The results are listed as a new set of
best known solutions for future studies.
6.1 Proposed adapted problem formulation
The PLRP problem is an extension of the discrete CLRP problem. It includes a
time horizon dimension and allows multiple visits to the same customer over the
given time horizon. The problem was introduced by Prodhon and Prins (2008) and
the problem formulation was suggested by Prodhon (2011). It is described in more
detail in Section 3.4.
In the current model customers are not restricted to single depot assignments and
can be serviced from different depots on different days. A new problem formulation
for the single-source PLRP, adapted from the formulation given by Prodhon (2011),
is now proposed in Eq. (6.1) - (6.17).
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Minimise
∑
j∈V
∑
i∈V
∑
k∈K
∑
l∈H
cijzijkl +
∑
j∈J
fjyj +
∑
j∈J
FTj (6.1)
subject to
∑
i∈I
∑
k∈K
zijkl ≤ Tj ∀ j ∈ J,∀ l ∈ H, (6.2)
∑
i∈I
∑
j∈V
wilrzijkl ≤ Q ∀ k ∈ K,∀ l ∈ H,∀ r ∈ Combi, (6.3)
∑
i∈V
zijkl −
∑
i∈V
zjikl = 0 ∀ k ∈ K,∀ j ∈ V, ∀ l ∈ H, (6.4)
∑
i∈I
∑
j∈J
zijkl ≤ 1 ∀ k ∈ K,∀ l ∈ H, (6.5)
∑
i∈S
∑
j∈S
zijk ≤ |S| − 1 ∀ S ⊆ I, |S| ≥ 2,∀ k ∈ K,∀ l ∈ H, (6.6)
∑
u∈I
ziukl +
∑
v∈V ∩{j}
zvjkl ≤ 1 + xij ∀ i ∈ I, ∀ j ∈ J, ∀ k ∈ K,∀ l ∈ H, (6.7)
n∑
i∈I
wilrxij ≤Wjyj ∀ j ∈ J, ∀ l ∈ H,∀ r ∈ Combi, (6.8)
∑
r∈Combi
bir = 1 ∀ i ∈ I, (6.9)
∑
j∈V
∑
k∈K
zijkl −
∑
r∈Combi
birarl = 0 ∀ i ∈ I, ∀ l ∈ H, (6.10)
∑
j∈J
xij = 1 ∀ i ∈ I, (6.11)
∑
j∈J
Tj ≤ |K|, (6.12)
zijkl ∈ {0, 1} ∀i ∈ V,∀ j ∈ V,∀ k ∈ K,∀ l ∈ H, (6.13)
xij ∈ {0, 1} ∀ i ∈ I, ∀ j ∈ J, (6.14)
yj ∈ {0, 1} ∀ j ∈ J, (6.15)
bir ∈ {0, 1} ∀ i ∈ I, ∀ r ∈ Combi, (6.16)
Tj ∈ N ∀ j ∈ J. (6.17)
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A single-source variant of the PLRP model is proposed by adding Eq. (6.11). This
prevents more than one depot assignment variable xij for a given customer i from
being equal to one. It therefore forces each customer to be assigned to one and only
one depot. It is proposed the Eq. (6.12) be added to force the sum of the maximum
number of vehicles on any given day to be less or equal to the maximum number of
vehicles available, K. Except for these two added constraints, the description of the
problem formulation remains the same as the model in the literature review, given
by Prodhon (2011). It is repeated here for convenience.
Given a time horizon H, consisting of l periods (normally days), each customer, i,
has a set of possible combinations of visit days allowed, called Combi. The demand
for a customer i can now be defined as wilr, where l specifies the day of the visit
and r specifies the combination of visit days from Combi that is used.
The maximum number of vehicles used on any given day within the jth depot is
called Tj . This is also referred to as the fleet of the depot, (Fu and Ishkhanov,
2004). The fixed cost associated with having a vehicle in the fleet is F . A set of K
vehicles are available each day, with the maximum number of vehicles available as
|K|. The routes have a capacity restriction of Q per day. Subsets I and J represent
the set of customers and depots respectively with V = I ∪ J . The depots each have
a supply capacity of Wj that cannot be exceeded on any given day in H.
The cost to travel from a customer or depot point i to another point j is cij and zijkl
is a binary variable to indicate travel between points i and j on day l using vehicle
k. The fixed depot cost fj is only incurred if the jth depot is open, indicated by
the binary variable yj . The fixed vehicle cost F is multiplied by Tj , the maximum
number of vehicles used on any given day by depot j. This forces the model to
balance the number of vehicles used per day. xij is a binary variable to indicate
whether customer i is assigned to depot j.
Eq. (6.1) is the objective function value of the PLRP. Similar to the sdCLRP, the
objective function value is composed of three terms: the distribution costs, the depot
opening costs and the fixed vehicle costs. Constraints (6.2) ensure that Tj is the
maximum number of vehicles used on any given day by the jth depot. Constraints
(6.3) restrict the customer demand allowed on any given route to the vehicle capacity
Q. Constraints (6.4) guarantee continuity of the routes and that each route returns
to the depot of origin. Constraints (6.5) ensure that each vehicle has only one
starting point and thus that every vehicle has only one route per day.
Constraints (6.6) are used to avoid cycles or subtours, while constraints (6.7) ensure
that a customer is assigned to the same depot as the depot of the route he belongs
to. The capacity constraints (6.8) limit the total demand of customers assigned
to an open depot to the supply capacity. Constraints (6.9) ensure that only one
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combination of visit days per customer is selected, represented by the binary decision
variable bij . Constraints (6.10) restrict the routes to one and only one visit per
customer per day. These visits are only allowed on the selected set of visit days r,
referred to as arl.
The newly introduced constraints (6.11) enforce a single-source constraint and con-
straints (6.12) ensure the maximum number of vehicles per depot on any given day
remains below the maximum allowed. Constraints (6.13) - (6.16) restrict the de-
cision variables to boolean values, while Constraints (6.17) restrict Tj to positive
integer values.
6.2 A new cluster-based method to solve the PLRP
Based on the literature review done in the PVRP and PLRP sections (see Sections
3.2.4 and 3.4.1.6), we propose a solution approach to first simplify the PLRP to a dis-
crete CLRP that spans across all visit days. This is similar to an approach proposed
by Prodhon and Prins (2008) to solve the PLRP using an iterative metaheuristic
method. The daily depot supply capacities are multiplied by the time horizon to
determine the total supply capacity per depot.
In the proposed approach either of the cluster-based methods described for the
cdCLRP and sdCLRP can be used to solve the discrete CLRP spanning across all
visit days, depending on whether the particular PLRP is a concentrator or standard
discrete problem. Ward’s method, the k–near method and the complete linkage
method are recommended to create route clusters. In the case of the concentrator
problem, the aggregated stepwise h–median method, Ward’s method or the complete
linkage h–median hybrid method are recommended for the location phase. The
cluster-based approach to solve the PLRP is illustrated in Figure 6.1.
To enforce the single-source constraint set across the days that has been introduced,
customers are assigned to depots in the location phase, before determining their
visit days and routes. In the routing phase customers are assigned to mega routes
spanning across all visit days. The demand of these routes must be met by the total
supply capacity per vehicle across the time horizon. Depot locations are calculated
as described in the cluster-based approaches of the cdCRLP and sdCRLP.
In order to solve the problem per day, the mega routes are divided into daily routes.
The assignment of customers to visit days is similar to the order based heuristic
suggested by Christofides and Beasley (1984), described in Section 3.2.4.3. Daily
customers are assigned to the routes first, followed by assigning the customers with
the biggest demand and highest visit frequencies to a day. Lastly the smaller demand
and single day customers are assigned to the days with the most capacity left. The
focus in this phase is to create a balanced demand across all days to minimise the
fleet costs. Less emphasis is thus given to minimising route distance. The reason
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for this is that customers have already been clustered when the mega route clusters
were created.
Once the visit days have been allocated, it is possible that a number of partially
full vehicles on the same day can be combined. The method tries to merge the
routes per day for every depot. Finally, the method uses a neighbourhood search
to find and merge routes of different days. The merging of routes is only possible if
customers with multiple visits can still be visited on the new day combination. To
prevent the single-source constraints from being violated, the search does not span
across different depots.
Figure 6.1: The proposed solution to solve the PLRP.
6.3 Methodology and data preparation
Two sets of instances were used to test the results:
1. Instances from Prodhon
Pirkwieser and Raidl (2010) gave a set of results based on the instances pro-
vided by Prodhon (2009a). According to these results, they were able to
better the best-known solution (BKS) for 29 out of the 30 datasets. Only
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the six instances with the biggest number of customers and potential depots
(200 customers and 10 potential depots) were tested here to get an indication
how the cluster-based heuristic performs on small case studies with less than
a thousand customers.
As done by Prodhon and Prins (2008), the Euclidean distances were multiplied
by 100 and rounded up to calculate the distance costs, cij in Eq. (6.1). In this
equation, the fixed vehicle cost, F , from the CLRP was defined as a fleet cost,
the cost incurred for using a vehicle at least once during the time period.
2. Instances by Harks et al. (2013) for the sdCLRP
In order to test a large case study, the same instances used by Harks et al.
(2013) to test the sdCLRP were used. These instances are discussed in Section
5.4.3 and some examples are given in Table 6.1. In order to expand across a
time horizon, the instances were adapted for the PLRP as follows:
• Similar to the instances by Prodhon (2009a), the time horizon is set to
seven day cyclic horizon, with five working days. Saturdays and Sundays
are seen as idle days.
• Visit day frequencies of 1, 2 and 3 days were sequentially introduced to
all the customers in the order in which they appeared in the instance by
CLRlib (2014), i.e. customer 1 has a visit frequency of 1 day, customer 2
– 2 days, customer 3 – 3 days, customer 4 – 1 day etc.
• The same visit day combinations as allowed by Prodhon (2009a) were
used:
– 1 day visit - Monday, Tuesday, Wednesday, Thursday, Friday
– 2 day visits - Monday – Thursday, Monday – Friday, Tuesday – Friday
– 3 day visits - Monday – Wednesday – Friday
• The same distribution of demand as used by Prodhon (2009a), is used for
multiple days. Here the total demand to be delivered in one week is taken
as the demand listed by CLRlib (2014). The demand to be delivered on a
particular day is proportional to the number of days (including Saturday
and Sunday) after the previous visit. As an example, if a customer has
a demand of 7 and is to be visited 3 times in a week, the demand is
distributed as: Monday – 3, Wednesday – 2, Friday – 2. More about
the demand calculation can also be found in Prodhon and Prins (2008),
Prodhon (2009b) and Prodhon (2011).
• In order to meet the single-source constraint for customers with a demand
higher than nine, the instances specified to have a vehicle capacity limit
of Q = 9 is changed to Q = 10. These are the listed instances ending
with an index number ‘1’. Examples of the medium instances (customers
= 1 000, potential depots = 100) are listed in Table 6.1.
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• The distance cost, cij , is equal to the Euclidean distances between points
xi and xj and was not multiplied with 100, as in the case of the instances
from Prodhon.
• The fixed depot costs, f , specified in Table 6.1, are multiplied by 100 in
the objective function cost calculations given in Eq. (6.1).
• The fixed fleet cost, F , the cost for using a vehicle belonging to a partic-
ular depot at least once, is set to 100. The final objective function cost
value are rounded to two decimal values.
Instances Num of Num of Depot Depot Vehicle
customers depots capacity opening capacity
(W) cost (f) (Q)
(use f × 100)
M1,1 1 000 100 750 [0; 100] 10
M1,2 1 000 100 750 [0; 100] 100
M1,3 1 000 100 750 [0; 100] 1 000
M2,1 1 000 100 750 [100; 200] 10
M2,2 1 000 100 750 [100; 200] 100
M2,3 1 000 100 750 [100; 200] 1 000
M3,1 1 000 100 750 [200; 500] 10
M3,2 1 000 100 750 [200; 500] 100
M3,3 1 000 100 750 [200; 500] 1 000
Table 6.1: A list of instances tested from Harks et al. (2013) adapted for the PLRP.
6.4 Computational results
The results for the instances by Prodhon (2009a) and CLRlib (2014) are given in
Tables 6.2 and Tables 6.3. The BKS is based on the values listed by Prodhon
(2009a), Duhamel et al. (2010) and Pirkwieser and Raidl (2010).
The fleet size column gives the maximum number of vehicles used by the depots
across the time horizon. It is used to determine the vehicle cost associated with
the last term in Eq. (6.1). The cluster-based approach for solving the sdCLRP was
used, because the instances were not concentrator problems and the depot capacities
and costs varied.
6.5 Discussion
In the instances from Prodhon (2009a), listed in Table 6.2, the cluster-based method
was able to better the current BKS values listed by Pirkwieser and Raidl (2010) in
one instance. In the other instances the results varied with gaps between 15%−21%.
There is therefore a chance that the cluster-based method might return good results,
but it should be used in conjunction with other methods.
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Instances Num Num Fleet Distri- Depot Fleet Total BKS % gap CPU
of of size bution costs costs costs costs times
depots routes costs (mm:ss)
PLRP_200_10_1a 6 99 23 288 929 94 050 115 000 497 979 431 373 15% 00 : 05
PLRP_200_10_1b 2 65 14 259 036 29 240 70 000 358 276 362 143 −1% 00 : 04
PLRP_200_10_2a 4 43 22 290 227 58 500 110 000 458 727 380 262 21% 00 : 06
PLRP_200_10_2b 2 65 14 259 271 33 240 70 000 362 511 310 110 17% 00 : 08
PLRP_200_10_3a 4 112 29 427 200 64 300 130 000 636 500 530 195 20% 00 : 08
PLRP_200_10_3b 3 70 14 274 061 54 550 70 000 398 611 342 944 16% 00 : 05
Table 6.2: The results for the PLRP for instances given by Prodhon (2009a).
Instances Num Num Fleet Distri- Depot Fleet Total cost CPU
of of size bution costs costs times
depots routes costs (mm:ss)
M1,1 21 613 136 17 498.89 38 422.61 13 600.00 69 521.50 00 : 06
M1,2 6 67 15 9 765.14 19 315.49 1 500.00 30 580.62 00 : 07
M1,3 1 9 2 2 906.97 635.24 200.00 3 742.21 00 : 04
M2,1 10 573 120 23 500.03 107 339. 12 000.00 142 839.03 00 : 04
M2,2 2 65 14 11 670.66 25 243.5 1 400.00 38 314.16 00 : 10
M2,3 1 9 2 8 137.88 10 635.2 200.00 18 973.08 00 : 03
M3,1 7 572 135 26 560.08 151 637.8 13 500.00 191 697.88 00 : 05
M3,2 2 72 16 11 752.07 45 771.8 1 600.00 59 123.87 00 : 07
M3,3 1 9 2 8 137.88 21 905.7 200.00 30 243.58 00 : 02
L1,1 81 2 892 639 43 027.83 131 727.96 63 900.00 238 655.79 02 : 35
L1,2 21 391 90 22 102.08 37 529.68 9 000.00 68 631.76 01 : 31
L1,3 4 41 10 18 491.11 10 289.54 1000.00 29 780.65 00 : 38
L2,1 28 2 770 583 64 018.76 304 149.2 58 300.00 426 467.96 02 : 45
L2,2 11 376 85 25 604.17 112 711.7 8 500.00 146 815.87 01 : 27
L2,3 1 41 10 19 445.4 11 706.6 1000.00 32 152.00 00 : 39
L3,1 18 2 739 566 78 245.21 394 147.2 56 600.00 528 992.41 02 : 37
L3,2 5 376 85 29 976.29 111 595.7 8 500.00 150 071.99 01 : 29
L3,3 1 41 10 19 445.4 25 119.9 1000.00 45 565.30 00 : 39
XL1,1 148 5 741 1 261 64 046.49 160 122.06 126 100.00 350 268.55 18 : 03
XL1,2 36 686 150 32 063.47 42 370.62 15 000.00 89 434.08 03 : 31
XL1,3 5 75 17 27 018.01 9 927.36 1 700.00 38 645.37 02 : 10
XL2,1 43 5 493 1 152 100 985.06 452 571.8 115 200.00 668 756.86 18 : 07
XL2,2 14 721 160 37 626.35 147 029.7 16 000.00 200 656.05 03 : 29
XL2,3 3 84 20 28 155.25 32 380.8 2 000.00 62 536.05 02 : 10
XL3,1 26 5 427 1 129 126 898.61 541 216.9 112 900.00 781 015.51 18 : 15
XL3,2 10 686 150 41 126.79 208 354.9 15 000.00 264 481.69 03 : 24
XL3,3 2 66 14 28 566.36 42 420.9 1 400.00 72 387.26 02 : 22
Table 6.3: The results for the PLRP using the CLRlib instances generated by Harks
et al. (2013).
238
6.5 Discussion
On average the cluster-based method returned better percentage gap values for
vehicle capacities, Q = 130, per day than for the smaller vehicle capacities, Q = 80,
per day. This could indicate that using a clustering method in the routing phase
can assist with improving the route costs in instances with bigger vehicle capacities.
All instances had CPU times of 8 seconds or less.
Similar to the instances from Prodhon (2009a), the results for the instances from
Harks et al. (2013) in Table 6.3, indicate that the cluster-based approach seems to be
more effective for larger vehicle capacities. Here it can be seen that the method was
able to produce solutions within 3 minutes, 31 seconds or less for the XL instances
with Q = 100 (instances XL1,2, XL2,2 and XL3,2) and within 2 minutes 22 seconds
for the XL instances with Q = 1 000 (instances XL1,3, XL2,3 and XL3,3).
However, for the instances with smaller vehicle capacity, Q = 10, (instances XL1,1,
XL2,1 andXL3,1) the CPU times were over 18 minutes. Even though these instances
also created more depots than the other instances, more than 16 minutes of the
CPU times were spent creating the route sequences using the MCA. This could be
a direct consequence of using the branch–and–bound method in the MCA, because
the number of customers per route are small enough.
To test the impact of excluding the use of the branch–and–bound method in the
MCA, the cluster-based approach for the PLRP was repeated for the XL size in-
stances with Q = 10 (instances XL1,1, XL2,1 and XL3,1). The results can be seen
in Table 6.4. In Table 6.5, the results were compared to the results from Table 6.3,
where the branch–and–bound method was still part of the MCA. The improvements
in CPU times were significant with a saving on average of 89.4%. The difference in
objective function costs was at most 0.16% worst - in the case of instance XL3,1,
and even showed an improvement of 0.43% for instance XL1,1.
Instances Num Num Fleet Distri- Depot Fleet Total cost CPU
of of size bution costs costs times
depots routes costs (mm:ss)
XL1,1 147 5 732 1 259 64 746.2 158 118. 125 900.00 348 764.20 01 : 52
XL2,1 43 5 486 1 144 102 387.03 452 032. 114 400.00 668 819.03 01 : 56
XL3,1 26 5 426 1 130 128 020. 541 216.9 113 000.00 782 236.90 01 : 58
Table 6.4: The results for the PLRP using XL size instances generated by Harks
et al. (2013), excluding the branch–and–bound method in the MCA.
Instances Total cost Total cost % cost CPU time CPU time % CPU
(incl B&B) (excl B&B) saving (incl B&B) (excl B&B) saving
XL1,1 350 268.55 348 764.20 −0.43% 18 : 03 01 : 52 −89.66%
XL2,1 668 756.86 668 819.03 0.01% 18 : 07 01 : 56 −89.33%
XL3,1 781 015.51 782 236.90 0.16% 18 : 15 01 : 58 −89.22%
Table 6.5: A comparison of the results for the PLRP, between including and exclud-
ing the branch–and–bound method in the MCA.
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The branch–and–bound method does therefore not improve the distribution costs in
the objective function value with more than 1.1%. Based on these results we there-
fore recommend excluding the branch–and–bound method from the MCA when
creating routes for large instances. This will result in a non-exponential time algo-
rithm. In these cases, the saving in costs does not validate the extra CPU time spent
to find the improvement. This is especially relevant for instances where the distri-
bution costs are not significantly large compared to the other terms in the objective
function value.
The results for the instances from Harks et al. (2013) in Table 6.3 are the first
and therefore best known solutions for these instances of the PLRP. In the case of
instance XL1,1, the best known solution is listed in Table 6.4.
6.6 Conclusions
A new problem formulation for the PLRP, including single-source constraints to
ensure that customers are only serviced by one depot, was introduced. Constraints
were also added to ensure that the maximum number of vehicles used on any given
day remains below that total maximum number of vehicles available to all depots.
A solution approach was proposed to solve the PLRP. This is similar to a suggestion
by Prodhon and Prins (2008), to first solve the PLRP as a discrete CLRP that spans
across all visit days before dividing the routes into days. The PLRP can then be
solved using the cluster-based approaches for the cdCLRP and sdCLRP proposed
in Chapter 5. The method then tries to improve the current solution by first trying
to combine routes from the same depot on the same day and next to combine routes
from the same depot on different days, without breaking the visit day combination
constraints while still adhering to the daily capacity limits per depot and vehicle.
The methods compared well against and returned better BKS values for one instance
when compared to the values listed by Pirkwieser and Raidl (2010). The results
varied when compared to the BKS values and it is recommended not to use the
cluster-based method in isolation when solving the PLRP.
The instances generated by Harks et al. (2013) for the sdCLRP were modified for the
PLRP. This is the first solutions for these instances of the PLRP and can therefore be
used as best known solutions in future studies. The impact of the branch–and–bound
method in the MCA was also compared. It was concluded that the improvement
in costs are not significant enough to validate the extra CPU time spent to find
the improvement. It is therefore recommended to excluded the branch–and–bound
method in the MCA when solving large instances to result in a non-exponential time
algorithm.
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Chapter 7
Conclusions
7.1 Contribution
In this thesis the effects of using clustering methods to solve the location–routing
problem was studied. When looking at larger datasets, it became clear that cluster-
ing methods can contribute towards effective methods to solve variants of the CLRP,
especially where other heuristics become too time consuming to use. Care must be
taken when choosing the clustering method to use. Some methods were able to find
good solutions fast, while others turned out not to be effective when scaled to bigger
instances.
Here follows a summary of the contributions made in the different chapters.
7.1.1 Clustering methods
From the start, certain clustering methods stood out as more effective than others,
even in an unconstrained environment. Figures 4.1 - 4.6 give an overview of the
results found for DataS3, to illustrate this. The h–median method was able to find
the best SSR results compared to any of the other methods tested for all datasets.
Although iterative partitioning methods like the h–median method requires a start-
ing solution, the performance of the h–median method proved less dependent on the
quality of the starting solution than other partitioning methods. However, when
scaled to larger datasets, the stepwise function caused the method to become slower
than the other iterative partitioning methods, even though the same number of start-
ing solutions was generated. It was obvious that a different approach was needed to
find starting solutions.
Although most of the SAHN clustering methods did not find solutions with results
as good as iterative partitioning methods, Ward’s method did return good results
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as indicated by Min (1987) and Lam (2008). The method did not outperform the
h–means and h–median methods. The complete and average linkage methods also
did surprisingly well. The SAHN methods have a polynomial time complexity when
using the Lance–Williams parameters, but a distance matrix of size n2 is needed. For
large datasets, there is a threshold beyond which the storage needed for a complete
distance matrix becomes too big to use in programming languages. Alternatives to
deal with large distance matrices are discussed in Appendix C.2. It is suggested to
decompose the problem into smaller subproblems as proposed by Louis and Tang
(1999) (see page 314).
Hybrid methods were also tested. This is where two clustering methods are combined
by first aggregating the data into small clusters that are treated as single customer
points, before clustering the small clusters into the correct number of clusters. The
hybrid SAHN-partitioning methods performed well but were not able to improve the
SSR values of the h–median method.
The aggregation of customers in the stepwise function, used to generate solutions
for the iterative partitioning methods, was also tested. This resulted in less starting
solutions being generated and better CPU times. The conclusion was that although
the aggregated stepwise h–median method did not find solutions better than the
stepwise h–median, it still found SSR results within 0.015% of the best-known SSR
value for DataS3 within 5 minutes, 23 seconds, resulting in a 22.63% CPU time
saving when compared to the stepwise h–median method. The aggregated stepwise
h–median method is therefore the recommended clustering method to use in large
scale datasets. In the cases where a big number of clusters is required, the parti-
tioning methods become too slow and Ward’s method is recommended. This was
discussed in Section 4.3.6.3.
7.1.2 The HpMP
To solve the HpMP an algorithm was needed to create Hamiltonian cycles from
the points clustered together. A modified problem formulation for the HpMP was
introduced and the MCA method was proposed to construct route cycles fast. This
method uses the branch–and–bound for small sets of customers. The Christofides
algorithm together with or without an enumerated search to construct routes de-
pending on the number of customer points in the route, is used otherwise. Clusters
created by the clustering methods had to be modified afterwards to ensure each cy-
cle had at least three points. Based on the polynomial CPU times and route costs,
Ward’s method, the k–near method and the complete linkage methods were the best
performers to create route clusters.
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7.1.3 The plCLRP
A new problem called the plCLRP was introduced. This problem is similar to the
plLRP, because it is a continuous LRP problem. Unlike the plLRP, the plCLRP is a
fixed charge capacitated location-routing problem with depot capacity constraints.
Homogeneous depot and vehicles opening costs as well as a depot fleet size are
introduced. A new problem formulation for the plCLRP was also introduced.
To create capacitated clusters for the CLRP variations, the two-phase PROBUC
method was proposed. This is an unconstrained to constrained method that creates
capacitated clusters from the clustering methods used in Chapter 4. Customers
are moved based on a regret function. Different regret calculations were tested
and a proportional regret formulation was chosen. After the clusters have been
modified to adhere to the depot or vehicle capacity constraints, clustering methods
like the nearest neighbour and graph–based methods are used to identify the nearest
neighbours to assist in assigning borderline customers to the most appropriate cluster
in the improvement phase. A final unconstrained to constrained loop ensures that
all clusters still meet capacity after the improvement phase.
The two-phase PROBUC method proved to be an effective method to create good
solutions from even completely unbalanced starting solutions like those produced by
the single linkage method. The CPU time is dependent on the number of moves
needed to make the solution constrained, but even in the case of the single linkage
method for DataS3, the re-assignment phase was able to produce capacitated clusters
in less than a minute.
When solving the variants of the CLRP, the number of depots and vehicles to use is
unknown beforehand and driven by the cost function. A rule of thumb is proposed
to determine the starting number of depots and vehicles that adheres to the capacity
constraints. This rule does not necessarily guarantee the best solution, but it does
eliminate searching through multiple depot–vehicle combinations that can already
be excluded beforehand.
Based on the above description, a cluster-based method is introduced to solve the
plCLRP. The method starts by creating depot clusters in the location phase. It then
creates route clusters in the routing phase, followed by the calculation of the depot
locations in the final phase.
7.1.4 The cdCLRP
Two different discrete CLRP were identified based on the placement of the potential
depots. The cdCLRP is the concentrator discrete case in which all customers serve
as potential depots.
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The cluster-based method introduced for the plCLRP was adapted in the final phase
where the depot locations are determined. Here the concept of lollipop routes was
introduced. These routes consist of Hamiltonian cycles and a path from the depot
to the closest customer and back, giving the impression of a lollipop. Approximate
distribution costs are calculated to simplify solving the placement of the depots.
Afterwards the actual distribution costs are calculated to determine the final distri-
bution costs for the solution.
7.1.5 The sdCLRP
The sdCLRP is a discrete CLRP where a separate list of potential depots are pro-
vided. Different depots can have different capacities and costs associated with them.
It became clear that the clustering methods used in the location phase of the cluster-
based method for the cdCLRP had to be replaced when solving the sdCLRP, because
potential depots are not necessarily located close to the chosen depot centres. Using
a clustering method in the location phase can also not take varying depot cost and
depot capacity constraints into consideration when determining the best depot cen-
tre. An alternative heuristic called the perturbation heuristic in conjunction with a
depot cost rate was proposed to solve the location phase of the sdCLRP.
7.1.6 The PLRP
A single-source PLRP problem formulation was introduced where a single-source
constraint across the time horizon is suggested. A constraint to restrict the daily
number of vehicles to remain within the maximum number of vehicles available is
suggested as well. Different approaches were listed for solving the periodic compo-
nent of the PVRP and PLRP problems in Sections 3.2.4 and 3.4.1.6.
A heuristic by Prodhon and Prins (2008) was chosen that combines the problem
into one CLRP before dividing the problem into visit days. The method was able to
better the current BKS values listed by Pirkwieser and Raidl (2010) for one instance.
The impact of using the branch–and–bound method in the MCA on the objective
function costs and CPU times were investigated. Based on the results from the test
instances, we recommend excluding the branch–and–bound method in the MCA
when solving larger instances.
More research can be done on how to approach the periodic component of the
PLRP. Mostly random assignments with local searches or basic intuitive heuristic
and metaheuristic methods have been suggested in the past.
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7.1.7 Test instances
For all four variants of the CLRP and the PLRP, large-scale instances were intro-
duced. In the HpMP a new instance was introduced based on a TSPLIB instance. In
the case of the cdCLRP and plCLRP, an existing instance from Alvim and Taillard
(2013) was adapted to cater for depot capacity constraints and vehicle costs. Three
randomly generated large-scale instances for the sdCLRP, introduced by Harks et al.
(2013) for the multi-source problem were tested and additional depot capacity con-
straints and vehicle costs were introduced. For the PLRP, the three instance sets
from Harks et al. (2013) were adapted to incorporate a five day time horizon with
varying visit frequencies.
7.2 Conclusive remarks
Although clustering methods do have a positive impact when used to solve the
CLRP and PLRP, they should be seen as tools to add to the approximate algorithms
toolbox. They can be used to provide initial solutions to give guidelines in decision-
making and complement discrete heuristic methods. In cases where the problems are
very constrained, for example where the depot capacity is very close to the demand,
clustering methods are less effective and other heuristic methods will be more useful
to solve the problem.
When dealing with big datasets the question that often comes to mind is: "How
good is good enough?" meaning, when is a solution deemed good enough. One also
needs to consider how close to getting to the optimal solution is a person willing to
offer up in return for a gain in CPU time? A classic example of this compromise
is shown in Table 6.5. Here we discussed excluding the branch–and–bound method
from the MCA to construct route cycles. Excluding this method would cause an
improvements in CPU times of 89.4% on average, while the difference in objective
function costs is at most 0.16% worst.
Another example is where Alvim and Taillard (2013) limits the number of generated
starting solutions to 150, in the POPMUSIC method used to solve the cdCLRP. The
method resulted in a O(n3/2) time complexity by limiting the number of iterations
allowed. Obviously, as the problem size grows, the 150 starting solutions represent
less and less of the problem size and with this the chances of finding the best starting
solution becomes smaller. Nevertheless, good solutions were still found in polynomial
time with an acceptable compromise while at the same time instances with more
than 106 customers could be solved.
In the case of DataS3, a number of clustering methods, especially hybrid methods
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were able to find unconstrained solutions with SSR values below 46 000 (see Tables
A.25, A.26, A.41, A.42, A.45, A.48, A.49). However, only two methods were able
to find values below 45 000. Here again, we can ask how important it is to find
a solution below 45 000? If we look at bigger instances, it probably would not be
acceptable to conduct all promising clustering methods in the hope of finding an
improvement that is less than 0.02%.
With the growth in data also comes a new shift in methodology. A change in
the approach to solving large instances has become imminent, because most classic
heuristic and metaheuristic methods do not have polynomial time complexity and
these methods become ineffective to solve large instances. A new set of tools con-
sisting of approximate algorithms is needed and education on the time complexity
of algorithms cannot be underestimated.
The use of the wrong sorting algorithm in the clustering methods described in
this study, for example, could have a huge impact on the overall CPU time of the
methods. The impact of using large quantities of storage memory, accessing huge
arrays and making complicated calculations on the CPU time should also not be
underestimated. It is therefore clear that the need to analyse the time and stor-
age complexity needed by algorithms to solve large-scale instances are more often
becoming the focus of attention than finding the optimal solution for academia.
7.2.1 Observations regarding clustering methods
During the course of this study, many interesting observations were made with re-
gards to the clustering methods used. One such example is the interesting pie chart
distributions made by the PAM method, as illustrated in Figure 4.14. This is very
similar to the sweep algorithm suggested by Simchi-Levi and Bramel (1997) to solve
the VRP discussed in Section 3.2.2.5 on page 73.
The huge impact of having duplicate points, with the same longitude and latitude
values, on the clustering methods was also unexpected. When displaying these
duplicate points on a map, they look like a single point. In, for example, the nearest
neighbour methods, these duplicates will look like a single point cluster surrounded
by another cluster. Care must therefore be taken when clustering data, because it is
not uncommon in real-life case studies to find multiple points geocoded to the same
coordinates by geocoding tools.
In most solutions, the k–means method has become the default method to use when
creating clusters. This study highlighted some interesting facts regarding the k–
means method, including:
• The method is slow compared to the h–means method. This being said, care
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must be taken because reference to the k–means method in the literature more
often actually refers to the faster h–means method.
• The method needs a good starting solution in order to return good results and
cannot be used in isolation.
• The method is outperformed by the h–median method, which is less dependent
on good starting solutions to produce good results.
• The myth that the k–means method can be used to better solutions from the
h–means method was shown to not be true in all cases. This was discussed on
page 140.
7.2.2 Visualisation of data points
Finding visually attractive solutions, as described in Section 4.1.2 on page 117, is
becoming more important to users. Techniques to display GIS points on a map has
become easier than in the past. Not only is it now possible to judge solutions based
on objective function costs, but also visual confirmation makes the results much
more acceptable to clients. An example of how to display points on a map using
GoogleMaps (2005) is given in Appendix B.
In Section 5.2.4.1 for example, visually attractiveness was used to compare solutions
to determine the best proximity measure to use in the two-phase PROBUC method.
The solutions of the different proximity measures are illustrated in Figures 5.6 to
5.12. Even though the results in Table 5.4 show only small variances and were
inconclusive, by looking at the maps, it became easier to pick the best proximity
measure based on visual attractiveness.
7.3 Areas for future research
In this study, the hybrid SAHN - partitioning clustering methods proved very suc-
cessful in returning good results, but more research can be done around the volatility
of the results and determining the exact number of clusters to use when dividing
the solution approach into two phases.
More solution approaches can also be identified to test the impact of variations in
depot cost and capacity constraints in the location phase when solving the sdCLRP.
Different approaches to solve unconstrained to constrained clustering methods can
also be investigated further, including focussing on more in-depth approaches for
customers with varying demand. The impact of using clustering methods in the
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VRP can be expanded further. More research can also be done on finding more
effective algorithms to plan across time horizons for both the PVRP and PLRP.
In general, the world of distribution networks is opening up a vast number of problem
variations that can be solved in the academic literature. Examples of practical
restrictions are growing so fast that academics have a difficult time keeping up with
proposing problem formulations and methods for all the possible variants. Examples
of the VRP variants are listed by Poot et al. (1999) and Kant et al. (2008).
Sadly, a lot of businesses end up using limited basic heuristics because more compli-
cated methods are often not understood, are too complicated to code or do not fit
the exact problem they need to solve. This research is an attempt to get pass the
"cluster equals k–means" methodology.
A couple of websites are also seeing the light of day where academics publish algo-
rithms to interactively solve route schedules on the fly in an attempt to get companies
more involved in finding better VRP solutions. However, one thing remains certain,
the number of opportunities for academics to become involved in solving real-life
case studies are vast.
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Appendix A
Clustering method results
In this Appendix the results obtained from the numerical tests performed in Chapter
4 are listed. Section A.1 gives the results of the various clustering methods and the
results when using these as starting solutions for the partitioning and CLUSTER
partitioning methods.
The results are divided into the four instances, called DataS1, DataS2, DataS3 and
USA13509 with 1 000 points, 3 000 points, 7 681 and 13 509 points respectively.
Each section gives the results of the five measures described in Section 4.1.2, as well
as the CPU times. The CPU times include the time to run the starting solution.
The times are recorded in the format "mm:ss" or "hh:mm:ss".
The objective is to minimise the different measures in order to find quality solutions.
The minimum values for each measure is therefore highlighted in bold. In Tables
A.1 – A.39, the second column gives the result of the specified clustering method.
The other columns give the results where the solutions from the second column are
used as starting solutions for the various partitioning methods.
In Section A.2, the results of the different variants of the hybrid density methods,
discussed in Section 4.3.5.2 are given. Section A.3 gives the results of the various
hybrid clustering methods tested in Section 4.3.6. These were tested using DataS3.
The methods include the hybrid SAHN - SAHN clustering methods, hybrid SAHN
- partitioning clustering methods and the hybrid partitioning methods. The results
from the aggregated stepwise partitioning methods for DataS3, discussed in Section
4.3.6.2.1, are also provided in Table A.48.
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A.1 Clustering method results
A.1.1 Clustering method results - DataS1
Methods: Initial Partitioning methods, using initial solution as starting solution:
solution: k–means h–means j–means PAM k–median h–median CLUSTER CLUSTER CLUSTER CLUSTER CLUSTER CLUSTER
k–means h–means j–means PAM k–median h–median
Hierarchical methods:
Single linkage 10 796.11 4 808.33 5 518.98 10 743.64 6 301.48 10 714.22 5 422.69 4 805.25 5 110.26 10 403.12 6 301.48 9 954.46 5 422.69
Complete linkage 6 533.47 4 805.25 4 806.01 6 507.44 6 301.48 6 433.62 4 794.52 4 805.25 5 464.28 6 533.47 6 301.48 6 533.47 4 794.52
Average linkage 6 389.59 5 739.97 5 741.00 6 360.53 6 660.52 6 369.57 5 725.28 4 805.25 5 464.28 6 360.53 6 301.48 6 369.57 4 794.52
Weighted average linkage 10 767.05 5 936.70 5 936.70 10 730.21 6 771.27 10 445.87 5 903.67 4 804.43 4 804.30 10 288.08 6 301.48 10 098.17 4 794.52
Centroid linkage 8 759.83 5 741.00 6 062.16 8 713.85 6 301.48 8 557.70 5 724.88 4 805.25 5 464.28 8 600.56 6 301.48 7 832.83 4 794.52
Weighted centroid linkage 7 744.16 4 808.33 4 805.25 7 720.07 6 771.27 7 724.99 4 794.52 4 805.25 5 110.27 7 700.43 6 301.48 7 702.45 5 422.69
Ward’s method 5 200.16 4 807.38 4 807.38 5 186.81 6 410.00 5 118.16 4 891.95 4 805.25 4 804.30 5 200.16 5 200.16 5 200.16 4 794.52
Partitioning methods:
Stepwise k–means 4 804.43 4 804.43 4 803.54 4 799.30 4 804.43 6 410.00 4 794.52 4 804.43 4 804.43 4 804.43 4 804.30 4 804.43 4 794.52
Stepwise h–means 4 804.30 4 804.30 4 803.45 4 801.89 4 804.30 6 410.00 4 794.52 4 804.30 4 804.30 4 804.30 4 804.30 4 804.30 4 794.52
Stepwise j–means 5 025.12 4 804.30 5 012.37 5 017.33 4 804.30 6 771.27 4 794.52 4 804.30 5 025.12 5 025.12 4 804.30 5 025.12 4 794.52
Stepwise PAM 5 772.77 5 123.84 5 772.77 5 755.15 5 123.84 6 771.27 4 889.97 4 804.30 5 772.77 5 772.77 4 804.30 5 772.77 4 794.52
Stepwise k–median 4 961.17 4 807.38 4 965.66 4 947.62 4 807.38 6 771.27 4 891.95 4 961.17 4 961.17 4 961.17 4 961.17 4 961.17 4 961.17
Stepwise h–median 4 794.52 4 804.30 4 794.04 4 794.52 4 804.30 6 771.27 4 794.52 4 794.52 4 794.52 4 794.52 4 794.52 4 794.52 4 794.52
CLUSTER partitioning methods:
CLUSTER k–means 5 470.28 5 470.28 5 470.28 5 472.03 6 481.34 5 450.04 5 422.69 5 470.28 5 464.28 5 470.28 5 470.28 5 470.28 4 794.52
CLUSTER h–means 5 112.56 5 112.56 5 112.56 5 120.55 6 481.34 5 105.98 5 147.67 5 112.56 5 112.56 5 112.56 5 112.56 5 112.56 5 112.56
CLUSTER j–means 10 681.04 10 654.80 5 741.00 10 654.80 6 771.27 10 654.80 5 724.88 10 654.80 5 464.28 10 654.80 6 301.48 10 654.80 4 794.52
CLUSTER PAM 6 255.77 4 807.38 5 110.27 6 255.77 6 301.48 6 171.33 4 891.95 4 804.30 4 804.30 6 255.77 6 255.77 6 138.32 4 794.52
CLUSTER k–median 10 351.54 5 112.56 5 112.56 5 120.55 6 481.34 5 105.98 5 147.67 5 112.56 5 112.56 5 112.56 5 112.56 5 112.56 5 112.56
CLUSTER h–median 4 794.52 4 804.30 4 804.30 4 794.04 6 771.27 4 794.52 4 794.52 4 794.52 4 794.52 4 794.52 4 794.52 4 794.52 4 794.52
Table A.1: The results of the SSR measure for the various clustering methods using DataS1.
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Methods: Initial Partitioning methods, using initial solution as starting solution:
solution: k–means h–means j–means PAM k–median h–median CLUSTER CLUSTER CLUSTER CLUSTER CLUSTER CLUSTER
k–means h–means j–means PAM k–median h–median
AS 136 partitioning methods:
AS 136 4 808.29 4 804.30 4 804.30 4 804.47 6 481.34 4 802.62 4 794.52 4 804.30 4 804.30 4 808.29 4 808.29 4 808.29 4 794.52
k–means AS 136 4 804.30 4 804.30 4 804.30 4 803.45 6 410.00 4 801.89 4 794.52 4 804.30 4 804.30 4 804.30 4 804.30 4 804.30 4 794.52
h–means AS 136 4 804.30 4 804.30 4 804.30 4 803.45 6 410.00 4 801.89 4 794.52 4 804.30 4 804.30 4 804.30 4 804.30 4 804.30 4 794.52
j–means AS 136 4 804.47 4 804.30 4 804.30 4 800.65 6 481.34 4 799.59 4 794.52 4 804.30 4 804.30 4 804.47 4 804.47 4 804.47 4 794.52
PAM AS 136 6 481.34 5 123.84 5 112.33 6 481.34 6 301.48 6 388.84 4 891.95 5 111.62 5 112.33 6 452.71 6 301.48 6 396.93 4 794.52
k–median AS 136 4 802.62 4 804.30 4 804.30 4 800.03 6 481.34 4 799.59 4 794.52 4 802.62 4 802.62 4 802.62 4 802.62 4 802.62 4 794.52
h–median AS 136 4 794.52 4 804.30 4 804.30 4 794.04 6 771.27 4 794.52 4 794.52 4 794.52 4 794.52 4 794.52 4 794.52 4 794.52 4 794.52
AS 136 CLUSTER partitioning methods:
CLUSTER k–means AS 136 4 804.30 4 804.30 4 804.30 4 803.45 6 410.00 4 801.89 4 794.52 4 804.30 4 804.30 4 804.30 4 804.30 4 804.30 4 794.52
CLUSTER h–means AS136 4 804.30 4 804.30 4 804.30 4 803.45 6 410.00 4 801.89 4 794.52 4 804.30 4 804.30 4 804.30 4 804.30 4 804.30 4 794.52
CLUSTER k–mediod AS 136 4 808.29 4 804.30 4 804.30 4 804.47 6 481.34 4 802.62 4 794.52 4 804.30 4 804.30 4 808.29 4 808.29 4 808.29 4 794.52
CLUSTER h–mediod AS 136 4 808.29 4 804.30 4 804.30 4 804.47 6 481.34 4 802.62 4 794.52 4 804.30 4 804.30 4 808.29 4 808.29 4 808.29 4 794.52
CLUSTER k–median AS 136 4 808.29 4 804.30 4 804.30 4 804.47 6 481.34 4 802.62 4 794.52 4 804.30 4 804.30 4 808.29 4 808.29 4 808.29 4 794.52
CLUSTER h–median AS 136 4 794.52 4 804.30 4 804.30 4 794.04 6 771.27 4 794.52 4 794.52 4 794.52 4 794.52 4 794.52 4 794.52 4 794.52 4 794.52
Graph-based methods:
Graph based MST 10 867.51 5 110.26 5 110.27 10 848.57 7 003.23 10 848.57 5 328.72 5 110.27 5 110.27 10 794.86 6 301.48 10 794.86 4 794.52
Graph based RNG 10 762.79 5 110.26 5 470.28 10 710.37 6 301.48 10 680.98 5 422.69 5 474.49 5 464.28 10 681.17 6 301.48 10 681.17 5 422.69
Graph based GG 10 719.28 6 058.65 6 058.65 10 677.33 6 365.73 10 584.18 6 032.21 5 741.00 5 464.28 10 623.31 6 301.48 10 391.01 4 794.52
Nearest neighbours methods:
k–near method 9 974.74 5 110.27 5 110.27 9 954.74 7 003.23 9 944.72 5 147.67 4 805.25 4 804.30 9 881.35 6 301.48 9 720.79 4 794.52
Density-based methods:
kth nearest method 9 935.68 5 739.97 5 738.61 9 893.38 6 690.09 9 707.46 5 725.28 5 738.61 5 464.28 9 851.25 6 301.48 9 417.05 4 794.52
Table A.2: The results of the SSR measure for the various clustering methods using DataS1 (continue).
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Methods: Initial Partitioning methods, using initial solution as starting solution:
solution: k–means h–means j–means PAM k–median h–median CLUSTER CLUSTER CLUSTER CLUSTER CLUSTER CLUSTER
k–means h–means j–means PAM k–median h–median
Hierarchical methods:
Single linkage 10.84 24.83 27.07 14.69 25.89 14.35 25.89 24.71 24.75 14.84 25.89 19.35 25.89
Complete linkage 25.02 24.71 24.56 25.24 25.89 24.96 24.53 24.71 26.45 25.02 25.89 25.02 24.53
Average linkage 20.56 23.27 23.28 20.71 24.84 20.65 21.88 24.71 26.45 20.71 25.89 20.65 24.53
Weighted average linkage 14.42 23.28 23.28 15.52 26.05 21.49 21.39 24.55 24.70 15.01 25.89 15.71 24.53
Centroid linkage 17.23 23.28 23.08 20.24 25.89 20.02 21.87 24.71 26.45 19.27 25.89 21.41 24.53
Weighted centroid linkage 23.68 24.83 24.71 23.69 26.05 24.22 24.53 24.71 24.75 21.69 25.89 21.18 25.89
Ward’s method 25.18 24.82 24.82 25.16 28.05 24.93 24.66 24.71 24.70 25.18 25.18 25.18 24.53
Partitioning methods:
Stepwise k–means 24.55 24.55 24.54 24.50 24.55 28.05 24.53 24.55 24.55 24.55 24.70 24.55 24.53
Stepwise h–means 24.70 24.70 24.70 24.65 24.70 28.05 24.53 24.70 24.70 24.70 24.70 24.70 24.53
Stepwise j–means 22.54 24.70 23.01 22.62 24.70 26.05 24.53 24.70 22.54 22.54 24.70 22.54 24.53
Stepwise PAM 27.66 24.86 27.66 27.56 24.86 26.05 24.64 24.70 27.66 27.66 24.70 27.66 24.53
Stepwise k–median 25.37 24.82 25.39 25.34 24.82 26.05 24.66 25.37 25.37 25.37 25.37 25.37 25.37
Stepwise h–median 24.53 24.70 24.51 24.53 24.70 26.05 24.53 24.53 24.53 24.53 24.53 24.53 24.53
CLUSTER partitioning methods:
CLUSTER k–means 26.38 26.38 26.38 26.49 25.58 25.49 25.89 26.38 26.45 26.38 26.38 26.38 24.53
CLUSTER h–means 24.27 24.27 24.27 24.69 25.58 24.30 24.94 24.27 24.27 24.27 24.27 24.27 24.27
CLUSTER j–means 18.30 18.44 23.28 18.44 26.05 18.44 21.87 18.44 26.45 18.44 25.89 18.44 24.53
CLUSTER PAM 27.72 24.82 24.75 27.72 25.89 27.02 24.66 24.70 24.70 27.72 27.72 26.93 24.53
CLUSTER k–median 16.12 24.27 24.27 24.69 25.58 24.30 24.94 24.27 24.27 24.27 24.27 24.27 24.27
CLUSTER h–median 24.53 24.70 24.70 24.51 26.05 24.53 24.53 24.53 24.53 24.53 24.53 24.53 24.53
Table A.3: The results of the MSR measure for the various clustering methods using DataS1.
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Methods: Initial Partitioning methods, using initial solution as starting solution:
solution: k–means h–means j–means PAM k–median h–median CLUSTER CLUSTER CLUSTER CLUSTER CLUSTER CLUSTER
k–means h–means j–means PAM k–median h–median
AS 136 partitioning methods:
AS 136 24.16 24.70 24.70 24.27 25.58 24.32 24.53 24.70 24.70 24.16 24.16 24.16 24.53
k–means AS 136 24.70 24.70 24.70 24.70 28.05 24.65 24.53 24.70 24.70 24.70 24.70 24.70 24.53
h–means AS 136 24.70 24.70 24.70 24.70 28.05 24.65 24.53 24.70 24.70 24.70 24.70 24.70 24.53
j–means AS 136 24.27 24.70 24.70 24.37 25.58 24.43 24.53 24.70 24.70 24.27 24.27 24.27 24.53
PAM AS 136 25.58 24.86 24.32 25.58 25.89 25.48 24.66 24.30 24.32 30.40 25.89 24.58 24.53
k–median AS 136 24.32 24.70 24.70 24.36 25.58 24.43 24.53 24.32 24.32 24.32 24.32 24.32 24.53
h–median AS 136 24.53 24.70 24.70 24.51 26.05 24.53 24.53 24.53 24.53 24.53 24.53 24.53 24.53
AS 136 CLUSTER partitioning methods:
CLUSTER k–means AS 136 24.70 24.70 24.70 24.70 28.05 24.65 24.53 24.70 24.70 24.70 24.70 24.70 24.53
CLUSTER h–means AS136 24.70 24.70 24.70 24.70 28.05 24.65 24.53 24.70 24.70 24.70 24.70 24.70 24.53
CLUSTER k–mediod AS 136 24.16 24.70 24.70 24.27 25.58 24.32 24.53 24.70 24.70 24.16 24.16 24.16 24.53
CLUSTER h–mediod AS 136 24.16 24.70 24.70 24.27 25.58 24.32 24.53 24.70 24.70 24.16 24.16 24.16 24.53
CLUSTER k–median AS 136 24.16 24.70 24.70 24.27 25.58 24.32 24.53 24.70 24.70 24.16 24.16 24.16 24.53
CLUSTER h–median AS 136 24.53 24.70 24.70 24.51 26.05 24.53 24.53 24.53 24.53 24.53 24.53 24.53 24.53
Graph-based methods:
Graph based MST 10.91 24.75 24.75 10.91 28.66 10.91 26.47 24.75 24.75 10.87 25.89 10.87 24.53
Graph based RNG 12.72 24.75 26.38 16.57 25.89 16.23 25.89 26.54 26.45 17.76 25.89 17.76 25.89
Graph based GG 10.95 22.86 22.86 11.36 26.21 12.12 21.65 23.28 26.45 21.09 25.89 20.64 24.53
Nearest neighbours methods:
k–near method 12.36 24.75 24.75 12.51 28.66 12.51 24.94 24.71 24.70 13.41 25.89 14.61 24.53
Density-based methods:
kth nearest method 12.04 23.27 23.47 17.40 27.98 16.51 21.88 23.47 26.45 17.93 25.89 17.35 24.53
Table A.4: The results of the MSR measure for the various clustering methods using DataS1 (continue).
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Methods: Initial Partitioning methods, using initial solution as starting solution:
solution: k–means h–means j–means PAM k–median h–median CLUSTER CLUSTER CLUSTER CLUSTER CLUSTER CLUSTER
k–means h–means j–means PAM k–median h–median
Hierarchical methods:
Single linkage 31.96 18.14 18.39 31.65 26.04 31.55 17.27 18.14 18.65 23.56 26.04 23.32 17.27
Complete linkage 17.35 18.14 18.31 17.35 26.04 17.32 18.42 18.14 18.17 17.35 26.04 17.35 18.42
Average linkage 19.27 18.56 18.53 19.19 24.28 19.22 18.73 18.14 18.17 19.19 26.04 19.22 18.42
Weighted average linkage 31.79 23.62 23.62 31.76 28.26 31.56 25.60 18.31 18.17 23.50 26.04 23.40 18.42
Centroid linkage 18.74 18.53 22.40 18.68 26.04 18.62 18.76 18.14 18.17 18.90 26.04 19.11 18.42
Weighted centroid linkage 19.76 18.14 18.14 19.67 28.26 19.70 18.42 18.14 18.65 19.63 26.04 19.64 17.27
Ward’s method 24.37 18.17 18.17 24.33 28.26 24.33 23.95 18.14 18.17 24.37 24.37 24.37 18.42
Partitioning methods:
Stepwise k–means 18.31 18.31 18.34 18.31 18.31 28.26 18.42 18.31 18.31 18.31 18.17 18.31 18.42
Stepwise h–means 18.17 18.17 18.20 18.17 18.17 28.26 18.42 18.17 18.17 18.17 18.17 18.17 18.42
Stepwise j–means 20.16 18.17 20.14 20.14 18.17 28.26 18.42 18.17 20.16 20.16 18.17 20.16 18.42
Stepwise PAM 25.09 27.22 25.09 25.09 27.22 28.26 23.95 18.17 25.09 25.09 18.17 25.09 18.42
Stepwise k–median 21.32 18.17 21.28 21.24 18.17 28.26 23.95 21.32 21.32 21.32 21.32 21.32 21.32
Stepwise h–median 18.42 18.17 18.51 18.42 18.17 28.26 18.42 18.42 18.42 18.42 18.42 18.42 18.42
CLUSTER partitioning methods:
CLUSTER k–means 18.17 18.17 18.17 18.23 30.92 17.43 17.27 18.17 18.17 18.17 18.17 18.17 18.42
CLUSTER h–means 18.54 18.54 18.54 18.54 30.92 18.53 18.75 18.54 18.54 18.54 18.54 18.54 18.54
CLUSTER j–means 31.62 31.65 18.53 31.65 28.26 31.65 18.76 31.65 18.17 31.65 26.04 31.65 18.42
CLUSTER PAM 23.19 18.17 18.65 23.19 26.04 23.19 23.95 18.17 18.17 23.19 23.19 23.19 18.42
CLUSTER k–median 31.77 18.54 18.54 18.54 30.92 18.53 18.75 18.54 18.54 18.54 18.54 18.54 18.54
CLUSTER h–median 18.42 18.17 18.17 18.51 28.26 18.42 18.42 18.42 18.42 18.42 18.42 18.42 18.42
Table A.5: The results of the PD measure for the various clustering methods using DataS1.
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Methods: Initial Partitioning methods, using initial solution as starting solution:
solution: k–means h–means j–means PAM k–median h–median CLUSTER CLUSTER CLUSTER CLUSTER CLUSTER CLUSTER
k–means h–means j–means PAM k–median h–median
AS 136 partitioning methods:
AS 136 18.22 18.17 18.17 18.22 30.92 18.22 18.42 18.17 18.17 18.22 18.22 18.22 18.42
k–means AS 136 18.17 18.17 18.17 18.20 28.26 18.17 18.42 18.17 18.17 18.17 18.17 18.17 18.42
h–means AS 136 18.17 18.17 18.17 18.20 28.26 18.17 18.42 18.17 18.17 18.17 18.17 18.17 18.42
j–means AS 136 18.22 18.17 18.17 18.22 30.92 18.22 18.42 18.17 18.17 18.22 18.22 18.22 18.42
PAM AS 136 30.92 27.22 18.65 30.92 26.04 30.61 23.95 18.65 18.65 28.90 26.04 26.46 18.42
k–median AS 136 18.22 18.17 18.17 18.31 30.92 18.22 18.42 18.22 18.22 18.22 18.22 18.22 18.42
h–median AS 136 18.42 18.17 18.17 18.51 28.26 18.42 18.42 18.42 18.42 18.42 18.42 18.42 18.42
AS 136 CLUSTER partitioning methods:
CLUSTER k–means AS 136 18.17 18.17 18.17 18.20 28.26 18.17 18.42 18.17 18.17 18.17 18.17 18.17 18.42
CLUSTER h–means AS136 18.17 18.17 18.17 18.20 28.26 18.17 18.42 18.17 18.17 18.17 18.17 18.17 18.42
CLUSTER k–mediod AS 136 18.22 18.17 18.17 18.22 30.92 18.22 18.42 18.17 18.17 18.22 18.22 18.22 18.42
CLUSTER h–mediod AS 136 18.22 18.17 18.17 18.22 30.92 18.22 18.42 18.17 18.17 18.22 18.22 18.22 18.42
CLUSTER k–median AS 136 18.22 18.17 18.17 18.22 30.92 18.22 18.42 18.17 18.17 18.22 18.22 18.22 18.42
CLUSTER h–median AS 136 18.42 18.17 18.17 18.51 28.26 18.42 18.42 18.42 18.42 18.42 18.42 18.42 18.42
Graph-based methods:
Graph based MST 32.70 18.65 18.65 32.70 23.22 32.70 20.35 18.65 18.65 31.95 26.04 31.95 18.42
Graph based RNG 31.90 18.65 18.17 31.58 26.04 31.48 17.27 18.54 18.17 31.99 26.04 31.99 17.27
Graph based GG 31.88 22.42 22.42 31.86 27.29 31.82 23.18 18.53 18.17 31.54 26.04 31.74 18.42
Nearest neighbours methods:
k–near method 31.47 18.65 18.65 31.49 23.22 31.49 18.75 18.14 18.17 31.55 26.04 31.71 18.42
Density-based methods:
kth nearest method 31.45 18.56 18.53 31.51 24.78 26.74 18.73 18.53 18.17 31.16 26.04 26.79 18.42
Table A.6: The results of the PD measure for the various clustering methods using DataS1 (continue).
265
Methods: Initial Partitioning methods, using initial solution as starting solution:
solution: k–means h–means j–means PAM k–median h–median CLUSTER CLUSTER CLUSTER CLUSTER CLUSTER CLUSTER
k–means h–means j–means PAM k–median h–median
Hierarchical methods:
Single linkage 7 458.31 778.17 1 013.84 7 393.16 1 164.30 7 360.72 1 111.40 781.54 820.21 6 978.72 1 164.30 6 420.85 1 111.40
Complete linkage 1 902.24 781.54 781.17 1 870.43 1 164.30 1 818.48 768.48 781.54 1 104.88 1 902.24 1 164.30 1 902.24 768.48
Average linkage 1 904.37 1 196.69 1 198.22 1 881.95 1 593.76 1 889.44 1 310.34 781.54 1 104.88 1 881.95 1 164.30 1 889.44 768.48
Weighted average linkage 7 401.30 1 154.33 1 154.33 7 359.72 1 465.48 7 002.95 1 499.15 782.53 779.97 6 821.13 1 164.30 6 592.23 768.48
Centroid linkage 4 794.97 1 198.22 1 201.43 4 717.00 1 164.30 4 529.88 1 309.16 781.54 1 104.88 4 695.23 1 164.30 3 406.69 768.48
Weighted centroid linkage 2 563.21 778.17 781.54 2 545.51 1 465.48 2 550.30 768.48 781.54 819.23 2 539.41 1 164.30 2 534.98 1 111.40
Ward’s method 769.37 776.59 776.59 764.59 1 451.52 744.39 704.90 781.54 779.97 769.37 769.37 769.37 768.48
Partitioning methods:
Stepwise k–means 782.53 782.53 781.02 786.08 782.53 1 451.52 768.48 782.53 782.53 782.53 779.97 782.53 768.48
Stepwise h–means 779.97 779.97 778.44 781.71 779.97 1 451.52 768.48 779.97 779.97 779.97 779.97 779.97 768.48
Stepwise j–means 905.22 779.97 885.37 898.17 779.97 1 465.48 768.48 779.97 905.22 905.22 779.97 905.22 768.48
Stepwise PAM 905.91 789.66 905.91 900.06 789.66 1 465.48 703.25 779.97 905.91 905.91 779.97 905.91 768.48
Stepwise k–median 714.69 776.59 714.00 716.54 776.59 1 465.48 704.90 714.69 714.69 714.69 714.69 714.69 714.69
Stepwise h–median 768.48 779.97 765.39 768.48 779.97 1 465.48 768.48 768.48 768.48 768.48 768.48 768.48 768.48
CLUSTER partitioning methods:
CLUSTER k–means 1 115.76 1 115.76 1 115.76 1 110.91 1 483.03 1 181.73 1 111.40 1 115.76 1 104.88 1 115.76 1 115.76 1 115.76 768.48
CLUSTER h–means 844.17 844.17 844.17 837.46 1 483.03 835.26 813.66 844.17 844.17 844.17 844.17 844.17 844.17
CLUSTER j–means 7 304.72 7 275.11 1 198.22 7 275.11 1 465.48 7 275.11 1 309.16 7 275.11 1 104.88 7 275.11 1 164.30 7 275.11 768.48
CLUSTER PAM 1 178.71 776.59 819.23 1 178.71 1 164.30 1 133.93 704.90 779.97 779.97 1 178.71 1 178.71 1 173.75 768.48
CLUSTER k–median 6 910.63 844.17 844.17 837.46 1 483.03 835.26 813.66 844.17 844.17 844.17 844.17 844.17 844.17
CLUSTER h–median 768.48 779.97 779.97 765.39 1 465.48 768.48 768.48 768.48 768.48 768.48 768.48 768.48 768.48
Table A.7: The results of the ADM measure for the various clustering methods using DataS1.
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Methods: Initial Partitioning methods, using initial solution as starting solution:
solution: k–means h–means j–means PAM k–median h–median CLUSTER CLUSTER CLUSTER CLUSTER CLUSTER CLUSTER
k–means h–means j–means PAM k–median h–median
AS 136 partitioning methods:
AS 136 781.89 779.97 779.97 777.30 1 483.03 775.05 768.48 779.97 779.97 781.89 781.89 781.89 768.48
k–means AS 136 779.97 779.97 779.97 778.44 1 451.52 781.71 768.48 779.97 779.97 779.97 779.97 779.97 768.48
h–means AS 136 779.97 779.97 779.97 778.44 1 451.52 781.71 768.48 779.97 779.97 779.97 779.97 779.97 768.48
j–means AS 136 777.30 779.97 779.97 772.82 1 483.03 770.75 768.48 779.97 779.97 777.30 777.30 777.30 768.48
PAM AS 136 1 483.03 789.66 837.38 1 483.03 1 164.30 1 430.22 704.90 838.20 837.38 1 455.37 1 164.30 1 407.04 768.48
k–median AS 136 775.05 779.97 779.97 769.16 1 483.03 770.75 768.48 775.05 775.05 775.05 775.05 775.05 768.48
h–median AS 136 768.48 779.97 779.97 765.39 1 465.48 768.48 768.48 768.48 768.48 768.48 768.48 768.48 768.48
AS 136 CLUSTER partitioning methods:
CLUSTER k–means AS 136 779.97 779.97 779.97 778.44 1 451.52 781.71 768.48 779.97 779.97 779.97 779.97 779.97 768.48
CLUSTER h–means AS136 779.97 779.97 779.97 778.44 1 451.52 781.71 768.48 779.97 779.97 779.97 779.97 779.97 768.48
CLUSTER k–mediod AS 136 781.89 779.97 779.97 777.30 1 483.03 775.05 768.48 779.97 779.97 781.89 781.89 781.89 768.48
CLUSTER h–mediod AS 136 781.89 779.97 779.97 777.30 1 483.03 775.05 768.48 779.97 779.97 781.89 781.89 781.89 768.48
CLUSTER k–median AS 136 781.89 779.97 779.97 777.30 1 483.03 775.05 768.48 779.97 779.97 781.89 781.89 781.89 768.48
CLUSTER h–median AS 136 768.48 779.97 779.97 765.39 1 465.48 768.48 768.48 768.48 768.48 768.48 768.48 768.48 768.48
Graph-based methods:
Graph based MST 7 519.05 820.21 819.23 7 491.52 1 778.36 7 491.52 791.36 819.23 819.23 7 439.28 1 164.30 7 439.28 768.48
Graph based RNG 7 416.11 820.21 1 115.76 7 351.20 1 164.30 7 318.89 1 111.40 1 099.45 1 104.88 7 321.97 1 164.30 7 321.97 1 111.40
Graph based GG 7 372.35 1 210.83 1 210.83 7 323.69 1 184.35 7 208.35 1 297.41 1 198.22 1 104.88 7 243.47 1 164.30 6 966.16 768.48
Nearest neighbours methods:
k–near method 6 385.54 819.23 819.23 6 350.73 1 778.36 6 337.81 813.66 781.54 779.97 6 295.14 1 164.30 6 127.27 768.48
Density-based methods:
kth nearest method 6 370.49 1 196.69 1 140.74 6 314.82 1 501.17 6 112.50 1 310.34 1 140.74 1 104.88 6 253.32 1 164.30 5 802.66 768.48
Table A.8: The results of the ADM measure for the various clustering methods using DataS1 (continue).
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Methods: Initial Partitioning methods, using initial solution as starting solution:
solution: k–means h–means j–means PAM k–median h–median CLUSTER CLUSTER CLUSTER CLUSTER CLUSTER CLUSTER
k–means h–means j–means PAM k–median h–median
Hierarchical methods:
Single linkage 7 488.27 3 311.06 3 720.95 7 443.84 4 243.73 7 420.92 3 705.62 3 311.53 3 462.11 7 179.97 4 243.73 6 852.31 3 705.62
Complete linkage 4 370.92 3 311.53 3 312.60 4 356.43 4 243.73 4 311.71 3 309.16 3 311.53 3 705.42 4 370.92 4 243.73 4 370.92 3 309.16
Average linkage 4 386.69 3 890.86 3 891.74 4 369.02 4 469.75 4 374.01 3 917.73 3 311.53 3 705.42 4 369.02 4 243.73 4 374.01 3 309.16
Weighted average linkage 7 471.67 3 994.18 3 994.18 7 446.43 4 729.30 7 254.23 4 056.11 3 312.27 3 310.58 7 088.90 4 243.73 6 950.60 3 309.16
Centroid linkage 5 925.39 3 891.74 4 065.54 5 893.95 4 243.73 5 786.26 3 917.32 3 311.53 3 705.42 5 827.04 4 243.73 5 310.99 3 309.16
Weighted centroid linkage 5 368.62 3 311.06 3 311.53 5 354.37 4 729.30 5 355.40 3 309.16 3 311.53 3 461.69 5 352.29 4 243.73 5 353.17 3 705.62
Ward’s method 3 547.15 3 310.11 3 310.11 3 537.54 4 441.50 3 488.89 3 378.61 3 311.53 3 310.58 3 547.15 3 547.15 3 547.15 3 309.16
Partitioning methods:
Stepwise k–means 3 312.27 3 312.27 3 311.39 3 311.93 3 312.27 4 441.50 3 309.16 3 312.27 3 312.27 3 312.27 3 310.58 3 312.27 3 309.16
Stepwise h–means 3 310.58 3 310.58 3 309.71 3 310.87 3 310.58 4 441.50 3 309.16 3 310.58 3 310.58 3 310.58 3 310.58 3 310.58 3 309.16
Stepwise j–means 3 509.09 3 310.58 3 510.19 3 504.95 3 310.58 4 729.30 3 309.16 3 310.58 3 509.09 3 509.09 3 310.58 3 509.09 3 309.16
Stepwise PAM 3 890.66 3 509.55 3 890.66 3 881.56 3 509.55 4 729.30 3 378.34 3 310.58 3 890.66 3 890.66 3 310.58 3 890.66 3 309.16
Stepwise k–median 3 435.28 3 310.11 3 437.14 3 425.66 3 310.11 4 729.30 3 378.61 3 435.28 3 435.28 3 435.28 3 435.28 3 435.28 3 435.28
Stepwise h–median 3 309.16 3 310.58 3 307.88 3 309.16 3 310.58 4 729.30 3 309.16 3 309.16 3 309.16 3 309.16 3 309.16 3 309.16 3 309.16
CLUSTER partitioning methods:
CLUSTER k–means 3 704.95 3 704.95 3 704.95 3 707.08 4 506.78 3 721.97 3 705.62 3 704.95 3 705.42 3 704.95 3 704.95 3 704.95 3 309.16
CLUSTER h–means 3 470.78 3 470.78 3 470.78 3 472.62 4 506.78 3 466.67 3 495.91 3 470.78 3 470.78 3 470.78 3 470.78 3 470.78 3 470.78
CLUSTER j–means 7 389.03 7 368.37 3 891.74 7 368.37 4 729.30 7 368.37 3 917.32 7 368.37 3 705.42 7 368.37 4 243.73 7 368.37 3 309.16
CLUSTER PAM 4 224.19 3 310.11 3 461.69 4 224.19 4 243.73 4 167.69 3 378.61 3 310.58 3 310.58 4 224.19 4 224.19 4 135.28 3 309.16
CLUSTER k–median 7 134.29 3 470.78 3 470.78 3 472.62 4 506.78 3 466.67 3 495.91 3 470.78 3 470.78 3 470.78 3 470.78 3 470.78 3 470.78
CLUSTER h–median 3 309.16 3 310.58 3 310.58 3 307.88 4 729.30 3 309.16 3 309.16 3 309.16 3 309.16 3 309.16 3 309.16 3 309.16 3 309.16
Table A.9: The results of the AWCD measure for the various clustering methods using DataS1.
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Methods: Initial Partitioning methods, using initial solution as starting solution:
solution: k–means h–means j–means PAM k–median h–median CLUSTER CLUSTER CLUSTER CLUSTER CLUSTER CLUSTER
k–means h–means j–means PAM k–median h–median
AS 136 partitioning methods:
AS 136 3 328.16 3 310.58 3 310.58 3 323.37 4 506.78 3 320.92 3 309.16 3 310.58 3 310.58 3 328.16 3 328.16 3 328.16 3 309.16
k–means AS 136 3 310.58 3 310.58 3 310.58 3 309.71 4 441.50 3 310.87 3 309.16 3 310.58 3 310.58 3 310.58 3 310.58 3 310.58 3 309.16
h–means AS 136 3 310.58 3 310.58 3 310.58 3 309.71 4 441.50 3 310.87 3 309.16 3 310.58 3 310.58 3 310.58 3 310.58 3 310.58 3 309.16
j–means AS 136 3 323.37 3 310.58 3 310.58 3 318.38 4 506.78 3 316.53 3 309.16 3 310.58 3 310.58 3 323.37 3 323.37 3 323.37 3 309.16
PAM AS 136 4 506.78 3 509.55 3 470.68 4 506.78 4 243.73 4 417.73 3 378.61 3 469.68 3 470.68 4 481.41 4 243.73 4 419.11 3 309.16
k–median AS 136 3 320.92 3 310.58 3 310.58 3 317.21 4 506.78 3 316.53 3 309.16 3 320.92 3 320.92 3 320.92 3 320.92 3 320.92 3 309.16
h–median AS 136 3 309.16 3 310.58 3 310.58 3 307.88 4 729.30 3 309.16 3 309.16 3 309.16 3 309.16 3 309.16 3 309.16 3 309.16 3 309.16
AS 136 CLUSTER partitioning methods:
CLUSTER k–means AS 136 3 310.58 3 310.58 3 310.58 3 309.71 4 441.50 3 310.87 3 309.16 3 310.58 3 310.58 3 310.58 3 310.58 3 310.58 3 309.16
CLUSTER h–means AS136 3 310.58 3 310.58 3 310.58 3 309.71 4 441.50 3 310.87 3 309.16 3 310.58 3 310.58 3 310.58 3 310.58 3 310.58 3 309.16
CLUSTER k–mediod AS 136 3 328.16 3 310.58 3 310.58 3 323.37 4 506.78 3 320.92 3 309.16 3 310.58 3 310.58 3 328.16 3 328.16 3 328.16 3 309.16
CLUSTER h–mediod AS 136 3 328.16 3 310.58 3 310.58 3 323.37 4 506.78 3 320.92 3 309.16 3 310.58 3 310.58 3 328.16 3 328.16 3 328.16 3 309.16
CLUSTER k–median AS 136 3 328.16 3 310.58 3 310.58 3 323.37 4 506.78 3 320.92 3 309.16 3 310.58 3 310.58 3 328.16 3 328.16 3 328.16 3 309.16
CLUSTER h–median AS 136 3 309.16 3 310.58 3 310.58 3 307.88 4 729.30 3 309.16 3 309.16 3 309.16 3 309.16 3 309.16 3 309.16 3 309.16 3 309.16
Graph-based methods:
Graph based MST 7 549.25 3 462.11 3 461.69 7 536.74 4 692.87 7 536.74 3 577.51 3 461.69 3 461.69 7 491.73 4 243.73 7 491.73 3 309.16
Graph based RNG 7 464.27 3 462.11 3 704.95 7 419.94 4 243.73 7 397.07 3 705.62 3 701.59 3 705.42 7 397.94 4 243.73 7 397.94 3 705.62
Graph based GG 7 439.82 4 066.01 4 066.01 7 406.32 4 417.93 7 332.52 4 077.84 3 891.74 3 705.42 7 357.77 4 243.73 7 174.45 3 309.16
Nearest neighbours methods:
k–near method 6 840.53 3 461.69 3 461.69 6 827.39 4 692.87 6 820.82 3 495.91 3 311.53 3 310.58 6 767.90 4 243.73 6 643.27 3 309.16
Density-based methods:
kth nearest method 6 803.69 3 890.86 3 882.33 6 768.39 4 507.73 6 623.37 3 917.73 3 882.33 3 705.42 6 735.01 4 243.73 6 412.02 3 309.16
Table A.10: The results of the AWCD measure for the various clustering methods using DataS1 (continue).
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Methods: Initial Partitioning methods, using initial solution as starting solution:
solution: k–means h–means j–means PAM k–median h–median CLUSTER CLUSTER CLUSTER CLUSTER CLUSTER CLUSTER
k–means h–means j–means PAM k–median h–median
Hierarchical methods:
Single linkage 00 : 00 : 01 00 : 00 : 02 00 : 00 : 01 00 : 00 : 02 00 : 00 : 05 00 : 00 : 01 00 : 00 : 01 00 : 00 : 07 00 : 00 : 02 00 : 00 : 09 00 : 00 : 24 00 : 00 : 03 00 : 00 : 03
Complete linkage 00 : 00 : 01 00 : 00 : 01 00 : 00 : 01 00 : 00 : 02 00 : 00 : 04 00 : 00 : 02 00 : 00 : 01 00 : 00 : 08 00 : 00 : 02 00 : 00 : 11 00 : 00 : 26 00 : 00 : 02 00 : 00 : 02
Average linkage 00 : 00 : 00 00 : 00 : 00 00 : 00 : 00 00 : 00 : 01 00 : 00 : 03 00 : 00 : 00 00 : 00 : 00 00 : 00 : 08 00 : 00 : 01 00 : 00 : 08 00 : 00 : 25 00 : 00 : 02 00 : 00 : 01
Weighted average linkage 00 : 00 : 01 00 : 00 : 02 00 : 00 : 01 00 : 00 : 01 00 : 00 : 05 00 : 00 : 01 00 : 00 : 01 00 : 00 : 08 00 : 00 : 02 00 : 00 : 13 00 : 00 : 25 00 : 00 : 03 00 : 00 : 02
Centroid linkage 00 : 00 : 09 00 : 00 : 10 00 : 00 : 09 00 : 00 : 11 00 : 00 : 13 00 : 00 : 09 00 : 00 : 09 00 : 00 : 17 00 : 00 : 10 00 : 00 : 20 00 : 00 : 33 00 : 00 : 12 00 : 00 : 10
Weighted centroid linkage 00 : 00 : 01 00 : 00 : 02 00 : 00 : 01 00 : 00 : 03 00 : 00 : 04 00 : 00 : 01 00 : 00 : 01 00 : 00 : 08 00 : 00 : 02 00 : 00 : 09 00 : 00 : 25 00 : 00 : 03 00 : 00 : 02
Ward’s method 00 : 00 : 01 00 : 00 : 02 00 : 00 : 01 00 : 00 : 02 00 : 00 : 03 00 : 00 : 01 00 : 00 : 01 00 : 00 : 07 00 : 00 : 02 00 : 00 : 07 00 : 00 : 25 00 : 00 : 02 00 : 00 : 03
Partitioning methods:
Stepwise k–means 00 : 02 : 01 00 : 02 : 01 00 : 02 : 01 00 : 02 : 01 00 : 02 : 01 00 : 02 : 03 00 : 02 : 01 00 : 02 : 02 00 : 02 : 05 00 : 02 : 02 00 : 02 : 01 00 : 02 : 24 00 : 02 : 02
Stepwise h–means 00 : 00 : 04 00 : 00 : 04 00 : 00 : 05 00 : 00 : 04 00 : 00 : 04 00 : 00 : 06 00 : 00 : 04 00 : 00 : 06 00 : 00 : 07 00 : 00 : 05 00 : 00 : 05 00 : 00 : 27 00 : 00 : 06
Stepwise j–means 00 : 03 : 41 00 : 03 : 41 00 : 03 : 43 00 : 03 : 41 00 : 03 : 41 00 : 03 : 43 00 : 03 : 41 00 : 03 : 42 00 : 03 : 46 00 : 03 : 42 00 : 03 : 41 00 : 04 : 02 00 : 03 : 42
Stepwise PAM 00 : 06 : 54 00 : 06 : 54 00 : 06 : 55 00 : 06 : 55 00 : 06 : 54 00 : 06 : 55 00 : 06 : 54 00 : 06 : 56 00 : 06 : 59 00 : 06 : 55 00 : 06 : 55 00 : 07 : 15 00 : 06 : 55
Stepwise k–median 00 : 00 : 09 00 : 00 : 09 00 : 00 : 10 00 : 00 : 09 00 : 00 : 09 00 : 00 : 11 00 : 00 : 09 00 : 00 : 10 00 : 00 : 13 00 : 00 : 10 00 : 00 : 10 00 : 00 : 30 00 : 00 : 10
Stepwise h–median 00 : 00 : 12 00 : 00 : 12 00 : 00 : 13 00 : 00 : 12 00 : 00 : 12 00 : 00 : 14 00 : 00 : 12 00 : 00 : 13 00 : 00 : 16 00 : 00 : 13 00 : 00 : 13 00 : 00 : 34 00 : 00 : 13
CLUSTER partitioning methods:
CLUSTER k–means 00 : 00 : 05 00 : 00 : 05 00 : 00 : 05 00 : 00 : 06 00 : 00 : 07 00 : 00 : 05 00 : 00 : 05 00 : 00 : 07 00 : 00 : 05 00 : 00 : 11 00 : 00 : 29 00 : 00 : 07 00 : 00 : 06
CLUSTER h–means 00 : 00 : 02 00 : 00 : 02 00 : 00 : 02 00 : 00 : 04 00 : 00 : 04 00 : 00 : 02 00 : 00 : 02 00 : 00 : 03 00 : 00 : 03 00 : 00 : 07 00 : 00 : 23 00 : 00 : 04 00 : 00 : 03
CLUSTER j–means 00 : 00 : 11 00 : 00 : 11 00 : 00 : 11 00 : 00 : 11 00 : 00 : 14 00 : 00 : 11 00 : 00 : 11 00 : 00 : 12 00 : 00 : 12 00 : 00 : 15 00 : 00 : 34 00 : 00 : 13 00 : 00 : 13
CLUSTER PAM 00 : 00 : 48 00 : 00 : 49 00 : 00 : 48 00 : 00 : 49 00 : 00 : 51 00 : 00 : 48 00 : 00 : 49 00 : 00 : 50 00 : 00 : 49 00 : 00 : 53 00 : 01 : 09 00 : 00 : 49 00 : 00 : 49
CLUSTER k–median 00 : 00 : 04 00 : 00 : 05 00 : 00 : 04 00 : 00 : 06 00 : 00 : 06 00 : 00 : 04 00 : 00 : 04 00 : 00 : 06 00 : 00 : 05 00 : 00 : 09 00 : 00 : 26 00 : 00 : 05 00 : 00 : 05
CLUSTER h–median 00 : 00 : 03 00 : 00 : 03 00 : 00 : 03 00 : 00 : 04 00 : 00 : 05 00 : 00 : 03 00 : 00 : 03 00 : 00 : 04 00 : 00 : 04 00 : 00 : 07 00 : 00 : 26 00 : 00 : 04 00 : 00 : 04
Table A.11: The CPU times for the various clustering methods using DataS1.
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Methods: Initial Partitioning methods, using initial solution as starting solution:
solution: k–means h–means j–means PAM k–median h–median CLUSTER CLUSTER CLUSTER CLUSTER CLUSTER CLUSTER
k–means h–means j–means PAM k–median h–median
AS 136 partitioning methods:
AS 136 00 : 00 : 05 00 : 00 : 05 00 : 00 : 05 00 : 00 : 06 00 : 00 : 07 00 : 00 : 05 00 : 00 : 06 00 : 00 : 06 00 : 00 : 06 00 : 00 : 10 00 : 00 : 28 00 : 00 : 06 00 : 00 : 06
k–means AS 136 00 : 00 : 05 00 : 00 : 05 00 : 00 : 05 00 : 00 : 06 00 : 00 : 07 00 : 00 : 05 00 : 00 : 05 00 : 00 : 06 00 : 00 : 05 00 : 00 : 09 00 : 00 : 29 00 : 00 : 06 00 : 00 : 06
h–means AS 136 00 : 00 : 05 00 : 00 : 05 00 : 00 : 05 00 : 00 : 06 00 : 00 : 07 00 : 00 : 05 00 : 00 : 05 00 : 00 : 06 00 : 00 : 05 00 : 00 : 09 00 : 00 : 29 00 : 00 : 06 00 : 00 : 06
j–means AS 136 00 : 00 : 06 00 : 00 : 06 00 : 00 : 06 00 : 00 : 07 00 : 00 : 08 00 : 00 : 06 00 : 00 : 06 00 : 00 : 07 00 : 00 : 07 00 : 00 : 11 00 : 00 : 28 00 : 00 : 07 00 : 00 : 07
PAM AS 136 00 : 00 : 07 00 : 00 : 08 00 : 00 : 07 00 : 00 : 07 00 : 00 : 09 00 : 00 : 07 00 : 00 : 07 00 : 00 : 08 00 : 00 : 07 00 : 00 : 13 00 : 00 : 29 00 : 00 : 08 00 : 00 : 09
k–median AS 136 00 : 00 : 05 00 : 00 : 05 00 : 00 : 05 00 : 00 : 06 00 : 00 : 08 00 : 00 : 05 00 : 00 : 05 00 : 00 : 07 00 : 00 : 06 00 : 00 : 11 00 : 00 : 27 00 : 00 : 07 00 : 00 : 06
h–median AS 136 00 : 00 : 06 00 : 00 : 06 00 : 00 : 06 00 : 00 : 08 00 : 00 : 08 00 : 00 : 06 00 : 00 : 06 00 : 00 : 07 00 : 00 : 06 00 : 00 : 11 00 : 00 : 31 00 : 00 : 08 00 : 00 : 07
AS 136 CLUSTER partitioning methods:
CLUSTER k–means AS 136 00 : 00 : 06 00 : 00 : 06 00 : 00 : 06 00 : 00 : 06 00 : 00 : 08 00 : 00 : 06 00 : 00 : 06 00 : 00 : 07 00 : 00 : 06 00 : 00 : 10 00 : 00 : 29 00 : 00 : 07 00 : 00 : 07
CLUSTER h–means AS136 00 : 00 : 06 00 : 00 : 06 00 : 00 : 06 00 : 00 : 07 00 : 00 : 08 00 : 00 : 06 00 : 00 : 06 00 : 00 : 07 00 : 00 : 06 00 : 00 : 10 00 : 00 : 29 00 : 00 : 07 00 : 00 : 07
CLUSTER k–mediod AS 136 00 : 00 : 10 00 : 00 : 10 00 : 00 : 10 00 : 00 : 11 00 : 00 : 12 00 : 00 : 11 00 : 00 : 10 00 : 00 : 11 00 : 00 : 11 00 : 00 : 15 00 : 00 : 32 00 : 00 : 11 00 : 00 : 11
CLUSTER h–mediod AS 136 00 : 00 : 28 00 : 00 : 28 00 : 00 : 29 00 : 00 : 29 00 : 00 : 31 00 : 00 : 28 00 : 00 : 29 00 : 00 : 30 00 : 00 : 29 00 : 00 : 32 00 : 00 : 51 00 : 00 : 30 00 : 00 : 29
CLUSTER k–median AS 136 00 : 00 : 06 00 : 00 : 06 00 : 00 : 06 00 : 00 : 07 00 : 00 : 08 00 : 00 : 06 00 : 00 : 06 00 : 00 : 08 00 : 00 : 07 00 : 00 : 11 00 : 00 : 29 00 : 00 : 07 00 : 00 : 07
CLUSTER h–median AS 136 00 : 00 : 06 00 : 00 : 06 00 : 00 : 06 00 : 00 : 07 00 : 00 : 07 00 : 00 : 06 00 : 00 : 06 00 : 00 : 07 00 : 00 : 07 00 : 00 : 11 00 : 00 : 30 00 : 00 : 07 00 : 00 : 07
Graph-based methods:
Graph based MST 00 : 00 : 03 00 : 00 : 04 00 : 00 : 03 00 : 00 : 04 00 : 00 : 06 00 : 00 : 03 00 : 00 : 03 00 : 00 : 06 00 : 00 : 04 00 : 00 : 07 00 : 00 : 23 00 : 00 : 05 00 : 00 : 04
Graph based RNG 02 : 46 : 35 02 : 46 : 36 02 : 46 : 35 02 : 46 : 35 02 : 46 : 38 02 : 46 : 35 02 : 46 : 35 02 : 46 : 37 02 : 46 : 36 02 : 46 : 39 02 : 46 : 54 02 : 46 : 37 02 : 46 : 36
Graph based GG 00 : 00 : 15 00 : 00 : 16 00 : 00 : 16 00 : 00 : 16 00 : 00 : 18 00 : 00 : 15 00 : 00 : 15 00 : 00 : 17 00 : 00 : 16 00 : 00 : 19 00 : 00 : 36 00 : 00 : 17 00 : 00 : 17
Nearest neighbours methods:
k–near method 00 : 00 : 00 00 : 00 : 02 00 : 00 : 01 00 : 00 : 01 00 : 00 : 03 00 : 00 : 00 00 : 00 : 00 00 : 00 : 03 00 : 00 : 01 00 : 00 : 04 00 : 00 : 20 00 : 00 : 02 00 : 00 : 01
Density-based methods:
kth nearest method 00 : 00 : 01 00 : 00 : 02 00 : 00 : 01 00 : 00 : 02 00 : 00 : 05 00 : 00 : 01 00 : 00 : 01 00 : 00 : 03 00 : 00 : 02 00 : 00 : 05 00 : 00 : 22 00 : 00 : 02 00 : 00 : 02
Table A.12: The CPU times for the various clustering methods using DataS1 (continue).
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A.1.2 Clustering method results - DataS2
Methods: Initial Partitioning methods, using initial solution as starting solution:
solution: k–means h–means j–means PAM k–median h–median CLUSTER CLUSTER CLUSTER CLUSTER CLUSTER CLUSTER
k–means h–means j–means PAM k–median h–median
Hierarchical methods:
Single linkage 37 581.37 23 820.75 37 511.77 37 470.74 23 816.34 22 814.18 23 935.10 23 819.30 37 296.32 37 118.13 22 014.57 21 953.99 21 548.69
Complete linkage 30 382.62 22 014.57 30 344.05 30 308.67 21 958.95 21 953.99 21 548.69 23 819.30 30 344.05 29 898.44 22 014.57 21 953.99 21 548.26
Average linkage 36 310.11 26 451.67 36 159.52 36 233.18 21 595.40 22 814.18 21 548.69 23 819.30 36 124.72 36 049.03 22 014.57 21 953.99 21 548.69
Weighted average linkage 37 751.18 23 807.70 37 684.15 37 684.15 19 658.34 23 595.87 19 285.65 23 819.30 37 296.32 37 221.20 21 957.55 21 953.99 21 548.69
Centroid linkage 36 289.74 26 451.67 36 259.23 35 724.71 22 114.92 22 814.18 21 548.69 23 819.30 36 230.09 35 455.13 22 014.57 21 953.99 21 548.69
Weighted centroid linkage 36 306.17 23 820.75 36 249.50 36 242.18 23 819.30 21 953.99 23 905.48 23 819.30 36 232.04 36 157.79 22 014.57 21 953.99 21 548.69
Ward’s method 20 389.38 19 460.40 20 378.98 20 376.61 19 460.40 24 098.66 19 337.21 20 389.38 20 389.38 20 389.38 20 389.38 20 389.38 20 389.38
Partitioning methods:
Stepwise k–means 19 368.26 19 368.26 19 365.78 19 354.50 19 368.26 22 407.37 19 283.70 19 368.26 19 368.26 19 368.26 19 368.26 19 368.26 19 368.26
Stepwise h–means 19 369.28 19 369.28 19 366.80 19 346.59 19 369.28 22 407.37 19 283.70 19 369.28 19 369.28 19 369.28 19 369.28 19 369.28 19 369.28
Stepwise j–means 19 485.99 19 373.57 19 479.62 19 470.02 19 373.57 23 404.33 19 285.65 19 485.99 19 485.99 19 485.99 19 485.99 19 485.99 19 485.99
Stepwise PAM 20 665.35 19 455.91 20 658.03 20 660.51 19 460.40 21 953.99 19 332.51 20 665.35 20 665.35 20 665.35 20 665.35 20 665.35 20 665.35
Stepwise k–median 19 481.08 19 373.57 19 475.80 19 471.02 19 373.57 23 404.33 19 285.65 19 481.08 19 481.08 19 481.08 19 481.08 19 481.08 19 481.08
Stepwise h–median 19 090.17 19 567.01 19 090.27 19 090.17 19 537.92 23 595.87 19 107.81 19 090.17 19 090.17 19 090.17 19 090.17 19 090.17 19 090.17
CLUSTER partitioning methods:
CLUSTER k–means 23 820.75 23 820.75 23 820.75 23 806.43 22 474.84 23 821.13 23 776.09 23 820.75 22 014.57 23 806.43 21 953.99 23 820.75 21 548.69
CLUSTER h–means 22 014.57 22 014.57 22 014.57 22 013.52 22 230.25 22 012.87 21 548.69 22 014.57 22 014.57 22 013.52 21 953.99 22 012.87 21 548.69
CLUSTER j–means 37 383.78 23 820.75 23 816.34 37 299.23 21 953.99 37 341.10 23 812.62 37 383.78 22 014.57 37 383.78 21 953.99 37 383.78 21 548.69
CLUSTER PAM 21 953.99 19 461.89 19 462.91 21 952.28 21 953.99 21 892.15 19 885.95 21 909.81 21 909.81 21 866.51 21 953.99 21 883.42 21 548.69
CLUSTER k–median 37 533.25 22 014.57 22 014.57 22 013.52 22 230.25 22 012.87 21 548.69 22 014.57 22 014.57 22 013.52 21 953.99 22 012.87 21 548.69
CLUSTER h–median 21 548.69 21 957.55 21 957.55 21 550.97 22 814.18 21 548.69 21 548.69 21 548.69 21 548.69 21 548.69 21 548.69 21 548.69 21 548.69
Table A.13: The results of the SSR measure for the various clustering methods using DataS2.
272
Methods: Initial Partitioning methods, using initial solution as starting solution:
solution: k–means h–means j–means PAM k–median h–median CLUSTER CLUSTER CLUSTER CLUSTER CLUSTER CLUSTER
k–means h–means j–means PAM k–median h–median
AS 136 partitioning methods:
AS 136 19 251.10 19 521.53 19 537.92 19 246.33 21 953.99 19 239.51 19 111.09 19 251.10 19 251.10 19 251.10 19 251.10 19 251.10 19 251.10
k–means AS 136 19 521.53 19 521.53 19 521.53 19 529.76 21 953.99 19 518.91 19 111.09 19 521.53 19 521.53 19 521.53 19 521.53 19 521.53 19 521.53
h–means AS 136 19 537.92 19 537.92 19 537.92 19 546.82 21 953.99 19 505.59 19 111.09 19 537.92 19 537.92 19 537.92 19 537.92 19 537.92 19 537.92
j–means AS 136 19 246.33 19 521.53 19 537.92 19 243.89 21 953.99 19 237.66 19 111.09 19 246.33 19 246.33 19 246.33 19 246.33 19 246.33 19 246.33
PAM AS 136 21 953.99 19 461.89 19 462.91 21 952.28 21 953.99 21 892.15 19 885.95 21 909.81 21 909.81 21 866.51 21 953.99 21 883.42 21 548.69
k–median AS 136 19 239.51 19 521.53 19 537.92 19 235.51 21 953.99 19 234.50 19 111.09 19 239.51 19 239.51 19 239.51 19 239.51 19 239.51 19 239.51
h–median AS 136 19 111.09 19 560.06 19 537.92 19 109.65 21 953.99 19 111.09 19 110.51 19 111.09 19 111.09 19 111.09 19 111.09 19 111.09 19 111.09
AS 136 CLUSTER partitioning methods:
CLUSTER k–means AS 136 19 251.10 19 521.53 19 537.92 19 246.33 21 953.99 19 239.51 19 111.09 19 251.10 19 251.10 19 251.10 19 251.10 19 251.10 19 251.10
CLUSTER h–means AS136 19 537.92 19 521.53 19 537.92 19 246.33 21 953.99 19 239.51 19 111.09 19 251.10 19 251.10 19 251.10 19 251.10 19 251.10 19 251.10
CLUSTER k–mediod AS 136 19 251.10 19 521.53 19 537.92 19 246.33 21 953.99 19 239.51 19 111.09 19 251.10 19 251.10 19 251.10 19 251.10 19 251.10 19 251.10
CLUSTER h–mediod AS 136 19 251.10 19 521.53 19 537.92 19 246.33 21 953.99 19 239.51 19 111.09 19 251.10 19 251.10 19 251.10 19 251.10 19 251.10 19 251.10
CLUSTER k–median AS 136 19 251.10 19 521.53 19 537.92 19 246.33 21 953.99 19 239.51 19 111.09 19 251.10 19 251.10 19 251.10 19 251.10 19 251.10 19 251.10
CLUSTER h–median AS 136 19 251.10 19 521.53 19 537.92 19 246.33 21 953.99 19 239.51 19 111.09 19 251.10 19 251.10 19 251.10 19 251.10 19 251.10 19 251.10
Graph-based methods:
Graph based MST 37 564.49 20 107.46 19 537.92 37 542.80 22 814.18 37 409.13 19 090.77 21 957.55 21 957.55 37 302.62 21 953.99 37 285.50 21 534.70
Graph based RNG 37 695.99 37 639.48 22 014.57 37 639.48 22 814.18 37 639.48 21 548.69 37 639.48 22 014.57 37 639.48 21 953.99 37 639.48 21 548.69
Graph based GG 37 348.67 26 440.16 26 440.16 37 269.52 21 953.99 37 269.52 21 630.07 37 348.67 22 014.57 37 348.67 21 953.99 37 348.67 21 548.69
Nearest neighbours methods:
k–near method 37 417.25 19 651.67 20 113.04 37 387.94 22 814.18 37 388.02 20 122.61 22 014.57 21 938.74 37 163.21 21 953.99 36 372.40 21 548.69
Density-based methods:
kth nearest method 37 619.03 23 864.57 23 864.57 37 531.53 22 814.18 37 366.53 23 935.10 23 819.75 22 014.57 37 359.89 21 953.99 37 403.34 21 548.69
Table A.14: The results of the SSR measure for the various clustering methods using DataS2 (continue).
273
Methods: Initial Partitioning methods, using initial solution as starting solution:
solution: k–means h–means j–means PAM k–median h–median CLUSTER CLUSTER CLUSTER CLUSTER CLUSTER CLUSTER
k–means h–means j–means PAM k–median h–median
Hierarchical methods:
Single linkage 21.52 42.36 32.22 31.20 50.00 31.30 44.46 42.36 39.12 37.87 48.81 29.39 46.62
Complete linkage 47.64 48.81 47.61 47.55 48.76 29.39 46.62 42.36 47.61 44.69 48.81 29.39 46.62
Average linkage 43.23 45.14 42.74 42.97 47.75 31.30 46.62 42.36 47.76 36.95 48.81 29.39 46.62
Weighted average linkage 15.87 47.63 21.69 21.69 35.09 35.75 33.04 42.36 39.12 38.77 48.75 29.39 46.62
Centroid linkage 43.66 45.14 43.62 41.98 47.89 31.30 46.62 42.36 49.16 46.70 48.81 29.39 46.62
Weighted centroid linkage 41.07 42.36 41.00 40.91 42.36 29.39 41.85 42.36 31.14 30.83 48.81 29.39 46.62
Ward’s method 34.04 32.97 34.02 34.03 32.97 28.53 32.38 34.04 34.04 34.04 34.04 34.04 34.04
Partitioning methods:
Stepwise k–means 33.82 33.82 33.80 33.74 33.82 30.12 33.10 33.82 33.82 33.82 33.82 33.82 33.82
Stepwise h–means 33.81 33.81 33.79 33.69 33.81 30.12 33.10 33.81 33.81 33.81 33.81 33.81 33.81
Stepwise j–means 34.08 33.85 34.07 34.09 33.85 29.86 33.04 34.08 34.08 34.08 34.08 34.08 34.08
Stepwise PAM 33.12 32.96 33.11 33.13 32.97 29.39 32.33 33.12 33.12 33.12 33.12 33.12 33.12
Stepwise k–median 34.09 33.85 34.09 34.10 33.85 29.86 33.04 34.09 34.09 34.09 34.09 34.09 34.09
Stepwise h–median 31.52 33.65 31.53 31.52 33.53 35.75 31.87 31.52 31.52 31.52 31.52 31.52 31.52
CLUSTER Partitioning methods:
ClusterKMeans 42.36 42.36 42.36 47.14 34.90 42.36 42.26 42.36 48.81 47.14 29.39 42.36 46.62
Cluster h–means 48.81 48.81 48.81 48.81 31.20 48.81 46.62 48.81 48.81 48.81 29.39 48.81 46.62
ClusterJMeans 41.77 42.36 50.00 37.50 29.39 38.89 44.87 41.77 48.81 41.77 29.39 41.77 46.62
ClusterPAM 29.39 32.97 32.98 29.28 29.39 29.38 32.05 47.41 47.41 51.16 29.39 46.38 46.62
ClusterKMedian 33.65 48.81 48.81 48.81 31.20 48.81 46.62 48.81 48.81 48.81 29.39 48.81 46.62
ClusterHMedian 46.62 48.75 48.75 46.63 31.30 46.62 46.62 46.62 46.62 46.62 46.62 46.62 46.62
Table A.15: The results of the MSR measure for the various clustering methods using DataS2.
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Methods: Initial Partitioning methods, using initial solution as starting solution:
solution: k–means h–means j–means PAM k–median h–median CLUSTER CLUSTER CLUSTER CLUSTER CLUSTER CLUSTER
k–means h–means j–means PAM k–median h–median
AS 136 Partitioning methods:
AS136 k–means 32.79 33.98 33.53 32.78 29.39 32.78 31.88 32.79 32.79 32.79 32.79 32.79 32.79
K-Means AS 136 33.98 33.98 33.98 33.95 29.39 33.97 31.88 33.98 33.98 33.98 33.98 33.98 33.98
H-Means AS 136 33.53 33.53 33.53 33.51 29.39 33.47 31.88 33.53 33.53 33.53 33.53 33.53 33.53
K-Mediod AS 136 32.78 33.98 33.53 32.78 29.39 32.77 31.88 32.78 32.78 32.78 32.78 32.78 32.78
H-Mediod AS 136 29.39 32.97 32.98 29.28 29.39 29.38 32.05 47.41 47.41 51.16 29.39 46.38 46.62
K-Median AS 136 32.78 33.98 33.53 32.77 29.39 32.78 31.88 32.78 32.78 32.78 32.78 32.78 32.78
H-Median AS 136 31.88 33.63 33.53 31.87 29.39 31.88 31.89 31.88 31.88 31.88 31.88 31.88 31.88
AS 136 CLUSTER partitioning methods:
Cluster K-Means AS 136 32.79 33.98 33.53 32.78 29.39 32.78 31.88 32.79 32.79 32.79 32.79 32.79 32.79
Cluster H-Means AS 136 32.79 33.98 33.53 32.78 29.39 32.78 31.88 32.79 32.79 32.79 32.79 32.79 32.79
Cluster K-Mediod AS 136 32.79 33.98 33.53 32.78 29.39 32.78 31.88 32.79 32.79 32.79 32.79 32.79 32.79
Cluster H-Mediod AS 136 32.79 33.98 33.53 32.78 29.39 32.78 31.88 32.79 32.79 32.79 32.79 32.79 32.79
Cluster K-Median AS 136 32.79 33.98 33.53 32.78 29.39 32.78 31.88 32.79 32.79 32.79 32.79 32.79 32.79
Cluster H-Median AS 136 32.79 33.98 33.53 32.78 29.39 32.78 31.88 32.79 32.79 32.79 32.79 32.79 32.79
Graph-based methods:
Graph based MST 13.76 33.31 33.53 16.28 31.30 21.26 31.51 48.75 48.75 32.56 29.39 33.50 46.28
Graph based RNG 21.55 21.53 48.81 21.53 31.30 21.53 46.62 21.53 48.81 21.53 29.39 21.53 46.62
Graph based GG 38.28 50.34 50.34 39.11 29.39 39.11 28.72 38.28 48.81 38.28 29.39 38.28 46.62
Nearest neighbours methods:
k–near method 13.01 35.07 33.32 14.49 31.30 14.50 32.99 48.81 54.00 31.89 29.39 25.86 46.62
Density-based methods:
kth nearest method 12.56 39.75 39.75 29.99 31.30 40.81 44.46 42.36 48.81 44.40 29.39 41.89 46.62
Table A.16: The results of the MSR measure for the various clustering methods using DataS2 (continue).
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Methods: Initial Partitioning methods, using initial solution as starting solution:
solution: k–means h–means j–means PAM k–median h–median CLUSTER CLUSTER CLUSTER CLUSTER CLUSTER CLUSTER
k–means h–means j–means PAM k–median h–median
Hierarchical methods:
Single linkage 57.54 47.08 57.53 57.52 58.93 83.61 60.45 47.06 51.25 51.18 59.95 83.26 59.59
Complete linkage 45.61 59.95 45.61 45.61 59.63 83.26 59.59 47.06 45.61 46.43 59.95 83.26 59.58
Average linkage 50.92 45.21 50.85 50.88 58.53 83.61 59.59 47.06 50.83 50.73 59.95 83.26 59.59
Weighted average linkage 91.65 47.04 91.63 91.63 78.36 83.48 75.51 47.06 51.25 51.22 59.65 83.26 59.59
Centroid linkage 50.89 45.21 50.88 50.64 60.71 83.61 59.59 47.06 50.85 50.50 59.95 83.26 59.59
Weighted centroid linkage 57.02 47.08 57.00 57.00 47.06 83.26 47.35 47.06 57.56 57.57 59.95 83.26 59.59
Ward’s method 82.13 76.54 82.12 82.10 76.54 83.26 76.41 82.13 82.13 82.13 82.13 82.13 82.13
Partitioning methods:
Stepwise k–means 76.58 76.58 76.58 76.45 76.58 78.70 75.67 76.58 76.58 76.58 76.58 76.58 76.58
Stepwise h–means 76.58 76.58 76.58 76.39 76.58 78.70 75.67 76.58 76.58 76.58 76.58 76.58 76.58
Stepwise j–means 74.57 76.62 74.60 74.66 76.62 83.26 75.51 74.57 74.57 74.57 74.57 74.57 74.57
Stepwise PAM 83.04 76.54 83.04 83.02 76.54 83.26 76.41 83.04 83.04 83.04 83.04 83.04 83.04
Stepwise k–median 74.60 76.62 74.63 74.66 76.62 83.26 75.51 74.60 74.60 74.60 74.60 74.60 74.60
Stepwise h–median 75.12 76.70 75.15 75.12 76.25 83.48 75.73 75.12 75.12 75.12 75.12 75.12 75.12
CLUSTER partitioning methods:
CLUSTER k–means 47.08 47.08 47.08 47.08 83.04 47.08 47.28 47.08 59.95 47.08 83.26 47.08 59.59
CLUSTER h–means 59.95 59.95 59.95 59.95 78.70 59.95 59.59 59.95 59.95 59.95 83.26 59.95 59.59
CLUSTER j–means 57.46 47.08 58.93 57.45 83.26 57.46 59.23 57.46 59.95 57.46 83.26 57.46 59.59
CLUSTER PAM 83.26 76.38 76.38 83.26 83.26 83.25 76.25 59.19 59.19 58.41 83.26 58.41 59.59
CLUSTER k–median 57.51 59.95 59.95 59.95 78.70 59.95 59.59 59.95 59.95 59.95 83.26 59.95 59.59
CLUSTER h–median 59.59 59.65 59.65 59.55 83.61 59.59 59.59 59.59 59.59 59.59 59.59 59.59 59.59
Table A.17: The results of the PD measure for the various clustering methods using DataS2.
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Methods: Initial Partitioning methods, using initial solution as starting solution:
solution: k–means h–means j–means PAM k–median h–median CLUSTER CLUSTER CLUSTER CLUSTER CLUSTER CLUSTER
k–means h–means j–means PAM k–median h–median
AS 136 partitioning methods:
AS 136 75.85 76.58 76.25 75.88 83.26 75.91 75.76 75.85 75.85 75.85 75.85 75.85 75.85
k–means AS 136 76.58 76.58 76.58 76.58 83.26 76.57 75.76 76.58 76.58 76.58 76.58 76.58 76.58
h–means AS 136 76.25 76.25 76.25 76.25 83.26 76.27 75.76 76.25 76.25 76.25 76.25 76.25 76.25
j–means AS 136 75.88 76.58 76.25 75.91 83.26 75.91 75.76 75.88 75.88 75.88 75.88 75.88 75.88
PAM AS 136 83.26 76.38 76.38 83.26 83.26 83.25 76.25 59.19 59.19 58.41 83.26 58.41 59.59
k–median AS 136 75.91 76.58 76.25 75.93 83.26 75.93 75.76 75.91 75.91 75.91 75.91 75.91 75.91
h–median AS 136 75.76 76.70 76.25 75.76 83.26 75.76 75.76 75.76 75.76 75.76 75.76 75.76 75.76
AS 136 CLUSTER partitioning methods:
CLUSTER k–means AS 136 75.85 76.58 76.25 75.88 83.26 75.91 75.76 75.85 75.85 75.85 75.85 75.85 75.85
CLUSTER h–means AS136 75.85 76.58 76.25 75.88 83.26 75.91 75.76 75.85 75.85 75.85 75.85 75.85 75.85
CLUSTER k–mediod AS 136 75.85 76.58 76.25 75.88 83.26 75.91 75.76 75.85 75.85 75.85 75.85 75.85 75.85
CLUSTER h–mediod AS 136 75.85 76.58 76.25 75.88 83.26 75.91 75.76 75.85 75.85 75.85 75.85 75.85 75.85
CLUSTER k–median AS 136 75.85 76.58 76.25 75.88 83.26 75.91 75.76 75.85 75.85 75.85 75.85 75.85 75.85
CLUSTER h–median AS 136 75.85 76.58 76.25 75.88 83.26 75.91 75.76 75.85 75.85 75.85 75.85 75.85 75.85
Graph-based methods:
Graph based MST 91.79 73.18 76.25 91.80 83.61 91.87 75.12 59.65 59.65 57.52 83.26 57.51 59.35
Graph based RNG 57.54 57.46 59.95 57.46 83.61 57.46 59.59 57.46 59.95 57.46 83.26 57.46 59.59
Graph based GG 57.55 45.19 45.19 57.57 83.26 57.57 75.74 57.55 59.95 57.55 83.26 57.55 59.59
Nearest neighbours methods:
k–near method 91.63 78.36 73.18 91.62 83.61 91.62 73.18 59.95 59.63 57.71 83.26 58.06 59.59
Density-based methods:
kth nearest method 57.54 58.93 58.93 57.53 83.61 57.47 60.45 47.04 59.95 51.29 83.26 51.32 59.59
Table A.18: The results of the PD measure for the various clustering methods using DataS2 (continue).
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Methods: Initial Partitioning methods, using initial solution as starting solution:
solution: k–means h–means j–means PAM k–median h–median CLUSTER CLUSTER CLUSTER CLUSTER CLUSTER CLUSTER
k–means h–means j–means PAM k–median h–median
Hierarchical methods:
Single linkage 26 503.61 5 854.75 26 402.67 26 355.21 5 843.44 4 076.68 6 596.02 5 854.00 26 049.24 25 802.87 4 287.39 4 375.07 4 443.19
Complete linkage 13 047.27 4 287.39 12 992.78 12 958.72 4 252.33 4 375.07 4 443.19 5 854.00 12 992.78 12 865.30 4 287.39 4 375.07 4 440.89
Average linkage 24 620.97 7 645.18 24 400.27 24 508.59 4 457.75 4 076.68 4 443.19 5 854.00 24 318.12 24 219.27 4 287.39 4 375.07 4 443.19
Weighted average linkage 26 662.68 5 823.20 26 573.34 26 573.34 3 221.18 4 534.98 3 243.41 5 854.00 26 049.24 25 940.12 4 255.81 4 375.07 4 443.19
Centroid linkage 24 544.09 7 645.18 24 490.98 23 723.53 3 812.27 4 076.68 4 443.19 5 854.00 24 415.69 23 261.48 4 287.39 4 375.07 4 443.19
Weighted centroid linkage 24 788.18 5 854.75 24 707.98 24 704.87 5 854.00 4 375.07 6 569.39 5 854.00 24 654.29 24 542.70 4 287.39 4 375.07 4 443.19
Ward’s method 3 068.13 3 147.21 3 064.16 3 064.00 3 147.21 5 711.69 3 316.51 3 068.13 3 068.13 3 068.13 3 068.13 3 068.13 3 068.13
Partitioning methods:
Stepwise k–means 3 241.43 3 241.43 3 238.16 3 253.19 3 241.43 4 440.71 3 250.04 3 241.43 3 241.43 3 241.43 3 241.43 3 241.43 3 241.43
Stepwise h–means 3 236.12 3 236.12 3 232.85 3 250.19 3 236.12 4 440.71 3 250.04 3 236.12 3 236.12 3 236.12 3 236.12 3 236.12 3 236.12
Stepwise j–means 3 326.76 3 251.71 3 320.73 3 314.32 3 251.71 5 164.39 3 243.41 3 326.76 3 326.76 3 326.76 3 326.76 3 326.76 3 326.76
Stepwise PAM 3 245.48 3 142.35 3 244.91 3 241.74 3 147.21 4 375.07 3 300.87 3 245.48 3 245.48 3 245.48 3 245.48 3 245.48 3 245.48
Stepwise k–median 3 323.55 3 251.71 3 318.47 3 315.29 3 251.71 5 164.39 3 243.41 3 323.55 3 323.55 3 323.55 3 323.55 3 323.55 3 323.55
Stepwise h–median 3 324.61 3 296.47 3 320.95 3 324.61 3 329.92 4 534.98 3 301.83 3 324.61 3 324.61 3 324.61 3 324.61 3 324.61 3 324.61
CLUSTER partitioning methods:
CLUSTER k–means 5 854.75 5 854.75 5 854.75 5 837.01 3 867.87 5 858.25 6 003.58 5 854.75 4 287.39 5 837.01 4 375.07 5 854.75 4 443.19
CLUSTER h–means 4 287.39 4 287.39 4 287.39 4 286.50 4 408.93 4 285.53 4 443.19 4 287.39 4 287.39 4 286.50 4 375.07 4 285.53 4 443.19
CLUSTER j–means 26 084.99 5 854.75 5 843.44 26 036.49 4 375.07 26 055.41 6 034.39 26 084.99 4 287.39 26 084.99 4 375.07 26 084.99 4 443.19
CLUSTER PAM 4 375.07 3 163.12 3 161.15 4 375.07 4 375.07 4 360.61 3 106.04 3 931.77 3 931.77 4 337.21 4 375.07 4 357.13 4 443.19
CLUSTER k–median 26 387.18 4 287.39 4 287.39 4 286.50 4 408.93 4 285.53 4 443.19 4 287.39 4 287.39 4 286.50 4 375.07 4 285.53 4 443.19
CLUSTER h–median 4 443.19 4 255.81 4 255.81 4 431.74 4 076.68 4 443.19 4 443.19 4 443.19 4 443.19 4 443.19 4 443.19 4 443.19 4 443.19
Table A.19: The results of the ADM measure for the various clustering methods using DataS2.
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Methods: Initial Partitioning methods, using initial solution as starting solution:
solution: k–means h–means j–means PAM k–median h–median CLUSTER CLUSTER CLUSTER CLUSTER CLUSTER CLUSTER
k–means h–means j–means PAM k–median h–median
AS 136 partitioning methods:
AS 136 3 326.13 3 273.89 3 329.92 3 320.54 4 375.07 3 323.01 3 308.34 3 326.13 3 326.13 3 326.13 3 326.13 3 326.13 3 326.13
k–means AS 136 3 273.89 3 273.89 3 273.89 3 261.45 4 375.07 3 273.34 3 308.34 3 273.89 3 273.89 3 273.89 3 273.89 3 273.89 3 273.89
h–means AS 136 3 329.92 3 329.92 3 329.92 3 317.74 4 375.07 3 335.29 3 308.34 3 329.92 3 329.92 3 329.92 3 329.92 3 329.92 3 329.92
j–means AS 136 3 320.54 3 273.89 3 329.92 3 315.70 4 375.07 3 319.63 3 308.34 3 320.54 3 320.54 3 320.54 3 320.54 3 320.54 3 320.54
PAM AS 136 4 375.07 3 163.12 3 161.15 4 375.07 4 375.07 4 360.61 3 106.04 3 931.77 3 931.77 4 337.21 4 375.07 4 357.13 4 443.19
k–median AS 136 3 323.01 3 273.89 3 329.92 3 317.59 4 375.07 3 321.61 3 308.34 3 323.01 3 323.01 3 323.01 3 323.01 3 323.01 3 323.01
h–median AS 136 3 308.34 3 294.87 3 329.92 3 306.54 4 375.07 3 308.34 3 304.86 3 308.34 3 308.34 3 308.34 3 308.34 3 308.34 3 308.34
AS 136 CLUSTER partitioning methods:
CLUSTER k–means AS 136 3 326.13 3 273.89 3 329.92 3 320.54 4 375.07 3 323.01 3 308.34 3 326.13 3 326.13 3 326.13 3 326.13 3 326.13 3 326.13
CLUSTER h–means AS136 3 326.13 3 273.89 3 329.92 3 320.54 4 375.07 3 323.01 3 308.34 3 326.13 3 326.13 3 326.13 3 326.13 3 326.13 3 326.13
CLUSTER k–mediod AS 136 3 326.13 3 273.89 3 329.92 3 320.54 4 375.07 3 323.01 3 308.34 3 326.13 3 326.13 3 326.13 3 326.13 3 326.13 3 326.13
CLUSTER h–mediod AS 136 3 326.13 3 273.89 3 329.92 3 320.54 4 375.07 3 323.01 3 308.34 3 326.13 3 326.13 3 326.13 3 326.13 3 326.13 3 326.13
CLUSTER k–median AS 136 3 326.13 3 273.89 3 329.92 3 320.54 4 375.07 3 323.01 3 308.34 3 326.13 3 326.13 3 326.13 3 326.13 3 326.13 3 326.13
CLUSTER h–median AS 136 3 326.13 3 273.89 3 329.92 3 320.54 4 375.07 3 323.01 3 308.34 3 326.13 3 326.13 3 326.13 3 326.13 3 326.13 3 326.13
Graph-based methods:
Graph based MST 26 170.60 3 725.54 3 329.92 26 130.29 4 076.68 25 887.95 3 328.12 4 255.81 4 255.81 25 804.11 4 375.07 25 722.64 4 423.75
Graph based RNG 26 617.84 26 559.64 4 287.39 26 559.64 4 076.68 26 559.64 4 443.19 26 559.64 4 287.39 26 559.64 4 375.07 26 559.64 4 443.19
Graph based GG 26 106.60 7 634.23 7 634.23 26 016.50 4 375.07 26 016.50 4 447.69 26 106.60 4 287.39 26 106.60 4 375.07 26 106.60 4 443.19
Nearest neighbours methods:
k–near method 26 276.71 3 211.94 3 724.72 26 206.90 4 076.68 26 206.82 3 924.84 4 287.39 4 228.85 25 947.58 4 375.07 24 881.49 4 443.19
Density-based methods:
kth nearest method 26 559.35 5 876.82 5 876.82 26 402.70 4 076.68 26 101.93 6 596.02 5 852.21 4 287.39 26 156.29 4 375.07 26 250.97 4 443.19
Table A.20: The results of the ADM measure for the various clustering methods using DataS2 (continue).
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Methods: Initial Partitioning methods, using initial solution as starting solution:
solution: k–means h–means j–means PAM k–median h–median CLUSTER CLUSTER CLUSTER CLUSTER CLUSTER CLUSTER
k–means h–means j–means PAM k–median h–median
Hierarchical methods:
Single linkage 26 556.83 16 907.03 26 490.01 26 457.06 16 883.69 15 895.85 17 101.54 16 905.80 26 289.82 26 139.29 15 048.80 15 549.53 14 955.53
Complete linkage 20 945.04 15 048.80 20 919.67 20 889.90 15 011.55 15 549.53 14 955.53 16 905.80 20 919.67 20 593.98 15 048.80 15 549.53 14 954.82
Average linkage 25 455.79 18 498.72 25 339.03 25 396.23 15 345.35 15 895.85 14 955.53 16 905.80 25 303.51 25 256.40 15 048.80 15 549.53 14 955.53
Weighted average linkage 26 719.37 16 876.54 26 656.81 26 656.81 13 544.26 16 117.05 13 467.04 16 905.80 26 289.82 26 224.87 15 012.26 15 549.53 14 955.53
Centroid linkage 25 441.03 18 498.72 25 417.65 24 993.40 15 042.34 15 895.85 14 955.53 16 905.80 25 392.55 24 777.49 15 048.80 15 549.53 14 955.53
Weighted centroid linkage 25 534.53 16 907.03 25 493.86 25 487.85 16 905.80 15 549.53 17 070.27 16 905.80 25 507.87 25 458.19 15 048.80 15 549.53 14 955.53
Ward’s method 13 889.19 13 492.79 13 881.52 13 880.38 13 492.79 16 988.94 13 507.81 13 889.19 13 889.19 13 889.19 13 889.19 13 889.19 13 889.19
Partitioning methods:
Stepwise k–means 13 492.39 13 492.39 13 490.20 13 492.60 13 492.39 15 463.75 13 468.46 13 492.39 13 492.39 13 492.39 13 492.39 13 492.39 13 492.39
Stepwise h–means 13 492.96 13 492.96 13 490.77 13 490.22 13 492.96 15 463.75 13 468.46 13 492.96 13 492.96 13 492.96 13 492.96 13 492.96 13 492.96
Stepwise j–means 13 694.52 13 494.75 13 690.30 13 683.82 13 494.75 16 467.50 13 467.04 13 694.52 13 694.52 13 694.52 13 694.52 13 694.52 13 694.52
Stepwise PAM 14 518.40 13 489.37 14 516.02 14 513.54 13 492.79 15 549.53 13 501.89 14 518.40 14 518.40 14 518.40 14 518.40 14 518.40 14 518.40
Stepwise k–median 13 691.20 13 494.75 13 687.45 13 684.23 13 494.75 16 467.50 13 467.04 13 691.20 13 691.20 13 691.20 13 691.20 13 691.20 13 691.20
Stepwise h–median 13 635.05 13 612.91 13 635.68 13 635.05 13 614.38 16 117.05 13 588.75 13 635.05 13 635.05 13 635.05 13 635.05 13 635.05 13 635.05
CLUSTER partitioning methods:
CLUSTER k–means 16 907.03 16 907.03 16 907.03 16 885.86 15 676.34 16 907.18 16 910.40 16 907.03 15 048.80 16 885.86 15 549.53 16 907.03 14 955.53
CLUSTER h–means 15 048.80 15 048.80 15 048.80 15 048.19 15 494.44 15 047.24 14 955.53 15 048.80 15 048.80 15 048.19 15 549.53 15 047.24 14 955.53
CLUSTER j–means 26 382.21 16 907.03 16 883.69 26 325.56 15 549.53 26 351.98 16 943.29 26 382.21 15 048.80 26 382.21 15 549.53 26 382.21 14 955.53
CLUSTER PAM 15 549.53 13 500.56 13 500.99 15 548.90 15 549.53 15 509.24 13 712.69 14 996.89 14 996.89 15 429.37 15 549.53 15 449.42 14 955.53
CLUSTER k–median 26 507.06 15 048.80 15 048.80 15 048.19 15 494.44 15 047.24 14 955.53 15 048.80 15 048.80 15 048.19 15 549.53 15 047.24 14 955.53
CLUSTER h–median 14 955.53 15 012.26 15 012.26 14 954.71 15 895.85 14 955.53 14 955.53 14 955.53 14 955.53 14 955.53 14 955.53 14 955.53 14 955.53
Table A.21: The results of the AWCD measure for the various clustering methods using DataS2.
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Methods: Initial Partitioning methods, using initial solution as starting solution:
solution: k–means h–means j–means PAM k–median h–median CLUSTER CLUSTER CLUSTER CLUSTER CLUSTER CLUSTER
k–means h–means j–means PAM k–median h–median
AS 136 partitioning methods:
AS 136 13 550.69 13 609.47 13 614.38 13 547.74 15 549.53 13 544.82 13 585.57 13 550.69 13 550.69 13 550.69 13 550.69 13 550.69 13 550.69
k–means AS 136 13 609.47 13 609.47 13 609.47 13 610.76 15 549.53 13 608.50 13 585.57 13 609.47 13 609.47 13 609.47 13 609.47 13 609.47 13 609.47
h–means AS 136 13 614.38 13 614.38 13 614.38 13 616.81 15 549.53 13 602.71 13 585.57 13 614.38 13 614.38 13 614.38 13 614.38 13 614.38 13 614.38
j–means AS 136 13 547.74 13 609.47 13 614.38 13 546.67 15 549.53 13 543.82 13 585.57 13 547.74 13 547.74 13 547.74 13 547.74 13 547.74 13 547.74
PAM AS 136 15 549.53 13 500.56 13 500.99 15 548.90 15 549.53 15 509.24 13 712.69 14 996.89 14 996.89 15 429.37 15 549.53 15 449.42 14 955.53
k–median AS 136 13 544.82 13 609.47 13 614.38 13 541.99 15 549.53 13 542.06 13 585.57 13 544.82 13 544.82 13 544.82 13 544.82 13 544.82 13 544.82
h–median AS 136 13 585.57 13 610.57 13 614.38 13 586.76 15 549.53 13 585.57 13 585.67 13 585.57 13 585.57 13 585.57 13 585.57 13 585.57 13 585.57
AS 136 CLUSTER partitioning methods:
CLUSTER k–means AS 136 13 550.69 13 609.47 13 614.38 13 547.74 15 549.53 13 544.82 13 585.57 13 550.69 13 550.69 13 550.69 13 550.69 13 550.69 13 550.69
CLUSTER h–means AS136 13 550.69 13 609.47 13 614.38 13 547.74 15 549.53 13 544.82 13 585.57 13 550.69 13 550.69 13 550.69 13 550.69 13 550.69 13 550.69
CLUSTER k–mediod AS 136 13 550.69 13 609.47 13 614.38 13 547.74 15 549.53 13 544.82 13 585.57 13 550.69 13 550.69 13 550.69 13 550.69 13 550.69 13 550.69
CLUSTER h–mediod AS 136 13 550.69 13 609.47 13 614.38 13 547.74 15 549.53 13 544.82 13 585.57 13 550.69 13 550.69 13 550.69 13 550.69 13 550.69 13 550.69
CLUSTER k–median AS 136 13 550.69 13 609.47 13 614.38 13 547.74 15 549.53 13 544.82 13 585.57 13 550.69 13 550.69 13 550.69 13 550.69 13 550.69 13 550.69
CLUSTER h–median AS 136 13 550.69 13 609.47 13 614.38 13 547.74 15 549.53 13 544.82 13 585.57 13 550.69 13 550.69 13 550.69 13 550.69 13 550.69 13 550.69
Graph-based methods:
Graph based MST 26 606.75 13 856.54 13 614.38 26 590.55 15 895.85 26 488.72 13 634.96 15 012.26 15 012.26 26 353.55 15 549.53 26 340.37 14 965.73
Graph based RNG 26 653.45 26 604.07 15 048.80 26 604.07 15 895.85 26 604.07 14 955.53 26 604.07 15 048.80 26 604.07 15 549.53 26 604.07 14 955.53
Graph based GG 26 337.34 18 467.23 18 467.23 26 268.18 15 549.53 26 268.18 15 063.83 26 337.34 15 048.80 26 337.34 15 549.53 26 337.34 14 955.53
Nearest neighbours methods:
k–near method 26 504.27 13 540.04 13 860.15 26 473.41 15 895.85 26 473.39 13 895.04 15 048.80 14 973.77 26 252.31 15 549.53 25 615.71 14 955.53
Density-based methods:
kth nearest method 26 594.81 16 943.41 16 943.41 26 504.68 15 895.85 26 369.07 17 101.54 16 906.51 15 048.80 26 343.05 15 549.53 26 382.89 14 955.53
Table A.22: The results of the AWCD measure for the various clustering methods using DataS2 (continue).
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Methods: Initial Partitioning methods, using initial solution as starting solution:
solution: k–means h–means j–means PAM k–median h–median CLUSTER CLUSTER CLUSTER CLUSTER CLUSTER CLUSTER
k–means h–means j–means PAM k–median h–median
Hierarchical methods:
Single linkage 00 : 00 : 07 00 : 00 : 16 00 : 00 : 13 00 : 00 : 07 00 : 00 : 07 00 : 01 : 00 00 : 00 : 07 00 : 00 : 55 00 : 01 : 10 00 : 00 : 20 00 : 00 : 14 00 : 04 : 48 00 : 00 : 14
Complete linkage 00 : 00 : 07 00 : 00 : 13 00 : 00 : 17 00 : 00 : 08 00 : 00 : 07 00 : 00 : 33 00 : 00 : 08 00 : 00 : 53 00 : 01 : 13 00 : 00 : 20 00 : 00 : 13 00 : 04 : 49 00 : 00 : 15
Average linkage 00 : 00 : 07 00 : 00 : 12 00 : 00 : 28 00 : 00 : 07 00 : 00 : 07 00 : 00 : 47 00 : 00 : 08 00 : 00 : 52 00 : 01 : 23 00 : 00 : 20 00 : 00 : 13 00 : 04 : 47 00 : 00 : 14
Weighted average linkage 00 : 00 : 28 00 : 00 : 39 00 : 00 : 33 00 : 00 : 28 00 : 00 : 29 00 : 00 : 51 00 : 00 : 28 00 : 01 : 12 00 : 01 : 37 00 : 00 : 41 00 : 00 : 34 00 : 05 : 16 00 : 00 : 36
Centroid linkage 00 : 02 : 38 00 : 02 : 43 00 : 02 : 43 00 : 02 : 39 00 : 02 : 38 00 : 03 : 18 00 : 02 : 38 00 : 03 : 23 00 : 03 : 41 00 : 02 : 52 00 : 02 : 45 00 : 07 : 18 00 : 02 : 46
Weighted centroid linkage 00 : 00 : 08 00 : 00 : 15 00 : 00 : 16 00 : 00 : 09 00 : 00 : 08 00 : 00 : 41 00 : 00 : 09 00 : 00 : 53 00 : 01 : 06 00 : 00 : 21 00 : 00 : 15 00 : 04 : 49 00 : 00 : 15
Ward’s method 00 : 00 : 07 00 : 00 : 10 00 : 00 : 12 00 : 00 : 07 00 : 00 : 07 00 : 00 : 23 00 : 00 : 07 00 : 00 : 53 00 : 01 : 28 00 : 00 : 15 00 : 00 : 13 00 : 04 : 34 00 : 00 : 14
Partitioning methods:
Stepwise k–means 00 : 41 : 56 00 : 41 : 56 00 : 42 : 03 00 : 41 : 56 00 : 41 : 56 00 : 42 : 11 00 : 41 : 56 00 : 42 : 09 00 : 42 : 40 00 : 42 : 05 00 : 42 : 01 00 : 46 : 29 00 : 42 : 04
Stepwise h–means 00 : 00 : 42 00 : 00 : 42 00 : 00 : 50 00 : 00 : 42 00 : 00 : 42 00 : 00 : 57 00 : 00 : 42 00 : 00 : 55 00 : 01 : 26 00 : 00 : 51 00 : 00 : 48 00 : 05 : 16 00 : 00 : 49
Stepwise j–means 01 : 36 : 35 01 : 36 : 37 01 : 36 : 43 01 : 36 : 35 01 : 36 : 35 01 : 36 : 53 01 : 36 : 35 01 : 36 : 47 01 : 37 : 41 01 : 36 : 44 01 : 36 : 40 01 : 40 : 33 01 : 36 : 42
Stepwise PAM 02 : 51 : 38 02 : 51 : 41 02 : 51 : 43 02 : 51 : 38 02 : 51 : 38 02 : 51 : 51 02 : 51 : 38 02 : 51 : 49 02 : 52 : 31 02 : 51 : 46 02 : 51 : 44 02 : 56 : 34 02 : 51 : 45
Stepwise k–median 00 : 01 : 07 00 : 01 : 08 00 : 01 : 12 00 : 01 : 07 00 : 01 : 07 00 : 01 : 25 00 : 01 : 07 00 : 01 : 19 00 : 02 : 11 00 : 01 : 16 00 : 01 : 13 00 : 05 : 05 00 : 01 : 14
Stepwise h–median 00 : 02 : 19 00 : 02 : 21 00 : 02 : 29 00 : 02 : 19 00 : 02 : 19 00 : 02 : 39 00 : 02 : 19 00 : 02 : 31 00 : 03 : 05 00 : 02 : 27 00 : 02 : 25 00 : 06 : 42 00 : 02 : 26
CLUSTER partitioning methods:
CLUSTER k–means 00 : 00 : 37 00 : 00 : 37 00 : 00 : 37 00 : 00 : 45 00 : 01 : 02 00 : 00 : 37 00 : 00 : 38 00 : 00 : 50 00 : 00 : 43 00 : 01 : 20 00 : 05 : 20 00 : 00 : 47 00 : 00 : 44
CLUSTER h–means 00 : 00 : 18 00 : 00 : 18 00 : 00 : 18 00 : 00 : 24 00 : 00 : 41 00 : 00 : 18 00 : 00 : 18 00 : 00 : 32 00 : 00 : 24 00 : 01 : 01 00 : 05 : 19 00 : 00 : 29 00 : 00 : 25
CLUSTER j–means 00 : 02 : 24 00 : 02 : 33 00 : 02 : 24 00 : 02 : 35 00 : 03 : 05 00 : 02 : 24 00 : 02 : 25 00 : 02 : 39 00 : 02 : 31 00 : 02 : 59 00 : 07 : 07 00 : 02 : 39 00 : 02 : 32
CLUSTER PAM 00 : 10 : 14 00 : 10 : 21 00 : 10 : 14 00 : 10 : 19 00 : 10 : 27 00 : 10 : 15 00 : 10 : 15 00 : 10 : 25 00 : 10 : 20 00 : 11 : 09 00 : 15 : 02 00 : 10 : 24 00 : 10 : 22
CLUSTER k–median 00 : 00 : 33 00 : 00 : 33 00 : 00 : 34 00 : 00 : 38 00 : 00 : 56 00 : 00 : 33 00 : 00 : 33 00 : 00 : 47 00 : 00 : 39 00 : 01 : 15 00 : 05 : 25 00 : 00 : 43 00 : 00 : 40
CLUSTER h–median 00 : 00 : 21 00 : 00 : 23 00 : 00 : 21 00 : 00 : 36 00 : 00 : 54 00 : 00 : 21 00 : 00 : 21 00 : 00 : 34 00 : 00 : 27 00 : 01 : 13 00 : 05 : 14 00 : 00 : 31 00 : 00 : 28
Table A.23: The CPU times for the various clustering methods using DataS2.
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Methods: Initial Partitioning methods, using initial solution as starting solution:
solution: k–means h–means j–means PAM k–median h–median CLUSTER CLUSTER CLUSTER CLUSTER CLUSTER CLUSTER
k–means h–means j–means PAM k–median h–median
AS 136 partitioning methods:
AS 136 00 : 00 : 49 00 : 00 : 50 00 : 00 : 49 00 : 00 : 57 00 : 01 : 05 00 : 00 : 49 00 : 00 : 49 00 : 01 : 01 00 : 00 : 55 00 : 01 : 42 00 : 05 : 15 00 : 00 : 59 00 : 00 : 57
k–means AS 136 00 : 00 : 50 00 : 00 : 50 00 : 00 : 50 00 : 01 : 13 00 : 01 : 06 00 : 00 : 50 00 : 00 : 50 00 : 01 : 01 00 : 00 : 56 00 : 02 : 03 00 : 05 : 15 00 : 00 : 59 00 : 00 : 57
h–means AS 136 00 : 00 : 49 00 : 00 : 49 00 : 00 : 50 00 : 01 : 12 00 : 01 : 04 00 : 00 : 49 00 : 00 : 49 00 : 01 : 01 00 : 00 : 55 00 : 01 : 57 00 : 05 : 19 00 : 00 : 59 00 : 00 : 56
j–means AS 136 00 : 00 : 57 00 : 00 : 57 00 : 00 : 57 00 : 01 : 04 00 : 01 : 12 00 : 00 : 57 00 : 00 : 58 00 : 01 : 09 00 : 01 : 03 00 : 01 : 50 00 : 05 : 19 00 : 01 : 06 00 : 01 : 05
PAM AS 136 00 : 01 : 05 00 : 01 : 13 00 : 01 : 06 00 : 01 : 11 00 : 01 : 18 00 : 01 : 05 00 : 01 : 06 00 : 01 : 17 00 : 01 : 11 00 : 02 : 00 00 : 05 : 56 00 : 01 : 15 00 : 01 : 12
k–median AS 136 00 : 00 : 49 00 : 00 : 50 00 : 00 : 49 00 : 00 : 57 00 : 01 : 05 00 : 00 : 50 00 : 00 : 49 00 : 01 : 01 00 : 00 : 55 00 : 01 : 41 00 : 05 : 11 00 : 00 : 58 00 : 00 : 56
h–median AS 136 00 : 00 : 49 00 : 00 : 50 00 : 00 : 49 00 : 00 : 59 00 : 01 : 04 00 : 00 : 50 00 : 00 : 50 00 : 01 : 01 00 : 00 : 54 00 : 01 : 41 00 : 05 : 24 00 : 00 : 58 00 : 00 : 57
AS 136 CLUSTER partitioning methods:
CLUSTER k–means AS 136 00 : 01 : 01 00 : 01 : 02 00 : 01 : 01 00 : 01 : 09 00 : 01 : 17 00 : 01 : 01 00 : 01 : 02 00 : 01 : 13 00 : 01 : 07 00 : 01 : 54 00 : 05 : 24 00 : 01 : 11 00 : 01 : 08
CLUSTER h–means AS136 00 : 00 : 55 00 : 00 : 56 00 : 00 : 55 00 : 01 : 03 00 : 01 : 10 00 : 00 : 56 00 : 00 : 55 00 : 01 : 07 00 : 01 : 01 00 : 01 : 47 00 : 05 : 18 00 : 01 : 04 00 : 01 : 03
CLUSTER k–mediod AS 136 00 : 01 : 42 00 : 01 : 42 00 : 01 : 42 00 : 01 : 50 00 : 01 : 58 00 : 01 : 42 00 : 01 : 42 00 : 01 : 54 00 : 01 : 48 00 : 02 : 35 00 : 06 : 05 00 : 01 : 52 00 : 01 : 49
CLUSTER h–mediod AS 136 00 : 05 : 15 00 : 05 : 16 00 : 05 : 15 00 : 05 : 23 00 : 05 : 31 00 : 05 : 15 00 : 05 : 16 00 : 05 : 27 00 : 05 : 21 00 : 06 : 08 00 : 09 : 38 00 : 05 : 25 00 : 05 : 23
CLUSTER k–median AS 136 00 : 00 : 59 00 : 01 : 00 00 : 00 : 59 00 : 01 : 07 00 : 01 : 15 00 : 00 : 59 00 : 01 : 00 00 : 01 : 11 00 : 01 : 05 00 : 01 : 52 00 : 05 : 21 00 : 01 : 09 00 : 01 : 06
CLUSTER h–median AS 136 00 : 00 : 57 00 : 00 : 58 00 : 00 : 57 00 : 01 : 04 00 : 01 : 13 00 : 00 : 57 00 : 00 : 58 00 : 01 : 09 00 : 01 : 03 00 : 01 : 50 00 : 05 : 20 00 : 01 : 07 00 : 01 : 05
Graph-based methods:
Graph based MST 00 : 00 : 26 00 : 00 : 35 00 : 00 : 26 00 : 00 : 32 00 : 00 : 52 00 : 00 : 27 00 : 00 : 27 00 : 00 : 45 00 : 00 : 34 00 : 01 : 11 00 : 05 : 09 00 : 00 : 40 00 : 00 : 34
Graph based RNG 03 : 23 : 47 03 : 23 : 47 03 : 23 : 47 03 : 23 : 50 03 : 24 : 33 03 : 23 : 48 03 : 23 : 48 03 : 24 : 00 03 : 23 : 54 03 : 24 : 21 03 : 28 : 32 03 : 24 : 00 03 : 23 : 54
Graph based GG 00 : 09 : 46 00 : 09 : 52 00 : 09 : 46 00 : 09 : 51 00 : 10 : 20 00 : 09 : 46 00 : 09 : 46 00 : 10 : 00 00 : 09 : 53 00 : 10 : 21 00 : 14 : 48 00 : 10 : 00 00 : 09 : 54
Nearest neighbours methods:
k–near method 00 : 00 : 06 00 : 00 : 16 00 : 00 : 06 00 : 00 : 11 00 : 00 : 37 00 : 00 : 07 00 : 00 : 07 00 : 00 : 24 00 : 00 : 13 00 : 00 : 51 00 : 04 : 52 00 : 00 : 21 00 : 00 : 15
Density-based methods:
kth nearest method 00 : 00 : 05 00 : 00 : 13 00 : 00 : 05 00 : 00 : 12 00 : 00 : 59 00 : 00 : 05 00 : 00 : 06 00 : 00 : 23 00 : 00 : 12 00 : 01 : 00 00 : 04 : 53 00 : 00 : 19 00 : 00 : 13
Table A.24: The CPU times for the various clustering methods using DataS2 (continue).
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A.1.3 Clustering method results - DataS3
Methods: Initial Partitioning methods, using initial solution as starting solution:
solution: k–means h–means j–means PAM k–median h–median CLUSTER CLUSTER CLUSTER CLUSTER CLUSTER CLUSTER
k–means h–means j–means PAM k–median h–median
Hierarchical methods:
Single linkage 166 720.73 51 543.33 52 163.58 166 357.82 78 615.82 166 614.78 55 852.23 45 236.47 45 256.73 164 582.39 74 168.81 163 992.75 45 137.79
Complete linkage 55 308.55 45 743.81 45 398.83 55 298.17 79 804.55 55 229.38 45 072.59 45 252.83 45 256.73 55 189.35 55 308.55 55 261.89 45 072.59
Average linkage 55 284.71 46 809.00 46 773.69 55 274.33 82 086.85 55 246.57 46 685.65 45 252.83 45 062.54 55 142.00 55 284.71 55 280.44 45 137.79
Weighted average linkage 108 938.80 49 989.95 51 571.75 108 723.26 89 536.81 108 732.77 50 928.70 45 236.47 45 256.73 108 126.16 78 509.07 107 883.60 45 138.00
Centroid linkage 69 002.84 50 777.60 50 761.15 79 878.35 87 770.73 79 060.70 50 876.11 79 929.82 50 472.78 79 929.82 79 929.82 79 929.82 51 637.38
Weighted centroid linkage 63 688.07 46 821.47 46 737.11 63 615.41 81 110.15 63 633.15 46 587.79 45 236.47 45 256.73 63 653.28 63 688.07 63 688.07 45 137.79
Ward’s method 47 485.90 45 276.33 45 276.33 47 468.23 75 060.01 47 432.44 45 199.47 45 236.47 45 062.54 47 485.90 47 485.90 47 485.90 45 125.49
Partitioning methods:
Stepwise k–means 45 054.52 45 054.52 45 054.52 45 056.55 80 622.77 45 044.40 44 959.75 45 054.52 45 054.52 45 054.52 45 054.52 45 054.52 44 975.05
Stepwise h–means 45 054.21 45 054.21 45 054.21 45 056.24 80 622.77 45 044.09 44 959.75 45 054.21 45 054.21 45 054.21 45 054.21 45 054.21 44 975.05
Stepwise j–means 47 738.94 45 261.80 45 264.97 47 738.94 78 878.74 47 711.52 45 156.54 45 252.83 45 062.54 47 738.94 47 738.94 47 738.94 45 125.49
Stepwise PAM 73 235.08 46 149.26 45 472.18 73 235.08 80 132.68 73 127.44 45 441.02 45 236.47 45 256.73 72 905.43 73 235.08 73 050.02 45 137.79
Stepwise k–median 47 571.39 45 317.84 45 322.48 47 555.81 80 622.77 47 525.04 44 957.48 45 252.83 45 062.54 47 571.39 47 571.39 47 571.39 45 124.79
Stepwise h–median 44 950.19 45 054.52 45 055.77 44 951.43 80 622.77 44 950.98 44 956.88 44 950.19 44 950.19 44 950.19 44 950.19 44 950.19 44 950.19
CLUSTER partitioning methods:
CLUSTER k–means 45 252.83 45 252.83 45 252.83 45 254.79 80 662.79 45 242.60 45 131.56 45 252.83 45 062.54 45 252.83 45 252.83 45 252.83 45 137.79
CLUSTER h–means 45 236.47 45 236.47 45 236.47 45 237.77 78 964.66 45 236.64 44 961.21 45 236.47 45 236.47 45 236.47 45 236.47 45 236.47 44 974.79
CLUSTER j–means 163 884.66 50 080.00 49 950.38 163 791.97 84 768.66 163 741.53 49 840.25 45 236.47 45 236.47 162 602.63 78 509.07 161 523.03 45 137.79
CLUSTER PAM 73 235.08 46 149.26 45 472.18 73 235.08 80 132.68 73 127.44 45 441.02 45 236.47 45 256.73 72 905.43 73 235.08 73 050.02 45 137.79
CLUSTER k–median 161 481.06 45 236.47 45 236.47 45 237.77 78 964.66 45 236.64 44 961.21 45 236.47 45 236.47 45 236.47 45 236.47 45 236.47 44 974.79
CLUSTER h–median 45 137.79 45 257.48 45 256.73 45 155.01 84 499.25 45 137.79 45 138.28 45 137.79 45 137.79 45 137.79 45 137.79 45 137.79 45 137.79
Table A.25: The results of the SSR measure for the various clustering methods using DataS3.
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Methods: Initial Partitioning methods, using initial solution as starting solution:
solution: k–means h–means j–means PAM k–median h–median CLUSTER CLUSTER CLUSTER CLUSTER CLUSTER CLUSTER
k–means h–means j–means PAM k–median h–median
AS 136 partitioning methods:
AS 136 45 570.50 45 263.01 45 263.04 45 562.06 80 826.03 45 543.87 45 158.81 45 252.83 45 062.54 45 570.50 45 570.50 45 570.50 45 125.27
k–means AS 136 45 263.01 45 263.01 45 263.01 45 262.67 80 826.03 45 242.90 45 159.29 45 259.76 45 256.73 45 263.01 45 263.01 45 263.01 45 125.49
h–means AS 136 45 263.04 45 263.04 45 263.04 45 262.69 80 826.03 45 238.98 45 159.29 45 259.76 45 256.73 45 263.04 45 263.04 45 263.04 45 125.49
j–means AS 136 45 562.06 45 263.01 45 263.04 45 559.30 80 826.03 45 543.14 45 158.81 45 252.83 45 062.54 45 562.06 45 562.06 45 562.06 45 125.27
PAM AS 136 80 826.03 45 056.04 46 015.92 80 826.03 81 059.34 80 562.65 45 440.07 45 252.83 45 056.95 80 339.29 75 881.15 80 097.08 45 137.79
k–median AS 136 45 543.87 45 263.01 45 263.04 45 538.86 80 826.03 45 523.28 45 158.81 45 252.83 45 062.54 45 543.87 45 543.87 45 543.87 45 125.27
h–median AS 136 45 158.81 45 276.33 45 276.33 45 166.53 77 071.91 45 158.81 45 159.15 45 158.81 45 158.81 45 158.81 45 158.81 45 158.81 45 125.49
AS 136 CLUSTER partitioning methods:
CLUSTER k–means AS 136 45 252.83 45 252.83 45 252.83 45 254.79 80 662.79 45 242.60 45 131.56 45 252.83 45 062.54 45 252.83 45 252.83 45 252.83 45 137.79
CLUSTER h–means AS136 45 062.54 45 062.54 45 062.54 45 064.57 80 622.77 45 052.39 44 959.75 45 062.54 45 062.54 45 062.54 45 062.54 45 062.54 44 975.05
CLUSTER k–mediod AS 136 45 570.50 45 263.01 45 263.04 45 562.06 80 826.03 45 543.87 45 158.81 45 252.83 45 062.54 45 570.50 45 570.50 45 570.50 45 125.27
CLUSTER h–mediod AS 136 45 570.50 45 263.01 45 263.04 45 562.06 80 826.03 45 543.87 45 158.81 45 252.83 45 062.54 45 570.50 45 570.50 45 570.50 45 125.27
CLUSTER k–median AS 136 45 570.50 45 263.01 45 263.04 45 562.06 80 826.03 45 543.87 45 158.81 45 252.83 45 062.54 45 570.50 45 570.50 45 570.50 45 125.27
CLUSTER h–median AS 136 45 125.27 45 257.48 45 256.73 45 129.20 84 499.25 45 125.27 45 125.49 45 125.27 45 125.27 45 125.27 45 125.27 45 125.27 45 125.27
Graph-based methods:
Graph based MST 159 355.01 45 488.16 45 581.68 159 309.18 91 640.76 159 297.81 48 058.83 45 236.47 45 256.73 158 164.90 74 977.45 156 367.93 45 138.00
Graph based GG 167 257.83 49 829.16 50 032.57 166 990.34 79 157.98 167 095.01 49 105.09 45 236.47 45 236.47 165 057.80 75 060.01 163 439.91 45 138.00
Nearest neighbours methods:
k–near method 163 192.79 48 073.36 48 072.11 163 097.90 79 056.60 163 097.90 47 844.22 45 236.47 45 236.47 161 658.51 75 881.15 160 671.46 45 138.00
Density-based methods:
kth nearest method 167 047.17 51 748.87 56 121.41 166 945.54 81 747.27 166 945.10 74 972.87 45 252.83 45 256.73 165 381.54 78 509.07 163 744.06 45 138.00
Table A.26: The results of the SSR measure for the various clustering methods using DataS3 (continue).
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Methods: Initial Partitioning methods, using initial solution as starting solution:
solution: k–means h–means j–means PAM k–median h–median CLUSTER CLUSTER CLUSTER CLUSTER CLUSTER CLUSTER
k–means h–means j–means PAM k–median h–median
Hierarchical methods:
Single linkage 25.69 61.55 64.55 28.49 70.53 28.37 63.47 60.83 61.43 46.20 59.12 30.56 61.29
Complete linkage 67.79 62.34 60.81 71.13 71.98 67.76 59.88 61.41 61.43 67.08 67.79 63.80 59.88
Average linkage 71.84 59.63 59.46 71.95 56.78 72.61 59.14 61.41 59.92 73.94 71.84 69.02 61.29
Weighted average linkage 48.34 63.81 61.72 51.64 75.19 48.28 58.05 60.83 61.43 49.00 55.87 52.43 61.28
Centroid linkage 68.34 72.59 72.60 68.37 61.65 67.52 78.40 67.32 81.10 67.32 67.32 67.32 69.78
Weighted centroid linkage 62.11 59.61 59.33 62.15 55.66 62.08 58.61 60.83 61.43 60.94 62.11 62.11 61.29
Ward’s method 59.99 58.98 58.98 59.98 56.28 59.96 58.81 60.83 59.92 59.99 59.99 59.99 61.28
Partitioning methods:
Stepwise k–means 59.80 59.80 59.80 59.85 57.05 59.80 59.91 59.80 59.80 59.80 59.80 59.80 59.92
Stepwise h–means 59.80 59.80 59.80 59.85 57.05 59.80 59.91 59.80 59.80 59.80 59.80 59.80 59.92
Stepwise j–means 61.86 58.78 58.79 61.86 55.83 61.83 58.90 61.41 59.92 61.86 61.86 61.86 61.28
Stepwise PAM 60.14 59.25 60.79 60.14 53.14 60.49 59.47 60.83 61.43 67.61 60.14 60.90 61.29
Stepwise k–median 60.70 60.59 60.60 60.71 57.05 60.73 59.91 61.41 59.92 60.70 60.70 60.70 61.28
Stepwise h–median 59.92 59.80 59.80 59.92 57.05 59.92 59.91 59.92 59.92 59.92 59.92 59.92 59.92
CLUSTER partitioning methods:
CLUSTER k–means 61.41 61.41 61.41 61.46 59.40 61.43 61.28 61.41 59.92 61.41 61.41 61.41 61.29
CLUSTER h–means 60.83 60.83 60.83 60.87 56.11 60.85 59.94 60.83 60.83 60.83 60.83 60.83 59.92
CLUSTER j–means 31.63 64.38 63.15 31.58 54.34 31.62 63.39 60.83 60.83 33.47 55.87 35.82 61.29
CLUSTER PAM 60.14 59.25 60.79 60.14 53.14 60.49 59.47 60.83 61.43 67.61 60.14 60.90 61.29
CLUSTER k–median 35.74 60.83 60.83 60.87 56.11 60.85 59.94 60.83 60.83 60.83 60.83 60.83 59.92
CLUSTER h–median 61.29 61.45 61.43 61.31 66.72 61.29 61.30 61.29 61.29 61.29 61.29 61.29 61.29
Table A.27: The results of the MSR measure for the various clustering methods using DataS3.
286
Methods: Initial Partitioning methods, using initial solution as starting solution:
solution: k–means h–means j–means PAM k–median h–median CLUSTER CLUSTER CLUSTER CLUSTER CLUSTER CLUSTER
k–means h–means j–means PAM k–median h–median
AS 136 partitioning methods:
AS 136 59.48 58.78 58.78 59.44 69.13 59.42 58.94 61.41 59.92 59.48 59.48 59.48 61.28
k–means AS 136 58.78 58.78 58.78 58.79 69.13 58.73 58.94 61.46 61.43 58.78 58.78 58.78 61.28
h–means AS 136 58.78 58.78 58.78 58.79 69.13 58.72 58.94 61.46 61.43 58.78 58.78 58.78 61.28
j–means AS 136 59.44 58.78 58.78 59.44 69.13 59.42 58.94 61.41 59.92 59.44 59.44 59.44 61.28
PAM AS 136 69.13 59.80 60.49 69.13 51.78 69.32 59.47 61.41 59.79 72.09 52.85 70.31 61.29
k–median AS 136 59.42 58.78 58.78 59.41 69.13 59.39 58.94 61.41 59.92 59.42 59.42 59.42 61.28
h–median AS 136 58.94 58.98 58.98 58.95 58.05 58.94 58.94 58.94 58.94 58.94 58.94 58.94 61.28
AS 136 CLUSTER partitioning methods:
CLUSTER k–means AS 136 61.41 61.41 61.41 61.46 59.40 61.43 61.28 61.41 59.92 61.41 61.41 61.41 61.29
CLUSTER h–means AS136 59.92 59.92 59.92 59.96 57.05 59.90 59.91 59.92 59.92 59.92 59.92 59.92 59.92
CLUSTER k–mediod AS 136 59.48 58.78 58.78 59.44 69.13 59.42 58.94 61.41 59.92 59.48 59.48 59.48 61.28
CLUSTER h–mediod AS 136 59.48 58.78 58.78 59.44 69.13 59.42 58.94 61.41 59.92 59.48 59.48 59.48 61.28
CLUSTER k–median AS 136 59.48 58.78 58.78 59.44 69.13 59.42 58.94 61.41 59.92 59.48 59.48 59.48 61.28
CLUSTER h–median AS 136 61.28 61.45 61.43 61.28 66.72 61.28 61.28 61.28 61.28 61.28 61.28 61.28 61.28
Graph-based methods:
Graph based MST 29.87 60.62 60.49 33.06 55.66 34.73 58.25 60.83 61.43 41.06 53.92 47.92 61.28
Graph based GG 22.21 63.68 64.09 23.10 64.64 22.65 61.80 60.83 60.83 47.51 56.28 38.70 61.28
Nearest neighbours methods:
k–near method 31.57 62.25 62.24 34.01 76.68 34.01 61.18 60.83 60.83 41.80 52.85 45.37 61.28
Density-based methods:
kth nearest method 21.77 61.80 63.44 26.87 61.64 29.20 56.97 61.41 61.43 35.17 55.87 28.81 61.28
Table A.28: The results of the MSR measure for the various clustering methods using DataS3 (continue).
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Methods: Initial Partitioning methods, using initial solution as starting solution:
solution: k–means h–means j–means PAM k–median h–median CLUSTER CLUSTER CLUSTER CLUSTER CLUSTER CLUSTER
k–means h–means j–means PAM k–median h–median
Hierarchical methods:
Single linkage 107.59 42.96 42.96 107.59 76.53 107.59 47.18 39.71 42.96 97.40 65.00 101.32 44.07
Complete linkage 38.20 41.45 41.45 38.20 66.35 38.20 44.07 42.96 42.96 39.58 38.20 39.58 44.07
Average linkage 39.64 41.45 41.45 38.74 65.13 38.74 44.07 42.96 37.06 38.08 39.64 39.64 44.07
Weighted average linkage 75.53 42.96 41.45 75.53 65.00 75.53 49.61 39.71 42.96 75.53 65.13 75.53 44.07
Centroid linkage 43.84 46.68 46.68 40.79 64.33 40.77 47.28 40.77 38.96 40.77 40.77 40.77 47.29
Weighted centroid linkage 54.71 41.45 41.45 54.71 65.71 54.71 44.07 39.71 42.96 48.64 54.71 54.71 44.07
Ward’s method 44.42 41.45 41.45 44.42 65.00 44.42 44.07 39.71 37.06 44.42 44.42 44.42 44.07
Partitioning methods:
Stepwise k–means 41.45 41.45 41.45 41.45 65.00 41.45 44.07 41.45 41.45 41.45 41.45 41.45 44.07
Stepwise h–means 41.45 41.45 41.45 41.45 65.00 41.45 44.07 41.45 41.45 41.45 41.45 41.45 44.07
Stepwise j–means 46.17 41.45 41.45 46.17 65.00 46.17 44.07 42.96 37.06 46.17 46.17 46.17 44.07
Stepwise PAM 65.00 52.05 52.05 65.00 65.13 64.67 52.05 39.71 42.96 56.01 65.00 63.02 44.07
Stepwise k–median 46.75 41.45 41.45 46.75 65.00 46.75 44.07 42.96 37.06 46.75 46.75 46.75 44.07
Stepwise h–median 44.07 41.45 41.45 44.07 65.00 44.07 44.07 44.07 44.07 44.07 44.07 44.07 44.07
CLUSTER partitioning methods:
CLUSTER k–means 42.96 42.96 42.96 42.96 65.20 42.96 44.07 42.96 37.06 42.96 42.96 42.96 44.07
CLUSTER h–means 39.71 39.71 39.71 39.71 65.20 39.71 44.07 39.71 39.71 39.71 39.71 39.71 44.07
CLUSTER j–means 96.97 44.07 40.45 95.50 65.13 95.50 44.33 39.71 39.71 95.50 65.13 92.42 44.07
CLUSTER PAM 65.00 52.05 52.05 65.00 65.13 64.67 52.05 39.71 42.96 56.01 65.00 63.02 44.07
CLUSTER k–median 92.42 39.71 39.71 39.71 65.20 39.71 44.07 39.71 39.71 39.71 39.71 39.71 44.07
CLUSTER h–median 44.07 42.96 42.96 44.07 65.00 44.07 44.07 44.07 44.07 44.07 44.07 44.07 44.07
Table A.29: The results of the PD measure for the various clustering methods using DataS3.
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Methods: Initial Partitioning methods, using initial solution as starting solution:
solution: k–means h–means j–means PAM k–median h–median CLUSTER CLUSTER CLUSTER CLUSTER CLUSTER CLUSTER
k–means h–means j–means PAM k–median h–median
AS 136 partitioning methods:
AS 136 44.07 41.45 41.45 44.07 65.21 44.07 44.07 42.96 37.06 44.07 44.07 44.07 44.07
k–means AS 136 41.45 41.45 41.45 41.45 65.21 41.45 44.07 42.96 42.96 41.45 41.45 41.45 44.07
h–means AS 136 41.45 41.45 41.45 41.45 65.21 41.45 44.07 42.96 42.96 41.45 41.45 41.45 44.07
j–means AS 136 44.07 41.45 41.45 44.07 65.21 44.07 44.07 42.96 37.06 44.07 44.07 44.07 44.07
PAM AS 136 65.21 41.45 52.05 65.21 65.13 65.21 52.05 42.96 41.45 56.22 65.00 62.19 44.07
k–median AS 136 44.07 41.45 41.45 44.07 65.21 44.07 44.07 42.96 37.06 44.07 44.07 44.07 44.07
h–median AS 136 44.07 41.45 41.45 44.07 65.00 44.07 44.07 44.07 44.07 44.07 44.07 44.07 44.07
AS 136 CLUSTER partitioning methods:
CLUSTER k–means AS 136 42.96 42.96 42.96 42.96 65.20 42.96 44.07 42.96 37.06 42.96 42.96 42.96 44.07
CLUSTER h–means AS136 37.06 37.06 37.06 37.06 65.00 37.32 44.07 37.06 37.06 37.06 37.06 37.06 44.07
CLUSTER k–mediod AS 136 44.07 41.45 41.45 44.07 65.21 44.07 44.07 42.96 37.06 44.07 44.07 44.07 44.07
CLUSTER h–mediod AS 136 44.07 41.45 41.45 44.07 65.21 44.07 44.07 42.96 37.06 44.07 44.07 44.07 44.07
CLUSTER k–median AS 136 44.07 41.45 41.45 44.07 65.21 44.07 44.07 42.96 37.06 44.07 44.07 44.07 44.07
CLUSTER h–median AS 136 44.07 42.96 42.96 44.07 65.00 44.07 44.07 44.07 44.07 44.07 44.07 44.07 44.07
Graph-based methods:
Graph based MST 119.40 52.05 52.05 119.40 67.98 119.40 54.81 39.71 42.96 100.86 65.00 95.50 44.07
Graph based GG 119.40 42.96 44.07 119.40 65.00 119.40 47.96 39.71 39.71 101.01 65.00 100.04 44.07
Nearest neighbours methods:
k–near method 106.23 45.62 45.62 106.23 65.21 106.23 46.73 39.71 39.71 96.91 65.00 94.89 44.07
Density-based methods:
kth nearest method 108.00 42.96 44.70 108.00 65.00 108.00 60.68 42.96 42.96 100.13 65.13 100.04 44.07
Table A.30: The results of the PD measure for the various clustering methods using DataS3 (continue).
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Methods: Initial Partitioning methods, using initial solution as starting solution:
solution: k–means h–means j–means PAM k–median h–median CLUSTER CLUSTER CLUSTER CLUSTER CLUSTER CLUSTER
k–means h–means j–means PAM k–median h–median
Hierarchical methods:
Single linkage 115 753.20 5 124.55 5 463.93 115 405.13 12 711.19 115 649.07 6 600.42 3 680.31 3 732.95 113 262.56 10 601.56 112 944.02 3 642.92
Complete linkage 6 659.79 3 587.64 3 523.45 6 653.55 10 295.68 6 621.20 3 391.77 3 735.34 3 732.95 6 648.54 6 659.79 6 657.51 3 391.77
Average linkage 6 054.51 4 088.40 4 103.34 6 048.09 13 239.87 6 041.49 4 067.66 3 735.34 3 581.31 6 020.23 6 054.51 6 054.00 3 642.92
Weighted average linkage 26 818.21 4 854.83 5 103.53 26 727.99 14 153.69 26 736.60 5 080.27 3 680.31 3 732.95 26 506.18 12 569.78 26 386.89 3 642.81
Centroid linkage 14 503.96 5 183.38 5 177.24 26 966.13 16 341.86 26 384.99 4 990.09 27 007.73 5 515.68 27 007.73 27 007.73 27 007.73 5 316.09
Weighted centroid linkage 8 798.58 4 121.06 4 116.61 8 769.67 13 673.12 8 786.38 4 061.55 3 680.31 3 732.95 8 753.06 8 798.58 8 798.58 3 642.92
Ward’s method 3 836.83 3 488.23 3 488.23 3 833.59 11 357.84 3 824.13 3 431.47 3 680.31 3 581.31 3 836.83 3 836.83 3 836.83 3 636.19
Partitioning methods:
Stepwise k–means 3 564.75 3 564.75 3 564.75 3 558.74 12 732.73 3 560.45 3 421.67 3 564.75 3 564.75 3 564.75 3 564.75 3 564.75 3 435.91
Stepwise h–means 3 564.79 3 564.79 3 564.79 3 558.79 12 732.73 3 560.50 3 421.67 3 564.79 3 564.79 3 564.79 3 564.79 3 564.79 3 435.91
Stepwise j–means 3 620.09 3 513.19 3 511.16 3 620.09 13 476.54 3 615.70 3 410.58 3 735.34 3 581.31 3 620.09 3 620.09 3 620.09 3 636.19
Stepwise PAM 10 534.95 3 731.92 3 773.47 10 534.95 13 189.81 10 507.97 3 537.36 3 680.31 3 732.95 10 403.29 10 534.95 10 473.91 3 642.92
Stepwise k–median 3 820.39 3 532.64 3 530.33 3 816.73 12 732.73 3 809.66 3 420.87 3 735.34 3 581.31 3 820.39 3 820.39 3 820.39 3 636.18
Stepwise h–median 3 411.29 3 564.75 3 566.72 3 409.27 12 732.73 3 411.72 3 419.38 3 411.29 3 411.29 3 411.29 3 411.29 3 411.29 3 411.29
CLUSTER partitioning methods:
CLUSTER k–means 3 735.34 3 735.34 3 735.34 3 729.32 13 607.73 3 727.45 3 637.69 3 735.34 3 581.31 3 735.34 3 735.34 3 735.34 3 642.92
CLUSTER h–means 3 680.31 3 680.31 3 680.31 3 675.01 12 277.05 3 679.06 3 418.94 3 680.31 3 680.31 3 680.31 3 680.31 3 680.31 3 436.11
CLUSTER j–means 112 726.76 4 584.99 4 568.81 112 625.52 14 708.49 112 576.15 4 560.57 3 680.31 3 680.31 111 356.78 12 569.78 110 181.98 3 642.92
CLUSTER PAM 10 534.95 3 731.92 3 773.47 10 534.95 13 189.81 10 507.97 3 537.36 3 680.31 3 732.95 10 403.29 10 534.95 10 473.91 3 642.92
CLUSTER k–median 110 142.62 3 680.31 3 680.31 3 675.01 12 277.05 3 679.06 3 418.94 3 680.31 3 680.31 3 680.31 3 680.31 3 680.31 3 436.11
CLUSTER h–median 3 642.92 3 731.32 3 732.95 3 645.66 14 919.98 3 642.92 3 649.04 3 642.92 3 642.92 3 642.92 3 642.92 3 642.92 3 642.92
Table A.31: The results of the ADM measure for the various clustering methods using DataS3.
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Methods: Initial Partitioning methods, using initial solution as starting solution:
solution: k–means h–means j–means PAM k–median h–median CLUSTER CLUSTER CLUSTER CLUSTER CLUSTER CLUSTER
k–means h–means j–means PAM k–median h–median
AS 136 partitioning methods:
AS 136 3 415.21 3 512.59 3 513.00 3 416.14 10 924.94 3 416.60 3 405.62 3 735.34 3 581.31 3 415.21 3 415.21 3 415.21 3 636.30
k–means AS 136 3 512.59 3 512.59 3 512.59 3 510.86 10 924.94 3 510.60 3 405.74 3 729.79 3 732.95 3 512.59 3 512.59 3 512.59 3 636.19
h–means AS 136 3 513.00 3 513.00 3 513.00 3 511.26 10 924.94 3 510.60 3 405.74 3 729.79 3 732.95 3 513.00 3 513.00 3 513.00 3 636.19
j–means AS 136 3 416.14 3 512.59 3 513.00 3 414.80 10 924.94 3 416.91 3 405.62 3 735.34 3 581.31 3 416.14 3 416.14 3 416.14 3 636.30
PAM AS 136 10 924.94 3 566.68 3 607.91 10 924.94 13 936.60 10 876.60 3 537.26 3 735.34 3 569.25 10 871.67 11 700.46 10 778.61 3 642.92
k–median AS 136 3 416.60 3 512.59 3 513.00 3 417.22 10 924.94 3 417.63 3 405.62 3 735.34 3 581.31 3 416.60 3 416.60 3 416.60 3 636.30
h–median AS 136 3 405.62 3 488.23 3 488.23 3 405.76 12 089.27 3 405.62 3 405.69 3 405.62 3 405.62 3 405.62 3 405.62 3 405.62 3 636.19
AS 136 CLUSTER partitioning methods:
CLUSTER k–means AS 136 3 735.34 3 735.34 3 735.34 3 729.32 13 607.73 3 727.45 3 637.69 3 735.34 3 581.31 3 735.34 3 735.34 3 735.34 3 642.92
CLUSTER h–means AS136 3 581.31 3 581.31 3 581.31 3 575.30 12 732.73 3 577.78 3 421.67 3 581.31 3 581.31 3 581.31 3 581.31 3 581.31 3 435.91
CLUSTER k–mediod AS 136 3 415.21 3 512.59 3 513.00 3 416.14 10 924.94 3 416.60 3 405.62 3 735.34 3 581.31 3 415.21 3 415.21 3 415.21 3 636.30
CLUSTER h–mediod AS 136 3 415.21 3 512.59 3 513.00 3 416.14 10 924.94 3 416.60 3 405.62 3 735.34 3 581.31 3 415.21 3 415.21 3 415.21 3 636.30
CLUSTER k–median AS 136 3 415.21 3 512.59 3 513.00 3 416.14 10 924.94 3 416.60 3 405.62 3 735.34 3 581.31 3 415.21 3 415.21 3 415.21 3 636.30
CLUSTER h–median AS 136 3 636.30 3 731.32 3 732.95 3 636.32 14 919.98 3 636.30 3 636.19 3 636.30 3 636.30 3 636.30 3 636.30 3 636.30 3 636.30
Graph-based methods:
Graph based MST 104 189.63 3 952.48 4 063.85 104 120.00 17 806.03 104 074.00 4 659.37 3 680.31 3 732.95 102 811.54 11 608.78 100 204.43 3 642.81
Graph based GG 116 183.35 4 857.15 4 621.92 115 935.69 12 439.05 116 034.22 4 471.50 3 680.31 3 680.31 113 844.67 11 357.84 112 110.37 3 642.81
Nearest neighbours methods:
k–near method 110 914.68 4 051.94 4 052.81 110 808.60 9 058.76 110 808.60 4 038.44 3 680.31 3 680.31 108 698.65 11 700.46 107 833.79 3 642.81
Density-based methods:
kth nearest method 116 090.80 5 394.57 6 413.57 115 985.45 13 860.59 115 985.45 18 272.61 3 735.34 3 732.95 114 183.98 12 569.78 112 624.16 3 642.81
Table A.32: The results of the ADM measure for the various clustering methods using DataS3 (continue).
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Methods: Initial Partitioning methods, using initial solution as starting solution:
solution: k–means h–means j–means PAM k–median h–median CLUSTER CLUSTER CLUSTER CLUSTER CLUSTER CLUSTER
k–means h–means j–means PAM k–median h–median
Hierarchical methods:
Single linkage 116 000.71 35 476.30 35 654.52 115 774.71 54 209.13 115 932.81 38 499.47 31 409.66 31 366.03 114 449.96 51 028.77 114 070.36 31 375.67
Complete linkage 37 982.89 31 486.63 31 363.24 37 973.29 54 625.18 37 929.78 31 316.83 31 366.73 31 366.03 37 888.83 37 982.89 37 951.92 31 316.83
Average linkage 37 734.44 32 416.80 32 411.38 37 724.65 55 867.93 37 703.99 32 408.40 31 366.73 31 288.21 37 633.68 37 734.44 37 742.42 31 375.67
Weighted average linkage 73 257.55 34 199.84 35 476.15 73 128.02 59 926.12 73 139.87 35 352.64 31 409.66 31 366.03 72 737.48 53 474.72 72 628.35 31 373.00
Centroid linkage 47 195.58 34 921.82 34 923.58 56 004.62 60 966.49 55 437.73 35 684.73 56 054.96 34 917.97 56 054.96 56 054.96 56 054.96 35 914.63
Weighted centroid linkage 43 709.32 32 461.62 32 432.16 43 672.29 55 975.97 43 670.55 32 376.32 31 409.66 31 366.03 43 696.07 43 709.32 43 709.32 31 375.67
Ward’s method 32 772.33 31 457.56 31 457.56 32 757.65 51 565.14 32 726.46 31 428.33 31 409.66 31 288.21 32 772.33 32 772.33 32 772.33 31 342.61
Partitioning methods:
Stepwise k–means 31 275.12 31 275.12 31 275.12 31 277.36 55 024.64 31 268.93 31 215.06 31 275.12 31 275.12 31 275.12 31 275.12 31 275.12 31 248.65
Stepwise h–means 31 275.07 31 275.07 31 275.07 31 277.31 55 024.64 31 268.90 31 215.06 31 275.07 31 275.07 31 275.07 31 275.07 31 275.07 31 248.65
Stepwise j–means 32 998.54 31 458.68 31 461.53 32 998.54 54 027.62 32 978.65 31 377.55 31 366.73 31 288.21 32 998.54 32 998.54 32 998.54 31 342.61
Stepwise PAM 50 267.40 32 035.68 31 701.69 50 267.40 54 541.97 50 197.77 31 754.37 31 409.66 31 366.03 49 971.41 50 267.40 50 131.84 31 375.67
Stepwise k–median 33 015.12 31 352.87 31 351.11 33 001.73 55 024.64 32 976.53 31 216.03 31 366.73 31 288.21 33 015.12 33 015.12 33 015.12 31 341.92
Stepwise h–median 31 207.49 31 275.12 31 275.51 31 207.93 55 024.64 31 207.90 31 212.87 31 207.49 31 207.49 31 207.49 31 207.49 31 207.49 31 207.49
CLUSTER partitioning methods:
CLUSTER k–means 31 366.73 31 366.73 31 366.73 31 368.93 55 714.28 31 360.80 31 345.92 31 366.73 31 288.21 31 366.73 31 366.73 31 366.73 31 375.67
CLUSTER h–means 31 409.66 31 409.66 31 409.66 31 411.09 54 309.92 31 409.74 31 212.97 31 409.66 31 409.66 31 409.66 31 409.66 31 409.66 31 248.69
CLUSTER j–means 113 929.53 34 374.23 34 373.07 113 858.65 57 691.51 113 824.99 34 355.18 31 409.66 31 409.66 113 025.22 53 474.72 112 341.84 31 375.67
CLUSTER PAM 50 267.40 32 035.68 31 701.69 50 267.40 54 541.97 50 197.77 31 754.37 31 409.66 31 366.03 49 971.41 50 267.40 50 131.84 31 375.67
CLUSTER k–median 112 321.41 31 409.66 31 409.66 31 411.09 54 309.92 31 409.74 31 212.97 31 409.66 31 409.66 31 409.66 31 409.66 31 409.66 31 248.69
CLUSTER h–median 31 375.67 31 366.46 31 366.03 31 392.17 57 651.57 31 375.67 31 374.54 31 375.67 31 375.67 31 375.67 31 375.67 31 375.67 31 375.67
Table A.33: The results of the AWCD measure for the various clustering methods using DataS3.
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Methods: Initial Partitioning methods, using initial solution as starting solution:
solution: k–means h–means j–means PAM k–median h–median CLUSTER CLUSTER CLUSTER CLUSTER CLUSTER CLUSTER
k–means h–means j–means PAM k–median h–median
AS 136 partitioning methods:
AS 136 31 577.43 31 459.80 31 459.59 31 570.14 54 490.31 31 559.48 31 381.76 31 366.73 31 288.21 31 577.43 31 577.43 31 577.43 31 341.76
k–means AS 136 31 275.12 31 459.80 31 459.80 31 460.13 54 490.31 31 449.29 31 381.59 31 366.24 31 366.03 31 459.80 31 459.80 31 459.80 31 342.61
h–means AS 136 31 275.07 31 459.59 31 459.59 31 459.92 54 490.31 31 447.14 31 381.59 31 366.24 31 366.03 31 459.59 31 459.59 31 459.59 31 342.61
j–means AS 136 32 998.54 31 459.80 31 459.59 31 566.97 54 490.31 31 558.02 31 381.76 31 366.73 31 288.21 31 570.14 31 570.14 31 570.14 31 341.76
PAM AS 136 50 267.40 31 275.58 31 874.97 54 490.31 55 234.84 54 318.89 31 752.63 31 366.73 31 276.85 54 181.64 52 151.91 54 015.27 31 375.67
k–median AS 136 33 015.12 31 459.80 31 459.59 31 555.43 54 490.31 31 547.46 31 381.76 31 366.73 31 288.21 31 559.48 31 559.48 31 559.48 31 341.76
h–median AS 136 31 207.49 31 457.56 31 457.56 31 386.66 52 718.32 31 381.76 31 381.74 31 381.76 31 381.76 31 381.76 31 381.76 31 381.76 31 342.61
AS 136 CLUSTER partitioning methods:
CLUSTER k–means AS 136 31 366.73 31 366.73 31 366.73 31 368.93 55 714.28 31 360.80 31 345.92 31 366.73 31 288.21 31 366.73 31 366.73 31 366.73 31 375.67
CLUSTER h–means AS136 31 288.21 31 288.21 31 288.21 31 290.45 55 024.64 31 282.19 31 215.06 31 288.21 31 288.21 31 288.21 31 288.21 31 288.21 31 248.65
CLUSTER k–mediod AS 136 31 577.43 31 459.80 31 459.59 31 570.14 54 490.31 31 559.48 31 381.76 31 366.73 31 288.21 31 577.43 31 577.43 31 577.43 31 341.76
CLUSTER h–mediod AS 136 31 577.43 31 459.80 31 459.59 31 570.14 54 490.31 31 559.48 31 381.76 31 366.73 31 288.21 31 577.43 31 577.43 31 577.43 31 341.76
CLUSTER k–median AS 136 31 577.43 31 459.80 31 459.59 31 570.14 54 490.31 31 559.48 31 381.76 31 366.73 31 288.21 31 577.43 31 577.43 31 577.43 31 341.76
CLUSTER h–median AS 136 31 341.76 31 366.46 31 366.03 31 343.40 57 651.57 31 341.76 31 342.61 31 341.76 31 341.76 31 341.76 31 341.76 31 341.76 31 341.76
Graph-based methods:
Graph based MST 110 567.13 31 561.83 31 817.58 110 528.90 61 590.61 110 511.25 33 590.40 31 409.66 31 366.03 109 719.95 51 411.98 108 226.82 31 373.00
Graph based GG 116 350.38 34 079.79 34 378.60 116 181.59 53 842.43 116 247.55 34 073.16 31 409.66 31 409.66 114 765.73 51 565.14 113 698.94 31 373.00
Nearest neighbours methods:
k–near method 113 104.61 33 045.40 33 046.02 113 041.06 52 845.11 113 041.06 33 097.33 31 409.66 31 409.66 111 977.38 52 151.91 111 372.31 31 373.00
Density-based methods:
kth nearest method 116 226.99 35 421.03 38 485.27 116 160.60 56 021.03 116 159.23 51 153.60 31 366.73 31 366.03 114 937.87 53 474.72 113 837.74 31 373.00
Table A.34: The results of the AWCD measure for the various clustering methods using DataS3 (continue).
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Methods: Initial Partitioning methods, using initial solution as starting solution:
solution: k–means h–means j–means PAM k–median h–median CLUSTER CLUSTER CLUSTER CLUSTER CLUSTER CLUSTER
k–means h–means j–means PAM k–median h–median
Hierarchical methods:
Single linkage 00 : 00 : 48 00 : 02 : 43 00 : 00 : 48 00 : 02 : 48 00 : 06 : 46 00 : 00 : 48 00 : 00 : 50 00 : 25 : 33 00 : 01 : 41 00 : 27 : 56 01 : 17 : 04 00 : 03 : 56 00 : 01 : 56
Complete linkage 00 : 00 : 46 00 : 01 : 23 00 : 00 : 47 00 : 01 : 20 00 : 05 : 19 00 : 00 : 46 00 : 00 : 48 00 : 24 : 37 00 : 01 : 31 00 : 37 : 37 01 : 14 : 27 00 : 02 : 16 00 : 01 : 45
Average linkage 00 : 00 : 43 00 : 01 : 35 00 : 00 : 44 00 : 01 : 18 00 : 05 : 16 00 : 00 : 44 00 : 00 : 44 00 : 25 : 27 00 : 01 : 29 00 : 36 : 09 01 : 18 : 16 00 : 02 : 13 00 : 01 : 43
Weighted average linkage 00 : 04 : 25 00 : 06 : 06 00 : 04 : 26 00 : 05 : 51 00 : 09 : 33 00 : 04 : 26 00 : 04 : 28 00 : 29 : 05 00 : 05 : 12 00 : 29 : 11 01 : 19 : 13 00 : 06 : 19 00 : 05 : 27
Centroid linkage 00 : 41 : 23 00 : 42 : 15 00 : 41 : 24 00 : 41 : 58 00 : 45 : 56 00 : 41 : 24 00 : 41 : 24 01 : 06 : 07 00 : 42 : 09 01 : 16 : 49 01 : 58 : 56 00 : 42 : 53 00 : 42 : 23
Weighted centroid linkage 00 : 00 : 47 00 : 01 : 51 00 : 00 : 48 00 : 03 : 38 00 : 04 : 46 00 : 00 : 48 00 : 00 : 48 00 : 24 : 59 00 : 01 : 32 00 : 28 : 59 01 : 11 : 41 00 : 02 : 13 00 : 01 : 46
Ward’s method 00 : 00 : 49 00 : 01 : 05 00 : 00 : 50 00 : 01 : 41 00 : 04 : 14 00 : 00 : 50 00 : 00 : 49 00 : 24 : 12 00 : 01 : 34 00 : 38 : 55 01 : 15 : 19 00 : 02 : 13 00 : 01 : 47
Partitioning methods:
Stepwise k–means 09 : 18 : 43 09 : 18 : 43 09 : 18 : 43 09 : 20 : 55 09 : 23 : 07 09 : 18 : 43 09 : 18 : 44 09 : 41 : 51 09 : 19 : 27 09 : 56 : 07 10 : 31 : 36 09 : 20 : 15 09 : 19 : 44
Stepwise h–means 00 : 05 : 17 00 : 05 : 18 00 : 05 : 17 00 : 07 : 30 00 : 09 : 42 00 : 05 : 18 00 : 05 : 18 00 : 28 : 32 00 : 06 : 03 00 : 42 : 54 01 : 18 : 17 00 : 06 : 49 00 : 06 : 17
Stepwise j–means 07 : 54 : 33 07 : 54 : 51 07 : 54 : 33 07 : 54 : 47 07 : 56 : 15 07 : 54 : 33 07 : 54 : 34 08 : 17 : 57 07 : 55 : 17 08 : 12 : 06 08 : 24 : 57 07 : 55 : 57 07 : 55 : 31
Stepwise PAM 19 : 53 : 10 19 : 53 : 10 19 : 53 : 10 19 : 53 : 10 19 : 54 : 10 19 : 53 : 10 19 : 53 : 10 20 : 15 : 10 19 : 53 : 10 20 : 08 : 10 20 : 24 : 10 19 : 54 : 10 19 : 54 : 08
Stepwise k–median 00 : 05 : 30 00 : 05 : 47 00 : 05 : 31 00 : 06 : 03 00 : 10 : 11 00 : 05 : 31 00 : 05 : 31 00 : 29 : 28 00 : 06 : 16 00 : 42 : 21 01 : 20 : 27 00 : 06 : 57 00 : 06 : 29
Stepwise h–median 00 : 13 : 20 00 : 13 : 25 00 : 13 : 21 00 : 15 : 00 00 : 18 : 01 00 : 13 : 21 00 : 13 : 21 00 : 36 : 44 00 : 14 : 05 00 : 49 : 50 01 : 25 : 30 00 : 14 : 43 00 : 14 : 20
CLUSTER partitioning methods:
CLUSTER k–means 00 : 53 : 25 00 : 53 : 26 00 : 53 : 25 00 : 55 : 38 00 : 57 : 50 00 : 53 : 26 00 : 53 : 26 01 : 17 : 12 00 : 54 : 10 01 : 28 : 47 02 : 06 : 04 00 : 54 : 47 00 : 54 : 24
CLUSTER h–means 00 : 02 : 30 00 : 02 : 30 00 : 02 : 30 00 : 04 : 29 00 : 06 : 12 00 : 02 : 30 00 : 02 : 31 00 : 25 : 09 00 : 03 : 15 00 : 38 : 22 01 : 15 : 21 00 : 03 : 54 00 : 03 : 30
CLUSTER j–means 01 : 16 : 49 01 : 19 : 02 01 : 16 : 50 01 : 17 : 23 01 : 20 : 24 01 : 16 : 50 01 : 16 : 51 01 : 41 : 50 01 : 17 : 42 01 : 39 : 39 02 : 30 : 12 01 : 19 : 58 01 : 17 : 58
CLUSTER PAM 00 : 35 : 29 00 : 36 : 27 00 : 35 : 30 00 : 35 : 50 00 : 36 : 45 00 : 35 : 30 00 : 35 : 31 00 : 58 : 33 00 : 36 : 13 00 : 51 : 06 01 : 07 : 18 00 : 36 : 50 00 : 36 : 28
CLUSTER k–median 00 : 08 : 29 00 : 08 : 30 00 : 08 : 30 00 : 10 : 25 00 : 12 : 05 00 : 08 : 30 00 : 08 : 30 00 : 31 : 00 00 : 09 : 13 00 : 44 : 09 01 : 20 : 52 00 : 09 : 53 00 : 09 : 30
CLUSTER h–median 00 : 03 : 13 00 : 03 : 21 00 : 03 : 14 00 : 06 : 32 00 : 07 : 05 00 : 03 : 13 00 : 03 : 14 00 : 27 : 10 00 : 03 : 58 00 : 40 : 32 01 : 15 : 46 00 : 04 : 34 00 : 04 : 13
Table A.35: The CPU times for the various clustering methods using DataS3.
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Methods: Initial Partitioning methods, using initial solution as starting solution:
solution: k–means h–means j–means PAM k–median h–median CLUSTER CLUSTER CLUSTER CLUSTER CLUSTER CLUSTER
k–means h–means j–means PAM k–median h–median
AS 136 partitioning methods:
AS 136 00 : 06 : 01 00 : 06 : 08 00 : 06 : 02 00 : 06 : 52 00 : 10 : 01 00 : 06 : 01 00 : 06 : 02 00 : 29 : 58 00 : 06 : 46 00 : 46 : 31 01 : 18 : 10 00 : 07 : 25 00 : 06 : 59
k–means AS 136 00 : 06 : 08 00 : 06 : 16 00 : 06 : 09 00 : 07 : 49 00 : 14 : 01 00 : 06 : 09 00 : 06 : 10 00 : 53 : 36 00 : 07 : 37 01 : 25 : 38 02 : 30 : 41 00 : 08 : 59 00 : 08 : 05
h–means AS 136 00 : 06 : 02 00 : 06 : 09 00 : 06 : 03 00 : 07 : 43 00 : 13 : 55 00 : 06 : 03 00 : 06 : 04 00 : 53 : 29 00 : 07 : 31 01 : 25 : 33 02 : 30 : 20 00 : 08 : 52 00 : 07 : 58
j–means AS 136 00 : 06 : 52 00 : 07 : 06 00 : 06 : 53 00 : 08 : 49 00 : 14 : 44 00 : 06 : 53 00 : 06 : 54 00 : 54 : 33 00 : 08 : 23 01 : 27 : 26 02 : 30 : 30 00 : 09 : 39 00 : 08 : 49
PAM AS 136 00 : 10 : 01 00 : 11 : 27 00 : 10 : 03 00 : 11 : 42 00 : 17 : 37 00 : 10 : 02 00 : 10 : 03 00 : 58 : 23 00 : 11 : 32 01 : 27 : 45 02 : 38 : 44 00 : 13 : 00 00 : 11 : 58
k–median AS 136 00 : 06 : 01 00 : 06 : 15 00 : 06 : 03 00 : 07 : 42 00 : 13 : 51 00 : 06 : 02 00 : 06 : 03 00 : 53 : 41 00 : 07 : 32 01 : 26 : 45 02 : 29 : 48 00 : 08 : 47 00 : 07 : 58
h–median AS 136 00 : 06 : 02 00 : 06 : 14 00 : 06 : 04 00 : 08 : 50 00 : 14 : 27 00 : 06 : 03 00 : 06 : 04 00 : 55 : 01 00 : 07 : 33 01 : 25 : 29 02 : 30 : 21 00 : 08 : 48 00 : 07 : 59
AS 136 CLUSTER partitioning methods:
CLUSTER k–means AS 136 00 : 29 : 58 00 : 30 : 06 00 : 29 : 59 00 : 33 : 02 00 : 38 : 23 00 : 29 : 59 00 : 30 : 00 01 : 17 : 43 00 : 31 : 28 01 : 45 : 51 02 : 54 : 48 00 : 32 : 45 00 : 31 : 55
CLUSTER h–means AS136 00 : 06 : 46 00 : 06 : 53 00 : 06 : 47 00 : 09 : 49 00 : 15 : 11 00 : 06 : 47 00 : 06 : 48 00 : 53 : 59 00 : 08 : 15 01 : 24 : 55 02 : 32 : 49 00 : 09 : 36 00 : 08 : 44
CLUSTER k–mediod AS 136 00 : 46 : 31 00 : 46 : 45 00 : 46 : 33 00 : 48 : 12 00 : 54 : 23 00 : 46 : 32 00 : 46 : 33 01 : 34 : 22 00 : 48 : 01 02 : 07 : 20 03 : 10 : 34 00 : 49 : 19 00 : 48 : 28
CLUSTER h–mediod AS 136 01 : 18 : 10 01 : 18 : 24 01 : 18 : 11 01 : 19 : 51 01 : 26 : 02 01 : 18 : 10 01 : 18 : 12 02 : 06 : 01 01 : 19 : 41 02 : 39 : 04 03 : 42 : 11 01 : 20 : 59 01 : 20 : 07
CLUSTER k–median AS 136 00 : 07 : 25 00 : 07 : 39 00 : 07 : 27 00 : 09 : 06 00 : 15 : 17 00 : 07 : 26 00 : 07 : 27 00 : 55 : 13 00 : 08 : 55 01 : 28 : 14 02 : 31 : 29 00 : 10 : 14 00 : 09 : 22
CLUSTER h–median AS 136 00 : 06 : 59 00 : 07 : 11 00 : 07 : 01 00 : 09 : 29 00 : 14 : 52 00 : 07 : 00 00 : 07 : 01 00 : 55 : 03 00 : 08 : 29 01 : 23 : 05 02 : 31 : 19 00 : 09 : 45 00 : 08 : 56
Graph-based methods:
Graph based MST 00 : 03 : 11 00 : 05 : 48 00 : 03 : 12 00 : 03 : 46 00 : 07 : 44 00 : 03 : 12 00 : 03 : 13 00 : 28 : 20 00 : 04 : 03 00 : 34 : 16 01 : 18 : 20 00 : 06 : 12 00 : 04 : 17
Graph based GG 00 : 33 : 17 00 : 35 : 27 00 : 33 : 18 00 : 33 : 51 00 : 35 : 10 00 : 33 : 18 00 : 33 : 19 00 : 58 : 08 00 : 34 : 09 00 : 45 : 52 01 : 05 : 05 00 : 36 : 25 00 : 34 : 24
Nearest neighbours methods:
k–near method 00 : 00 : 37 00 : 02 : 59 00 : 00 : 38 00 : 01 : 12 00 : 04 : 36 00 : 00 : 38 00 : 00 : 40 00 : 26 : 08 00 : 01 : 29 00 : 29 : 36 01 : 16 : 02 00 : 03 : 46 00 : 01 : 44
Density-based methods:
kth nearest method 00 : 00 : 34 00 : 03 : 07 00 : 00 : 35 00 : 01 : 08 00 : 05 : 58 00 : 00 : 35 00 : 00 : 37 00 : 25 : 59 00 : 01 : 28 00 : 25 : 47 01 : 17 : 59 00 : 03 : 44 00 : 01 : 43
Table A.36: The CPU times for the various clustering methods using DataS3 (continue).
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A.1.4 Clustering method results - USA13509
Methods Starting solution k–means k–median h–means h–median Cluster k–median Cluster h–means Cluster h–median
SSR values:
Single linkage 11 533 590.97 2 144 592.60 11 516 968.05 2 097 499.86 2 482 627.44 10 823 003.29 1 785 848.99 1 955 526.99
Complete linkage 2 078 444.23 1 796 929.77 2 073 534.52 1 755 553.52 1 827 051.81 2 075 862.27 1 689 306.33 1 747 943.77
Average linkage 1 922 666.29 1 730 670.52 1 919 333.66 1 728 617.74 1 720 938.97 1 920 658.65 1 722 921.51 1 715 635.61
Weighted average 8 472 005.24 1 769 331.39 8 276 042.53 1 751 119.37 1 870 251.59 7 059 169.67 1 724 157.44 1 727 909.93
Weighted centroid linkage 2 555 983.41 1 778 634.42 2 545 059.22 1 762 605.37 1 767 504.01 2 428 507.33 1 707 568.30 1 718 315.60
Ward’s method 1 767 758.62 1 645 386.71 1 764 600.64 1 647 646.49 1 630 249.50 1 767 758.62 1 660 660.93 1 649 533.74
Stepwise k-median 1 870 820.64 1 692 427.94 1 862 461.48 1 661 423.06 1 699 369.58 1 870 820.64 1 650 471.02 1 695 917.34
Stepwise h-means 1 626 646.38 1 626 646.38 1 626 088.96 1 626 646.38 1 618 437.79 1 626 646.38 1 626 646.38 1 619 253.08
Stepwise h-median 1 611 881.56 1 615 047.80 1 611 881.56 1 617 158.50 1 611 938.12 1 611 881.56 1 611 881.56 1 611 881.56
CLUSTER k-median 11 615 361.26 1 877 266.36 1 877 068.78 1 877 266.36 1 871 691.24 1 877 266.36 1 877 266.36 1 871 445.90
CLUSTER h-means 1 877 266.36 1 877 266.36 1 877 068.78 1 877 266.36 1 871 691.24 1 877 266.36 1 877 266.36 1 871 445.90
CLUSTER h-median 2 140 322.71 1 914 523.51 2 140 322.71 1 978 995.90 2 140 260.49 2 140 322.71 1 866 193.96 2 140 312.30
AS 136 1 729 701.35 1 645 874.28 1 722 848.08 1 645 810.53 1 641 835.93 1 729 701.35 1 656 623.44 1 650 977.90
k-near method 12 978 827.48 1 826 775.21 12 860 241.08 1 887 630.75 1 959 685.75 11 740 375.74 1 855 663.64 1 892 426.82
kth nearest method 15 304 969.50 2 072 392.98 15 243 008.60 2 025 568.66 2 209 025.83 13 559 874.31 1 771 093.37 1 889 372.62
MSR values:
Single linkage 2 356.41 6 795.11 2 386.06 6 633.68 6 534.63 2 669.11 6 639.90 6 515.62
Complete linkage 7 414.01 6 941.04 7 401.98 6 889.88 6 871.61 7 295.44 6 576.96 6 639.75
Average linkage 6 973.08 6 876.73 6 961.21 6 868.75 6 784.63 6 867.32 6 658.16 6 771.95
Weighted average 3 544.54 6 840.12 3 401.11 6 787.24 6 719.91 3 229.41 6 513.41 6 693.60
Weighted centroid linkage 7 099.30 6 710.39 7 101.81 6 687.16 6 649.23 6 800.36 6 647.65 6 640.53
Ward’s method 6 835.08 6 611.39 6 826.42 6 619.82 6 517.19 6 835.08 6 623.81 6 554.59
Stepwise k-median 6 777.20 6 453.43 6 761.87 6 446.07 6 373.47 6 777.20 6 546.13 6 411.93
Stepwise h-means 6 534.51 6 534.51 6 530.12 6 534.51 6 457.62 6 534.51 6 534.51 6 409.86
Stepwise h-median 6 406.54 6 442.19 6 406.54 6 456.99 6 408.54 6 406.54 6 406.54 6 406.54
CLUSTER k-median 1 679.19 6 404.75 6 400.80 6 404.75 6 341.98 6 404.75 6 404.75 6 327.77
CLUSTER h-means 6 404.75 6 404.75 6 400.80 6 404.75 6 341.98 6 404.75 6 404.75 6 327.77
CLUSTER h-median 5 840.99 6 357.75 5 840.99 6 340.07 5 852.05 5 840.99 6 357.28 5 842.00
AS 136 6 716.36 6 530.80 6 672.62 6 532.94 6 380.03 6 716.36 6 577.65 6 401.59
k-near method 2 329.01 6 358.05 2 357.12 6 394.94 6 110.04 1 951.87 6 351.12 6 212.57
kth nearest method 1 137.07 6 717.12 1 217.28 6 664.66 6 689.33 1 620.58 6 485.71 6 568.03
Table A.37: The results of the SSR and MSR measures for various clustering methods using USA13509.
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Methods Starting solution k–means k–median h–means h–median Cluster k–median Cluster h–means Cluster h–median
PD values:
Single linkage 4 779.81 858.37 4 710.05 858.37 1 329.56 3 846.81 774.20 849.27
Complete linkage 695.85 672.34 695.85 762.34 696.30 754.24 815.73 866.39
Average linkage 759.96 718.56 759.96 718.56 755.46 759.96 768.64 742.15
Weighted average 3 273.38 742.15 3 203.73 718.56 972.65 2 467.28 870.43 768.64
Weigthed Centroid linkage 1 139.34 709.11 1 121.31 784.06 818.03 871.12 784.06 818.03
Ward’s method 1 158.88 895.97 1 107.42 895.97 901.04 1 158.88 895.97 901.04
Stepwise k-median 817.79 1 178.50 1 563.20 1 101.66 1 462.62 1 563.20 793.91 1 462.62
Stepwise h-means 475.41 793.91 793.91 793.91 820.65 793.91 793.91 1 089.92
Stepwise h-median 475.71 793.91 820.65 793.91 820.65 820.65 820.65 820.65
CLUSTER k-median 2 837.45 599.69 599.69 599.69 618.51 599.69 599.69 615.15
CLUSTER h-means 599.69 599.69 599.69 599.69 618.51 599.69 599.69 615.15
CLUSTER h-median 790.43 597.46 790.43 644.26 790.43 790.43 599.24 790.43
AS 136 657.76 512.10 598.52 512.10 729.56 657.76 515.44 715.05
k-near method 5 527.96 991.44 5 527.96 937.91 1 386.33 4 983.59 991.44 1 038.95
kth nearest method 5 812.16 858.37 5 804.90 850.61 1 034.62 5 456.35 796.66 853.52
ADM values:
Single linkage 6 827 524.90 73 660.23 6 812 604.89 69 398.37 137 189.41 6 135 587.34 35 264.35 52 906.00
Complete linkage 56 687.90 37 539.25 56 580.10 34 541.63 40 144.71 56 644.46 29 028.65 31 838.59
Average linkage 47 259.40 32 895.69 47 165.58 32 792.67 32 938.20 47 176.77 31 665.33 32 039.29
Weighted average 1 815 076.17 37 003.05 1 796 684.07 34 261.76 46 895.44 1 453 196.22 29 686.19 32 023.38
Weighted centroid linkage 91 336.45 34 996.13 90 532.28 34 210.37 34 812.71 79 453.23 30 704.48 31 346.74
Ward’s method 28 593.13 25 349.12 28 529.89 25 303.25 25 110.81 28 593.13 27 238.75 26 907.03
Stepwise k-median 29 924.51 24 958.09 29 673.61 25 056.09 24 954.49 29 924.51 25 853.50 25 049.61
Stepwise h-means 23 871.62 23 871.62 23 876.73 23 871.62 23 670.05 23 871.62 23 871.62 23 490.22
Stepwise h-median 24 157.41 24 303.01 24 157.41 24 435.98 24 124.17 24 157.41 24 157.41 24 157.41
CLUSTER k-median 7 297 982.64 39 328.56 39 354.75 39 328.56 40 282.70 39 328.56 39 328.56 40 107.14
CLUSTER h-means 39 328.56 39 328.56 39 354.75 39 328.56 40 282.70 39 328.56 39 328.56 40 107.14
CLUSTER h-median 60 871.75 40 465.25 60 871.75 43 926.79 60 858.60 60 871.75 38 819.48 60 859.92
AS 136 26 565.86 24 102.36 26 535.10 23 972.18 24 164.34 26 565.86 25 329.69 25 632.35
k-near method 8 455 315.40 36 342.77 8 352 313.56 38 750.44 45 316.51 7 208 458.46 38 312.89 41 251.14
kth nearest method 10 753 775.86 67 324.78 10 697 280.64 62 037.15 84 572.67 8 995 956.32 33 726.28 46 457.54
Table A.38: The results of the PD and ADM measures for various clustering methods using USA13509.
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Methods Starting solution k–means k–median h–means h–median Cluster k–median Cluster h–means Cluster h–median
AWCD values:
Single linkage 7 970 327.67 1 469 297.55 7 957 612.07 1 441 252.89 1 712 173.23 7 431 703.76 1 225 050.88 1 345 237.08
Complete linkage 1 410 856.30 1 230 933.67 1 407 531.00 1 205 447.92 1 256 461.30 1 409 402.66 1 162 090.01 1 203 128.82
Average linkage 1 317 103.75 1 188 178.54 1 314 807.49 1 187 021.89 1 190 747.08 1 315 824.38 1 182 262.67 1 184 652.20
Weighted average 5 768 463.30 1 214 176.91 5 641 880.40 1 201 485.86 1 286 872.64 4 804 747.27 1 186 785.64 1 195 294.58
Weighted centroid linkage 1 728 097.07 1 219 637.03 1 721 025.30 1 210 849.60 1 223 267.50 1 644 515.78 1 175 293.41 1 188 060.38
Ward’s method 1 214 929.95 1 133 434.24 1 212 938.92 1 133 123.60 1 132 409.98 1 214 929.95 1 142 652.59 1 143 711.07
Stepwise k-median 1 283 997.22 1 161 449.28 1 279 688.60 1 147 728.96 1 179 136.66 1 283 997.22 1 138 545.79 1 176 314.46
Stepwise h-means 1 125 328.35 1 125 328.35 1 125 333.99 1 125 328.35 1 123 873.44 1 125 328.35 1 125 328.35 1 125 376.07
Stepwise h-median 1 122 482.68 1 120 647.98 1 122 482.68 1 120 851.33 1 121 781.71 1 122 482.68 1 122 482.68 1 122 482.68
CLUSTER k-median 8 085 186.01 1 284 887.71 1 284 917.94 1 284 887.71 1 290 180.59 1 284 887.71 1 284 887.71 1 289 582.76
CLUSTER h-means 1 284 887.71 1 284 887.71 1 284 917.94 1 284 887.71 1 290 180.59 1 284 887.71 1 284 887.71 1 289 582.76
CLUSTER h-median 1 477 821.51 1 310 770.57 1 477 821.51 1 353 781.05 1 477 756.67 1 477 821.51 1 283 281.80 1 477 800.43
AS 136 1 191 749.25 1 134 313.04 1 188 065.34 1 133 830.88 1 141 169.31 1 191 749.25 1 138 357.36 1 146 713.35
k-near method 9 134 241.81 1 252 644.72 9 047 273.45 1 288 109.66 1 352 292.64 8 180 439.16 1 274 644.88 1 303 178.19
kth nearest method 10 792 924.07 1 422 963.44 10 749 945.37 1 388 227.67 1 513 375.10 9 532 971.92 1 217 784.75 1 298 700.15
CPU times:
Single linkage 00 : 03 : 08 00 : 46 : 10 00 : 03 : 10 00 : 03 : 15 00 : 03 : 19 00 : 50 : 14 00 : 27 : 19 00 : 27 : 56
Complete linkage 00 : 02 : 21 00 : 08 : 24 00 : 02 : 24 00 : 02 : 27 00 : 02 : 25 00 : 26 : 14 00 : 25 : 27 00 : 28 : 47
Average linkage 00 : 02 : 11 00 : 06 : 18 00 : 02 : 13 00 : 02 : 15 00 : 02 : 19 00 : 22 : 10 00 : 25 : 31 00 : 29 : 02
Weighted average 00 : 19 : 53 00 : 41 : 40 00 : 20 : 06 00 : 20 : 03 00 : 20 : 02 00 : 49 : 40 00 : 42 : 36 00 : 48 : 48
Weighted centroid linkage 00 : 02 : 21 00 : 11 : 04 00 : 02 : 24 00 : 02 : 30 00 : 02 : 25 00 : 28 : 25 00 : 26 : 22 00 : 28 : 44
Ward’s method 00 : 02 : 30 00 : 05 : 19 00 : 02 : 32 00 : 02 : 33 00 : 02 : 34 00 : 25 : 26 00 : 26 : 12 00 : 30 : 09
Stepwise k-median 00 : 31 : 16 00 : 38 : 57 00 : 31 : 24 00 : 31 : 21 00 : 31 : 26 00 : 54 : 34 00 : 56 : 47 01 : 01 : 21
Stepwise h-means 00 : 23 : 14 00 : 23 : 15 00 : 23 : 17 00 : 23 : 15 00 : 23 : 17 00 : 48 : 46 00 : 49 : 02 00 : 50 : 57
Stepwise h-median 00 : 26 : 27 00 : 27 : 13 00 : 26 : 28 00 : 26 : 32 00 : 26 : 29 00 : 53 : 24 01 : 47 : 29 00 : 53 : 46
CLUSTER k-median 03 : 03 : 02 03 : 03 : 03 03 : 03 : 04 03 : 03 : 03 03 : 03 : 05 03 : 29 : 04 03 : 26 : 29 03 : 29 : 11
CLUSTER h-means 01 : 01 : 14 01 : 01 : 15 01 : 01 : 16 01 : 01 : 15 01 : 01 : 18 01 : 27 : 58 01 : 25 : 20 01 : 27 : 59
CLUSTER h-median 01 : 10 : 22 01 : 26 : 46 01 : 10 : 23 01 : 10 : 31 01 : 10 : 24 01 : 34 : 24 01 : 34 : 11 01 : 34 : 02
AS 136 00 : 14 : 54 00 : 19 : 04 00 : 14 : 59 00 : 15 : 00 00 : 14 : 58 00 : 35 : 27 00 : 36 : 58 00 : 42 : 12
k-near method 00 : 02 : 07 00 : 28 : 16 00 : 02 : 13 00 : 02 : 12 00 : 02 : 15 00 : 51 : 09 00 : 26 : 23 00 : 28 : 20
kth nearest method 00 : 02 : 12 00 : 50 : 32 00 : 02 : 15 00 : 02 : 24 00 : 02 : 28 00 : 56 : 53 00 : 26 : 10 00 : 28 : 45
Table A.39: The results of the AWCD measure and CPU times for various clustering methods using USA13509.
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A.2 Variations of the hybrid density method
k–median h–means h–median CLUSTER CLUSTER CLUSTER
k–median h–means h–median
SSR values
Input: aggregated 70 clusters 19 043.82 15 691.68 15 829.50 156 616.79 22 815.29 23 377.69
Hybrid density variant 1 116 004.07 115 045.62 119 838.13 101 523.21 158 287.52 90 998.17
Hybrid density variant 2 144 308.58 148 912.48 147 039.02 166 921.65 167 204.83 166 618.85
Hybrid density variant 3 115 720.27 105 349.38 112 613.54 102 178.71 158 897.84 94 765.85
MSR values
Input: aggregated 70 clusters 171.72 155.64 151.68 32.97 136.61 130.53
Hybrid density variant 1 126.10 137.76 122.27 82.69 77.34 76.81
Hybrid density variant 2 48.22 44.79 40.65 23.52 21.79 24.13
Hybrid density variant 3 123.01 120.43 128.52 113.49 77.80 81.16
PD values
Input: aggregated 70 clusters 25.29 28.79 31.28 86.94 21.67 27.16
Hybrid density variant 1 50.35 47.65 47.90 47.58 53.19 50.89
Hybrid density variant 2 57.80 61.86 62.15 61.65 61.69 61.60
Hybrid density variant 3 47.40 47.38 46.62 49.90 72.38 50.89
ADM values
Input: aggregated 70 clusters 241.22 172.48 175.39 1 052.53 649.88 683.51
Hybrid density variant 1 16 656.86 16 749.15 14 226.73 17 978.33 105 257.97 14 219.52
Hybrid density variant 2 83 630.09 88 929.72 86 710.08 115 739.75 116 104.04 115 362.65
Hybrid density variant 3 10 021.76 8 132.19 8 705.88 8 327.56 105 263.56 11 604.37
AWCD values
Input: aggregated 70 clusters 12 985.98 10 772.83 10 945.75 10 894.55 15 594.50 16 099.17
Hybrid density variant 1 73 197.69 73 655.74 76 158.86 65 656.48 109 875.27 58 542.09
Hybrid density variant 2 97 492.21 101 881.18 100 636.78 115 989.36 116 240.24 115 718.23
Hybrid density variant 3 73 201.72 67 724.00 70 881.11 65 644.45 110 334.71 60 500.25
CPU times
Hybrid density variant 1 00 : 02 : 19 00 : 03 : 57 00 : 04 : 07 00 : 32 : 10 00 : 14 : 41 00 : 15 : 12
Hybrid density variant 2 00 : 02 : 19 00 : 03 : 57 00 : 04 : 07 00 : 32 : 10 00 : 14 : 41 00 : 15 : 12
Hybrid density variant 3 00 : 02 : 19 00 : 03 : 57 00 : 04 : 07 00 : 32 : 10 00 : 14 : 41 00 : 15 : 12
Table A.40: The results for the three variants of the hybrid density method using
DataS3.
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A.3 Hybrid clustering methods
A.3.1 Hybrid SAHN - SAHN clustering methods - DataS3
SSR MSR PD ADM AWCD CPU times
Number of Single Complete Single Complete Single Complete Single Complete Single Complete Single Complete
clusters linkage linkage linkage linkage linkage linkage linkage linkage linkage linkage linkage linkage
500 64 816.62 49 387.39 70.36 63.56 33.30 28.88 12 950.43 4 538.40 44 724.01 33 962.57 00 : 39 00 : 39
1 000 53 790.54 50 149.69 68.11 63.41 29.67 27.36 4 931.79 5 037.24 36 814.80 34 422.52 00 : 39 00 : 39
1 500 52 843.25 48 006.99 67.53 61.51 26.70 32.95 5 423.73 4 354.39 36 260.38 33 301.23 00 : 39 00 : 39
2 000 50 331.53 47 952.20 66.19 59.08 34.52 28.03 4 053.72 4 542.22 34 390.74 33 412.50 00 : 39 00 : 39
2 500 47 778.26 47 453.72 61.36 63.73 30.77 27.65 3 783.22 3 796.14 32 784.73 32 610.97 00 : 40 00 : 40
3 000 46 855.36 47 050.58 62.87 62.63 31.56 34.09 3 810.42 3 951.33 32 283.78 32 383.28 00 : 40 00 : 41
3 500 47 171.40 46 650.05 59.19 62.18 34.02 34.05 4 245.00 3 553.39 32 760.73 32 068.63 00 : 41 00 : 40
4 000 47 311.99 48 265.89 63.37 62.67 31.80 37.21 3 597.39 4 320.30 32 493.43 33 149.74 00 : 42 00 : 42
4 500 47 366.21 48 011.23 64.26 61.10 28.85 27.56 3 914.81 4 147.87 32 593.28 33 058.95 00 : 44 00 : 44
5 000 47 826.58 47 833.55 61.68 63.39 31.71 29.68 4 089.34 4 028.18 33 071.90 32 706.48 00 : 45 00 : 45
5 500 46 601.40 47 388.70 59.99 60.05 33.62 27.53 3 923.55 3 853.40 32 319.20 32 879.55 00 : 46 00 : 46
6 000 47 803.39 47 636.59 61.91 58.27 27.65 27.91 4 131.98 4 503.27 32 908.43 33 069.94 00 : 48 00 : 48
6 500 47 083.31 47 683.00 59.89 61.87 27.89 27.80 3 801.99 3 790.46 32 655.49 32 694.42 00 : 49 00 : 49
7 000 48 168.04 47 789.17 61.93 59.89 27.96 31.33 4 045.05 3 975.98 33 145.28 33 040.70 00 : 52 00 : 51
7 500 47 604.86 47 266.38 58.33 58.11 29.07 31.11 4 333.50 4 021.01 33 188.23 32 791.65 00 : 54 00 : 54
Table A.41: The results for the hybrid single linkage Ward’s and complete linkage Ward’s methods using DataS3.
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A.3.2 Hybrid SAHN - partitioning clustering methods - DataS3
A.3.2.1 Hybrid SAHN - single linkage methods - DataS3
Number of k–means j–means k–median h–means PAM h–median
clusters
SSR values
500 62 807.33 65 111.44 65 972.48 61 862.74 78 213.23 61 997.34
1000 51 598.47 51 714.54 51 043.74 51 371.31 68 642.35 51 746.04
1500 47 741.75 52 598.58 51 645.22 47 741.75 70 950.91 47 429.51
2000 46 211.51 49 580.37 49 473.26 46 194.18 71 878.91 46 164.13
2500 45 844.53 50 472.71 48 723.62 45 844.86 73 234.00 45 659.93
3000 45 650.00 48 445.08 48 325.54 45 629.60 69 372.78 45 473.41
3500 45 498.88 50 209.48 48 729.65 45 497.67 72 433.68 45 410.96
4000 45 369.91 48 483.21 48 431.56 45 369.91 73 106.66 45 288.06
4500 45 356.29 47 830.38 46 616.10 45 356.35 73 500.62 45 254.74
5000 45 345.18 47 997.15 47 903.02 45 348.92 74 394.95 45 236.10
5500 45 337.92 - 46 780.12 45 335.13 - 45 222.02
6000 45 302.04 - 47 478.11 45 302.76 - 45 180.13
6500 - - 46 301.68 45 280.64 - 44 945.97
7000 - - 46 550.52 45 067.78 - 44 957.67
7500 - - 46 002.37 45 055.30 - 44 953.73
MSR values
500 64.63 67.78 67.39 65.95 78.25 65.79
1000 65.72 65.31 64.09 64.41 57.46 64.91
1500 63.39 64.58 62.19 63.39 62.35 63.33
2000 61.86 62.85 62.77 61.85 54.82 62.19
2500 61.52 64.79 62.81 61.55 56.88 61.56
3000 61.45 64.16 64.50 61.58 55.84 61.62
3500 62.07 67.22 62.15 62.06 60.51 61.46
4000 61.72 61.64 61.31 61.72 55.09 61.30
4500 61.68 64.24 61.42 61.68 74.89 61.24
5000 61.62 62.29 62.11 61.62 65.66 61.28
5500 61.62 - 59.38 61.60 - 61.31
6000 61.48 - 60.30 61.48 - 61.50
6500 - - 61.13 61.39 - 59.90
7000 - - 62.68 59.89 - 59.90
7500 - - 59.70 59.91 - 59.92
Table A.42: The results of the SSR and MSR measures for the hybrid single linkage
- partitioning clustering methods using DataS3.
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Number of k–means j–means k–median h–means PAM h–median
clusters
PD values
500 29.37 28.17 29.48 30.01 34.85 29.41
1000 25.83 29.36 29.68 25.72 37.38 29.52
1500 26.67 26.72 29.16 26.67 40.03 27.84
2000 28.38 28.38 28.18 28.38 36.48 29.43
2500 28.27 29.70 29.47 28.88 37.73 29.24
3000 29.06 28.66 28.66 30.21 42.59 31.03
3500 27.35 31.18 31.22 27.35 48.01 28.48
4000 27.30 28.66 28.66 27.30 37.52 28.33
4500 27.30 30.68 34.93 27.30 47.48 28.22
5000 27.29 30.97 30.97 27.29 38.77 28.10
5500 27.30 - 31.02 27.30 - 27.96
6000 27.28 - 30.18 27.28 - 27.80
6500 - - 31.23 27.28 - 27.34
7000 - - 31.27 27.29 - 27.32
7500 - - 29.92 27.28 - 27.34
ADM values
500 13 888.60 14 212.42 15 131.62 12 660.56 19 226.64 12 685.52
1000 5 112.88 5 355.46 5 564.43 5 869.10 10 313.58 5 934.91
1500 4 152.50 5 926.36 5 675.84 4 152.50 8 977.77 4 079.26
2000 3 887.71 4 624.01 4 611.33 3 879.32 10 086.57 3 779.26
2500 3 777.17 4 392.12 4 190.78 3 804.25 10 613.41 3 715.32
3000 3 733.57 3 668.10 3 635.58 3 750.02 9 513.79 3 681.36
3500 3 704.84 4 049.32 5 049.12 3 706.21 10 350.42 3 739.04
4000 3 724.00 4 348.19 4 346.76 3 724.00 9 940.25 3 719.04
4500 3 732.07 3 897.00 3 864.17 3 731.35 9 873.90 3 715.07
5000 3 736.21 4 317.65 4 302.28 3 736.74 10 356.52 3 712.77
5500 3 734.97 - 3 884.85 3 735.97 - 3 701.28
6000 3 751.45 - 4 177.55 3 752.41 - 3 664.08
6500 - - 3 816.79 3 753.45 - 3 419.46
7000 - - 3 594.44 3 596.73 - 3 432.64
7500 - - 3 493.97 3 575.99 - 3 417.45
Table A.43: The results of the PD and ADM measures for the hybrid single linkage
- partitioning clustering methods using DataS3.
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Number of k–means j–means k–median h–means PAM h–median
clusters
AWCD values
500 43 652.90 45 390.65 46 317.22 42 811.03 54 781.43 42 863.59
1000 35 358.01 35 608.60 35 204.46 35 275.54 47 397.22 35 465.92
1500 32 925.18 36 088.87 35 582.54 32 925.18 48 386.90 32 783.71
2000 31 997.60 34 362.84 34 272.87 31 983.18 49 407.72 31 927.25
2500 31 701.75 34 608.75 33 384.80 31 736.77 50 144.36 31 642.72
3000 31 583.20 33 355.17 33 291.03 31 571.04 48 133.04 31 503.36
3500 31 447.90 34 564.25 33 875.23 31 447.96 49 586.17 31 463.99
4000 31 400.65 33 438.53 33 393.57 31 400.65 50 280.10 31 409.56
4500 31 396.14 33 033.03 32 813.25 31 396.21 50 159.98 31 400.63
5000 31 398.93 33 429.32 33 367.07 31 400.07 50 681.45 31 402.69
5500 31 390.80 - 32 588.71 31 389.81 - 31 391.66
6000 31 387.23 - 32 964.28 31 387.45 - 31 360.94
6500 - - 32 108.01 31 376.37 - 31 189.56
7000 - - 32 269.57 31 291.45 - 31 211.12
7500 - - 32 114.50 31 281.94 - 31 204.02
CPU times
500 00 : 00 : 48 00 : 00 : 46 00 : 00 : 44 00 : 00 : 41 00 : 00 : 51 00 : 00 : 42
1000 00 : 01 : 48 00 : 01 : 20 00 : 00 : 53 00 : 00 : 44 00 : 02 : 11 00 : 00 : 48
1500 00 : 04 : 45 00 : 03 : 09 00 : 01 : 11 00 : 00 : 50 00 : 06 : 05 00 : 01 : 01
2000 00 : 10 : 45 00 : 07 : 03 00 : 01 : 43 00 : 00 : 57 00 : 16 : 06 00 : 01 : 27
2500 00 : 20 : 34 00 : 13 : 05 00 : 02 : 23 00 : 01 : 08 00 : 33 : 51 00 : 02 : 02
3000 00 : 36 : 56 00 : 20 : 53 00 : 02 : 25 00 : 01 : 28 01 : 04 : 15 00 : 02 : 40
3500 00 : 57 : 17 00 : 37 : 00 00 : 03 : 15 00 : 01 : 47 01 : 35 : 45 00 : 03 : 27
4000 01 : 22 : 45 00 : 56 : 02 00 : 03 : 24 00 : 02 : 05 02 : 24 : 10 00 : 04 : 19
4500 01 : 54 : 05 01 : 18 : 58 00 : 04 : 27 00 : 02 : 21 03 : 29 : 12 00 : 05 : 10
5000 02 : 37 : 23 01 : 52 : 58 00 : 04 : 30 00 : 02 : 46 04 : 41 : 22 00 : 06 : 19
5500 03 : 34 : 56 - 00 : 04 : 54 00 : 03 : 21 - 00 : 07 : 13
6000 04 : 22 : 19 - 00 : 05 : 15 00 : 03 : 31 - 00 : 08 : 38
6500 - - 00 : 05 : 34 00 : 04 : 24 - 00 : 10 : 19
7000 - - 00 : 05 : 18 00 : 04 : 54 - 00 : 11 : 29
7500 - - 00 : 05 : 38 00 : 05 : 37 - 00 : 13 : 22
Table A.44: The results of the AWCD measure and CPU times for the hybrid single
linkage - partitioning clustering methods using DataS3.
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A.3.2.2 Hybrid SAHN - complete linkage methods - DataS3
Number of k–means j–means k–median h–means PAM h–median
clusters
SSR values
500 46 260.78 53 283.74 51 997.09 46 337.02 68 396.56 45 804.44
1000 45 595.25 48 650.19 48 352.25 45 667.61 72 666.49 45 321.19
1500 45 462.40 49 046.83 48 523.77 45 462.40 71 336.73 45 248.33
2000 45 589.47 46 900.38 46 726.60 45 605.80 72 375.41 45 323.00
2500 45 496.27 48 150.83 47 803.13 45 486.31 73 442.30 45 243.12
3000 45 393.99 48 034.78 47 235.09 45 394.14 71 373.24 45 313.36
3500 45 419.18 47 734.06 47 772.50 45 419.18 69 839.60 45 235.88
4000 45 374.51 47 755.96 48 458.43 45 369.01 70 284.91 45 235.26
4500 45 325.94 48 029.01 47 851.04 45 325.94 70 448.62 45 183.08
5000 45 317.95 47 622.29 47 549.69 45 317.29 72 234.38 45 172.35
5500 45 277.55 - 47 188.83 45 278.09 - 45 169.12
6000 45 297.81 - 47 146.63 45 297.81 - 45 159.82
6500 - - 48 167.31 45 069.48 - 44 948.28
7000 - - 47 550.51 45 072.20 - 44 955.01
7500 - - 47 090.80 45 059.18 - 44 956.97
MSR values
500 61.33 69.13 67.25 61.44 58.01 61.53
1000 61.12 64.19 63.54 61.27 48.97 60.77
1500 60.81 64.42 65.20 60.81 52.05 60.64
2000 61.22 61.06 60.95 61.52 59.12 61.20
2500 61.17 63.99 63.58 61.92 50.36 61.15
3000 61.81 64.06 63.38 61.80 54.79 61.33
3500 61.00 62.36 63.10 61.00 59.57 61.26
4000 61.78 62.21 63.90 61.75 65.41 61.28
4500 61.59 63.06 62.73 61.59 68.44 61.51
5000 61.57 61.83 61.70 61.57 67.33 61.54
5500 61.36 - 63.85 61.36 - 61.48
6000 61.43 - 59.27 61.43 - 61.44
6500 - - 63.51 59.77 - 59.91
7000 - - 61.97 59.90 - 59.91
7500 - - 62.21 59.91 - 59.93
Table A.45: The results of the SSR and MSR measures for the hybrid complete
linkage - partitioning clustering methods using DataS3.
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Number of k–means j–means k–median h–means PAM h–median
clusters
PD values
500 27.62 30.74 29.05 27.74 38.94 29.31
1000 28.59 29.50 28.41 28.59 38.24 28.19
1500 28.34 32.18 28.07 28.34 37.74 28.49
2000 28.70 26.84 26.84 30.20 46.56 30.97
2500 29.35 31.07 31.12 27.71 38.74 31.02
3000 27.30 28.59 25.60 27.25 37.06 28.70
3500 29.39 30.89 29.89 29.39 61.08 28.64
4000 27.25 31.30 29.18 27.25 37.71 28.49
4500 27.28 31.59 30.06 27.28 37.04 28.25
5000 27.28 34.68 34.79 27.28 36.03 28.25
5500 27.29 - 28.79 27.29 - 28.07
6000 27.29 - 30.65 27.29 - 28.03
6500 - - 31.35 27.28 - 27.34
7000 - - 32.15 27.28 - 27.32
7500 - - 35.39 27.28 - 27.34
ADM values
500 4 010.94 4 655.44 4 390.85 3 984.33 9 754.10 3 782.00
1000 3 773.98 4 047.63 4 053.54 3 763.39 10 878.60 3 643.36
1500 3 735.11 3 689.37 3 507.08 3 735.11 10 430.38 3 621.72
2000 3 749.54 3 790.27 3 762.94 3 753.79 10 294.01 3 695.43
2500 3 738.12 3 841.46 3 786.93 3 720.78 11 826.63 3 686.39
3000 3 708.55 3 933.66 3 906.66 3 720.45 10 473.13 3 713.59
3500 3 736.28 4 259.91 3 699.68 3 736.28 9 284.25 3 708.75
4000 3 718.61 3 782.67 4 002.95 3 721.36 9 518.27 3 710.11
4500 3 740.73 3 999.14 4 024.02 3 740.73 7 503.49 3 647.71
5000 3 739.96 3 950.99 3 938.32 3 740.12 8 888.34 3 634.50
5500 3 765.64 - 3 699.54 3 765.78 - 3 650.90
6000 3 761.52 - 3 811.22 3 761.52 - 3 652.79
6500 - - 4 028.65 3 579.48 - 3 423.49
7000 - - 4 550.39 3 597.38 - 3 430.11
7500 - - 3 894.95 3 576.86 - 3 423.72
Table A.46: The results of the PD and ADM measures for the hybrid complete
linkage - partitioning clustering methods using DataS3.
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Number of k–means j–means k–median h–means PAM h–median
clusters
AWCD values
500 32 026.99 36 278.35 35 323.96 32 049.56 46 983.76 31 721.17
1000 31 613.81 33 730.89 33 538.28 31 636.94 49 912.03 31 453.57
1500 31 540.35 33 878.61 33 115.81 31 540.35 49 084.72 31 413.97
2000 31 582.52 32 542.18 32 424.85 31 580.69 49 521.16 31 441.02
.2500 31 531.49 33 295.83 33 093.97 31 479.18 50 427.90 31 430.50
3000 31 406.42 33 345.29 32 633.24 31 421.33 49 059.05 31 430.03
3500 31 495.33 33 111.31 33 000.54 31 495.33 48 089.70 31 410.86
4000 31 397.51 33 288.37 33 404.72 31 395.55 48 025.12 31 433.72
4500 31 390.44 33 435.81 33 331.06 31 390.44 48 266.68 31 360.79
5000 31 387.68 33 121.49 33 064.61 31 387.27 49 561.76 31 366.93
5500 31 381.08 - 32 728.11 31 381.20 - 31 355.59
6000 31 387.22 - 32 533.99 31 387.22 - 31 352.68
6500 - - 33 306.84 31 281.23 - 31 193.38
7000 - - 33 256.93 31 294.24 - 31 209.02
7500 - - 33 047.51 31 283.76 - 31 209.11
CPU times
500 00 : 00 : 48 00 : 00 : 45 00 : 00 : 42 00 : 00 : 40 00 : 00 : 51 00 : 00 : 42
1000 00 : 01 : 52 00 : 01 : 19 00 : 00 : 50 00 : 00 : 43 00 : 02 : 21 00 : 00 : 48
1500 00 : 04 : 59 00 : 03 : 09 00 : 01 : 10 00 : 00 : 49 00 : 06 : 32 00 : 01 : 05
2000 00 : 10 : 35 00 : 07 : 07 00 : 01 : 50 00 : 00 : 56 00 : 17 : 25 00 : 01 : 28
2500 00 : 21 : 00 00 : 12 : 56 00 : 02 : 27 00 : 01 : 10 00 : 35 : 36 00 : 02 : 00
3000 00 : 35 : 47 00 : 22 : 22 00 : 03 : 02 00 : 01 : 25 00 : 59 : 31 00 : 02 : 34
3500 00 : 54 : 39 00 : 35 : 56 00 : 03 : 54 00 : 01 : 38 01 : 34 : 20 00 : 03 : 09
4000 01 : 20 : 15 00 : 52 : 26 00 : 04 : 18 00 : 01 : 57 02 : 25 : 40 00 : 04 : 21
4500 01 : 52 : 45 01 : 15 : 54 00 : 04 : 59 00 : 02 : 19 03 : 23 : 08 00 : 05 : 03
5000 02 : 35 : 14 01 : 48 : 57 00 : 05 : 08 00 : 02 : 51 04 : 37 : 11 00 : 06 : 35
5500 03 : 25 : 02 - 00 : 05 : 02 00 : 03 : 13 - 00 : 07 : 43
6000 04 : 19 : 51 - 00 : 05 : 11 00 : 03 : 38 - 00 : 08 : 35
6500 - - 00 : 05 : 23 00 : 04 : 03 - 00 : 10 : 17
7000 - - 00 : 05 : 39 00 : 05 : 01 - 00 : 11 : 28
7500 - - 00 : 05 : 38 00 : 05 : 33 - 00 : 13 : 06
Table A.47: The results of the AWCD measure and CPU times for the hybrid
complete linkage - partitioning clustering methods using DataS3.
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A.3.3 Stepwise aggregation partitioning clustering methods - DataS3
SSR MSR PD ADM AWCD CPU times
Number of Single Complete Single Complete Single Complete Single Complete Single Complete Single Complete
clusters linkage linkage linkage linkage linkage linkage linkage linkage linkage linkage linkage linkage
500 44 950.19 44 973.91 59.92 59.92 44.07 44.07 3 411.29 3 435.56 31 207.49 31 247.88 00 : 56 01 : 01
1 000 44 952.93 44 952.69 59.95 59.95 44.07 44.07 3 410.02 3 408.95 31 204.16 31 203.82 01 : 43 01 : 57
1 500 44 950.84 44 952.20 59.93 59.95 44.07 44.07 3 411.29 3 408.83 31 206.01 31 203.99 02 : 27 02 : 46
2 000 44 951.32 44 952.76 59.91 59.95 44.07 44.07 3 411.73 3 409.00 31 205.76 31 203.63 03 : 28 03 : 39
2 500 44 950.98 44 952.86 59.92 59.95 44.07 44.07 3 411.72 3 409.97 31 207.90 31 204.35 04 : 37 04 : 33
3 000 44 951.72 44 950.19 59.94 59.92 44.07 44.07 3 409.72 3 411.29 31 205.15 31 207.49 05 : 34 05 : 23
3 500 44 950.19 44 951.54 59.92 59.94 44.07 44.07 3 411.29 3 408.70 31 207.49 31 204.62 06 : 02 06 : 12
4 000 44 951.54 44 950.98 59.94 59.92 44.07 44.07 3 408.70 3 411.72 31 204.62 31 207.90 07 : 10 07 : 19
4 500 44 951.32 44 951.54 59.91 59.94 44.07 44.07 3 411.73 3 408.70 31 205.76 31 204.62 07 : 57 08 : 15
5 000 44 951.54 44 950.98 59.94 59.92 44.07 44.07 3 408.70 3 411.72 31 204.62 31 207.90 09 : 07 08 : 56
5 500 44 951.32 44 952.33 59.91 59.95 44.07 44.07 3 411.73 3 409.12 31 205.76 31 205.03 09 : 54 10 : 18
6 000 44 951.32 44 951.72 59.91 59.94 44.07 44.07 3 411.73 3 409.72 31 205.76 31 205.15 10 : 41 10 : 50
6 500 44 951.32 44 951.32 59.91 59.91 44.07 44.07 3 411.73 3 411.73 31 205.76 31 205.76 11 : 55 11 : 57
7 000 44 950.19 44 950.19 59.92 59.92 44.07 44.07 3 411.29 3 411.29 31 207.49 31 207.49 12 : 34 12 : 30
7 500 44 950.19 44 951.32 59.92 59.91 44.07 44.07 3 411.29 3 411.73 31 207.49 31 205.76 13 : 23 13 : 28
Table A.48: The results for the stepwise aggregated partitioning methods using DataS3.
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A.3.4 Hybrid partitioning clustering - DataS3
k–means h–means j–means PAM k–median h–median CLUSTER CLUSTER CLUSTER CLUSTER CLUSTER CLUSTER
Aggregated k–means h–means j–means PAM k–median h–median
method:
SSR values:
k–means 49 135.91 48 274.70 51 386.62 60 953.59 47 549.89 49 099.43 53 047.06 52 289.83 54 110.02 55 014.68 51 262.80 52 528.52
h–means 46 818.83 46 220.61 50 975.01 56 175.63 49 554.65 45 971.56 52 092.11 52 608.61 55 431.53 58 114.34 54 826.73 53 328.09
j–means 48 941.59 48 941.59 49 048.57 59 805.74 50 773.67 48 052.95 51 096.85 52 901.80 54 437.47 57 251.27 52 404.12 51 723.24
PAM 64 589.96 65 254.96 93 936.99 80 020.27 81 187.96 65 823.28 63 511.63 63 511.63 63 618.55 63 511.63 63 511.63 63 511.63
k–median 46 104.62 46 104.62 50 459.93 56 727.54 47 083.99 47 997.96 50 545.19 50 545.19 56 308.22 53 854.57 55 648.74 50 370.69
h–median 46 212.71 47 338.73 50 046.56 57 555.17 47 150.10 48 240.22 50 641.84 50 590.47 52 106.50 57 856.80 51 153.30 47 844.87
Cluster k–means 62 889.00 62 889.00 66 043.02 52 328.04 63 646.57 63 646.57 74 838.94 72 506.48 75 997.45 54 234.68 74 350.65 74 897.40
Cluster h–means 64 488.79 62 243.28 67 582.43 49 929.58 55 146.03 61 890.69 71 895.88 70 945.17 75 083.50 52 454.27 74 098.09 70 223.99
Cluster j–means 157 016.16 157 015.04 159 537.51 156 976.30 157 411.49 157 399.90 157 419.26 157 030.19 157 912.59 157 607.29 157 446.06 157 030.19
Cluster PAM 69 886.45 69 884.08 75 133.45 70 682.14 76 378.83 71 645.08 63 724.31 63 724.31 63 724.31 63 724.31 63 724.31 63 724.31
Cluster k–median 141 396.01 141 396.01 150 623.12 141 226.95 141 484.93 141 937.07 141 943.20 141 374.82 141 562.65 141 234.35 141 973.21 141 383.73
Cluster h–median 61 665.02 62 468.21 74 084.76 59 788.03 61 995.77 60 542.01 73 803.32 74 357.46 79 206.64 54 215.95 69 414.23 72 175.82
MSR values:
k–means 65.63 63.14 64.75 61.54 59.78 65.79 67.20 67.92 68.00 53.67 68.48 69.52
h–means 63.03 62.88 64.30 60.38 61.96 61.58 67.35 70.25 69.72 59.22 66.77 68.53
j–means 64.23 64.23 61.25 58.99 67.28 63.96 63.85 64.56 68.20 64.46 64.47 64.83
PAM 56.09 60.21 55.14 44.91 51.47 52.09 75.24 75.24 75.67 75.24 75.24 75.24
k–median 61.27 61.27 63.63 54.22 61.84 62.01 63.20 63.20 65.15 58.78 66.90 63.06
h–median 59.16 60.04 69.36 62.31 61.55 63.99 60.69 60.58 62.75 63.40 61.21 63.58
Cluster k–means 60.43 60.43 61.36 65.71 64.16 64.16 64.89 59.62 55.24 66.81 56.65 60.01
Cluster h–means 66.09 70.54 63.85 61.40 66.82 65.99 55.00 61.52 55.39 66.60 50.36 58.62
Cluster j–means 46.98 47.04 44.64 47.81 45.47 45.15 47.90 44.71 48.88 49.67 44.47 44.71
Cluster PAM 54.52 54.81 53.91 54.03 54.48 52.79 74.86 74.86 74.86 74.86 74.86 74.86
Cluster k–median 46.26 46.26 45.11 46.53 50.57 42.54 44.34 44.48 41.17 48.31 43.47 43.87
Cluster h–median 65.70 66.01 71.62 66.83 66.73 67.55 61.28 61.42 58.39 65.78 62.76 66.33
Table A.49: The results of the SSR and MSR measures for the hybrid partitioning methods using DataS3.
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k–means h–means j–means PAM k–median h–median CLUSTER CLUSTER CLUSTER CLUSTER CLUSTER CLUSTER
k–means h–means j–means PAM k–median h–median
PD values:
k–means 28.73 28.73 32.13 38.51 31.58 29.88 29.05 23.36 29.30 33.49 24.54 28.73
h–means 27.93 28.88 32.81 33.51 30.70 31.73 28.88 29.24 34.17 37.18 28.88 27.93
j–means 31.38 31.38 30.03 40.54 31.46 28.89 27.66 31.92 29.17 36.22 31.71 31.92
PAM 51.72 51.72 51.72 57.48 58.88 51.72 49.79 49.79 49.79 49.79 49.79 49.79
k–median 32.08 32.08 29.11 33.31 27.87 27.87 27.13 27.13 32.08 33.31 32.95 27.13
h–median 30.13 28.85 34.98 37.68 31.45 32.73 29.10 29.10 33.68 33.05 32.73 29.22
Cluster k–means 25.23 25.23 27.69 31.25 25.23 25.23 27.43 27.43 28.26 31.25 31.00 27.43
Cluster h–means 24.19 24.63 34.15 30.03 26.66 25.51 27.84 27.84 28.35 30.22 31.01 27.84
Cluster j–means 45.74 45.74 48.34 45.74 45.81 45.81 45.81 45.74 45.74 45.74 45.81 45.74
Cluster PAM 39.77 39.77 44.53 39.77 46.60 39.77 39.75 39.75 39.75 39.75 39.75 39.75
Cluster k–median 43.20 43.20 47.32 43.20 43.20 43.30 43.30 43.20 43.20 43.20 43.30 43.20
Cluster h–median 25.91 25.91 28.09 38.41 25.91 25.87 28.44 28.44 28.99 32.53 25.88 28.24
ADM values:
k–means 3 789.69 3 654.71 4 220.47 6 796.01 3 876.05 3 715.39 6 374.98 4 886.33 5 056.64 6 224.40 4 703.62 4 860.96
h–means 3 661.86 3 750.28 4 529.42 5 825.98 4 265.92 3 757.11 5 631.61 5 170.12 6 871.14 6 229.98 6 136.84 5 343.31
j–means 4 441.93 4 441.93 4 379.74 6 810.91 4 137.28 3 801.19 4 915.91 5 211.10 5 277.85 5 507.03 5 284.01 5 022.08
PAM 8 137.79 8 310.51 18 142.75 14 807.24 16 162.09 8 663.08 7 208.20 7 208.20 7 219.12 7 208.20 7 208.20 7 208.20
k–median 3 876.23 3 876.23 3 924.90 6 946.52 3 511.25 3 648.29 5 399.77 5 399.77 7 856.44 5 404.38 6 477.19 5 085.64
h–median 3 953.68 4 108.15 4 348.52 5 900.71 3 722.01 3 704.80 5 342.24 5 344.34 4 964.97 5 727.82 5 071.75 4 052.34
Cluster k–means 11 200.73 11 200.73 14 088.62 5 376.00 11 068.45 11 068.45 21 203.35 20 925.87 24 029.50 5 775.92 19 451.29 21 214.78
Cluster h–means 10 274.45 8 915.02 11 264.09 4 750.84 5 978.91 9 181.76 18 261.74 17 500.09 22 746.06 4 817.17 18 922.55 17 511.15
Cluster j–means 105 397.43 105 397.40 107 890.89 105 397.13 105 959.95 105 960.00 105 960.02 105 397.71 105 408.35 105 406.94 105 960.34 105 397.71
Cluster PAM 9 668.99 9 668.56 11 280.44 9 847.21 12 239.30 10 995.19 6 489.94 6 489.94 6 489.94 6 489.94 6 489.94 6 489.94
Cluster k–median 89 882.33 89 882.33 99 018.48 89 870.80 89 882.43 90 594.69 90 594.70 89 882.52 89 886.05 89 870.82 90 594.79 89 882.56
Cluster h–median 8 345.17 9 122.36 19 018.70 7 921.76 8 816.46 9 130.83 18 179.84 18 189.48 25 952.42 4 935.88 14 954.33 14 781.29
Table A.50: The results of the PD and ADM measures for the hybrid partitioning methods using DataS3.
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AWCD values:
k–means h–means j–means PAM k–median h–median CLUSTER CLUSTER CLUSTER CLUSTER CLUSTER CLUSTER
k–means h–means j–means PAM k–median h–median
k–means 33 441.55 33 078.87 35 209.00 41 620.19 32 841.59 33 688.67 36 280.50 35 748.30 36 910.01 38 127.37 35 486.28 36 109.25
h–means 32 179.96 31 992.94 35 109.83 38 990.36 34 179.03 31 909.91 35 522.86 36 083.44 38 144.10 40 085.78 37 897.27 36 739.44
j–means 33 917.05 33 917.05 33 972.90 41 008.86 34 874.95 33 121.15 35 025.50 36 516.84 37 130.80 39 465.67 36 163.85 35 646.29
PAM 44 870.87 45 213.63 62 150.56 54 914.24 55 700.96 45 875.51 43 674.76 43 674.76 43 761.52 43 674.76 43 674.76 43 674.76
k–median 32 029.00 32 029.00 34 555.73 39 400.59 32 583.84 33 192.60 34 697.82 34 697.82 38 691.05 37 575.11 38 002.34 34 512.22
h–median 32 056.40 32 708.89 34 298.31 39 867.04 32 394.67 33 105.95 34 829.79 34 854.74 35 796.54 39 715.50 35 125.51 32 918.52
Cluster k–means 43 248.98 43 248.98 45 512.39 35 906.73 43 877.03 43 877.03 51 557.52 50 095.28 52 733.88 37 125.77 51 395.19 51 608.02
Cluster h–means 44 327.22 42 771.05 45 960.15 34 542.57 37 604.51 42 382.55 49 952.11 48 915.73 52 249.57 35 917.69 51 487.04 48 514.91
Cluster j–means 109 254.08 109 254.41 110 902.57 109 228.42 109 600.99 109 594.18 109 603.56 109 266.72 109 813.11 109 602.15 109 625.54 109 266.72
Cluster PAM 48 035.27 48 031.58 51 925.07 48 608.42 52 932.90 49 409.96 43 934.10 43 934.10 43 934.10 43 934.10 43 934.10 43 934.10
Cluster k–median 99 292.51 99 292.51 105 111.65 99 194.15 99 338.15 99 762.66 99 765.86 99 281.56 99 415.48 99 198.39 99 785.58 99 287.40
Cluster h–median 42 199.94 43 010.51 50 789.97 40 826.43 42 319.73 41 550.92 50 759.99 51 095.56 54 678.93 37 237.03 47 836.11 49 306.91
CPU times:
k–means 06 : 03 : 09 06 : 03 : 09 06 : 03 : 10 06 : 03 : 10 06 : 03 : 10 06 : 03 : 10 06 : 03 : 12 06 : 03 : 12 06 : 03 : 12 06 : 03 : 12 06 : 03 : 12 06 : 03 : 12
h–means 00 : 03 : 58 00 : 03 : 59 00 : 03 : 59 00 : 03 : 59 00 : 03 : 59 00 : 03 : 59 00 : 04 : 01 00 : 04 : 00 00 : 04 : 01 00 : 04 : 01 00 : 04 : 01 00 : 04 : 00
j–means 01 : 00 : 12 01 : 00 : 12 01 : 00 : 12 01 : 00 : 12 01 : 00 : 11 01 : 00 : 11 01 : 00 : 14 01 : 00 : 14 01 : 00 : 14 01 : 00 : 14 01 : 00 : 14 01 : 00 : 14
PAM 06 : 47 : 08 06 : 47 : 07 06 : 47 : 07 06 : 47 : 07 06 : 47 : 08 06 : 47 : 08 06 : 47 : 10 06 : 47 : 10 06 : 47 : 10 06 : 47 : 10 06 : 47 : 10 06 : 47 : 10
k–median 00 : 02 : 21 00 : 02 : 21 00 : 02 : 21 00 : 02 : 20 00 : 02 : 21 00 : 02 : 21 00 : 02 : 23 00 : 02 : 22 00 : 02 : 24 00 : 02 : 23 00 : 02 : 23 00 : 02 : 23
h–median 00 : 04 : 09 00 : 04 : 09 00 : 04 : 09 00 : 04 : 08 00 : 04 : 09 00 : 04 : 09 00 : 04 : 10 00 : 04 : 10 00 : 04 : 10 00 : 04 : 11 00 : 04 : 10 00 : 04 : 11
Cluster k–means 14 : 56 : 52 14 : 56 : 52 14 : 56 : 52 14 : 56 : 52 14 : 56 : 52 14 : 56 : 51 14 : 56 : 56 14 : 56 : 55 14 : 56 : 56 14 : 56 : 54 14 : 56 : 56 14 : 56 : 56
Cluster h–means 00 : 37 : 47 00 : 37 : 46 00 : 37 : 46 00 : 37 : 47 00 : 37 : 46 00 : 37 : 47 00 : 37 : 50 00 : 37 : 50 00 : 37 : 51 00 : 37 : 49 00 : 37 : 50 00 : 37 : 51
Cluster j–means 00 : 59 : 50 00 : 59 : 51 00 : 59 : 51 00 : 59 : 51 00 : 59 : 51 00 : 59 : 50 00 : 59 : 59 00 : 59 : 59 01 : 00 : 00 01 : 00 : 00 00 : 59 : 59 00 : 59 : 59
Cluster PAM 08 : 17 : 08 08 : 17 : 08 08 : 17 : 08 08 : 17 : 09 08 : 17 : 09 08 : 17 : 08 08 : 17 : 11 08 : 17 : 10 08 : 17 : 11 08 : 17 : 11 08 : 17 : 10 08 : 17 : 11
Cluster k–median 01 : 42 : 21 01 : 42 : 22 01 : 42 : 21 01 : 42 : 21 01 : 42 : 21 01 : 42 : 22 01 : 42 : 30 01 : 42 : 29 01 : 42 : 30 01 : 42 : 30 01 : 42 : 30 01 : 42 : 30
Cluster h–median 00 : 40 : 45 00 : 40 : 45 00 : 40 : 46 00 : 40 : 45 00 : 40 : 45 00 : 40 : 46 00 : 40 : 49 00 : 40 : 49 00 : 40 : 50 00 : 40 : 48 00 : 40 : 49 00 : 40 : 48
Table A.51: The results of the AWCD measure and CPU times for the hybrid partitioning methods using DataS3.
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Appendix B
Displaying points in Google
maps
The code below uses the free GoogleAPI (2014) tool to display markers in GoogleMaps
(2005). Markers can be images downloaded from another map or created and saved
as .png files on the hard drive of a computer.
Copy the code and save it as a .html file in a separate folder on the computer hard
drive. Create a folder called images in the same directory as the html file and save
the markers in this folder. (For example 1.png for image 1 etc.) To execute the code,
open the html file in a web browser. The html file can be edited to show different
sets of points using any standard text editor. To change the points to plot, edit the
customers array in the html file. To change the type of view and centre point, edit
the myOptions variable in the initialize function.
<!DOCTYPE html>
<html>
<head>
<meta name="Customer base" content="initial-scale=1.0, user-scalable=yes" />
<meta http-equiv="content-type" content="text/html; charset=UTF-8"/>
<title>Google Maps client plots in clusters</title>
<link href="http://code.google.com/apis/maps/documentation/javascript/examples/default.css"
rel="stylesheet" type="text/css" />
<script type="text/javascript" src="http://maps.googleapis.com/maps/api/js?sensor=false"></script>
<script type="text/javascript">
function initialize() {
var myOptions = {
zoom: 9,
center: new google.maps.LatLng(-26.22392, 28.09368),
mapTypeId: google.maps.MapTypeId.TERRAIN
} /** Change the centre coordinates of the map and zoom here **/
var map = new google.maps.Map(document.getElementById("map-canvas"),
myOptions);
setMarkers(map, customers);
showOverlays;
}
/**
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* This code comes from a Google Maps JavaScript API v3 Example - Modified by J. Buhrmann 2014
* Place your data in the customers array that can easily be created in a spreadsheet
* Columns: Customer name, Latitude, Longitude, Cluster name, Image to display
*/
var customers = [
['c001', -26.2053, 28.044, 'CLUSTER_1', 1],
['c002', -26.1743, 28.1263, 'CLUSTER_2', 2],
['c003', -26.1384, 28.2148, 'CLUSTER_3', 3],
['c004', -26.205, 28.2657, 'CLUSTER_4', 4],
['c005', -26.3966, 27.8176, 'CLUSTER_5', 5]
];
function setMarkers(map, locations) {
// Add markers to the map
// Marker sizes are expressed as a Size of X,Y
// where the origin of the image (0,0) is located
// in the top left of the image.
// Origins, anchor positions and coordinates of the marker
// increase in the X direction to the right and in
// the Y direction down.
for (var i = 0; i < locations.length; i++) {
var cust = locations[i];
var myLatLng = new google.maps.LatLng(cust[1], cust[2]);
var image = new google.maps.MarkerImage('images/'+ cust[4]+'.png');
var marker = new google.maps.Marker({
position: myLatLng,
map: map,
icon: image,
title: cust[0]
});
attachAMessage(marker, '<font face="Arial">' +cust[0] + '<br>'+cust[1]+", "
+ cust[2]+'<br>'+" Cluster: "+cust[3]+'</font>');
}
}
function showOverlays() {
if (markersArray) {
for (i in markersArray) {
markersArray[i].setMap(map);
}
}
}
function attachAMessage(marker, message) {
var infowindow = new google.maps.InfoWindow({
content: message
});
google.maps.event.addListener(marker, 'click', function() {
infowindow.open(marker.get('map'), marker);
});
}
google.maps.event.addDomListener(window, 'load', initialize);
</script>
</head>
<body onload="initialize()" scrollbar="yes" position:relative>
<div id="map-canvas"></div>
</body>
</html>
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Appendix C
Program optimisation
techniques
The following techniques have been implemented in Chapters 4 – 6 to make the
code of the tested clustering methods more effective and faster. Although some
techniques were only useful for certain methods, like the SAHN methods, others are
general improvements useful when dealing with geographical data or to save CPU
times and/or storage space.
C.1 The use of arrays versus recalculations
When the same calculations are repeated in a program, it makes sense to rather
store the values in arrays. An example is to store distances between all points in a
distance matrix (Li et al., 2010), where the distance matrix is a n × n sized array.
Using the Lance–Williams parameters for the SAHN methods is an example of how
effective a distance matrix can reduce CPU times, as discussed in Section 4.3.1.8.
When calculating the distances, any of the distance calculation methods discussed
in Section 2.8, including Euclidean distances, can be used.
However, with further investigation, it became clear that storing and accessing multi-
dimensional array elements in Visual Basic are more time consuming than recalcu-
lating values that use simple calculations, like plus or minus. More complicated
calculations like square and square root, on the other hand, also took their toll on
CPU times. This brought up the question whether it is faster to calculate values
once and store in an array or recalculate values on the fly as needed.
A midway was chosen where multi-dimensional arrays were only used to avoid re-
peatedly costly calculations. Where the same array elements were accessed multi-
ple times, for example in a for loop, the element was also assigned to a variable,
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because accessing single variables were a lot less time consuming than accessing
multi-dimensional array elements.
C.2 Methods to store a big distance matrix
While using a distance matrix can save CPU time, distance matrices can only be
used if they are small enough to be stored in the program’s memory. For a big
dataset, the size can be too big and can cause memory overflow issues if it is stored
in an n2 sized array.
A number of alternatives were therefore investigated to overcome this problem:
1) If symmetrical distances are used, with dij = dji, only half of the declared array
is actually needed. Furthermore, the distances between all points and themselves
are assumed to be zero and do not have to be stored either. This means that
when calculating a distance matrix, only the upper (or lower) triangular distance
matrix (Li et al., 2010) needs to calculated. This results in only n(n − 1)/2 =
(n2 − n)/2 variables of the n2 sized array actually being necessary.
When this approach is used, a different mechanism is needed to declare the
variables in the program, because an array declaration always assumes the same
number of columns for all rows. Despite the technicality of how to declare the
distance matrix, the program will still start running into storage issues with n
values two times bigger. This approach is therefore only a temporary fix and will
eventually also have memory problems with big enough datasets.
2) Another alternative for the SAHN methods, is to only use a distance matrix for
clusters with more than one point. The distances for single point clusters can
easily be calculated and do not need to be stored. An extra one dimensional
array will be needed to keep track where the cluster’s distances are stored. Using
this approach could potentially half the size of the original distance matrix, but
as is the case with the previous alternative will also not work if n is too big.
3) A third approach to overcome storage space is to divide the distance matrix into
smaller blocks. Li et al. (2010) describes this as the "chunking" method. Even
though there seem to be a limit in storage size of one array, it is possible to
declare multiple arrays of the maximum size. This being said, there is however a
point after which any program will declare that it has reached its storage space
limit.
4) The final alternative is the one recommended. Instead of dividing the distance
matrix, one could also divide the area where the customer points lie. The area can
be divided into mutually exclusive clusters that are treated as smaller subprob-
lems to be solved separately. Each subproblem’s solution will then contribute to
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the holistic solution and care needs to be taken that the final solution also adhere
to all constraints.
The problem with this approach is that clusters close to the borders of the sub-
problems will not be able to merge and this could result in suboptimal solutions
being found compared to solving the holistic problem. Care must therefore be
taken to divide the problem space into obvious logical divisions. The advan-
tage of this decomposition method is that if the division is done correctly, the
complexity of the problem will be reduced and the solution will compare well to
non-decomposed solutions.
Louis and Tang (1999) suggest letting the user divide the problem into sub-
problems with the help of visualisation to solve the TSP. They refer to this as
interactive visual decomposition, which they used to enhance the performance of
a GA heuristic. The problem is first plotted on a map and a user decompose the
problem into logical segments where after each subproblem is solved separately.
A disadvantage of this method is the dependency on the workspeed of the user
to divide the problem into subproblems as well as setting up the subproblems
for the program to solve. The more subproblems are required, the more manual
work is involved.
C.3 Sorting methods
Clustering methods rely heavily on the comparison of distances and therefore also
sorting methods. Different sorting methods exist, straightforward sorting methods
with easy algorithms, like quick sort and bucket sort, have a time complexity of
O(n2), while more sophisticated sorting methods, like heapsort and merge sort can
take at worst O(n log(n)) computation time (Cormen et al., 2009).
Because of the huge volume of distances to sort, it was decided to use the merge
sort method in this thesis. It starts by going through the list and comparing two
items adjacent to each other. For example items 1 and 2 and next items 3 and 4.
The two adjacent items are then sorted in the correct order. The method then loops
through the list again, this time comparing the ordered pairs of items with the next
pair. In the above example, the pairs 1, 2 and 3, 4 are now compared. If item 1 is
smaller than 3, item 2 will next be compared to items 3 and 4. If item 1 is larger
than 3, item 1 will next be compared to item 4 etc., until the order of the four items
have been established. With each comparison, the compared items are again placed
in the correct order. The size of the number of elements to compare keeps growing
until the complete list is sorted.
The sequence of the items in the distance list are recorded in another list, called a
sorted list. After sorting, the clustering method can proceed with clustering by just
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referring the next item in the sorted list without extra calculations. A comparison of
the different sorting methods and an explanation of the merge sort method is given
by Cormen et al. (2009, p 35, 150).
C.4 Keeping track of a cluster’s nearest neighbours
The merge sort method works well for clustering methods with static distance lists
that only needed sorting once. For dynamic distance lists, like the SAHN methods
using the Lance–Williams parameters to update distances, the calculated distances
in the list change over time. Here the focus change from sorting the complete list to
finding the next smallest item in the list.
One way to achieve this effectively is by keeping track of the shortest distance found
for every point or cluster while the distances are being calculated. This is similar to
the suggestion by Murtagh (1983) to keep track of the nearest neighbours, described
in Section 2.1.9. As soon as two clusters are merged, the algorithm only recalculates
the newly merged cluster’s distances with the other clusters. An extra check is
required to see if any of the other clusters have one of the two clusters that merged
listed as their closest cluster. If this is the case the cluster’s nearest neighbour needs
to be calculated again. When deciding which distance is the next smallest distance
overall, the program only has to loop through the list of nearest neighbours per
point or cluster and return the smallest value.
C.5 Using coordinates instead of distance calculations
for comparisons
Instead of using costly calculations to determine and compare distances to find the
nearest neighbours, this technique tries to eliminate unlikely candidates beforehand.
This is done by comparing the absolute difference in coordinates to those of the
current nearest neighbour. If the absolute differences of one of the coordinates are
smaller than the current best, the distances are calculated and compared as usual
to determine if this is a closest neighbour.
In the case of Euclidean decimal coordinates, the absolute differences are calculated
as ‖a1i − b1i‖ for the longitude values and ‖a2i − b2i‖ for the latitude values between
the customer ai = (a1i , a2i) and the point being considered bi = (b1i , b2i).
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C.6 Identifying adjacent clusters
In order to find the nearest neighbour for a cluster, Grimm (1987) suggested only
considering the inter-cluster distances of adjacent clusters. Unfortunately, deter-
mining adjacent clusters is not an easy task when dealing with discrete geographical
data, because multiple clusters could be close to different points in the cluster and
clusters may even overlap. To determine adjacent clusters, the following methods
were investigated:
• The most straightforward method to determine adjacent clusters is to find,
for every point in a given cluster, the closest point outside this cluster. The
adjacent clusters are then the clusters to which these points belong.
This method can be quite time consuming and cannot guarantee an inclusive
list of all adjacent clusters. If, for example, there is an outlier point in a given
cluster, the point can be adjacent to multiple clusters. Using the method
above, only one of these clusters will be listed. The other clusters might not
necessarily be the closest cluster to any of the other points in the cluster either.
In this case these clusters will not be in adjacent cluster list.
• Another method to find adjacent clusters is to divide the geographical data
into smaller blocks, similar to a suggestion made by Murtagh (1983). If a block
is centred around the cluster in question, then all clusters in this block can be
considered adjacent. This method cannot guarantee that all adjacent clusters
will be listed either, because it depends on the size of the block. If the cluster
is too big for the block, adjacent clusters can fall outside the border. If the
block size is too big, some non-adjacent clusters can also be included. A lot of
time and effort can also be spent on determining the correct size of the blocks
with no guarantee that all adjacent clusters are listed accurately.
• A third method, that uses the distance to the closest cluster, was therefore
used. This method calculates the distances from a given cluster’s centroid
to the centroids of all other clusters. The distance to the closest centroid is
then identified and if any given point from another cluster is closer than this
distance to a point in the given cluster, the cluster to which this point belongs
is listed as an adjacent cluster. This method works well for non-overlapping
clusters.
C.7 Arrays versus text string variables
During the coding of the graph-based clustering method another optimisation tech-
nique was used. To make the methods faster, it was important to keep track of the
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points connected to each point, that represented a constructed graph. An array per
point listing all the connected points would take up too much memory, because a
big enough storage space needs to be reserved even though the size could vary per
point and is unknown beforehand. The speed to access such big arrays also took too
long.
It was then decided to associate a text string with each point. The text string con-
tained all point numbers that were connected to the point, separated with semicolon
characters. When needed the text string was parsed inside a loop to find all the con-
nected customers. This method proved to be much faster than looping through all
points to find the connected ones, but became quite sluggish when dealing with
strings with many connecting points.
C.8 Linked lists
Linked lists, described in Cormen et al. (2009, p 236), are an effective method to
store ordered lists as an alternative to using multi-dimensional arrays. These lists
can keep track of the sorting order of a list of points. It can also be used to keep
track of all points assigned to a cluster or the sequence of a number of points, for
example when constructing routes. Here, each element in the list points to the next
element in the list, effectively creating a path through the data. Linked lists are
therefore ideal to prevent looping through large numbers of data to identify all the
points in a cluster. In this thesis it was also used in the MCA method to construct
routes, by storing the sequence of customers to be visited.
A one dimensional array is used to store the next point associated to each point in
the list. If the points are divided into mutually exclusive sets, as is the case when
creating route clusters for the single–source CLRP, the sequences of the different sets
(routes) can be stored in a single one dimensional array. When using sorted lists it
is important to be able to identify the start and endpoints of a list to ensure the list
can be read correctly. To determine the first point in a linked list, a separate array
can be used. If the list can be given the same index number as the first element in
the list, then finding the first element is trivial. The last point in a cluster has a
value of zero, which means there are no more points in the cluster. If the number
of elements in a list must be known, it needs to be stored in a separate array.
C.9 Summary
In this Chapter, programming techniques that were useful when dealing with ge-
ographical data and to save CPU times and/or storage space, are discussed. The
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C.9 Summary
highlights are:
• The use of interactive visual decomposition to divide of a problem into sub-
problems when dealing with too large distance matrices, (Louis and Tang,
1999).
• A method is proposed to identify adjacent clusters for discrete datasets.
• The use of the absolute difference of coordinates as a quick estimate when
comparing distances between geographical points, instead of calculating the
actual distance.
• The use of linked lists to construct route sequences, that can all be stored in
a single one dimensional array if the problem is single-source.
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