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ABSTRACT 
An increasing amount of images are being uploaded, shared, and retrieved on the Web. These 
large image collections need to be properly stored, organized and easily retrieved. Tags have 
a key role in image retrieval but it is difficult for those who upload the images to also 
undertake the quality tag assignment for potential future retrieval by others. Relying on 
professional keyword assignment is not a practical option for large image collections due to 
resource constraints. Although a number of content-based image retrieval systems have been 
launched, they have not demonstrated sufficient utility on large-scale image sources on the 
web, and are usually used as a supplement to existing text-based image retrieval systems. An 
alternative to professional image indexing can be social tagging -- with two major types being 
photo-sharing networks and image labeling games. Here we analyze these applications to 
evaluate their usefulness from the semantic point of view. We also investigate whether social 
tagging behaviour can be managed. The findings of the study have shown that social tagging 
can generate a sizeable number of tags that can be classified as interpretive for an image, and 
that tagging behaviour has a manageable and adjustable nature depending on tagging 
guidelines. 
1. INTRODUCTION 
A large quantity of social media data (text, audio, video, images, etc) is uploaded to the web 
constantly. With the popularity of digital photo cameras and mobiles (with cameras), the 
reduction in cost for image storage and editing, and the popularity of social networks, the 
Web now abounds with images differing in quality, context and target audience. People 
upload, browse, share and comment on thousands of images every day. Images are searched 
on the Web, purchased from stock libraries, and shared on photo-sharing websites. Moreover, 
photo sharing is known to be the leading activity on social networks (Universal McCann, 
2008). These large image collections need to be properly stored, organized and easily 
retrieved. 
Images used to be managed and categorised by librarians and archivists, amongst others.  
However, professional keyword assignment is too time consuming to be used effectively on 
large image collections available on the web. Although a number of content-based image 
retrieval systems have been launched, they have not demonstrated sufficient utility on large-
scale collections like the web. These systems are usually used as a supplement to existing 
context-based (or metadata-based) image retrieval systems using text, with additional 
functionality (e.g. search of similar images, search of specific colour scheme, etc). An 
alternative for professional image indexing is claimed to be social tagging, which emerged 
around five years ago together with the Web 2.0 era.  
The main aim of this work is to investigate whether social tagging can efficiently provide 
images with semantic descriptions, and how the social tagging behaviour can be managed. 
The work focuses on the following research questions: (1) What are the facets of image tags 
in a popular photo-sharing social network? (2) How do these tag facets change in a gaming 
environment? and (3) Can imposing restrictions on a game along with the provision of 
guidelines improve the semantic description of images?  To address these questions, a multi-
faceted methodology was used.   
First of all, the analysis of existing tagging behaviour provided us with information about 
facets of popular image attributes used for image description. The work subsequently also 
covers a new trend in crowdsourcing using Games With A Purpose (GWAP), which is widely 
used to support image indexing. Two types of games were created to evaluate the influence of 
collaboration on image tagging, viz the unrestricted and guided gaming environments. This 
work aims to provide a clearer picture of tagging-generation environments and their 
outcomes. 
The paper is organized as follows. Related work and research context is presented in section 
2. Section 3 describes our methodology based on a modified image attributes classification 
system. In section 4 we discuss the main results of applying the classification system and an 
experiment using Games With A Purpose (GWAP). This is followed by a discussion in 
section 5. Lastly, section 6 presents our conclusions and plans for future work. 
2. RELATED WORK 
2.1 Image Retrieval Systems 
According to Ferecatu et al (2008), the value of interpretative and semantically rich keywords 
for image retrieval is undeniable. However, these keywords cannot be derived automatically 
from image content, as there is a need for an association between content low-level features 
(defined below) and the high-level semantic concepts behind them. This kind of reasoning 
can only be done by a human either through professional description of images or through 
image tagging in various social applications. 
Image retrieval systems can be broadly categorized into two main categories: context-based 
and content-based (Westman, 2009). Context-based (also known as metadata, (piggy-back) 
text-based or concept-based) image retrieval systems use text to describe the image, whereas, 
content-based image retrieval (CBIR) systems employ visual features such as colour, shape, 
texture, object position for image description.  
Context-based image retrieval systems have been used since late 1970s, and are still the 
predominant method used for image search. They are known to be more efficient and 
accurate, and are based on assigning metadata to images. The metadata could be title, natural 
language description, author, date and time of creation, and assigned keywords (either with 
the help of controlled vocabulary, professional natural language description, or through social 
tagging). For web image search engines words in the anchor text of a link, filename, etc. 
could also be additional contextual information (Westman, 2009). Rui, et al (1999) have 
outlined several main difficulties with context-based image retrieval. These systems are time- 
and labor-consuming and subjective (as the same image may be perceived differently 
depending on place, time and purpose of its use).  
Content-based image retrieval (CBIR) is an alternative to a context-based approach, as it does 
not involve text to describe images. It focuses on low-level features (colour, texture, and 
shape) in an image. However, they are unable to retrieve high-level features such as subject 
and meaning, which are of primary importance in image search. Hence, they tend to be used 
more in retrieving subsets of specific visual attributes in domain specific systems, in 
experimental projects or as an extra feature of existing context-based retrieval systems. The 
discrepancy between low-level visual features and high-level semantic concepts is often 
referred to as the problem of the semantic gap (Sawant et al, 2010; Eakins and Graham, 
1999). 
Chu (2010) assumes that the integration of context-based and content-based approaches 
“seems to be an ideal road to take in representing multimedia”, as keywords and tags can 
capture the semantic content of images, whereas image attributes like colour and texture, 
which are hard to name, could be recognized by CBIR.  In her extensive survey of image 
users’ needs and search behaviour, Westman (2009) cites Eakins and Graham (1999) who 
claim that text-based search mostly operates with semantic terms, whereas syntactic attributes 
(colour, shape, texture, etc.) are selected from a menu (e.g. drop down). 
2.2 The problem: the known semantic gap 
Semantics, with respect to images, is an association between low-level features, such as 
shapes, colours, textures, and high-level concepts that could be presented by words (Sawant 
et al, 2010). Smeulders et al (2000) define the semantic gap as the “lack of coincidence 
between the information that one can extract from the visual data and the interpretation that 
the same data have for a user in a given situation”. In other words, it is the difference between 
the way a human perceives the image and the actual image content. Hare et al (2006) 
differentiate between “the gap between the descriptors and object labels” and “the gap 
between the labelled objects and the full semantics”. Even if it is possible to label all the 
objects on the image it does not guarantee that the semantics will be captured, as semantics is 
more about relationships between objects, relationship with the world at large and some 
broader context. As Enser et al  (2007)  concluded, bridging the semantic gap has drawn the 
attention of a lot of researchers in the image retrieval community. We can characterize the 
semantic gap in two ways. The first gap (the one that lies between feature-vectors of the 
image and generic objects) is covered by CBIR algorithmic work, whereas the second gap 
(the one which is between object labelling and high-level reasoning) still needs human 
intellect as an essential component. 
2.3 A solution: the social approach 
The main human-based alternative for traditional indexing is social input. Sawant et al (2010) 
have identified a number of challenges that they stated could be potentially addressed by 
tagging using a social approach. These include motivation and therefore tagging outcome, 
cultural differences, tag spamming and specialized knowledge of different user groups that 
could cause problems in interpreting tags like “d50” and “hauptstadt”, which are meaningless 
to a global audience.  Although tagging is thought to be subjective, in fact collaborative work 
helps to alleviate the problem, revealing the ‘wisdom of the crowd’ and with the potential to 
improve the metadata quality of photos over time.   
A method by which web users could add their own searchable keywords to bookmarks, 
photos, videos, etc. for future retrieval is known as social tagging, and these descriptive 
keywords are known as tags (Motive, 2005). Several works (Rorissa, 2010; Rafferty and 
Hidderley, 2007) focus solely on tagging behaviour within social networks like Flickr, while 
other means of contribution, such as crowdsourcing and social games with a purpose, have 
been less investigated. Crowdsourcing has proved itself to be “a reasonable substitute for 
repetitive expert annotations” (Sawant et al, 2010). Recent crowdsourcing systems like 
LabelMe and Amazon Mechanical Turk Internet enlist the user for image labeling tasks. 
People are provided with detailed instructions about a particular task and are given a small 
cash reward in return for satisfactory completion. The tasks are usually split into smaller units 
to encourage people to do as many tasks as possible. Nevertheless, the two major sources of 
image annotations are considered collaborative image labelling games (Games With A 
Purpose - GWAP) and tagging communities in social networks. 
2.3.1 Social Tagging in Photo-sharing Networks 
An online object can have multiple tags, and objects with the same tags can be grouped 
together, with the tags themselves being used to create a folksonomy (Gordon-Murnane, 
2006). The term folksonomy was coined in 2005 by information architect Thomas Vander 
Wal by combining the words “taxonomy” and “folk” (Dye, 2006). Folksonomies commonly 
take the form of a tag cloud, where the size of each tag depicts the frequency of the word in 
the system. Folksonomies can be of two types: the first is a broad folksonomy, which is 
created by assigning various tags to the same content by different users; the second type is 
called a narrow folksonomy, where users tag their own content for future retrieval and 
sharing (Dye, 2006). Cattuto et al (2008) investigate the properties of such tagging systems 
by focusing on one particular social bookmarking system del.icio.us.  
Probably the best known example of a photo-sharing environment is Flickr. Tagging, 
comments and rating used in this and other systems have a huge impact on image description. 
Flickr predominantly addresses ‘findability’ within personal content (Dye, 2006). Although 
Flickr is more about narrow folksonomy, where creation of metadata is the business of the 
person who posts the image, it also has social groups collecting tag specific photos. This is 
called “tagography”. Social tagging is also used in other applications such as museum 
collections (Trant and Wyman, 2006).  
2.3.2 Games With A Purpose (GWAP) 
Sawant et al (2010) state that along with photo-sharing services collaborative gaming has 
significantly influenced the area of image retrieval and interpretation. While tagging in 
photo-sharing websites is known to be subjective and contains a lot of unidentified and 
misspelled words, guidelines could be designed to create social games for given tagging 
behaviour. GWAP or “games with a purpose” are computer games that are designed to use 
human’s cognitive abilities as a side effect of the playing process. They are used to get people 
involved in performing tasks that cannot be performed automatically. However, people 
usually play not because they want to solve “an instant computational problem” (von Ahn 
and Dabbish, 2008), but because they want to be entertained with a fast-paced and enjoyable 
game. The computation is just a side-effect of a game. Players are motivated to score as many 
points as possible within some time limit. They are usually paired randomly in order to 
prevent cheating and increase the quality of the game results. GWAP has been used in 
various applications including affect for a database of messages (Pearl and Steyvers, 2010), 
to produce domain specific sentiment lexicons (Weichselbraun et al, 2011), detecting 
passivized intransitive verbs in Turkish sentences (Gencer et al, 2012), and building 
ontologies for the semantic web (Siorpaes and Hepp, 2008).  
There is also a variety of games for eliciting annotations (in the form of tags), for example:  
 
 Games for video annotation: PopVideo (GWAP, N.D.), OntoTube  
(OntoGame, N.D.).  
 Games for image annotation: ESP Game and Matchin (GWAP, N.D.).  
 Games for audio annotation: TagATune (GWAP, N.D.), Herdit (FaceBook, 
N.D.).  
 Games for text annotation: Verbosity GWAP, N.D.),  Phrase Detectives (N.D.) 
 
According to Goh et al (2010b), human computation games are mostly collaborative in 
nature. Players cooperate in order to score points. However, there is another recent 
competitive type (Ho et al, 2009), where participants play against each other. It is mostly used 
to address quality issues in collaborative games. Mobile games are usually used for location-
based annotation and are competitive by their nature. Examples are PhotoCity (N.D.), Eyespy 
(Bell et al, 2009), Gopher Game (Casey et al, 2007), MobiMissions  Grant et al, 2007),  
CityExplorer (Matyas et al, 2008) and Indagator (Lee et al, 2010). Web-based applications 
are mostly designed for keywords assignment or similarity judgments. According to von Ahn 
and Dabbish (2008) collaborative games can be put into three categories: output agreement 
(player attempts to generate the same output based on the common input), input agreement 
(players have to decide whether they have the same input or not based on the independently 
generated descriptions of each other), and inversion problem (“Describer” – “Guesser” 
principal) games.  
3. METHODOLOGY 
3.1 Overall Approach 
Human intervention is still required for effective image retrieval, despite the advances in 
CBIR. Automatic tagging which relies on extraction techniques alone is not sufficiently 
reliable in multimedia generally (Wang et al, 2012). User-provided tags are usually noisy and 
incomplete (Wang et al, 2012), and some kind of quality control is therefore desirable.  Our 
work addresses image tagging habits and how we can specify and analyse the means of 
reaching a semantic description of an image through social tagging applications such as a 
photo-sharing network and a gaming environment.  
3.1.1 Tags in photo-sharing networks 
Flickr is an online photo-sharing web site which was launched in 2004. It serves as an online 
storage with sharing facility. It also allows users to annotate uploaded images with titles, 
descriptions or tags. Users could also set privacy settings both for visibility and for tagging 
and commenting activities. Flickr has already been used in a number of previous researches 
(e.g. Van Zwol and Sigurbjornsson, 2010). It shows real-world  use, storage and classification 
of images in contrast to laboratory-constructed experiments, and its images are not limited to 
particular subject domains. 
For the evaluation of photo-sharing tags, 130 top tags and 500 random tags from the Flickr 
collection were selected. Most of the existing research in the area is based on randomly 
retrieved tags and queries. We analyzed the most popular tags contained in the Flickr 
collection in the form of a tag cloud in order to show the overall trend. We then examined 
five hundred tags from the Flickr-based CoPhIR collection (Bolettieri, 2009) which were 
randomly selected and analyzed in order to understand the nature of average tagging 
behaviour in a photo-sharing environment. 
 
 3.1.2 Tags in image-labelling games 
The aim of the next theme in our research was to analyse the influence of collaboration and 
predefined tagging guidelines for conceptual tagging improvement.  The quality of GWAP 
results is usually evaluated based on the descriptiveness and usefulness of the tags for future 
retrieval. There are a number of existing papers about GWAP design, implementation and 
evaluation mostly for one particular application (Ho et al, 2009; Lee et al 2010; von Ahn et 
all, 2006; Bell et al, 2009; Šimko, J and Bieliková, 2012). There are also a number of 
comparative studies (von Ahn and Dabbish, 2004; 2008). However, they are mostly oriented 
towards game design and purpose, rather than being an evaluation of actual game outcomes. 
The only article which is similar to this research is a comparative study of Goh et al (2010b) 
across three different types of tagging application evaluating quality of computations and user 
perceptions. As there are neither customisable games that could be used for research purposes 
nor available data about the outcome of existing image tagging games, it was decided to 
design and develop two types of games for further game-based tag analysis. The purpose of 
the games would be to assign tags to a selected image set from CoPhiR through playing 
regular and restricted image-labelling games.  Both games are collaborative and the output is 
a set of agreed tags. 
The first game (Image-Labelling Game 1) was designed based on a Google Image Labeller 
mechanism. It was used to analyze the default image-tagging behaviour during a game. The 
second game (Image-Labelling Game with Guidelines 2) was a modification of the first game 
through changing the rules by assigning each image a list of  taboo words to prevent players 
from describing an image with visual entities like colours (red, blue) and explicitly-presented 
objects (girl, house). This encouraged a more semantic-oriented approach in image 
description in comparison with the first game, and motivated players to tag images more 
conceptually (happiness, joy). These taboo words were defined by the first author.  As with 
the majority of existing image- labelling games, both our games are collaborative in nature 
(Goh et al, 2010b). 
For each game two players were randomly chosen from all potential players. In each round, 
both players were given the same image as an input. Within a time limit players had to 
produce and match on as many descriptive keywords – tags– as possible based on the given 
image. For each match the players obtained 50 points and were notified of the outcome. The 
final score was a sum of match points, therefore players were rewarded for agreement on the 
number of tag matches with other players. They did not have to produce the tags at the same 
time.  There was no “correct” tag. The main aim was to think like his/her partner and enter 
the same tag, which helps to avoid biased image description. Although participants were co-
located in the same lab, they did not know who their partners were, and direct communication 
among participants was prohibited. 
This approach was used to cover the main characteristics of social image-tagging behaviour 
and to analyze the usefulness and success factors of social input for semantic image tagging.  
We used this approach to investigate the output in different social-based image environments 
and to provide an indication of how human knowledge can be used to bridge the semantic gap 
between image objects and high-level reasoning, which cannot be achieved automatically 
(see above).   
3.2 Classification for Tag Analysis  
In order to analyse tags, it is necessary to understand image attributes - features that can 
include visual, as well as spatial, semantic or emotional characteristics (Jorgensen, 1996). 
There are many frameworks for classification of image attributes. Some of them are oriented 
towards indexing (Jaimes and Change, 2000), some towards searching (Chung and Yoon, 
2011), and some combine both, concentrating on image descriptions which can be both 
search terms and indexing terms (Jorgensen, 1996; Westman, 2009). 
For tag analysis we have chosen the following classification method. The coding of tags was 
done in two steps. First of all, tags were assigned to the following levels of image attributes: 
1) metadata features, 2) primitive features, 3) visible general objects, and 4) semantic features 
(see table 1). Secondly, as the Level 4 (semantic tags) is of primary interest for this work, 
tags which fell into this category were analysed according to further facets: who, what, where 
and when. The coding system was initially tested on a sample set of descriptive words.  
Employed classification Jorgensen 





Primitive syntactic features, which include colours, 








Visible objects/people in the image, as well as 
generic spatial features, which could be recognized 
by global colour analysis  
Literal objects 
People 
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involving interpretation of the 
meaning and purpose of the visual 
features 








Table 1 - Comparison of our employed classification with Jorgensen’s framework 
The chosen classification scheme is derived from the literature and corresponds to existing 
frameworks (Jaimes and Change, 2000; Jorgensen, 1996). Table 1 compares it to the 
classification used with Jorgensen’s framework. It contains levels of non-visual, visual and 
conceptual information. The main difference is that this classification consists of four levels, 
splitting visible objects from the interpretations of visible objects (people vs. family or 
friends). It is similar to Jorgensen’s (1996) division of image attributes into perceptual and 
interpretive groups. The term 'perceptual' refers to things in the image e.g. person, ship, 
beach, whereas the 'interpretive' term refers to a subjective view of what is happening in the 
image e.g. person laughing,  having a good time, being sad etc. This differentiation will help 
to evaluate the significance of interpretive attributes for image description in contrast to 
perceptually visible objects that could be indexed by automatic indexing algorithms. The 
derived image attributes’ levels are listed below: 
 Level 1 – non-visual metadata features: contain information about the author of the 
image, creation/upload date, photo camera characteristics, etc. 
 Level 2 – primitive syntactic features: are the basis for CBIR systems and include colours 
(yellow, green, hue, saturation, brightness), shapes (round, triangle) and textures (a 
texture of a tissue, bricks, orange peel).  
 Level 3 – visible objects/people on the image: are usually generic in nature (ball, chair, 
child).  
 Level 4 –semantic (conceptual) features: involve interpretation of the meaning and the 
purpose of the visual features (see below).  
As the primary interest of this work is the influence of social tagging on bridging the 
semantic gap, Level 4 tags are analysed in more detail. Based on a combination of Enser et al 
(2007) and Sawant et al’s (2010) definitions of semantic levels, Level 4 tags are divided into 
four groups: 
 Who: Who is portrayed on the image?  The facet includes specific naming of people 
(John, Michael Jackson), general naming of professions (lawyer, businessman) and the 
naming of people’s groups (family, couple, crew). 
 What: What does the picture portray?  The facet deals with visual semantic interpretation 
(gift, education, football, etc), aesthetical and emotive features (cute, sexy, happy, etc). 
 When: When is the picture taken?  This facet identifies person-specific (birthday), 
community-specific (New Year, Second World War), global events (swimming, skiing, 
cooking, etc.), time with no direct visual presence presented as natural values (night, 
autumn, etc.), artificial values (year, week, era), and specific values (1st January, 2011, 
8.15 am, etc). 
 Where: Where is the picture taken?   This facet is associated with “geographically-
grounded places” (London, Brazil, etc) and “non-grounded” entities (restaurant, museum, 
etc.) (Enser et al, 2007; Sawant, 2010). 
4 RESULTS 
Here we describe the results of analysis of the photo-sharing network (Flickr) tags and the 
two games that followed. The Flickr tags showed that people used a considerable number of 
semantic features (Level 4) without any prompting. These tended to focus around the context 
of the individual. Differences between social tagging and GWAP results are clear.  Under a 
collaborative game scenario, users displayed a balanced use of perceptual and interpretive 
tags. When some restrictions were added to the game along with guidelines, the potential to 
increase the number of interpretive tags was shown.  
4.1 Tagging Behaviour in a Photo-sharing Network 
The following analysis is based on information publicly available on Flickr. The information 
about popular tags was retrieved on 07/05/2011 from the Flickr tag cloud (N.D.). After data 
analysis the plural forms of nouns and spelling variations were eliminated leaving 134 tags 
for further classification.  
 
 
Figure 1.  Top Flickr tags' distribution. 
 
 
Figure 2.  Random Flickr tags' distribution. 
This research aimed to analyze the current state of tagging behaviour on Flickr and the nature 
of tags based on the chosen classification scheme. Figure 1 shows the distribution of the top 
Flickr tags. Level 4 (semantic) tags remained the most popular (63.4%) and this percentage 
was considerably higher than those of subsequent categories. The next most popular category 
was Level 3 (visible objects) tags with 20.1%.  Level 2 (primitive features) comprised 10.5% 
and Level 1 (metadata) comprised 6% of tags. Using Jorgensen’s (1996) classification, the 
number of interpretive tags (69.4%) was considerably higher than that of perceptual tags 
(30.6%). These figures mean that tagging in a photo-sharing environment heavily depends on 
human interpretative abilities and preliminary knowledge about the photograph subject and 
the history of creation. The location facet (52%) dominated among semantic tags.  This could 
be explained by the fact that the majority of images on Flickr are people’s vacation and 
travelling photographs and are tagged with visited geographical places. The “who” facet 
remains the least popular (6%) among tags, while “what” and “when” facets share the 2nd 
(25%) and the 3rd (17%) places respectively.  
Along with the most popular tags, it was useful to analyse average tagging behaviour. Five 
hundred distinct tags were selected from the CoPhIR database for further analysis. The Flickr 
collection has many less ‘meaningful’ tags that could only be understood by people knowing 
the employed abbreviation or term. This was the reason behind creating a “Meaningless” 
category in the following analysis. Although there is functionality in Flickr to enter a phrase 
tag in a form of separate words, many users prefer to type in phrases as one word 
(summervacation). For the purpose of tag content analysis solid words were disjoint. 
However, it should be noted that in practice, the majority of the genuine tags of this type will 
not support image retrieval with the usual queries. Another peculiarity of Flickr tags is the 
presence of a tag category naming Flickr group names. Although these tags are difficult to 
interpret, those that were found were inserted into the metadata class (Level 1). In order to 
preserve as much information as possible the non-English words (Spanish, French, etc) were 
translated with the help of Google Translator (N.D.) and the meaning of a number of words 
was checked with Wikipedia (N.D). 
Tags were analyzed and plural forms and spelling variations were reduced, leaving 468 tags 
for further analysis. Figure 2 shows the random Flickr tag distributions. About 11% of the 
remaining tags were coded as meaningless, including examples such as numbers (6, 17,812), 
not generally-accepted abbreviations (co, kma, haas, etc), website names 
(httpwwwflickrcomphotosliyin), and symbols (½ï¿½, ä¸æµ).  The majority (65.4%) of the rest 
of the tags fell into the Level 4 group. Using the Jorgensen categorization, perceptual tags 
(Level 2 and Level 3) were 19% of the total. The distribution of Levels is similar to popular 
Flickr tag distribution, with the only difference being that Level 1 (metadata) tags are more 
popular in a random sample set compared with a top sample set. These Level 1 tags comprise 
about 5% of all tags and mostly include camera and lense information (fuji film pro 400h, 
45mm), as well as names of the groups, creators, and genres (anime, self-portrait, etc). Level 
2 (primitive features) tags were the least popular (2.1%) and were predominantly composed 
of colour names (amber, catchy colours, grey) and image orientation (landscape, portrait).  
The next step included coding and analysis of Level 4 tags. The tags were analyzed without 
inspecting the image they were assigned to, and therefore a number of ambiguous and 
polysemous words were assigned to several semantic facets. Most of the tags (41%) 
represented the location facet, which is similar to the top Flickr tag distribution. In contrast to 
the most popular tags, random tags more often belonged to the “who” facet (19%). The 
reason behind this difference is the diversity of names. Although photos are quite often 
tagged with people’s names, none of these is widely used in the top tag set.  
Interestingly, in contrast to a traditional filing system of image storage, where people tend to 
organize their collection chronologically, Flickr users are more location-oriented. However 
the second refinement in both systems is event information, which in the classification system 
employed was assigned to the ‘what’ facet and partially, if it was a community seasonal event 
like Christmas or Halloween, to the ‘when’ facet.  It could be argued, that online systems like 
Flickr or Facebook provide easier access to tagging functionality for users. However, PC 
applications like Picasa also offer its users the functionality to identify people. 
To conclude, it should be said that most of the user-assigned tags are by nature interpretive. 
In social networks and photo-sharing websites it is more evident, as the main purpose of these 
online communities is story-telling by means of pictures – hence the dominance of the 
interpretive category. This explains why images were described with information like place 
name and history, event and event participants.   
4.2 Experimental Gaming Environment for Image Tagging 
For each game similar sets of 20 images were selected from the CoPhIR image database, each 
of which contain information on the same concept. In each game 10 postgraduates with no or 
partial preliminary knowledge of the topic participated. Out of ten participants seven were 
female and three were male, all in the 20-39 years age range. Over half of the participants had 
an IT background. Other professional areas presented were law, finance, journalism and 
social science. Participants’ tagging experience mostly comes from the tagging of friends on 
Facebook photos; however, two participants were regular Flickr/Picasa users and one had no 
tagging experience at all. None of the participants had played on-line games on a regular 
basis. The majority had no or only a vague idea about games with a purpose. Each game was 
conducted for 20 minutes, collecting 590 and 342 tags for Game (1) and Game (2) 
respectively. After the first analysis stage, all duplications and spelling variations for each 
image were excluded, leaving 354 and 250 tags for further analysis.  The facet analysis and 




Figure 3. Game 1 tags' distribution. 
 
 
Figure 4. Game 1 matched tags. 
 
 
4.2.1 Image-Labelling Game (1) 
The main outcome of this collaborative game was that most of the tags were interpretive 
(63.6%); however, the percentage of perceptual descriptions (Level 2 and Level 3) was also 
quite high (36.4%).  The majority of the interpretive tags included semantic interpretation of 
visual objects/scenes (football, kitchen, tombs, etc), aesthetic and emotive features (sadness, 
peace, cute, etc), and activities (cooking, sleeping, etc). The absence of metadata (Level 1) 
tags is explained by the lack of knowledge about the images’ background information. 
Matched tags made up 14% of the game’s outcome.  
 
 
Figure 5. Game 2 tag distribution. 
 
 
Figure 6. Game 2 matched tags 
 
The amount of perceptual and interpretive matched tags were spread equally.  The majority 
of perceptual tags were general objects, scenes and people (man, umbrella, sky, etc). The 
distribution of semantic (Level 4) matched tags was similar to the distribution of all semantic 
Game1 tags, with a prevalence of the concept semantic facet (i.e. the ‘what’), followed by 
person, location and time facets. 
According to a number of studies, image-labelling games are recognised as a good source of 
image tags. This study indicates that the game’s outcome within an unrestricted game 
scenario has provided evidence for a balanced image description with general and interpretive 
words. However, due to the CBIR systems development and enhancement of object 
description algorithms, the need for object naming could be less important than image 
semantic interpretation which cannot be achieved through computer-based algorithms. Thus, 
in order to benefit from human input, there is a need for image tagging guidelines which 
prompt for more semantic, interpretive tagging. 
 
Figure 7: An example of an image within a collaborative game with restrictions: Stop 
words were   two, woman, red, blue, white, women. 
4.2.2 Image-Labelling Game with Guidelines (2) 
The second collaborative game imposed restrictions on players, forbidding the use of words 
representing visual entities e.g. colour and explicitly-presented objects. The major outcome of 
this experiment was that the large majority of the tags (90.8%) were semantic interpretive 
words with a prevalence of ’what’ tags,  with much fewer tags representing ’who’, ‘when and 
‘where’. For example, one image was described with the following words: fans, victory, 
sport, cheering, team, happiness, support, fun, friendship, passion, game, exciting, pleasure, 
football. Figure 7 shows an image along with the restrictions/stop words that were applied. 
Matched tags made up 10.4% of the game’s outcome, which is slightly less than in the first 
game (14%). The taboo word list reduced the number of matched perceptual words which 
made up only 15.4% whilst eliminating primitive feature (Level 2) tags - colours, shapes, etc. 
The majority of Level 4 tags are “what” concept words with “who” and “where” concepts 
used with much less frequency.  The absence of “when” facet tags in a matched group could 
be mostly explained by spelling variations/errors/typos such Halloween/Holloween/Hallowen 
etc. 
5. DISCUSSION 
Although previous research e.g. (Rorissa, 2010) showed that more perceptual attributes 
(colour, shapes, objects) were used for image descriptions of Flickr images, the results of this 
work show that tags can also be interpretive. Flickr users tend to assign specific names and 
geographical locations, as well as generally describe images by naming the general events 
and concepts presented. However, the number of tags for perceptual visual features tends to 
be lower than for conceptual features. These findings correspond with previous research of 
search image attributes e.g. (Chung and Yoon, 2011), which found that semantic (conceptual) 
category of image attributes is the most popular among users’ queries. 
On this evidence Games With A Purpose (GWAP) are a useful application for image tagging, 
and could be used for various purposes depending on the game’s rules and winning 
conditions. Within unconditional gaming environments, players tend to use a balance of 
perceptual and interpretive image attributes. However, the limitation on words that could be 
used for tagging may stimulate players’ interpretive descriptions. This helps to beneficially 
employ human abilities – without having duplicate data that can be extracted by CBIR or 
automatic indexing systems. According to the results of this study, the variety of social 
tagging applications could satisfactorily generate semantic descriptions of images. Although 
photo-sharing networks support more balance in terms of semantic facets tagging, games 
with a purpose can be used to augment the tagging process. However the design of the game 
needs to be very clearly thought out (Goh and Lee, 2011) and there is some evidence that 
tagging images normally may outperform either collaborative or competitive games. 
Different types of noise (Wang et al, 2012) may be generated than with standard tagging (e.g. 
bias of the participants).  Goh et al (2010a) provide some evidence which conflicts with the 
earlier study i.e. competitive games produced the best result.  Designers therefore need to be 
clear about how to engage players and reward them for providing high quality tags in order to 
obtain the best possible outcome.  
6. CONCLUSION AND FUTURE WORK 
The aim of this exploratory analysis was to examine the value of social tagging for image 
description by investigating facets of tags in two different social-based tagging applications: a 
photo-sharing social network and an image-labelling game-based experiment. The tags were 
coded and evaluated according to a classification of image attributes based on a combination 
of established image attribute frameworks.  
The results of the research showed that social tagging is predominantly an interpretive 
activity. However, the number of perceptual tags depends on the context of image use. Photo-
sharing communities mostly use images for story-telling and/or as an event diary; therefore, 
there is more semantic information associated with images with a prominent amount of 
people and location recognition, and event and activities tags.  The gaming application has 
shown to be slightly more perceptual oriented, as visual features (colours, shapes, and distinct 
objects) are easier to spot and to match. However, specific guidelines can influence the 
game’s outcome in order to obtain a given result (or more particular types of tags).  This 
shows that social tagging is a manageable process, but this does to some extent depend on the 
taggers’ understanding of the image use and on the nature of the tagging environment. It is 
also seen from the study that games are more oriented towards describing ‘what’ in an image, 
while photo-sharing social networks present a more balanced picture of semantic facets 
(what/where/when/who). It would be useful to analyse whether person, place and time 
recognition is needed and achievable through GWAP. 
Whilst our framework has been useful for the research carried out here, work on how we can 
use the various levels in conjunction with CBIR to improve image retrieval is worthwhile. 
Given the results presented here, it would be worth concentrating on interpretive tags initially 
in order to see what leverage can be gained from that part of the classification.  
There is also a need for future research into contextual image-labeling games, to provide 
players with some context for image tagging (e.g. further use of images in advertising) and 
thus improve the quality of tags. This could be achieved by adjusting the rules of the game or 
through the change of game genre to role-playing or action, which has not been explored yet 
in social tagging (Goh et al, 2011).  Extending others’ work, we devised a framework for 
classification of image attributes and in particular expanded on the semantic level of 
attributes for both analysis and targeting tag generation in these facets.  
The experimental part of the research could be repeated with a larger number of input images 
and participants. Replication of the study with more diverse groups of participants (e.g. age 
ranges, educational and professional backgrounds) would be useful for better understanding 
of tagging trends in GWAPs. Moreover, other game types could be tested in terms of output 
analysis. The games could be released on the web, thus increasing the number of potential 
participants and providing researchers with an opportunity to use crowdsourcing systems for 
selection of participants (e.g. people with initial tagging experience). Moreover, adding an 
auto-correct word function could enhance the number of matched tags by reducing 
misspellings and typing errors. 
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