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Hydrocracking is a catalytic process of significant importance in petroleum refineries. 
As the name suggests, hydrocracking involves the cracking of relatively heavy oil 
fractions into lighter products in the presence of hydrogen. For example, heavy gas 
oils and vacuum gas oils are converted into high-quality middle distillates and lighter 
products, i.e. diesel, kerosene, naphtha, butane, propane etc. with higher value and 
demand. The hydrocracker (HC) feed is a complex mixture and often a common 
process variable which affects reaction kinetics and ultimately the operation of the 
overall unit. Hence, these impose various challenges to refiners to operate the HC unit 
optimally and meet products demand. Several molecular schemes and pseudo-
component approaches are studied for developing hydrocracking kinetics and 
mechanistic models but their reported implementation on industrial units is limited. 
The data-based and hybrid models are practically non-existent for HCs in the open 
literature. Further, no work in the open literature discusses single or multi-objective 
optimization (MOO) of HC unit though multiple objectives are relevant to overall 
optimum operation. The availability of powerful computational resources and robust 
evolutionary techniques further motivate MOO of industrial units like HCs. 
 
The broad objective of the present research is to model and simulate HC units in two 
different refineries, and to optimize their operation for multiple objectives of 
importance under various operating scenarios. In detail, it includes (a) simulation and 
MOO of the HC unit (a two-stage configuration with intermediate separation) in a 
refinery using the first principle model (FPM) of Mohanty et al. (1991) and non-
dominated sorting genetic algorithm (NSGA), (b) improvements in the FPM and its 
 vi 
subsequent implementation on a local HC unit with series-flow configuration for 
simulation and corresponding MOO using the elitist NSGA (Bhutani et al., 2006a), (c) 
development of data-based and hybrid models for the local industrial HC unit 
followed by optimization (Bhutani et al., 2006b), and (d) development of a generic 
modeling and optimization package by integrating the recent MOO technique: elitist 
NSGA with a process simulator, and its subsequent validation on a styrene plant 
(Bhutani et al., 2006c). 
 
The FPMs for industrial HCs are based on lumped kinetics. The FPM used for 
simulation of the HC with two-stage configuration and intermediate separation, is 
improved by increasing the number of pseudo-components and fined tuned for its 
model parameters using design and operating data for its implementation on the HC in 
the local refinery. The models are validated against independent data taken from the 
literature or from a local refinery. These models can adequately predict product flow 
rates, temperature profiles in the reactor(s) and hydrogen makeup requirements, and 
are suitable for optimization of industrial HC units. NSGA and elitist NSGA are 
employed to obtain Pareto optimal solutions for various multi-objective constrained 
optimization problems of industrial importance.  
 
The FPMs have limited usage because of common process variations. Hence, data- 
based models (DBMs) are developed using industrial data and artificial neural 
networks. The FPMs are then combined with DBMs to develop three hybrid models 
(series, parallel and series-parallel). All these models are evaluated and tested for their 
prediction performances on industrial hydrocracking unit for a number of days of 
 vii 
future operation. Under limited extrapolation, DBM is found to be better and is 
successfully employed for optimizing the industrial unit. 
 
The FPMs of HC were developed in F90, partly due to lack of proper interface 
between HYSYS and elitist NSGA. Hence, a generic multi-platform, multi-language 
environment (MPMLE) is developed to integrate HYSYS with elitist NSGA for 
simulating and optimizing industrial processes realistically and quickly. As an 
example, the styrene reactor unit and the overall manufacturing plant are successfully 
simulated in HYSYS and then optimized using the MPMLE.  
 
Considering the very limited works on HC modeling, simulation and optimization in 
the open literature, results and findings of the above works as well as the MPMLE 
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1.1 HYDROCRACKING AND ITS SIGNIFICANCE  
The hydrocracking process was commercially developed by I.G. Farben Industries in 
1927 for converting lignite into gasoline (Gary and Handwerk, 2001) and was brought 
to use for upgrading petroleum feedstock and straight run products by Esso Research 
and Engineering Company in the early 1930s. Because of increasing worldwide 
demand for jet fuel and diesel and easy availability of H2 from the catalytic reforming 
unit within the plant premises, the hydroprocessing industry has shown considerable 
growth. Figure 1.1 gives an overview of main processes in a petroleum refinery. In 
Europe and Asia, the demand for middle distillates (naphtha, kerosene, diesel etc.) is 
quite significant and the demand for lighter distillates (petrol and LPG etc.) is 
increasing. Hydrocrackers are important units to produce high-quality middle 
distillates. The Environmental Protection Agency (EPA) regulation has called for 
transition of most diesel fuel from low-sulfur diesel (LSD) to ultra-low sulfur diesel 
(ULSD) fuel that meets the 15 ppm sulfur standards in the United States by the year 
2006 (http://www.epa.gov/). The design of the program also incorporated an 
understanding that by 2007, as new diesel engines and vehicles are introduced, ULSD 
will be universally available for them to use. Similar efforts are underway around the 
world. Hydrocracking in conjunction with hydrotreating provides the finished raw 
materials and products (middle distillates and fuel oil/heavy vacuum gas oil) which 
have lesser sulphur and nitrogen compounds present.  
 2 
 
Figure 1.1 Simplified schematic of a petroleum refinery  
Hydrocracking is carried out in packed bed catalytic reactors (called trickle bed 
reactors) under trickle flow regime at high temperature and pressure conditions. The 
hydrocracking process largely depends on the nature of the feedstock and the relative 
rates of the two competing reactions: hydrogenation and cracking. Hydrocracking is 
useful for feedstocks that are difficult to process by either catalytic cracking or 
reforming because of high polycyclic aromatic content and/or high concentrations of 
the principal catalyst poisons: sulfur and nitrogen compounds. The primary function 
of hydrogen is to prevent the formation of polycyclic aromatic compounds, reduce tar 
formation and prevent buildup of coke on the catalyst and to convert sulfur and 









































The diversity of products obtained from VGO/HVGO hydrocracking and their main 
components and applications, are as follows:  
 Petroleum gas - used for heating, cooking and making plastics  
o small alkanes (1 to 4 carbon atoms)  
o commonly known by the names methane, ethane, propane and butane  
o boiling range = less than 104 oF (40 oC).  
o often liquefied under pressure to create LPG (liquefied petroleum gas)  
 Naphtha - intermediate that will be further processed to make gasoline 
o mix of 5 to 9 carbon atom alkanes  
o boiling range = 140 to 212 oF (60 to 100 oC )  
 Gasoline - motor fuel  
o mix of alkanes and cycloalkanes (5 to 12 carbon atoms)  
o boiling range = 104 to 401 oF (40 to 205 oC) 
 Kerosene - fuel for jet engines and tractors; starting material for making other 
products  
o mix of alkanes (10 to 18 carbons) and aromatics  
o boiling range = 350 to 617 oF (175 to 325 oC )  
 Gas oil or Diesel distillate - used as diesel fuel and heating oil; starting material 
for making other products  
o alkanes containing 12 or more carbon atoms  
o boiling range = 482 to 662 oF (250 to 350 oC) 
 
1.2 HYDROCRACKING MECHANISM AND CATALYSTS 
Many important refinery processes depend on acid-catalyzed reactions. 
Hydrocracking is one of them. Acid catalysts consist of acid sites, which, although in 
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the solid phase, exhibit properties similar to acids in aqueous phase. Interaction of 
hydrocarbons with an acid site gives positively charged ion called carbonium ions or 
carbocations, which are important reaction intermediates in cracking and 
isomerization processes. The structural formula of a large carbonium ion formed from 
paraffin is 
 
When a cracking reaction takes place, the carbonium ion undergoes fission or 
cracking at the β  position to form an α  olefin and a new carbonium ion. In terms of 
the molecular formulae, the cracking reaction is: 
CH3CH+CH2CH2(CH2)nCH3  CH3CH=CH2 + CH2+(CH2)nCH3.  
The new carbonium ion will continue to react until it collides with another carbonium 
ion. This will terminate the reactions of these two particular ions for the moment, but 
the resulting paraffin formed by the collision will be available to undergo cracking 
again (Gates et al., 1979). The metal catalyzed reactions and the elementary acid 
catalyzed reactions for hydrocracking of alkanes and cycloalkanes are shown in 
Figure 1.2. Hydrocracking uses dual function catalysts i.e. metals + acid supports to 
perform two functions: 
 Cracking reactions, which occur with acid support: SiO2-Al2O3 or Al2O3 or low 
zeolite SiO2-Al2O3 or high zeolite SiO2-Al2O3. 
α β
 H  
          Carbonium Ion  
  C     C     C     C     C      C 
H     H     H     H     H      H 




 The hydrogenation reactions which require metals that are either noble such as Pt, 
Pd or non-noble sulfide forms (MxSy) for high sulfur feeds.   
 
             
      
            
         
 
Figure1.2 Metal and acid catalyzed steps of hydrocracking of alkanes and 
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1.3 MODELING AND OPTIMIZATION  
Modeling of industrial hydrocracking reactor should consider feed properties, catalyst 
properties (pore volume, acidity, size distribution, shape and size), reaction kinetics 
(exothermic/endothermic, series/parallel/side reactions), reactor type (fixed bed, 
moving bed, ebullated bed, slurry reactor), configuration (series/parallel, one 
stage/two stage), loading types (dense or sock), heat and mass transfer effects and 
hydrodynamics. The complex chemistry of hydrocarbons in the feed or reaction 
mixture is represented by elegant lumping models such as discrete, continuous or 
structure oriented lumping (Quann and Jaffe, 1992). Many researchers have worked 
on these lumping techniques and simulation of hydrocracking. Laxminarsimhan and 
Verma (1996) used true boiling point (TBP) of the mixture as a characterization 
parameter for continuous lumping and assumed rate constant to be a monotonic 
function of TBP. This was used to formulate mass-balance equations in terms of rate 
constant as a continuous variable. Martens and Marin (2001) modeled hydrocracking 
reaction kinetics based on structural classes, fully incorporating carbenium ion 
chemistry. A discrete lumping model employs pseudo-component approach which is 
based on characterization of feed based on some characteristic parameter like boiling 
point or molecular weight (Mohanty et al., 1991). Liguras and David (1989) 
addressed the use of analytical data to define pseudo-components, their structural 
effect on product distribution and number to be used for model simulation. Chou and 
Ho (1988) introduced a species type distribution function to ensure that the lumped 
continuous mixture is kinetically consistent with the lumped discrete model. 
Narasimhan et al. (1999) followed an integrated approach based on continuum theory 
of lumping for modeling hydrocracking kinetics and heat effects which were capable 
of predicting product yield, quality, hydrogen consumption and bed temperature 
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profiles in the reactor. No work till date exists in open literature on data-based and 
hybrid modeling of hydrocracking reactor.  
 
Even though considerable amount of research has been reported on reaction 
mechanism, catalysts, kinetic modeling, hydrodynamics and reactor simulation of 
hydrocrackers, hardly any work on optimization, either single or multiple objectives, 
of hydrocracking units has been reported in the open literature. In MOO (Chankong 
and Haimes, 1983; Bhaskar et al., 2000; Deb, 2001; Coello Coello et al., 2002), there 
may not be a solution that is the best (global optimum) with respect to all objectives. 
Instead, there could be an entire set of optimal solutions that are equally good. These 
solutions are known as Pareto-optimal (or non-dominated) solutions. MOO is 
important to design and/or operate a process in am optimized way: to have good yield, 
selectivity with minimal utilization of resources, waste formation and pollution.  
 
1.4 MOTIVATION AND SCOPE OF WORK 
Although hydrocracking is a mature process, still new developments are in progress 
stimulated by a steady, further growth of the market and the environmental pressures 
on the product qualities. Worldwide demand for both jet fuel and diesel is much more 
than the fuel oil/vacuum gas oil. In Europe and Asia, the middle distillate demand is 
clearly higher than the demand for lighter products. Hydrocrackers are important units 
to produce high-quality middle distillate production.  
 
Due to limited information on molecular kinetics, modeling a hydrocracker is a 
complex task. Moreover, the performance of process varies a lot with time. Process 
licensors design hydrocrackers pragmatically keeping the capital and processing cost, 
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operating aspects and safety in mind. The optimal catalyst design and operation 
however holds only for the operation at or close to design capacity and feed 
specifications. Unfortunately, the units are routinely operated at capacities and 
feedstocks far removed from the optimum. The time-dependent reaction kinetics due 
to catalyst deactivation and demand fluctuation play a major role in hydrocracking 
operation and economics.  
   
The number of new hydrocrackers built in the last few years is limited because of 
depressed refinery margins. So, the interest in the optimization of existing 
hydrocrackers is continuously growing. Since hydrogen and catalysts are expensive, it 
is very important to run all hydrocracking units at their optimum. This requires robust 
process models for optimization for multiple objectives.  
 
Nowadays, powerful computational resources and data acquisition tools are available 
at low investment. Advanced modeling and application tools are contributing to great 
progress in process technology. Evolutionary techniques can handle complex, 
multimodal, discontinuous and multivariable optimization problems easily compared 
to traditional methods. Genetic algorithm (GA) is one of them, mimics the process of 
natural selection and natural genetics and uses the least information (objective 
function value). 
 
The present research concentrates on modeling, simulation and MOO of two different 
hydrocracker units with main emphasis on reactor section. The first principles, data-
based and hybrid approaches are adapted to model and simulate the overall process. 
For first principles modeling, a discrete lumped approach is followed. The first 
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principle reactor model was validated using industrial data before using for 
optimization. The data-based and hybrid models were developed with the objective of 
finding a robust process model in the presence of time-dependent variations and also 
to improve upon the performance of first principles model. The performance of these 
models on industrial data and their relative merits are discussed.  
 
The economics of hydrocracking unit is determined by many factors such as cost of 
raw material, product demands and utility consumption etc. Hence, it not possible to 
assign a weightage to each of these cost centers as the operation cost, utility 
consumption and product demands change with time and are site specific. However, 
more generic objectives such as selectivity, product flow rates can be chosen based on 
their relative industrial importance. Single and multi-objective problems are hence 
formulated for optimization of industrial hydrocracking units. Real-coded non-
dominated sorting genetic algorithms (NSGA) i.e. NSGA, elitist NSGA and GA are 
used for optimization.  
 
The integrated analysis of chemical processes involves process operation, data 
reconciliation, optimization, planning etc. It is sometimes difficult to perform such 
thorough analysis because several programs, with their individual capacity, are 
available at different resources and/or written in different languages. So when 
carrying out such analysis, the researcher/engineer is forced to re-write codes for most 
of the available resources in a chosen language, compromising on several accounts. A 
multi-platform multi-language environment (MPMLE), on the other hand, can help 
researchers/engineers to use the resources, already available in different software 
and/or programs written in different programming languages. Hence MPMLE is 
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developed to integrate the elitist NSGA with HYSYS simulator. The application of 
this environment is demonstrated for MOO of a styrene plant developed in HYSYS. 
 
1.5 ORGANIZATION OF THESIS   
Following this chapter, chapter 2 includes a detailed review of relevant works and 
pertinent information and data required for the study. In chapter 3, the reactor model 
for simulating a two-stage hydrocracker (with intermediate separation of H2S and 
ammonia) is described. First principles model parameters are obtained from the 
published information and plant data is used for model validation. Industrially 
important objectives are selected and reactor model is interfaced with real-coded 
NSGA for MOO. The results obtained are discussed. Chapter 4 deals with simulation, 
validation and optimization of another two-stage industrial hydrocracking process 
(with series flow configuration) in a refinery. The model is fine tuned for its 
parameters and validated against independent industrial data before being used for 
MOO using elitist NSGA. The available industrial operating data are used to develop 
data-based and hybrid models in chapter 5 for simulation of the hydrocracking unit 
studied in chapter 4. The data-based and hybrid model approaches are discussed and 
the developed models are compared with first principles model for simulation and 
optimization. Chapter 6 describes the development and assessment of a generic 
MPMLE software tool for process simulation and MOO. A case study on styrene 
reactor unit and plant demonstrates the applicability to this software to a wide range 
of industrial problems. Conclusions from this work and recommendations for further 








The hydrocracking technology is the most versatile of refinery conversion processes 
to upgrade heavy feedstocks to middle distillates. It can process a wide range of 
feedstocks from naphtha to asphalt to yield any desired product with a molecular 
weight lower than that of the feedstock. In the 1960s, hydrocracking was widely used 
to produce gasoline in the United States. Since the 1970s it has also gained worldwide 
recognition for its high-quality distillate products. In the environmentally conscious 
1990s, hydrocracking is the best source of low-sulfur and low-aromatics diesel fuel as 
well as high-smoke-point jet fuel. The continuous developments in hydrocracker 
technology are credited to improvements in catalyst with improved activity and 
selectivity, process configurations, reactor design and availability of relatively low 
cost hydrogen from the reforming process.  
 
In this chapter, we will review the previous works on reaction kinetics (involving the 
identification of reaction mechanism and development of empirical/fundamental rate 
expressions), model development, reactor/process configuration, trickle bed reactor 
hydrodynamics, catalyst design and deactivation. The literature relevant to different 
modeling strategies i.e. first principles, data-based and hybrid modeling and its 
applicability to development of hydrocracker and other reactor models for 
optimization will also be reviewed. A brief review on multiobjective optimization 
studies in chemical reaction engineering and stochastic optimization techniques will 
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provide the relevance of their applicability to hydrocracking unit and overall process 
economics.   
  
2.2 REACTION KINETICS OF HYDROCRACKING AND ITS CATALYSTS 
There are two distinct classes of kinetic models: lumped and detailed molecular 
models. The kinetic models most widely used in the design and optimization of 
hydrocracking/hydrotreating/catalytic reforming often consider only a limited number 
of so called lumps (lumped model) representing the refinery’s major product fractions, 
each containing a whole spectrum of hydrocarbons. Lumped model may be discrete or 
continuous or based on structural classes. Several discrete lumped models based on 
discrete lumping theories were developed by Quader and Hill (1969), Weekman and 
Nace (1970), and Stangeland (1974). In all these models, reactions occurring within 
the lump were viewed as one single hydrocracking reaction where the heavier lump 
cracks to give pre-defined lower lumps.  
 
Continuous lumping considers the reactive mixture to form a continuous mixture with 
respect to its species type, boiling point, molecular weight, and so forth. Cicarelli et al. 
(1992) developed a methodology for modeling a catalytic cracking process based on 
this theory. It follows Langmuir-Hinshelwood kinetics for each species and assumes 
equal distribution of crackates. The hydrocracking process and composition of 
polydispersed n-alkanes mixture can be described by a continuous distribution 
function. This continuous treatment of mixture and reaction kinetics needs only one 
partial integro-differential equation to be solved (Browarzik and Kehlen, 1994).  
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Martens et al. (2001a) lumped hydrocarbons on the basis of structural classes. Each 
structural class is defined by its thermodynamic property such as enthalpy, single 
event entropy, specific heat capacity and global symmetry. The validation of a single 
event kinetic model for hydrocracking of paraffins in a three phase reactor was 
performed by Schweitzer et al. (1999). They followed molecular approach where 
reaction network was defined and fundamental kinetic constants were estimated 
experimentally. According to this theory (Baltanas et al., 1985), the kinetic constant 
of each of the elementary step of the network is determined by the product of the 
number of single events in the step and of the fundamental kinetic constant of one 
single event.  
 
Fliminov (1972) proposed a diagram for the transformation of individual 
hydrocarbons during hydrocracking and tabulated relative rates data for different 
groups of hydrocarbons at different temperatures.  The relative reaction rates of 
individual components depend on the strength of adsorption of reactants on the 
catalyst surface. The adsorption strength decreases in the following order: 
heteroaromatics > multi-ring aromatics > mono-aromatics > multi-ring napthenes > 
paraffins. In addition, large molecules tend to react more rapidly for a given type of 
reactant, such as paraffin (Weikamp, 1975). Alhumaizi et al. (2001) studied global 
kinetics by application of two kinetic models to n-heptane hydrocracking for a range 
of operating conditions (T = 433 - 493 K, P = 1 atm). In both models, hydrogen 
associated with an active site was concluded to be involved in C-C bond rupture and 
concluded as the rate controlling step. 
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The important features of hydrocracking catalysts are their dual functionality that 
supports cracking and hydrogenation activity together. These catalysts consist of 
molybdenum supported on a high surface area carrier, most commonly silica-alumina, 
promoted by cobalt or nickel. Zeolites and amorphous silica-alumina have cracking 
activity whereas well dispersed metals like cobalt, nickel, molybdenum and tungsten, 
as well as noble metals serve for hydrogenation. These catalysts are active in the 
sulfide state, being either pre-sulfided or sulfided on stream with a sulfur containing 
feed. The proper balance of these functions as well as application of the right catalyst 
can have a large impact on unit operation to achieve the desired goals and objectives.  
 
Hydrocracking catalyst mostly suffers deactivation by coke formation and to some 
extent metals, sulphur and nitrogen containing compounds because most of them are 
converted to NH3, H2S and hydrocarbons or adsorbed (i.e. metals) in the upstream 
hydrotreating process. The hydrocracking catalyst may or may not be susceptible to 
ammonia and hydrogen sulfide to some extent.   
 
According to the conventional methodology proposed by Beeckman and Froment 
(1979) deactivation mechanism by coke includes the following steps: 
Step 1   A + S   AS 
Step 2   AS   RS 
Step 3   RS   R + S 
Step 4   A + S    A * S 
Step 5   A * S   Coke 
In this set of reactions, the reactant A adsorbs at active site S to form AS, which is 
subsequently converted to a product still adsorbed at the same site, i.e. RS. The 
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product R then desorbs and the active site S is recovered. In parallel with these 
reactions, the reactant forms a coke precursor A*S, which is converted to coke. 












−=        2.2 
where a is the catalyst activity at time t, KA, *AK  and KR are equilibrium adsorption 
constants of the reactant, coke precursor and product, respectively, CA and CR are 
concentrations of reactant and product respectively, and kd is the deactivation constant. 
They assumed that the deactivation reactions were significantly slower than the 
hydroprocessing reactions. 
 
Coke forms via two parallel routes, viz. thermal condensation of aromatics (called 
thermal coke) and catalytic dehydrogenation reactions called catalytic coke (De Jong, 
1994a). The mode of coke deposition on catalyst pellets is either by pore mouth 
plugging/active site blockage (Beeckman and Froment, 1979) or uniform surface 
deposition. Restrictive diffusion under catalytic hydroprocessing conditions has been 
observed due to blocking of pore mouth (Lee et al., 1991). Richardson et al. (1996) 
supported a uniform deposition model based on prediction of their experimental data. 
Two major deactivation pathways are recognized: initial coking and deposition of 
heavy metals (Thakur and Thomas, 1985). Catalyst shows high deactivation during 
initial stage of operation (for first few hours or days) and then its activity 
asymptotically approaches a constant value.   
 
De Jong (1994b) proposed a model for coke (thermal coke and catalytic coke) 
formation kinetics lumped with multi-component kinetics, and studied the effect of 
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hydrogen/oil ratio, residence time and temperature in processing heavy vacuum gas 








=  where Cq is the concentration of coke precursor q, Kads is the 
equilibrium constant of adsorption of q on the catalyst surface and kc is the rate 
constant for coke formation which depends on the amount of coke present on the 
catalyst. This rate constant has defined as )D/D1(kk max,co,cc −= , where D is the 
amount of coke deposited onto the catalyst at any time and max,cD  is the maximum 
amount of coke deposited by catalytic reactions. The rate of thermal coke formation 
was given as 
2H
2
qtt P/CkR = , and the total rate of coke deposition was given by 
tc RRR += . A decrease in coke deposition with increasing hydrogen partial pressure 
was observed. 
 
Since hydrocracking catalysts are very acidic, nitrogen-containing compounds are the 
most common poisons because of their basic nature. They get strongly adsorbed on 
catalyst acidic sites, viz. Lewis and Brønsted sites, and may adsorb reversibly or 
irreversibly depending on reaction conditions. The basic strength and extent of 
adsorption of several N-compounds on a sulfided Co-Mo catalyst were compared by 
Miciukiewicz et al. (1984). 
 
Hydroprocessing catalysts are quite versatile. CoMo/Al2O3 catalysts are usually 
employed for hydrodesulphurization (HDS) and hydrodemetalisation (HDM). These 
catalysts generally have large pores and lower metal contents. Extensive 
characterization studies of these catalysts have been reviewed (Topsoe et al., 1996). 
They exhibit good activity for a number of important reactions such as removal of 
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heteroatoms, viz. HDS, hydrodenitrogenation (HDN), HDM and for coal-derived 
liquids, hydrodeoxygenation (HDO). These reactions involve hydrogenolysis of C-
heteroatom bonds. An important attendant reaction is hydrogenation of aromatics 
(HDA). Typical classes of these reactants are given by Furimsky et al. (1999). 
Hydrogenolysis of C-C bonds is generally minor except when hydrocracking catalysts 
are employed.  
 
Sulfur is present largely in the form of thiols, sulfides, and various thiophenes and 
thiophene derivatives. Sulfur compounds in the increasing order of difficulty of 
removal are as follows: disulfides and sulfides < alkyl mercapton < thiols < 
thiophenol < diphenyl sulfide < thiophene. The reaction pathway for thiophene is 
given below and involves hydrogenation, C-S cleavage and H2S elimination steps. 
 
For benzothiophene, substituted or unsubstituted, the thoiphene ring is hydrogenated 
to the thiophane derivative before the sulfur atom is removed, in contrast to the 
behavior of thiophene. The reaction pathways for benzothiophene and 
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During hydroprocessing, metal deposition on the catalyst surface also causes 
deactivation. Deactivation by metals always occurs simultaneously along with that by 
coke. Deactivation by metals is irreversible. The rate of metal deposition varies from 
metal to metal. For example, in the case of V and Ni, the initial deposition occurs at 
much higher rate for V than for Ni, and increases with increasing pore diameter 
(Kobayashi et al., 1987). While the initial coke deposition is rapid before the pseudo-
equilibrium level is reached, metal deposits continually increase with time even 
though the catalyst has already lost a substantial portion of its original porosity and 
surface area (Fonseca et al., 1996). The effect of the size of the catalyst particles on 
the rate of HDM was studied extensively by Kobayashi et al. (1987). Yoshimura et al. 
(1994) have established the order of deactivation as follows: 
V > Fe > Na > Mg > Ni    for hydrogenation/hydrotreating 
Na >> Mg > Ni > Fe     for hydrocracking 
The space velocity is greatest for HDS followed by HDN and then by HDM. 
 
Investigations of the kinetics of inhibition due to reversible adsorption of poison via 
eq. 2.1 or other comparable equations are extensive in the literature. The review 
published by Girgis and Gates (1991) focused on inhibition of all reactions occurring 









r          2.1 
where kA is the rate constant, CA the concentration of A, f(CA) particular rate form, Kp 
the adsorption constant of the poison, Cp its concentration, Ki the adsorption constant 
of all other adsorbed species associated with the main reaction and Ci their 
concentrations and n the power on the inhibition term.  
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2.3 PROPERTY ESTIMATION   
For simulation of chemical reactors it is necessary to have reliable procedures for 
estimation of physical, chemical and thermochemical properties. Hydrocraking deals 
with complex hydrocarbon mixtures and is performed at high temperature and 
pressure conditions. Huang and Daubert (1974) proposed a method for calculation of 
total enthalpies by combining the ideal gas enthalpies with the effect of pressure. This 
method is applicable to prediction of heat capacities of undefined mixtures. Jaffe 
(1974) designed a method to predict heat release by following the hydrogen consumed 
by important classes of hydrocarbons. He experimentally determined the 
concentration of bond types in petroleum mixture and compared them with the 
commercial hydrogenation process. Lee and Kesler (1975) provided correlations for 
predicting pseudo critical properties and acentric factors of the mixtures. The method 
was found to be reliable over a wide range of conditions for nonpolar and slightly 
polar substances and mixtures for critical properties estimation. Suitable property 
estimation correlations are available for low temperature and pressure conditions and 
for pure components (Reid et al., 1987). Since petroleum fractions are a complex 
mixture of long chain hydrocarbons and difficult to separate into pure components, 
individual pure component property estimates are impossible to obtain. This needs 
characterization of hydrocarbon feed either on the basis of some identifiable pure 
components or by lumping them to pseudocomponents based on discrete, continuous 
or structural lumping techniques.  
 
 Korsten (1997) used double bond equivalent (DBE) and number of olefinic double 
bonds as the characterization parameter for hydrocarbon systems. The DBE concept is 
based on pure hydrocarbons. DBE can be evaluated from any of the two properties: 
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such as boiling point, atomic H/C ratio, molecular weight or the number of carbon 
atoms. Correlations for predicting standard Gibbs free energy, standard heat of 
formation as a function of DBE, number of olefinic double bonds (DBo) and number 
of heteroatoms are presented in this article. The details for physical and 
thermodynamic properties of pure hydrocarbons with their pseudocritical properties 
and other property correlations are summarized by Wauquier (2000).   
 
2.4 HYDROCRACKER CONFIGURATION AND TRICKLE-BED REACTOR 
HYDRODYNAMICS 
The four main hydrocracking process configurations include: single-stage once-
through, two-stage hydrocracker (with intermediate separation), series flow 
hydrocracker and ebullated-bed hydrocracker (Gary and Handwerk, 2001). When the 
hydrotreating step is combined with the hydrocracking reactions to occur in a single 
reactor without recycle, the process is called a single-stage once-through. This is the 
simplest of all hydrocracker configurations and is used where only moderate degree of 
conversion (say, 60% or less) is required.  
 
In a two-stage hydrocracker configuration (with intermediate separation), the 
undesirable compounds such as ammonia and the light products are fractionated from 
the first stage effluent before unconverted hydrocarbons are charged to the 2nd stage 
cracking reactor. Nitrogen compounds and ammonia produced by hydrogenation 
interfere with acidic activity of the catalyst, hence this multi-stage process, in which 
the cracking reaction mainly takes place in a separate reactor, was developed. This is 
called as series flow hydrocracker configuration and consists of a hydrotreater 
followed by hydrocracker. The principal difference between the two configurations is 
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the elimination of first stage cooling, gas/liquid separation and the interstage ammonia 
removal step in the series flow configuration. In series flow configuration, the effluent 
from the first stage is mixed with more recycle gas and routed directly to the inlet of 
the second reactor. In contrast with the amorphous catalyst in the earlier configuration, 
the second reactor in series flow configuration generally has a zeolite catalyst, based 
on crystalline silica-alumina. This type of catalyst has an increased tolerance towards 
nitrogen, both as ammonia and in organic form. The series flow configuration is the 
latest hydrocracking technology made available due to recent developments in 
catalyst and is best in terms of middle distillate yield. Both the two-stage 
hydrocracker configurations (the one with intermediate separation of NH3 and the 
other without intermediate separation) will be studied in-depth in subsequent chapters.  
 
Trickle-bed reactors are the most widely used three-phase reactors. The gas and liquid 
co-currently flow downward over a fixed bed of catalyst particles. Approximate 
dimensions of trickle-bed reactors are a height of 10 m and a diameter of 2 m 
(Boelhouwer, 2001). Trickle-bed reactors are employed in petroleum, petrochemical 
and chemical industries, waste water treatment and biochemical and electrochemical 
processing (Al-Dahhan et al., 1997). Table 2.1 lists some of the commercial processes 
carried out in trickle-bed reactors. Most commercial trickle-bed reactors operate 
adiabatically at high temperatures and high pressures and generally involve hydrogen 
and organic liquids with superficial gas and liquid velocities up to 0.3 and 0.01 m s-1 
respectively. Kinetics and/or thermodynamics of reactions conducted in trickle-bed 
reactors often necessitate high temperatures. Elevated pressures (up to 30 MPa) are 
required to improve the gas solubility and the mass transfer rates (Al-Dahhan et al., 
1997). Knowing the hydrodynamic and transport parameters of two-phase flow 
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through a packed bed is a pre-requisite for efficient design of trickle bed reactors 
(Nemec et al., 2001). 
 
Table 2.1 Examples of commercial processes involving trickle-bed reactors 
(Boelhouwer, 2001). 
 
Trickle-bed process Reference 
Residuum and vacuum residuum desulfurization; 
catalytic dewaxing of lubestock cuts; sweetening of 
diesel, kerosene jet fuels, heating oils; hydrocracking; 
hydrodenitrofication; isocracking for the production of 
isoparaffin-rich naphtha; production of lubricating oils 
 
Meyers (1996) 
Hydrodemetallization of residues Trambouze (1993) 
Selective hydrogenation of butadiene to butene, vinyl 
acetylene to butadiene, phenyl acetylene to styrene. 
 
Charpentier (1976) 
Selective hydrogenation of alkylanthraquinone to 
hydroquinone for the production of hydrogen peroxide 
 
Shah (1979) 
Hydrogenation of nitro compounds, carbonyl 
compounds, carboxylic acid to alcohols, benzene to 
cyclohexane, phenyl aniline to cyclohexylaniline, glucose 
to sorbitol, coal liquefaction extracts, benzoic acid to 
hydrobenzoic acid, caprolactone to hexanediol, organic 
esters to alcohols 
 
Germain et al. (1979) 





VOC abatement in air pollution control Diks and Ottengraf 
(1991) 
 
Wet air oxidation of formic acid, acetic acid and ethanol Baldi et al. (1985) 
Oxidation of sulphurdioxide Mata and Smith (1981) 
Biochemical reactions and fermentations Bailey and Ollis (1986) 
 
In a trickle-bed, various flow regimes are distinguished, depending on gas and liquid 
flow rates, fluid properties and packing characteristics. According to Charpentier and 
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Favier (1975), four main flow regimes observed for non-foaming systems are trickle 
flow, pulsing flow, mist flow and bubble flow. The flow regime boundaries with 
respect to gas and liquid flow rates are schematically shown in Figure 2.1. Each flow 
regime corresponds to a specific gas-liquid interaction thus having a great influence 
on parameters such as liquid distribution, hold-up, pressure drop and mass and heat 
transfer rates (Latifi et al., 1997). 
 
The trickle flow regime prevails at relatively low gas and liquid flow rates. The liquid 
flows as a laminar film and/or in rivulets over the packing particles, while the gas 
passes through the remaining void space. At high gas and low liquid flow rates, 
transition to mist flow occurs. The liquid mainly travels down the column as droplets 
entrained by the continuous gas phase (Nemec et al., 2001).  
 
 
Figure 2.1 Schematic representation of flow regimes based on gas-liquid flow rates 
(Boelhouwer, 2001). 
 
The bubble flow regime appears at high liquid flow rates and low gas flow rates, and 
is opposite to mist flow. The liquid is the continuous phase and the gas moves in the 
form of dispersed bubbles. At moderate gas and liquid flow rates, the pulsing flow 
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regime is obtained. This regime is characterized by the successive passage of liquid-
rich and gas-rich regions through the bed. 
 
Problems Associated with Trickle Bed Reactor 
Formation of hot spots: 
Hot spots are observed in industrial scale trickle-bed reactors running highly 
exothermic reactions (Jaffe, 1976; Barkelew and Gambhir, 1984; Goossens et al., 
1997) such as the hydrogenation or hydrocracking of unsaturated hydrocarbons. The 
formation of hot spots is the result of flow maldistribution of feed causing non-
uniform irrigation of the catalyst. 
 
Partial wetting effect: 
Most reaction systems can be classified as liquid or gas reactant limited (Mills and 
Dudukovic, 1980; Khaldikar et al., 1996). For liquid-limited reactions, the highest 
possible wetting efficiency results in the fastest transport of the liquid phase reactant 
to the catalyst. Liquid-limited reactions are frequently encountered in high-pressure 
operations in petroleum processing and in processes in which a dilute liquid phase 
reactant must be converted, as in hydrodesulfurization. 
 
For a completely wetted particle, the gaseous reactant must overcome both the gas-
liquid and liquid-solid mass transfer resistances but partial wetting facilitates a much 
more effective transport of the gaseous reactant at the dry surface. This reduction of 
the mass transfer resistance for the rate-limiting gaseous reactant on partially wetted 
catalyst pellets leads to much higher observed reaction rates. The global reaction rate 
can be approximated by the sum of contributions from wetted and non-wetted external 
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surfaces by using the wetting efficiency as a weighting factor (Sedriks and Kenney, 
1973; Ishigaki and Goto, 1999). 
 
Liquid phase maldistribution: 
Liquid phase maldistribution is an important factor in the design, scale-up and 
operation of trickle-bed reactors (McManus et al., 1993). For reasons such as an 
ineffective liquid inlet distributor, packing anisotropy, catalyst fines, changing liquid 
physical properties or physical obstructions, large sections of the bed may be 
bypassed by liquid (Stanek et al., 1981). Al-Dahhan and Dudukovic (1995) related the 
wetting efficiency with the operating conditions such as pressure, gas and liquid flow 
rates in the trickle bed reactor. It provides a means for calculation of liquid-catalyst 
contacting at all the operating conditions. They studied radial liquid distribution in a 
trickle-bed reactor with five different shapes and sizes of catalyst packing in a 
uniformly distributed liquid inlet. The liquid tends to flow preferentially along the 
existing filaments where the porosity is high. The introduction of gas flow into the 
liquid–solid system smoothens the liquid distribution to some extent due to the 
competition between liquid and gas phases for the interstitial pore space. 
 
Pressure Effects and Mass Transfer Characteristics: 
The effects of reactor pressure and gas flow rate on liquid to solid mass transfer 
coefficient (kls) follow the trend proposed by Al-Dahhan and Dudukovic (1994), 
based on five cases. The current correlations, which were developed based on 
atmospheric data, failed to predict kls values measured in this work as well as the trend 
of the reactor pressure effects. 
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Latifi et al. (1997) did an experimental study of the liquid/solid mass transfer at the 
wall of a trickle bed reactor operating in the high interaction regimes (pulsing and 
dispersed flow). The influence of Schmidt number was mainly investigated. The 
experimental results were interpreted using energy dissipation in terms of 
Kolmogoroff numbers. 
 
The effect of high pressure on kls in a trickle bed reactor was investigated by Highfill 
and Al-Dahhan (2001) using electrochemical method. They found that kls increases 
noticeably at high pressure and high gas flow rate. As superficial liquid mass velocity 
increases, kls increases for all pressures and superficial gas velocities studied. 
 
Heat transfer effects:  
The effect of flow regimes, gas and liquid flow rates and of liquid properties on radial 
heat transfer in packed columns was discussed by Lamine et al. (1996). The heat 
transfer can be represented by the homogeneous model with one or two parameters: 
the bed effective radial thermal conductivity and, if necessary, a supplementary heat 
transfer resistance at the wall of the reactor. The importance and complexity of the 
interaction between hydrodynamics and heat transfer were shown by distinguishing 
two major hydrodynamic regimes (low and high interaction). Simple predictive 
relations are proposed for each regime, based on physical phenomena. The liquid 
holdup behavior enables to interpret the heat transfer results in both cases.  
 
2.5 MODELING APPROACHES AND REACTOR MODEL 
Many industrial chemical/petrochemical processes are complex in nature due to 
unknown reaction chemistry, nonlinear relations and multiple variables involved. The 
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relationship between the input and the output of a real system is modeled by system 
identification using industrial data or first principles or a combination of both. The 
resulting models can be categorized as white-box models or mechanistic models 
(when the process behavior can be represented mathematically using algebraic and/or 
differential equations), black-box models (when no physical insight is available), and 
grey-box or hybrid model (when some physical insight is available). These models are 
often employed in industry for design, simulation, optimization and control studies of 
complex reactors/processes. 
 
Industrially, the hydrocracking of petroleum fractions is performed in multi-phase, 
multiple fixed-bed, multi-catalytic reactors. The liquid phase comprises of 
hydrocarbon feed while the gas phase mainly consists of hydrogen and evaporated 
feed components. The catalyst makes the solid phase. Mechanistic models have been 
developed for hydrocracking process to account for the yield and selectivity of 
various products, process optimization and control (Laxminarasimhan et al., 1996).  
Stangeland (1974) described that the yield changes during hydrocracking due to large 
number of molecules involved. He found that heavier cuts crack via first order 
mechanism to form smaller/lighter cuts. To describe the effect of boiling point on rate 
constant and amount of product generated, he followed a three-parameter approach. 
One parameter described the effect of boiling point on the rate constant and other two 
determine the product yield. Product distribution was represented in the form P(y) = 
[y2 + B (y3 –y2)] (1-(C4)) where y is normalised TBP of product to reactant. The actual 
yield of particular product/cut is given by P(yi)- P(yi-1). The parameter B basically 
depends on feed and catalyst type; and C4 defines primarily, the yield of butane in wt 
%. Mohanty et al. (1991) adopted this three parameter model for the two-stage 
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vacuum gas oil hydrocracker unit. The feed and products were lumped into 23 
pseudo-components and the model parameters were determined and compared with 
the plant data. Pacheco and Dassori (2002) gave an improved kinetic model with 2 
additional parameters and mass balance closure for each hydrocracking reaction by 
simulating the first stage of the same reactor configuration.  
 
Musial and Rutkowski (1972) experimentally confirmed the existence of relationship 
between the conversion of petroleum vacuum residue and the hydrodynamic 
conditions prevailing during hydrocracking in a lab scale reactor (length = 1.0 m, 
diameter = 25-50 mm). Mosby and Buttke (1986) developed first-order lumped 
kinetic model for residue hydrotreater and simulated it by three back-mixed reactors 
in series. The model was tested against pilot-plant and commercial data and found to 
give a good representation of process. Carbonell et al. (1999) did the modeling of a 
hydrocracking reactor, operating in slurry bubble column mode, for the upgrade of 
distillation residues to lighter products. 
 
Krishna and Saxena (1989) proposed a kinetic network for hydrocracking reactions 
based on kinetics of aromatic, paraffinic and napthenic lumps. These authors used the 
data from Bennett and Bourne (1972) for processing of heavy vacuum gas oil of 
different types at an operating pressure of 137 atm and temperature of 402.5 oC to 411 
oC. They showed that the axial dispersion parameter in hydrocracker is solely 
governed by paraffinicity of the feedstock and can be considered to reflect the 
selectivity of catalyst. The decay order and the decay rate constant of hydrocrackates 
are governed by the paraffinicity of feedstock. Matos and Guirardello (2000) extended 
this work to model hydrocracker with axial dispersion, where hydrogen and oil flows 
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concurrently upwards. Simulations were carried out to generate concentration profiles 
for aromatics, paraffins and naphthenes for different values of superficial velocity, 
reactor length and degree of mixing.  
 
The usefulness and robustness of such mechanistic models often depend upon the 
available technique for modeling, extent of available knowledge in the from of 
industrial operating data and detailed component analysis of the feed (heavy oil) and 
products and the numerical or analytical techniques employed to obtain solution. 
Artificial Neural Network (ANN) is an attractive tool for data-based steady-state and 
dynamic process modeling and model-based control when the development of 
mechanistic models becomes impractical or cumbersome (Bhat and McAvoy, 1990; 
Narendra and Parthasarathy, 1990; Tendulkar et al., 1998). A comprehensive account 
on different aspects of ANNs, their brief history of development, implementation and 
the applications for prediction, pattern recognition, and classification can be found in 
the literature (e.g., Nelson and Illingworth, 1991; Freeman and Skapura, 1991; Haykin, 
1994; Baughman and Liu, 1995; Zurada, 1995; Tambe et al., 1996; Munakata, 1998). 
The neural networks have been used for system identification (Ljung, 1999; Chu et al., 
1990; Bhat et al., 1990; Sjöberg et al., 1995), process fault diagnosis (Sorsa et al., 
1991), process control (Narendra and Parthasarathy, 1990), data pretreatment and 
analysis (Steim, 1993; Liu, 1993; Simutis and Lübbert, 1997) and various other 
applications like distillation column control (Willis et al., 1990), temperature control 
for disturbance rejection multi-pass packed bed reactor (Temeng et al., 1995) and in 
process engineering (Willis et al., 1991).  
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Hybrid models combine a mechanistic model with data-based approaches to capture 
knowledge from data as well as physical principles. There are two main approaches 
found in the literature for combining first FPMs with data-based models (DBMs) to 
obtain hybrid models (Duarte et al., 2004). They are: serial and parallel arrangements 
of FPM and DBM. These structures generally follow first principles approach for 
macroscopic balances (i.e. mass, energy and momentum balances) and employ ANNs 
to model nonlinear behavior of complex physical phenomena. Serial structure has 
been used to model kinetics of a bioprocess (Acuña et al., 1991), and industrial 
hydrodesulfurization reactor (Bellos et al., 2005), yeast cultivation (Schubert et al., 
1994a), industrial-scale fed-batch evaporative crystallization process in cane sugar 
refining (Georgieva et al., 2003) and unsteady state simulation of a packed bed reactor 
for CO2 hydrogenation to methanol (Zahedi et al., 2005). Parallel structure has been 
used to improve the prediction capability of a mechanistic model for an activated 
sludge process (Côte et al., 1995), model a complex chemical reactor system (Su et al., 
1992), and model and control a laboratory pressure vessel (Van Can et al., 1996). 
Application of such approaches to modeling of chemical (Hugget et al., 1999), 
biochemical (Psichogios and Ungar, 1992; Thompson and Kramer, 1994; Oliveira, 
2004) and petrochemical processes (Bellos et al., 2005) has been studied using 
simulated, laboratory or plant data. No study in the open literature discusses about 
data-based and hybrid modeling of industrial hydrocracking unit. Hence these models 
are developed and used for simulation and optimization of industrial hydrocracking 




2.6 GENETIC ALGORITHMS: WORKING PRINCIPLE AND MULTI-
OBJECTIVE OPTIMIZATION  
Since the 1970s, several evolutionary methodologies, mainly genetic algorithms and 
evolutionary programming have been proposed (Bäck et al., 1997). The most recent 
textbooks (Deb, 2001; Coello et al., 2002) and reviews (Nandasana et al., 2003) give a 
detailed account of variants of genetic algorithms proposed by various researchers for 
generating non-inferior Pareto optimal solutions, their application to chemical 
engineering aspects, the constraint handling procedures and their competitive 
advantages and disadvantages. A bibliography of articles on constraint-handling 
techniques used with evolutionary algorithms is also available (Coello, 1999) 
(http://www.cs.cinvestav.mx/~constraint/). All these approaches have in common that 
they process a set of candidate solutions, called population, simultaneously. This set is 
subsequently modified by the two basic principles of evolution: selection and 
variation. Selection represents the competition for resources among living beings. 
Some are better than others and more likely to survive and to reproduce their genetic 
information. In evolutionary algorithms, natural selection is simulated by a stochastic 
selection process. Each solution (individual) is given a chance to reproduce a certain 
number of times, proportionate to their quality, which is assessed by evaluating the 
individuals and assigning them scalar fitness values. The other principle, variation, 
imitates natural capability of creating "new" living beings by means of crossover and 
mutation. In crossover, information is exchanged between individuals randomly 




Although simplistic from a biologist's viewpoint, genetic algorithms have proven 
themselves as general, robust and powerful search mechanisms. Moreover, 
evolutionary algorithms seem to be especially suited to multiobjective optimization 
because they are able to obtain multiple Pareto-optimal solutions in a single run and 
may exploit similarities of solutions by recombination. Some researchers suggest that 
multiobjective search and optimization might be a problem area where evolutionary 
algorithms (EAs) do better than other blind search strategies and there are few 
alternatives, if any, to EA-based MOO (Horn, 1997). A number of evolutionary 
approaches have been proposed for multiobjective problems that are based on 
Goldberg's ideas (Horn, 1997 and Zitzler et al., 1999). Working principle of GA is 
discussed in more detail in Appendix A. In this section, we will focus our attention 
only on the latest developments and most popular genetic algorithms and their 
applications to real world chemical engineering problems.  
 
Over the last several years, the genetic algorithm (GA) has been applied successfully 
to many multiobjective optimization problems. Multiobjective problems are important 
to operate a plant/reactor in optimized way: to have good yield, selectivity with 
minimal utilization of resources and optimal control on waste formation and pollution. 
To achieve these goals, optimal operating conditions need to be identified. A popular 
algorithm for such problems is the non-dominated sorting genetic algorithm (NSGA). 
The two main versions of it are: NSGA-I (Srinivas and Deb, 1995; Deb, 2001) and 
NSGA-II (Deb et al., 2002), and others are variants of these. The flow chart for 
NSGA-I, NSGA-II and its variant NSGA-II-JG are available in the open literature 
(Mitra et al., 1998; Nandasana et al., 2003) and the user friendly codes can be 
obtained from the website (http://www.iitk.ac.in/kangal).   
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NSGAs and their variants are applied extensively to chemical engineering 
applications. A review on multiobjective optimization in chemical engineering 
(Bhaskar et al., 2000) has reported many interesting studies on multiobjective 
optimization of chemical reactors solved using NSGA-I and other non-evolutionary 
techniques. Mitra et al. (1998) has adopted NSGA-I and used it to obtain 
multiobjective Pareto optimal solutions for three grades of nylon-6 in an industrial 
semi-batch reactor. Rajesh et al. (2001), in extension of their previous work on 
multiobjective optimization of an industrial side-fired steam reformer reactor (Rajesh 
et al., 2000), simulated an industrial hydrogen plant using rigorous process models for 
the steam reformer and shift converters and employed NSGA-I to perform MOO: on 
the unit performance, simultaneous by maximizing hydrogen production and export 
steam flow rates for a fixed feed rate of methane to the existing unit. For the specified 
plant configuration, Pareto-optimal sets of operating conditions were obtained. Oh et 
al. (2001, 2002a, 2002b) further improved upon their work by studying design and 
operation together with the inclusion of more objectives. Another important 
application of NSGA-I is the multiobjective optimization of an industrial third-stage, 
wiped-film poly (ethylene terephthalate) reactor (Bhaskar et al., 2001). The two 
objective functions minimized were acid and vinyl end group (undesirable side 
products) concentrations in the product. The optimization problem incorporates an 
end-point constraint to produce polymer having a desired value of the degree of 
polymerization (DP), and decision variables like reactor pressure, temperature, 
catalyst concentration, residence time of the reaction mass in the reactor and the speed 
of rotation of the agitator. When temperature was kept constant, Pareto optimal 
solutions were obtained, while, when the temperature was included as a decision 
variable, a global unique optimal point was obtained.  
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Yee et al., (2003) optimized a styrene reactor unit, maximizing two- and three- 
objective functions, namely, styrene flow, yield and selectivity for adiabatic as well as 
steam-injected styrene reactors, using NSGA-I. Encouraged by the outcome, Tarafder 
et al., (2005) carried out an optimization study on a styrene manufacturing process, 
with a more recent algorithm: the real coded elitist NSGA or NSGA-II (Deb et al., 
2002). Pareto-optimal solutions are obtained due to conflicting effect of either ethyl 
benzene feed temperature or flow rate.  
 
Elitist NSGA has also been applied to solve highly computationally intensive 
problems in chemical engineering, namely, the MOO of an industrial fluidized-bed 
catalytic cracker unit (FCCU) (Kasat et al., 2002), the unsteady operation of a steam 
reformer (Nandasana et al., 2003) and industrial grinding operation (Mitra and 
Gopinath, 2004). An important feature of elitist NSGA is that better members from 
the parent chromosome pool (elitism) are incorporated along with those from the 
offspring pool. In addition, it uses an improved methodology for classifying 
chromosomes into non-dominated fronts and for evaluating the degree of crowding of 
individual members so as to give Pareto solutions with a good spread of points. It is 
associated with lower computational complexity.  
 
Kasat et al. (2003), inspired by the concept of jumping genes (JG or transposons) in 
natural genetics, included a jumping gene operator in the binary coded NSGA-II to 
develop NSGA-II-JG. This macro-macro mutation operator in the binary coded 
NSGA-II-JG, counteracts elitism and improves diversity. When applied to FCCUs it 
increased the computational speed by almost eight-fold. The real coded elitist NSGA 
uses simulated binary crossover (SBX) operator (Deb, 2001) which improves the 
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‘granularity’ of the search space, and is expected to work at least as well as the binary 
coded NSGA-II-JG and its adaptations.  
 
Other competent and emerging non-traditional metaheuristic techniques for chemical 
process optimization include: differential evolution (DE), simulated annealing (SA), 
tabu search (TS), swarm search and ant colony optimization (ACO). SA mimics the 
cooling of molten metals in its search procedure. The method works with a single 
point at a time and is effective in finding global optimal solutions when slow cooling 
procedure is used (Deb, 1995).  
 
Tabu Search (TS) is a memory-based stochastic optimization strategy (Glover and 
Laguna, 1997). TS has previously been applied to a number of optimization problems 
such as traveling salesman problems (TSP) (Gendreau et al., 1998), the global 
optimization of ANNs (Sexton et al., 1998) and telecommunication networks 
(Costamagna et al., 1998), and its application in the chemical engineering are 
increasing (Wang et al., 1999; Teh and Rangaiah, 2003; Lin and Miller, 2004).  
 
The concept of ant colony optimization algorithm (ACO) was introduced by Marco 
Dorigo in his doctoral disseration in 1992. The idea of the ant colony algorithm is to 
mimic the behavior of ants (Dorigo and Caro, 1999; Blum, 2004). Ant colony 
optimization algorithms have been used to solve discrete optimization problems 
(Glover and Kochenberger, 2003). The ant colony algorithm has an advantage over 
simulated annealing and genetic algorithm approaches as the algorithm can be run 
continuously and adapt to changes in real time. This is of interest in network routing. 
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Swarm strategies are fairly new methods that have received considerable attention 
over recent years as optimization methods for complex functions. Kennedy and 
Eberhart (1995) initially proposed the swarm strategy for optimization. Unlike 
conventional evolutionary methods, the swarm strategy is based on simulation of 
social behavior where each individual in a swarm adjusts its flying according to its 
own flying experience and companion’s flying experience. The key to the success of 
such a strategy in solving an optimization problem lies with the mechanism of 
information sharing among individuals to collectively attain a common goal. The 
comparative studies between swarm and other evolutionary strategies are performed 
by Eberhart and Shi (1998) and Angeline (1998). Thereafter, many developments and 
applications (Kennedy and Eberhart, 1999; Zhang et al., 2000; Ourique et al., 2002; 
Costa et al., 2003; Sousa, 2004; Juang, 2004) are seen for the proposed technique 
including its applicability to MOO problems (Ray and Liew, 2001; Ray and Liew, 
2002; Ray et al., 2002; Brits and Engelbrecht, 2002; Coello Coello and Lechuga, 2002; 
Hu and Eberhart, 2002; Li, 2004; Clerc, 2004).  
 
2.7 Summary  
It is apparent that considerable research has been done on reaction mechanism, 
catalysis, reactor modeling, hydrodynamics and simulation of hydrocrackers. Though 
FPMs have been developed and used for simulating for a few industrial hydrocrackers, 
the application of data-based and hybrid models to industrial plants is very limited. 
No study has so far been reported in the open literature on data-based or hybrid 
modeling and on optimization (for either single or multiple objectives) of industrial 
hydrocrackers. These motivate the present research on modeling and optimization of 
an industrial hydrocracker unit; modeling includes both first principles and data-based 
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approaches and optimization is for one ore more objectives by the recent adaptations 






























Hydrocracking is a catalytic cracking process for conversion of complex feedstock 
like heavy vacuum gas oils into more valuable, lower boiling products such as 
gasoline, kerosene and diesel, in hydrogen-rich atmosphere at elevated temperature 
and pressure (Meyers, 1996). The reactions that occur in hydrocracking are cracking 
of the high molecular weight compounds giving rise to low molecular weight 
compounds and hydrogenation of olefins, aromatic rings and sulfur, nitrogen and 
oxygen compounds to some extent. The cracking reaction provides the olefins for 
hydrogenation, while the hydrogenation liberates the heat required for cracking. The 
cracking reactions are slightly endothermic while the hydrogenation reactions are 
highly exothermic making the overall hydrocracking process exothermic in nature. 
Hydrocracking is the best source of low-sulfur and low-aromatics diesel fuel as well 
as high-smoke-point jet fuel. The higher hydrogen content of the products provide 
better combustion characteristics making hydrocracking technology necessary to meet 
the current and future fuel specifications. The process is of current interest because of 
its versatility to process a variety of difficult feedstocks to desired products. It is 
critical that the system is properly modeled capturing the overall phenomena and 
should be simple enough to enable easy computation yet sensitive and accurate 
prediction of the influence of operating variables and to do optimization.   
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This chapter details the discrete lumped model approach (Weekman and Nace, 1970) 
to modeling an industrial hydrocracker (HC) and its simulation followed by 
optimization for multiple objectives. The assumptions made in developing the model 
are discussed in detail. The steady state reactor model is used to analyze the behavior 
of an industrial reactor with respect to a number of variables. The multi-objective 
optimization of the industrial HC unit has been performed to find scope for further 
improvements and to provide a range of optimal solutions. Non-dominated Sorting 
Genetic Algorithm (NSGA) is used to carry out the multi-objective optimization 
study. The model results and Pareto-optimal solutions for the hydrocracker unit are 
presented, and their significant features are discussed. 
 
3.2 PROCESS DESCRIPTION  
Hydroprocessing is carried out in a packed bed reactor (with multiple catalyst beds) 
under trickle flow regime (Al-Dahhan et al., 1997) at elevated temperature and 
pressure for conversion of heavy oils to middle distillates in hydrogen-rich 
atmosphere. Since hydrocracking reactions involve both cracking and hydrogenation, 
it requires dual functional catalysts (Ali et al., 2002) consisting of a hydrogenation 
component dispersed on a porous acidic support for providing cracking activity. A 
typical catalyst consists of silica-alumina (or low- or high- zeolite SiO2-Al2O3) with 
base metal components such as Ni, Pt, Pd, W and Mo. The silica-alumina portion 
promotes cracking activity while metals encourage hydrogenation. A simplified 
process flow diagram of two stage HC unit (with intermediate separation), taken for 
simulation is shown in Figure 3.1 (Mohanty et al., 1991). The first and second stage 
reactors consist of 4 and 3 beds respectively, with intermediate quenching by recycle 
gas to remove the exothermic heat of reaction. All the beds use the same type of 
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catalyst. The first reactor operates at relatively higher temperature and pressure in 
comparison to second reactor. The feed to the first stage is a mixture of organic 
compounds (VGO, BP range 643-838 K) and recycle H2 which undergoes series and 
parallel molecular reactions during hydrocracking. The flow of oil is once through 
and vertically downwards. The effluent from the first stage is cooled and fractionated 
and the fractions having boiling point above 753 K are fed to the second stage. Hence, 
the second stage basically treats unconverted oil from the first stage which is heavier 
than feed. The gas separated in the downstream separation units is mixed with 
makeup hydrogen ( makeup,2H ) to make recycle gas. This recycle gas is used to saturate 
feed at the inlet of two reactors and partly used for quenching the reaction mixture 
between the catalyst beds in the reactor.  
 
3.3 FIRST PRINCIPLES MODEL DEVELOPMENT 
3.3.1 Assumptions 
 Hydrocracking is a first order pseudo-homogeneous reaction. Since 2H is in 
excess, solubility of 2H  is assumed to reach equilibrium value. Several authors 
have reported first order irreversible rate expression (e.g. Qader and Hill, 
1969) with respect to liquid phase.  
 No isomerization is assumed and higher hydrocarbons crack to give smaller 
hydrocarbons.  
 Carbon number of cracked hydrocarbon product is atleast two less than the 
hydrocarbon which undergoes cracking. 
 Reaction is assumed to occur only at the catalyst surface and no pore diffusion 
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 Hydrocarbons having boiling point equal to and less than that of butane are 
assumed not to crack. The butane and lighter components added together make 
pseudo-component 1.  
 Rate of reaction is assumed to be independent of catalyst activity.  
 Reaction is in liquid phase and no vaporization and condensation is assumed. 
Hydrogenation and cracking together is a liquid phase reaction which occurs 
on the catalyst surface.  
 Wetting efficiency of the catalyst is assumed to be one because of high 
pressure in the reactor. 
 Ideal trickle bed reactor, with plug flow, no axial or radial dispersion and 
adiabatic operation is assumed (Satterfield, 1975). 
 Purity of 2H (recycle/fresh) is assumed to be 100%. 
 
3.3.2 Mass Balances  
The component mass balances for the liquid phase for a differential catalyst element 









dCM  i = 1 to N, r = i + 2 for i ≥  5, r = 6 for i < 5            (3.1) 
The first term on the right hand side in the above equation denotes disappearance of 
pseudo-component i, and is zero when i ≤ 5 because these lighter components (with a 
boiling point less than 400 K) are assumed not to crack. The second term denotes the 
rate of formation of ith component from higher components (starting from i+2th 
component). In eq. 3.1, N is the number of pseudo-components and also highest 
hydrocarbon being cracked, Pij is the probability of formation of ith pseudo-component 
from jth pseudo-component by cracking (Stangeland, 1974), tM  is the total mass flow 
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rate of liquid feed to the catalyst bed in kg/h, iC  is the mass fraction of i
th
 pseudo-
component and ik  is the first-order rate constant for cracking of i
th
 pseudo-component 
in kg-reactant/kg-catalyst/h. Note that Mt is assumed to be constant across each bed 
and N=23.  
 
3.3.3 Energy Balance 










 i = 1 to N+1, j = 5 to N                        (3.2) 
Here, (N+1)th component is hydrogen, Mi is the mass flow rate of ith pseudo-
component (in kg/h), Rj)H( ∆−  is the heat of reaction for hydrocracking of jth pseudo-
component in kcal/kg of hydrocarbon, PiC  is the heat capacity of component i (in 
kcal/kg/K), iM is the mass flow rate (kg/h) of pseudo-component i and T is the 
temperature (in K). The heat of reaction at reaction conditions, Rj)H( ∆−  is evaluated 
as the sum of standard heat of reaction, Rj
o )H( ∆−  and difference in enthalpy of 
products and reactants at reaction conditions. Calculation of Rj
o )H( ∆−  is discussed 
later in the Feed Characterization and Property Prediction section. 
 
3.3.4 Correlations for kinetics and product distribution 
The rate constant (ki) for a particular pseudo-component is highly dependent on the 
type of hydrocarbon feed and catalyst. Several kinetic studies have been published but 
their application becomes limited due to different reaction conditions and the catalyst 
used. Hence, Mohanty et al. (1991) assumed a simple form of rate expression in 
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which ki for ith pseudo-component is a product of a relative rate function (Ki) and an 
estimated rate constant (k) for the mixture with an average boiling point of 638 K. 













=              (3.3) 
Qader and Hill (1969) reported values of A and E as 1.0×107 volume of feed/volume 
of catalyst/h and 21,100 kcal/kmol respectively for hydrocracking of a vacuum gas oil 
having a boiling range of 573-703 K. (Ratio of densities in the above equation is 
because of different units for k and A.) As a first estimate, these values were taken 
and later adjusted to predict the particular industrial data. The Ki was developed based 
on the work of Rapaport (1962) who reported relative rates for hydrocracking of 
normal alkanes, found that the rate increased in the ratio 1/32/72/120 for 
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The product distribution during hydrocracking of each pseudo-component was 
evaluated using correlations (Stangeland, 1974). The mass fraction of butanes and 
lighter components formed from hydrocracking of jth pseudo-component (with boiling 
point, Tbj in oC) is given by  
P1j = ( )[ ]   5.229T8.1-exp C bj −ω   (3.5) 
where C and ω are constants. The yield of all other fractions having boiling points 
higher than that of butane are evaluated using 
( )[ ][ ]








ij −−+=  (3.6) 
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where 'ijP  is the cumulative products yield till i
th
 pseudo-component from 
hydrocracking of jth pseudo-component. In the above equation, yij is the normalized 










=   for i = 2 to j-2, j = 6 to N. (3.7) 
The parameters: B and C in eqs. 3.5 and 3.6 depend on the paraffin content in the feed 
and the type of catalyst (Mohanty et al., 1991). The yield of the pseudo-component i 




ijij PPP −−=   (3.8) 
 
3.3.5 Characterization and Property Prediction 
The hydrocracking simulation deals with a complex hydrocarbon mixture having a 
wide boiling range. This needs fragmentation of feed and products into pseudo-
components (based on the selection of lumping technique), which is called 
characterization, followed by estimation of physical and chemical properties. The 
available ASTM (D1160) data for feed (VGO) are converted to TBP curve using 
ASTM vs. TBP curves (Jones, 1996). The TBP curve is divided into sections (with 25 
K interval) to get the volume percentage of the individual pseudo-component (Jones, 
1996) in the feed (VGO), each of which is characterized by their specific gravity and 
average boiling point (Table 3.2). The specific gravities of pseudo-components are 
obtained from available crude data (Aalund, 1976). Mass flow rates are calculated for 
each pseudo-component using volumetric composition, feed flow rates and specific 
gravity data. The industrial plant data and corresponding characterization of feed to 
pseudo-components are given in Tables 3.1 and 3.2 respectively. Two other important 
oil characteristics are specific gravity and sulfur content. Specific gravity is normally 
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presented in units of oAPI, which is defined as: oAPI = [(141.5/specific gravity) – 
131]. VGO products are typically divided into following fractions based on their TBP 
range: light ends (< 32 oC), gasoline (32-104 oC), naphtha (104-157 oC), kerosene 
(157-232 oC), diesel (232-343 oC) and recycle oil (> 343 oC). The pseudo-components 
in the boiling range of product are selected with a 25 K boiling range.  
 
The pseudo-component properties are functions of normal boiling point and specific 
gravity. Though property prediction is also possible using HYSYS, to maintain 
simplicity and ease of computation, the property correlations were directly included in 
the F90 program. The properties like average boiling point, specific gravity and 
composition were supplied from outside. Evaluation of all other properties like 
compressibility factor (ZC), fugacity coefficient, excess enthalpy and heat capacity for 
a pure pseudo-component and mixture follows the procedure given by Mohanty et al. 
(1991). The empirical relations for pure component properties like molecular weight 
(MW), critical pressure (PC), critical temperature (TC), critical volume (VC), acentric 
factor ( ω ) and compressibility factor (ZC) are given by Lee and Kesler (1975). 
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RTZV =                 (3.13)  
iCi 085.02905.0Z ω−=                (3.14) 
where Tbri is the reduced normal boiling point of pseudo-component  i.  






































1T             (3.16) 
CmV  and CmT are the mixture critical properties. 
To calculate enthalpy of pure components and mixture, Peng-Robinson cubic EOS is 
used (Walas, 1985). For a pure component, the fugacity coefficient based on Peng 
Robinson’s equation of state is  







−−−−=φ             (3.17) 
The partial fugacity coefficient, i
^
φ or the fugacity coefficient of a component in the 






























i           (3.18) 
The parameters used in eqs. 3.17 and 3.18 are defined in Appendix B. 
The excess enthalpy for a pure component or mixture is related to the fugacity 





























































m                (3.20) 
ex
iH and exmH are the excess enthalpies of pseudo-component i and mixture in kcal/kg, 
iH  and idliH  are pure component enthalpy in kcal/kg, mH and idlmH  are mixture and 
ideal gas mixture enthalpies in kcal/kmol and t is the temperature in oF. The ideal gas 
enthalpy of pure component and mixture are evaluated using correlations given by 
Weir and Eaton (1932).  
[ ]25iiiidli t10)SG8.731(t)SG104.0415.0()SG87215(184.4 32.2H −−+−+−=            (3.21) 







m HCH ∑=                 (3.22) 














=                                      (3.25) 
where PiC  and PmC  are the in kcal/kg. K 
The standard heat of reaction was calculated on the basis of stochiometric hydrogen 
requirement (Mohanty et al., 1991). It is given as the product of hydrogen consumed 
per unit amount of pseudo-component j reacted and the amount of heat released per 
unit consumption of hydrogen, (- HconH∆ ). The former quantity can be calculated 
using C/H ratio of pseudo-components (products and reactant) and Pij for each 
reaction. For (- HconH∆ ), Mohanty et al., (1991) assumed that 10,000 kcal of heat 
released for each kmol of H2 consumed. This agrees well with the standard heat of 
reaction of hydrocracking of hexadecane (Smith and Van Ness, 2001). The ratio of 
carbon to hydrogen content of hydrocarbons in the boiling range of feed and product 
are from the tabulated data in Nelson (1958). The expression for evaluation of heat of 
reaction at reaction conditions is given by Mohanty et al., (1991) 
 
3.4 MODEL SOLUTION AND VALIDATION  
The reactor simulation program is written in F90. The first principle discrete lumped 
model adapted for HC reactors simulation uses empirical and semi-empirical 
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equations for kinetics and hydrocarbon property estimation (Mohanty et al., 1991). 
The feed properties, catalyst data and process operating details are given in Tables 3.1 
and 3.2. The feed to reactor is characterized into pseudo-components. The mass and 
energy balance eqs. 3.1 and 3.2 are integrated using Runge-Kutta-Gill method 
numerically to obtain temperature profile and pseudo-component product flow from 
each bed. For reactor simulation, product distribution and fractional yield are 
evaluated using correlations given by eqs. 3.3-3.6, the rate constants are obtained 
using eqs. 3.7-3.9 and the critical properties are evaluated using correlations given by 
eqs. 3.10-3.17. Using 'ijP s and the carbon to hydrogen ratio, hydrogen consumption 
and heat of reaction are evaluated. The reaction mixture from each bed is quenched by 
recycle gas. The inlet temperature to next bed is evaluated by energy balance. Similar 
procedure is applied to other beds and final pseudo-component flow and temperature 
are obtained at the reactor 1 exit. The second reactor treats only heavier feed (fraction 
boiling above 643 K), a bottom product, obtained from the fractionation of the 
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Table 3.1 Plant data for VGO hydrocracking unit 
Feed data Values 
Feed cut point, K 643 - 838 
Gravity, API 27 
Specific gravity at 288.6 K/288.6 K 0.8927 
Total Sulfur, wt% 1.44 
Nitrogen, ppm 500 
Conardson carbon 0.32 
Asphaltene content, ppm <100 
Characterization factor 12.2 
Aniline point, K 364 










Catalyst and Operating Data Reactor 1 Reactor 2 
Number of catalyst beds 4 3 
Catalyst volume/bed, m3 40 50 
Total catalyst volume, m3 160 150 
Total Feed Rate, m3/h 227 202 
Pinlet, kg/cm2 g 178 174 
Tinlet, K 672 644 
Tout (max), K 714 700 
Recycle gas rate, Nm3/h 270,000 157,000 
H2,inlet, Nm3/m3 feed 800 800 
 
 
The pseudo-components usually distribute to various products and the unconverted 
recycle oil (URO) stream based on their boiling ranges and distillation efficiency. 
Since the experimental assay data are not available for products, the pseudo-
components are assumed to distribute linearly to products based on their boiling 
ranges. The pseudo-component 1 makes light-ends (LE), pseudo-component 2 to 6 lie 
in naphtha (NH) range, pseudo-component 7 to 10 and 40 % of 11th lie in kerosene 
(KS) range, diesel (DS) comprises of 60% of 11th, 20 % of 16th and 12 to 15 pseudo-
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components, and the rest 80 % of 16th and 17th to 23rd make unconverted recycle oil. 
Thus, the yield of products: DS (523-643 K), KS (413-523 K), NH (288-413 K) and 
LE is obtained. Successive substitution method is used to solve the recycle loop. The 
Flow chart for above procedure is given in Figure 3.2 
 
Table 3.2 Characterization of feed (Mohanty et al., 1991) 
Component Boiling Range Average B.P. API Sp Gravity Volume 
Number K K  288/288K % 
1 263- 288 275.5 110.8 0.584 0 
2 288-313 300.5 99.7 0.612 0 
3 313-338 325.5 81.8 0.663 0 
4 338-363 350.5 68.4 0.708 0 
5 363-388 375.5 60.1 0.739 0 
6 388-413 400.5 54.7 0.76 0 
7 413-438 425.5 49.1 0.783 0 
8 438-463 450.5 46.6 0.794 0 
9 463-488 475.5 44.7 0.803 0 
10 488-513 500.5 41.5 0.818 0 
11 513-538 525.5 38.5 0.832 0 
12 538-563 550.5 35.2 0.849 0 
13 563-588 575.5 33.5 0.858 1.5 
14 588-613 600.5 32.5 0.863 3 
15 613-638 625.5 30.2 0.875 4 
16 638-663 650.5 28.6 0.884 9.5 
17 663-688 675.5 26.1 0.898 14.5 
18 688-713 700.5 24.8 0.905 15.5 
19 713-738 725.5 22.4 0.919 18.5 
20 738-763 750.5 20.5 0.931 14 
21 763-788 775.5 19.2 0.939 11 
22 788-813 800.5 17.6 0.949 5.2 







 TBP(I), API(I), C/H(I) ratio, 
Volume fraction (I), N= 0, N1= 0, 
Reactor=1, R1= 0, R2= 0 
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To analyze the effect of operation variables on reactor performance, the total feed to 
the first stage and other parameters like inlet temperature, pressure, hydrogen and 
quench flow rates to reactor 1 and reactor 2 were kept constant at plant operating 
values. Catalyst deactivation, pressure drop in the reactor and wetting efficiency are 
not taken into consideration. The results obtained are compared with the available 
plant data (i.e. product flow rates and hydrogen consumption) in Table 3.3. 
 
Table 3.3 Comparison of simulated values with the industrial data (Mohanty et al., 
1991) 
 
Quantity Plant data Simulated Values % Error  
Light Ends, wt%  4.5 4.7 -3.8 
Naphtha, wt% 15.8 16.6 -4.8 
Kerosene, wt% 29.4 30.6 -4.0 
Diesel, wt %  50.5 48.2 4.6 
H2,consumption (R1), kg/h 3267.0 2893.6 11.4 
H2,consumption (R2), kg/h 1363.0 1204.7 11.6 
Tout,R1, K 714 (max) 696.5 - 
Tout,R2, K 700 (max) 678.8 - 
 
Though there is uncertainty involved due to complex reaction chemistry, the 
calculated product yields are in good agreement (within ± 5%) of the nominal plant 
operating values. The error in predicting the hydrogen consumption (H2,consumption) is 
significant; the calculated values were lower than plant values for both the stages. The 
possible reason is that hydrodesulphurization (HDS) and hydrodenitrogenation (HDN) 
are not included in the model. The wt% of sulfur in the feed is 1.44 wt% and the wt% 
of sulphur in products is not known. The hydrogen consumption for sulfur and 
nitrogen compounds can be predicted roughly by choosing some model compounds. 
For example, each mole of dibenzothiophene consumes 4 moles of hydrogen. If 
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dibenzothiophene is taken as the representative sulphur compound in the feed, the 
complete conversion of sulfur to H2S by hydrodesulphurization will require 730 kg/h 
of hydrogen which amounts to approximately 16% of the total hydrogen consumption. 
Other valid reason for discrepancy is in the calculation procedure for C/H ratio of feed. 
The compounds present in feed are not explicitly known because of its complex 
nature. The product distribution at the exit of each reactor for nominal plant operating 
values is shown in Figure 3.3.   
 
More extensive validation of model is possible if the pseudo-component composition 
of various products (i.e. LE, NH, KS, and DS) and recycle and quench gas streams 
are known. The model can predict temperature values at the axial location in the 
reactor but the plant data for temperature within the catalyst beds and at the bed exits 























Figure 3.3 Fractional yields of pseudo-components (product) from the reactors 
 
Sensitivity analysis was performed by varying one decision variable at a time keeping 
all others fixed at plant operating values. For a hydrocracker, temperature is the most 
important operating parameter. With an increase in temperature, the rates of all 
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reactions increase resulting in higher yield of lighter products.  For 1 oC increase in 
inlet temperature, the outlet temperature increases by 3 to 5 oC. This shows that 
reactor is highly sensitive to inlet temperature. The URO decreases due to increase in 
conversion/pass but NH and KS increases with the rise in temperature. Figures 3.4a 

































T = 640 K
T = 644 K
T = 646 K
 
Figure 3.4 Effect of inlet temperature of (a) reactor 1 and (b) reactor 2 on operation 
temperature of reactors 
 
The steep gradients are due to highly exothermic nature of the hydrocracking 
reactions. Since the reactor is assumed to be adiabatic, the profiles for the beds are 
approximately parallel. Temperature drop is a result of quenching between the beds. 
The temperature profile in the second reactor is quite different from first reactor, 
where temperature continuously increases due to reduced quenching. Due to lower 
bed temperature in R2 compared to R1, hydrocracking is less resulting in higher 
fraction of heavy components at the exit of the R2.  
 
3.5 MULTI-OBJECTIVE OPTIMIZATION  
 The real life optimization problems faced in the industries, usually deal with more 
than one competing objective (Bhaskar et al., 2000). Traditionally, solving such 
problems involve taking a weighted average of all objectives and treating it as a single 
  57 
objective optimization problem. However, the solution then depends on the chosen 
weights, which in turn are subject to individual perception and knowledge on the 
process. This is arbitrary and a deficiency is inherent in the method (Deb, 2001). The 
best way to solve and represent the solution of a multi-objective optimization problem 
is through generating a Pareto optimal set (Chankong and Haimes, 1983), which 
provides a spectrum of trade-offs of the competing objectives. A Pareto set, for 
example, for a two-objective function problem is a set of points such that when one 
moves from one point to any other, one objective function improves while the other 
worsens. All the solutions in a Pareto optimal set are equally good, i.e., none of them 
is better than the others in the set unless another criterion is supplied to compare them. 
A Pareto optimal set provides a wide range of design and operational options to 
designers and practitioners, and hence enhances the possibility of finding more 
efficient processes.  
 
Population-based algorithms like genetic algorithm (GA), have the capability of 
finding a Pareto optimal set in a single run with only a marginal increase in the 
computational time. Based on the fundamentals of GA, Srinivas and Deb (1995) 
developed Non-dominated Sorting Genetic Algorithm (NSGA), to find Pareto optimal 
set of solutions for solving multi-objective optimization problems. NSGA is applied 
to study two-objective optimization problems for HC unit in the next section.  
 
3.5.1 TWO-OBJECTIVE OPTIMIZATION USING NSGA 
A typical hydrocracker plant produces middle distillates like kerosene, diesel, 
naphtha, LPG and a range of other secondary products like fuel gas. Multiple 
objectives are important to an industry for best ut
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of operating cost and to get desired products yield and selectivity based on market 
conditions. Trade-off is a common scenario in the industry. The performance of a 
reactor can be enhanced either by design improvements or through operation of the 
existing unit under optimal conditions. Hence, multiobjective optimization problems 
are formulated for an industrial hydrocracker. The cost of feed and products (Table 
3.4) signify their relative importance. The diesel produced from the hydrocracker is a 
premium product because of very low sulphur content. Kerosene so produced, is also 
a premium product used for military jets or aviation turbine fuel. Naphtha is used as a 
valuable raw material for catalytic reformer unit. Fuel gas obtained from stabilizer 
off-gas, is used in gas fired heaters to heat hydrogen and feed to desired reaction 
temperature. H2S separated from the fuel gas is used to obtain sulfur by Claus 
Process.  
 
Table 3.4 Industrial products and reactants cost details 
Note: 1 MMSCF = 106 scf 
 
3.5.2 Problem Formulation  
Based on industrial practice, maximization of kerosene and diesel and minimization 
of off-gases, naphtha, LPG and H2 processing cost are the major concerns. Hydrogen 
serves two purposes in the process: the hydrogenation of feed for reaction and the 
temperature control by intermediate quenching. The total hydrogen in the process 
loop is the sum of five quench flow rates to the reactors and two inlet hydrogen flow 
rates. The hydrogen consumption for hydrocracking reactions is around 1% of the 
total H2 in the process loop which means that most of the hydrogen needs to be 
Reactant/ 
Product Hydrogen HVGO Kerosene Diesel Naphtha LPG 
Cost 2000 26.37 27.73 28.39 26.93 18.37 
Units US$/MMSCF US$/barrel 
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separated in the downstream separation unit, compressed and recycled back to the 
reactors at required operating conditions. Recycle involves high compression cost. 
Hence, a compromise between product yield and hydrogen requirement is important.  
Following two-objective problems have been chosen for optimization:  
 Maximization of KS (kerosene) produced and minimization of total H2. 
 Maximization of DS (diesel) produced and maximization of KS. 
 Maximization of DS and KS produced and minimization of total H2.  
 Maximization of DS and KS produced and minimization of LPG and Naphtha. 
 Maximization of DS produced and minimization of total H2. 
 
Since the NSGA program solves minimization problem only, the objective functions 






total,22 HF =  
where F1 and F2 are the two dimensionless functions to be minimized. KS* and 
*
total,2H   are normalized values of KS and total H2 with respect to their current plant 
operating values (for example, KS* = KS/KSnom, where KSnom is the plant operating 
value). 
 
Decision Variables  
Nine decision variables have been selected for optimizing the above mentioned 
objectives. These are inlet temperatures to two reactors i.e.Tinlet,R1 and Tinlet,R2 in K, 
inlet H2 flow rate (H2inlet,R1 and H2inlet,R2) to R1 and R2 in m3of H2/m3 of feed/h, 5 
quench H2 flow rates (3 to R1 i.e. QI,R1 where I = 1 to 3 and 2 to R2 i.e. QJ,R2 where J 
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= 1 to 2) in m3/hr. The quench hydrogen flow rates are determined by the temperature 
control requirement in the reactor. Bounds on decision variables are selected to have a 
reasonal range of reactor operation. The bounds on Tinlet,R1 and Tinlet,R2 is within ±  3.2 
% of current plant operating values (Tinlet,R1 = 672 K, Tinlet,R2 = 644 K), and for 
H2inlet,R1 and H2inlet,R2, with their nominal values 800 m3/m3 of feed/h, lie within ±  13 
%. The quench flow rates to the reactor 1 (with their current plant value QI,R1 = 43583 
m
3/hr, for I = 1 to 3 ) are within -20 % and +15 %. The quench flow rates to the R2 
(with their current plant value QJ,R2 = 8400 m3/hr, for J = 1 to 2) are within ±  17 % of 
the current operating values. 
650 ≤ Tinlet,R1 ≤  680 
625 ≤ Tinlet,R2 ≤ 655 
600 ≤ H2inlet,R1 ≤ 900 
600 ≤ H2inlet,R2 ≤ 900 
35,000 ≤ QI,R1 ≤ 50,000               for  I = 1 to 3 
7000 ≤ QJ,R2 ≤ 9000               for J = 1 to 2 
 
Constraints 
The temperatures are kept below their maximum allowed operating values i.e. Tmax,R1 
= 700 K and Tmax,R2 = 690 K by including the following constraints on outlet 
temperature from each of the beds in R1 and R2: 
ToutI,R1 ≤ 700 K               for I =1 to 4   
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3.5.3 Sensitivity Analysis 
Before interfacing the optimizer with reactor subroutine, the effect of decision 
variables on the objectives and product flow rates was studied (Tables 3.5). The 
increase in Tinlet,R1 and Tinlet,R2 of the feed to reactors, increases the rates of all 
hydrocracking reactions leading to increase in product flow rates. But this also 
increases the amount of hydrogen required for intermediate quenching between the 
beds. The increase in hydrogen at the inlet of both the reactors increase the amount of 
total hydrogen in the process loop and increase the overall flow rates in the reactors. 
Due to this, the residence time in the reactors decreases which leads to decrease in 
overall conversion and increase in recycle flow rate. Hence, the flow rate of products 
goes down and lesser hydrogen is consumed comparably. The temperature in the 
reactors is controlled by intermediate quenching of reaction mixture between the beds. 
Quenching needs good amount of hydrogen and increased quenching has a counter 
effect on temperature and this ultimately leads to reduced reaction rates and hence 
lower product yield per cycle. Hydrogen consumption for hydrocracking is directly 
related to higher fractional yield of heavier products but this also increases the 
hydrogen to be processed in the recycle loop. Hence maximization of products such as 
KS and DS, and minimization of total hydrogen are studied.  
 
3.5.4 NSGA Parameters and objectives definition   
Selection of NSGA parameters is based on the feedback obtained from our group on 
the basis of research performed on multi-objective optimization of reactors such as 
styrene and hydrogen as well as plant optimization, and the experience gained by 
optimizing the hydrocracker model with different values of parameters. The best 
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NSGA parameters chosen for the multi-objective optimization problems are tabulated 
in Table 3.6.  
 
Table 3.5 Effect of 5% increase in decision variables on products, recycle and H2 
flow rates. 
 
Quantity Tinlet,R1 Tinlet,R2 H2,inlet-R1 H2,inlet-R2 Q1,R1 Q2,R1 Q3,R1 Q1,R2 Q2,R2 
LE + + - - - - - - - 
NH + + - - - - - - - 
KS + + - - - - - - - 
HS - + - - - - - - - 
URO - - + + + + + + + 
H2,con + + - - - - - - - 
H2,total + + + + + + + + + 
 
Table 3.6 Values of NSGA parameters for multi-objective optimization studies. 
 
 
The effect of variation in objective functions definition for a fixed set of NSGA 
parameters was tried. The first problem i.e. maximization of KS and minimization of 
total,2H  was defined in three different ways and the results were analyzed. The Pareto 
NSGA Parameter Value/Specification 
 
Number of generations                   200 
Population size 50 
Encoding technique            Real Coding 
Crossover Probability 0.82 
Distribution index for real-coded crossover 50 
Mutation Probability 0.102 
Distribution index for real-coded mutation 375 
Seed for random number generator 0.457 
Crossover parameter in the SBX operator 50.0 
Variable bounds  Rigid 
Selection strategy  Tournament Selection 
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solutions obtained are compared in Figure 3.5. It was found that better spread is 
obtained when two objectives are positive and have equal magnitude (case 1). If there 
is large difference in magnitude of two objectives (case 2), then the Pareto obtained is 
relatively poor though the spread is as good as for the two-objective problem having 
the same magnitude and positive objectives. A negative objective function gives 





















Figure 3.5 Comparison of variation in multiobjective definition. Case-1: F1= 1/ 
(1+KS*), Case-2: F1 =1000/ (1+KS), Case-3: F1 = - KS*; in all cases, F2 = * total,2H  
 
3.5.5 Optimization Results and Discussion   
The study includes 5 sets of multi-objective problems defined in problem formulation. 
The objectives are defined as discussed in case-1 and the product flow rates are 
normalized using nominal plant operating values. Figure 3.6 shows the plot for 
maximization of KS* and minimization of * total,2H  in the process loop. KS is quite 
costly and its maximization gives good returns. The Pareto obtained shows a 
contradictory behavior between objectives i.e. if the KS production rate goes high, the 
total,2H  flow requirement also increases, hence increasing utility consumption. For the 
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current KS* it is possible to reduce * total,2H  by 20 %. Conversely, KS
*
 can be increased 

















Figure 3.6 Results for two-objective optimization: maximization of KS* and 
minimization of * total,2H  
 
The variation of decision variables with the objective function (KS*) is shown in 
Figure 3.7. For both the reactors, KS* increases with increase in inlet temperature 
(Figures 3.7a and b). Hydrogen at inlet is required to saturate feed to the reactors. 
Since R2 processes mostly heavy feed, the H2 requirement increases considerably at 
higher values of KS* (Figure 3.7d), whereas it is more or less constant for R1 and 
increases to high value only at the highest KS* (Figure 3.7c). The total quench rate 
depends on the cooling requirement which is influenced by temperature in the reactors. 
Increase in bed temperatures has direct effect on quench rates (Figures 3.7e and f). 
The constraints on outlet bed temperatures are satisfied by intermediate quenching 
between the beds. Though quench flow rates are more or less constant for R2 (Figure 
3.7h), i.e. between beds 1 and 2 at 7340 m3/hr and between beds 2 and 3 at 7500 m3/hr, 
they show wide variation for R1, i.e. between 35,000 to 43553 m3/hr (Figure 3.7g).  





















































































































































Figure 3.7 Plots of decision variables corresponding to optimal solutions in Figure 
3.6. (a) Inlet temperature of reactor 1. (b) Inlet temperature of reactor 2. (c) H2 flow at 
the inlet of reactor 1. (d) H2 flow at the inlet of reactor 2. (e) Total quench flow to 
reactor 1. (f) Total quench flow to reactor 2. (g) Quench flow between the beds in 
reactor 1. (h) Quench flow between the beds in reactor 2  
 
Figures 3.8a and b show the change in outlet bed temperature with KS*. The outlet 
temperatures from R1 and R2 approach the maximum. The difference in outlet 
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temperatures from the two consecutive beds in R2 is more than R1, which shows 
slightly small difference in outlet beds temperature (ranging between 688 K and 700 
K). The outlet bed temperature increases down the beds in both the reactors due to 








































Figure 3.8 Plot of outlet temperatures corresponding to optimal solution in Figure 3.6. 
(a) Outlet bed temperatures of reactor 1. (b) Outlet bed temperatures of reactor 2 
 
The KS* is highly temperature dependant, and so increases with the inlet temperature 
in both the reactors together. Though, DS* decreases with increase in Tinlet,R1, it 
increases with the increase in Tinlet,R2 but the overall effect is increase in its production 
rate. Hence maximization of KS* and DS* simultaneously, gives a single optimum 
(Figure 3.9a). The maximization of high value products i.e. kerosene and diesel 
(KS+DS)* together and minimization of * total,2H (Figure 3.9b) shows the similar effect 
as observed in first problem (Figure 3.6) but the hydrogen requirement increases 




 is seen in fourth problem when DS* is maximized and * total,2H  is 
minimized (Figure 3.9d).  
 
The maximization of (KS+DS) production and minimization of naphtha and lighter 
products like LPG and fuel gas (Figure 3.9c) gives a Pareto. These objectives are 
highly temperature sensitive as the rate of all reactions increase with the increase in 
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temperature. Hence the two objectives show positive behavior to this decision 
variable i.e. temperature. Though it was tried to minimize production of naphtha and 
lighter products, it is possible only when production rate of KS and HD is decreased 
simultaneously, hence decreasing conversion per pass. So it can be concluded that the 
nature of solution depends on the choice of objectives and we may get a Pareto or a 






























































Figure 3.9 Results for two-objective optimization: (a) Maximization of DS* and KS* 
simultaneously; (b) Maximization of (KS+DS)* and minimization of * total,2H ; (c) 
Maximization of (KS+DS)* and minimization of (NH+LE)* and (d) Maximization of 
DS* and minimization of * total,2H  
  
3.6 SUMMARY   
In this chapter, hydrocracker model was described in detail. The FPM based on 
discrete lumped approach was used to simulate a two-stage industrial hydrocracking 
reactor. The model was validated using plant data, and the operation of an industrial 
hydrocracking reactor was optimized to maximize the desired product flow rates and 
minimizing the undesired products and total hydrogen flow. The different Paretos 
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obtained show that KS and HD production can be raised by 6% and the total H2 flow 
can be minimized by more than 20% if optimal set of operating variables are selected. 
The maximization of production rate of desired products is possible by increasing the 
rates of all reactions, thus increasing the overall conversion per cycle. This also 
increases the production rates of low value products and gives a Pareto. Among the 
decision variables, temperature greatly affects the yield of lighter products; to avoid 
reactor runaway, constraints on the outlet temperatures should be considered. 
Quenching has counter effect on reactor temperature. Hence, a balance between 
reactor inlet temperature, quench flow rates and inlet H2 flow rates is needed to get 
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CHAPTER 4  
MODELING, SIMULATION AND OPTIMIZATION OF AN INDUSTRIAL 
HYDROCRACKING UNIT IN A LOCAL REFINERY 
 
4.1 INTRODUCTION 
Hydrocracking is a petroleum refining process where cracking occurs simultaneously 
with hydrogenation to convert heavy petroleum feedstocks into desired lighter 
products. Like in chapter 3, this chapter also employs discrete lumped model 
approach to model an industrial hydrocracking unit existing in the refinery. The 
reactors configuration, operating conditions and the simulation procedure are different 
from the configuration studied in the previous chapter. The first principle reactor 
model is fine tuned for its kinetic and product distribution parameters using steady 
state plant data. These parameters are estimated through optimization using elitist 
real-coded non-dominated sorting genetic algorithm (NSGA, an adapted version of 
genetic algorithm suitable for multi-objective problems proposed by Deb, 2001). The 
model is then validated against independent data and used to analyze the behavior of 
an industrial unit with respect to a number of variables. Finally, the hydrocracker unit 
was optimized using the validated model and elitist NSGA for industrially important 
objectives and operational constraints. The Pareto-optimal solutions for the 
hydrocracker unit are presented and their significant features are discussed. 
 
4.2 PROCESS DESCRIPTION  
This process employs two reactors in series: hydrotreater (HT) and hydrocracker (HC), 
to accomplish hydrotreating in the first followed by hydrocracking in the latter. The 
fresh feed to hydrotreater (heavy vacuum gas oil, HVGO) is a homogenous mixture of 
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various hydrocarbons classified as paraffins, olefins, aromatics, naphthenes and 
structured-ring compounds. In addition to these, sulphur in the form of thiols, 
mercaptans, sulphides, disulphides and thiophenes, and nitrogen in the form of indoles, 
pyridines, quinolines and amines and metal compounds are also present. 
  
The process flow diagram (without coolers, pumps and heat exchangers for simplicity 
and proprietary reasons) is shown in Figure 4.1. The HT and HC consist of 2 and 4 
beds respectively, with quenching by recycle H2 to cool reaction mixture between the 
beds to control reaction temperature. The feed to the hydrotreater is a mixture of 
HVGO (BP range 629-854 K) and recycled H2 (RG1 in Figure 4.1) which are heated 
separately in fired heaters and heat exchangers to attain the required reaction 
temperature before they enter the reactor. The HT operates at relatively higher 
pressure and lower temperature (176.6 atm and 642 K) in comparison to HC (170 atm 
and 672 K). In HT, sulfur, nitrogen and oxygen compounds are decomposed to 
hydrogen sulfide, ammonia and water, while aromatics and olefins, if any, are 
hydrogenated. The flow of oil is once through and vertically downwards. The catalyst 
used in hydrotreater has a high hydrogenation/acidity ratio, causing mainly feed 
hydrogenation and mild hydrocracking.  
 
The feed to HC is a mixture of HT effluent, unconverted recycle oil (URO) and 
recycle gas (RG2). The feed is hydroisomerized and hydrocracked in the HC in the 
presence of a bi-functional catalyst loaded with noble metals. The 

























































Figure 4.1. Simplified process flow diagram of the hydrocracking 
unit. Hydrogen-rich gas streams are shown by dashed lines. 
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The once through conversion (Xpass) is 65-69 weight percent whereas overall 
conversion (Xoverall) is 95-98 weight percent, both on product basis. The product 
mixture from HC is cooled in a series of heat exchangers (not shown in Figure 4.1) by 
transferring thermal energy to URO, recycle H2 gas and HVGO. The product mixture 
contains a series of hydrocarbons ranging from C1 (methane) to C32 and other 
products like ammonia, hydrogen sulphide and un-reacted hydrogen.  
 
The effluent from HC is sent to wash water separator (WWS) to remove most of NH3. 
A small but negligible amount of H2S is lost during this process. The lightest 
component, hydrogen is separated in the high pressure separator (HPS). Light gases 
so recovered are almost 91 mole percent pure H2, and are compressed and mixed with 
makeup hydrogen (H2,makeup). This gas is recycled back to the two reactors (HT and 
HC): some part (RG1 and RG2) for mixing with their feed and the remaining (QHT 
and QHC) for quenching between the catalyst beds. H2S is recovered from the low 
pressure separator (LPS) gas and debutanizer off-gas (shown respectively as Off-gas1 
and Off-gas2 in Figure 4.1) by downstream amine treatment and Claus process. Some 
amount of H2 is lost with these off-gases. The bottom liquid product from LPS is 
further cooled and sent to the downstream separation system consisting of a 
debutanizer (where lighter products - CH4, C2H6, LPG etc., are recovered from the 
top) and two multi-component distillation columns in series. The main products from 
these two columns are light naphtha (LN), heavy naphtha (HN), kerosene (KS), light 
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4.3 HYDROCRACKING KINETICS AND MODELING 
The kinetic model should ideally take into account all reactions that the components 
in the feedstock undergo. However, in reality, it is difficult to do so due to complex 
chemistry of hydrocarbons in the feed and reaction mixture, numerous components 
and reactions, and lack of kinetic data. Researchers have proposed two distinct classes 
of kinetic models: lumped and detailed molecular models. Lumped models have been 
based on discrete lumping; structure oriented lumping or continuous lumping. In the 
discrete lumping approach, the individual components in the reaction mixture are 
divided into discrete pseudo-compounds (lumps) based on the true boiling point 
(TBP), carbon number (CN) and/or molecular weight (MW). Instead of keeping track 
of individual molecules, the molecules with a similar CN, MW or TBP are treated as 
cracking with a particular rate constant to give pre-defined lower lumps. The classical 
examples for discrete lumped approach are Weekman’s 10 lump model (Weekman 
and Nace, 1970) for fluid catalytic cracking (FCC) and Stangeland’s model (1974) for 
hydrocracking. Subsequently, several discrete lumped models have been proposed for 
the hydrocracking process (Qader and Hill, 1969; Korre and Klien, 1997; Callegas 
and Martinez, 1999; Mohanty et al., 1991). The success of this approach depends on 
the choice of the number of lumps. A large number of lumps would result in more 
accurate predictions but this increases the number of kinetic parameters that describes 
the system.  
 
The concepts of detailed elementary reaction schemes (Baltanas and Froment, 1985) 
and theory of single event kinetics (Schweitzer et al., 1999), which led to structure 
oriented lumping (Liguras and Allen, 1989), have been proposed for modeling 
hydrotreating (Gray, 1990), catalytic cracking and hydrocracking processes. Quann 
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and Jaffe (1992, 1996) developed a detailed elementary reaction scheme concept of 
structure oriented lumping in order to reduce the number of reactions involved. The 
theory of single event kinetic model has been applied to simulate hydrocracking of 
paraffins in a three-phase reactor (Schweitzer et al., 1999). This approach requires 
large experimental data and computational power to build a reasonable model. 
Martens and Marin (2001) developed fundamental kinetic approaches such as single-
event kinetic models based on structural classes by incorporating carbonium ion 
chemistry in order to reduce large data requirement, excessive computational time and 
memory capacity. The reaction rate coefficient for reactions was determined by partial 
re-lumping of the single event kinetics equations.  
 
The continuous lumping considers the reactive mixture to form a continuum mixture 
with respect to its species type, TBP, MW, etc. Research in this direction had been 
carried out by several researchers (Ho and Aris, 1987; Chou and Ho, 1988; Aris, 1989; 
Astarita and Nigam, 1989; Chou and Ho, 1989). Application of continuous theory of 
lumping has been described for hydrocracking of vacuum gas oil (Cicarelli et al., 
1992; Browarzik and Kehlen, 1994; Basak et al., 2004) in which measurable 
quantities like TBP were used as characterization parameters for continuous lumping 
and describing the reaction rates and physical properties. This continuous treatment of 
complex mixtures results in a partial integral-differential equation (Laxminarasimhan 
et al., 1996). Continuous theory of lumping can also improve structure oriented 
lumping.  
 
The main issues that refiners have to deal with in the daily operation of the plant are 
product yield and quality, reactor temperature and makeup hydrogen requirement. The 
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studies of Mohanty et al. (1991) and Pacheco and Dassori (2002) show that the 
discrete lumped model approach is capable of predicting these quantities satisfactorily. 
Moreover, such a model can easily be implemented even when the experimental data 
is limited and feed quality changes, whereas detailed kinetic models based on 
molecular reaction schemes need accurate feed analysis. Hence, the discrete lumped 
model approach is chosen for simulating and optimizing an industrial hydrocracker 
for multiple objectives. The specific model adopted for this study is discussed in 
chapter 3 which is based on the kinetic model of Stangeland (1974), also used by 
Mohanty et al. (1991) in their study. Pacheco and Dassori (2002) noted that this 
kinetic model has been widely used in the fuel processing industry. 
 
4.4 MODELING AND SIMULATION OF THE HYDROCRACKING UNIT 
The HC unit consists of two main sections: reactor section and separation section. The 
two reactors - HT and HC in the reactor section are simulated using a simplified 
model for HT and first principles model for the HC. The separation section consisting 
of WWS, HPS, LPS and downstream section (Figure 4.1) is simulated using a black-
box model. This is a practical approach and yet satisfactory because HC model is the 
most critical for simulating the HC unit. 
 
The main reactions in the HT are hydrodesulphurization (HDS) and 
hydrodenitrogenation (HDN) reactions, which consume hydrogen. The rigorous 
simulation of HT is beyond the scope of this work. In order to estimate the effluent 
gas composition from the HT and hydrogen consumption in it, consumption of H2 for 
HDS and HDN is based on stochiometry of reaction for the model sulfur and nitrogen 
compounds, namely, Benzothiophene and Quinoline respectively. Nitrogen and sulfur 
  76 
content in the liquid at inlet and exit of HT are known. The quantity of light 
components other than H2, H2S and NH3 is assumed to be constant throughout the HT. 
Based on these assumptions and known quantities, gas composition at the HT exit is 
estimated. Using this estimated composition and the known composition of RG2, 
composition of mixed gas to the HC is then evaluated (Figure 4.1). 
 
In the industry, the HT liquid effluent is only analyzed for nitrogen and sulfur content 
and the density. Hence, its characterization to pseudo-components and their property 
estimation is impossible. Therefore, the pseudo-component composition of the HT 
effluent liquid is assumed to be the same as that of the feed (HVGO). The molecular 
size distribution of pseudo-components does not change much due to mild 
hydrocracking (Wauquier, 2000) in the HT. The slight discrepancies that may arise 
due to mild hydrocracking are taken into account in the subsequent fine tuning of HC 
model parameters.  
 
Hydrocracking is performed in multi-phase, multiple fixed-bed, multi-catalytic 
reactors. The liquid phase comprises of hydrocarbon feed, the gas phase consists of 
hydrogen and evaporated feed components while the catalyst makes the solid phase. 
In modeling HC, it is necessary to account for the yield and selectivity of various 
products (Laxminarasimhan et al., 1996). Stangeland (1974) found that heavier cuts 
crack via first-order mechanism to form smaller/lighter cuts. To describe the effect of 
boiling point on rate constant and amount of product generated, he followed a three-
parameter approach. One parameter describes the effect of boiling point on the rate 
constant and the other two parameters determine the product yield. Mohanty et al. 
(1991) adopted this three-parameter model for the simulation of two-stage vacuum 
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gas oil HC unit. Pacheco and Dassori (2002) developed an improved kinetic model 
with two additional parameters and a mass balance closure for each hydrocracking 
reaction which Mohanty et al. (1991) had not considered. However, the latter took 
care of overall mass balance enclosure by calculating hydrogen consumption in the 
reactor. 
 
The model of Pacheco and Dassori (2002) was based on regression analysis of kinetic 
parameters to satisfy mass balance enclosure for each hydrocracking reaction using 
Levenberg-Marquardt algorithm. They have implemented it using the default reactor 
model, RPLUG in the AspenPlus simulator. However, the predicted temperature 
profile does not match with that reported by Mohanty et al. (1991) or with the 
expected trend for HCs with intermediate cooling (e.g., see Figure 4.2 for the 
industrial HC simulated in this chapter). Following the guidelines and concepts 
proposed by researchers (Stangeland, 1974; Mohanty et al., 1991; Pacheco and 
Dassori, 2002), this study simulates an industrial HC unit employing the first 
principles model based on discrete lumped model approach along with empirical 
correlations for kinetics and product distribution. This is described below.  
 
The HC is modeled assuming plug flow, negligible diffusional resistances, adiabatic 
and steady state conditions. Further, HDS and HDN reactions in HC, and the amount 
of quench added at HC inlet (not shown in Figure 4.1) are assumed to be negligible. 
The component mass balances for the liquid phase for a differential catalyst element 









dCM  i = 1 to N, r = i + 2 for i ≥  13, r = 14 for i < 13   (4.1) 
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The significance of different terms in the above equation is already described in 
Section 3.3. The right hand side in eq. 4.1 is zero when i ≤ 13 based on previous 
assumption that lighter components (with a boiling point less than 400 K) do not 
crack. Note that the number of pseudo-components (N) in the above model equation is 






















Figure 4.2 Comparison of simulated (model prediction) and industrial temperature 
profile 
 
Rate of hydrocracking depends on hydrogen concentration but hydrogen is present in 
large excess and is practically constant in industrial HCs. For example, hydrogen 
mole fraction in gas phase in the HC studied in this work varies between 0.92 and 
0.90. Hence, it is acceptable to express the reaction rate without hydrogen partial 
pressure as in eq. 4.1. Mass balance enclosure is, however, ensured by calculating 
consumption of H2 for all reactions in each differential catalyst element based on flow 
rates of pseudo-components and their C/H ratios.  
 
The energy balance for a differential catalyst element in the HC is 










 i = 1 to N+1, j = 14 to N  (4.2)  
 
Here, (N+1)th component is hydrogen, Mi is the mass flow rate of ith pseudo-
component (in kg/h), Rj)H( ∆−  is the heat of reaction for hydrocracking of jth pseudo-
component in kcal/kg of hydrocarbon, PiC  is the heat capacity of component i (in 
kcal/kg/K) and T is the temperature (in K). In eqs. 4.1 and 4.2, all pseudo-components 
are assumed to exist in liquid phase and no vapor-liquid equilibrium calculations were 
performed for reactor simulation. Although some hydrogen is dissolved in liquid 
phase, its quantity is very small (about 1% of total hydrogen present). Hence, for 
energy balance, hydrogen is assumed to be totally in gas phase. The temperature of 
gas and liquid phases at any axial position in the reactor is assumed to be the same. 
 
The following kinetics and product distribution equations discussed in chapter 3 are 
revised and modified to implement the model for the industrial HC unit: 
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P1j = ( )[ ]   5.229T8.1-exp C bj −ω    (4.5) 
( )[ ][ ]



















  for i = 2 to j-2 , j =14 to N.  (4.7) 
The values of frequency factor in the reaction rate constant corresponding to four 
catalyst beds in the reactor Ai (for i =1 to 4) in eq. 4.3, coefficients D1 to D4 in eq. 4.4, 
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parameters B, ω  and C (eqs. 4.5 and 4.6) are obtained by matching the predictions 
with the industrial data (see eq. 4.9 given later).  
 
The above HC model is used to simulate hydrocracking of HVGO in each catalyst bed 
to predict pseudo-components yield and H2 consumption. At the end of each bed, total 
mass of liquid reaction mixture is evaluated as the sum of liquid feed to the catalyst 
bed and H2 consumed in reactions. The difference in the liquid mass flow rates at the 
inlet and exit of each bed is less than 0.5%, which justifies the assumption of constant 
Mt for each bed (eq. 1). The pseudo-component mass flow rate at the bed exit is then 
evaluated as the product of mass fraction of pseudo-component (Ci) and the total mass 
of liquid reaction mixture.  
 
The temperature rise in the catalyst beds due to exothermic reactions is controlled by 
adding quench gas (Q1, Q2 and Q3) between the beds. The enthalpy of quench gas is 
calculated based on its composition and average Cp values of the pure components 
present in the gas stream at operating temperature and pressure, obtained using 
Hysys. The inlet temperature of the gas and liquid mixture to the subsequent reactor 
bed is estimated using the enthalpy of liquid reaction mixture at the previous bed exit 
and that of added quench gas stream.  
 
The HC effluent is processed through several downstream units, which are assumed to 
operate under steady-state and are modeled as a black-box. Flow rates of industrial 
products from the downstream section are calculated using the pseudo-component 
flow rates in the liquid effluent from the HC, and is outlined in the next section. One 
of these products is UCOT, part of which is recycled as URO (Figure 4.1). To begin 
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the simulation of the HC unit, flow rate, composition and temperature of the URO are 
initialized at the industrial values. Successive substitution method is used to iterate on 
URO flow rate. It takes 10 - 15 iterations for convergence of these recycle loop 
calculations. After achieving convergence, makeup2,H  quantity is determined by the 
sum of H2 consumed in HT and HC, and H2 lost in off-gas1 and off-gas2. For this, the 
amount of H2 lost with the off-gases, which is 4-6% of makeup2,H , is fixed at the 
industrial value. Also, for simulating the HC unit, the composition and flow rates of 
RG1, RG2, QHT and QHC are fixed at their industrial values. However, flow rates of 
RG2 and QHC are taken as decision variables for optimization. 
 
4.5 FEED AND PRODUCT CHARACTERIZATION AND PROPERTY 
PREDICTION 
The feed and products of the HC need to be divided into pseudo-components (based 
on the selected lumping technique), which is called characterization and can be done 
using oil manager in Hysys. For the application of discrete lumped model approach, 
a trade-off between the number of pseudo-components and their boiling range is often 
a good practice to get better model accuracy and efficiency, and to avoid ambiguity 
during component selection. In this study, the feed and products were defined into 58 
pseudo-components each with 10oC boiling range. Typical light components like 
methane, ethane, propane, i-butane and n-butane along with small amount of pentanes 
(< 1 mole %) and hexanes (< 0.2 mole %) as well as NH3 and H2S are formed during 
hydrotreating and hydrocracking. Mixture of all these light components (with the 
exception of H2S and NH3) was taken as pseudo-component 1 even though pentanes 
and hexanes are not included in the definition of pseudo-component 1. 
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The available experimental assay data, obtained by batch/simulated distillation, for 
products were used to evaluate pseudo-components composition of industrial products 
like LPG (liquefied petroleum gas), LN, HN, KS, LD, HD, URO and UCOP. Since 
mass flow rates of these products were known, mass flow rate of pseudo-components 
present in each of these products could then be evaluated. Note that a pseudo-
component may exist in two different products in different fractions based on 
distillation efficiency (e.g., pseudo-component 11, as shown in Table 4.1, is present in 
two products). Hence, mass flow rate of pseudo-components in each of the products 
was used to get fractional distribution of each pseudo-component to industrial 
products. Table 4.1 also gives the fractional distribution of pseudo-components into 
products (e.g., fractional distribution of pseudo-component 11 to HN and LN is given 
as yHN = 0.8498 and yLN = 0.1502 which adds up to 1). 
 
The process of feed and product characterization to pseudo-components was 
automated by developing a macro in Excel. Since Hysys is object linking and 
embedding (OLE) compliant, its objects can be seen and accessed from outside 
applications like Visual Basic and Excel (Appendix C). Table 4.1 gives the average 
properties of some pseudo-components generated by feed and products 
characterization. It also includes mass fraction of pseudo-components (x) in HVGO, 
HD, HN and LN. Other pseudo-components and products are not included in Table 
4.1 for brevity. 
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Table 4.1 Characterization of feed and products to pseudo-components 
Comp. TBP ρPC Watson K  xHVGO  xHD xHN xLN yHN yLN 
No. oC kg/m3 [-] [-] [-] [-] [-] [-] [-] 
1 2.50 583.00 13.360 0.00 0.00 0.00 0.00 0.00 0.00 
          
8 64.98 689.83 12.285 0.00 0.00 0.00 0.1580 0.0000 1.0000 
9 74.60 701.12 12.201 0.00 0.00 0.0052 0.1287 0.0862 0.9138 
10 84.33 712.33 12.120 0.00 0.00 0.0354 0.1292 0.3899 0.6101 
11 94.62 721.87 12.073 0.00 0.00 0.1519 0.0626 0.8498 0.1502 
12 103.98 730.67 12.028 0.00 0.00 0.1893 0.0421 0.9129 0.0871 
13 114.79 740.95 11.974 0.00 0.00 0.1862 0.00 1.00 0.00 
14 124.91 749.40 11.941 0.00 0.00 0.1586 0.00 0.9690 0.00 
15 134.44 756.88 11.916 0.00 0.00 0.1314 0.00 0.8647 0.00 
16 144.66 764.21 11.900 0.00 0.00 0.0915 0.00 0.00 0.00 
17 154.28 769.62 11.906 0.00 0.00 0.0312 0.00 0.00 0.00 
18 163.98 775.32 11.907 0.00 0.00 0.0194 0.00 0.00 0.00 
          
36 344.93 858.67 12.067 0.00593 0.1175 0.00 0.00 0.00 0.00 
37 354.78 861.94 12.085 0.00689 0.1028 0.00 0.00 0.00 0.00 
38 365.11 866.48 12.087 0.00842 0.0957 0.00 0.00 0.00 0.00 
39 375.33 872.26 12.071 0.01056 0.0931 0.00 0.00 0.00 0.00 
40 385.25 877.61 12.058 0.01331 0.0874 0.00 0.00 0.00 0.00 
41 395.25 882.49 12.052 0.01698 0.0772 0.00 0.00 0.00 0.00 
          
49 475.03 915.61 12.061 0.06311 0.00 0.00 0.00 0.00 0.00 
50 485.02 919.02 12.069 0.06525 0.00 0.00 0.00 0.00 0.00 
51 494.99 922.20 12.080 0.06582 0.00 0.00 0.00 0.00 0.00 
52 504.97 925.15 12.094 0.06513 0.00 0.00 0.00 0.00 0.00 
53 514.95 927.84 12.110 0.06390 0.00 0.00 0.00 0.00 0.00 
54 524.76 930.18 12.129 0.05874 0.00 0.00 0.00 0.00 0.00 
55 535.06 932.25 12.154 0.05326 0.00 0.00 0.00 0.00 0.00 
56 545.75 935.74 12.162 0.06563 0.00 0.00 0.00 0.00 0.00 
57 553.59 938.47 12.165 0.03522 0.00 0.00 0.00 0.00 0.00 
58 565.16 942.79 12.166 0.03452 0.00 0.00 0.00 0.00 0.00 
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Simulation of the HC unit gives flow rates of all pseudo-components. To predict flow 
rates of LN, HN, KS, LD, HD and UCOT, we use these flow rates and the fractional 
distribution of pseudo-components into products found by product characterization. 
Pseudo-component 1 distributes into off-gas1, off-gas2 and LPG. As pure components 
in pseudo-component 1 are not identified separately, it is not possible to predict off-
gas1, off-gas2 and LPG individually. Hence, actual flow rate of LE is calculated from 
industrial values of off-gas1, off-gas2 and LPG flow rates excluding H2 and H2S. The 
predicted flow rate of LE is simply that of pseudo-component 1. 
 
The pseudo-components obtained by characterization act as pure components and 
were defined by their weighted average mean properties like boiling point and density 
(Table 4.1). Properties of pseudo-components and their mixtures were estimated using 
empirical correlations available in the literature (Wauquier, 2000) as functions of 
normal boiling point and density. The empirical correlations of Lee and Kesler (1975) 
given in eqs. 3.9 to 3.14 were used for estimation of pseudo-component properties 
like molecular weight (MW), critical pressure (PC), critical temperature (TC), critical 
volume (VC), and acentric factor ( ω ). For a mixture of these pseudo-components, 
mixing rules (Reid et al., 1987) were used (eqs. 3.15 and 3.16). To calculate enthalpy 
and fugacity coefficient for a pseudo-component and the partial fugacity 
coefficient,
Λ
φ i , Peng Robinson cubic equation of state was used (eqs. 3.17 and 3.18). 
The ideal gas enthalpy of pure component and mixture were evaluated using 
correlations (eqs. 3.21 and 3.22) given by Weir and Eaton (1932). The excess 
enthalpy for a pure component (or mixture) was related to the fugacity coefficient by 
a thermodynamic relationship as described in chapter 3, eqs. (3.19) and (3.20). The 
  85 
correlations for evaluation of C/H ratio of pseudo-components, standard heat of 
reaction and heat of reaction at reaction conditions are given by Mohanty et al. (1991).  
Pseudo-component composition of the HT effluent is assumed to be the same as that 
of HVGO feed to the HT but the latter is hydrogenated in the HT, which is never 
analyzed. Hence, it is impossible to obtain the C/H ratio of the HT effluent and 
subsequently the C/H ratio of liquid feed to the HC. Hence, due to the unpredictability 
in the C/H ratio of the liquid feed to the HC, the amount of heat released per unit 
consumption of hydrogen, (- HconH∆ in kcal/kmol) was fine tuned in this work to 
match the measured temperatures at the bed exits. 
 
The C/H ratio of hydrocarbons, required for estimating chemical consumption of H2 
in the HC, in the boiling range of feed and products is tabulated in Nelson (1958). 
These data were used to obtain correlations between C/H ratio and Watson 
characterization factor (Watson K). These correlations were used to find hydrogen 
and carbon content of each pseudo-component by interpolation based on the average 
boiling temperature of pseudo-component. Note that value of Watson K for each 
pseudo-component was obtained from Hysys. 
 
With the availability of mass fraction of products (i.e., lighter pseudo-components) 
from hydrocracking of each pseudo-component, and molecular weight and C/H ratio 
of all pseudo-components, it is possible to calculate hydrogen consumed in the 
reaction of each pseudo-component and thus make the reaction balanced. 
Stoichiometric coefficients of this reaction can be calculated by converting hydrogen 
consumed and mass of products formed from hydrocracking of one mole of each 
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pseudo-component into moles. These along with other property and kinetic data, can 
then be used in a process simulator for successfully simulating the hydrocracker.   
 
4.6 MODEL CALIBRATION: FINE TUNING OF MODEL PARAMETERS 
The simulation of a hydrocracker is very much dependant on feed properties, catalyst 
activity and reactor type and operating conditions. Since the reactor configuration and 
operating conditions vary for different refineries, fine tuning of model parameters is 
essential. Numerous sets of the process and operation details, feed and product 
experimental data and their flow rates for many days of operation over 3 months 
period, available from a local refinery have been used in our HC unit simulation for 
model calibration and validation. The industrial data were verified for consistency 
(overall mass balance) before using for fine tuning and model validation.  
 
The sum of makeup2,H  and HVGO is the total feed to the HC unit. Streams leaving the 
unit are off-gas1, off-gas2, LPG, LN, HN, KS, LD, HD and UCOP; sum of these 
streams is the total product. (Ammonia formed in the HT leaves from the WWS but 
this is small and neglected in the overall mass balance.) The difference between the 
total feed and total product indicates consistency of measured data. Those data, which 
were consistent within an error of ± 5%, was accepted for model tuning and validation. 
This is justifiable considering inevitable measurement errors in the data. The data 
consistency was carried out in Excel spreadsheet. In order to automate the process of 
feed characterization and verification of data consistency, experimental data sheet in 
Excel was interfaced with Hysys. The feed and products flow rates were taken from 
“User” through graphical user interface developed in Excel.   
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The model of the HC unit described above and the subroutines for property estimation 
for simulating the process were coded in F90. Runge-Kutta-Gill method was used to 
solve the differential equations for mass and energy balances. Typical feed properties, 
catalyst data and process operating details are given in Tables 4.2 to 4.4.                            
 
Table 4.2 Experimental data for feed and products obtained from the refinery 
 Feed HTEffluent LN HN KS LD HD UCO 
IBP (oC)  310.00 ----- 34.70 101.10 163.90 199.20 305.20 315.50 
5% 363.50 ----- 42.50 107.30 179.70 206.60 321.80 361.00 
10% 383.50 ----- 46.80 109.00 183.50 219.00 326.00 380.50 
20% 407.50 ----- 52.00 111.10 191.00   -----   ----- 403.00 
30% 424.50 ----- 56.50 113.60 198.10 227.80 333.00 417.50 
40%    ----- -----   -----   -----   -----   -----   ----- 429.00 
50% 456.50 ----- 65.00 119.10 216.00 244.60 342.40 440.50 
60%   ----- -----   -----   -----   -----   -----   ----- 453.00 
70% 487.00 ----- 73.20 126.60 237.80 258.00 356.00 467.00 
80% 504.00 -----   -----   -----   -----   -----   ----- 483.50 
90% 526.50 ----- 85.10 138.00 263.70 272.20 373.40 507.00 
95% 543.00 ----- 91.90 142.70 272.50 278.00 378.60 526.50 
FBP (oC) 578.00 ----- 101.40 160.50 277.20 280.00 380.60 566.00 
ρ (15 oC)  0.933 0.883 0.68 0.75 0.81 0.82 0.83 0.84 
N2 (ppm)  1413 64   -----   -----   -----   -----   ----- 7.20 
S (wt%) 2.656 0.092   ----- 0.99   ----- 0.03   ----- 0.03 
 
Note: % in column 1 refers to wt% for feed and UCO, and to vol% for LN, HN, KS, LD and HD  
 
 
Table 4.3 Data on catalyst in the hydrocracker beds 
 Bed-1 Bed-2 Bed-3A Bed-3B Bed-4A Bed-4B 
Vcat, m3 22.70 25.00 5.6 20.3 7.2 18.2 
Mcat, kg 19,997 23,586 4,469 19,975 5,738 17,800 
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Table 4.4 A set of operating data for hydrotreater and hydrocracker 
 
Operating Data  HT HC 
FHVGO, kl/h # - 
Pinlet, atm 176.60 170.54 
Tinlet, K 655.99 672.25 
Tout, K 689.72 680.04 
QHT, QHC, tons/h # # 
LHSV, h-1 - 1.43 
RG1,RG2, kg/h # # 
Tinlet1, K - 672.25 
Tout1, K - 680.89 
Tinlet2, K - 668.94 
Tout2, K   - 680.27 
Tinlet3, K - 670.87 
Tout3, K - 679.04 
Tinlet4, K - 672.25 
Tout4, K - 680.04 
# These data are not provided due to their confidential nature. 
 
For all months of operation, pseudo-components, which are defined by their average 
boiling point and density, representing the feed and products were kept the same. 
However, HVGO composition in terms of these pseudo-components varies. The HC 
unit was simulated using the plant operating values of HVGO flow rate, recycle gas 
temperature, recycle oil temperature, recycle gas flow rate and quench flow rates. The 
computation time for the HC unit simulation on a 2.4 GHz Pentium IV computer with 
512 MB of SDRAM, was about 4 s. 
 
The HC model parameters were fine tuned using the consistent industrial data. 
Twelve parameters, selected for fine tuning the model, were the amount of heat 
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released per unit consumption of hydrogen, - HconH∆ in kcal/kmol, frequency factor in 
the reaction rate constant corresponding to the four catalyst beds in the HC reactor 
(A1-A4 in eq. 4.3), parameters for relative reaction rate kinetics (D1-D4 in eq. 4.4), and 
the product distribution parameters (C, ω, B) in eqs. 4.5 and 4.6. The fine tuning of 
the 12 parameters was based on minimization of root of sum of squared error between 
the model predictions and the measured values in the plant. The overall objective 
consisted of minimization of error in product flow rates, total of all product flow rates 





























































1w  (4.8) 
Here, wi (for i =1 to 3) is the weightage given to each term; here, w1 = w2 = 1 and w3 
= 1000. The 1st term in eq. 4.8 denotes the sum of squared error between industrial 
product flow rates (fk,I) and the simulated values (fk,S) where k = 1 to 8, stands for 
flow rates of LE, LN, HN, KS, LD, HD and UCOP and URO. FT,S  and FT,I  are the 
simulated and industrial values of the total sum of these 8 flowrates. The 3rd term in 
eq. 4.8 is the sum of squared error for outlet bed temperatures between industrial 
(Touti,I) and model predicted values (Touti,S). Temperature term is given higher 
weightage as it is very important to match the temperature of each of the 4 catalyst 
beds.  
 
Genetic algorithm (Deb, 2001) was used for minimizing eq. 4.8 to determine the 
optimal values of the 12 model parameters (Table 4.5), using the average data of day 
2. The reasons for choosing GA for fine tuning model parameters are several. Firstly, 
GA is good at identifying promising region through global exploration search and it 
can locate global optimum in a single run. Direct/stochastic methods like GA do not 
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need additional assumptions on optimization problem and particularly suited for 
problems with ill- or unknown structure (Pardalos et al., 2000). Though the small 
number of decision variables suggests the use of deterministic method, our experience 
with the solution of complex non-linear problems arising from detailed first principle 
models, shows that deterministic methods may fail. This may be because of the 
difficulty to calculate derivatives of the objective function, which itself involves 
numerous calculations including numerical solution of differential equations. Hence, 
we have employed GA for fine tuning as well as optimization of the HC unit.  
 
Optimal values of parameters (Table 4.5) are comparable to the reported values 
except for the large differences in - HconH∆ , C and ω. In the present work, the feed is 
hydrogenated in the HT before its hydrocracking in HC whereas HT was absent in the 
HC unit simulated in chapter 3. Hence, hydrogenation in the present HC and 
consequently - HconH∆  are expected to be less. The optimal values of C and ω 
together define the production of light ends. If one increases, the other decreases to 
counter balance its effect. The reaction rate constants are dependant on the type of 
feed, shape and size of the catalyst and past history of catalyst deactivation. Hence, 
A1-A4 are expected to vary from one bed to another. The predicted temperature 
profile for day 2’s operation is consistent for exothermic reactions, and matches with 
the measured bed exit temperatures (Figure 4.2). The profiles for beds 3 and 4 show 
two segments. The probable reason for this is the two types of catalyst (with different 
densities which affect rate constant in eq. 2) in these two beds. The pseudo-
component flow rates predicted by the model are similar to those calculated from the 
measured product flow rates on day 2 (Figure 4.3).  
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Table 4.5 Comparison of fine tuned parameter values obtained in this study with the 
reported values (Mohanty et al., 1991) 
 
Parameter Reported value Tuned value 
- HconH∆ , kcal/kmol 10,000 6,310 
A1, vol feed/vol-cat/h 1.0×107 9.797×106 
A2, vol feed/vol-cat/h 1.0×107 9.952×106 
A3, vol feed/vol-cat/h 1.0×107 9.843×106 
A4, vol feed/vol-cat/h 1.0×107 9.844×106 
D1 0.494 0.5335 
D2 5.2×10-3 5.616×10-3 
D3 -2.185×10-5 -2.425×10-5 
D4 3.12×10-8 3.37×10-8 
C 0.35 0.70 
ω 0.01 0.02 























Figure 4.3 Comparison of model predicted and industrial values of pseudo-
component flow rates 
 
Effect of tuning the model parameters can be seen from the % error between 
industrial data and predicted values for product flow rates and makeup2,H  for day 2 
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operation in Table 4.6. Fine tuning reduces the average absolute error in these 
predictions from 22% to 11%. Hence, fine tuning of the model parameters is essential 
for good predictions. Predictions could further be improved by fine tuning activation 
energies also. However, this was not attempted for two reasons: activation energy and 
frequency factor (pre-exponential factor) are correlated, and to avoid too many 
parameters for tuning. 
 
The model with the optimal values of parameters was used to simulate the HC unit 
operation for several other days over a period of three months. The % error between 
industrial data and predicted values for product yields and makeup2,H  for these of days 
of operation are compared in Table 4.6. Overall, the model is good with average 
absolute error of 11% in the prediction of product flow rates. The % error in makeup2,H  
estimate for 5 days of industrial operation is in the range 11 to 22%. The hydrogen 
losses in the downstream separation (i.e. with off-gas1 and off-gas2) for any day’s 
simulation are fixed at their industrial value. For example, for day 2 it is fixed at 4.2 
% of the makeup2,H . Some amount of hydrogen also gets lost with other gases to flare 
from distillation column 2 (not shown in Figure 4.1) and in wash water separator. 
Hydrogen has high solubility in the hydrocarbon mixture at high pressure in reactor 
and it transfers to gas phase during fractionation at low pressure in the distillation 
column. Hydrogen is also soluble in liquid used for wash water separation. Such 
losses are not measured in industry and hence not considered for simulation. These 
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Table 4.6 % Error between industrial data and predictions by the HC unit model fine 
tuned using average data of day 2 
 







Quantity Day 1 Day 2
* Day 3 Day 4 Day 5 
LE 13.67 -13.16 (5.43) 5.75 4.04 17.22 
LN 5.35 -4.24 (-34.46) 3.71 -0.18 6.08 
HN 12.88 6.08 (-45.24) 10.86 11.94 14.62 
KS -1.58 -1.38 (-3.45) -1.59 -0.77 -0.34 
LD 1.24 2.90 (-1.69) 1.61 2.28 0.79 
HD -30.61 -18.93 (32.39) -28.23 -28.12 -31.22 
UCOT 12.03 27.42 (36.69) 15.16 13.06 5.52 
UCOP -2.64 11.14 (23.67) 2.27 8.87 -0.23 
H2, makeup 19.98 11.0 (10.9) 16.45 14.73 21.69 
* The values in brackets are the % errors in the predictions using the model parameter 
values reported by Mohanty et al. (1991). 
 
4.7 SENSITIVITY ANALYSIS  
To formulate the MOO problem appropriately, sensitivity analysis was performed by 
varying one variable at a time around a reference set of values and noting its effect on 
several performance indicators of the HC unit. The calibrated model was used for 
sensitivity analysis and later interfaced with real-coded NSGA-II (Deb et al., 2002) 
for plant wide MOO. The sensitivity analysis results are summarized in Table 4.7. 
The increase in feed flow rate (FHVGO) increases the production of heavier products 
(KS, LD and HD) and unconverted oil (UCO), and decreases the production of lighter 
products (LE, LN and HN), as a result of decrease in operating temperature and 
residence time in the reactor. The liquid hourly space velocity (LHSV) increases, 
thereby decreasing the conversion/pass (Xpass) by ~ 10% and overall conversion 
(Xoverall) by ~ 2%. The increase in FHVGO has counter effect on the inlet temperature 
(Tinlet) of the HC. Due to increased LHSV and reduced Tinlet, and consequently 
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reduced conversion, H2 consumption in HC reduces and the need for H2,makeup 
decreases by 1%. For the hydrocracking of any heavier pseudo-component, the 
formation of lighter pseudo-components consume more hydrogen than the formation 
of heavier components as the C/H ratio for lighter hydrocarbons is much less than that 
for heavier hydrocarbons.  
 
The increase in fraction of unconverted oil recycled (FRO) to the reactor is equivalent 
to processing heavier feed in the reactor. The heat of reaction for hydrocracking of 
heavier feed is more in comparison to that for hydrocracking of lighter feed. Though 
the inlet temperature (Tinlet) to the reactor is comparable with the plant value (Table 
4.7), higher operating temperature in the catalyst beds is expected because of higher 
exothermic heat of reaction of the heavier feed being processed in the reactor. Hence, 
both Xpass and Xoverall increase due to the increase in recycle oil flow rate and increase 
in bed temperatures. The overall effect of increase in LHSV, Xpass and Xoverall increase 
the requirement for hydrogen supply to the HC for reaction as well as for quenching.  
The increase in the mass flow rate of the recycle gas (MRG), RG2 in Figure 4.1 
increases the amount of gas fed to the reactor per m3 of liquid feed. This ultimately 
decreases Tinlet and the bed temperatures, decreasing Xpass and Xoverall. The need for 
makeup2,H  goes high due to increase in gas flow rate in the process loop. The yield of 
heavier products can be improved slightly by increasing recycle gas flow to the HC at 
the expense of increased cost for recycle gas compression and increased hydrogen 
requirement in the process loop. The increase in Tinlet as a result of increase in recycle 
gas temperature (TRG) or recycle oil temperature (TRO), increases the rates of all 
hydrocracking reactions leading to increase in production of lighter products like LE, 
LN and HN but decreases the production of heavier products like KS, LD and HD. 
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This ultimately increases the amount of hydrogen required for chemical consumption 
and for temperature control in the reactor beds by increasing the quench flow rates. 
The hydrocracking reaction is relatively more sensitive to TRG than to TRO as given by 
the increase in conversion to 9% and 7% for 2 % increase in each of these 
temperatures. 
 
Quenching requires good amount of H2, and increase of quench flow rates (Q1 to Q3) 
has a counter effect on temperature. The increase in makeup2,H  is expected due to the 
increase quench flow rate, which also increases the overall gas flow rate to the HC. 
The increased quench ultimately leads to reduced reaction rates, lower yields of light 
products and lower hydrogen consumption for hydrocracking, which is directly 






Table 4.7 Sensitivity analysis - effect of different variables on HC unit performance 
 FHVGO FRO MRG TRG TRO Q1 Q2 Q3 
% change -5% 5% -5% 5% -5% 5% -2% 2% -2% 2% -5% 5% -5% 5% -5% 5% 
LE 24.28 -25.50 -4.53 4.41 2.56 -2.36 -30.76 36.39 -35.16 26.84 8.01 -7.58 3.82 -3.67 1.44 -1.42 
LN 13.69 -15.89 -3.01 2.90 1.68 -1.55 -21.08 23.11 -24.53 17.24 5.23 -5.03 2.51 -2.43 0.95 -0.94 
HN 7.74 -10.65 -2.17 2.06 1.19 -1.11 -15.81 15.63 -18.76 11.84 3.68 -3.62 1.78 -1.74 0.67 -0.67 
KS -6.11 3.78 -0.04 -0.03 -0.03 0.03 -1.19 -1.56 -2.53 -0.83 -0.14 0.00 -0.05 0.02 -0.02 0.02 
LD -7.99 6.11 0.28 -0.33 -0.21 0.20 1.17 -3.86 0.12 -2.57 -0.69 0.55 -0.31 0.28 -0.12 0.12 
HD -17.08 19.45 1.98 -1.90 -1.14 1.09 14.85 -14.84 15.77 -11.06 -3.51 3.47 -1.69 1.66 -0.64 0.65 
UCOT -30.99 49.65 5.16 -4.69 -2.81 2.73 46.32 -31.16 52.87 -24.32 -8.41 9.09 -4.14 4.24 -1.60 1.63 
URO  -30.99 49.65 -0.10 0.08 -2.81 2.73 46.32 -31.16 52.87 -24.32 -8.41 9.09 -4.14 4.24 -1.60 1.63 
UCOP -30.99 49.65 36.19 -32.82 -2.81 2.73 46.32 -31.16 52.87 -24.32 -8.40 9.09 -4.14 4.24 -1.60 1.63 
H2,consumption in HC 2.31 -3.66 -1.23 1.16 0.67 -0.61 -8.69 9.01 -10.66 6.80 2.07 -2.01 1.00 -0.97 0.37 -0.37 
Tinlet, K 0.23 -0.33 0.00 0.00 0.04 -0.04 -0.60 0.54 -0.74 0.41 0.07 -0.08 0.04 -0.04 0.01 -0.01 
H2, m3/m3-feed to HC 12.73 -13.64 0.03 -0.02 -0.69 0.70 -10.07 8.16 -11.33 6.25 2.08 -2.15 1.01 -1.02 0.39 -0.39 
LHSV, h-1 -11.29 15.79 -0.03 0.02 -0.68 0.66 11.20 -7.54 12.77 -5.89 -2.03 2.20 -1.00 1.03 -0.39 0.39 
Xpass 8.05 -10.69 -1.42 1.31 0.78 -0.74 -11.51 9.26 -13.27 7.13 2.36 -2.44 1.15 -1.16 0.44 -0.44 
Xoverall 1.42 -2.20 -1.80 1.69 0.15 -0.14 -2.39 1.62 -2.80 1.27 0.43 -0.47 0.21 -0.22 0.08 -0.08 






Table 4.8 Multi-objective optimization problems solved 
Problem No. Objective function Decision Variables Constraints Fixed Variables 
Case 1 Max KS* 
Min * makeup 2,H  
Case 2 Max HD* 
Min * makeup 2,H  
Case 3 Max HE* 
Min LE* 
7000 ≤ MRG  (kg/h) ≤ 9000 
95 ≤ FHVGO  (kl/h) ≤ 115 
630 ≤ TRG (K) ≤ 680 
610 ≤ TRO (K) ≤ 655 
0.70 ≤ FRO (-) ≤ 0.92 
1400 ≤ Q1 (kg/h) ≤ 2200 
1400 ≤ Q2 (kg/h) ≤ 2200 
1200 ≤ Q3 (kg/h) ≤ 1900 
Tinlet ≤ 680 K 
Tout, 1 ≤ 686 K 
Tout, 2 ≤ 685 K 
Tout, 3 ≤ 684 K 
Tout, 4 ≤ 684 K 
0.5 ≤ LHSV (h-1) ≤ 2.0 
85 ≤ Xoverall (%) ≤ 98 
65 ≤ Xpass (%) ≤ 80 
Pinlet, HT = 177 atm 
Pinlet, HC = 170 atm 
Tinlet, HT  = 642 K 
RG1
 
= # kg/h 
QHT = # kg/h 
Purity of H2, Makeup = 98% 
Tquench = 335 K 
Teffluent, HT  = 689 K 
 
*
 The value is normalized with respect to simulated values for the industrial operation.  
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4.8 MULTI-OBJECTIVE OPTIMIZATION USING ELITIST NSGA 
In industrial practice, maximization of kerosene, diesel and naphtha and minimization 
of off-gases, LPG and H2 consumption are the major concerns. Hence, a compromise 
is often needed between valuable product yield and H2 consumption. In this work, we 
have considered three sets of multi-objective problems summarized in Table 4.8. All 
the objective functions are normalized using simulated values for the industrial 
operation (for example, HD* was defined as HD/HDIS). Note that, because predictions 
do not match measured values exactly, simulated (and not actual) values for the 
industrial operation are used for a fair comparison with the optimal values.  
 
In case 1, simultaneous maximization of KS and minimization of makeup2,H  using 
eight decision variables is considered. The decision variables are flow rate of feed 
(FHVGO), recycle gas mass flow rate (MRG) and temperature (TRG), recycle oil 
temperature (TRO), recycle oil mass fraction (FRO), which is defined as the ratio of 
URO to UCOT, and the quench flow rates to the catalyst beds, Q1 to Q3 in Figure 4.1. 
Bounds on decision variables given in Table 4.8 are primarily decided based on 
possible variation from the current operation and sensitivity analysis. Several 
constraints are used in the optimization problem formulation. Temperature constraints 
are important for stable operation of the reactor; constraints for maximum allowable 
inlet and exit bed temperatures for the HC are also included in Table 4.8. Apart from 
the temperature constraints, it is also required to operate the reactor under trickle flow 
regime. LHSV (i.e. flow rate of liquid feed per unit volume of catalyst) is determined 
by residence time requirement based on feed characteristics. The LHSV for the 
industrial HC is at circa 1.44 h-1. The Xpass and Xoverall at industrial operating 
conditions lie between 65 to 75% and 93 to 97.5% respectively. The Xoverall and Xpass 
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should be maintained within these limits to accommodate feed and operating cost for 
recycle, and avoiding overloading of catalyst with heavy feed that contains high 
concentration of polyaromatics, which usually are difficult to crack. Fixed variables 
based on the typical operating conditions in the plant are also presented in Table 4.8. 
The Tinlet to the HC is evaluated by calculating the enthalpy of three streams: effluent 
from the HT, recycle gas (RG2) and unconverted recycle oil (URO). For this, the 
temperature of HT effluent stream is fixed at the industrial value of 689 K. 
 















In the second case, maximization of HD and minimization of makeup2,H  is studied. 
Since the cost of HD is competitive to KS, its high demand may result in equal returns 
when compared with KS. In the third case, maximization of high value end (HE) 
products and minimization of low value end (LE) products is studied. HE is defined 
as the sum of all products excluding light gases and UCOT (i.e., 
          NSGA-II Parameter Value/Specification 
Number of generations 200 
Population size 50 
Encoding technique Real Coding 
Crossover Probability 0.85 
Distribution index for real-coded crossover 10 
Mutation Probability 0.05 
Distribution index for real-coded mutation 20 
Seed for random number generator 0.857 
Crossover parameter in the SBX operator 10.0 
Variable bounds  Rigid 
Selection strategy  Tournament Selection 
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LN+HN+KS+LD+HD) whereas LE includes all the light components excluding H2S 
and H2 from off-gases.  
 
Although NSGA was successfully applied on hydrocracking unit optimized in chapter 
3 and to many MOO problems by other authors (e.g., Rajesh et al., 2001), Deb et al. 
(2002) reported that its computational complexity can be drastically reduced and, by 
applying elitism (a method of preserving good solutions), its performance can be 
further improved. This modification in NSGA resulted in elitist NSGA (or NSGA-II). 
They have shown that NSGA-II is able to achieve better convergence to the true 
Pareto-optimal front and find a better spread of Pareto-optimal solutions.  
 
GA operators, designed to be applied in binary numbers, needs binary coding for the 
real values of decision variables. However, Deb et al. (2002) noted that representing 
real numbers with binary coding leads to a number of difficulties like finite-length 
binary strings are unable to achieve high precision in the decision variables. Moreover, 
transition to a neighboring point requires the alteration of many bits which in turn 
hinders the gradual search in the continuous search space (known as the Hamming 
cliff problem). To counter these problems, genetic operators, capable of operating 
directly on real numbers, have been proposed. The simulated binary crossover (SBX) 
operator proposed by Deb and Agrawal (1995), is a very successful example. In our 
earlier studies (Tarafder et al., 2003), we noted that the SBX operator, which mimics 
the operation of binary crossover, is able to perform as good as or even better than the 
binary coded GAs. The present study employs real-coded NSGA-II with SBX 
operator. The computational parameters used in this study are given in Table 4.9. All 
the optimization studies were carried out with a population size of 50 for 200 
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generations. Average computational time for obtaining a Pareto-optimal set was circa 
16 hours on a 2.4 GHz Pentium 4 computer with 512 MB of SDRAM. 
 
4.9 OPTIMIZATION RESULTS AND DISCUSSION 
Figure 4.4 shows the results for case 1: simultaneous maximization of KS* and 
minimization of * makeup2,H . KS
*
 is relatively more expensive and its maximization will 
generate more revenue. The optimal Pareto obtained (in Figure 4.4a) shows a 
contradictory behavior between the two objectives, i.e. when KS* increases, 
*
makeup2,H also increases. Many optimal solutions with 
*
makeup2,H in the range 0.9 to 1.06 
and KS* in the range 0.9 to 1.0, are available for selection by the decision maker for 
industrial operation. Figure 4.4 also shows that the potential for enhancing the current 














































































































































Figure 4.4 Results for two-objective optimization: maximization of kerosene and 
minimization of make-up H2 flow rate. (a) Plot of Pareto optimal solutions set. Plots 
of decision variables corresponding to Pareto optimal solution set in Figure 4.4a are 
shown in Figure 4.4b-i. (b) Recycle gas flow to hydrocracker. (c) Fresh feed flow rate. 
(d) Recycle gas temperature. (e) Unconverted recycle oil fraction. (f) Unconverted 
recycle oil temperature. (g) Quench flow between bed 1 and 2 in the HC (h) Quench 
flow between bed 2 and 3 in the HC. (i) Quench flow between bed 3 and 4 in the HC. 
■ Industrial operating point 
 
The plots for decision variables corresponding to the optimal Pareto are also shown in 
Figure 4.4b-i while the plots for the constraints are shown in Figure 4.5. KS* increases 
with both FHVGO (Figure 4.4c) and Tinlet (Figure 4.5a). LHSV, which is directly related 
with total liquid feed to the reactor, increases with both FRO (Figure 4.4e) and FHVGO 
(Figure 4.5c). Hence, the reactor temperature shall increase with increase in LHSV in 
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Figure 4.5 Plot of constraints corresponding to optimal solution in Figure 4.4a. (a) 
Inlet temperature to the HC. (b) Outlet bed temperatures. (c) LHSV. (d) Conversion 
per pass. (e) Overall conversion.  ■ Industrial operating point 
 
The inlet temperature increase is a result of increase in TRG (Figure 4.4d) and TRO 
(Figure 4.4f), and the corresponding increase in enthalpy of feed with increase in feed 
flow rate and MRG. More recycle gas at the HC inlet (Figure 4.4b) is required to 
saturate liquid feed as the production of heavier product is favored at higher degree of 
saturation and lower temperature. As a result of increase in operating inlet 
temperature and bed temperatures with the increase in flow rate of feed, the cooling 
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requirement also increases. The intermediate quench rates (Figures 4.4g-i) depend on 
the cooling requirement. The fraction of unconverted oil recycled, FRO (Figure 4.4e) is 
found to have a direct relation to Xoverall (Figure 4.5e). The Xpass (Figure 4.5d) is lower 
in comparison to the plant operating value of 0.675 and remains constant at 0.65 until 
FHVGO is close to its upper bound. At this point, one of way to increase the production 
rate of KS* is to increase Xpass by cooling less between the beds, as indicated by Q1 
and Q3 drop at high KS* (Figures 4.4g-h). But the expected gain in Xpass and related 
increase in KS* is limited as its production is favored at lower Xpass. This however 
needs more hydrogen for reaction and subsequently more * makeup2,H as can be seen by 
the sudden increase at high KS* in Figure 4.4a. The increase in outlet bed 














































































































































Figure 4.6 Results for two-objective optimization: maximization of heavy diesel and 
minimization of make-up H2 flow rate. (a) Plot of Pareto optimal solutions set. Plots 
of decision variables corresponding to Pareto optimal solution set in Figure 4.6a are 
shown in Figure 4.6b-i. (b) Recycle gas flow to hydrocracker. (c) Fresh feed flow rate. 
(d) Recycle gas temperature. (e) Unconverted recycle oil fraction. (f) Unconverted 
recycle oil temperature. (g) Quench flow between bed 1 and 2 in the HC (h) Quench 
flow between bed 2 and 3 in the HC. (i) Quench flow between bed 3 and 4 in the HC. 
■ Industrial operating point 
 
The results for case 2: simultaneous maximization of HD* and minimization of 
*
makeup2,H are shown in Figure 4.6. Like KS
*
, HD* is sold at competitive prices and has 
good demand. Similar to case 1, the optimal Pareto obtained (Figure 4.6a) shows a 
contradictory behavior between the two objectives: when HD* increases, 
*
makeup2,H also increases. It also offers many optimal solutions to decision maker. 
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Figure 4.6a shows that current industrial operation can be improved to increase HD* 
by ~ 10% without increasing * makeup2,H or decrease 
*
makeup2,H  by ~ 8% without 


















































































Figure 4.7 Plot of constraints corresponding to optimal solution in Figure 4.6a. (a) 
Inlet temperature to the HC. (b) Outlet bed temperatures. (c) LHSV. (d) Conversion 
per pass. (e) Overall conversion.  ■ Industrial operating point  
 
The plots for the decision variables corresponding to the objective function are also 
shown in Figures 4.6b-i while the plots for the constraints are shown in Figure 4.7. 
The trends in operating decision variables: MRG, FHVGO, TRG and TRO (Figures 4.6b-d, 
and 4.6f) are quite similar to case 1 but the overall effect of decrease in MRG, TRG and 
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TRO in the later part is a slight drop in Tinlet (Figure 4.7a). Though objective space has 
converged to a Pareto with good spread, the variable space of MRG, FRO, TRG and TRO 
is quite scattered. Multiple optimal solutions are possible and hence variables like TRG 
(Figure 4.6d) converge to two parallel trends. Similarly, optimal Q2 and Q3 show 
some trend while Q1 is scattered around industrial value. The quench flow rates (Q1, 
Q2 and Q3), shown in Figures 4.6g-i, normally increase with increase in cooling 
requirement to extract heat of hydrocracking. There are two ways to increase HD*: 
one, by increasing FRO and operating reactor at relatively lower temperature and the 
other by increasing FHVGO and Tinlet simultaneously while keeping FRO constant at 
lower value. The HD* increases with the increase in Tinlet (Figure 4.7a) and FHVGO 
(Figure 4.6c). FRO converges around two optimal values 0.8 and 0.7. The higher 
values of FRO (in Figure 4.6e) chosen by optimizer correspond to relatively lower inlet 
and outlet bed temperatures in Figures 4.7a-b. The Xoverall is directly related to FRO 
like in the previous case while Xpass maintains a constant value of 0.65 throughout 














Figure 4.8 Pareto optimal solution for two-objective optimization: maximization of 





























































































































Figure 4.9 Plots of decision variables corresponding to Pareto optimal solution in 
Figure 4.8. (a) Recycle gas flow to hydrocracker. (b) Fresh feed flow rate. (c) Recycle 
gas temperature. (d) Unconverted recycle oil fraction. (e) Unconverted recycle oil 
temperature. (f) Quench flow between bed 1 and 2 in the HC (g) Quench flow 
between bed 2 and 3 in the HC. (h) Quench flow between bed 3 and 4 in the HC.  ■ 
Industrial operating point 
 
Refiners often encounter limited availability of makeup2,H from naphtha reforming unit 
and/or limited HVGO feed, which may lead to shut down of HC unit or operating the 
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plant at lower throughput. If a timely decision is taken to operate the unit at its 
optimum with lower feed flow rate and/or increasing overall conversion by increasing 
recycle, the shut down can be delayed. Hence, the range of solutions of the above 
mentioned optimization problems (cases 1 and 2) is useful to industry when limited 
amount of hydrogen is available from upstream reformer unit, and best utilization of 












































































Figure 4.10 Plot of constraints corresponding to optimal solution in Figure 4.8. (a) 
Inlet temperature to the HC. (b) Outlet bed temperatures. (c) LHSV. (d) Conversion 
per pass. (e) Overall conversion.  ■ Industrial operating point  
 
The Pareto optimal solution obtained for case 3 is shown in Figure 4.8 where heavier 
end (HE*) products is maximized while minimizing light end (LE*) products. The 
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overall effect is a result of combination of optimal decision variable sets chosen by 
the optimizer. Figures 4.9 and 4.10 show the corresponding values for decision 
variables and constraints. Figure 4.9 shows a 9% increase in HE or a 25% decrease in 
LE* is possible when compared to their simulated values for industrial operation. The 
increase in FHVGO has a counter effect on the residence time of liquid in the reactor, 
thereby reducing conversion. Hence, the HC inlet temperature needs to be increased 
(Figure 4.10a) with the increase in FHVGO to maintain conversion within plant 
operating limits (Figures 4.10d-e). The rise in Tinlet (Figure 4.10a) is governed by the 
increase in TRO (Figure 4.9e) and TRG (Figure 4.9c). As shown in Table 4.7, 2% 
increase in TRG (keeping all other variables constant at plant operating values) 
increases LE production by 36% and decreases HD production by 14.8%; on the other 
hand, 2% increase in TRO increases LE by 26.8% and decreases HD by 11%. Hence 
Tinlet needs to be kept under control and should vary optimally with increase in FHVGO 
in order to limit Xpass and have lesser amount of LE in the product.  
 
When the feed flow rate hits its upper bound, one way to increase HE is through 
increase in URO flow and so the recycle oil fraction shoots to a high value (Figure 
4.9d). The overall effect of increase in recycle gas flow, recycle oil flow and recycle 
oil temperature is the increase in inlet reactor temperature and Xpass, and ultimately 
Xoverall (Figures 4.10d-e). In order to counter act the exit temperature from bed 1, Q1, 
Q2 and Q3 try to attain a higher value (Figures 4.9f-h). This can be explained by the 
their effect on production of light ends, which can be reduced by 7.6% with 5% 
increase in Q1 whereas similar increase in Q2 and Q3 results in only 3.7% and 1.42% 
decrease (Table 4.7). 
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The temperature control in the HC is very important to avoid reaction runaway. The 
inlet and outlet bed temperatures are within the specified limits (Figures 4.10a-b). 
Liquid hourly velocity is slightly higher than that for the plant operating conditions 
(Figure 4.10c), and increases with the increase in feed flow rate except for the slight 
drop for some points at high HE in the later part, which is most likely due to drop in 
unconverted recycle oil (Figure 4.9d). These points are followed by an increase in 
LHSV due to increase in FRO at constant value achieved by FHVGO when it hits its 
upper bound (Figure 4.9b).  
 
An additional problem of case 2: maximization of HD* and minimization of * makeup2,H  
with seven decision variables, by fixing FHVGO at its industrial value, has also been 
considered to examine the window of operation and expected benefits. The results 
(Figure 4.11a) show that though it is possible to increase HD* by ~3 % and reduce 
*
makeup2,H  by 4%, the range of optimal solutions is limited. The decision variables, TRG 
(Figure 4.11c) and TRO (Figure 4.11e) converge around single points whereas MRG, 
FRO, Q1, Q2, and Q3 (Figure 4.11b, d and 4.11f-h) show a good spread. It is therefore 
possible to increase HD* but needs an increase in MRG (Figure 4.11b) and FRO (Figure 
4.11d) as well as quench flow rates (Figure 4.11f-h). The reactor is operated at 
relatively lower Tinlet (Figure 4.12a) and higher LHSV (Figure 4.12c) in comparison to 
the actual plant operation, while Xpass is maintained at its minimum value of 0.65. 
Results in Figure 4.11 compared to those for case 2 in Figure 4.6, indicate that FHVGO 


























































































































Figure 4.11 Results for two-objective optimization: maximization of heavy diesel and 
minimization of make-up H2 flow rate. (a) Plot of Pareto optimal solutions set. Plots 
of decision variables corresponding to Pareto optimal solution set in 11a are shown in 
Figure 4.11b-i. (b) Recycle gas flow to hydrocracker. (c) Recycle gas temperature. (d) 
Unconverted recycle oil fraction. (e) Unconverted recycle oil temperature. (f) Quench 
flow between bed 1 and 2 in the reactor (g) Quench flow between bed 2 and 3 in the 







































































Figure 4.12 Plot of constraints corresponding to optimal solution in Figure 4.11a. (a) 
Inlet temperature to the HC. (b) Outlet bed temperatures. (c) LHSV. (d) Overall 
conversion. ■ Industrial operating point 
 
In all the case studies, the Xpass is found to be close to its lower bound, which is less as 
compared to industrial operating value and increases (for case 1 and case 3 as shown 
in Figures 4.5d and 4.10d) when FHVGO reaches its upper bound (Figures 4.4c and 
4.9b). This suggests that Xpass shall be kept low to increase HD, KS as well as HE. In 
case 1, the URO would increase as a result of decrease in Xpass (Figure 4.5d) and 
increase in FRO (Figure 4.4e) whereas in case 2, the decrease in Xpass (Figure 4.7d) 
together with Xoverall (Figure 4.7e) suggests an increase in UCOT. Similar effect of 
these variables is seen in case 3. The decrease in Xpass increases the cost for pumping 
of URO and heating in shell and tube heat exchangers. The operating cost which 
basically comprises of energy consumption in fired heaters, pumping and 
compression is not known from the industry. With the availability of more 
information from plant, the work could be extended towards three objectives problem 
with operating cost function as one of the objectives to find a host of other useful 
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A kinetic model based on discrete lumped approach was implemented for simulation 
of an industrial HC unit. The feed and products were characterized by 58 pseudo-
components using available experimental/industrial data and HysysTM. Mass fraction 
of pseudo-components in feed and products were also estimated. The kinetic and 
product distribution parameters in the HC model were then fine tuned using daily-
average operating data from the industry. The model can reasonably predict flow rates 
of various products, hydrogen consumption, make-up hydrogen requirement and 
temperature profile in the HC.  
 
MOO of the industrial HC unit for 3 cases of two objectives was performed using 
real-coded the elitist NSGA. These optimization problems included several decision 
variables and constraints based on industrial practice. The study reveals a wide range 
of options for optimal operation. The improvements in production of kerosene, heavy 
diesel and heavy-end products, and saving of makeup H2 or lower production of light-
ends are quantitatively described. The results revealed that reactor performance is 
most sensitive to operating temperature and that inclusion of feed flow as a decision 
variable could bring further improvements. Refiners often face problems due to 
shortage of HVGO feed and/or makeup hydrogen. Since feed flow rate has a direct 
effect on production rate and an important variable to step-up or step down the 
production, the present study and its results are useful for finding optimal values of 
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decision variables to maximize production of desired products while minimizing 
















































DATA-BASED AND HYBRID MODELING FOR OPTIMIZATION OF AN 
INDUSTRIAL HYDROCRACKING UNIT  
 
5.1 INTRODUCTION  
The limited understanding of the underlying complex physicochemical phenomena, 
ever changing process operating conditions and the difficulties associated with the 
development of fundamental models limit the usage of FPM for many processes. 
Further, hydrocracking is a complex process that involves cracking of relatively heavy 
oil fractions such as heavy gas oil and vacuum gas oil into lighter products: naphtha, 
kerosene and diesel, in the presence of hydrogen at high temperature and pressure. 
Since the feed is a complex mixture of olefins, paraffins, aromatics and napthenic 
compounds, rate constants for the numerous reactions involved are impossible to 
obtain. Hence, a pseudo-component approach is followed (in chapter 4) to classifying 
hydrocarbons on the basis of common properties like boiling point range and specific 
gravity and implement FPM on industrial hydrocracking process. This FPM is not 
satisfactory for industrial hydrocrackers due to common process variations such as 
change in feed composition, operating conditions and catalyst deactivation. The main 
reason is the complex reaction kinetics which necessitate regular update of model 
parameters for accurate prediction.  
 
Artificial neural networks (ANNs) are an alternative tool for obtaining nonlinear 
models for industrial processes from historical plant data when physical phenomena 
are not well understood. They are inherently parallel machines with ability to learn 
from experience, approximate relationships between input and output, and to 
generalize well. ANNs have recently been applied to model industrially important 
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processes such as drying of high-moisture solid (Torrecilla et al., 2005) and wet 
grinding operation (Mitra and Ghivari, 2006). ANN models do not explicitly obey 
physical constraints such as conservation of mass, energy and momentum as well as 
thermodynamic laws. Hence, performance of ANN model is good within the range of 
data covered in training and for limited extrapolation whereas FPMs have better 
extrapolation capability.  
 
Hybrid models which combine first principles and data-based approaches have 
significant advantages over the FPMs and sometimes data-based models (such as 
ANN models). They allow the integration of a priori knowledge in FPMs with the 
valuable information contained in the operating data. But the performance of such 
models depends upon the ability of given hybrid architecture to capture underlying 
system characteristics, their architectural complexity and extrapolation needed, if any. 
Hence they may or may not be better than data-based models. Applications of 
different hybrid architectures on industrial systems are reviewed in chapter 2.  
 
Motivated by the availability of sufficient industrial data, computational resources and 
limitations of FPMs to fully capture process and external uncertainties 
(Pistikopoulous and Ierapetritou, 1995) in feed, catalyst deactivation, operating 
conditions etc., this chapter discusses and evaluates data-based and several hybrid 
models, namely, series, parallel and combined architectures for the industrial 
hydrocracker system described in chapter 4. Subsequently, the best model is selected 
and used for optimization of the hydrocracker using a genetic algorithm (GA). The 
chapter is organized in the following manner. First, FPM, DBM and hybrid modeling 
approaches are briefly presented. After data pretreatment, relevant ANN models are 
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developed either to construct DBM or hybrid models for the hydrocracker. These 
models are then compared for their performance to identify the best model for 
hydrocracker simulation and optimization. In the presence of negligible extrapolation, 
a data-based model of hydrocracker and GA are employed for maximizing the 
production of selected products with respect to decision variables such as inlet 
temperature, recycle gas flow and quench gas flows subject to realistic constraints. 
Optimal solutions and the corresponding operating conditions are presented and 
discussed.  
 
5.2 MODELING APPROACHES  
Several first principles modeling strategies exist in the open literature for modeling 
hydrocracker (HC) but they may not be adequate due to process complexity 
and common process variations which necessitate continuous updating of model 
parameters for step-ahead prediction and for optimization. The FPM and optimization 
of an industrial hydrocracking unit are discussed in detail in chapter 4. A simplified 
flowsheet of this unit is presented in Figure 5.1. The main equipments in the HC unit 
are furnaces (H-1 and H-2), hydrotreater (HT), hydrocracker (HC), high pressure 
separator (HPS), recycle gas compressor (C-1), low pressure separator (LPS) and 
several distillation columns in the downstream separation. The feed streams to the 
unit are heavy vacuum gas oil (HVGO) and makeup hydrogen, and the products are 
liquefied petroleum gas (LPG), light and heavy naphtha (LN and HN), kerosene (KS), 
light and heavy diesel (LD and HD), unconverted oil product (UCOP), off-gases, 
ammonia and hydrogen sulfide. The sum of flow rates of off-gas1, off-gas2 (Figure 






























































5.2.1 First Principles, data-based and hybrid models 
The FPM of the HC employs discrete lumped approach. Details of this model are 
available in chapter 4 and Bhutani et al. (2006a). Two FPMs: default (FPMdef) and the 
optimum (FPMopt), are considered. The former is the FPM with parameters fine tuned 
based on steady state operation of day 1, whereas the latter is FPM with parameters 
fine tuned for each day of stead state operation. Although FPMopt has no practical use 
for future prediction, it is developed to know the best that can be achieved with first-
principles modeling. The FPMdef has limited accuracy and needs updating of its 
parameter values for satisfactory predictions. Hence, as discussed below, it is 
combined with a suitable ANN model to develop hybrid models.   
  
ANN models, which are popular for DBMs, do not need specification of the model 
structure by user but only the process inputs and outputs and network topology for 
modeling the process behavior. However, they require extensive operating data for 
training the neural network. Such data are now readily available in many industrial 
plants. 
 
Several design approaches such as modular (Mavrovouniotis and Chang, 1992) and 
semi-parameter (series and parallel), and model training approaches based on 
inequality constraints (which consider equality and inequality constraints as prior 
knowledge) or improved generalization of objective function are available in the 
literature (Thompson and Kramer, 1994) to include prior knowledge into neural 
networks. In the modular design approach, ANN models are constructed for each 
process unit separately, and they are interconnected according to the topology and 
functional structure of the process. Selection of input variables for each ANN is 
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purely dependent on the unit being modeled. Hence, the ANN model is easier to train 
and interpret, and also reduces infeasible input/output interactions. Series, parallel and 
combined approaches which combine parametric model with neural network are 
discussed in the following section. The model training approach such as Bayesian 
regularization used to obtain the required ANN models is also discussed.  
 
Series Model 
In serial (or sequential) hybrid model structure, uncertain parameters like heat and 
mass transfer coefficients (Zbicinski et al., 1996), time-varying kinetic parameters are 
modeled with ANNs. As shown in Figure 5.2a, the ANN model connected in series 
with FPM, supplies estimates of the uncertain parameters to FPM for future prediction. 
 
Parallel Model 
In this, a mechanistic model (FPMdef in the present case) tries to capture the system 
behavior while an empirical model for residuals (difference between plant data and 
FPMdef predictions) forecast corrections for adding to mechanistic model outputs for 
future prediction. The ANN2 model (Figure 5.2b), trained for these residuals, 
compensates for uncertainties that arise from common process variations and 
nonlinear complex kinetics (Su et al., 1992; van Can et al., 1998; Thomson and 
Kramer 1994; Côte et al., 1995).  
 
Series-Parallel/Combined approach  
In this approach, two ANN models: ANN1, trained earlier for series model and ANN3, 
trained for residuals between plant data and series model predictions, are combined 
with FPM in a series-parallel fashion (Figure 5.2c). Note that the residuals in this case 
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are different from those in parallel model, and hence need a separate ANN3 model for 











5.3 DEVELOPMENT OF NEURAL NETWORK MODELS   
To build ANN models for either DBM or hybrids, the overall process design and 
operation of the industrial hydrocracking unit is thoroughly reviewed to select inputs 
and outputs of the ANN. The development of ANN models involves a number of 
steps such as data pretreatment and analysis, selection of architecture (number of 
layers, number of neurons/nodes, threshold function, inter-connections between 
nodes), training methodology and suitable criteria for performance evaluation of 
trained network (Nelson and Illingworth, 1991). These steps with particular reference 
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to the HC unit are briefly discussed below. The neural network tool-box in Matlab is 
used for developing all the ANN models in this study. 
 
5.3.1 Data Pretreatment and Analysis  
The efficiency of neural networks models depends on the quality of data. Hence, the 
industrial/experimental data are screened for outliers and missing data (Hair et al., 
2006) by plotting univariate charts and visual inspection. After that, data consistency 
is checked through overall mass balance around the hydrocracking unit (Figure 1) by 
considering inputs (FHVGO and H2,makeup) and outputs (off-gas1, off-gas2, LPG, LN, 
HN, KS, LD, HD and UCOP). Those data, which were consistent within an error of ± 
6%, were accepted for modeling and validation. This is justifiable considering 
inevitable measurement errors in the data and the assumptions made. For example, 
ammonia formed in the HT leaves from the WWS but this is small and neglected in 
the overall mass balance. 
 
The input vector finally used has 18 variables, out of which 12 variables: feed flow 
rate, FHVGO; recycle oil fraction, FRO; recycle gas flow, RG2 to HC; HC inlet 
temperature, Tinlet; quench flow rates, Q1, Q2 and Q3 to HC; recycle gas flow, RG1 to 
HT; quench flow rate, QHT to HT; and HVGO properties: initial and final boiling 
points (IBP and FBP), and density are related to HC and HT, which are critical in the 
HC unit. The additional 6 input variables are introduced to accommodate the 
variations in downstream separation units like distillation columns. After discussions 
with the process engineer from the petroleum refinery, experience gained by working 
with DBM and data analysis by plotting and covariance analysis, it was found that the 
product flow rates and their properties (through IBP and FBP) are correlated. For 
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example, the first distillation column, where LN, HN and KS are separated (not 
shown separately in Figure 5.1), sometimes runs light on naphtha (i.e. operation when 
more KS is obtained) and sometimes runs heavy on naphtha (i.e. operation when more 
HN is obtained). Such quality specifications and/or product flow rates are achieved by 
changing distillation column operation such as top reflux rather than the operation of 
the HC.  
 
The FPM of HC unit (Bhutani et al., 2006a) does not include the effect of columns 
operation on product flow rates and/or their properties because the distribution of 
pseudo-components to various products for all days of operation is kept fixed at 
values obtained from the characterization of products on the first day. The additional 
6 variables (IBPLN, IBPHN, FBPHN, IBPKS, FBPKS and FBPHD) are the initial/final 
boiling points of LN, HN, KS and HD, introduced to capture the operational 
characteristics of distillation columns. For example, production of LN decreases with 
increase in reflux of column, which directly affects the top temperature of distillation 
column and the characteristics of LN such as its IBP and FBP. The selection of these 
6 variables is based on covariance analysis to correctly predict the product flow rates. 
The estimated correlation coefficients (Table 5.1) give a measure of linear 
interdependence between two variables. They are between -1 and 1; positive value 
indicates direct relationship (i.e. one variable increases with the other), negative value 
indicates indirect relationship, and 0 for no relationship between the two variables. 
Note that the correlation coefficient between two variables (x and y) is defined as 







r  where n is the number of data sets used and 
the summation is over all n. 
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The input vector for the four ANN models (ANN for DBM, and ANN1, ANN2 and 
ANN3 in hybrid model) remains the same and consists of 18 variables as described 
above but the output vector is dependant on the hybrid architecture. The output 
variables for the overall model (FPM, DBM or hybrids) are flow rates of 7 products 
i.e. light ends (LE), LN, HN, KS, LD, HD, UCOP and unconverted recycle oil (URO), 
outlet bed temperatures of the four catalyst beds in the HC i.e. Tiout (for i =1 to 4), and 
the flow rate of H2,makeup. The outputs of ANN1 are the kinetic parameters for FPM, 
and those of ANN2 and ANN3 are the residuals between FPM and industrial data. 
 
Table 5.1 Correlation coefficients of the given property (IBP and FBP) with product 
flow rate 
 
Property LN HN KS LD HD 
IBP -0.48 0.47 -0.59 * -0.20 
FBP 0.12 0.64 0.43 -0.25 0.30 
* This is not evaluated as the IBP data for LD were not available. 
 
The inputs and outputs of ANN models are scaled with mean zero and standard 
deviation one. The principal components analysis (PCA) is performed on the input 
space, and then ANN models are trained. PCA gives the principal components and 
depending on the complexity of problem, the dimensionality of the input space can be 
reduced. In the present application, the size of the input vectors remains the same as 
all the principal components contribute to more than the specified variance of 0.001 in 
the data set. Variance of last (i.e. 18th) principal component is 0.0033. Moreover, 
inputs are chosen either based on information available from first principles approach 
and/or by covariance analysis, and input space is also quite small. These principal 
components are the inputs to ANN. The PCA technique is widely accepted when the 
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industrial data are limited and data elimination is not the preferred choice to obtain 
well balanced information rich data. With the availability of extensive data and 
application tools, novel technique based on information theory and entropy measures 
(Papadokonstantakis et al., 2005) can also be applied.  
 
5.3.2 Architecture, Training and Selection 
In this work, the multilayered feedforward network, comprising of sequentially 
arranged layers of processing units, namely, input (I), hidden (H1 and H2) and output 
(O) layers having NI, NH1, NH2 and NO nodes, was used. The NH1 and NH2 are 
adjustable parameters, which are problem-dependent and often obtained by trial and 
error. Following the recommendations in Baughman and Liu (1995), ANNs 
developed in this work have two hidden layers, the first with 30 hidden nodes and the 
second with 15 hidden nodes. The number of nodes in the input and output layer is 
respectively given by the input and output variables (i.e., NI = 18, NO = 5 for ANN1 
and NO = 13 for ANN2 and ANN3). The threshold function for each of the two hidden 
layers is “tansig” (a hyperbolic tangent sigmoid transfer function) and for the output 
layer is a linear transfer function: “purelin”. The “tansig” calculates its output 
according to: 1)e1/(2)x(g x2 −+= − . If the last layer of a multilayer network has 
sigmoid neurons, then the outputs of the network are limited to a small range. If linear 
output neurons are used, the network outputs can take on any value. Note that 
“tansig” is mathematically equivalent to “tanh” but it runs faster in the Matlab 
implementation of the latter.  
The ANN training which involves minimization of the mean square error, mse (where 
errors are the differences between the predicted and desired/actual outputs) for the 
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entire set of training data, is accomplished by adopting the best algorithm, based on 
experience with other algorithms, out of a number of backpropagation algorithms 
available for network training. The available algorithms in Matlab are: scaled 
conjugate gradient algorithm ("trainscg”), Levenberg-Marquardt algorithm 
(“trainlm”), BFGS quasi-Newton method (“trainbfg”), and Bayesian regularization 
approach ("trainbr"). In the last one, a weighted sum of squared errors and network 
weights is minimized in order to keep the number of network weights small i.e., by 
network pruning (Haykin 1999; Foresee and Hagan, 1997). The "trainbr", which 
updates weights and biases by Levenberg-Marquardt method, in combination with 
early stopping criterion gives an ANN model with good generalization performance. 
Its main advantage is that the network never overfits the data and also eliminates the 
need for trial and error to determine the optimum network size. The performance 
improvement is even more noticeable when the data set is small, as in the present case. 
The disadvantage of Bayesian regularization method, when used either alone or in 
combination with early stopping criterion, is that it takes longer time to converge.  
 
As computational time is not a serious issue whereas number of data sets is limited, 
"trainbr" along with early stopping criterion is selected for training ANNs in the 
present application. For this, the available input-output data of 110 days (say, for days 
1 to 110) was partitioned into three sets: training (consisting of one half of total data 
on days 1, 3, 5, 7, 9 and so on), testing (consisting of one quarter of total data on days 
2, 6, 10…110) and validation set (consisting of the remaining one quarter of total data 
on days 4, 8, 12…108). Note that average data for each day were used throughout this 
study. While the training set is used for adjusting the network weights and biases, the 
validation set is utilized only for monitoring the network’s generalization performance. 
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The mse for both training and validation sets decreases in the initial iterations of 
training. However, when the network begins to over-fit the training data, mse for the 
validation set begins to rise. The training is stopped when the error for validation set 
increases for a specified number of iterations. The mse for the test set (msetest) is not 
used during the training but for later comparison of different models (Pollard et al., 
1992; Haykin, 1999).  
 
The mse is a measure of network’s performance. In the present work mse for training, 























is the output and its subscripts – s and i are respectively for simulated and industrial 
value, p stands for the pattern number and j is the output number. Note that k is equal 
to 55 for training, 27 for testing, 28 for validation and 5 for prediction. The total 
number of outputs, n is 5 for ANN1 and 13 for ANN2 and ANN3. This formula is used 
in this work to evaluate msetrain, msetest, mseval and msepred. 
 
The training of an ANN is essentially a parameter estimation problem, and often 
involves many local minima. Hence, in an attempt to find the global minimum, each 
network is trained using the same data set, algorithm etc. 5 times, each time with 
different randomly chosen initial values, and the trained network with the lowest mset 
is chosen for further study. Here, mset is the total mean square for 110 days. After 
training, DBM and hybrid models were used for step-ahead prediction of outputs 
using the industrial operating data as the inputs, for the next 5 days, in a moving 
window. For example, the ANN model trained on days 1-110 operation is used for 
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predicting the operation of the next 5 days (days 111-115), that trained on days 6-115 
for predicting 116-120 days operation etc.   
 
5.4 DEVELOPMENT OF HYBRID MODELS OF HYDROCRACKER UNIT
 
The construction of hybrid models for the HC unit can be decomposed into three steps: 
development of FPM, selection of hybrid structure to combine this FPM with the 
ANN model and development of the ANN model. The last step is discussed in this 
section.  
 
In the series model, the time-varying kinetic parameters of HC are modeled with 
ANNs. First, FPM of HC and genetic algorithm are used to obtain the optimum 
kinetic parameters to match the industrial data for the first day operation. The 
optimization problem consists of minimization of root mean square error between the 
industrial data and the predicted product flow rates, subject to bed outlet temperature 
and overall mass balance constraints (see Appendix D). For each of the other days of 
operation, similar optimization problem is solved to obtain optimal parameter vector 
i.e. optimumk
∧
, consisting of 4 kinetic parameters (k1, k2, k3, k4) and the standard heat of 
reaction per unit amount of hydrogen consumed (- ∆ HHcon) while rest of the 7 
parameters (four for relative reaction rate kinetics (D1-D4), and three for product 
distribution (C, ω, B), described in chapter 4) were fixed at their first day optimum 
values.  Reasons for this approach are: above 5 parameters strongly affect reaction 
kinetics whereas the others have only minor effect on reactor performance, and to 
reduce computational time for finding optimum parameters. The 110 sets of optimal 




) from input process variables. The trained network supplies 
predictedk
∧
 to FPM. Hence, the input vector of ANN1 consists of 18 variables as 
mentioned in data pretreatment and analysis section whereas the input vector of FPM 
includes these 18 variables as well as predictedk
∧
, which is the output vector of ANN1. 
The output variables of the series model are the product flow rates, bed outlet 
temperatures and makeup hydrogen flow rate. 
 
For developing the parallel model (Figure 5.2b), FPMdef of HC unit is simulated for 
110 days of operation to obtain the residuals between the plant data and the 
predictions by FPMdef. The ANN2 model is trained using these residuals for 110 days 
as outputs and the corresponding 18 input variables. After training, the ANN model is 
connected in parallel with the FPMdef (Figure 5.2b). The input vector of ANN2 model 
is the same as that of FPMdef. The outputs of the neural network i.e. predicted 
residuals (differences between the plant data and the FPMdef model) and that of the 
FPMdef are combined to determine the corrected outputs.   
 
In the series-parallel model (Figure 5.2c), the ANN1 remains the same as in the series 
model whereas a separate ANN3 model is trained for residuals between the plant data 
and predicted outputs of the series model for 110 days of operation. Thus, in the 
series-parallel model, the ANN1 supplies the parameters, predictedk
∧
 to FPM for its 
simulation as in the case of the series model, and ANN3 estimates residuals for 





5.5 MODEL RESULTS AND DISCUSSION  
The FPM is developed in FORTRAN and the ANN models are developed using the 
ANN toolbox available in Matlab. The hybrid model architectures developed in this 
work are thus in two different platforms (Matlab and FORTRAN), and so needs an 
interface between two different compilers. Hence, a Matlab executable file is created 
from the FORTRAN program for the FPM, and this executable is called into the main 
Matlab program. The average computational time taken by a 2.4 GHz P4 computer 
with 512 MB of SDRAM for the training of ANN models employing different 
algorithms is summarized in Table 5.2. It also gives the performance in terms of mset 
and msep, which is the average of 16 windows.  
 
The DBM is the simplest of all models and often takes lesser time for training and 
validation. The training time can be reduced by using other algorithms (such as 
“trainscg”, “trainbfg” and “trainlm”) but at the expense of reduced accuracy when 
the data is limited. Since the model accuracy is very important and the computational 
times in Table 5.2 are all manageable, “trainbr” is appropriate for training ANN 
models in this work. Apart from this computational time, considerable development 
effort is involved in developing series and series-parallel models, which need 
estimates of optimal k parameters for many days of operation before construction and 
training ANN1 and ANN3. Once the models are developed, time for prediction by 
hybrid models is mainly for the simulation of FPM for each input data (about 1 






Table 5.2 Average performance and computational time (in minutes) for training 
ANN models using “trainbr” algorithm 
 
DBM ANN1 ANN2 ANN3 Algorithm 
time mset msep time mset msep time mset msep time mset msep 
trainbfg 3.4 0.34 0.95 1.5 0.88 1.35 4 0.55 0.77 4.5 0.45 2.07 
 
5.5.1 Model testing and performance assessment  
The hybrid models described above are used for the hydrocracking unit simulation 
with the objectives of comparing their performance among themselves as well as with 
the data-based and first principles models, and identifying a robust model for 
optimization. Table 5.3 compares the average absolute % error for n days prediction 
of flow rates of LE, LN, HN, KS, LD, HD, URO and UCOp, catalyst bed exit 
temperatures and H2,makeup using FPMdef, FPMopt, series, parallel, series-parallel and 
DBM. Each of these models is trained for 110 days of industrial operation followed 
by prediction for the subsequent 5 days in a moving window. The training and 
prediction are continued for 16 moving windows to predict 80 days of operation from 
111 to 190 days. Hence, n = 80 and the average absolute % error for jth product is 










100 ] where F is the flow rate and its subscripts: s and i are 
respectively for simulated and industrial value. 
 
The average absolute % error for predicting the flow rates by FPMdef is very high 
(Table 5.3). The probable reasons for the poor accuracy of FPMdef are: operating 
conditions and system characteristics change with the number of days the HC unit is 
in operation; catalyst looses its activity, feed properties and flow rate affects 
hydrodynamics, reactivity and production rates; operating temperature of reactor is 
often increased over a period of time to counteract the effect of catalyst deactivation. 
The FPMopt, which is based on optimal parameters of the model for each day’s 
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operation, reduces the prediction error to less than half of that for FPMdef for many 
product flows. This signifies the importance of model updating in refinery for 
accurate prediction. Still, the FPMs are not sufficient to accommodate future 
predictions and determine product yields correctly.  
 
A consistent improvement is seen in all the three hybrid structures in comparison to 
FPMdef. The average absolute % errors for predicting the flow rates and the reactor 
bed outlet temperatures (Table 5.3 and Figure 5.3) by the series model compare well 
with those of FPMopt. Recall that FPMopt employs the latest data to optimize the 
model parameters for better prediction. It is not possible to obtain catalyst 
deactivation model from plant data separately because of the difficulty to segregate it 
from the effect of operating conditions on reactor performance. Even then, ANN1 in 
the series model proved beneficial for updating model parameters leading to better 
prediction of process outputs. Though the series model is quite good and adaptable to 
process variations, it could not improve the prediction performance beyond that of 
FPMopt. 
 
Table 5.3 Average absolute % error in model predictions 
Average Absolute % Error in 
Model LE LN HN KS LD HD URO UCOp H2,makeup T2out T2out T3out T4out 
FPMdef 43.3 70.1 52.1 13.6 9.7 30.9 66.8 66.8 23.9 0.61 1.08 1.50 1.45 
FPMopt 19.9 15.4 21.4 10.5 8.9 6.5 28.5 28.5 18.7 0.12 0.16 0.23 0.26 
Series 23.2 15.0 22.6 10.9 9.4 10.1 23.7 23.7 19.6 0.20 0.23 0.27 0.38 
Parallel 11.0 12.0 14.3 6.8 3.8 5.0 5.0 7.9 6.5 0.12 0.16 0.19 0.25 
Series-
Parallel 9.6 10.6 16.7 7.2 4.4 8.0 10.9 10.7 4.9 0.13 0.20 0.30 0.36 























Figure 5.3 Results for average absolute % error in HC outlet temperature prediction 
in a moving window for different models: (a) FPMdef, FPMopt and series (b) parallel, 
series-parallel and DBM. Note the different scale for y-axis in (a) and (b). 
 
 
In the parallel model, the maximum average absolute % error in prediction of product 
flow rates is limited to 14% as compared to 24% in the series model. Though series-
parallel has complex architecture, the overall advantage and the improvements seen 
are limited. It has two ANN models (Figure 5.2c) embedded in its architecture and 
both have to predict ahead of time and sometimes for the inputs that are extrapolated. 
For example, in plant, the operating temperature of the reactor is increased to counter 
balance catalyst deactivation. The product quality specifications (like IBP, FBP) may 
also change with product demand.  Hence it is obvious that hybrid or data-based 



























































performance. The parallel, series-parallel and DBM are quite accurate but DBM 
proves to be the best. The extrapolation basically affects all the models including 
DBM, but the effect seems to be negligible in case of DBM in the present application, 
perhaps because of limited extrapolation (Table 5.4). The parallel model is more 
sensitive to extrapolation in Tinlet as compared to DBM due to higher sensitivity of 
mechanistic model to reactor operating temperature in the presence of unaccounted 
catalyst deactivation. The performance of the parallel model is also affected by the 
extrapolation in IBP and FBP of products like LNIBP, LNFBP as it will affect the 
distribution of pseudo-components to products which is assumed fixed and is not 
varied with the days of operation. 
 
To determine % extrapolation in each variable, the upper and lower bounds on input 
variables in the training data are compared with the range of data used for step ahead 
prediction. The % extrapolation in the lower bound (LB) is calculated as (1-
LBPI/LBTI)×100, where LBPI is the lowest value of input variable I in the prediction 
data (say, days 111-115) and LBTI is the lowest value of the same variable in the 
training data (say, days 1-110). If LBPI is greater than LBTI (which implies no 
extrapolation), the above term is taken as zero. The maximum % extrapolation in LB 
is then evaluated for each input variable and for each prediction window (days 111-
115 in the above case) and the overall maximum for 16 prediction windows is 
obtained. Similarly, % extrapolation in upper bound (UB) is calculated. Table 5.4 






Table 5.4 Overall maximum % extrapolation in the upper and lower bounds of input 
variables, over all windows chosen for prediction 
 
Input Variable % Extrapolation (UB) % Extrapolation (LB) 
Tinlet 0.2 0.1 
FRO 0.0 7.1 
Q1 4.1 0.0 
Q2 1.7 3.2 
Q3 1.4 9.2 
MRG2 0.0 4.6 
FHVGO 0.0 7.9 
HVGOρ   0.0 0.2 
IBPHVGO  4.3 2.9 
FBPHVGO 0.0 0.6 
MRG1 3.9 0.0 
QHT 6.0 9.3 
IBPLN 7.4 0.0 
IBPHN 0.0 9.4 
FBPHN 0.0 1.3 
IBPKS 0.3 0.0 
FBPKS 14.9 3.0 
FBPHD 0.0 4.1 
 
 
The hybrid models developed and demonstrated in this work are useful because of 
flexibility for model updating for prediction with the changes in actual operating 
conditions such as feed quality and production needs. Parallel model is easy to 
develop and train. It is the simplest form of all possible hybrid structures. It
 
proves to 
be better than series
 
model and overcomes the limitations of this hybrid. Series-
parallel hybrid
 
is the most difficult to model due to its complex architecture and needs 
more time for training its two ANN models and simulation. In comparison to hybrid 
models, the DBM is easier to model, takes lesser time for training and simulation. 
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Both DBM and the parallel model are susceptible to extrapolations but DBM 
outperforms the parallel model. The comparison of accuracy, speed, simplicity and 
robustness of different hybrid structures and DBM reveals that it is reasonable to 
adopt DBM for optimizing the operation of the HC unit. 
 
5.6 OPERATION OPTIMIZATION OF HYDROCRACKER  
Six decision variables related to HC unit operation (first 6 input variables in Table 
5.4), are chosen for optimization. The bounds on decision variables change with the 
operating window used for training neural network models. Two different 
optimization problems related to maximization of high value products:  
Case 1. Maximization of desired products, DP (i.e. LN+HN+KS+LD+HD) and  
Case 2. Maximization of heavy products, HP (i.e. KS+LD+HD)  
are subjected to relevant constraints besides the model equations. The constraints on 
conversion/pass (Xpass), overall conversion (Xoverall) and outlet temperatures of 4 
catalyst beds (Touti) are important for satisfactory operation of plant. The Xpass and 
Xoverall at industrial operating conditions lie between 65 to 75% and 93 to 97.5% 
respectively. They should be maintained within these limits to accommodate feed and 
operating cost for recycle, and avoiding overloading of catalyst with heavy feed that 
contains high concentration of polyaromatics, which usually are difficult to crack. The 
outlet bed temperatures are constrained by their maximum allowable value of 690 K. 
Except this, two auxiliary constraints are also introduced to satisfy mass balance 
enclosure for the hydrocracking unit and non-negative flow rates of products (terms 5 
and 7 of penalty function in eq. 5.1 below).  
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The upper and lower bounds on the decision variables for optimization are given by 
the upper and lower bounds of variables of the operating window (110 days operating 
data) used for training ANN model. Hence, these bounds are different for each 
moving window. The DBM is trained for 5 windows of operation (i.e. days 1-110, 
days 6-115, days 11-120, days 16-125 and days 21-130) separately before its use for 
subsequent prediction and optimization for day 112, 116, 122, 128 and 131 
respectively. This choice of day is random but made in order to normalize the 
objective, fix the feed flow rate, quality and other parameters according to the 
particular day of industrial operation (input variables 7 to 18 in Table 5.4). The % 
error in prediction of product flowrates, outlet bed temperature, H2,makeup, DP and HP 
obtained by simulation of trained model for the operation of these days is also given 
in Table 5.6. The DP flow prediction is accurate within 2.2% and HP flow prediction 
is within 4.1%, hence making the model suitable for optimization.     
 
The objective function (DP or HP) is normalized using their simulated value of 
industrial operation. The constraints are also normalized by their upper and lower 
limits. Since by normalization, all constraint violations take more or less the same 
order of magnitude, they are simply added as the overall constraint violation and 
subtracted from the maximization function. Only one penalty parameter is needed to 











Table 5.5 % Error between industrial data and predictions of the HC unit model using 
DBM 
 








 for Quantity 
Day 112 Day 116 Day 122 Day 127 Day 131 
LE 3.90 0.67 -0.20 4.77 9.21 
LN -4.52 -6.70 1.84 -4.75 4.55 
HN -30.80 -9.12 -1.76 -14.44 -22.92 
KS 10.36 2.81 -1.97 2.76 11.76 
LD -5.39 -4.12 -0.44 -10.28 1.07 
HD 4.06 2.42 1.35 0.41 -8.09 
URO -4.18 -1.33 -2.73 -0.53 -0.09 
UCOp 4.74 5.15 -8.53 -3.46 -8.07 
Tout1 0.03 0.00 0.02 0.03 0.11 
Tout2 0.05 -0.05 0.01 0.00 0.08 
Tout3 0.00 -0.05 -0.01 -0.06 0.00 
Tout4 0.06 -0.05 0.02 -0.03 0.07 
H2,makeup 7.99 -2.32 2.20 3.23 1.19 
HP 2.33 1.71 -0.70 0.07 4.11 
DP -1.12 -0.34 -0.60 -2.17 0.22 
 
 
For the maximization of product flow subject to constraints, a penalty function which 
includes constraint violations, if any, is formed:  



































X1    (5.1) 
 
The bracket operator  in the above equation denotes the absolute value of the 
operand if the operand is negative; otherwise, it returns a value of zero. In eq. 1, f(x) 
on the right side is the normalized objective. For Case 1, it is defined as DP/DPIS, 
where DP is the model simulated value for an operating point chosen by the optimizer 
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and DPIS is the simulated value of industrial operation on that day. The 1st and 2nd 
term of the penalty function term stands for violation in conversion/pass (Xpass), 3rd 
and 4th term for violation in overall conversion (Xoverall), 5th term is for overall mass 
balance enclosure, 6th term takes care of outlet bed temperature constraints and the 
last term is included to ensure that product flow rates are positive while optimizing, 
though there was no violation of this constraint in the trials made.  
 
The importance of objectives, decision variables and applied constraints is discussed 
in detail in chapter 4. The classical/local optimization algorithms such as 
“fminsearch” and “fmincon” available in Matlab were tried initially but these attempts 
were not successful, perhaps due to complex, multi-modal and/or discontinuous 
functions involved in the optimization problem. Hence, a population based stochastic 
optimization technique, GA was used. The genetic algorithm optimization toolbox 
(GAOT), used in this work, is freely available online and its implementation is 
described in Houck et al. (1995). GA is somewhat sensitive to the penalty parameter 
(R) but less than deterministic techniques. Hence, to find a reasonable solution, 
different values of R (= 2, 3, 5, 15 and 50) were tried in multiple runs to locate the 
global optimum. Since the decision variables were bounded by their upper and lower 
operating limits, the level of constraint violations were expected to be less and hence 
smaller values of R (= 2, 3 and 5) were found to be capable of finding the solution 
which satisfies all constraints.  
 
Discussion of decision variables and optimum solution:    
The convergence plots by GA for solving the Case 1 problem (Figure 5.4) by GA 
show the improvement in the production of DP* with each generation for each of the 5 
days of industrial operation. An overall increase of 4.1% (for day 122) to 10.6% (for 
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day 112) for DP* is observed as compared to the respective simulated value of the 
industrial operation. The optimal values of the objective and decision variables 
(normalized with respect to the respective industrial value) for these 5 days of 
industrial operation are given in Table 5.6. At a constant feed flow (FHVGO), the 
production of DP* is normally favored by increase in FRO and sometimes with 
simultaneous increase in Tinlet and operating temperature in the reactor, which 
increases conversion per pass (Xpass) and overall conversion (Xoverall). This increase in 
production of DP* is, however, limited by the upper bound on FRO in case of days 112, 



















Figure 5.4 Results for maximizing DP* (Case 1) for different day’s operation using 

















Decision Variables  Day 112 Day 116 Day122 Day 128 Day131 
DP* 1.106 1.078 1.041 1.089 1.052 
Tinlet 1.003 1.005 1.003 1.008 0.995 
FRO 1.078 1.020 1.019 1.047 1.022 
Q1 1.106 0.965 0.969 1.254 1.105 
Q2 1.059 1.099 1.000 0.990 1.004 
Q3 0.882 0.778 0.903 0.923 0.676 
RG2 0.989 0.985 0.992 0.991 1.054 
 
 
Table 5.7 Values of constraints normalized with respect to their industrial values 
 
Constraints Day 112 Day 116 Day122 Day 128 Day131 
Tout1 1.001 1.005 1.003 1.005 0.995 
Tout2 1.001 1.007 1.003 1.004 0.995 
Tout3 1.001 1.007 1.003 1.004 0.996 
Tout4 1.001 1.007 1.003 1.004 0.995 
Xpass 1.006 1.003 1.000 1.030 1.001 
Xoverall 1.023 1.011 1.004 1.017 1.006 
LHSV 1.035 1.024 1.016 1.010 1.015 
 
 
The higher Tinlet chosen by the optimizer leads to increased Xpass (Table 5.7) and 
consequently in increased reactor temperature due to the exothermic heat of reaction. 
The need for quench flows (Q1, Q2 and Q3) depends upon inter-bed cooling needs. 
Since the reactor operates at a higher temperature, bed outlet temperatures also 
increase but none of the temperature constraints is violated. The Xpass and Xoverall are 
also maintained
 
within the plant operating limits. The mass flow rate of recycle gas 
(RG2) depends on the amount of saturation needed for total HC feed which is the sum 
of HT liquid effluent and recycle oil, and varies with FRO and Xpass. The H2 
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consumption in the reactor increases with the increase in Tinlet and Xpass but RG2 may 
increase or decrease depending upon saturation requirement corresponding to FRO and 
Tinlet. The increase in FRO has a counter effect on the residence time of liquid in the 
reactor which increases LHSV. 
 
For Case 2, convergence plots in Figure 5.5 show improvement in HP* with each 
generation for each of the 5 days of industrial operation. An overall increase of 6.3% 
(for day 122) to 15.8% (for day 112) for HP* is observed as compared to the 
















Figure 5.5 Results for maximizing HP* for different day’s operation using GA: 
convergence of objective with generation number. 
 
The optimal values of the objective and decision variables (normalized with respect to 
the corresponding the industrial value) for these 5 days of industrial operation are 
reported in Table 5.8. At a constant FHVGO, the production of HP* is normally favored 
by increase in FRO which ultimately increases Xoverall. This increase in production of 
HP* is limited by the upper bound on FRO in case of day 112, 116, 122 and 131 and by 
the upper bound on quench flow rates (Q1 and Q3) for day 128. The Xpass may increase 
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or decrease depending upon Tinlet, operating bed temperatures and LHSV. The 
increase or decrease in bed outlet temperatures (Table 5.9) correspond to Tinlet and bed 
inlet temperatures which depend on the extent of cooling through intermediate 
quenches (Q1, Q2 and Q3). The LHSV increases with the increase in FRO.  
 




Decision Variables Day 112 Day 116 Day122 Day 128 Day131 
HP* 1.158 1.092 1.063 1.099 1.084 
Tinlet 0.992 1.002 1.002 1.006 0.991 
FRO 1.076 1.029 1.019 1.027 1.020 
Q1 0.871 0.997 0.912 1.250 0.927 
Q2 1.059 0.849 0.997 0.915 0.995 
Q3 1.068 0.797 0.951 1.218 0.501 
RG2 1.001 0.996 0.942 0.972 1.003 
 
 
Table 5.9 Values of constraints normalized with respect to their industrial values 
Constraints Day 112 Day 116 Day122 Day 128 Day131 
Tout1 0.996 1.003 1.002 1.003 0.991 
Tout2 0.997 1.004 1.003 1.002 0.993 
Tout3 0.997 1.003 1.003 1.003 0.993 
Tout4 0.996 1.004 1.003 1.002 0.993 
Xpass 0.998 1.001 0.990 1.024 0.991 
Xoverall 1.022 1.011 1.003 1.016 1.006 









This chapter demonstrates the application of data-based and hybrid models to 
represent the behavior of an industrial HC unit to provide accurate and consistent 
predictions in the presence of common process variations and changing operating 
scenarios. The steady state data for a year of operation, configuration and design 
details of the HC unit are obtained from the industry. First, a mechanistic model is 
fitted to the plant data and then ANN is used to either model the complex relationship 
between input variables and model parameters and/or correct for discrepancies 
between plant measurements and FPM predictions. The FPMdef, FPMopt, DBM and 
three hybrid (series, parallel and series-parallel) models are compared for their 
prediction capability over a period of 80 days in a 5-day moving window. The 
strengths and weaknesses of these model architectures are discussed through 
comparison of average absolute % error in the predicted products flow rates, URO, 
bed outlet temperatures and H2,makeup. This comparison demonstrated that DBM could 
provide a robust model of complex unit like the HC unit for simulation, step-ahead 
prediction and optimization. The effect of limited extrapolation on the performance of 
DBM seems to be negligible in the present application. Hence, it is successfully 
employed for optimizing the operation of the industrial HC unit. Results of two 
optimization problems show that the production of the desired products can be 
improved by 4 to 16% by suitable changes in the operating conditions, which is 









A MULTI-PLATFORM, MULTI-LANGUAGE ENVIRONMENT 




Commercial process simulation softwares like ASPEN PLUS, HYSYS, PRO-II etc. 
are widely used in the process industries for analysis, design and optimization of new 
and existing plants. These softwares come with a library of models, which generally 
represent the most commonly used unit operations in process industries. Apart from 
this, robust property database with thousands of components and many methods for 
estimating physical properties, various reaction schemes etc. are few other features, 
which come as parts of these softwares. Because of the generality in content, these 
softwares can be used to analyze a wide variety of processes. The chemical and 
process industry, however, still has many complex systems, which cannot be 
modelled and optimized using conventional modules and optimization techniques, 
with these general packages. To solve this problem, engineers generally develop 
special purpose simulators, written to cater specific industries. As this adds to the cost 
of design and analysis, such developmental activities may not be attractive, 
particularly in small to medium scale industries. In academia too, when researchers 
model and optimize novel processes, and/or test new optimization methods, 
compromises are generally made in areas like physical property estimation and 
modelling of accessory equipment units like heat exchangers or separators. This is 
probably because development of accurate models of these units or property packages 
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has no novelty or research value. On the other hand, it is always appreciated that 
availability of robust property estimation routines and accurate models of accessory 
units can positively boost research, especially on industrial processes.  
 
To respond to the above need, leading commercial process simulators, powered by the 
component-based framework (based on Microsoft COM® technology), developed 
various customization options. In ASPEN PLUS, a user-defined model written in 
FORTRAN can be included in the simulation and used like any other library models 
(Vadapalli and Seader, 2001); or an ASPEN PLUS module can be called from a 
Visual Basic program for purposes like optimization with a novel method that is not 
available in the package (Leboreiro and Acevedo, 2004). Similar features are also 
available in HYSYS, where they are called extensibility and automation respectively. 
Both the features have been used by the researchers at various capacities (Alexander 
et al., 2000; Leboreiro and Acevedo, 2004; Vadapalli and Seader, 2001). Motivated 
by these customization options, a multi-platform (e.g. a simulator such as HYSYS and 
a development platform such as Microsoft Developer Studio), multi-language (e.g., 
C++ and FORTRAN) environment is developed. The idea is to develop a common 
platform where the resources available in various programming languages and 
commercial simulators can be accessed and used seamlessly. So, our endeavour is not 
only to access the functionalities of robust property estimation routines and accurate 
process models available in a compatible commercial simulator but also inter-connect 
programs such as genetic algorithms written in high-level programming languages. 
The developed environment can also be used for applications and integration of 
computational tools and softwares for education, research and industrial purposes. 
The process operations and management involves many inter-dependent tasks like 
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process monitoring, control, data reconciliation, unit and plant-wide MOO, planning 
and scheduling (Doyle et al., 1997) etc. While different softwares and programs are 
available to do all these tasks on their independent capacities, the present work can be 
effectively used as a basic platform to inter-connect these programs for a consolidated 
analysis. With the increasing interest of chemical engineers in high-value-added fine 
chemicals and pharmaceutical industries as well as in product design, modelling and 
simulation of novel processes and their optimization through recent methods like 
genetic algorithm, simulated annealing and tabu search (Youssef et al., 2001), such 
consolidated analysis will be crucial for integration of process simulation tools and so 
will be the importance of such environments. 
 
While developing the environment, it was found that although several references of 
software integration are available in the open literature, any account of how to do it is 
not available. Moreover, we found that integrating different programming languages 
can be tricky but the available information is mostly scattered in nature and not 
always written in unambiguous language. These make it difficult to comprehend and 
actually implement the task, especially if the developer is not an experienced 
programmer. Recognizing the importance of the multi-resource integrations as 
discussed above, this chapter discusses in detail the linking methods and calling 
conventions of different programming languages, in an unambiguous way so that even 
inexperienced programmers can start developing such an environment. First, a 
detailed account on linking the functionalities of HYSYS with Visual Basic and other 
mixed-language programming languages is presented. Following this, modelling and 
MOO study of an industrially important process, styrene manufacturing, using the 
multi-platform, multi-language environment (MPMLE) is described to demonstrate its 
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applicability. Model of styrene manufacturing process was built in HYSYS and was 
interfaced with a genetic algorithm program in C++ via Visual Basic.  
 
6.2 DEVELOPMENT OF THE MULTI-PLATFORM, MULTI-LANGUAGE 
ENVIRONMENT (MPMLE) 
The main objective of developing a multi-language platform is to use the best of the 
features of the programming languages and the best program available in different 
languages. For example, FORTRAN has been the preferred language for developing 
scientific and engineering applications. This is primarily because FORTRAN has 
evolved keeping scientific computation in mind, which made it a natural choice for 
many scientists and engineers. On the other hand, C has been the language of choice 
for business computing, where efficient handling of large volume of data is the main 
criterion. Over the time, however, the importance of C increased in scientific and 
engineering computation as well, which ultimately was taken over by C++. Most of 
the current scientific and engineering softwares are developed following an object-
oriented approach using languages like C++ or Java. This shift in paradigm, from 
procedural to object-oriented, has no doubt benefited and will continue to benefit the 
scientific and engineering community immensely. For example, the ability of HYSYS, 
to lend its functionalities to be used in other programs, is because it was developed 
with 32-bit C++, following an object-oriented approach. For developing smaller 
applications, however, many researchers still prefer FORTRAN, which too has 
evolved with time, imbibing many useful features of the C and C++ family.  
 
Along with writing computer codes for scientific and engineering applications, the 
researchers are now taking active interest in developing user-friendly Windows® 
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interfaces for ensuring convenience of using the developed program. This was mainly 
triggered by the availability of softwares like Java and Microsoft Developer Studio, 
which provide an easy platform to develop programs with Windows® based 
Graphical User Interfaces (GUI), within a short period. To develop a Windows® 
application, the Developer Studio has options of using different programming 
languages like Visual C++, Visual Basic, Visual FoxPro, Visual FORTRAN etc. The 
relative level of difficulties and functionalities of these languages, however, vary. For 
example, Visual C++ is a very powerful language and development of a very wide 
range of applications is possible with it; but it needs an advanced programming 
knowledge to use it. On the other hand, Visual Basic is not as powerful a language as 
Visual C++, but with little expertise, one can develop impressive interfaces within a 
short time. 
 
One of the crucial decisions while developing a multi-language environment is 
regarding the selection of the participating languages as well as their respective roles. 
The points discussed in the above paragraphs, were mainly to identify the roles, which 
can be played by the softwares used in developing the environment. The platforms 
used in MPMLE are the Microsoft Developer Studio containing Visual C++ 6.0, 
Visual FORTRAN 6.1 and Visual Basic 6.0, and the HYSYS platform. Figure 6.1 
shows a schematic diagram of the inter-relationship of the platforms. As the figure 
suggests, the main or the central executive routine of the program, is written in Visual 
Basic (VB). This was done because the Graphical User Interfaces (GUI) is easy to 
develop in VB, and the main of the program lies in the code producing the GUI. Apart 
from that, accessing the HYSYS objects is easier from VB, as compared to other 
language options, which also prompted it to play a central role in the MPMLE. In the 
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next few sections, the process of integration of different platforms as well as different 
languages is discussed in detail.    
 
6.2.1 INTEGRATION OF VISUAL BASIC WITH HYSYS 
The Customization Guide (chapter 2) section in the manual, explaining the 
automation feature of HYSYS, is well written and the instructions and examples 
available at the website (http://www.hyprotech.com/ole/default.asp?menuchoice=su2 
accessed in May 2005) should be consulted for understanding its scope in detail. In 
this section, however, we would document only a few features of automation used in 
MPMLE. Since HYSYS is built on Microsoft COM® technology, the objects and 
their properties in HYSYS can be accessed from client applications like Visual Basic 
or Excel; and this feature has been named as automation by the company. An object 
can be viewed as a container that holds a set of related functions and variables. It can 
be used as a data-type in the client program to access the variable values as well as the 
functions stored in the object. For detailed description on objects, books on object-
oriented programming can be consulted (Booch, 1993). In HYSYS, the functions 
within an object are called methods and the variables are called properties. For 
example, a pump is an object, where the related variables e.g. speed, flow rate etc are 














Figure 6.1 Architecture of Multi-Platform, Multi-Language Environment (MPMLE) 
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objects can be contained as properties as well. Names of the objects of HYSYS, 
available to the VB programs, are provided as a type library to VB. There are over 
340 objects, which can be accessed by a client program. To start with, however, one 
has to access the SimulationCase and Application objects, through which the other 
objects can be accessed. Figure 6.2 shows an example subroutine of how the HYSYS 
objects can be accessed and manipulated. 
 
 
The example code in Figure 6.2, written in VB, shows that to start with, an object of 
SimulationCase should be declared and linked to the HYSYS Case through the 
GetObject function. Once the SimulationCase object is linked to the HYSYS Case, 
Private Sub Command1_Click() 
Dim hyCase As SimulationCase 
Dim hySolver As Object  
Dim hyFeed As Object 
Dim hyOutlet As Object 
Dim hyFeedcompts As Object 
Dim hyFlowsheetR1 As Object 
Dim hyReaction As Object 
Dim hyProdcomp As Variant 
 
Set hyCase = GetObject("Path\HYSYSFileName.hsc", "HYSYS.SimulationCase") 
Set hySolver = hyCase.Solver 
     
hySolver.CanSolve = False 
         
Set hyFeed = hyCase.Flowsheet.MaterialStreams("Stream 1") 
Set hyOutlet = hyCase.Flowsheet.MaterialStreams("Stream 2") 
 
Set hyFeedcompts = hyCase.BasisManager.FluidPackages.Item(0).Components 
Set hyFlowsheetR1 = hyCase.Flowsheet.Operations.Item("Reactor 1") 
Set hyReaction = hyFlowsheetR1.ReactionSet 
     TinEb = 606 
     PinEB = 137.8 
     MolarFlowEB = 783 
     LengthR1 = 0.7 
     DiaR1 = 16.5 
 
hyFeed.Temperature.SetValue TinEb, "C" 
hyFeed.Pressure.SetValue PinEB, "Kpa"                         
hyFeed.MolarFlow.SetValue MolarFlowEB, "kgmole/h" 
 
hyFlowsheetR1.TubeLength.SetValue LengthR1, "m" 
hyFlowsheetR1.NumberOfSegments = 15 
hyFlowsheetR1.TubeDiameter.SetValue DiaR1, "m" 
 
Solver.CanSolve = True 
 
hyProdcomp = hyOutlet.ComponentMassFraction 
 
End Sub 
Figure 6.2 An example of calling HYSYS objects from a Visual Basic program 
HysysFileName.hsc 
TinEb  = 606 C 
PinEB = 13.8 KPa 
MolarFlowEB =783 kgmole/hr 
LengthR1  = 0.7 m 
DiaR1        = 16.5 m 
Number of segments = 15 
Stream 1 Stream 2 
Reactor 1 
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the MaterialStreams, BasisManager, Flowsheet, ReactionSet etc. objects can be 
accessed as well. By accessing these objects, intended values to the material stream 
properties, equipment specifications, reaction parameters etc, of the HYSYS Case, 
can be directly fed from the VB program. The Case can be started or stopped by 
switching the CanSolve to TRUE or FALSE, and thus controlling the execution of the 
program from VB itself. Results of the simulation run can be obtained by accessing 
the intended properties of the outlet material streams or equipment performance. 
When the simulation is run in a loop, changing the input data at each turn, it is wise to 
switch CanSolve to FALSE before assigning new values to the variables. If CanSolve 
is kept at TRUE mode then with the assignment of a new value to each variable the 
HYSYS case will solve the entire flowsheet before proceeding to the next line. 
Sufficient computational time can be saved if CanSolve is switched to TRUE after 
values for all the variables are assigned. The simulation can be deemed completed 
once the execution passes the line which assigns CanSolve to TRUE. The output data 
can be retrieved from the HYSYS case after that. If the simulation faces any error or 
convergence problem in the HYSYS, the execution will stop there until the exception 
handler of the HYSYS takes care of the situation.  
 
6.2.2 INTEGRATION OF VISUAL BASIC WITH VISUAL C++  
Development of impressive and useful interfaces with VB, as discussed earlier, is 
easier compared to other languages; and that is why VB has become the most popular 
language for developing graphical interfaces for Windows® based applications. On 
the other hand, VB is generally not a preferred language to develop scientific or 
engineering applications, where FORTRAN and C++ are the accepted languages. 
This is probably because of the rich library functions available in these programs and 
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the special operators for extensive number crunching. The advantage of integrating 
VB and Visual C++ is that the application program can be written in C++, while the 
interface developed in VB.  
 
The C++ subroutines, which can be called from a VB program, should be available in 
a dynamic link library (DLL) file.  Path of the DLL file should be clearly defined at 
the beginning of the VB program. On the other hand, a definition file, containing a list 
of the exported functions of C++ (which are called by the VB program), should be 
built along with the C++ routines to make the DLL file. This file is used by 
Windows® to dynamically link the library to VB applications (i.e. interfacing Visual 
C++ and VB). To create a DLL file, a number of steps need to be followed. This starts 
with opening a simple DLL project application by selecting New Win-32 Dynamic 
Link Library out of various project options. The header and C++ files need to be 
created/added to the project. These function names should be listed in the definition 
(.def) file so that VB knows where and in which DLL to look, when its procedure 
searches for an external function.  
 
Following are the steps to build a DLL file out of a C++ program: 
1. In Microsoft Visual C++ 6.0 program, click:  File > New  
2. In the Projects tab, select the Win32 Dynamic-Link Library option. 
3. Give an appropriate name of the project in Project name: Edit Box. 
4. Select for an Empty Project in the popped-up dialog box and click Finish. 
Under the Source Files and Header Files folders, appropriate files of the C++ 
program can be included in the project through: Project > Add To Project > Files. 
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To make a function or subroutine (which will be called subprogram henceforth) of 
C++ accessible to an external program, it must be declared as a member of a class, 
and the declaration should exist in the header file. So, a simple program, where VB 
sends an array of data to a C++ subprogram and the subprogram returns the data 
through the same array after manipulation, can be written as in Figure 6.3. The C++ 
program shown in Figure 6.3 receives data from VB program, through the pvData 
member array of SAFEARRAY data type. While calling C++ functions from VB, 
SAFEARRAY data types are used, which is a structure that provides important 
information about an array, including a pointer to the actual elements stored in the 
array. This is the standard way of passing data arrays between COM (Component 
Object Model) objects. It must be noted that while passing standard C/C++ variable 
types, i.e. integer, long, etc., VB can send the data directly using the ByVal keyword. 
However, passing of complex data types, like arrays, require special structures like 
SAFEARRAY, and takes higher overhead on both the client and DLL sides. 
 
VB handles the arrays in a safer way, as compared to Visual C++, and the application 
assumes it has this safety net for arrays, even when they are passed to a C++ DLL. 
The storage of array information in VB is similar to the SAFEARRAY structure in 
C++. The structure provides important information about the array like the array 
File Name: example.h 
class example_class{ 
void __stdcall subprogram(SAFEARRAY **); 
}; 
File Name: example.cpp 
#include<windows.h> 
#include “example.h” 





Figure 6.3 A simple C++ subprogram in a DLL 
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dimensions, number of members in respective dimensions, data type being sent etc., 
including a pointer to the actual data of the array. It is easy to pass a SAFEARRAY 
data as a function argument for use in C++ by including oleauto.h or windows.h 
header file, which contains the structure definition. It is also possible to check if 
enough memory was allocated and if the dimensions are adequate. In some 
circumstances, it is even possible to resize the dimension of the array.  The full 
structure of SAFEARRAY and the functions of the members of the structure are 
available at http://msdn.microsoft.com/library/en-us/automat/htm/chap7_9ntx.asp 
(accessed in March 2006). The most important information about SAFEARRAY, 
however, is the way data are stored in it. If multi-dimensional arrays are passed, it has 
to be kept in mind that SAFEARRAY is stored as column-major, while the array in 
C/C++ is row-major. The difference is that, with column-major, array elements 
adjacent to each other in memory differ in the first subscript instead of the last, e.g. 
A(5,10,20) immediately follows A(4,10,20) in column-major whereas with 
row-major it would follow A(5,10,19). In a C++ function, the SAFEARRAY is 
available as a pointer to a pointer, i.e. **SAFEARRAY. An example is shown in 
Figure 6.4, which describes different aspects of data retrieval from the SAFEARRAY 
structure in a C++ program.  
 
Figure 6.4 shows a typical C++ subroutine that retrieves a data array sent from a VB 
program (let us call it VB array henceforth) to a C++ array for further processing. 
Few important points can be noted from this example. First, the SAFEARRAY 
structure provides information on the dimension and the data type of the sent array, 
which can be used in the C++ program for verification and other purposes. Second, 
the number of elements in a particular dimension of the VB array can be retrieved by 
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accessing the rgsabound data type, a member of the SAFEARRAY. It should be 
noted that the data type, rgsabound, carries dimension information in the reverse 
order and carries the exact information regarding the number of elements in a 
dimension. For example when a VB array, VBArray(20,10), is sent via SAFEARRAY 
to a C++ program, the first element of the rgsabound, i.e. rgsabound[0].cElements, 
will carry a value of 11. This is because the number of elements in the last dimension 
of VBArray(20,10) is 10+1=11 (because by default VB arrays start from 0 index). 
Similarly, the value carried by rgsabound[1].cElements will be 21. The third and the 
most important point, which should be noted, is the orientation of the data stored in 
SAFEARRAY. The SAFEARRAY member pvData points to the stack of the VB 
array data; and, as the VB array is read column-wise, the stack and hence the pvData 
are filled accordingly. Therefore, the first 21 elements of the pvData will contain the 




int nRow, nCols, nDims; 
double *pArrayToRetrieveSAData; // Defining array to retrieve the data from SAFEARRAY pointer 
if (((*SAPointer)->cDims != 2)) exit (0); // Confirming that a 2-dimensional array was sent from VB 
if (((*SAPointer)->cbElements != sizeof(double))) exit (1); // Confirming that the double type data was      
                                                                                                           // sent 
pArrayToRetrieveSAData =(double*) (*SAPointer)->pvData; // Pointer to SAFEARRAY data retrieved 
nDims = (*SAPointer)->cDims; 
nRow = (*SAPointer)->rgsabound[nDims-1].cElements; // Number of rows in the sent array 
nCols = (*SAPointer)->rgsabound[nDims-2].cElements; // Number of columns in the sent array 
pCPPArray = new double*[nRow]; 
for( int i1=0;i1< nRow;i1++)  pCPPArray [i1] = new double [nCols]; 
for(i1=0;i1< nCols;i1++){ 
for( int i2=0;i2< nRow;i2++)    pCPPArray [i2][i1] = pArrayToRetrieveSAData[i1*nRow+i2]; 
} 
} 




column and so on. Therefore, when the VBArray data is retrieved in the pCPPArray, 
it should either start filling the pCPPArray column-wise, as shown in the example 
(Figure 6.4), or read data from pvData by jumping to respective row elements. 
 
The next important step of writing a DLL file in Visual C++, is to write a 
DEFINITION (.def) file and include that file in the project in the way the C++ and 
header (.h) files were included. The .def file is a simple format plain text file that lists 
the exact function names of the DLL, which will be accessible to the external 
programs. Every time a new function is added to the DLL, it is required to add its 
function name to the list of DLL Exports in the .def file. If an error occurs stating, 
"Entry point cannot be found" when the VB application is run, a check in the .def file 
may solve the problem. The .def file for the program in Figure 6.3 will look like the 
text in Figure 6.5. It should be noted that in the DEF file, the LIBRARY keyword 
must accompany a name, which is the same as the final DLL filename (example in the 
present case); otherwise, VB will not understand what it is looking for and may 
produce an error.  
After building the C++ routine as a DLL file, appropriate code should be written in 
the VB program, so that the C++ functions can be called seamlessly from the VB 
code. To access a function of a C++ DLL from VB, the declaration of the function is 
needed at the beginning of the VB program (Figure 6.6). Once a DLL procedure is 
File Name: example.def 
LIBRARY  example 
DESCRIPTION  "Definition file of the program example, where subprogram is the function name" 
EXPORTS 
  subprogram @1  




declared, the subprograms can be called in the code just like a native VB subprogram. 
The argument Ret1() is taken by default as a ByRef by the VB compiler, so that the 
reference of InputArrays, an array of double precision variables, can be passed to the 
DLL function. 
 
6.2.3 INTEGRATION OF VISUAL BASIC WITH VISUAL FORTRAN 
Like the linking of C++ routines to VB, the FORTRAN subprograms must be 
available in a DLL file to the VB program to access the functions. To create a DLL 
file for the FORTRAN subprograms, steps similar to the C++ DLL are to be followed, 
with one exception; the former programs do not need a DEFINITION file to list its 
exportable functions. Following are the steps to build a DLL file out of a FORTRAN 
program. 
1. In the Developer Studio, Compaq Visual FORTRAN program click: File > New  
2. In the Projects tab, select the FORTRAN Dynamic-Link Library option. 
3. Give an appropriate name of the project in the Project name: Edit Box. 
4. Select for an Empty DLL application in the popped-up dialog box and click Finish. 
5. Under the Source Files and Header Files folders, appropriate files of the 
FORTRAN program can be included in the project through: Project > Add To 
Project > Files 
Private Declare Function subprogram Lib "Path\example.dll" (Ret1() As Double) 
    
Private Sub Command1_Click() 
Dim InputArrays(5) As Double 
Call subprogram(InputArrays) 
End Sub 
Figure 6.6 Sample of a VB program calling a C++ DLL function 
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To export a subprogram from a FORTRAN DLL, two additional ATTRIBUTES must 
be added to it. ATTRIBUTES are general compiler directives, which look like cDEC$ 
ATTRIBUTES, where c can be represented by ‘*’ or ‘c’ or ‘!’. Using ‘!’ in place of ‘c’, 
i.e. writing !DEC$ ATTRIBUTES is the most preferred as ‘!’ can be used in any 
FORTRAN source forms. One interesting point to note is that, in Compaq Visual 
FORTRAN, when the directive, !DEC$ ATTRIBUTES, is written, the ‘!’ will make 
the directive line appear like a comment, coloured in green although this is the most 
special code of a DLL program.  
 
The FORTRAN DLL program, shown in Figure 6.7, receives the address of a double 
array (DOUBLE_ARG), the number of members of the array (N), an integer 
argument (INT_ARG) and pointers to two character strings: STR_IN and STR_OUT. 
In return, it can create a new string and assign that to the STR_OUT as well as filling 
the DOUBLE_ARG array with a set of data. This is a useful example as this 
represents various transactions of data, a VB program may need, to fully exploit the 
File Name: EXAMPLE.F90 
SUBROUTINE DLL_CALL (DOUBLE_ARG, N, INT_ARG, STR_IN, STR_OUT) 
IMPLICIT NONE 
 
!DEC$ ATTRIBUTES DLLEXPORT :: DLL_CALL 
!DEC$ ATTRIBUTES ALIAS:'DLL_CALL' :: DLL_CALL 
 
INTEGER INT_ARG , N 
CHARACTER*(*) STR_IN, STR_OUT 




STR_OUT = STR_IN // INT_STR // "TestForNew" 
 
DOUBLE_ARG(1) = 100.00 
DOUBLE_ARG(2) = 200.00 
DOUBLE_ARG(3) = 300.00 
DOUBLE_ARG(4) = 400.00 




Figure 6.7 Sample of a FORTRAN program handling a data array transferred 
from a VB program 
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functionalities of a FORTRAN program. In this example problem, no special data 
type, like SAFEARRAY, was used although it can be used as well in FORTRAN 
programs in the same way as described in the previous section.  
 
It should be kept in mind that the array of FORTRAN typically starts with the index 
1, whereas the array of VB typically starts with the index 0. Now, if an array in a VB 
program is declared like Array(10,10), the compiler allocates 11x11 = 121 spaces for 
the variable, taking the count from 0 to 10. This nature of allocation is very different 
from the way data spaces are allocated in FORTRAN or C/C++. For example, a 
similar declaration in FORTRAN will allocate 10x10 = 100 elements, and so will be 
the C/C++ compiler. This information is important to understand because the data are 
transferred from the VB array to FORTRAN array, serially, starting from the data of 
the first column. So, a careless space allocation of arrays in VB can send unwanted 
and incomplete data to the FORTRAN program. 
VB Array (3,10) 
1 11 21 0 
 2 12 22 0 
3 13 23 0 
4 14 24 0 
5 15 25 0 
6 16 26 0 
7 17 27 0 
8 18 28 0 
9 19 29 0 
10 20 30 0 
0 0 0 0 
                                                 
F Array (3,10) 
1 0 20 
2 11 0 
3 12 21 
4 13 22 
5 14 23 
6 15 24 
7 16 25 
8 17 26 
9 18 27 
10 19 28 
                                                 
Figure 6.8 An example of respective data allocation in VB and FORTRAN arrays 
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As an example, when a 3x10 data is transferred to a VB array, Array(10,3), within 
suitable For loops of a VB program, the data will be loaded like the VB Array in 
Figure 6.8, with unused compartments filled with zeros. Although both FORTRAN as 
well as VB read and store data as column-major, the presence of extra zeros in VB 
array as well as the extra space allocation in VB, can jeopardize the transaction. The 
FORTRAN DLL, while reading the VB array data column-wise, will read the zeros as 
well, from the unused compartments. So the final array, which will be transferred to 
the FORTRAN program, will look like the F Array in Figure 8. Hence, special care 
should be taken to avoid such unintended transactions.  
 
6.2.4 INTEGRATION OF VISUAL C++ AND VISUAL FORTRAN 
Integration of C/C++ and FORTRAN is easy inside the MS Developer Studio 
environment. It takes care of most of the linking problems that one may face, while 
connecting C/C++ with FORTRAN using other compilers. In UNIX, for example, one 
has to compile the C/C++ file and the FORTRAN file separately to obtain the 
respective object files (.obj). The object files are then linked after specifying all the 
linking options, to obtain the executable file. Inside the Developer Studio, on the other 
hand, the entire process is done almost without any intervention. In certain situations, 
however, special intervention is necessary, for proper linking. In this section, we will 
also discuss how to call subroutines of IMSL FORTRAN Library from a C/C++ file. 
IMSL subroutines are supplied by Visual Numerics and are widely used by 
researchers for solving algebraic/differential equations, optimization problems etc. 
While IMSL C Library is available for C/C++ programs, it is not as rich as the IMSL 
FORTRAN Library. An easy linking guide can help a C/C++ program to access the 
latter. 
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For mixed-language programming with C/C++ and FORTRAN, files having codes 
written in all the languages should be included in one project. After compiling the 
C/C++ files and the FORTRAN file separately, while trying to build the application, 
the following link error will occur: LINK : warning LNK4098: defaultlib "libc.lib" 
conflicts with use of other libs; use /NODEFAULTLIB:library. This error can be 
removed by the following operation - open Project > Settings, then in the Settings 
dialog box, select the Link tab; and in the Category: drop-down list, select Input. In 
Input, inside the Ignore Libraries: Edit-box, write libcd and click OK. For using 
IMSL FORTRAN Library in C/C++ programs, however, few IMSL libraries should 
be included. The IMSL libraries can be included by opening Project > Settings, then 
in the Link tab of Project Settings, under Category: General, the following libraries 
are to be added with the present libraries at Object/library modules: imsl.lib & 
imsls_err.lib. In certain cases, the libraries imslmpistub.lib, dfor.lib and dfconsol.lib, 
may also have to be added. 
 
For calling a FORTRAN subprogram from C++, the FORTRAN function name must 
be declared at the beginning of the program, preferably outside the main function. The 
FORTRAN function name should be declared like: extern "C" {void _stdcall 
FOR_PROG (long int* );}. It can be noted that the name of the FORTRAN program 
should be written in all capital, irrespective of the case used in the original 
FORTRAN program. Calling the same subprogram from a C program, however, 
doesn’t need the C casting and can be written as: void _stdcall FOR_PROG (long int* 
);. The same method of declaration has to be followed, if a C/C++ subprogram is to 
be called from a FORTRAN program. In that case, the function has to be defined as 
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well, with the __stdcall keyword. Like, in a C++ program, the declaration and 
definition of a subroutine, called from a FORTRAN program, should be written as:  
extern "C" {void __stdcall CR1(int *,int *);} 
void __stdcall CR1(int *n, int *m){ 
… 
}  
While transferring data array between C/C++ and FORTRAN programs, it should be 
kept in mind that in C/C++ reading and writing a data array is done row-wise, 
whereas in FORTRAN it is done column-wise. When data from an array in C/C++ is 
being transferred to a FORTRAN program, the stack vector is filled with numbers 
from the first row, then second and so on. But when the data is transferred to the 
FORTRAN program, the array is filled taking the first column, then second and so on. 
Figure 6.9 shows how this difference in order can transfer completely wrong array 
information. So proper measures should be taken to read data from a FORTRAN to a 
C/C++ program and vice-versa.     
Useful Tip: While writing a C++/FORTRAN mixed language program, linking error 
of following nature may occur: error LNK2001: unresolved external symbol "void * 
__cdecl operator new(unsigned int,int,char const *,int)" (??2@YAPAXIHPBDH@Z). 
It may be corrected by going to Project > Settings, then C/C++ tab, under Category: 




6.3 MULTI-OBJECTIVE OPTIMIZATION OF STYRENE PRODUCTION 
USING MPMLE 
MOO studies play an important role in identifying the optimum process operating 
conditions to generate high product yield with minimum utilization of resources, 
resulting reduced waste formation and pollution. An important consideration in MOO 
studies is to formulate and solve an optimization problem based on plant-wide 
perspective. With the availability of new methods for MOO (Deb, 2001), several 
studies were reported for analysing important industrial processes like nylon 6 (Mitra 
et al., 1998) semi-batch reactor, wiped-film poly-ethylene-terephthalate (PET) reactor 
(Bhaskar et al., 2001), hydrogen plant (Rajesh et al., 2004), epoxy polymerization 
process (Deb et al., 2004), aspergillus niger fermentation for selective product 
enhancements (Mandal et al., 2004), industrial purified terephthalic acid (PTA) 
oxidation process (Mu et al., 2004), fed-batch bioreactors with multiple control 
variables (Sarkar and Modak, 2004), multi-purpose batch plants (Cavin et al., 2004), 
warehouse management (Poulos et al., 2001), glass furnace operation system (Pina 
and Lima, 2003), to obtain a Pareto optimal set of PID parameters for pH control (Tan 
et al., 2005) etc. MOO of industrial styrene reactors using NSGA was performed by 
 
C/C++ Array of Data 
12 13 14 
25 26 27 
 
 
FORTRAN Array of Data 
12 14 26 











Figure 6.9 Example of a probable error while transferring data from C/C++ to 
FORTRAN 
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Yee et al. (2003). Two- and three-objectives, namely, production, yield and selectivity 
of styrene, were considered for adiabatic and steam-injected styrene reactors. Pareto-
optimal solutions were obtained due to conflicting effect of either ethyl benzene feed 
temperature or flow rate. Different variants of an advanced version of NSGA, namely 
elitist NSGA or NSGA-II, were tested for MOO of a styrene reactor (Tarafder et al., 
2003). The work was later extended to optimizing an industrial styrene manufacturing 
process (Tarafder et al., 2005). To test the utility of MPMLE, an industrial styrene 
manufacturing unit was modelled in HYSYS and then optimized with NSGA-II 



















Figure 6.10 Schematic of styrene plant. (HE: heat-exchanger, S: separator, PS: 3 
phase separator). Symbols in bold & italics represent decision variables 
 
All the earlier MOO studies, referred in the previous paragraph, were performed using 
specially developed simulation programs of respective processes, written in high-level 
languages like F90 or C++. Also, most of these processes considered only the reaction 
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behind such consideration, as discussed in the introduction section, are either (a) non-
availability of prototype models of the investigated processes in commercial 
simulation software, or (b) commercial simulation software do not come with the 
latest optimization algorithms, with which the optimization study is intended to be 
performed, or both. To test the MPMLE, first we developed a styrene reactor unit 
(represented within the dashed rectangle in Figure 6.10) in HYSYS, performed 
optimization study and compared the results obtained with the previously published 
results (Tarafder et al., 2003) for validation. In the next part, the entire plant (Figure 
6.10) was modelled in HYSYS and optimized for multiple objectives using NSGA.  
 
6.3.1 The Interface of MPMLE 
The interface program of MPMLE, which is written in Visual Basic, executes a 
number of steps (Figure 6.11) to perform the optimization operation. In the Dialog 
Box of the program, the user supplies the number of objectives, decision variables and 
constraints in the optimization problem, along with the genetic algorithm parameters 
which includes crossover & mutation probability, seed for random number generation, 
population size and maximum number of generations. Once all the data are supplied 
and the application runs, the interface routine first calls the associated NSGA-II DLL 
function to initialize the optimizer routine. Upon initialization, NSGA-II program 
generates a set of decision variable values comprising the first population, and passes 
the data as an array to the interface program. Receiving the decision variable values, 
the program, in a loop, calls HYSYS case and supplies the decision variables set one 
by one through the built-in spreadsheet of HYSYS. The flowsheet is simulated for the 
supplied decision variables and the user defined objectives are evaluated in the 
spreadsheet itself. These objective values are stored in an array in the interface 
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program and at the end of the loop, passed to the NSGA-II DLL through an 
appropriate function. In NSGA-II, individuals are ranked according to the objective 
values (also called fitness values), and following a series of operations like selection, 
mutation and crossover, decision variables for the next population are calculated and 
supplied to the interface program like before. The program in turn, does the same job 
discussed above, and this continues till the specified maximum number of generations 
is completed.  
Figure 6.11 Working of the interface program 
 
6.4 MODELLING AND SIMULATION OF STYRENE REACTOR UNIT AND 
STYRENE PLANT 
In the earlier study performed on styrene manufacture (Tarafder et al., 2005), the first 
part analysed only the styrene reactor unit (case 1), consisting of the styrene reactor 
along with heat-exchanger (HE1) and the superheater for steam (Figure 6.10). Details 
of the model (mass, energy and momentum balance equations), modelling 
assumptions, reaction rate data, catalyst information and operating data for simulation 
and validation are available elsewhere (Elnashaie and Elshishini, 1994; Sheel and 
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Crowe, 1969; Yee et al., 2003). The reaction kinetic data available in literature are 
generally based on the entire volume of the reactor and does not take void fraction 
into account. However, in case of the reaction model in HYSYS, the reaction rates are 
based on the void volume available for reaction and not on the entire reactor volume. 
Hence, it is imperative to convert kinetic rate constants based on available reactor 
volume before giving the reaction kinetic data in HYSYS reactor model, which can be 
achieved by dividing the kinetic equations by reactor void fraction. Three different 
configurations of styrene reactor were studied in our previous study (Tarafder et al., 
2005): (a) single-bed reactor, (b) steam-injected reactor and (c) multi-bed reactor. The 
same model parameters, used in the single-bed type, were used to model and simulate 
a styrene reactor unit in HYSYS. The simulation results obtained (Table 6.1) were 
very close to the industrial data and those obtained in the earlier study (Tarafder et al., 
2005). The minor differences observed are due to the differences in physical 
properties.  
 
Table 6.1 Comparison of simulation results obtained by HYSYS and specially 
developed FORTRAN 90 program, with industrial data 
 
Predicted Results Quantity at Reactor Exit Industrial 
Data F90 Program HYSYS 
Exit Temperature, K  850.00 849.75 850.76 
Exit Pressure, bar 2.32 2.33 2.32 
Ethyl Benzene Conversion, % 47.25 46.74 46.38 
Styrene Flow Rate, kmol/h 15.57 15.40 15.25 
Ethyl Benzene Flow, kmol/h 19.45 19.63 19.77 
Benzene Flow Rate, kmol/h 1.50 1.44 1.43 
Toluene Flow Rate, kmol/h 2.03 2.05 2.08 
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To conduct an optimization study, the reactor unit developed in HYSYS was 
interfaced with NSGA-II using MPMLE. A similar method was followed to perform a 
MOO study of the entire styrene plant (case 2). The overall plant includes all the units 
of case 1, and heat exchanger (HE2), three phase separator (PS) and three distillation 
columns (S1, S2 and S3) as shown in Figure 6.10. 
 
6.5 MULTI-OBJECTIVE OPTIMIZATION PROBLEM 
The first case study was performed on the single-bed styrene reactor unit for two 
objectives, and the results were compared with the previous study that used a 
FORTRAN 90 program for process simulation (Tarafder et al., 2005). The objectives 
are to simultaneously maximize styrene flow rate and styrene selectivity.  
 Maximize: J1 = Fst       (6.1) 









     (6.2) 
Here, Fst is the flow rate of styrene product, ostF  is the flow rate of styrene contained in 
fresh ethyl benzene feed ( oEBF ), total,EBF  is the total flow rate of ethyl benzene and EBF  
is the flow rate of recycled ethyl benzene. The decision variables and corresponding 
bounds for optimizing the styrene reactor unit were chosen based on industrial 
operating conditions; a detailed explanation of these is available in Tarafder et al. 
(2005). Bounds on decision variables are: 
1.4 < Pin < 2.63 bar        (6.3) 
7 < SOR < 20         (6.4) 
27.56 < oEBF  < 40.56 kmol/h       (6.5) 
1.5 < D < 4.0 m        (6.6) 
0.7 < L/D < 1.5 [-]        (6.7) 
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450 < TEB < 500 K        (6.8) 
0.1 < α < 1 [-]         (6.9) 
     700 < TC2 < 900 K                          (6.10) 
The optimization is subject to the following constraints: 
650 < Tinlet < 950 K                                                                    (6.11) 
Fsteam < 453.1 kmol/h                                                          (6.12) 
Pexit > 1.4 bar                                                                         (6.13) 
TH1 – TC2 ≥ 10 K                                                               (6.14) 
TH2 – TC1 ≥ 10 K                             (6.15) 
 
6.6 RESULTS AND DISCUSSION 
The comparison of Pareto optimal solutions obtained by optimizing the styrene 
reactor unit using the F90 program (Tarafder et al., 2005) and HYSYS is shown in 
Figure 6.12. In both the cases, results were obtained by NSGA-II using real-coding 
after 100 generations with a population size of 80. Real coded NSGA-II is best 
compared to other two variants of NSGA-II; binary coded NSGA-II and NSGA-II-JG 
(Tarafder et al., 2003). The best values for the parameters in NSGA-II were obtained 
through experimentation with different values, changing one parameter at a time. 
These values were: random number seed = 0.557, crossover probability = 0.95, 
mutation probability = 0.05, and distribution index for crossover and mutation are 10 
and 20 respectively. The optimal solutions using the F90 program and HYSYS are 
similar (Figure 6.12). To validate the results further, optimal decision variables for 
three chromosomes on the Pareto obtained by the previous study (Tarafder et al., 2005) 
were used in the HYSYS simulation, and the objective values compared (Table 6.2). 
The results are acceptable within 1% difference, which is expected as HYSYS 
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employs different solution techniques and physical properties as compared to the F90 
code. The F90 model uses IMSL subroutine like DIVPRK which uses Runge-Kutta-
Verner fifth-order and sixth-order method.  
 
 6.2 Comparison of objective values of three chromosomes A, B and C on the Pareto 
obtained by FORTRAN 90, with those obtained using HYSYS and the same decision 
variable values 
 
Chromosome A Chromosome B Chromosome C Variables/ 
Objectives F90 HYSYS F90 HYSYS F90 HYSYS 
 TC2 (K)  703.20 807.23 700.74 
 Pinlet (bar)  1.53 1.48 1.48 
 SOR [-] 11.20 11.18 11.20 
 Foeb(kmol/h) 39.63 40.43 40.38 
 D (m) 2.72 2.67 2.64 
 L/D ratio [-] 1.34 1.08 1.06 
 Alpha [-] 0.51 0.11 0.10 
Teb (K) 468.66 495.57 453.98 
Fst (kmol/h) 10.027 10.062 19.806 19.720 16.295 16.243 
Sst [-] 0.964 0.963 0.862 0.861 0.918 0.917 














    
Figure 6.12 Result of maximizing styrene production and selectivity simultaneously 
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Values of decision variables and constraints corresponding to the Pareto in Figure 
6.12, are plotted in Figures 6.13 and 6.14 respectively. Although the Pareto optimal 
solutions obtained in the present study are very close to the solutions obtained earlier 
(Tarafder et al., 2005), the decision variable values obtained are different in nature, 
especially the values obtained for the L/D ratio and D (Figure 6.13d and 6.13e). This 
difference can be expected, as using higher number of decision variables in 
optimization problems of chemical processes may lead to generating multi-modal 
solutions. Therefore, several combinations of L/D ratio and D are possible for 
achieving the same or similar objective values. As the F90 program and the HYSYS 
models do not produce exactly the same values for the objectives, after 100 
generations the two programs reached similar Paretos but with different sets of 
decision variables. However, it may be noted that the resultant reactor volumes 
(Figure 6.14f) are comparable, indicating the use of similar residence time by the 
optimizer. The effects of decision variables and constraints on the objectives have 
already been discussed in detail by Tarafder et al. (2005).    
 
The average computational time taken by the previous optimization study, i.e. 
simulating the F90 model 80 times in each of the 100 generations (total: 8000 times) 
was approximately 6 minutes in a 2.4 GHz P4 computer with 512 MB of SDRAM. 
Using the HYSYS model, on the other hand, the same job took nearly 12 hrs. The 
computation time taken for each F90 model simulation is around 0.045 second 
whereas for HYSYS model it is around 5.4 seconds per simulation. On further 
investigation, we found that approximately ~8.4 hrs (70 %) of the total computational 
time (12 hrs) was taken for the simulation of HYSYS models when the application 
was run. Rest of the time was taken in data transfer between the applications (NSGA 




































































































































Figure 6.13 Comparison of values of decision variables corresponding to the Pareto 
optimal solutions in Figure 6.12: (a) inlet temperature before mixing with superheated 
steam, (b) reactor inlet pressure, (c) flow rate of fresh ethyl benzene, (d) reactor 
length to diameter ratio, (e) reactor diameter, (f) steam to oil ratio, (g) temperature of 
fresh ethyl benzene and (h) fraction of total saturated steam mixed with fresh and 






















































































































Figure 6.14 Comparison of constraint values and reactor volume corresponding to the 
Paretos in Figure 6.12: (a) minimum temperature approach for heat exchanger exit, (b) 
minimum temperature approach for heat exchanger inlet, (c) flow rate of fresh steam, 
(d) inlet temperature to reactor after mixing with steam, (e) outlet pressure of the 
reactor and (f) total reactor volume 
 
The computational time taken by Case 2 (described in the next section), which is the 
optimization study of the entire styrene plant, using HYSYS, was approximately 19.5 
hrs. To reduce the simulation time, we reduced the population size to 50 keeping the 
number of generations same. Different property packages (Peng Robinson, SRK and 
Antoine) were tried to find a probable reason for higher computational time in 
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HYSYS simulations. All the three property packages took comparable time (5 
seconds) for each styrene plant simulation. However, the computational time could be 
reduced by 30% when the number of reactor segments was reduced from 50 to 20.  
Most of the simulation time was consumed for reactor convergence as noted by visual 
observation. The partial condenser was not converging when ideal liquid and gas 
phase property package was employed because it can not predict water and organic 
phases.   
 
Although the high computational time taken by the HYSYS models may seem as a 
setback, it must be appreciated that the model development time in HYSYS was 
minuscule compared to the time required for developing and debugging the 
simulation programs in C++ or F90. For example, the time taken to develop the 
simulation program for styrene reactor unit as well as the auxiliary units was several 
months whereas a similar model was developed and tested in HYSYS within days.  
 
Case Study 2 
This case study involves MOO of the styrene plant (Figure 6.11), which includes the 
styrene reactor, steam superheater, heat exchangers (HE1 and HE2), three phase 
separator and distillation columns. In the previous study (Tarafder et al., 2005), 
simplified models for partial condenser and distillation column were written in F90 
for simulating the entire styrene plant. The shortcut method, commonly known as 
Fenske-Underwood-Gilliland (FUG) method (Khoury, 1999) was used for calculation 
of actual number of theoretical stages, reflux ratio, condenser and reboiler heat-duty. 
A 100% split between organic and inorganic phases in the three-phase separator, 
constant molar overflow and negligible pressure drop in the columns, and an ideal 
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solution were assumed. On the other hand, the flowsheet of the styrene plant in 
HYSYS employed rigorous models for distillation columns and three-phase separator. 
The number of trays for the three vacuum distillation columns i.e. benzene-toluene 
column, benzene-toluene splitter and styrene-ethyl benzene column were fixed at 25, 
27 and 55 respectively. Operating pressures of the distillation columns were taken as 
0.1 bar. Unlike the styrene plant in the previous study (Tarafder et. al., 2005), a 
single-bed reactor unit was considered in the present study with HYSYS. 
 
A sensitivity analysis was first performed by changing the decision variables by ±  
5% (Table 6.3), which comprise the same set of variables used in the styrene reactor 
unit analysis plus a new variable, partial condenser operating temperature, TPC. The 
analysis was done mainly to test the executability of HYSYS plant model over the 
intended domain of the decision variables and also to understand the sensitivity of the 
performance indicators to the decision variables. The study generated interesting 
information regarding the process. The performance indicators like styrene flow rate 
and ethyl benzene (EB) conversion were found to be quite sensitive to reactor inlet 
temperature, which is directly proportional to TC2 and SOR. An increase in the flow 
rate of fresh EB decreases the residence time in the reactor, which leads to lesser 
conversion per pass. This was the reason that the percentage gain in production rate of 
styrene was only 2.88% for 5% increase in fresh EB flow rate. Again, a lower value 
of TC2 results in a lower conversion, which increases the separation load on the 
styrene-EB column. An increase in the overall heat duty (the sum of distillation 
column reboilers and steam superheater heat duty) can be noticed, which was the 
result of the high rise in the styrene-EB column reboiler heat duty. The increase in 
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SOR on the other hand increases the amount of energy required for superheating for a 
fixed value of the fraction of saturated steam directed to superheating(1– α ). 
 
The inlet pressure, as can be seen from Table 6.3, had a milder effect. An increase in 
diameter or length which increases reactor volume, increases both the EB conversion 
and styrene flow rate, while decreasing the total reboiler heat duty for separation in 
distillation units. Changes in TEB values on the other hand, had no effect on the values 
of the performance indicators. This is because another decision variable, TC2, used in 
this study ultimately decides the EB-saturated steam temperature before it mixes with 
the superheated steam. The increase in the operating temperature of partial condenser 
(TPC) leads to a loss in valuable styrene product with benzene, toluene, ethyl benzene 
and light ends. At high TPC, the percentage loss of styrene is relatively higher than 
other side products with vent stream; as a result, the selectivity also goes down. With 
the increase in α , the flow rate of superheated steam to the reactor inlet decreases 
thereby decreasing the reactor inlet temperature which ultimately decreases the 
conversion and styrene production. Required heat duty of the superheater therefore 
decreases as a result of decrease in the flow of saturated steam (F 0stm (1- α )) to the 
superheater.  
 
The performance indicators i.e. styrene flow rate and styrene selectivity were chosen 
as the objectives to maximize, for the optimization study. Initially 9 decision variables 
including an extra decision variable, namely, the operating temperature of partial 
condenser was introduced in the optimization study along with the previous eight 
variables for styrene reactor unit. The bounds on the new decision variable TPC are: 
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308 K < TPC < 333 K               (6.16) 
 
The optimum operation of partial condenser is required to have good phase separation 
between organic components and water to avoid loss of the valuable product to 
environment. On careful analysis, it was found that PCT  hits the lower bound of 308 K 
and water can be used as a coolant based on its availability at 298K. Therefore the 
operating temperature of partial condenser ( PCT ) was fixed at its minimum possible 
value (308 K) to avoid valuable product loss. This also decreased the simulation time 
as the adjust operator and the composition control of the partial condenser vent stream 
through its temperature were absent. 
 
So the same 8 decision variables were ultimately selected for the Case 2 optimization 
study and the results obtained were qualitatively analysed. While performing 
sensitivity analysis of the process flowsheet in HYSYS, problems were encountered 
in the distillation column convergence for certain values of decision variables. This 
occurred when the reactor inlet temperature was low and so the EB conversion was 
less. In such cases, it was required to readjust the column specifications (like recovery, 
reflux ratio) manually. To avoid such problems during optimization, the lower bound 
on TC2 (a sensitive decisive variable) was changed from 700 to 760 K. It was also 
required to limit the composition of benzene in the vent gas stream, as it is 
carcinogenic and an environmental pollutant. To ensure this, an extra constraint was 
introduced on the composition of benzene in the vent stream (eq. 6.17).   
XB-0.008 ≤  0.0                                        (6.17) 
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Parameter/  TC2   Pinlet  SOR   FoEB  D   L/D   α   Teb  TPC  
Objectives (K) (Bar) [-] (kmol/h) m [-] [-] (K) (K) 
 5% -5% 5% -5% 5% -5% 5% -5% 5% -5% 5% -5% 5% -5% 5% -5% 5% -5% 
Fst  8.2 -10.1 0.4 -0.7 2.7 -3.3 2.9 -3.0 2.2 -2.7 1.1 -1.3 -0.7 0.6 0.0 0.0 -0.9 0.3 
Sst  -4.5 3.8 -0.8 0.7 -0.4 0.3 0.2 -0.2 -0.6 0.5 -0.2 0.2 0.3 -0.3 0.0 0.0 -1.0 0.3 
Heat Duty  -2.1 2.4 0.0 0.4 7.6 -6.8 2.7 -2.3 -0.3 0.7 -0.1 0.4 -0.7 1.0 0.0 0.0 0.3 -0.1 





The Pareto optimal solutions obtained by optimizing the styrene plant using MPMLE 
interface is shown in Figure 6.15. The NSGA-II parameters, i.e. the number of 
generations, population size, seed, crossover probability, mutation probability and 
distribution indices for crossover and mutation were kept the same as in case 1. The 
optimal solutions obtained in case study 1 (Figure 6.12) are different from the optimal 
solutions of case study 2 (Figure 6.15). These differences in two solutions are 
expected because the first case study is based on assumptions like 100% recovery of 
products in the downstream separation process and no losses in the plant. Case study 
2 overcomes these limitations and gives more realistic results. For example, the 
maximum flow rate of styrene achieved by the optimizer in case study 1 is 19.929 
kmol/h and the case study 2 is only 19.283 kmol/h. This difference in flow is due to 
loss of 0.177 moles/hr with the vent streams from the 3-phase separator and 
distillation column, loss of 2.45×10-3 moles/hr with benzene and toluene product 
streams and the amount of styrene being recycled with recycle EB stream.  
 
All the decision variables directly or indirectly contributed to EB conversion and 
styrene selectivity during the reaction process (Figure 6.16). A high reactor 
temperature facilitates higher EB conversion and hence higher styrene flow rate; but 
at the same time, it decreases styrene selectivity. The thermal energy required for the 
endothermic reaction comes from TC2 and α (Figures 6.16a and 6.16b). Reason for the 
generally low TC2 values is the constraint (Equation 14) that the reactor outlet 
temperature TH1 (see Figure 6.11) should be at least 10K higher than the pre-heater 
outlet temperature (TC2). To satisfy this, the optimizer opted for lower TC2 so that 
higher temperature drop in the reactor resulting in higher conversion can take place. 
The steady increase of the reactor inlet temperature, on the other hand, was supported 
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by the increasing flow of superheated steam, which is evident from the values of α 
(Figure 6.16b). A sudden increase in the TC2 can be noticed towards the end because 
even the maximum superheated steam flow was not sufficient to raise the temperature 
to the required level of producing high Fst. It can be observed that, only after α value 














Figure 6.15 Result of simultaneously maximizing styrene production and selectivity 
for the styrene plant 
 
The reactor length and diameter, together determines the residence time of reactant-
product mixture in the reactor; and as the residence time increases, the EB conversion 
increases while styrene selectivity decreases. In increasing the reactor volume, 
however, the optimizer preferred to increase the diameter (Figure 6.16d) than the 
length (Figure 6.16c) as increasing length results in more pressure drop across the 
reactor and may end up violating the minimum pressure constraint (Equation 13). The 
scatter in the plot of fresh EB temperature, EBT (Figure 6.16e) was expected as the 
sensitivity analysis showed that it has no influence on the objectives. The variable was 
still used as a decision variable in the optimization study as it has an indirect effect on 
the HE1 inlet approach constraint (Equation 15). As expected, the oEBF  values reached 
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the upper bound (Figure 6.16f) because maximization of the styrene flow rate is one 
of the objectives. The optimal value of SOR varied around 11.1 which corresponds to 



















































































Figure 6.16 Plots of decision variables corresponding to the Pareto optimal solutions 
in Figure 6.15: (a) inlet temperature (TC2) before mixing with superheated steam, (b) 
fraction of total saturated steam mixed with fresh and recycle ethyl benzene (α), (c) 
reactor length to diameter ratio, (d) reactor diameter, (e) temperature of fresh ethyl 
benzene and (f) flow rate of ethyl benzene 
 
The constraints on the minimum temperature approach of 10 K were satisfied at both 
the ends of the counter-current flow heat exchanger (HE1) (Figures 6.17a and 6.17b). 
It was observed in the decision variable plots (Figures 6.16a) that the values of TC2 
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remained almost constant against Fst. On the other hand, the net heat flow to the 
reactor continuously increased as the superheated steam flow increased with the 
increasing Fst. As a result, the HE1 temperature approaches increased continuously. In 
the later part, a sudden drop in HE1 temperature approaches is expected (Figure 6.17a) 
because of shoot up in TC2. The flow rate of steam is within its upper limit (Figure 
6.17c); similarly the reactor inlet temperature was within its upper and lower bounds 



































































Figure 6.17 Comparison of plots of constraints corresponding to the Pareto in Figure 
6.15: (a) minimum temperature approach for heat exchanger (HE1) exit, (b) minimum 
temperature approach for heat exchanger (HE1) inlet, (C) flow rate of fresh steam and 
(d) inlet temperature to reactor after mixing with steam 
 
The second part of case study 2 involves maximization of styrene flow rate and 
minimization of heat duty (heat duty in superheater and 3 distillation column reboilers 
– heat recovery in heat exchangers: HE1 and HE2) for the styrene plant. The decision 
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variables, their bounds and constraints and the NSGA-II parameters were kept same 
as discussed. The Pareto optimal solutions obtained are shown in Figure 6.18. The 
heat duty in the plant is directly related to feed processed as regulated by the 
endothermic heat requirement for the reaction. To increase styrene production it is 
imperative to increase heat input by increasing inlet temperature to increase 
conversion. The increase in TC2 and decrease in α contribute to energy requirement in 
the plant (Figures 6.19a and 6.19b). The sudden drop in TC2 at Fst ≈ 13 kmol/h is a 
result of higher value of oEBF  (Figure 6.19f) chosen by the optimizer, which increases 
the energy requirement for the endothermic reaction in the reactor, the space velocity 
of reactant mixture in the reactor and product in the HE. Conversely, the sudden drop 
in oEBF  (Figure 6.19f) is a result of sudden increase in TC2. The pressure drop in the 
reactor is dependent on flow rate which varies with change in reactor length and 
diameter. The jump in L/D ratio (Figure 6.19c) and drop in diameter (Figure 6.19d) 
are in perfect harmony as far as constraint on pressure drop in the reactor is concerned. 
The reason for scatter in the plot of fresh EB temperature, EBT (Figure 6.19e) is as 




















Figure 6.18 Result of maximizing styrene production and minimization of heat duty 























































































Figure 6.19 Plots of decision variables corresponding to the Pareto optimal solutions 
in Figure 6.18. (a) inlet temperature (TC2) before mixing with superheated steam, (b) 
fraction of total saturated steam mixed with fresh and recycle ethyl benzene (α), (c) 
reactor length to diameter ratio, (d) reactor diameter, (e) temperature of fresh ethyl 
benzene and (f) flow rate of ethyl benzene 
 
The heat recovery in the heat exchanger (HE1) is limited by the constraint that the 
heat exchanger outlet temperature TH2 should be at least 10K higher than the inlet 
temperature (TC1) of the mixed feed (Figure 6.20a). The constraint on the other end of 
HE1 is well satisfied (Figure 6.20b). The flow rate of steam is within its upper limit 
(Figure 6.20c) and slight scatter is expected as a result of sudden drop in flow rate of 
EB. The slight drop in reactor inlet temperature (Figure 6.20d) is justified by drop in 
  
187 
TC2 in the middle region. Otherwise, steady increase of the reactor inlet temperature is 
supported by the increasing flow of superheated steam, which increases with the 


































































Figure 6.20 Comparison of plots of constraints corresponding to the Pareto in Figure 
6.18. (a) minimum temperature approach for heat exchanger (HE1) exit, (b) minimum 
temperature approach for heat exchanger (HE1) inlet, (c) flow rate of fresh steam and 
(d) inlet temperature to reactor after mixing with steam 
 
6.7 SUMMARY  
While integrated analyses of chemical processes, involving process monitoring, 
control, data reconciliation, plan-wide optimization, planning and scheduling etc., 
have several incentives, it is sometimes difficult to perform them. Although several 
programs are available to do these tasks at their individual capacity, they are generally 
available from different resources and/or written in different languages. So, when 
carrying out such analysis, the researcher/engineer is forced to re-write codes for most 
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of the available resources in the chosen language, compromising on several accounts. 
A MPMLE, on the other hand, can help researchers/engineers to use the resources, 
already available in different software and/or programs written in different 
programming languages. This will drastically reduce the developmental time and will 
facilitate further work with much wider systems. As an example, we have modeled 
and performed MOO of an industrial styrene production unit, with the MPMLE. First, 
we modeled a styrene reactor unit in HYSYS and carried out MOO with a genetic 
algorithm based routine, NSGA-II, through the MPMLE. The results obtained were 
validated against published results. Model for the entire styrene plant was then 
developed in HYSYS and linked to the MPMLE to carry out optimization. The time 
taken for this work is far less than the developmental time of the previous works (e.g., 
Tarafder et al., 2005; Yee et al, 2003), which demonstrates the possibility of a drastic 
reduction in time for developing a reliable and realistic program for analysis of 
chemical processes. MPMLE, being generic, can be applied to many other purposes 
involving resources available in software like HYSYS or ASPEN PLUS. It is possible 
to introduce business models based on demand-supply-cost correlations and relevant 
objectives to further enhance its applicability to solve industrially relevant market 
oriented problems. With more simulation software coming up with COM® technology 










CONCLUSIONS AND RECOMMENDATIONS 
 
6.1 CONCLUSIONS   
The present work was pursed with the aim of modeling, simulating and optimizing 
industrial hydrocracking processes in the petroleum refinery, to improve their overall 
performance. The subsequent benefits thus obtained were evaluated based on 
objectives of importance and challenges faced by the refiners. Optimization needs a 
reliable process model and extensive operating data are often available in refineries. 
Hence, hydrocracker (HC) models were developed by applying all three model 
approaches, i.e. mechanistic, black-box and hybrid model approaches.  
 
The first principles model (FPM) was successfully employed for simulating two 
different HC units. One HC unit involved two-stage hydrocracking with intermediate 
separation (Mohanty et al., 1991), which is quite old. With the developments in 
catalysts and technology, the former is replaced with a once-through hydrocracker 
configuration with partial recycle (i.e. a hydrotreater followed by a hydrocracker). 
Design and operating data from such a HC unit from a local refinery were obtained 
and used in this work to apply and evaluate FPM, data-based model (DBM) and 
hybrid models (chapters 4 and 5) as well as to optimize the unit.  
 
The simulation of the former unit by FPM (chapter 3) resulted in successful prediction 
of products flow rates, make-up hydrogen requirement and temperature profiles in 
hydrocracking reactor beds, which are important variables and critical to the overall 
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unit performance and its safe operation. The accuracy of this model was improved 
further by characterizing feed and products to 58 pseudo-components instead of 23 in 
the previous case, for application to the unit in the local refinery. To save user’s time, 
an Excel program was developed to call HYSYS; this could take available 
experimental/industrial data from user and predict average properties like BP, density, 
UOPK and composition using HYSYS. The reactor model was fine tuned using daily-
average operating data and elitist NSGA before its implementation on the HC in the 
local refinery.  
 
Both the HC units were successfully optimized for several multiples objectives of 
industrial importance, using NSGA and elitist NSGA. All these resulted in a single or 
Pareto optimal solutions and provide various options to refiners to operate a 
hydrocracker optimally. The HC performance was quite sensitive to operating 
temperature and fresh feed flow rate. The production of important products such as 
kerosene and heavy diesel could be improved appreciably without increasing makeup 
H2 required. 
 
The precise simulation of industrial HC units by FPM is challenging due to its 
complex kinetics and time varying performance. Hence, extensive data, collected 
from the refinery, were pretreated for outliers and analyzed for interaction by 
adopting standard techniques to define input and output space for model development. 
Further, neural network architecture and the best training algorithm were selected to 
develop and validate DBM and various hybrid (series, parallel and series-parallel) 
models for the once-through HC (chapter 5). The comparison of step ahead 
predictions such as flow rates of products and URO, bed outlet temperatures and 
  
191 
H2,makeup by FPM, DBM and hybrid models revealed that FPMs were good only for a 
few days of operation. Hybrid and data-based models were found to be better than 
FPM for step ahead prediction. The parallel hybrid model was the best among all 
hybrid models, and the DBM was even better than them, perhaps due to the limited 
extrapolation in the present application. Optimization of the HC unit for subsequent 
days’ operation using DBM and GA showed that desired product flow can be 
improved by 4 to 16% by suitable changes in the operating conditions. 
 
The above works on modeling, simulation and optimization of HC units was carried 
out by coding in F90 and C++ due to lack of an interface between a commercial 
process simulator like HYSYS and a multi-objective optimization tool. Hence, a 
generic multi-platform, multi-language environment (MPMLE) was developed to 
integrate the latest available MOO technique such as the elitist NSGA with HYSYS 
(chapter 6). The styrene manufacturing plant was simulated in HYSYS followed by 
its successful MOO using MPMLE. Potential savings in user’s development time and 
more realistic analysis of chemical process was possible using HYSYS though it was 
found to be computationally intensive for optimization (about 12 hrs using HYSYS 
model compared to 6 minutes using F90 program on a 2.4 GHz P4 computer with 512 
MB of SDRAM). The computational time would not be a limitation with the faster 
computers becoming increasingly available. This will enhance the utility of MPMLE 







6.2 RECOMMENDATIONS AND FURTHER STUDY 
Based on experience gained and outcomes of the present work, following suggestions 
may be useful to researchers and practitioners to further extend the scope of this work.   
 Firstly, prediction of hydrogen consumption by the model was not accurate in 
chapter 3 partly due to hydrodesulfurization and hydrodenitrogenation which 
were not included in the model. This was taken into consideration by taking 
reactions of model compounds for HDS and HDN in hydrotreater prior to the 
hydrocracker (chapter 4). Using the known sulfur and nitrogen content of feed at 
the inlet and effluent at exit of the hydrotreater, hydrogen consumption in the 
reactor was estimated by approximating sulfur and nitrogenous compounds by 
typical compounds such as dibenzothiophene and quinoline and assuming their 
complete cracking to ammonia, hydrogen sulfide and hydrocarbons in 
hydrotreater. Development of a FPM for hydrotreater similar to discrete lumped 
model approach used for hydrocracker modeling can further improve these 
predictions. This would need characterization of sulfur (Depauw and Froment, 
1997) and nitrogenous compounds present in heavy gas oil and defining the 
kinetic parameters for individual lumps. Bellos and Papayannakos (2003) 
represented the sulfur bearing compounds in heavy oil feed by five pseudo-
components and studied HDS kinetics. The sulfur removal and the hydrogen 
consumption were described by a set of parallel reactions of first order with 
respect to each pseudo-compound concentration.  
 The present discrete lumped model can also be simulated in HYSYS.  The main 
intention of this work was to model, simulate and optimize the industrial 
hydrocracker unit for multiple objectives. Due to unavailability of a MOO tool 
in simulators like HYSYS, the F90 platform was used for model development 
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and simulation of the hydrocracker. With the developed MPMLE (chapter 6), 
the increased computing power and more industrial data from plant, the 
hydrocracker unit can now be simulated and optimized for multiple objectives in 
HYSYS. This would further extend the scope of the study as downstream units 
such as distillation columns, heat exchangers, pumps etc can also be included 
for rigorous simulation and extensive validation. This will also ensure inclusion 
of utility consumption as one of the objectives to optimize hydrocracker unit.  
 The modeling strategies adapted in this work are equally useful for 
implementation on hydrocrackers with different configuration, catalyst, feed 
types and products in demand in other refineries. The first principles, data-based 
and hybrid models need a one time effort for fine tuning, testing and validation. 
ANN models can easily adapt to variable process conditions, and available 
feedstocks. Hence, the model would need minimal effort for its extension 
towards simulation and optimization of performance of hydrocracking units in 
other refineries.  
 The other competent approaches available in open literature for modeling 
hydrocracking reaction kinetics are either based on molecular reactions of 
species involved (Baltanas and Froment, 1985), continuum theory of lumping 
(Cicarelli et al., 1992; Browarzik and Kehlen, 1994; Basak et al., 2004) and 
structured oriented lumping (Jaffe, 1974;  Dewachtere et al., 1999; Schweitzer et 
al., 1999). The detailed reaction chemistry approach based on structural classes 
may be used to lump individual hydrocarbons to different classes like alkanes 
(normal, mono, di-, tri-, branched etc) carbon number (Marten and Marin, 2001). 
This method needs estimation of rate parameters of elementary reaction steps 
(chapter 1, Figure 1.2) and lumping coefficients. However, values of all 
  
194 
parameters are not given in Marten and Marin (2001), although they have 
simulated a hydrocracker based on this approach. This is a detailed approach 
and a promising one to be adopted by the refiners in the coming years. However, 
this approach is still in a developing stage and needs a good amount of industrial 
and experimental data for implementation on the industrial hydrocracker studied 
in this work.   
 The ANN models were developed for an overall hydrocracker unit with main 
focus on reactor only. Though, additional input variables were introduced to 
account for variation in downstream units, these were not modeled separately.  
An extensive approach would be to model each and every complex unit by first 
principles, data-based or hybrid approach and integrate them for overall study. 
For example, a multi-component distillation column can be modeled using 
neural networks. This would further improve the understanding of overall 
process and the performance of data-based and hybrid models developed in the 
present work. Extensive industrial and/or experimental data are prerequisite for 
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GENETIC ALGORITHM AND NON-DOMINATED SORTING GENETIC 
ALGORITHMS 
 
A.1 Genetic Algorithms  
Genetic algorithms (GAs) are computerized search and optimization algorithms, 
which mimic the process of natural selection and genetics (Holland 1975). A typical 
GA starts with a population of random strings or chromosomes, representing values of 
the decision variables. Each string is then evaluated to find the corresponding 
objective function and the fitness value. The value of the objective function of any 
chromosome reflects its ‘fitness’. The Darwinian principle of ‘survival of the fittest’ 
is used to generate a new and improved gene pool (new generation). This is done by 
preparing a ‘mating pool’, comprising of copies of chromosomes, the number of 
copies of any chromosome being proportional to its fitness (Darwin's principle) via a 
selection step. Pairs of chromosomes are then selected randomly, and pairs of 
daughter chromosomes are generated using operations similar to those in natural 
reproduction. The gene pool evolves, with the fitness improving over the generations. 
Three common operators: reproduction, crossover and mutation, are used in GA to 
obtain an improved (next) generation of chromosomes. The entire process is repeated 
till some termination criterion is met (the specified maximum number of generations 
is attained, or the improvements in the values of the objective function become lower 
than a specified tolerance). Steps in GA are as follows. 
 Choose a coding scheme (binary, floating-point etc.) to represent decision 
variables, a selection operator, crossover operator and a mutation operator. 
Choose population size, n, crossover probability, pc, mutation probability, pm 
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and maximum allowable generations, tmax. Initialize a random population of 
size n, and set number of generations counter, t = 0. 
 Evaluate the objective function at each string in the population.  
 If t > tmax or other termination criterion is satisfied, terminate.  
 Perform reproduction on the population. 
 Perform crossover on random pairs of strings. 
 Perform mutation on every string.  
 Evaluate strings in the new population. Set t =  t + 1 and go to step 3.  
 
A.2 Non-dominated Sorting Genetic Algorithms 
Non-dominated sorting GA (NSGA) was first implemented by Srinivas and Deb 
(1995) for solving MOO problems. This algorithm generates a set of solutions which 
are non-dominating over one another. Two solution are non-dominating if moving 
from one point to another results in an improvement in at least one objective and 
deterioration in one (or more) of the other objective function(s). The final set of non-
dominating solutions is referred to as a Pareto-optimal set.  
 
NSGA differs from the traditional GA in the way the selection operator works. In the 
former, prospective solutions are sorted into fronts - an imaginary enclosure within 
which all chromosomes are mutually non-dominating and such fronts are ranked 
progressively until all chromosomes are accounted for. Each chromosome is then 
assigned a fitness value obtained by sharing a dummy fitness value of the front by its 
niche count - a parameter proportional to the number of chromosomes in its 
neighborhood (in decision variables space) within the same front. This helps to spread 
out the chromosomes while maintaining the diversity of the gene pool. All other 
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operations performed are similar to those in the traditional GA. A flowchart 
describing NSGA is shown in Figure A.1.  
 
Deb et al. (2000) developed an elitist NSGA, also called as NSGA-II. In this 
algorithm, the offspring population is first created by using the parent population 
through a crowded tournament selection, where the better individuals in the parent 
population, the “elites”, are selected in such a way that diversity is maintained in the 
population. Selected individuals will then undergo crossover and mutation operations 
to form an offspring population. Both offspring and parent populations are then 
combined and sorted into non-dominated fronts. Among individuals in each front, 
there is no one single best solution; each one of them performs better in some 
objectives than other individuals, but worse in the remaining objectives. However, 
individuals in worse fronts (i.e. sub-optimal solutions) are dominated by all 
individuals in the better fronts. The next generation is then filled with the individuals 
from the sorted fronts starting from the best. If a front can only partially fill the next 
generation, crowded tournament selection is invoked again to ensure diversity. This 
strategy is called “niching”. Once the next generation population has been filled, the 
algorithm loops back to creating an offspring population from this new parent 

















































Figure A.1 Flowchart of NSGA technique (Mitra et al., 1998) 
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PENG–ROBINSON EQUATION OF STATE (PENG AND ROBINSON, 1976) 



































RTc445724.0a α=     (i = 1, 2 …, N)                     (B.5) 
 ( )( )[ ] 225.0ii 26992.054226.137464.0Tr11 ω−ω+−+=α    (i = 1, 2 …, N)  (B.6) 
A mixing rule is used to calculate aij: 
aij = (1–kij) jiaa      (i, j = 1, 2 …, N)                   (B.7) 
where kij is the binary interaction coefficient. 
 
The mixing rule, equation (B.7) is used for aij. The partial fugacity coefficient of 
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where A and B are defined by equations (B.9) and (B.11) respectively, and Z is the 
root of the following equation: 
0)BBAB(Z)B3B2A(Z)B1(Z 32223 =−−−−−+−−                      (B.9) 
where ( )2RT
aPA =                                       (B.10) 
          ( )2
i
i RT
PaA =    (i = 1, …, N)                                  (B.11) 
         
RT
bPB =                                        (B.12) 
         
RT
PbB ii =    (i = 1, …, N)                                (B.13) 























CHARACTERIZATION OF FEED AND PRODUCTS TO PSEUDO-
COMPONENTS  
The characterization of feed and products to pseudo-components is automated by 
writing the code in Visual Basic Editor in Excel, which can call HYSYS for the 
characterization. The experimental data for feed and products: liquid volume/mass % 
with ASTM D2887/ASTM D286 are input into the worksheet and the number of cuts 
within the boiling range are defined (Figure C.1).  
 
 
Figure C.1 A print screen preview of assay data worksheet (shown partly, only feed 





The flow rates of feed and products are entered through the graphic user interface and 
the simulation can simply be run by pressing the “Oil Characterization” button 
(Figure C.2). The characterization results in properties and flow rates of pseudo-
components stored in separate Excel worksheets. As an example, when the simulation 
is run, HVGO and other products are blended to pseudo-components. Figure C.3 
shows the properties of various pseudo-components generated by blending HVGO 
and Figure C.4 shows the overall composition of products mixture in terms of pseudo-
components flow. The pseudo-component distribution chart is also generated by 
simulation for comparison of pseudo-components profile generated from experimental 
data with the simulation results. All these outputs are useful for simulation and 
validation of the HC model.  
 
Figure C.2 A Graphical User Interface between HYSYS and Excel (Products flow 
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Figure C.4 A print screen preview of characterization of products to pseudo-
components and corresponding pseudo-components distribution in HC product. 
 
Note: The flow rate of pseudo-component1 is zero in Figure C.4. This is so, because 
the flow rate of pseudo-component1 is defined by light ends obtained by summation 
of flow rates of off-gases and subtracting the amount of H2S and NH3 contained in 
off-gases, and H2  losses (as described in Chapter 4), but not by characterization 

















PROBLEM FORMULATION FOR MODEL FINE TUNING 
In series and series-parallel structures, the model and kinetic parameters which 
determine conversion, temperature in the reactor and product distribution are fine 
tuned using the objective in eq. D.1 subject to constraints including model equations. 
Details of the model, kinetic parameters and their significance are already discussed 
in Chapter 4. The upper and lower limits on the industrial operating variables are 
given by eqs. D.2 and D.3. The bed outlet temperatures are expected to deviate from 
their actual values as temperature sensors are never 100% accurate. Hence, these 
temperatures are bounded within ± 0.3% (eq. D.2). Eq. D.3 accounts for overall mass 
balance enclosure around the HC unit, which should be satisfied within 6% for 
industrial operation. This error is acceptable because of measurement inaccuracies, 
loss of gases from distillation units to flare and ammonia in the downstream wash 
water separation.  
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