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In recent years, the limit analysis research ﬁeld has become the focus of intensive research efforts. In general, the most
up-to-date formulations are derived within an optimization problem framework, aiming to take advantage of the latest
mathematical developments in nonlinear convex programming algorithms. However, in spite of the rapid evolution in com-
puter performance, due to the intrinsic complexity of the problem under study, determining accurate collapse load estimates
can still represent a signiﬁcant computational effort. This fact is emphasized in the case of 3D solid problems. In this context,
both the motivation and the interest for the current research work have arisen: the implementation of a parallel processing
method for limit analysis computations, an area that, up to now, has been fairly neglected in the limit analysis literature.
Adopting this approach will make it possible to solve large problems which normally exceed the memory capacities of a sin-
gle computer, via a common computer network.
In this paper, a mixed ﬁnite element formulation is used. This formulation has proved to be quite versatile and accurate
(Vicente da Silva and Antão, 2007). Additionally, the paper will show that the formulation above is particularly suitable to be
adapted to a parallel processing algorithm.
The fundamental features of the ﬁnite formulation here adopted are detailed in Vicente da Silva and Antão (2007). The
model uses two different ﬁeld approximations, which means that, besides the velocity ﬁeld approximation, the strain rate
ﬁeld is also independently approximated in the domain of each element. The compatibility between these two ﬁelds is
enforced by the augmented Lagrangian method, in accordance with the strategy proposed in Glowinski and Le Tallec
(1989).
The inherent nonlinearity of an upper bound collapse load problem is either originated by the plastic energy dissipation
expression or by the conditions enforcing the plastic ﬂow rule, both being primarily associated with the strain rate ﬁeld.
The two-ﬁeld mixed formulation proposed here presents the advantage of making possible to uncouple the governing. All rights reserved.
ente da Silva), amna@fct.unl.pt (A.N. Antão).
ilva), http://www.dec.fct.unl.pt/~anantao (A.N. Antão).
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minimization affects only the velocity ﬁeld and results in an easily solvable linear equation system. The second minimization
affects exclusively the strain rate ﬁeld. Although it is a nonlinear minimization, and being by nature more complex than the
previous subproblem, it is performed for each element, thus reducing signiﬁcantly its complexity.
The strategy of the parallel algorithm proposed consists of a Master/Slaves paradigm. This is one of the simplest parallel
programming paradigms, in which a main processor, denoted as Master, generates and controls many subproblems, which
will be executed by the Slaves. During all the process slave interaction with each other is not required or otherwise it is al-
ways predeﬁned by the Master.
The domain partitioning algorithm is considered to be beyond the scope of this paper. However, it should be stated that
it can play an important role in the overall performance of the parallel computing procedure. A partitioning algorithm
must be able to provide, for a generic mesh topology, a distribution of elements in subdomains. As mentioned in Al-Nasra
and Nguyen (1991), an efﬁcient algorithm should assign a similar number of elements/degrees of freedom to each proces-
sor and thus reduce the need for communication among them by minimizing the number of d.o.f. (degrees of freedom)
shared in adjacent subdomain boundaries. To reduce the bandwidth/proﬁle of the interface matrix, d.o.f. shared by more
than one boundary must be avoided. Finally, the CPU partitioning time should be disregardable when compared to the
total analysis time.
2. Upper bound model
2.1. Basic aspects of plasticity and limit analysis
In this section, basic aspects of the theory of plasticity and limit analysis, which are fundamental to derive the present
model, are reviewed and summarized.
Let us assume a rigid-perfectly plastic body, denoted byX, enclosed within a surface C, with two complementary parts, Cu
and Cr: C ¼ Cu [ Cr ^ Cu \ Cr ¼£. In the ﬁrst region, Cu, denoted as the kinematic boundary, the displacement ﬁeld, u, is
ﬁxed,u ¼ 0 in Cu ð1Þ
The remaining part, Cr, represents the static boundary, in which external surface forces, t, are prescribed.
The structure is submitted to a given distribution of a set of constant body loads, b, and external surface forces, t, affected
by a load multiplier k (k 2 Rþ). Additionally, another set of constant loads unaffected by the load multiplier, denoted by a
tilde, ~b and ~t, is also simultaneously applied to the structure. There must be a load multiplier, smaller than the collapse load
multiplier, kc , for which the resultant loading can be supported by the structure. The latter requirement naturally introduces
a restriction to the value of the ﬁxed loads.
Any considered admissible kinematical ﬁeld must comply with the associated normal ﬂow rule (Lubliner, 1990) and must
satisfy the Dirichlet boundary condition (1), as well as the domain compatibility equation,_e ¼ B _u in X ð2Þ
where _e represents the plastic strain rate tensor and B is the standard differential compatibility operator, subsequently de-
ﬁned. As usual, the dot superscript denotes a time partial derivative.
According to the kinematic theorem of limit analysis, an upper bound solution, for the collapse load multiplier, can be
established by choosing a kinematically admissible ﬁeld, for which the external load work rate applied to the mechanical
system,We ¼ kWk þ fW ð3aÞ
Wk ¼
Z
X
bT _udXþ
Z
Cr
tT _udC ð3bÞ
fW ¼ Z
X
~bT _udXþ
Z
Cr
~tT _udC ð3cÞis greater or equal to the total amount of internal plastic energy dissipation rate,WD ¼
Z
X
DdX ð4Þin which D represents the plastic energy dissipation rate per unit volume.
The plastic energy dissipation rate per unit volume, D, can be expressed in terms of kinematic ﬁelds only (Salençon,
2002). Table 1 presents the expressions of D, using the principal strain components, for the materials taken into consider-
ation in this work, namely Tresca and Mohr–Coulomb ones.
In Table 1, c and / denote the cohesion and the friction angle of the material, respectively. Space Cc is deﬁned in such a
way that the restriction of the plastic strain rate to that domain implicitly enforces the compliance with the associated nor-
mal ﬂow rule.
Table 1
Functions of the plastic energy dissipation rate
Criteria Dð_eÞ _e 2 Cc
Tresca cðj_eI j þ j_eII j þ j_eIII jÞ trð_eÞ ¼ 0
Mohr–Coulomb ctan/ trð_eÞ trð_eÞP ðj_eI j þ j_eII j þ j_eIII jÞ sin/
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forces a continuous velocity ﬁeld. However, strong gradients in the plastic strain rate ﬁeld, equivalent to a velocity discon-
tinuity, may be admissible in the model, according to the strategy proposed by Krabbenhøft et al. (2005).
2.2. Numerical formulation
First of all, let us impose the condition, which scales all mechanisms to produce a unitary component, on the external work,Wkð _uÞ ¼ 1 ð5Þ
As a corollary of the kinematic theorem stated in the previous subsection, an upper bound of the collapse load parameter can
be established for any given kinematical admissible mechanism by,k ¼ WD 
fW
Wk
P kc ) kWk þ fW ¼ WD ð6ÞBy introducing (5) in (6) the upper bound expression of the collapse load (6) can be summarized as,k ¼ WD  fW ð7Þ
Therefore, the search for the least upper bound value of the collapse load multiplier can be formulated as the following math-
ematical minimization problem:Minkð _u; _eÞ ¼ WDð_eÞ  fW ð _uÞ ð8aÞ
subject to;
u ¼ 0 in Cu ð8bÞ
_e ¼ B _u in X ð8cÞ
_e 2 Cc ð8dÞ
Wkð _uÞ ¼ 1 ð8eÞin which the constraints ((8b)–(8d)) enforce the kinematical admissible conditions.
Let us proceed with the reformulation of the minimization problem (8) using the augmented Lagrangian method (see e.g.
Nocedal and Wright, 1999). In fact, the domain compatibility conditions (8c) are built in the objective function by applying
the Lagrange multipliers and are enforced using a quadratic penalty term. Moreover, the normalization condition (8e) is also
introduced in the objective function using the previous technique, this time without requiring the penalty term.
The result is a saddle point problem, with explicit constraints affecting the strain rate ﬁeld only. By this approach, the
constraints (8d) will be handled directly during the augmented Lagrangian minimization algorithm. Thus, the augmented
Lagrangian formulation obtained for problem (8) can be expressed as,Min Lð _u; _e;l;lkÞ ¼ WDð_eÞ  fW ð _uÞ þ lkð1WkÞ þ Z
X
l : ðB _u _eÞdXþ r
2
Z
X
jB _u _ej2dX ð9aÞ
subject to;
_e 2 Cc ð9bÞin which lk and l vectors collect the Lagrange multipliers and r denotes the penalty parameter, a positive scalar. To preserve
the equivalence between problems (8) and (9) lagrangiano-a,lagrangiano-b, let us assume for now that condition (8b) holds.
As previously stated, the upper bound mixed formulation here presented contains two independent and simultaneous
approximations for the velocity and plastic strain rate ﬁelds, which are deﬁned as follows:_ui ¼ fvx; vy; vzgTi ¼ Nidi in Xi ð10Þ
_ei ¼ f_ex; _ey; _ez;2_exy;2_eyz;2_exzgTi ¼ ei in Xi ð11ÞIn deﬁnition (10), as regards the i-th ﬁnite element, matrix Ni collects the conventional nodal shape approximation functions
(Zienkiewicz and Taylor, 1997), and vector di their associated weights, given by the nodal velocity values. Therefore, the
kinematic boundary conditions (8b) and the inter-element compatibility are automatically guaranteed. To implement the
model, 3-node triangles and 4-node tetrahedrals isoparametric ﬁnite elements were used for 2D plane and 3D problems,
respectively. Vector ei, in deﬁnition (11), collects the values of the approximation of the plastic strain rate components,
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ments needed for 2D plane problems are straightforward.
Introducing the approximations adopted for the kinematic ﬁelds (10) and (11) into the Lagrangian functional yields,Lðd; e;l;lkÞ ¼
XnE
i¼1
Z
Xi
DðeiÞdX
XnE
i¼1
Z
Xi
~bTNidXþ
Z
Cri
~tTNidC
 !
di  lk
XnE
i¼1
Z
Xi
bTNi dX
 
þ
Z
Cri
tTNi dC
!
di þ lk þ
XnE
i¼1
Z
Xi
lTi A0ðBNiÞdXdi 
XnE
i¼1
Z
Xi
lTi A0eidXþ
r
2
XnE
i¼1
dTi
Z
Xi
ðBNiÞTA0ðBNiÞdXdi
r
XnE
i¼1
dTi
Z
Xi
ðBNiÞTA0ei dXþ r2
XnE
i¼1
Z
Xi
eTi A0eidX ð12Þin which nE denotes the mesh number of elements; the differential operator, B, the Lagrange multipliers vector, l, and the A0
matrix, assuming the form:B ¼
@
@x
 
 @
@y

  @
@z
@
@y
@
@x

 @
@z
@
@y
@
@z
 @
@x
266666666664
377777777775
; li ¼
lx
ly
lz
2lxy
2lyz
2lxz
8>>>><>>>>>:
9>>>>=>>>>>;
i
; A0 ¼
1     
 1    
  1   
   12  
    12 
     12
2666666664
37777777752.2.1. Modeling discontinuities
As mentioned before, the discontinuities in the velocity ﬁeld are reproduced in the present continuous formulation by
strong gradients in the plastic strain rate. To allow these gradients to form, a thin patch of degenerated elements with null
thickness must be introduced in the interfaces of adjacent regular elements of the ﬁnite element mesh, as described in
Krabbenhøft et al. (2005). The main characteristic of these degenerated elements is the fact that two of their nodes collapse
and share the same coordinates. In order to ensure the consistency of the model, it is necessary to modify the penalty param-
eter, rp, adopted for the patch elements in the ﬁnite element mesh. Otherwise, the quadratic terms of the Lagrangian func-
tional (12) associated with patch elements would assume an inﬁnitum value. To overcome this problem, the rp parameter
must be given by the following expression:rp ¼ rDp; Dp ! 0 ð13Þin which Dp denotes the volume of the patch element and r is the penalty parameter of the regular elements.
Of note is the fact that the arbitrary introduction of discontinuity patches in a mesh leads to a signiﬁcant growth in unnec-
essary degrees of freedom. Therefore, this kind of elements should be used parsimoniously and, in general, only in delimited
regions where singularities in the solution are expectable.
2.3. Mathematical programming algorithm
To attain the solution of the augmented Lagrangian (12), deﬁned by a saddle point, Uzawa’s iterative algorithm can be
used (see e.g. Glowinski and Le Tallec, 1989). The algorithm represented in Fig. 1 aims, at each k-th iteration, to obtain a good
estimate for the Lagrangian functional minimizer, referring to the current value of multipliers lk. At the end of every iter-
ation, the multipliers values are updated based on the discrepancy between the strain rate ﬁelds given by approximations
(10) and (11),lkþ1i ¼ lki þ rðBNidki  eki Þ ð14ÞTo reach the exact Lagrangian minimizer, for a given k-th iteration, is not trivial and may require signiﬁcant computational
costs. Alternatively, a good estimate can be produced by a relaxation minimization scheme, through the successive minimi-
zation of the objective function, primarily, referring to the displacement d.o.f, d, and Lagrange multiplier, lk, and, secondly, to
the strain rate d.o.f., e. These two stages are denoted in Fig. 1 as STEP 1 and STEP 2, respectively. The number of inner relax-
ation iterations,m, can be freely chosen. From the numerical experiments conducted by the authors, a value of m between 1
and 3 was recommended for the original sequential formulation. For the parallel formulation, the value of 1 was constantly
adopted.
The two minimizations performed during STEP 1 and STEP 2 have different inherent characteristics. The ﬁrst one, denoted
as the global minimization, is represented by a linear system of equations and engages the contribution of all mesh elements
simultaneously. The second one, deals with the nonlinearity of the problem and is performed at element level; for this rea-
Fig. 1. Implementation of Uzawa’s algorithm.
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lowing subsections.
The penalty parameter r plays an important role in the convergence rate of Uzawa’s iterative method. Its initial value can
neither be too high nor grow too rapidly; otherwise, the iterative method can become ill conditioned and may risk to con-
verge to a less accurate upper bound value than the one that the method is able to produce. On other hand, if the r value
growth is too slow, throughout the iterative process, the convergence rate can decrease signiﬁcantly. A detailed discussion
of this aspect can be found in Bertsekas (1982). The optimal initial value of the penalty parameter is problem-dependent.
Practice shows that good results can be achieved by initializing the penalty parameter with the value of b coefﬁcient, deﬁned
subsequently in Eq. (22b). Moreover, the following update procedure is suggested: if, after 10 consecutive iterations, a reduc-
tion higher than a a percentage of the compatibility error,rr ¼maxðBNidi  eiÞ ð15Þ
is not observed, the value of r should be subject to an increment of,rj ¼ grj1; g > 1:0 ð16Þ
The choice for the values of a and g parameters is, once again, problem-dependent, but the default values of 25% and 10,
respectively, are recommended.
2.3.1. Global minimization (STEP 1)
The global minimization results in the search for the stationary point of the augmented Lagrangian functional as refers to
d and lk variables,@Lðd; e;l;lkÞ
@d ¼ 0
@Lðd; e;l;lkÞ
@lk
¼ 0
8>><>>: ð17Þ
The outcome is a linear system of equations, which must be solved for each iteration and can be expressed as follows:r½Afdgk;m  fFglk;mk ¼ feFg  fKgk þ fLgk;m1
fFgTfdgk;m ¼ 1
(
ð18Þin which,
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XnE
i¼1
Z
Xi
ðBNiÞTA0ðBNiÞdX ð19aÞ
feFg ¼XnE
i¼1
Z
Xi
~bTNidXþ
Z
Cri
~tTNidC
 !
ð19bÞ
fFg ¼
XnE
i¼1
Z
Xi
bTNi dXþ
Z
Cri
tTNidC
 !
ð19cÞ
fKgk ¼
XnE
i¼1
Z
Xi
ðBNiÞTA0ðliÞk dX ð19dÞ
fLgk;m1 ¼ r
XnE
i¼1
Z
Xi
ðBNiÞTA0ðeiÞk;m1 dX ð19eÞWe recall that, during this minimization, ei and li vectors remain constant. Additionally, reference must be made to the fact
that the computational procedures of all the structural arrays present in the governing system are, in all aspects, similar to
the ones adopted for the FEM.
Conveniently, the governing system matrix remains unaltered during the entire iterative process; all the modiﬁca-
tions affect only the right hand side term. Therefore, a single matrix factorization procedure is needed throughout the
whole iterative process. With algebra manipulations, the lk variable can be eliminated from Eq. (18) since its explicit
value is not relevant for the process. In fact, from the ﬁrst equation resulting from system (18) the following condition
yields,fdgk;m ¼ 1
r
½A1 feFg  fKgk þ fLgk;m1 þ fFglk;mk  ð20ÞCombining (20) with the second equation of system (18) the value of lk is given by,lk;mk ¼
r  fFgTfDgk;m
b
ð21Þin which,fHg ¼ ½A1fFg ð22aÞ
b ¼ fFgTfHg ð22bÞ
fDgk;m ¼ ½A1ðfeFg  fKgk þ fLgk;m1Þ ð22cÞFinally, by introducing (21) in (20), lk can be eliminated and the expression to obtain d becomes,fdgk;m ¼ 1
r
fDgk;m þ r  fFg
TfDgk;m
b
fHg
 !
ð23Þ2.3.2. Local minimization (STEP 2)
We now present an overview of the local minimization strategy without going into any speciﬁc material behavior. Let
us start by simplifying the objective function. At this stage, d and l unknowns are ﬁxed. Thus, all terms affecting only
these variables are constant and can be eliminated from the Lagrangian functional. Furthermore, since the strain rate
ﬁeld approximation (11) is assumedly constant for every element, the domain integrations can simply be eliminated
without altering the optimality point. Taking into account the previous considerations, the following local optimization
problem emerges:Minei2CcL

i ðeiÞ ¼ DðeiÞ  sTA0ei þ r2 eTi A0ei ð24Þin which vector si,si ¼ fsx; sy; sz;2sxy;2syz;2szxgTi ¼ li þ rBNidi ð25Þ
collects the components of Si tensor,Si ¼
sx sxy szx
sxy sy syz
szx syz sz
264
375
i
ð26ÞFor notational abbreviation, the (k,m) iteration indices were discarded. Moreover, a coordinate transformation can be per-
formed to express the problem (24), in the coordinate system of the principal strain rate space, ðI; II; IIIÞ,
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exy ey eyz
ezx eyz ez
264
375
i
¼ Yi
eI  
 eII 
  eIII
264
375
i
YTi ð27ÞThe Yi matrix that operates the transformation between these two coordinate systems, collects, column-wise, the normal-
ized eigenvectors of Si tensor (Le Tallec, 1986). The advantage of such transformation is obvious: a reduction in the space of
decision variables and, consequently, in the complexity of the minimization problem. Two distinct approaches are adopted
to solve the problem (24), depending on the characteristics of the material yielding criteria. To be more precise, the choice for
one or the other approach depends speciﬁcally on the plastic energy dissipation rate, Dð_eÞ, and on the Cc space deﬁnitions
presented in Table 1. For the non-frictional materials (Tresca criterion), the number of independent variables is reduced
based on the isochoric plastic ﬂow condition,trð_eÞ ¼ 0) eIII ¼ eI  eII ð28Þ
The outcome is an unconstrained optimization problem for which closed form solutions can be derived.
For frictional materials (Mohr–Coulomb criterion), the Lagrangian functional results in a quadratic function. The adopted
minimization strategy consists of starting by solving (24) regardless of the constraints, a trivial problem. If the solution be-
longs to the feasible domain, the optimality point is automatically reached. Otherwise, the optimality point is achieved by
projecting the original solution point on the feasible domain surface.
More detailed information on the local minimization, for the materials addressed in this paper, can be found in Vicente da
Silva and Antão (2007).
3. Parallel algorithm
In this section, we present and discuss the parallel algorithm developed for the upper bound formulation described in
Section 2. This algorithm is based on a domain decomposition approach. First, the initial mesh domain is divided into a num-
ber of subdomains, preferentially with a similar number of elements and with few nodes shared among subdomain ele-
ments. Each subdomain is assigned to an individual processor. For computational efﬁciency purposes, the parallel
algorithm must avoid, as much as possible, interprocessor communications.
At this point, we would like to emphasize that the current model characteristics are by nature suitable to be adapted to a
parallel processing framework. By examining the structure of Uzawa’s algorithm (Fig. 1), the core of the collapse load search
procedure, three distinct phases can be listed: (i) global minimization (STEP 1), (ii) local minimization (STEP 2) and (iii) up-
date of the Lagrange multipliers vector. Phases (ii) and (iii) are performed independently element-by-element; therefore, to
perform these tasks, the different subdomains processors dot not need to share information. On the contrary, the system of
linear equations to be solved during Phase (i) will require the majority of the amount of interprocessor communications, this
fact being the only signiﬁcant obstacle to the parallelization of the algorithm.
For solving a large-scale equation system in parallel processing, iterative solvers are usually adopted. When compared
with direct solvers, the former require less memory and a fairly smaller amount of interprocessor communications and
are typically less complex to parallelize. Moreover, the number of ﬂoating-point operations increases more rapidally with
the extent of the problem for direct solvers than for iterative ones. However, direct solvers outperform iterative solvers when
the same problem is to be solved repeatedly for different right hand sides (r.h.s.). Such is the case of Uzawa’s iterative meth-
od. Therefore, a direct parallel solver, being able to take advantage of a single system factorization, represents the most sen-
sible strategy.
3.1. Substructuring method
Let us represent the equation systems (22a,22c) required to compute d in expression (23), in a general standard form:½Afqg ¼ fRg ð29Þ
By assuming that the original domain was partitioned into a number of nSD non-overlapping subdomains and that the d.o.f.
are properly grouped, the system (29) can be arranged as follows,A1D A
1
C
A2D A
2
C
. .
. ..
.
AnSDD A
nSD
C
ðA1CÞT ðA2CÞT ðAnSDC ÞT AI
2666666664
3777777775
q1D
q2D
..
.
qnSDD
qI
8>>>>><>>>>:
9>>>>>=>>>>;
¼
R1D
R2D
..
.
RnSDD
RI
8>>>>><>>>>:
9>>>>>=>>>>;
ð30Þin which the vector qiD collects the internal nodes d.o.f. of the ith subdomain. The d.o.f. of the nodes, located at the interface of
the subdomains boundary and shared among two or more subdomains, are collected in the qI vector. Based on simple alge-
braic manipulations, the subdomain unknowns can be expressed in terms of the interface boundary d.o.f.,
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Expression (31) makes it possible to eliminate of all d.o.f. of the subdomains internal nodes from equation (30). This leads to
a new condensed form system, in which only unknowns of the interface nodes occur:½SfqIg ¼ fRg ð32Þ
with,½S ¼ ½AI 
XnSD
i¼1
½AiC T½AiD1½AiC  ð33Þ
fRg ¼ fRIg 
XnSD
i¼1
½AiC T½AiD1fRiDg ð34ÞThe S matrix, denoted as Schur complement matrix, and the associated r.h.s. vector R, gather the contribution from all sub-
domains. This interface problem (32) is more dense but, in general, is considerably smaller than the original problem (29).
The parallelization of the substructuring method is straightforward: each subdomain is ascribed to a different processor,
which computes its contribution to the interface arrays (33-34) and solves the subdomain Eq. (31), while, in a ﬁrst approach,
a master processor deals with the interface problem (32).
The size of subdomain block matrices, AD and AC , can be controlled by simply increasing the number of subdomain par-
titions. However, this unavoidably leads to the growth of the Schur complement matrix. This can be a drawback for massive
problems since the memory size required by the master processor to solve the interface problem (32) can be often exceeded.
To surpass this limitation, a recursive substructuring scheme is proposed to solve the very interface problem.
3.2. Interface recursive substructuring
This subsection presents a parallelized technique to solve the interface problem. This approach can be regarded as a gen-
eralization of the substructuring method and is used when the Schur complement matrix is too large to be solved in the mas-
ter. First of all, the degrees of freedom sharing the same subdomains are grouped together. Each of these groups is assumed
to form an independent boundary and every subdomain can be seen in this context as a macro-element.
Fig. 2 shows an example of a problem using a 4 subdomain partition to illustrate this algorithm. The independent bound-
ary and the macro-elements are numbered with Arabic and Romanic numerals, respectively. A total of 7 boundaries is taken
into account, namely the boundaries between subdomains: fI; IIg, fI; IIIg, fI; IVg, fII; IIIg, fIII; IVg, fI; II; IIIg and fI; III; IVg.
As soon as the regrouping process is ﬁnished, all the macro-elements are merged together successively, two-by-two, until
producing a single macro-element. To merge two macro-elements, the boundary separating them is eliminated by employ-
ing the same condensation scheme described for the substructuring method. In this sense, this technique can be considered
as a recursive substructuring. More than one boundary elimination can be performed simultaneously, as long as the same
macro-element is not simultaneously involved in more than one merging process (Fig. 2a to Fig. 2b elimination), and there-
fore this method is considered to be multifrontal (up to this stage). After obtaining a single macro-element (Fig. 2c), the
boundary d.o.f. condensation continues until only a single boundary remains (Fig. 2f).
To reach the solution for a given r.h.s., it is necessary to perform its forward and backward condensation described in the
substructuring method, following the same elimination path adopted for the boundaries. To be able to perform this task, the
elimination path order is stored in a pivot array (represented in Fig. 2g).
This method does not require the gathering of all elements of the interface matrix, but rather, the matrix is divided into
blocks and each block is stored by a different slave, thus reducing individual memory requirements. The block ði; jÞ stores the
elements associated to the interaction of the d.o.f between boundary i and boundary j. It is the master processor that decides
which blocks are stored in each slave as well as the adopted order to eliminate the boundaries. The master also performs a
symbolic factorization to detect ﬁll-ins in the structure of the interface matrix, which appear during the factorization pro-
cedure and once more decides which slave is to store these extra required blocks. That information is then broadcasted
to the slaves to perform the necessary computations.
Fig. 2h illustrates the ﬁrst boundary elimination step (elimination of boundaries 1 and 5) for the Schur complement ma-
trix of the interface problem, using the same notation adopted for the substructuring method in Eq. (30).
3.3. Master/Slaves paradigm
The parallelization of the upper bound formulation presented in this paper is based on a Master/Slaves paradigm ap-
proach. The presentation of the parallel algorithm can be divided in two parts:
 In the ﬁrst part, the domain is partitioned by the Master and the subdomains information is distributed to the respective
Slaves. Then, the global minimization governing system is computed and factorized following the substructuring methods
reviewed in the last subsection. The main role of the Master is to control the overall computations. At this point, two vari-
ants of the parallel algorithmwere designed. In the ﬁrst one, which makes it possible to solve medium-large problems, the
Fig. 2. Elimination of boundaries by recursive substructuring.
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lem. This variant is denoted as the Master Solver (MS) algorithm. The second one, denoted as Recursive Substructuring
(RS) algorithm, is able to deal with massive problems and, thus, is more versatile. In this alternative algorithm, the Master
will be more conﬁned to its process control function while the slaves become also accountable to solve the interface prob-
lem using the recursive substructuring scheme deﬁned in subsection 3.2. It is at this stage that the most signiﬁcant
amount of interprocessor communications is required.
 The second part of the algorithm consists of the parallelization of Uzawa’s algorithm (Fig. 1). As pointed out, this is the
core of the collapse load search process and is the main CPU time consuming procedure. Throughout this phase, interpro-
cessor communications are only required for the local minimization (STEP 1) and for the update of the penalty parameter.
In fact, the data exchange needed for this update routine can be considered disregardable in the overall process, since a
single real value is sent/received between the slaves and the master.
In the ﬁrst algorithm (MS), no data exchange is required amongst slaves. All interprocessor communications are always
carried out between the master and one of the slaves.
Conversely, the majority of the interprocessor communications for the RS algorithm occur between the slaves, during the
interface matrix factorization and during the local minimization procedure. However, it is the master that pre-establishes
the rules for these communications. First of all, the master decides the distribution of the blocks of the interface matrix
and then broadcasts this information to the slaves. Then, the master performs a symbolic factorization of the interface ma-
trix. This procedure will decide the order adopted for eliminating the interface boundaries (described in subsection 3.2).
Once this information is deﬁned, the slaves know when required data is to be sent/received and which is the recipient/emit-
ter of that data.
3.4. Numerical implementation
To conclude this section, some practical implementation aspects are mentioned. The parallel algorithm was implemented
on a distributed memory platform using MPI (Snir et al., 1996) as message passing interface libraries and Fortran 95 as pro-
gramming language.
The direct solver adopted for condensation of the local subdomain d.o.f is based on a Cholesky decomposition algorithm
with a symbolic factorization developed for sparse matrices (Pissanetzky, 1984), the same solver used and proven to be efﬁ-
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(Anderson et al., 1999) routines where used. In the near future, the incorporation of high performance parallel direct solvers
in the code, such as MUMPS (Amestoy et al., 2000) and PSPASES (Gupta et al., 1999), is expected to further improve the per-
formances of the parallel algorithm.
All the domain partitioning needed in the numerical examples reported in this paper was performed by MeTiS software
package (Karypis and Kumar, 1998).
4. Numerical Examples
In this section, we proceed with the analysis of some numerical examples in order to illustrate the performance, poten-
tiality and efﬁciency of the proposed formulation. The presentation of the results is divided in two distinct parts. In the ﬁrst
part the structural problems under study are described and the outcome of their analysis summarized. Whenever possible,
these results are compared either with analytical solutions or with the outcome of other numerical formulations. Within this
part we would like to underline the fact that resorting to the proposed parallel strategy make it is possible to attain results
signiﬁcantly more accurate than the ones found in the literature computed with sequential algorithms. This conclusion is
particularly noticeable in the case of 3D problems.
In the second part the wall-clock times required to perform the computations are presented. All the results reported in
this paper were computed in a homogeneous parallel platform, connecting PC machines equipped with a Pentium IV 3.0 GHz
CPU with 512MB of RAM and using a 100Mbit/s Ethernet LAN. For some examples, the RAMmemory of one of the machines,
acting as master, was extended to 2GB. Based on the evaluation of the computational cost information, several aspects of the
parallel performance using the abovementioned architecture are analyzed.
4.1. Problem description and numerical results
4.1.1. PROBLEM I: Stability of a vertical cut
In this ﬁrst problem, we analyze the stability of an unsupported vertical cut of Tresca soil, with a cohesion c, under plain
strain conditions subject to its self weight, c. This problem has been studied by several authors and its exact solution is yet to
be found. A 1:5h h rectangular region was discretized using a mesh of 142032 elements, a number of elements that ex-
hausts the maximum available memory of 2GB. This mesh was carefully built, concentrating a greater number of elements
on the zones where slip lines were most likely to occur. The upper bound obtained for the collapse load, given by the dimen-
sionless parameter ch=c, was 3.7828. This result supersedes, to the best of our knowledge, the most accurate upper bound
that can be found in the literature. The exactness of this value is emphasized by the lower bound of 3.7603 established by
Pastor et al. (2000). Moreover, a newmesh of 238112 elements was built, based on a reﬁnement of the previous mesh, on the
zones of higher plastic dissipation rate. This newmesh exceeds the computational capacity of one single computer and could
only be solved via parallel processing. The corresponding collapse load, 3.7823, is the best value up to now.
4.1.2. PROBLEM II: Circular footing punch problem
The second example addresses the bearing capacity of a rigid circular footing, with a smooth contact, on a weightless
Mohr–Coulomb soil. Analytical solutions for this classic limit analysis problem were presented by Cox et al. (1961). In view
of the axial symmetry of the problem, the analysis was performed by discretizing a single slice of soil illustrated in Fig. 3.
As well known, the friction angle has a strong inﬂuence on the shape of the collapse mechanism. In this particular kind of
problems higher friction angles are associated with signiﬁcantly longer collapse mechanisms. To cope with this effect, the
limits of the soil region analyzed were adapted to the different friction angles studied, as indicated in Table 2. Initially,
meshes with a ﬁxed number of 408823 tetrahedral elements were adopted to perform the computations. However, for
the friction angles greather than 30, such number of elements was not sufﬁcient to produce results with the desirable accu-
racy. Thus, more reﬁned meshes, with 686593 and 738343 elements, were used to analyze the 35 and 40 friction angle
cases, respectively. The results obtained with these alternative meshes are presented in Table 2 being marked with a star
(). This procedure shows the potentialities of using parallel processing by making it possible to perform computations with
meshes that would clearly exceed the computational limits (of memory) of a single common PC.Fig. 3. Geometric parameters of Problem II.
Table 2
Circular footing punch problem
/ Upper bound Analytical sol.
h
R LR p=c Error (%) p=c
0 0:750 2:25 5.72 0.53 5.69
10 0:875 2:75 10.06 0.80 9.98
20 1:190 3:50 20.29 0.95 20.1
30 1:625 4:75 50.09 1.60 49.3
35 3:125 7:25 87.57* 2.06* 85.8
170.98 4.26
40 3:125 7:25 168.47* 2.73* 164
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sented, the attained results can be compared, in Fig. 4, with other limit analysis values that were computed via sequential
processing, namely: (i) the upper bound value found in Vicente da Silva and Antão (2007) and (ii) the lower bound value
reported by Lyamin and Sloan (2002). Fig. 5 shows the conﬁguration of the collapse mechanism and the plastic dissipation
rate for a friction angle of 30.
4.1.3. PROBLEM III: Bearing capacity of both square and rectangular footings
In the latter example, the bearing capacity of rough square and rectangular footings, subject to a vertical uniform load, p,
is computed. Only two different B=L ratios are considered for the geometry of the footings. The models addopted for both
cases are shown in Fig. 6, together with an example of one hexahedral base mesh used for the computations. To build the
ﬁnal mesh, each hexahedral is subdivided into 24 tetrahedrals. In the square footing cases, meshes of approximately
244000 elements were used, whereas the meshes for the rectangular footings employed around 369000 elements. The anal-
ysis is performed for a weightless soil of Tresca material and of Mohr-Coulomb material with a friction angle of 30. The col-
lapse loads computed, normalized by the value of the cohesion, are summarized in Table 3 for the different cases studied. As
a term of comparison, the same table also presents estimates of the collapse loads obtained by other authors using different
methods, which are reported in (a) Salgado et al. (2004), (b) Michalowski (2001), (c) Gourvenec et al. (2006) and d)
Michalowski and Dawson (2002).
Fig. 7 shows the conﬁguration of the collapse mechanism and the plastic dissipation rate for the rectangular footing case
in the purely cohesive soil.
Besides the above situations, the case of a purely frictional soil (c ¼ 0) was also treated adopting the same 30 value for
the friction angle. In this circumstance, the footings bearing capacity was analyzed considering two different additional
loads. The ﬁrst one is a uniform surface surcharge loading, q0, and the second one results from taking into account a unit
weight c for the soil. The results obtained using the same meshes of the previous examples are shown in Table 4.Fig. 4. Limit analysis values versus exact solution.
Fig. 5. Plastic dissipation rate and collapse mechanism for / of 30.
Fig. 6. Rectangular footing models and example of a typical hexahedral base mesh.
Table 3
Normalized collapse load ðN0c ¼ p=cÞ of square and rectangular footings
/ BL Upper bound Lower bound Incremental
This work (a) (b) (a) (c) (d)
0 1 6.051 6.221 6.561 5.523 5.96 –
1/2 5.821 6.022 6.060 5.359 5.60 –
30 1 66.936 – 104.019 – – 61.03
1/2 57.233 – 67.099 – – –
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statement can be corroborated by comparing the computed values with those obtained by an alternative method. The latter
are determined on the basis of the values of N0c factor, found in Table 3, and employing the following expression:
Fig. 7. Plastic dissipation rate and collapse mechanism for the rectangular footing in a the purely cohesive soil.
Table 4
Bearing capacity of both square and rectangular footings for / ¼ 30 , c ¼ 0
B
L Upper bound Lower bound LA/FEM
This work (a1) (a1) (a2)
N0q ¼ pq0 1 39.643 (39.646
*) – – 31.104
1/2 34.123 (34.043*) – – 27.450
N0c ¼ 2pBc 1 19.648 21.82 12.67 19.896
1/2 23.974 27.57 14.75 21.394
* Values computed using Eq.(35) and N0c from Table 3.
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q0
¼ N0c tan/þ 1 ð35ÞThe validity of expression (35), in the current context, is debated in Zhu and Michalowski (2005). Moreover, a similar
number of iterations was necessary to attain the solution when compared with the cases using the cohesive soil, namely
1556 and 2066 iterations against 1810 and 2013, for the square and the rectangular footing respectively. This shows that
no relevant differences have arisen when passing from a cohesive material to a purely frictional one.
Table 4 shows also: (a1) the lower and upper bound values obtained by Lyamin et al. (2007) using limit analysis methods;
(a2) the values reported in Zhu and Michalowski (2005) obtained with a combined upper limit analysis and incremental FEM
strategy.
Once more, a high level of accuracy is observed in all results attained by the present method in Problem III.
4.2. Parallel performance
In order to evaluate the parallel performance of the proposed method, the wall-clock times required to solve the above
examples are now presented and analyzed. The wall-clock time is considered to be adequate to measure this kind of perfor-
mance, because it consists of the real consummed clock time, including not only effective CPU time but also communication
time and idle time, eventually. In this analysis the speedup coefﬁcient is also to be used. The speedup provides a rough
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plete the sequential algorithm, ts, and the time taken to solve the parallel implementation of the same algorithm, tn, on n
processors:Sn ¼ tstn ð36ÞHowever, in a large majority of cases, due to the extent of problems dimensions, it is not possible to solve them using a single
processor. In those cases, a relative speedup is adopted, in which ts is replaced by tm; m denoting the minimum number of
processors able to solve a given problem. Mention must be made of the fact that this coefﬁcient cannot be considered to
be intrinsic of the parallel algorithm, since it is highly affected by the interprocessors communication speed. It also depends
on the characteristics of the problem under study, namely the number of d.o.f. to be shared among subdomains. The com-
munications are in fact the main bottleneck of the present parallel architecture, since the latter is based on a low speed/high
latency network.
Fig. 8 shows wall-clock time consumption and speedup tests using the coarser mesh used in the calculations done in Prob-
lem I. The behavior of three different alternative implementations is analyzed: the RS (Recursive Substructuring) algorithm
and the MS (Master Solver) algorithm using two slightly different variants. In the ﬁrst variant, the master processor is de-
voted to the interface problem (MS) and, in the second one, the master processor assumes simultaneously the role of one
of the slaves (MSsS). An equivalent behavior between all proposed alternative implementations is observed during the cal-
culations performed with fewer processors, i.e., N 6 10. From this point forward, the RS implementation suffers an abrupt
loss in its performance. The RS was expected to be outperformed in computations, using a higher number of processors,
by the master interface solver alternatives (MS and MSsS), since RS requires comparatively more interprocessor communi-
cations. However, a plausible justiﬁcation was not found for such sharp loss in performance. Indeed, it was the MS imple-
mentation that revealed the best performances for the computations using the higher number of processors (N > 10).
This behavior was unexpected since during the local minimization phase the Master processor does not perform any task,
hence entering an idle status. This fact was expected to penalize the overall efﬁciency of this variant when compared with
the MSsS, but this was not demonstrated by the results. The dash–dotted line represented in the speedup chart of Fig. 8 indi-
cates the linear speedup performance that can be theoretically expected from a parallel algorithm. There can be seen that
after the initial discrepancy between the theoretical behavior and the obtained results, the algorithm MS is able to maintain
a nearly linear behavior, with a 71.8% slope, which is not far from the ideal one.Fig. 8. Wall-clock time consumption and speedup performance of Problem I (Stability of a vertical cut).
Table 5
Inﬂuence of the friction angle on the formulation performance
/ Normalized time Nr. iterations
tð/Þ
tð/¼0Þ
0 1 279
10 1.139 368
20 1.478 599
30 1.720 798
40 2.757 1423
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quired 1836s with the help of 11 processors.
From this point forward, when studying the next problems, it was not viable to perform the computations in a single pro-
cessor due to the size of the meshes adopted. Therefore, the speedup parameter was replaced by the relative speedup. For the
same reason, the MSsS variant was no longer feasible and it was discarded.
We begin the analysis of Problem II by presenting in Table 5 the inﬂuence of the friction angle on the algorithm perfor-
mance using the initial mesh. There can be observed that the increment in the friction angle causes a signiﬁcant growth in
the amount of both the time and the iterations to attain the solution. In Problem II, the parallel performance of the MS and
the RS algorithms was tested with both the initial mesh of 408823 elements (with a friction angle of 20) and the mesh of
738343 elements (with a friction angle of 40).
Fig. 9 shows, once more, that the MS algorithm displays the best performance in terms of time consumption. For the ﬁner
mesh, a strong discrepancy between the performance of both algorithms can be noticed. However, with the increment in the
number of processors their behavior tends to becomemore similar. Moreover, in the situation above, a stabilization and even
a slight loss in the speed gains with the growing number of processors are observed for the MS algorithm. The super-linear
behavior observed in general for the relative speedup reveals that the algorithms are able to maintain, in these examples, a
good scalability. Of note is the fact that the linear speedup lines represented in Fig. 9 are independently determined for each
algorithm, hence the reason for having different slopes, since the minimum number of processors able to solve an example
differs for each algorithm.
Lastly, the results of the parallel performance are analyzed for the square footing mesh of Problem III. This example, due
to its 3D geometry, requires more interprocessor communications, because the domain decomposition algorithm produces,
comparatively to the prior problems, more interface degrees of freedom. Therefore, it is more demanding from a parallel
point of view, especially when using the current parallel architecture. Contrarily to the results of previous problems,
Fig. 10 shows that there is no signiﬁcant improvement in the time consumption aspect of the algorithms performance. InFig. 9. Wall-clock time consumption and relative speedup performance of Problem II (Circular footing punch problem) (a) mesh of 408823 elements
(b) mesh of 738343 elements.
Fig. 10. Wall-clock time consumption and relative speedup performance of Problem III (bearing capacity of square and rectangular footings).
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number of processors engaged. The very MS algorithm, after an initial satisfactory performance for a number of processors
N 6 11, shows also a loss of capability to improve the time consumption performance with the increase in the number of
processors but being less noticeable than the one revealed by the RS algorithm.
To conclude this section, we would like to make some brief comments concerning the overall performance of the algo-
rithms presented:
(1) the MS algorithm is the best performant algorithm for the parallel architecture used;
(2) all the parallel algorithms proposed show a loss of scalability for large dimension problems. That loss is more signif-
icant for the RS algorithm. Furthermore, it is observed that this loss in scalability is both problem and geometry
dependant;
(3) of note is the fact that even for the less performant cases, the ability to solve comprehensive problems, out of range for
a single processor, is considered to be an important advantage of the proposed method. Moreover, preliminary tests indi-
cate that more performing parallel architectures improve signiﬁcantly the behavior of the algorithms.
5. Summary
This paper addresses the adaptation of an upper bound ﬁnite element formulation for parallel processing. A signiﬁcant
change has been introduced in the original formulation, reported in Vicente da Silva and Antão (2007), by enforcing the nor-
malization of the external work rate in the Lagrangian functional without the quadratic penalty term. A strategy to estimate
the optimal initial penalty parameter, r, combined with a procedure to update its value during the iterative process, is also
suggested to improve the convergence rate.
In order to solve the abovementioned problem, two variants of the parallel algorithm were developed. In the ﬁrst variant
proposed, the master alone is required to factorize the resulting matrix of the subdomains interface problem. This is the most
efﬁcient algorithm, but its application is inadequate for massive problems. To overcome this fact, a second variant is pro-
posed resorting to a recursive substructuring strategy, which makes it possible to solve the above mentioned matrix in a par-
allelized way.
The numerical results obtained clearly demonstrate the computation power that can be achieved by this parallel process-
ing approach even when using a small cluster of common PCs. In fact, highly accurate upper bound collapse loads are re-
ported in all examples shown.
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