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Résumé : La reconstruction 3D consiste à acquérir des images d’un objet, et à
s’en servir pour en estimer un modèle 3D. Dans ce manuscrit, nous développons une
méthode de reconstruction basée sur la modélisation par squelette. Cette méthode
a l’avantage de renvoyer un modèle 3D qui est un objet virtuel complet (i.e. fermé)
et aisément éditable, grâce à la structure du squelette. Enfin, l’objet acquis n’a pas
besoin d’être texturé, et entre 3 et 5 images sont suffisantes pour la reconstruction.
Dans une première partie, nous étudions les aspects 2D de l’étude. En effet,
l’estimation d’un squelette 3D nécessite d’étudier la formation de la silhouette
de l’objet à partir de son squelette, et donc les propriétés de sa projection pers-
pective, appelée squelette perspectif. Cette étude est suivie par notre première
contribution : un algorithme d’estimation de la projection perspective d’un sque-
lette 3D curviligne, constitué d’un ensemble de courbes. Cet algorithme a tou-
tefois tendance, comme beaucoup d’algorithmes estimant un squelette, à générer
des branches peu informatives, notamment sur une image rastérisée. Notre se-
conde contribution est donc un algorithme d’estimation de squelette 2D, capable
de prendre en compte la discrétisation du contour de la forme 2D, et d’éviter ces
branches peu informatives. Cet algorithme, d’abord conçu pour estimer un sque-
lette classique, est ensuite généralisé à l’estimation d’un squelette perspectif.
Dans une seconde partie, nous estimons le squelette 3D d’un objet à partir
de ses projections. Tout d’abord, nous supposons que le squelette de l’objet 3D à
reconstruire est curviligne. Ainsi, chaque squelette perspectif estimé correspond à
la projection du squelette 3D de l’objet, sous différents points de vue. La topolo-
gie du squelette étant affectée par la projection, nous proposons notre troisième
contribution, l’estimation de la topologie du squelette 3D à partir de l’ensemble
de ses projections. Une fois celle-ci estimée, la projection d’une branche 3D du
squelette est identifiée sur chaque image, i.e. sur chacun des squelettes perspectifs.
Avec cette identification, nous pouvons trianguler les branches du squelette 3D, ce
qui constitue notre quatrième contribution : nous sommes donc en mesure d’esti-
mer un squelette curviligne associé à un ensemble d’images d’un objet. Toutefois,
les squelettes 3D ne sont pas tous constitués d’un ensemble de courbes : certains
d’entre eux possèdent aussi des parties surfaciques. Notre dernière contribution,
pour reconstruire des squelettes 3D surfaciques, est une nouvelle approche pour
l’estimation d’un squelette 3D à partir d’images : son principe est de faire grandir
le squelette 3D, sous les contraintes données par les images de l’objet.
Mots clés : Squelette, Reconstruction 3D à partir d’images, Topologie,
Squelettisation robuste, Mise en correspondance de paramétrisations
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Abstract: The principle of 3D reconstruction is to acquire one or more images
of an object, and to use it to estimate a 3D model of the object. In this manuscript,
we develop a reconstruction method based on a particular model, the skeleton. The
main advantages of our reconstruction approach are: we do reconstruct a whole,
complete objet, and thanks to the skeleton structure, easily editable. Moreover, the
method we propose allows us to free ourselves from constraints related to more
classical reconstruction methods: the reconstructed object does not need to be
textured, and between 3 and 5 images are sufficient to perform the reconstruction.
In the first part, we focus on the 2D aspects of the work. Indeed, before es-
timating a 3D skeleton, we study the perspective silhouette of the object, and
thus evaluate the properties of the perspective projection of the skeleton. Thus,
our first contribution is an algorithm estimating the perspective projection of a
curvilinear 3D skeleton, consisting of a set of curves. This algorithm, however, like
most skeletonisation algorithms, tends to generate non-informative branches, in
particular on a rasterized image. Our second contribution is thus an original 2D
skeleton estimation algorithm, able to take into account the noise on the contour
of the 2D shape, and to avoid uninformative skeleton branches. This algorithm,
first designed to estimate a classical skeleton, is then generalized for computing a
perspective skeleton.
In a second part, we estimate the 3D skeleton of an object from its projections.
First, we assume that the skeleton of the considered object is curvilinear. Thus,
each estimated perspective skeleton corresponds to the projection of the 3D skele-
ton, from several viewpoints. The topology of the skeleton is however affected by
the perspective projection, so we propose our third contribution: the estimation
of the topology of the 3D skeleton based on its projections. Once this topology
is estimated, for any 3D branch of the skeleton we indentify its projections on
each image, that is a branch on each of the perspective skeletons. From this iden-
tification, we triangulate the branches of the 3D skeleton, which is our fourth
contribution. Thus, we are able to estimate a curvilinear skeleton associated with
a set of images of a 3D object. However, 3D skeletons are not necessarily made up
of a set of curves, and some of them also have surface parts. Our last contribution
is a new approach for the estimation of a general 3D skeleton (with surface parts)
from images, which principle is to increase the 3D skeleton under the constraints
given by the different images of the object.





Depuis ses débuts dans les années 1960 [42], la modélisation d’objets 3D par
ordinateur est devenue indispensable pour de nombreuses applications. En effet,
les modèles 3D sont utilisés dans des contextes comme les films, les jeux vidéo,
la conception de pièces mécaniques ou encore la médecine (cf. Figure 1.1). Leur
utilisation est ainsi très variée [81].
(a) Depuis Jurassic Park, de nombreux films
utilisent des modèles 3D pour donner vie à des
créatures de synthèse. c©Universal Pictures
(b) Les jeux vidéo utilisent des graphismes 3D
depuis le milieu des années 1990. c©Nintendo
(c) Avant d’être usinées, les pièces mécaniques
sont d’abord conçues par ordinateur. Image
provenant de Wikipédia.
(d) La reconstruction 3D permet le suivi de
l’évolution d’un mélanome. Image tirée de [88].
Figure 1.1 – Illustration de la diversité des utilisations des modèles 3D. On peut
les utiliser pour le rendu, qu’il soit temps réel (b) ou non (a), pour la conception
d’objets, dont on souhaite tester les propriétés mécaniques (c), ou encore pour la
reconstruction avec pour objectif de prendre des mesures sur l’objet reconstruit
(d).
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La diversité de l’utilisation informatique des modèles 3D est apparue progres-
sivement au fil du temps. Ainsi, deux grands groupes se sont distingués : les mo-
dèles surfaciques et lesmodèles volumiques. Les premiers décrivent la surface
de l’objet, tandis que les seconds décrivent son volume (cf. Figure 1.2). La créa-
tion des modèles 3D varie beaucoup selon l’application considérée. On dénote deux
grandes classes de méthodes de création d’un modèle : la conception manuelle,
généralement utilisée par des professionnels, et la reconstruction, dont le principe
est de concevoir un modèle à partir d’un objet existant.
(a) Une image du court métrage «Geri’s Game ».
Le personnage est modélisé à partir de surfaces de
subdivision, un type particulier de modèle surfa-
cique. c©Pixar
(b) Fonction de potentiel modélisant un
fluide. Les fonctions de potentiel sont
un type particulier de modèle volumique.
Image tirée de [46].
Figure 1.2 – Utilisation d’un modèle surfacique et d’un modèle volumique. Les
modèles surfaciques sont généralement adaptés pour l’affichage, tandis que les
modèles volumiques le sont pour la simulation physique.
Dans un premier temps, nous proposons une classification des modèles 3D en les
présentant de façon chronologique. Par cette approche, nous montrons que généra-
lement, les modèles surfaciques sont utiles pour des applications liées à l’affichage,
et que les modèles volumiques le sont pour la simulation.
Des modèles 3D divers : une revue chronologique de l’état
de l’art
Les tous premiers modèles 3D, apparus dans les années 1960, sont les modèles
de surfaces paramétrées polynomiales, conçus indépendamment par Pierre
Bézier et Paul de Casteljau, pour la modélisation de la carrosserie d’un véhicule.
Leur généralisation, les surfaces NURBS (Non-Uniform Rationnal B-Splines
[85]) sont aujourd’hui les standards de l’industrie pour le design géométrique assisté
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par ordinateur (CAGD : Computer Aided Geometric Design) [43]. La paramétri-
sation de ces modèles surfaciques permet, en plus d’un affichage aisé, l’estimation
de leurs dérivées successives, ce qui facilite entre autres l’estimation des propriétés
physiques de la surface, comme par exemple l’aérodynamisme d’une carrosserie de
véhicule.
La modélisation de surfaces n’est toutefois pas toujours suffisante pour gérer la
physique des objets. Ainsi dans les années 1970, sont apparus les premiers modèles
volumiques, à savoir les modèles géométriques solides (CSG : Constructive
Solid Geometry) [110]. L’objet est décrit à partir de primitives comme les cubes, les
cylindres ou les sphères, sur lesquelles on applique des opérations comme l’union,
l’intersection et la différence. L’objet résultant est ainsi représenté de manière
volumique. Ce type de modèle est utile pour créer des pièces mécaniques, car il
facilite entre autres les simulations physiques, comme les tests de résistance.
Par la suite, dans les années 1980, le point est utilisé comme primitive pour la
conception d’objets 3D [68], du fait de sa simplicité d’utilisation. En particulier,
les maillages sont des modèles constitués d’un ensemble de points de la surface
de l’objet, dont la topologie (c’est-à-dire les faces et les arêtes) est décrite par un
graphe. Leur grand avantage est la rapidité de leur affichage, ils peuvent ainsi être
utilisés en temps réel. Cependant, les maillages sont des surfaces continues linéaires
par morceaux et peuvent donc présenter un aspect anguleux, contrairement aux
surfaces NURBS, de degré supérieur. Pour obtenir une surface la plus lisse possible
à partir d’un maillage, les surfaces de subdivision [20] sont souvent utilisées
[10, 16]. Elles offrent une représentation multirésolution d’un maillage, et plus la
résolution est grande, plus la surface est lisse. L’avantage de la subdivision est
la possibilité d’être appliquée sur des maillages à la topologie plus irrégulière que
celle des B-Splines. Ces propriétés en font un modèle surfacique couramment utilisé
dans les films d’animation.
Les modèles par points sont des ensembles de points sans topologie. Ainsi,
l’utilisation du point comme primitive peut être faite de manière surfacique, mais
aussi volumique : en effet, les systèmes de particules, apparus dans les années
1980 [90] sont un ensemble de points répartis dans le volume occupé par l’objet. Ces
derniers sont notamment utiles pour représenter les flammes, la fumée, le brouillard
ou encore la neige [44, 115, 103]. Leur intérêt est ici qu’il est aisé de calculer une
trajectoire indépendamment pour chaque particule, ce qui facilite l’estimation de
la dynamique du système. Cependant, le point étant de dimension nulle, il est
difficile de l’utiliser pour modéliser certains fluides tels que l’eau. Ainsi, toujours
dans les années 1980, ce point est entouré d’un « blob », sous la forme d’une
fonction de potentiel [11, 30, 12, 109, 17], pour lui donner une épaisseur. Les
fonctions de potentiel attribuent un scalaire à chaque point de l’espace, et l’objet
3D est défini par l’ensemble des points de l’espace pour lesquels la fonction est
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inférieure ou égale à 0 : ceci permet de tester aisément si un point est à l’intérieur
ou à l’extérieur de l’objet considéré. L’avantage des fonctions de potentiel, en
tant que modèle volumique, est qu’elles permettent de modéliser facilement les
objets élastiques comme les fluides [46]. Cependant, l’inconvénient principal des
fonctions de potentiel est que leur affichage est complexe : en effet, la surface
de l’objet correspond au niveau 0 de la fonction de potentiel considérée, et est
rarement exprimable de façon explicite. Ainsi, si de nombreuses méthodes existent
pour mailler une fonction de potentiel [31], on peut utiliser une grille de voxels
comme intermédiaire dans l’affichage d’une fonction de potentiel. La grille de voxels
est un modèle implicite qui découpe l’espace en une grille 3D, et dont chaque case
peut être plus ou moins pleine, en lui attribuant un nombre entre 0 (pour vide)
et 1 (pour pleine). En affichant uniquement les cubes correspondant à des cases
pleines, on peut obtenir une représentation visuelle de la forme.
Nous venons ainsi de présenter un historique de l’apparition des modèles 3D, et
la distinction d’utilisation entre les modèles surfaciques et les modèles volumiques.
La frontière entre ces deux groupes est toutefois assez perméable. En effet, il existe
de nombreuses transitions entre les modèles surfaciques et les modèles volumiques :
par exemple, pour estimer un maillage à partir d’une grille de voxels, on peut utili-
ser un algorithme de type marching cube [73]. De plus, les primitives géométriques
comme le cube, la boule ou le cylindre peuvent décrire à la fois un volume et une
surface : la boule, par exemple, peut être décrite implicitement par une fonction de
potentiel, et sa surface peut être décrite par une surface paramétrée. Ces primitives
géométriques ont donc l’avantage d’être simples à manipuler, à la fois pour l’affi-
chage et pour la simulation physique, mais elles ne peuvent décrire qu’un ensemble
restreint d’objets géométriques.
Dans ce manuscrit, nous nous concentrons sur un modèle particulier, le sque-
lette, introduit par Blum en 1967 dans sa version 2D [14]. À la manière des
primitives géométriques, il s’agit d’un modèle volumique, ayant des liens très forts
avec les modèles de type surfacique. Ce modèle a aussi pour avantage de donner
une structure à l’objet modélisé. Ainsi, son édition s’en retrouve facilitée.
Problématique et plan
Nous venons ainsi de montrer que les modèles 3D sont variés, tout comme leurs
méthodes de création. Cependant, leur accès reste encore difficile pour les non
professionnels. En effet, beaucoup de modèles 3D sont peu intuitifs à manipuler,
et les méthodes de création nécessitent la plupart du temps une formation, ou
du moins un peu de pratique (par exemple pour le sketching, dont le principe est
d’extrapoler une forme 3D à partir d’un dessin en 2D [56]).
Dans ce manuscrit, nous souhaitons développer un moyen simple, accessible au
grand public, pour créer des modèles 3D adaptés à l’affichage, et dont la déforma-
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tion et l’édition sont aisées. Nous nous tournons ainsi vers les méthodes de recons-
truction, en exploitant des images car elles sont devenues de plus en plus faciles à
acquérir de par la multiplicité des appareils d’acquisition (webcam, appareil photo,
smartphone...). Nous souhaitons de plus n’utiliser qu’un faible nombre d’images
pour la reconstruction, et nous voulons reconstruire des objets sans contrainte sur
leur texture ou sur leur forme. Enfin, pour que l’affichage, la déformation et l’édi-
tion soient aisées, nous choisissons d’utiliser les squelettes. Ce modèle, existant
en 2D et en 3D, représente une structure fine, centrée à l’intérieur de la forme
(cf. Figure 1.3). À chaque point de la structure interne, on associe un rayon, ca-
ractérisant une distance entre le point et la surface de la forme. Une boule, que l’on
appelle boule squelettale, peut donc être tracée en chaque point de la structure.
En 2D, cette structure ne peut être que curviligne, mais en 3D, elle peut aussi être
surfacique, en fonction de la forme de l’objet (cf. Figure 1.3). La combinaison de la
structure interne, appelée axe médian, et du rayon en chaque point est suffisante
pour caractériser la forme, de façon implicite : la forme est constituée de l’union
des boules squelettales.
(a) Squelette 2D (en bleu). (b) Squelette 3D (en rouge). Image provenant de [4].
Figure 1.3 – Exemple de squelettes en 2D et en 3D. Le squelette est une structure
fine centrée dans la forme, dont la définition est valable en 2D et en 3D. En 2D, cette
structure est nécessairement curviligne, mais en 3D elle peut aussi être surfacique
(comme pour la paume de la main).
Un des principaux avantages du squelette est qu’il représente la topologie de la
forme de façon simple et intuitive : en effet, le squelette rend compte de la structure
des différents membres de l’objet, et des différents liens entre eux. De plus, ce
modèle volumique possède de nombreuses connexions avec les modèles surfaciques.
On peut en effet estimer un squelette à partir d’un maillage avec une méthode
appelée squelettisation, et on peut estimer un maillage à partir d’un squelette
avec une méthode dite d’habillage. Ces méthodes sont détaillées en Section 2.2.2.
Pour répondre à notre problématique, nous proposons de reconstruire le squelette
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3D de l’objet, à partir d’un ensemble d’images de cet objet. Cette approche a
pour objectif de fournir un modèle bénéficiant des avantages de la représentation
squelettale, en particulier la connaissance de la topologie de l’objet. Elle a ainsi les
avantages suivants :
— Seul un faible nombre d’images est nécessaire pour la reconstruction (entre
3 et 5).
— L’objet à reconstruire ne nécessite que peu de contraintes. En particulier,
aucune contrainte de texture n’est nécessaire.
— L’objet reconstruit est complet.
— L’objet reconstruit est facilement éditable, du fait de sa structure.
Dans le chapitre 2, nous justifions le choix du squelette pour la reconstruction.
Pour ce faire, nous présentons dans un premier temps des méthodes de reconstruc-
tion à partir d’images, et montrons leurs limites, notamment en ce qui concerne
le type de modèle reconstruit. Ensuite, nous présentons le squelette en détail, et
montrons qu’il donne une structure à la forme, tout en facilitant le lien entre les
modèles surfaciques et les modèles volumiques.
Nous proposons ensuite une méthode de reconstruction basée squelette. Celle-
ci consiste à prendre en photo un objet, et à utiliser ces images pour estimer un
squelette 3D puis un maillage associé (cf. Figure 1.4). Nous séparons cette étude en
deux parties. Sachant qu’il nous faut au préalable étudier le lien entre le squelette
3D d’un objet et l’acquisition de cet objet sous différents points de vue, la partie I
est focalisée sur l’étape 2D de l’étude, c’est-à-dire l’estimation de la projection du
squelette dans les images. La partie II est ensuite consacrée à l’aspect 3D de la
reconstruction, c’est-à-dire l’estimation d’un squelette 3D à partir des données de
la partie I.
Figure 1.4 – Entrée (images d’un objet, à gauche et au centre) et sortie (maillage
associé au squelette 3D, à droite) de la reconstruction basée squelette.
Partie I : Dans le chapitre 3, nous proposons une description de la projection
d’un squelette 3D, de façon orthographique, puis de façon perspective, qui corres-
pond à la formation des images. Nous montrons que la projection perspective d’un
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squelette, que nous appelons squelette perspectif, est différente du squelette de
la projection, et proposons notre première contribution, qui est un algorithme d’es-
timation d’un squelette perspectif (cf. Figure 1.5). Cette première proposition d’al-
gorithme de squelettisation fournit toutefois, comme beaucoup d’autres méthodes
de squelettisation, un squelette sujet au bruit (cf. Figure 1.6). Le bruit squelettal
est un ensemble de branches peu informatives apparaissant sur le squelette au mo-
ment de la squelettisation. Ces branches inutiles apparaissent en particulier dans
notre contexte, car le bord de la forme est rastérisé. Dans le chapitre 4, après avoir
présenté un bref état de l’art sur les méthodes retirant les branches du squelette
dues au bruit, nous introduisons ce qui constitue notre deuxième contribution :
une méthode de squelettisation 2D évitant la formation de branches inutiles. Le
principe de cette méthode, que nous appelons squelettisation par propagation, est
de chercher un premier cercle à l’intérieur de la forme, puis de le propager à l’in-
térieur de la forme, en forçant le contact au contour de celle-ci. Cette méthode est
tout d’abord conçue pour estimer le squelette classique d’un objet 2D, puis elle est
généralisée pour l’estimation d’un squelette perspectif.
(a) Acquisition d’un objet (b) Squelette perspectif associé à l’image
Figure 1.5 – Première contribution : Estimation d’un squelette perspectif. Dans
le chapitre 3, nous étudions la formation d’images 2D, puis, comme la projection
perspective du squelette est différente du squelette de la projection, nous proposons
un algorithme d’estimation du squelette perspectif.
Partie II : Cette partie décrit deux approches pour effectuer la reconstruction
3D d’un objet. Dans le chapitre 5, nous présentons une succession d’étapes pour
reconstruire un squelette 3D à partir d’un ensemble d’acquisitions d’un objet.
Cette méthode présuppose toutefois que le squelette 3D de l’objet est curviligne,
c’est-à-dire que l’objet est constitué d’un ensemble de parties tubulaires. Ainsi,
après avoir estimé un squelette perspectif pour chaque image de l’objet, la troi-
sième contribution consiste en l’estimation d’une topologie pour le squelette 3D
(cf. Figure 1.7). Une fois cette topologie estimée, nous sommes en mesure de re-
connaître les branches du squelette 3D sur chaque squelette perspectif. Ainsi, nous
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proposons une quatrième contribution, qui est la triangulation des branches du
squelette 3D, à partir des branches des squelettes perspectifs (cf. Figure 1.8). En-
suite, dans le chapitre 6, nous présentons une dernière contribution : une ouverture
vers une autre méthode de reconstruction de squelettes, basée sur le principe de
propagation, mais cette fois en 3D. L’idée est d’estimer une sphère, dont la pro-
jection est contrainte par les différentes images. Elle est ensuite propagée en trois
dimensions, sous les contraintes des contours des différentes projections de l’objet
(cf. Figure 1.9). Nous montrons que ce principe généralise le résultat précédent car
il permet aussi de reconstruire des squelettes 3D surfaciques.
(a) Squelette bruité (b) Squelette obtenu par notre méthode
Figure 1.6 – Deuxième contribution : Squelettisation minimisant le bruit sque-
lettal. Le squelette est souvent sujet au bruit, qui se manifeste par l’apparition de
nombreuses branches. On remarque notamment l’effet de la rastérisation : chaque
coin de pixel sortant crée une branche (a). Dans le chapitre 4, nous proposons une
méthode de squelettisation évitant la formation de telles branches (b).
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Figure 1.7 – Troisième contribution : Prise en compte de la différence de topo-
logie entre plusieurs squelettes perspectifs. On remarque ici en particulier que le
squelette en haut à gauche a une topologie différente des autres squelettes. Dans
le chapitre 5, notre première contribution est l’estimation d’une topologie pour le
squelette 3D curviligne estimé.
Figure 1.8 – Quatrième contribution : Triangulation des branches du squelette
3D. Dans le chapitre 5, notre seconde contribution est l’estimation d’une branche
squelettale 3D à partir d’un ensemble de ses projections.
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(a) Deux images d’un objet 3D, avec la projection du squelette surfacique local (en bleu)
(b) Sphère du squelette 3D, avec son
squelette surfacique local (en bleu)
(c) Représentation de l’objet 3D corres-
pondant aux images, avec son squelette
Figure 1.9 – Cinquième contribution : Estimation d’un squelette surfacique local
autour d’un point donné. En vue d’estimer un squelette 3D surfacique à partir
d’un ensemble de projections de l’objet considéré, nous proposons un algorithme
basé sur la propagation de sphère en 3D. Pour ce faire, dans le chapitre 6, nous
proposons l’estimation d’un squelette surfacique local autour d’un point donné.
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Chapitre 2
Le squelette comme modèle
structurant pour la reconstruction
La reconstruction 3D à partir d’images est un domaine largement étudié en
vision par ordinateur. Le principe est de partir d’une information 2D, c’est-à-dire
d’une ou plusieurs images d’un objet, et de déduire de l’information 3D, sous la
forme d’un modèle de l’objet. Dans ce chapitre, nous présentons un ensemble de
méthodes de reconstruction, et nous analysons ces méthodes selon deux aspects :
1. Quel type de structure peut être apposée sur l’objet reconstruit ?
2. Quelles sont les contraintes que l’objet reconstruit doit respecter pour que
la méthode fonctionne ?
Le premier aspect correspond à la structure donnée à l’objet reconstruit. En
effet, certaines méthodes de reconstruction ne présupposent rien sur l’objet et
rendent un nuage de points surfacique sans structure. Cependant, cette structure
est importante pour la manipulation du modèle 3D : par exemple, si on souhaite
faire exécuter un mouvement à un modèle 3D sous la forme d’un maillage (dans
le cas où on souhaite faire marcher un personnage d’un film d’animation), il est
très difficile de le modifier à la main (c’est-à-dire modifier le maillage point par
point) pour lui faire exécuter le mouvement voulu correctement. On préfèrera
généralement apposer une structure sur le modèle (par exemple sous la forme d’un
squelette d’animation), et animer cette structure.
Le second aspect correspond au type d’objet qu’il est possible de reconstruire.
En effet, certaines méthodes de reconstruction donnent une structure très forte au
modèle reconstruit, mais cela se fait au prix de la diversité des objets pouvant être
reconstruits. Nous souhaitons ainsi pouvoir diversifier les objets à reconstruire.
En Section 2.1, nous présentons un ensemble de méthodes de reconstruction,
et les évaluons selon les deux aspects mentionnés. Ensuite, en Section 2.2, nous
présentons en quoi le choix du modèle du squelette permet une bonne structuration
de l’objet reconstruit, tout en réduisant les contraintes (de texture, de forme) sur
cet objet.
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2.1 Reconstruction 3D à partir d’images
Les méthodes de reconstruction à partir d’images sont variées, et peuvent don-
ner pour résultat aussi bien des modèles surfaciques que volumiques. En effet,
nous avons vu en introduction que les modèles 3D pouvaient être classifiés en deux
grandes catégories : les modèles surfaciques, représentant la surface de l’objet et
qui sont généralement adaptés pour l’affichage, et les modèles volumiques, repré-
sentant le volume de l’objet, et qui sont généralement adaptés pour les estimations
physiques. Dans le cas de la reconstruction, les modèles surfaciques sont utilisés
pour effectuer des mesures sur la surface de l’objet, et les modèles volumiques
sont généralement utilisés pour estimer la structure associée à un objet. Nous par-
lons d’abord des méthodes de reconstruction de surfaces en Section 2.1.1, puis des
méthodes de reconstruction de volumes, en Section 2.1.2.
2.1.1 Reconstruction de modèles surfaciques
Il existe de nombreuses approches pour reconstruire des modèles surfaciques.
L’une des plus classiques est la stéréovision. Elle consiste à trianguler un ensemble
de points à partir de plusieurs images : en ayant acquis un ensemble d’images d’un
même objet, il s’agit dans un premier temps de mettre en correspondance un en-
semble de points sur les images. Ensuite, en connaissant la projection associée à la
caméra (son calibrage) et sachant que chaque point correspond à une droite pro-
jective, on estime le point 3D correspondant à un ensemble de droites projectives.
En effectuant cette opération sur l’ensemble des points mis en correspondance, on
obtient un nuage de points représentant l’objet (cf. Figure 2.1). Il s’agit d’une des
méthodes de reconstruction les plus utilisées et les plus documentées [54].
(a) Une des 112 images
utilisées pour la recons-
truction
(b) Nuage de points reconstruit, de
face et de profil
Figure 2.1 – Reconstruction par stéréovision, avec l’algorithme PMVS (Patch-
based Multi-View Stereo) [47]. Cette méthode renvoie un nuage de points 3D.
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Cette méthode fournit un nuage de points, mais pas un maillage, et est donc
difficile à utiliser pour l’affichage. Il est à noter que les algorithmes permettant
de mailler sont classiques (comme par exemple la reconstruction de Poisson [59]),
mais difficiles à appliquer sur des données bruitées, les maillages obtenus étant très
irréguliers à cause du bruit d’une part, mais aussi car la densité de la reconstruction
dépend de l’orientation de la surface. Dans [55], les auteurs tentent de corriger ce
défaut en utilisant des images de haute résolution. Après avoir estimé un nuage
de points (de densité élevée, grâce à la haute résolution), un maillage est calculé
via une tétraédrisation de Delaunay, puis il est simplifié à l’aide des images. Cette
méthode, très précise, nécessite toutefois de nombreuses images (de l’ordre de
quelques dizaines), en haute résolution, pour être appliquée, ce qui ne correspond
pas aux conditions d’application que nous souhaitons avoir (moins d’images, prises
avec un appareil grand public).
Un autre inconvénient de la stéréovision est qu’elle nécessite de pouvoir détecter
et mettre en correspondance des points d’intérêt sur l’objet à reconstruire, et donc
demande à ce que l’objet soit texturé. Or la texture est une contrainte sur l’objet
à reconstruire dont nous souhaitons nous affranchir. Il existe d’autres méthodes
ne nécessitant pas la présence de points d’intérêt sur l’objet, en particulier la
stéréophotométrie.
La stéréophotométrie, dont les conditions d’application sont diamétralement
opposées à la stéréovision, consiste à acquérir des images d’un objet en ne faisant
pas du tout varier le point de vue, mais en faisant varier l’éclairage [111]. En inver-
sant le modèle d’éclairage en tout point de l’objet, qui dépend de la direction de la
source lumineuse et de la normale au point, on peut ainsi retrouver l’orientation de
la normale en chacun des points, appelé le champ de normales. On peut enfin es-
timer le relief associé à l’objet par une méthode dite d’intégration (cf. Figure 2.2).
Certaines méthodes récentes permettent même de retrouver le relief sans passer
par l’étape d’estimation du champ de normales [87].
L’intérêt de cette méthode est que, contrairement aux méthodes de stéréovision,
l’objet n’a pas besoin d’être texturé pour pouvoir être reconstruit. En effet, comme
le point de vue sur l’objet ne change pas, la mise en correspondance des points sur
les images est directe. De plus, comme chaque point 3D reconstruit correspond à un
pixel donné de l’image, le relief reconstruit correspond à une carte de profondeur,
et les relations topologiques entre les points peuvent être déduites de la grille de
pixels. Cet avantage est toutefois aussi un point faible, puisque cette méthode
ne reconstruit que des objets en « 2, 5D » : en effet, elle ne reconstruit qu’une
face de l’objet, comme la caméra est fixe. Enfin, c’est une méthode demandant
des conditions spécifiques d’utilisation, difficiles à mettre en place : les éclairages
doivent généralement être calibrés, et les éclairages parasites doivent être réduits au
minimum. Il s’agit donc d’une technique réservée à une utilisation en laboratoire,
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ce qui en fait une méthode moins accessible pour le grand public.
(a) Deux images d’un même objet, acquis sous
des éclairages différents
(b) Albédo (c) Normales
(d) Modèle 3D surfacique obtenu
Figure 2.2 – Illustration des étapes de la stéréophotométrie. À partir des images
acquises sous différents éclairages, on estime classiquement les normales ainsi que
l’albédo (la « couleur ») de l’objet considéré. Ensuite, comme les normales donnent
l’information de la pente en tout point, une opération d’intégration est effectuée
pour déduire le relief de l’objet.
Les méthodes de reconstruction de surfaces à partir d’images sont nombreuses.
Elles comprennent des méthodes dites géométriques, comme la stéréovision, et des
méthodes photométriques, comme la stéréophotométrie. Bien que les méthodes
présentées permettent de reconstruire une grande variété d’objets différents, elles
ne donnent que des informations sur la surface de l’objet. Les notions de structure
et de volume sont absentes du modèle reconstruit, et il est ainsi difficile d’animer le
modèle produit. Nous présentons maintenant quelques méthodes de reconstruction
de volumes.
2.1.2 Reconstruction de modèles volumiques
Les méthodes de reconstruction de modèles volumiques sont tout aussi variées
que les méthodes de reconstruction de surfaces. En premier lieu, une des plus
connues est le shape-from-silhouette. Il s’agit d’une méthode permettant d’es-
timer l’enveloppe visuelle d’un objet à partir d’un ensemble de projections [66].
24
Ainsi, pour utiliser cette méthode, on place un ensemble de caméras autour de
l’objet à reconstruire. Chaque caméra acquiert une image de l’objet, de laquelle on
extrait la silhouette de l’objet. Cette silhouette sert ensuite à tracer le cône géné-
ralisé dont le sommet est le point principal de la caméra et la base est la silhouette
de l’objet sur le plan de projection. En faisant l’intersection de tous les cônes, on
obtient un volume 3D appelé enveloppe visuelle, qui contient l’objet étudié (cf. Fi-
gure 2.3). Cette méthode nécessite en pratique plus de 10 images (par exemple,
de l’ordre de 16 pour la reconstruction illustrée en Figure 2.4), pour donner une
approximation suffisamment précise de l’enveloppe visuelle.
Figure 2.3 – Illustration du fonctionnement du shape-from-silhouette. Cela
consiste à associer un cône généralisé à chaque projection d’un même objet 3D
(à gauche), puis à estimer l’intersection de l’ensemble de cônes trouvés pour obte-
nir l’enveloppe visuelle de l’objet (à droite). Cette enveloppe visuelle est un volume
contenant l’objet, et nécessite un grand nombre d’acquisitions, provenant de nom-
breux points de vue, pour satisfaire une qualité raisonnable. Images provenant de
Wikipédia.
Le shape-from-silhouette estime une grille de voxels, qui est généralement une
étape intermédiaire vers un autre type de modèle (par exemple un maillage) : en
effet, la grille de voxels est un type de modèle plutôt rigide, difficile à animer.
Il est à noter que le shape-from-silhouette, combiné à la connaissance du sque-
lette d’animation, permet la capture de mouvement (c’est-à-dire un apprentissage
d’animations à appliquer à l’objet), comme montré par Cheung et al. [27]. Dans cet
article, les auteurs proposent en effet une méthode estimant la pose d’un squelette
d’animation en l’ajustant à l’enveloppe visuelle de l’objet. Cependant, cela néces-
site de connaître a priori le type de l’objet reconstruit (puisqu’il faut connaître son




(a) Une des 16 images utilisées pour
la reconstruction (provenant du jeu de
données de Middlebury 1)
(b) Deux vues de la reconstruction 3D
obtenue, proposée par [78]
Figure 2.4 – Reconstruction obtenue par shape-from-silhouette.
Par ailleurs, d’autres méthodes de reconstruction de modèles volumiques font
des hypothèses sur l’objet à reconstruire. En particulier, on peut supposer connaître
a priori le modèle 3D de l’objet. Par exemple, certaines méthodes proposent de re-
construire des cylindres généralisés, ce qui est une structure proche d’un squelette
3D curviligne. Un cylindre généralisé est constitué d’une courbe dans l’espace, au-
quel est associé un rayon en chacun de ses points. Cet objet mathématique permet
de représenter les objets de forme tubulaire, ce qui a été utilisé en particulier dans
le domaine médical. En effet, la technique a été plusieurs fois expérimentée, dans
le contexte de la reconstruction de vaisseaux sanguins à partir d’angiographies,
comme décrit dans une analyse de Çimen et al. [121]. Dans celle-ci, les méthodes
de reconstruction de vaisseaux sanguins sont classées en deux catégories : les mé-
thodes déformant un modèle 3D pour l’adapter aux projections, et les méthodes
de triangulation de l’objet 3D, à partir des projections 2D. Cependant, les données
d’entrée (des angiographies) sont des données spécifiques à l’imagerie médicale, et
ne correspondent pas au type de données sur lesquelles nous travaillons.
La reconstruction de cylindres généralisés a aussi été expérimentée sur des
images plus classiques [26] (cf. Figure 2.5). Dans cet article, la méthode proposée
consiste à assister un utilisateur sur la modélisation d’un objet tubulaire. Pour
ce faire, une image de l’objet à modéliser sert de guide pour estimer un cylindre
généralisé, manipulé par l’utilisateur. Cette méthode a pour avantage d’être intui-
tive à utiliser et permet d’estimer à la fois la géométrie et la texture de l’objet
reconstruit. Cependant, elle fait l’hypothèse que l’objet est tubulaire, ce qui réduit
les possibilités d’objets à reconstruire, et surtout, elle ne prend pas en compte la
déformation perspective.
26
Figure 2.5 – Reconstruction par cylindre généralisé. Une seule image est néces-
saire ici pour effectuer une reconstruction de l’objet, avec l’aide de l’utilisateur.
L’édition du modèle se fait ensuite de façon intuitive. Image issue de [26].
Les squelettes ont déjà été utilisés dans divers contextes de reconstruction 3D.
En particulier, ils ont servi à la reconstruction d’arbres [52] (cf. Figure 2.6). Dans
cet article, l’idée est d’estimer le squelette d’un arbre (correspondant à son tronc
et ses branches) à partir d’une seule image. Connaissant des informations a priori
sur l’espèce étudiée, la méthode proposée consiste à construire des arbres de façon
cohérente à la fois avec l’espèce de l’arbre et avec l’image de référence. Cette
méthode a pour intérêt la reconstruction plausible d’arbres à partir d’une seule
image.
Figure 2.6 – Reconstruction d’un arbre avec l’aide d’un squelette. Le squelette
de l’arbre en 2D est ici utilisé pour faire une estimation de son tronc. Image issue
de [52].
La méthode la plus proche de ce que nous considérons, à savoir la reconstruc-
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tion d’un squelette à partir de projections, a été proposée par Caglioti et al. [18].
Dans cet article, les auteurs proposent une méthode de reconstruction de formes
tubulaires à rayon constant, à partir d’une seule image projective. Il se servent
ici des propriétés projectives d’objets mathématiques appelés surfaces canal : ces
dernières sont les enveloppes d’une famille à un paramètre de sphères (orientées,
c’est-à-dire à rayon positif ou négatif), ce qui correspond à une branche d’un sque-
lette curviligne. Quand les sphères de la famille à un paramètre définissant la
surface canal ont toutes le même rayon, il est possible de retrouver des couples
de points du contour 2D, correspondant au contour de la projection d’une même
sphère 3D. Connaissant le rayon des sphères de la surface canal, le problème est
bien posé : on peut ainsi associer une sphère 3D unique à chaque couple de points
estimé. Cette méthode a aussi été appliquée pour estimer la trajectoire d’un bal-
lon, à partir d’une image acquise avec une exposition longue, qui va « imprimer »
toute la trajectoire du ballon [19] (cf. Figure 2.7). Cette approche permet la re-
construction d’une surface canal, avec une contrainte de rayon constant.
Figure 2.7 – Estimation de la trajectoire d’une balle avec une surface canal. Une
image « imprimant » la trajectoire de la balle est acquise, c’est-à-dire avec une
exposition longue. L’estimation d’une surface canal 3D sur cette image permet
d’en estimer la trajectoire. Image issue de [19].
Dans le cadre de l’estimation d’un squelette curviligne associé à un objet 3D
connu, Livesu et al. proposent une méthode utilisant des projections orthogra-
phiques de l’objet 3D [71] (cf. Figure 2.8). Le squelette de chaque projection est
estimé, puis les sphères sont triangulées à partir des différents squelettes. Cepen-
dant, comme cette méthode est adaptée aux images de synthèse, les points de
vue sont choisis avec une précision que nous ne pourrions pas atteindre dans un
contexte réel. De plus, cette méthode nécessite un grand nombre d’images (de
l’ordre de 20 dans l’article).
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Figure 2.8 – Utilisation d’images orthographiques d’un objet 3D pour estimer un
squelette curviligne. Image issue de [71].
Ainsi, les méthodes de reconstruction volumiques présentées ici couvrent deux
opposés d’un même spectre. D’un côté, nous avons une méthode pouvant recons-
truire une grande variété d’objets, comme le shape-from-silhouette, avec pour in-
convénient que le modèle fourni par la méthode est une grille de voxels, qui n’est
généralement pas utilisable directement pour de la manipulation. D’un autre côté,
nous avons un ensemble de méthodes pouvant donner de bonnes reconstructions
de certains objets, facilement manipulables mais qui ne sont pas générales.
2.1.3 Bilan partiel
Il existe ainsi de nombreuses méthodes de reconstruction à partir d’images.
Ces méthodes peuvent reconstruire des surfaces ou des volumes. Les méthodes
reconstruisant les surfaces ont pour avantage de n’exiger que peu de contraintes
sur la nature de l’objet à reconstruire (même si certaines méthodes imposent des
contraintes sur la texture de l’objet). En revanche, elles ne donnent que peu d’in-
formation sur la structure de l’objet reconstruit. Les méthodes volumiques, quant
à elles, peuvent donner une structure très forte sur le modèle reconstruit, mais cela
donne lieu à des contraintes tout aussi fortes sur les objets que la méthode peut
reconstruire. Un cas particulier des reconstructions volumiques est le shape-from-
silhouette, qui demande beaucoup moins de contraintes sur l’objet, mais nécessite
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un nombre important d’images et renvoie une grille de voxels, ce qui est diffici-
lement exploitable directement. Nous montrons dans la section suivante que le
squelette présente l’avantage d’être un modèle structurant, tout en permettant de
décrire de nombreux types d’objets différents.
2.2 Squelettes
Les squelettes comme objet mathématique existent depuis leur introduction par
Blum en 1967. Il s’agit d’une structure fine, centrée à l’intérieur de la forme. Dans
cette section, nous présentons dans un premier temps le squelette, et montrons
qu’au delà d’être un modèle volumique, il s’agit aussi d’un modèle structurant sur
l’objet considéré. Dans un second temps, nous montrons que ce modèle est adapté
pour les transitions entre les modèles de type volumique et les modèles de type
surfacique.
2.2.1 Le squelette comme modèle structurant
Le squelette, que nous définissons ci-après, est un modèle de forme donnant
une structure à l’objet considéré.
Définition du squelette d’une forme
Nous commençons par introduire les notions d’axe médian et de squelette, qui
ont de nombreuses caractérisations différentes dans la littérature [108, 6], dépen-
dant essentiellement de l’application visée. Afin de pouvoir caractériser le squelette,
introduit par [14], nous devons tout d’abord définir la notion de boule maximale,
à l’intérieur d’une forme S , bornée et fermée :
Définition : Une boule B (dont le contour est un cercle en 2D, et une sphère
en 3D) est dite maximale interne à S si B est incluse dans S , et s’il
n’existe aucune boule incluse dans S contenant strictement B.
Notons qu’une boule maximale a pour propriété d’être tangente en au moins
deux points du contour de la forme S , si le contour est C 1. Par la suite, on définit
l’axe médian interne et le squelette interne de la façon suivante (cf. Figure 2.9) :
Définition : L’axe médian interne est l’ensemble des centres des boules
maximales internes, le squelette interne est l’axe médian interne augmenté
de l’information des rayons des boules.
30
On peut déterminer de façon analogue l’axe médian externe et le squelette
externe. Dans la suite, nous ne parlons que du squelette interne, que nous nommons
squelette, par souci de concision.
Bien que les définitions soient les mêmes pour les squelettes 3D et les squelettes
2D, ces deux types de squelettes ont des propriétés différentes. La plus notable est
le fait qu’un squelette 3D n’est pas, en général, curviligne : en effet, l’axe
médian, en 3D, peut contenir des parties surfaciques (cf. Figure 2.10). De plus, du
fait qu’il n’est plus seulement de dimension 1, sa topologie est difficile à évaluer
[108], et il est donc plus difficile à analyser. Il est à noter que des méthodes existent
pour approximer les squelettes surfaciques par des squelettes curvilignes [28]. Mais,
d’une part, ces approximations ne sont pas canoniques, et d’autre part, elles ne
sont pas une représentation caractéristique de l’objet : elles ne permettent pas de
retrouver la forme.
Figure 2.9 – Représentation de l’axe médian en bleu, et de certaines boules maxi-
males en rouge. Les boules maximales ont pour particularité d’être tangentes en
au moins deux points du contour de la forme.
Une propriété intéressante d’un squelette est qu’il contient toute l’information
de la forme à laquelle il est associé. En effet, la forme correspond à l’union de
toutes les boules maximales du squelette. On peut ainsi considérer que l’informa-
tion donnée par le squelette est une réorganisation de l’information de la forme.
Cette organisation de l’information est un point central de l’utilité du squelette.
Les squelettes curvilignes, en particulier, sont exprimables sous forme de graphes,
où chaque nœud correspond à une boule maximale, et où chaque arête donne
l’information des boules maximales la constituant par le biais d’une interpolation.
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Figure 2.10 – Illustration des parties surfaciques et curvilignes d’un squelette
3D. Ici, les doigts de la main correspondent à des parties curvilignes, tandis que
la paume de la main correspond à une partie surfacique. Image provenant de [4].
Structure induite par le squelette
Le squelette est un modèle structurant sur l’objet considéré. Ainsi, une des
applications possibles du squelette est la reconnaissance de formes [60, 97, 112].
En effet, le squelette (notamment 2D) peut être considéré comme un graphe, ce
qui facilite la détection et la reconnaissance de « membres » de l’objet considéré.
Nous présentons dans le chapitre 5, en Section 5.2.1 un état de l’art plus détaillé
sur les méthodes d’appariement de squelette, car cette propriété est un avantage
pour notre approche.
Les squelettes peuvent également être utilisés pour l’analyse de formes, consis-
tant à distinguer les parties importantes et les détails de la forme. Par exemple,
pour les squelettes 2D, Liu et al. ont proposé la mesure EDF (Extended Distance
Function) permettant d’attribuer une importance à chaque point du squelette, de
façon robuste au bruit [70]. Récemment, cette mesure a été modifiée pour mieux
correspondre à une perception intuitive des détails, en se basant sur une étude uti-
lisateur [64, 67] (cf. Figure 2.11). En 3D, il est généralement nécessaire d’utiliser
une squelettisation curviligne pour effectuer une analyse de la forme [99]. L’analyse
de formes peut aussi être utilisée pour compresser l’information de la forme, par
reconnaissance de motifs.
Enfin, une troisième application possible de l’analyse de formes par le squelette
est la facilité à éditer une objet. Par exemple, on peut répliquer les détails sur un
membre d’un objet lors de son élongation [3] (cf. Figure 2.12).
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Figure 2.11 – Utilisation du squelette pour distinguer les différentes parties de la
forme. Le squelette est utilisé pour donner une pondération à chaque partie de la
forme : en noir, on a la partie principale, en rose les parties secondaires, et en bleu
les détails. Image tirée de [67].
Figure 2.12 – Élongation d’un objet avec l’aide du squelette. Image tirée de [3].
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Maintenant que nous avons montré la propriété structurante des squelettes, ce
qui facilite la manipulation des objets, nous allons présenter comment le squelette
peut aussi être utile comme lien entre les modèles volumiques et surfaciques.
2.2.2 Le squelette comme interface entre les modèles sur-
faciques et volumiques
Dans cette section, nous montrons que le squelette est une interface entre les
modèles surfaciques et les modèles volumiques. En effet, il existe de nombreux
algorithmes permettant d’estimer un squelette à partir d’un modèle surfacique
(et aussi à partir de certains modèles volumiques). Ces algorithmes sont des al-
gorithmes de squelettisation, dont nous parlons dans un premier temps. Ensuite,
nous présentons différentes méthodes permettant de trouver un modèle surfacique
à partir d’un squelette. Certaines méthodes permettent d’estimer un maillage à
partir d’un squelette, nous les nommons méthodes d’habillage. Enfin, sous cer-
taines conditions, il est possible de trouver une surface paramétrique à partir d’un
squelette : en considérant le squelette comme un type particulier de surface canal,
que nous décrivons à la fin de ce chapitre.
Squelettisation
La squelettisation est l’opération permettant d’estimer un squelette associé
à une forme 2D ou 3D [93, 108]. Elle a été beaucoup étudiée depuis Blum, qui
proposait l’approche dite du feu de prairie [14]. Dans cette approche continue,
l’idée est de faire propager un « feu » depuis le bord de la forme, qui avance
à vitesse constante. L’ensemble des points où des fronts se rejoignent marquent
l’emplacement des points de l’axe médian. De plus, le moment où les fronts se sont
rejoints en un point donné de l’axe médian donne l’information sur le rayon de la
boule maximale centrée en ce point.
Par la suite, cette approche a donné naissance à une méthode discrète nommée
amincissement, ou thinning. Le principe est d’effectuer une succession d’érosions
sur une discrétisation (en pixels ou voxels) de la forme [102, 61] : on part donc ici
d’un modèle de type volumique. Cette méthode peut aussi être appliquée en 3D
[15]. Elle nécessite le choix d’un critère (sous la forme d’un noyau de convolution
discret) permettant de déterminer si, à une itération donnée, on garde ou on retire
un élément discret. Quand, à une itération donnée, tous les éléments sont gardés,
l’algorithme s’arrête, et le squelette est l’ensemble des éléments conservés. Une
méthode proche de l’amincissement est la méthode basée sur la transformée de
distance : pour chacun des points discrets, on associe la distance au point du
contour le plus proche [5], par exemple avec une méthode de fast marching. Les
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singularités de la carte de distance approximée de façon discrète correspondent
aux emplacements des points du squelette.
La squelettisation peut ainsi avoir pour entrée un modèle volumique, du type
grille de pixels (2D) ou de voxels (3D), mais peut aussi avoir pour entrée un modèle
surfacique (qui est son contour en 2D). Ainsi, une des méthodes les plus connues
pour estimer un squelette, à partir d’un modèle surfacique, a été introduite par
Ogniewicz et al. et s’appuie sur l’utilisation d’un diagramme de Voronoï [82]. Le
principe est de discrétiser le contour de la forme et d’estimer le diagramme de Voro-
noï associé à cet ensemble de points. Les segments internes des cellules de Voronoï
constituent alors une approximation de l’axe médian interne (cf. Figure 2.13). Plus
la discrétisation du contour est fine, plus l’approximation du squelette est proche
du squelette de la forme continue [7]. L’axe médian externe peut aussi être ap-
proximé par cette méthode. Enfin, une méthode basée sur le squelette de Voronoï,
le power crust, permet d’estimer le maillage associé à un nuage de points, sous
réserve d’un échantillonnage suffisamment dense [4].
Figure 2.13 – Illustration de la squelettisation de Voronoï. La squelettisation de
Voronoï consiste à discrétiser le contour de la forme, à estimer le diagramme de
Voronoï associé à ces points (à gauche). Le squelette correspond alors à l’ensemble
des segments internes de Voronoï (à droite). Image tirée de [4].
Bien que ce type de squelette soit très répandu, il produit un squelette forte-
ment bruité (cf. Figure 2.14). Avant de pouvoir exploiter le squelette, il est donc
nécessaire d’effectuer une étape dite d’élagage, ou de pruning. Nous présentons
dans le chapitre 4, en Section 4.1 un état de l’art plus complet sur les méthodes
permettant de filtrer les branches du squelette dues au bruit.
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Figure 2.14 – Bruit dû à la squelettisation de Voronoï. Sur cette figure, de mul-
tiples branches non significatives sont présentes.
Habillage
L’habillage est l’opération permettant d’estimer un maillage à partir d’un sque-
lette 3D. L’un des plus utilisés est l’habillage implicite. L’idée est de traduire le
squelette (généralement discret) en terme de champ de potentiel dans l’espace.
Ceci permet d’établir un intérieur et un extérieur au squelette, en le voxelisant, ou
en utilisant un algorithme de marching cubes [73], et souvent ensuite en le maillant.
La problématique de l’habillage implicite est donc l’expression du champ de po-
tentiel associé au squelette. Une des méthodes possibles est l’utilisation de « blobs »
pour modéliser le squelette [11]. Un blob est défini par une fonction de potentiel
autour d’un point donné, qui est décroissante en s’éloignant du point. L’estimation
du niveau 0 de la fonction de potentiel donne ainsi une sphère associée au point.
Pour modéliser un squelette discret, on peut ainsi associer un blob à chaque point
du squelette. L’inconvénient de cette méthode est que si deux blobs sont proches
(comme c’est généralement le cas dans un squelette), leurs fonctions de potentiel
associées s’ajoutent : ainsi, du volume supplémentaire est créé autour de ces blobs,
ce qui donne un effet de renflement.
Pour diminuer cet effet de renflement, une autre possibilité est d’utiliser le
principe des surfaces de convolution [13]. Dans ce cas, le potentiel est estimé non
pas pour chaque point du squelette, mais en fonction de l’ensemble du squelette,
ce qui permet d’éliminer les effets de renflement : en effet, on n’ajoute plus les
fonctions de potentiel de chaque point du squelette. Cependant, le contrôle sur le
rayon des sphères est plus difficile, car le rayon autour de chaque point du squelette
est fortement influencé par le rayon des points voisins. Des méthodes récentes [118]
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permettent d’avoir une meilleure maîtrise du rayon en chaque point du squelette.
Une autre possibilité pour mailler un squelette est de le faire en subdivisant
l’espace [32]. L’idée proposée par Delame et al. est de créer un arbre de voxels
adaptatif, en subdivisant les voxels de l’espace en fonction d’un critère de détail
sur la forme. Le maillage est ainsi plus dense aux endroits contenant des sphères
squelettales plus petites.
Toutes ces approches sont valides pour des squelettes discrets, c’est-à-dire dé-
crits par un graphe de sphères. Cependant, si le squelette est décrit de façon
continue, il est possible de décrire la surface obtenue de façon paramétrique, ce
que nous présentons dans le prochain paragraphe.
Surface canal
La plupart des méthodes de squelettisation fournissant un squelette discret (la
méthode de Voronoï renvoyant un graphe, le thinning renvoyant un ensemble de
pixels ou de voxels), les squelettes étudiés dans la littérature sont généralement
discrets. Cependant, il est possible de trouver dans la littérature des objets mathé-
matiques dont les propriétés sont très proches de celles d’un squelette curviligne
continu. On appelle ces objets des surfaces canal, qui sont les enveloppes de sphères
dépendantes d’un paramètre.
La surface canal est décrite par une fonction de centre C(t) et une fonction de
rayon r(t), continues et dérivables (cf. Figure 2.15). Une des caractéristiques les
plus intéressantes de la surface canal est qu’on peut en trouver un habillage en
considérant cette dernière comme une surface explicite [83]. En effet, pour chaque
valeur t0 du paramètre, on peut estimer un cercle caractéristique, correspondant à
l’ensemble de tangence entre la sphère de centre C(t0) et de rayon r(t0). En reliant
entre eux les cercles caractéristiques, on peut déterminer un maillage associé à la
surface canal.
Cependant, même si une surface canal peut représenter un squelette curviligne,
toutes les surfaces canal ne sont pas des squelettes curvilignes. En effet, les sur-
faces canal peuvent comporter des auto-intersections (cf. Figure 2.16, pouvant être
évitées sous certaines contraintes [76]), et ne peuvent alors plus être considérées
comme des squelettes curvilignes.
Enfin, l’habillage des squelettes de type surfacique peut être adapté à partir de
l’habillage des surfaces canal. En effet, Yushkevich et al. ont proposé l’utilisation
d’un squelette surfacique continu pour modéliser des organes [117, 116]. Ainsi, à
partir du moment où un squelette est modélisé de façon continue, et constitué







Figure 2.15 – Une sphère d’une surface canal, et son cercle caractéristique. Une
surface canal est définie par une fonction de centre C(t) et une fonction de rayon
r(t), continues et dérivables. Pour chaque valeur du paramètre t, la sphère associée
est tangente à la surface en un cercle, appelé cercle caractéristique. Pour connaître
ce cercle, on décrit un plan Π˜(C, r)(t), à partir des fonctions C(t) et r(t). Le cercle
caractéristique est l’intersection entre ce plan et la sphère.
Figure 2.16 – Auto-intersection dans une surface canal. Image tirée de [76].
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2.3 Conclusion
Dans ce chapitre, nous avons présenté ce que le choix du squelette peut apporter
à la reconstruction 3D. En effet, nous avons montré dans un premier temps que les
méthodes de reconstruction 3D qui peuvent reconstruire tout type d’objet donnent
un modèle peu structurant à la forme, et qu’à l’inverse, les méthodes structurant
l’objet ne laissent que peu de libertés quant aux types d’objets que l’on peut
reconstruire.
Nous avons ensuite présenté le squelette, et montré qu’il s’agit d’un modèle
structurant, qui a également la capacité de représenter une grande variété de
formes. Nous avons de plus illustré le fait que le squelette est approprié comme
interface entre les modèles surfaciques et les modèles volumiques. De cette façon
la reconstruction de squelette possède de nombreux avantages : la forme recons-
truite est éditable, manipulable aisément et elle peut être utilisée aussi bien pour
de l’affichage que pour du calcul de collisions.
Ainsi, dans ce manuscrit, nous développons une reconstruction basée squelette.
Pour ce faire, nous partons d’un nombre restreint d’images d’un même objet (entre
3 et 5), sous différents points de vue calibrés. L’objectif est d’estimer un squelette
3D à partir des différentes silhouettes 2D de l’objet. Nous séparons ainsi notre
étude en deux parties. La première partie est consacrée à l’aspect 2D du problème,
où l’on cherche à estimer la projection d’un squelette 3D. Cette partie est divisée en
deux chapitres, le premier exposant comment estimer la projection orthographique
ou perspective d’un squelette curviligne, et le second présentant une méthode de










Dans ce chapitre, nous étudions les projections orthographique puis perspective,
appliquées à un squelette. Nous nous plaçons dans le contexte où le squelette est
composé d’une seule branche. En effet, les problématiques liées à la projection
d’un squelette curviligne ayant de multiples branches sont les mêmes que pour
la projection d’un squelette à une seule branche. Comme une branche squelettale
est constituée d’un ensemble de boules squelettales, la description de la projection
de la branche nécessite la description de la projection d’une boule. Ainsi, nous
décrivons, pour les deux types de projections, l’image d’une boule.
Dans un premier temps, en Section 3.1, nous présentons le cas de la projection
orthographique. Ce modèle de projection ne reflète pas celui considéré lors de l’ac-
quisition d’une image, mais va nous servir à introduire les problématiques liées à la
projection d’une branche squelettale. En Section 3.2, nous exposons le modèle de
projection perspective, ou modèle pinhole. Ce modèle est classiquement utilisé en
vision par ordinateur pour expliquer la formation d’une image matricielle, repré-
sentant une scène acquise par un appareil de prises de vues standard [104]. Après
avoir étudié la projection perspective sur une branche de squelette, la contribution
que nous proposons en Section 3.3 est un algorithme permettant d’effectuer une
squelettisation perspective. Cet algorithme a pour objectif d’estimer la projection
d’un squelette curviligne 3D ayant de multiples branches, à partir de la silhouette
2D, projection perspective de la forme 3D.
3.1 Projection orthographique
Ce type de projection est notamment utilisé pour représenter des objets dans
le contexte du dessin industriel (cf. Figure 3.1). Intuitivement, un des avantages
qu’il propose est la conservation des proportions sur l’image produite : on peut,
à un facteur d’échelle près, effectuer des mesures sur un tel type de dessin, qui
reflètent bien les dimensions réelles de l’objet. Sur une vue orthographique donnée
d’un objet, les directions colinéaires à l’axe de projection sont « écrasées », il est
alors impossible de mesurer certaines parties de l’objet à partir du dessin, c’est
pourquoi plusieurs vues sont dans ce cas présentées (cf. Figure 3.1 par exemple).
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Formellement, la projection orthographique est une transformation affine, et donc
conserve les barycentres, contrairement à la projection perspective.
Cette partie a pour but de comparer la projection orthographique du squelette
d’un objet 3D, avec le squelette calculé sur la projection de l’objet dans le plan
image. Nous montrons que sous certaines conditions, la projection du squelette
et le squelette de la projection sont confondus. En Section 3.1.1, nous présentons
dans un premier temps une modélisation d’une caméra orthographique. Comme
un squelette 3D est constitué d’un ensemble de boules 3D, l’étude de la projection
d’un squelette passe par l’étude de la projection des boules le constituant. Nous
montrons ainsi en Section 3.1.2 que la projection d’une boule est un disque, dont
le bord peut être entièrement défini par la projection d’un grand cercle. Enfin,
en Section 3.1.3, nous nous servons de ce résultat pour montrer que la projection
d’une branche de squelette est en général le squelette de la projection, lorsque la
forme ne se dissimule pas elle-même du point de vue considéré.
Figure 3.1 – Exemple de dessin industriel. On y voit une pièce mécanique, re-
présentée selon deux vues distinctes. Image provenant de Wikipédia, réalisée par
Thorsten Hartmann, sous licence CC BY-SA 3.0.
3.1.1 Modèle de caméra orthographique
Dans ce paragraphe, nous décrivons un ensemble d’opérations permettant de
projeter un point 3D sur une image, selon un modèle de caméra orthographique.
Précisons tout d’abord quelques conventions de notation :
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— Les points sont désignés en majuscules, et leurs coordonnées, dans un repère
donné, sont en minuscules et en gras : P désigne un point, et p désigne ses
coordonnées dans un repère quelconque.
— Les vecteurs sont surmontés d’une flèche, et leurs composantes, dans un
repère donné, sont en minuscules et en gras : −→v désigne un vecteur, et v
désigne ses coordonnées dans un repère quelconque.
— Les matrices sont désignées en majuscules et en gras : M désigne une ma-
trice.
— Les fonctions sont généralement notées en minuscules grecques, sauf dans
certains cas, où la fonction est une paramétrisation d’une courbe de l’espace;
dans ces cas, on notera en majuscule la fonction ayant pour image un point
de la courbe, et en minuscule et en gras la fonction donnant les coordonnées
du point : β désigne une fonction quelconque; C désigne une courbe de
l’espace, telle que C(t) soit un point de cette courbe, de coordonnées c(t)
(dans un repère quelconque).
— Le vecteur colonne pm ∈ R3 désigne les coordonnées d’un point P dans le
repère canonique 3D, appelé repère monde.
— De façon générale, on note l’expression des coordonnées d’un point dans un
repère par un indice : pc pour le point P dans le repère caméra, ap pour le
point A dans le repère canonique du plan, ad pour le point A dans le repère
image (dans lequel on visualise - display - l’objet).
Nous nous plaçons dans un premier temps dans le repère caméra, en appliquant
la fonction de transformation affine isométrique suivante :
β : pm 7−→ pc = Rpm + vc ,
qui décrit le passage des coordonnées du repère monde au repère caméra, les deux
repères étant orthonormés. Ici, R est une matrice de rotation (matrice orthonor-
mée), et vc sont les composantes d’un vecteur
−→v associé à une translation, dans
la base associée au repère caméra. Une fois dans le repère caméra, on projette
le point P sur le plan d’équation z = 0 selon l’axe (Oz), par l’application de la
projection orthogonale suivante :
γ : pc = (x, y, z)
t 7−→ qc = (x, y, 0)t ,
où qc désigne le vecteur de coordonnées du point Q, projection de P , dans le repère
caméra (cf. Figure 3.2).
Une fonction est ensuite utilisée pour exprimer les coordonnées d’un point 2D
dans le repère canonique, à partir des coordonnées du point Q, exprimées dans le
repère caméra :
φ : qc = (x, y, 0)
t 7−→ ap = (x, y)t ,















Figure 3.2 – Représentation de la projection orthographique d’un point P . Cela
revient dans un premier temps à exprimer les coordonnées de P dans le repère ca-
méra, depuis le repère monde en leur appliquant la fonction β. Ensuite, la fonction
γ sert à obtenir le point 3D Q, qui est la projection orthogonale de P sur le plan








Figure 3.3 – Expression du point A, image de P dans le plan image. Après avoir
appliqué la fonction φ, on obtient le point A, dont les coordonnées sont exprimées
dans le repère canonique 2D. Pour exprimer ses coordonnées dans le repère image,
on applique la transformation affine ψ.
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Une dernière transformation est nécessaire pour passer du repère canonique du
plan R2 au repère image (cf. Figure 3.3). Cette transformation consiste notamment
en une modification de l’échelle appliquée à l’objet (en effet, les mesures effectuées
sur l’objet sont valides à un facteur d’échelle près), et est décrite par la fonction
suivante :
ψ : ap = (x, y)
t 7−→ ad = (ku(x+ x0), kv(y + y0))t ,
où ku et kv sont des paramètres d’échelle selon les axes (Ou) et (Ov) (usuellement,
on a ku = kv, ce qui correspond à l’hypothèse des pixels carrés), et (u0, v0)t =
(kux0, kvy0)t représente les coordonnées d’un point de référence dans l’image. Ainsi,
les coordonnées des points de l’image, dans le repère image, sont compris dans l’in-
tervalle [0, l]× [0, h], avec h la hauteur de l’image, l sa largeur. Leurs coordonnées,
dans le repère canonique, sont dans l’intervalle [−x0,−x0 + kul]×[−y0,−y0 + kvh].
L’opération de projection orthographique d’un point de coordonnées pm dans
le repère monde est donc complètement définie en appliquant la composition
ψ ◦ φ ◦ γ ◦ β à pm. Maintenant que nous avons exprimé la projection d’un point de
l’espace sur le plan image, nous montrons que la projection orthographique d’une
boule 3D sur le plan est un cercle.
3.1.2 Projection d’une boule
Dans cette section, nous montrons que l’image d’une boule par la projection
orthographique est un disque, et nous nous en servons pour définir la projection
d’une branche de squelette, dans la section suivante.
Soit une boule de centre A et de rayon ρ. Nous allons montrer que l’image
de cette boule correspond à l’intersection entre le plan d’équation z = 0 (dans le
repère caméra) et une boule de centre B (projection orthogonale de A), et de rayon
ρ (cf. Figure 3.4). Ainsi, nous en déduisons que l’image de la boule correspond à
un disque, et que le bord de ce disque est un grand cercle de la boule de centre B
et de rayon ρ (c’est-à-dire un cercle centré en B et de rayon ρ).
Les coordonnées que nous exprimons ici sont toutes liées au repère caméra.
Ainsi, nous ne mettons pas d’indice : les coordonnées du point A sont désignées
par a. On note par (ax, ay, az)t les composantes des coordonnées de A, selon les
différents axes (de même pour les autres points). Enfin, nous notons par B(A, ρ)
la boule de centre A et de rayon ρ, telle que pour tout point P :
P ∈ B(A, ρ)⇔ ‖−→AP‖ ≤ ρ .
La projection orthogonale de la boule est définie comme l’ensemble des points
dont au moins un antécédent par γ appartient à la boule :
γ(B(A, ρ)) =
{






















Figure 3.4 – Représentation de la projection orthogonale d’une boule. La projec-
tion orthogonale d’une boule est un disque, de centre B (projection du centre A de
la boule), et de rayon ρ (a). Ce disque peut être vu de deux façons différentes : il
peut être décrit comme l’intersection d’une sphère de centre B et de rayon ρ avec
le plan d’équation z = 0 (b), ou encore comme le disque associé à la projection
d’un cercle de la boule (c). Nous appelons cercle image le cercle rouge du plan
d’équation z = 0 de centre B et de rayon ρ. Le cercle bleu, qui est un grand cercle
de la boule (i.e. un cercle de même rayon et de même centre), est appelé cercle
de projection.
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Nous allons montrer que l’ensemble γ(B(A, ρ)) correspond à l’intersection du
plan d’équation z = 0 avec la boule de centre B, projection orthogonale de A sur
le plan d’équation z = 0, et de rayon ρ (cf. Figure 3.4(b)), c’est-à-dire :
γ(B(A, ρ)) = {z = 0} ∩ B(B, ρ) ,
avec b = γ(a).
Soit Q ∈ R3. On a :
Q ∈ γ(B(A, ρ))
⇔ ∃P ∈ B(A, ρ), γ(p) = q
⇔ ∃P ∈ R3, ‖P − A‖ ≤ ρ,q = (px,py, 0)t
⇔ ∃P ∈ R3, (px − ax)2 + (py − ay)2 + (pz − az)2 ≤ ρ2,q = (px,py, 0)t
⇔ ∃P ∈ R3, ‖q− γ(a)‖2 + (pz − az)2 ≤ ρ2,q = (px,py, 0)t
⇔ ∃P ∈ R3, (pz − az)2 ≤ ρ2 − ‖q− γ(a)‖2,q = (px,py, 0)t .
Or, comme (pz − az)2 est nécessairement positif, si un tel point P existe on a :
ρ2 − ‖q− γ(a)‖2 ≥ 0 .
De plus, si cette inégalité est vraie, un tel point existe nécessairement (on peut
en effet prendre p = (qx,qy, az)
t). On a donc :
Q ∈ γ(B(A, ρ))
⇔ qz = 0, ρ2 − ‖q− γ(a)‖2 ≥ 0
⇔ qz = 0, ‖q− γ(a)‖2 ≤ ρ2
⇔ Q ∈ {z = 0} ∩ B(B, ρ) .
Ainsi, nous avons montré que γ(B(A, ρ)) est un disque, intersection entre le
plan d’équation z = 0 et la boule de centre B et de rayon ρ, que nous appelons
disque image. Son contour, le cercle du plan d’équation z = 0 de centre B et de
rayon ρ, est nommé cercle image, et chacun de ses points a un unique antécédent.
Ainsi, l’antécédent de ce cercle est un grand cercle de la sphère de centre A, qui
résulte de l’intersection avec le plan d’équation z = az (dans le repère caméra).
Nous l’appelons cercle de projection (cf. Figure 3.4(c)).
Nous venons de décrire la projection orthographique d’une boule sur le plan
image. Sachant qu’une branche squelettale est constituée d’un ensemble de boules,
nous étudions sa projection dans la section suivante.
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3.1.3 Cas d’une branche
Une branche de squelette correspond à une portion de squelette, dont les centres
sont situés sur une variété de dimension 1. Cette notion est très proche de la surface
canal : en effet, cet objet mathématique est l’enveloppe d’une famille de sphères à
un paramètre (décrit par une fonction de centre et une fonction de rayon, d’une
seule variable). Nous exprimons ici une branche squelettale par un type particulier
de surface canal : nous considérons que la fonction de rayon est toujours strictement
positive, et que la surface canal ne possède aucun point singulier, c’est-à-dire qu’elle
ne possède aucune auto-intersection, et qu’elle n’est jamais réduite à un point.
Dans cette partie, nous montrons qu’en général une boule de la surface canal se
projette en un disque maximal de la projection de la surface canal. Comme chaque
boule de la surface canal est maximale, et que sa projection est un disque maximal,
la projection du squelette est ainsi décrite par le squelette de la projection.
Nous nous plaçons à présent dans le cas d’une surface canal décrite par une
fonction de centres C, et une fonction de rayons r. Quand nous avons besoin
d’utiliser les coordonnées du point C(t) dans le repère caméra, on les désigne
par la fonction c(t) = (cx(t), cy(t), cz(t))t, qui pour tout t, fait correspondre au
point C(t) ses coordonnées c(t). On restreint cette surface canal à être de rayon
strictement positif. On suppose aussi qu’elle ne possède pas de singularité. Sans
perte de généralité, nous considérons que la fonction de centres C est paramétrée
selon l’abscisse curviligne, c’est-à-dire que pour tout t ∈ ]0; 1[, ‖−−−→C ′(t)‖ = 1, avec−−−→
C ′(t) désignant le vecteur dérivé de C par rapport à t (les coordonnées de
−−−→
C ′(t)
dans le repère caméra sont ainsi c′(t)).
L’affirmation selon laquelle la projection du squelette est décrite par le squelette
de la projection est toutefois fausse dans le cas où la scène est acquise d’un point
de vue qui génère des auto-occultations du squelette. Il existe deux types d’auto-
occultation, pour une boule de la surface canal : les auto-occultations locales, où la
boule est cachée par les boules de son voisinage, et les auto-occultations globales,
où la boule est cachée par une boule quelconque du squelette (cf. Figure 3.5).
Dans la suite, afin de décrire les deux types d’auto-occultations présentées,
nous allons définir les 5 aspects suivants :
1. description du cercle et du plan de projection de la sphère,
2. description du cercle et du plan caractéristiques (associant à chaque sphère
les points de tangence avec sa surface canal, cf. Figure 3.6),
3. description des points de la sphère dont l’image peut être au bord de la
forme 2D (en montrant qu’ils sont à l’intersection du cercle de projection
et du cercle caractéristique),
4. description de l’auto-occultation locale à partir de l’intersection du cercle
caractéristique et du cercle de projection,
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5. description de l’auto-occultation globale.
(a) Auto-occultation locale : les boules de
ce cône sont cachées par les boules de leur
voisinage proche.
(b) Auto-occultation globale : sur cette
branche squelettale, une portion de la
branche du premier plan cache certaines
des boules de la branche en arrière plan.
Figure 3.5 – Illustration des auto-occultations, qui peuvent être locales ou glo-
bales. Lorsque l’on projette les boules du squelette 3D sur l’image, on s’aperçoit que
certains des cercles 2D s’intersectent, voire que certains sont inclus dans d’autres.
L’auto-occultation locale peut être décrite à partir du cercle caractéristique et
du cercle de projection (propriétés locales de la boule considérée). Elle se différencie
de cette façon de l’auto-occultation globale qui, elle, nécessite de considérer la
totalité de la surface canal.
1. Cercle et plan de projection
Dans la section précédente, nous avons vu que les points dont la projection est
au bord de la forme 2D sont situés sur un grand cercle, orthogonal à la direction
(Oz). Nous avons montré que ce cercle, appelé cercle de projection, est situé sur
un plan orthogonal à la direction (Oz), que nous définissons de la façon suivante :
Π(C, r)(t) =
{
P ∈ R3,pz = cz(t)
}
.
Ce plan, appelé plan de projection, est défini pour chaque sphère, et dépend
de t. Seuls les points du cercle de projection ont pour image un point du cercle
image. Pour la suite, on pose −→z , un vecteur normal à ce plan.
2. Cercle et plan caractéristiques
En 3D, et dans les conditions que nous avons posées sur la surface canal, chaque
sphère de la surface canal est tangente à la surface en un cercle appelé cercle
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caractéristique (cf. Figure 3.6). Pour une valeur t donnée, ce cercle correspond à
l’intersection entre la sphère et un plan Π˜(C, r)(t), appelé plan caractéristique
(cf. Figure 3.6), défini dans le repère caméra de la façon suivante [83] :
Π˜(C, r)(t) =
{










Figure 3.6 – Représentation du cercle et du plan caractéristiques d’une sphère de
la surface canal. La surface canal (en bleu) est définie par une famille de sphères
paramétrée par t. Pour un t donné, on a donc une sphère de centre C(t) et de
rayon r(t) (en noir) tangente à la surface canal en un cercle caractéristique (en
rouge). Ce cercle appartient au plan Π˜(C, r)(t) dit caractéristique (en rouge).
Précisons qu’une condition est nécessaire pour que le plan caractéristique in-
tersecte la sphère :
‖−−−→C ′(t)‖2 − (r′(t))2 > 0 .
Si cette condition n’est pas vérifiée, la distance entre le point C(t) et sa projection
orthogonale sur le plan caractéristique est supérieure au rayon r(t) de la sphère.
Comme nous avons supposé que la surface canal ne possède pas de singularité, cette
condition est nécessairement vraie. De plus, nous avons supposé que la fonction de
centres était paramétrée par l’abscisse curviligne, on a donc :
(r′(t))2 < 1 .
Par définition, les seuls points de tangence entre la sphère et la surface canal
sont les points du cercle caractéristique. Ceci implique que les autres points de la
sphère, et de la boule, sont des points de l’intérieur de la surface canal. Par consé-
quent, tous les points n’appartenant pas au cercle caractéristique ont forcément
pour image par γ des points de l’intérieur de la forme 2D.
52
3. Intersection du cercle caractéristique et du cercle de projection
Jusqu’ici, nous avons défini le cercle caractéristique, donnant la tangence entre
une sphère et la surface canal, et le cercle de projection, dont la projection est
le cercle contour du disque image de la boule. Si le disque image est maximal à
l’intérieur de la projection de la surface canal, alors il possède au moins deux points
de tangence avec le contour de la projection. Nous cherchons dans cette partie à
caractériser les points de la sphère dont la projection peut se retrouver au bord
de la projection de la surface canal. Nous montrons qu’en général, il y en a deux,
ce qui indique que la projection d’une boule maximale est en général un disque
maximal.
Les points dont la projection est un point de tangence entre le cercle image et
le bord de la projection de la surface canal doivent respecter les deux conditions
suivantes :
1. Leur projection doit être sur le cercle image.
2. Ils doivent se situer sur le contour de la surface canal.
L’ensemble des points respectant la première condition forme le cercle de pro-
jection, et l’ensemble des points respectant la seconde condition est le cercle ca-
ractéristique. Ainsi, les seuls points de la sphère qui peuvent se retrouver sur la
frontière de la forme projetée sont des points situés sur l’intersection de ces deux
cercles.
Plus précisément, ces points appartiennent à l’ensemble :
E(C, r)(t) = S(C, r)(t) ∩∆(C, r)(t) ,
où S(C, r)(t) est la sphère de centre C(t) et de rayon r(t), et où :
∆(C, r)(t) = Π˜(C, r)(t) ∩ Π(C, r)(t) ,
ce qui désigne l’intersection entre le plan caractéristique et le plan de projection.
Dans le cas où ces plans ne sont pas parallèles, ∆(C, r)(t) désigne une droite.
L’ensemble E(C, r)(t) peut prendre plusieurs formes différentes, en fonction
des plans Π˜(C, r)(t) et Π(C, r)(t), et de la sphère. Dans la plupart des cas, cet
ensemble désigne une paire de points, intersection des cercles caractéristique et de
projection. Cependant, il arrive aussi que cet ensemble soit vide, ce qui correspond
à une auto-occultation locale, et que nous décrivons dans le prochain paragraphe.
Dans tous les cas, les seuls points dont l’image par γ peut se trouver sur le cercle
image appartiennent à l’ensemble E(C, r)(t).
4. Auto-occultations locales
Nous caractérisons ici les auto-occultations locales, qui sont les cas où une
boule donnée est cachée par son entourage proche. Nous avons décrit dans la partie
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précédente l’ensemble E(C, r)(t) des points dont la projection γ(E(C, r)(t)) peut
se situer à la tangence entre le cercle image et le bord de la projection de la surface
canal. Cet ensemble est formé par l’intersection entre le cercle caractéristique et
le cercle de projection, et peut posséder un nombre variable de points :
— Il est constitué de deux points en général, lorsque les cercles s’intersectent
en deux points (cf. Figure 3.7, cas vert). Le cercle image est donc poten-
tiellement maximal.
— Lorsque les cercles ne s’intersectent pas, cet ensemble est vide (cf. Figure 3.7,
cas orange). On parle alors d’auto-occultation locale, et le cercle image n’est
pas maximal.
— Le cas intermédiaire arrive très peu, il s’agit du cas où les cercles n’ont
qu’un seul point d’intersection (cf. Figure 3.7, cas bleu), et le cercle image
a au maximum un point de tangence avec le contour de la forme, ce qui
n’est en général pas suffisant pour qu’il soit maximal.
— Un dernier cas (peu probable) concerne le cas où les cercles sont confondus.
L’ensemble est alors formé de tous les points des cercles, ce qui signifie que
le cercle image est potentiellement maximal.
Dans cette partie, nous décrivons le cas des auto-occultations locales, qui se
produisent lorsque l’intersection entre les cercles caractéristique et de projection
est vide. Nous traitons à part le cas où les plans caractéristique et de projection
sont parallèles (donc le cas où il n’existe pas d’intersection entre ces plans), et
considérons donc que ∆(C, r)(t) est une droite. Ce type d’auto-occultation survient
dans les cas où la droite ∆(C, r)(t) définie par l’intersection des plans Π˜(C, r)(t)
et Π(C, r)(t) ne coupe pas la sphère S(C, r)(t). Nous montrons que cette condition
se traduit par une contrainte sur l’angle entre
−−−→
C ′(t) et l’axe (Oz), qui définit la
direction de projection.
Afin d’évaluer si la droite ∆(C, r)(t) intersecte la sphère S(C, r)(t), nous éva-
luons la distance entre le centre de la sphère et cette droite. Pour ce faire, nous
projetons le centre C(t) de la sphère sur ∆(C, r)(t). On cherche ainsi un point P ,
projection orthogonale de C(t) sur ∆(C, r)(t) tel que :{
P ∈ ∆(C, r)(t)−−−→
C(t)P ⊥ −→d ,
où
−→
d est le vecteur directeur de la droite ∆(C, r)(t). Or ∆(C, r)(t) est l’intersec-
tion des plans Π˜(C, r)(t) et Π(C, r)(t), de normales respectives
−−−→
C ′(t) et −→z , non
colinéaires et orthogonales à
−→
d . On a donc :
P ∈ Π˜(C, r)(t)
P ∈ Π(C, r)(t)−−−→
C(t)P = α
−−−→





Figure 3.7 – Représentation des différentes relations entre le cercle de projection
(en rouge) et le cercle caractéristique. On a ici trois des cas possibles pour la
position du cercle caractéristique. En vert, le cercle caractéristique intersecte le
cercle de projection en deux points, il n’y aura donc pas d’auto-occultation locale
sur la projection. En orange, aucun point d’intersection n’existe entre ces deux
cercles, ce qui signifie que la projection de la sphère n’a aucun point de contact
avec le bord de la forme projetée, il a y donc une auto-occultation locale. En bleu,
il s’agit d’un cas intermédiaire, un seul point d’intersection existe : la projection de
la sphère ne pourra avoir au maximum qu’un point de tangence avec la frontière
de la forme 2D. Il s’agit tout de même d’une auto-occultation.
Ainsi : 
(p− c(t)) · c′(t) + r(t)r′(t) = 0
(p− c(t)) · (0, 0, 1)t = 0




L’équation (3.2b) équivaut à (pz − cz(t)) = 0. Avec (3.2a), on a :





′(t) = 0 .






, on obtient :

(p− c(t)) · v+ r(t)r′(t) = 0
(p− c(t)) · (0, 0, 1)t = 0
p = c(t) + λv+ µ(0, 0, 1)t .
Comme les vecteurs
−−−→
C ′(t) et −→z ne sont pas colinéaires, on a v 6= (0, 0, 0)t, et
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les vecteurs de coordonnées v et (0, 0, 1)t sont orthogonaux. On en déduit :
λv · v+ r(t)r′(t) = 0⇒ λ = −r(t)r
′(t)
‖v‖2
µ(0, 0, 1)t · (0, 0, 1)t = 0⇒ µ = 0
p = c(t) + λv+ µ(0, 0, 1)t .
Ainsi :











Pour que l’ensemble E(C, r)(t) soit non vide, on doit avoir :








|r′(t)|2 ≤ c′x(t)2 + c′y(t)2 .
Or on a supposé que ‖c′(t)‖ = 1, on a donc c′x(t)2 + c′y(t)2 = 1− c′z(t)2 :
|r′(t)|2 ≤ 1− c′z(t)2
c′z(t)
2 ≤ 1− |r′(t)|2 .
Dans la partie précédente, en utilisant l’hypothèse de l’absence de singularité









C ′(t) n’est pas colinéaire au vecteur −→z , l’angle formé entre ces deux




pour que l’ensemble E(C, r)(t)
ne soit pas vide : en effet arccos est une fonction décroissante sur [−1; 1].
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Si ces directions sont colinéaires, un seul cas permet l’existence d’une solution
au système (3.2) : il s’agit du cas où r′(t) = 0, où les plans caractéristique et
de projection sont confondus, ce qui implique que le cercle caractéristique soit le
cercle de projection.
5. Auto-occultations globales
Ce cas d’auto-occultation survient quand la surface canal se cache elle-même
de façon non-locale, du point de vue considéré (cf. Figure 3.8). Ceci a pour consé-
quence que la projection d’au moins l’un des points caractéristiques associés à un
des cercles est compris dans l’intérieur de la forme 2D. Ainsi, ce cercle ne sera pas
maximal à l’intérieur de la forme 2D, ce qui met à mal la correspondance entre la
projection du squelette et le squelette de la projection.
Figure 3.8 – Illustration des auto-occultations globales. On a projeté ici une
surface canal : le contour de la projection est en noir et la projection de la courbe
des centres est en bleu. Or le point de vue est tel que cette forme se cache elle-même
en partie : une partie du contour projeté, en pointillés, est cachée par la forme.
La conséquence de ceci est que certains cercles images ne sont pas des cercles
maximaux (ici, deux de ces cercles de projection sont dessinés en rouge). Ainsi,
contrairement aux cercles de projection en vert, ces cercles rouges ne peuvent pas
être estimés via la squelettisation.
De façon plus formelle, un point P ∈ E(C, r)(t), associé à la boule en un t
donné, subit une auto-occultation si :
∃t0 ∈ ]0; 1[ , ‖γ(P )− γ(C(t0))‖ < r(t0) ,
c’est-à-dire s’il est à l’intérieur de la projection d’une autre boule.
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3.1.4 Conclusion partielle : estimation de la projection or-
thographique d’un squelette
Dans cette section, nous avons montré qu’en général, la projection orthogra-
phique d’une branche squelettale correspond au squelette de sa projection. En effet,
la projection de chaque boule d’une branche squelettale (qui est un type particulier
de surface canal) est en général un disque maximal dans la forme projetée, c’est-
à-dire possède deux points de tangence à la forme projetée. Spécifiquement, ces
points sont les images des points de l’ensemble E(C, r)(t), intersection des cercles
caractéristique et de projection. Dans le cas général, E(C, r)(t) contient unique-
ment deux points, c’est pourquoi il existe en général deux points de tangence entre
le disque image et le contour de la forme projetée.
Nous avons aussi décrit les cas où le disque image n’est pas maximal : il s’agit
des auto-occultations de la surface canal, qui interviennent lorsque cette dernière
est occultée par elle-même. Spécifiquement, il s’agit des cas où l’image d’un cercle
caractéristique de la surface canal n’est pas tangent à la forme projetée. Nous
distinguons deux types d’auto-occultations : celles qui sont locales et celles qui
sont globales. Dans le cas local, l’image du cercle caractéristique est comprise
strictement à l’intérieur du disque image de la boule, ce qui fait que la boule se
cache elle-même. L’auto-occultation locale intervient, pour une valeur t donnée,
lorsque l’équation suivante n’est pas vérifiée :
−−−→
C ′(t) · −→z ≤
√
1− |r′(t)|2 ,
où C(t) est un des centres de la surface canal, r(t) le rayon associé, et −→z la
direction de projection orthographique. Dans le cas d’une auto-occultation globale,
l’image du cercle caractéristique est cachée par le disque image d’une autre boule.
Elle intervient, pour une valeur de t donnée, lorsque l’équation suivante n’est pas
vérifiée :
∃t0 ∈ ]0; 1[ , ‖γ(P )− γ(C(t0))‖ ≥ r(t0) ,
où P est un point de E(C, r)(t).
Nous avons donc montré qu’en l’absence d’auto-occultations, la projection de
chaque boule d’une branche squelettale est un disque maximal de la forme 2D.
Ainsi, dans le cas d’un squelette composé d’un ensemble de branches curvilignes,
tous les disques projetés ne subissant pas d’auto-occultation sont des disques maxi-
maux de la forme 2D.
Nous pouvons à présent estimer la projection orthographique d’un squelette
curviligne, que nous appelons squelette orthographique, à partir de la projec-
tion de la forme associée. L’algorithme 1 est une squelettisation orthographique,
utilisant la squelettisation de Voronoï. Précisons que toute méthode de squeletti-
sation classique est valide, tant qu’elle est effectuée dans le repère canonique du
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plan. Cette approximation de la projection du squelette sera d’autant plus juste
qu’aucune auto-occultation ne sera présente.
Algorithme 1 : Estimation d’un squelette orthographique
Données : Fd ⊂ R2 : discrétisation des points de la frontière de la forme
2D dans le repère image
Résultat : Cp : ensemble discret de cercles, estimant la projection
orthographique d’un squelette 3D
1 Construction de Fp = ψ−1 (Fd) : changement du repère image au repère
canonique du plan
2 Estimation du squelette de Voronoï sur les points de coordonnées Fp
Le cas de la projection orthographique n’est toutefois pas représentatif de la
formation des images acquises à partir des appareils de prise de vues classiques.
En effet, sur une photographie, on peut notamment constater que plus un objet
est loin du point d’acquisition, plus il est petit, ce qui n’est pas compatible avec la
projection orthographique. Ainsi, nous présentons maintenant le modèle de caméra
perspective classique, en trou d’épingle, plus proche des appareils de prise de vues
réels, avec pour objectif de caractériser la projection perspective d’un squelette.
Cette étude sur le cas orthographique nous a permis de mettre en évidence un
certain nombre de problématiques, que nous allons également aborder dans le cas
perspectif.
3.2 Projection perspective
Ce type de projection décrit la formation géométrique des images acquises
par la plupart des appareils d’acquisition (appareil photo, caméra, webcam). Il
a pour particularité de faire paraître plus petits les objets éloignés. On l’appelle
aussi modèle pinhole (trou d’épingle), ou sténopé. En effet, un sténopé est un
dispositif optique très simple, constitué d’une boîte noire opaque, percée d’un
trou. La lumière passe par le trou, et une image peut ainsi se projeter sur la paroi
opposée. Cette image correspond, à une symétrie centrale près, à une image de la
scène [54].
Dans cette partie, nous reprenons les problématiques exposées pour la caméra
orthographique, mais dans le cas de la projection perspective. Nous sommes arrivés
dans la précédente partie à la conclusion que le squelette de la projection corres-
pond à la projection du squelette, dans le cas de l’absence d’auto-occultations.
Cependant, dans le cas de la projection perspective, le squelette de l’image n’est
pas la projection du squelette (cf. Figure 3.9). Cela est dû au fait que la projection
perspective d’une sphère n’est pas un cercle, mais une ellipse.
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Le but de cette section est donc d’estimer la projection perspective d’un sque-
lette curviligne 3D. Pour ce faire, nous présentons dans un premier temps le modèle
de caméra perspectif, puis nous exposons le comportement de la projection pers-
pective d’une branche de squelette. Nous montrons que les mêmes problématiques
peuvent apparaître que dans le cas de la projection orthographique, c’est-à-dire
les auto-occultations locales et globales. Enfin, nous présentons notre contribution
principale, à savoir un algorithme estimant la projection perspective d’un squelette,
à partir de l’image perspective.
(a) Projection perspective du squelette d’une sphère (b) Squelette de la projection
Figure 3.9 – Comparaison visuelle entre la projection perspective du squelette et
le squelette de la projection perspective. Image binaire d’une sphère en projection
perspective : une différence notable apparaît entre la projection du squelette (a)
et le squelette de la projection (b).
3.2.1 Modèle de caméra perspective
Nous décrivons ici la suite d’opérations pour projeter un point 3D sur une
image, de façon perspective. Nous utilisons les mêmes notations qu’en Section 3.1.1,
à savoir :
— Le vecteur colonne pm désigne les coordonnées du point P de R
3 dans le
repère monde.
— L’indice de chaque vecteur de coordonnées indique le repère dans lequel on
exprime les coordonnées : pc pour le point P dans le repère caméra, ap
pour le point A dans le repère canonique du plan, ad pour le point A dans
le repère image.
Pour rappel, la succession d’étapes pour l’estimation de la projection orthogo-
nale d’un point dans l’image est la suivante (cf. Section 3.1.1) :
ad = ψ ◦ φ ◦ γ ◦ β(pm) ,
avec :
— β la transformation du repère monde au repère caméra;
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— γ la projection orthogonale sur le plan z = 0;
— φ la projection depuis l’espace 3D vers le plan 2D;
— ψ la transformation du repère canonique du plan au repère image.
En ce qui concerne la projection perspective, la succession d’étapes est exprimée
de la façon suivante :
ad = ψ ◦ φ ◦ χ ◦ β(pm) ,
avec χ la projection centrale sur le plan d’équation z = f que nous détaillons
ci-après.
Dans le repère caméra, la fonction χ de projection centrale est définie de la
façon suivante [54] :
χ : pc = (x, y, z > 0)







C’est une projection centrale du point P sur le plan d’équation z = f , où f
est une constante appelée distance focale de la caméra, qui donne le point Q
(cf. Figure 3.10). Le centre de projection est le point Oc, origine du repère caméra :
ce point est appelé point principal objet de la caméra, et désigne l’emplacement
du point de vue. On remarquera que les points du demi-espace d’inéquation z ≤ 0
n’ont pas d’image par la fonction χ, ce qui traduit le fait que seuls les points
« strictement devant la caméra » sont acquis.
L’estimation des paramètres associés aux fonctions ψ, φ, χ et β est appelée
étalonnage de la caméra. On sépare généralement l’étalonnage dit extrinsèque de
l’étalonnage intrinsèque. L’étalonnage extrinsèque est l’évaluation de la trans-
formation β du repère monde (i.e. un repère 3D défini arbitrairement) au repère
caméra. L’étalonnage intrinsèque, quand à lui, consiste à estimer les valeurs




v0 = kvy0 .
En effet, comme on a (cf. Section 3.1.1) :
ψ : ap = (x, y)t 7−→ ad = (ku(x+ x0), kv(y + y0))t ,
où ku et kv représentent la densité de pixels (usuellement en px.mm−1) du capteur
selon les axes horizontal et vertical, et où (−x0,−y0)t représente les coordonnées
du coin en bas à gauche dans le repère canonique, on peut constater que :






































Figure 3.10 – Comparaison entre la projection perspective et la projection ortho-
graphique. La projection perspective d’un point 3D P consiste dans un premier
temps à exprimer ses coordonnées dans le repère caméra, depuis le repère monde
en leur appliquant la fonction β. Ensuite, on applique la fonction χ pour obtenir
le point 3D Q, qui est la projection centrale, de centre Oc, du point P sur le plan
d’équation z = f du repère caméra.
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Les paramètres αu, αv, u0 et v0 sont appelés paramètres intrinsèques de la ca-
méra, avec αu et αv la distance focale en pixels, selon les axes horizontal et vertical.
Le point de coordonnées (u0, v0)t est appelé point principal image (cf. Figure 3.11).
Celui-ci représente la projection du point principal objet sur le plan image : en ef-
fet, il s’agit de la projection de l’origine du repère caméra sur le plan d’équation









Figure 3.11 – Après avoir appliqué la réduction linéaire φ, on obtient le point A,
dont les coordonnées sont exprimées dans le repère canonique 2D. Pour exprimer
ses coordonnées dans le repère image, on applique la transformation affine ψ. Le
point Op, correspondant à la projection du point principal de la caméra sur l’image,
est appelé point principal image.
Lien entre la projection perspective et la projection orthographique : la
projection orthographique correspond à une projection perspective dont la focale et
le point principal sont « envoyés à l’infini » (cf. Figure 3.12). Physiquement parlant,
cela revient à s’éloigner d’un objet tout en augmentant la focale (technique utilisée
par certains films, appelée travelling compensé). Pour montrer ceci, appliquons la
projection perspective à un point de coordonnées (x, y, z)t :









Supposons maintenant que la distance focale f se décompose comme suit :
f = f0 + l, et que la coordonnée z se décompose comme suit : z = z0 + l. Faire
tendre la longueur l vers l’infini revient à faire tendre la distance focale vers l’infini,
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= (x, y)t ,
ce qui équivaut à une projection orthographique. On peut donc exprimer la pro-
jection orthographique à partir d’une projection perspective. Ceci justifie le fait
que, dans ce manuscrit, nous nous attachons à montrer les liens entre les problé-
matiques exprimées dans le cadre de la projection perspective et celles exprimées





Figure 3.12 – Illustration du fait que, en limite, la projection perspective tende
vers une projection orthographique. On a ici représenté deux projections perspec-
tives, selon deux points principaux O1 et O2, avec deux distances focales différentes.
Ici, pour passer de la projection selon O1 à la projection selon O2, on a reculé le
point principal par rapport au plan image, i.e. on a allongé la distance focale,
sans changer le plan image. On constate que les projections des points P et Q se
sont rapprochées de leurs projections orthogonales, montrées en rouge, sur ce plan.
Ainsi, plus on éloigne le point principal, tout en allongeant la distance focale, plus
on tend vers une projection orthographique.
Nous venons de présenter la projection perspective, qui est adaptée à la des-
cription de la plupart des appareils d’acquisition. Nous avons vu que cette pro-
jection est basée sur une projection centrale sur un plan appelé plan focal. Enfin,
nous avons montré que la projection orthographique correspond à un cas limite
de la projection perspective. Dans la section suivante, nous décrivons la projection
perspective d’une boule, ce qui va nous servir par la suite à décrire la projection
perspective d’un squelette.
64
3.2.2 Projection d’une boule
Dans cette section, nous nous plaçons dans le repère caméra. Contrairement
au cas de la projection orthogonale, la projection centrale sur le plan d’équation
z = f d’une boule de centre A de coordonnées a et de rayon ρ par χ n’a pas pour
bord un cercle, mais une ellipse particulière (cf. Figure 3.13). Dans ce paragraphe,
le but est de montrer que cette ellipse résulte de la projection d’un cercle de la
boule B(A, ρ). Pour ce faire, nous montrons que :
1. La projection par χ de la boule B(A, ρ) correspond à l’intersection entre
l’intérieur d’un cône (cf. Figure 3.13) et le plan d’équation z = f , ce qui
implique que le bord est une ellipse.
2. Le cône est tangent à la boule B(A, ρ) en un cercle (cf. Figure 3.13), que
nous appelons cercle de projection.
3. Lorsque la projection perspective φ ◦χ tend vers la projection orthogonale,
l’ellipse tend vers un cercle.
1. La projection de la boule B(A, ρ) correspond à l’intersection entre
l’intérieur d’un cône et le plan d’équation z = f .
L’image de la boule par la fonction χ correspond à l’ensemble suivant :
χ(B(A, ρ)) =
{
Q ∈ R3,∃P ∈ B(A, ρ), χ(p) = q
}
.
Dans ce paragraphe, nous montrons que χ(B(A, ρ)) peut s’exprimer comme
l’intersection du plan image (z=f) avec un demi-cône (on rappelle qu’un cône
s’étend de part et d’autre de façon symétrique par rapport à son sommet, ce qui
n’est pas le cas du demi-cône) de sommet O, (cf. Figure 3.13), soit :













 est un demi-cône de sommet O (emplace-




























Figure 3.13 – Projection perspective d’une sphère de centre A et de rayon ρ sur
un plan. Le bord de la projection centrale de centre O d’une boule sur le plan
d’équation z = f est une ellipse, en trait épais magenta sur la figure. Cette ellipse
est entièrement caractérisée par la projection d’un cercle de la boule (qui n’est pas
nécessairement un grand cercle), indiqué en rouge. En bleu sont dessinés quelques
rayons du cône tangent à la boule, de sommet O, qui caractérise la projection. Le
cône a pour sommet O, pour axe (OA), et son ouverture est l’angle entre cet axe
et les rayons du cône.
Soit Q ∈ R3. On a :
Q ∈ χ(B(A, ρ))
⇔∃P ∈ B(A, ρ), χ(p) = q .
Ici, cette condition peut s’exprimer d’une autre façon. En effet, il existe P tel
que χ(p) = q, si et seulement si P ∈ [OQ), c’est-à-dire s’il existe α strictement
positif tel que P soit égal à O + α
−→
OQ, avec qz = f . On a donc :
Q ∈ χ(B(A, ρ))
⇔∃α ∈ R+∗, O + α−→OQ ∈ B(A, ρ),qz = f
⇔∃α ∈ R+∗, ‖αq− a‖2 ≤ ρ2,qz = f
⇔∃α ∈ R+∗, α2‖q‖2 − 2αq · a+ ‖a‖2 − ρ2 ≤ 0,qz = f .
(3.3)
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On peut noter que ‖q‖2 ≥ 0, ce qui signifie que la fonction du second degré en
α possède nécessairement des valeurs positives, quand |α| est élevé. Ainsi, pour que
cette fonction ait des valeurs négatives, il faut que son déterminant soit supérieur
ou égal à 0 :
Q ∈ χ(B(A, ρ))
⇔(2q · a)2 − 4‖q‖2(‖a‖2 − ρ2) ≥ 0,qz = f
⇔(2q · a)2 ≥ 4‖q‖2(‖a‖2 − ρ2),qz = f .
Or, on considère que la boule B(A, ρ) ne contient pas le point principal O de
la caméra (ce qui serait physiquement impossible). Ainsi, on a ‖−→OA‖ > ρ, d’où
‖a‖ > ρ. On a donc :
Q ∈ χ(B(A, ρ))
⇔|q · a| ≥ ‖q‖
√
‖a‖2 − ρ2,qz = f
⇔




‖a‖ ,qz = f ,
(3.4)
Or ici, q · a est nécessairement positif. En effet, d’après la dernière ligne de
l’équation (3.3) :
Q ∈ χ(B(A, ρ))
⇔α2‖q‖2 − 2αq · a+ ‖a‖2 − ρ2 ≤ 0
⇔α2‖q‖2 + ‖a‖2 − ρ2 ≤ 2αq · a ,
et on a ‖a‖2 − ρ2 > 0, donc :
Q ∈ χ(B(A, ρ))
⇔0 ≤ 2αq · a
⇔0 ≤ q · a ,
car α > 0. On peut donc réécrire la dernière ligne de l’équation (3.4) sans |.| :






‖a‖ ,qz = f .
On a donc :
χ(B(A, ρ)) =
{
Q ∈ R3,qz = f
}
∩





ce qui correspond à l’intersection entre un plan et l’intérieur du demi-cône (cf. Fi-
gure 3.13).
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2. Le cône est tangent à la boule B(A, ρ) en un cercle.






, et sur la
boule B(A, ρ) (donc sur le cercle rouge en Figure 3.13). On a donc :



















Pour montrer que le point P est sur un cercle, on va montrer qu’il est sur une
sphère de centre O (cf. Figure 3.14). Pour ce faire, on va calculer la distance entre
O et P . On a d’après (3.5a) :
‖p− a‖2 = ρ2
⇔‖p‖2 − 2p · a+ ‖a‖2 = ρ2 . (3.6)








⇔p · a = ‖p‖
√
‖a‖2 − ρ2 .
(3.7)
Ainsi, en remplaçant p · a d’après (3.7) dans (3.6) :
‖p‖2 − 2‖p‖
√
‖a‖2 − ρ2 + ‖a‖2 = ρ2
⇔‖p‖2 − 2‖p‖
√








Par conséquent, la seule valeur possible pour ‖p‖ est :
‖p‖ =
√
‖a‖2 − ρ2 ,
ce qui signifie que le point P est sur la sphère ayant pour centre l’origine O du
repère caméra, et pour rayon
√
‖a‖2 − ρ2 (cf. Figure 3.14). Ainsi, les antécédents
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Figure 3.14 – Projection d’une boule sur la sphère unité centrée en O. La pro-
jection d’une boule de centre A et de rayon ρ sur la sphère unité correspond
à l’intersection entre la sphère unité et une boule de centre B (de coordonnées
a√
‖a‖2 − ρ2
) et de rayon ω (égal à
ρ√
‖a‖2 − ρ2
). Cette intersection, un cercle, est
la projection du cercle tangent au cône de projection en rouge, intersection entre
la sphère S(A, ρ) et la sphère S(O,
√
‖a‖2 − ρ2).
Remarquons que n’importe quelle boule B (B,ω), image par une homothétie
















, avec k > 0. En po-
sant k =
√









Ainsi, les deux boules sont liées par une relation d’homothétie. Par ce facteur
d’homothétie ω, on en vient à déduire que le cercle de projection de B(B, ρp)
correspond bien à l’intersection de la sphère S(B, ρp) avec la sphère unité S(O, 1)
(cf. Figure 3.14). Ainsi, les cercles de projection de B(A, ρ) et B(B,ω) sont confon-
dus.
Dans ce paragraphe, nous venons de montrer que l’ellipse, résultant du contour
de la projection perspective d’une boule, est entièrement définie par la projection
d’un cercle sur la boule. Ce cercle est appelé cercle de projection, de façon
analogue au cercle de projection du cas orthographique. Nous avons montré, de
plus, que ce cercle a la même projection que le cercle à l’intersection de la sphère








Nous pouvons à présent mettre en avant un résultat important :
3. Lorsque la projection perspective tend vers la projection orthogonale,
l’ellipse tend vers un cercle.
On suppose que l’on connaît la focale f , associée à la projection perspective.
Pour faire tendre la projection perspective vers la projection orthographique, il
nous faut deux conditions :
— faire tendre la distance focale f vers l’infini;
— éloigner à l’infini l’emplacement O de la caméra, selon la direction −→z , de la
même façon que la distance focale.
Comme O est l’origine du repère dans lequel sont exprimées les coordonnées, cela
revient à faire tendre la coordonnée selon −→z des points vers l’infini.
Considérons l’ensemble résultant de la projection perspective φ ◦ χ de la boule
B(A, ρ) dans le plan :
φ ◦ χ(B(A, ρ)) =
{
(x, y)t ∈ R2,∃P ∈ B(A, ρ), φ ◦ χ(p) = (x, y)t
}
.
Afin de montrer que cet ensemble tend vers un disque, on exprime dans un
premier temps la contrainte sur x et y pour que le point de coordonnées (x, y)t
soit dans l’ellipse. On a :











= (x, y, f)t .
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Ainsi, pour que ce point soit dans l’ellipse, il doit respecter l’équation suivante :
(x, y, f)t√





ce dont on peut déduire :(
(x, y, f)t · a
)2 ≥ (‖a‖2 − ρ2) (x2 + y2 + f 2) .
Développons chaque membre :(
(x, y, f)t · a
)2
=(xax + yay + faz)
2


























2 − ρ2x2 − ρ2y2 − ρ2f 2 .
Après simplification, on a l’inégalité :
2xyaxay + 2xfaxaz + 2yfayaz
≥a2xy2 + a2xf 2 + a2yx2 + a2yf 2 + a2zx2 + a2zy2 − ρ2x2 − ρ2y2 − ρ2f 2 ,
d’où :










2 − ρ2x2 − ρ2y2 − ρ2f 2
f 2
.
Pour faire tendre la projection perspective vers la projection orthographique,
il faut faire tendre la distance focale vers l’infini tout en s’éloignant de la boule.






ce qui traduit que az et f tendent vers l’infini de façon équivalente. Faisons tendre
f vers l’infini pour chaque membre :
lim
f→+∞
2xyaxay + 2xfaxaz + 2yfayaz
f 2









2 − ρ2x2 − ρ2y2 − ρ2f 2
f 2
= a2x + a
2
y + x
2 + y2 − ρ2 .
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Ainsi, pour la projection orthographique, on a :




2 + y2 − 2xax − 2yay ≤ ρ2
(ax − x)2 + (ay − y)2 ≤ ρ2 ,
et on peut exprimer la projection de la boule, lorsque la focale tend vers l’infini :
lim
f→+∞
φ ◦ χ(B(A, ρ)) =
{




Q ∈ R2, ‖q− γ(a)‖ ≤ ρ
}
= φ ◦ γ(B(A, ρ)) ,
(3.8)
où γ est la projection orthogonale sur le plan d’équation z = 0, décrite en Sec-
tion 3.1.1. On a ainsi une équivalence entre la projection orthographique d’une
boule, et sa projection perspective, quand la distance focale tend vers l’infini.
3.2.3 Cas d’une branche
Nous venons de montrer que la projection perspective d’une boule a pour
contour une ellipse, qui est le résultat de l’intersection du plan focal d’équation
z = f avec l’intérieur d’un cône, tangent à la boule. Comme ce cône passe néces-
sairement par le point principal objet O de la caméra, il n’y a besoin que d’une
direction et d’un angle pour le définir. Le cône, et donc l’ellipse, sont complètement
décrits par trois paramètres : ainsi, la projection perspective d’une sphère est un
type particulier d’ellipse, avec non pas cinq degrés de liberté, mais trois.
Dans cette section, nous nous intéressons à la projection perspective d’une
branche squelettale. L’idée de cette section est de montrer que, en l’absence d’auto-
occultation, la projection perspective d’une surface canal est un ensemble d’ellipses,
toutes possédant deux points de tangence avec la frontière de la forme. De la même
façon que pour la projection orthographique, nous nous intéressons d’abord aux
points d’une boule maximale de la branche, dont l’image peut être au bord de la
forme 2D. Ces points peuvent être décrits comme l’intersection de deux cercles sur
la boule. Ainsi,
1. Nous rappelons les descriptions des cercles caractéristique et de projection.
2. Nous décrivons leur intersection, et montrons que dans le cas où cette in-
tersection est vide, on a une auto-occultation locale.
3. Nous décrivons les auto-occultations globales du cas perspectif.
Tout comme pour le cas orthographique, nous supposons que nous avons une
surface canal décrite par un chemin définissant la courbe des centres C, de coordon-
nées c dans le repère caméra, et de fonction de rayon r. De plus, nous supposons
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que la courbe des centres est paramétrée par l’abscisse curviligne, c’est-à-dire que
pour tout t, ‖−−−→C ′(t)‖ = 1, et qu’elle ne possède aucune singularité au sens implicite,
ce qui implique que pour tout t, (r′(t))2 < 1.
1. Cercle caractéristique et cercle de projection
Pour rappel, le cercle caractéristique en t est décrit par l’intersection de la




P ∈ R3, (P − C(t)) · −−−→C ′(t) + r(t)r′(t) = 0
}
.
De plus, le cercle de projection correspond à l’intersection de S(C(t), r(t)) avec














où O est l’origine du repère caméra.
Tout comme pour la projection orthographique, les seuls points dont la projec-
tion peut être un point de tangence entre l’ellipse et le bord de la forme projetée
sont des points appartenant à la fois au cercle caractéristique et au cercle de
projection (cf. Figure 3.15(a)). Ces points appartiennent donc nécessairement à
l’ensemble suivant :
E(C, r)(t) = S(C(t), r(t)) ∩∆(C, r)(t) ,
où :














En général, l’ensemble E(C, r)(t) contient deux points, ce qui implique que
l’ellipse projetée peut être une ellipse maximale à l’intérieur de la projection. Ce-
pendant, deux phénomènes peuvent rendre l’ellipse non maximale. Si cet ensemble
contient moins de deux points, on a affaire à une auto-occultation locale, que nous
décrivons dans le prochain paragraphe. Une auto-occultation globale (que nous
décrivons par la suite) peut aussi survenir : celle-ci cache la projection des points
de E(C, r)(t) par une autre ellipse.
2. Auto-occultations locales
De la même façon qu’une auto-occultation locale intervient dans le cas or-
thographique, elle peut également intervenir dans le cas perspective quand l’en-
semble ∆(C, r)(t) ne possède pas d’intersection avec la sphère S(C(t), r(t)) (cf. Fi-
gure 3.15(b)). Ceci correspond au cas où le cercle caractéristique et le cercle de
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projection perspectif ne s’intersectent pas. Ceci peut arriver, tout comme pour le
cas orthographique, si l’angle entre la direction de projection
−−−→
OC(t) et la direction
tangente à la courbe
−−−→









(b) Avec auto-occultation locale
Figure 3.15 – Illustration de l’auto-occultation locale dans le cas perspectif.
L’auto-occultation locale est présente lorsque le cercle caractéristique (en vert)
et le cercle de projection (en rouge) ne s’intersectent pas. On a représenté sur
ces deux figures la sphère S1 = S(C(t), r(t)) en bleu foncé. Le plan caractéris-
tique Π˜ = Π˜(C, r)(t) intersecte cette sphère en un cercle caractéristique, en rouge.
Le cercle de projection de S1 = S(C(t), r(t)) est son intersection avec la sphère
S2 = S(0,
√
‖c(t)‖2 − r(t)2). Enfin, l’ensemble ∆ = ∆(C, r)(t), en cyan, est un
cercle sur la sphère S2 = S(0,
√
‖c(t)‖2 − r(t)2), et est l’intersection de cette sphère
avec le plan caractéristique Π˜ = Π˜(C, r)(t).
3. Auto-occultations globales
Les auto-occultations globales interviennent quand la surface se cache elle-
même, du point de vue considéré (cf. Figure 3.16). Pour une valeur de t, l’ellipse
associée à la sphère de centre C(t) et au rayon r(t) subit une occultation si la pro-
jection Q d’un point P de E(C, r)(t) est à l’intérieur d’une autre ellipse, projection
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de la sphère S(C(t0), r(t0)) associée au paramètre t0 :








Cette analyse nous permet d’exposer dans la section suivante un algorithme,
permettant d’estimer la projection perspective d’un squelette.
Figure 3.16 – Auto-occultation globale d’une surface canal, pour une vue pers-
pective.
3.3 Squelettisation perspective de Voronoï
Nous venons de montrer que, contrairement au cas orthographique, la projec-
tion perspective d’un squelette ne correspond pas au squelette de la projection. En
effet, nous avons montré que la projection perspective d’une boule a pour contour
une ellipse particulière, qui est définie par l’intersection d’un cône tangent à la
boule avec le plan d’équation z = f . En connaissant les paramètres de la projec-
tion perspective, cette ellipse peut être décrite par seulement trois paramètres, et
non cinq. Nous avons montré de plus que si aucune auto-occultation n’est pré-
sente, la projection perspective d’une boule maximale d’un squelette curviligne 3D
a pour contour une ellipse bitangente à la frontière du contour, donc maximale.
En nous appuyant sur ces constatations, nous pouvons à présent définir le
squelette perspectif d’une forme 2D, comme l’ensemble des ellipses maximales
à l’intérieur de cette forme, sous la connaissance des paramètres d’une projection
perspective donnée. Le squelette perspectif ainsi défini correspond à la projection
perspective d’un squelette curviligne 3D, tout comme le squelette orthographique
correspond à la projection orthographique d’un squelette curviligne 3D.
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Dans cette section, nous présentons une contribution : un algorithme de sque-
lettisation perspective, qui correspond à une amélioration de la squelettisation de
Voronoï en prenant en compte le cas perspectif. Ainsi, cet algorithme estime la
projection perspective d’un squelette curviligne 3D. L’axe de ce squelette est dé-
fini comme l’ensemble des projections des centres des boules 3D, et on associe à
chaque point de l’axe l’angle du cône correspondant.
Nous présentons dans un premier temps l’algorithme de squelettisation pers-
pective proposé, puis nous présentons un ensemble de résultats pour l’évaluer.
Nous supposons que nous avons étalonné la caméra associée à la projection pers-
pective, et donc que nous connaissons ses paramètres intrinsèques αu, αv, u0 et v0
(cf. Section 3.2.1).
3.3.1 Algorithme
Dans cette section, nous exposons un algorithme permettant d’estimer les el-
lipses maximales, à partir d’une forme 2D exprimée dans le plan image. L’idée est
de se servir du fait que, pour toute sphère S (A, ρ) de centre A et de rayon ρ, il
existe un cercle sur la sphère unité dont la projection sur le plan image corres-
pond à l’ellipse, projection de la sphère. Ce cercle de la sphère unité est décrit par








comme montré dans la Section 3.2.2. Ainsi, au lieu d’estimer les ellipses maximales
dans le plan image, nous estimons les cercles maximaux correspondant sur la sphère
unité, de centre le point principal image de la caméra (cf. Figure 3.17).
Pour ce faire, nous nous inspirons d’une des méthodes de squelettisation les
plus utilisées, qui est la squelettisation de Voronoï [82], présentée au chapitre 2
(Section 2.2.2). Pour rappel, cette méthode prend en entrée un contour discret
de la forme, c’est-à-dire un ensemble de points, qui sont utilisés pour construire
un diagramme de Voronoï. L’ensemble des segments du diagramme de Voronoï à
l’intérieur de la forme constitue l’axe médian interne, et de façon identique, l’en-
semble des segments à l’extérieur de la forme constitue l’axe médian externe associé
à la forme (cf. Figure 3.18). Notons ici que chaque cercle maximal passe par non
pas deux points du contour mais trois, car il ne constitue qu’une approximation
du squelette réel de la forme. En nous inspirant de cette méthode de squelettisa-




Figure 3.17 – Squelettisation sur la sphère unité. L’idée de notre algorithme d’es-
timation d’un squelette perspectif est d’estimer des cercles maximaux de la forme
projetée sur la sphère unité centrée en O. En effet, le contour de la projection pers-
pective d’une boule sur le plan d’équation z = f est un type particulier d’ellipse,
et la projection de cette même sphère a pour contour un cercle sur la sphère unité
centrée en O. De plus, ce cercle a pour propriété d’être la projection de l’ellipse
précitée. Il est donc équivalent d’estimer des cercles maximaux dans la forme pro-
jetée sur la sphère ou d’estimer des ellipses maximales dans la forme projetée sur
le plan d’équation z = f .
Figure 3.18 – Estimation du squelette par la squelettisation de Voronoï. La sque-
lettisation de Voronoï consiste à estimer un diagramme de Voronoï à partir des
points de la frontière. Les segments du diagramme de Voronoï à l’intérieur de la
forme constituent l’axe médian interne, et les segments à l’extérieur de la forme
constituent l’axe médian externe. Comme on peut le voir sur cette figure, l’échan-
tillonnage des points du contour a une grande influence sur la précision du squelette
estimé. Image tirée de [107].
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Algorithme 2 : Estimation d’un squelette perspectif
Données : Fd ⊂ R2 : contour discret de la forme 2D dans le plan image
Résultat : Cp : ensemble discret de cônes
1 Construction de F : projection des points de Fd sur la sphère unité
2 Tétraédrisation de Delaunay sur F ∪ {O}
3 Calcul d’un cône pour chaque tétraèdre
Première étape de l’algorithme 2 : On estime l’ensemble F , projection
des points de Fd sur la sphère unité. Soit un point image de Fd de coordon-
nées (u, v)t, l’expression des coordonnées de ce point dans le repère canonique








. On peut ainsi retrouver l’antécédent








. Ceci permet de donner les coordonnées b du point B ∈ F
dans le repère caméra, projection de B′ sur la sphère unité de centre O :
b =
(x, y, f)t√
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avec αu = fku et αv = fkv.
Deuxième étape de l’algorithme 2 : On effectue la tétraédrisation de De-
launay de l’ensemble F ∪{O}. On construit ainsi des tétraèdres dont les sommets
sont le point O, centre de la sphère unité, et les points B1, B2 et B3.
Dernière étape de l’algorithme 2 : On considère chaque triplet B1, B2 et B3
à partir duquel on peut construire, de façon équivalente :
— un cercle sur la sphère unité (cf. Figure 3.19);
— un cône de sommet O passant par B1, B2 et B3;
— une ellipse dans le plan d’équation z = f , passant par les trois points B′1,
B′2 et B
′
3, projections respectives de B1, B2 et B3 sur le plan d’équation
z = f .
L’utilisation d’une tétraédrisation de Delaunay nous permet de trouver les
cônes maximaux (c’est-à-dire les plus ouverts possible, ne contenant aucun autre
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point), donc les ellipses maximales, de la projection de la forme dont nous cher-
chons le squelette perspectif. De plus, cet algorithme a pour avantage de donner
une topologie au squelette perspectif construit : nous connaissons l’ordonnance-
ment des ellipses, c’est-à-dire les liens topologiques entre les différentes ellipses
composant le squelette. À présent, pour montrer que cet algorithme fourni bien
des ellipses maximales dans la forme projetée, nous allons montrer que pour chaque
tétraèdre construit :
1. Le point O, origine du repère caméra, est un sommet du tétraèdre.
2. On peut construire un cône d’origine O passant par les 4 sommets du té-
traèdre.
3. Le cône construit correspond à une ellipse maximale sur le plan d’équation










Figure 3.19 – Illustration des étapes de l’algorithme de squelettisation de Voro-
noï perspectif. L’algorithme de squelettisation perspective de Voronoï consiste à
projeter les points B′i de la frontière depuis le plan d’équation z = f sur la sphère
unité ayant pour centre O, l’origine de la caméra. On calcule ensuite la tétraédri-
sation de Delaunay sur l’ensemble des points Bi de la sphère, ainsi que O. Chaque
tétraèdre estimé (l’un d’eux est montré en rouge) donne lieu à la construction d’un
cercle sur S(O, 1) (en bleu), et donc donne une ellipse maximale de la forme.
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1. Chaque tétraèdre comprend O parmi ses sommets
Par l’absurde : Soit un tétraèdre T , résultant de la tétraédrisation. Supposons
que O ne soit pas un sommet de T . La tétraédrisation est telle qu’il existe une
unique sphère S passant par les quatre sommets de T et que cette sphère ne
contienne aucun autre point que les quatre sommets du tétraèdre. Par construction,
tous les points autres que O sont sur la sphère unité, or la sphère unité n’est pas
une sphère maximale de l’ensemble F ∪ {O}, car la boule associée contient O.
Les quatre sommets appartiennent donc à l’intersection entre la sphère unité et la
sphère S, qui est un cercle. Or il n’est pas possible de construire une sphère de
façon unique à partir d’un cercle : nous aboutissons à une contradiction, donc O
est nécessairement un des sommets du tétraèdre T . 
2. Construction d’un cône d’origine O à partir de chaque tétraèdre
Supposons que nous ayons un tétraèdre T issu de la tétraédrisation de Delau-
nay. Celui-ci a pour sommets O, de coordonnées o, ainsi que B1, B2 et B3, de
coordonnées respectives b1, b2 et b3, appartenant à l’ensemble F . À T est associé
une unique sphère S de centre A, passant par tous les sommets du tétraèdre. On
va construire un cône passant par O et par le cercle, intersection entre S et la
sphère unité de centre O.
Par construction, B1, B2 et B3 appartiennent à ce cercle. On montre que le
cône recherché a pour axe (OA). Pour ce faire, on montre que les angles ÂOB1,
ÂOB2 et ÂOB3 sont tous égaux. Pour commencer, chaque point ainsi que l’origine
du repère appartient à la sphère de centre A.
∀i ∈ {1, 2, 3} , ‖bi − a‖2 = ‖a− o‖2
∀i ∈ {1, 2, 3} , ‖bi‖2 − 2bi · a+ ‖a‖2 = ‖a‖2, car o = (0, 0, 0)t
∀i ∈ {1, 2, 3} , 1− 2bi · a = 0, car ‖bi‖ = 1
∀i ∈ {1, 2, 3} ,bi · a = 12
∀i ∈ {1, 2, 3} ,bi · a‖a‖ =
1
2‖a‖ .
















De cette façon, chaque tétraèdre permet la construction d’un cône dont le sommet
est l’origine du repère caméra, qui intersecte le plan d’équation z = f en une
ellipse.
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3. L’ellipse formée par l’intersection du cône et du plan d’équation z = f
est maximale
Il nous reste donc à montrer que l’ellipse, intersection du cône avec le plan
image, est maximale dans l’ensemble F . Nous venons de montrer que les trois
points B1, B2 et B3 sont sur le cône. Par conséquent, leur projections centrales
sur le plan d’équation z = f sont nécessairement sur l’ellipse. Pour montrer que
l’ellipse est maximale, il nous faut montrer qu’aucun point de F ne peut se trouver
strictement à l’intérieur du cône.
Par l’absurde : Supposons qu’il existe un point B de F situé strictement




















2‖a‖‖b‖ , car b ∈ F donc B ∈ S(O, 1) et ‖b‖ = 1
2b · a > 1
2b · a > ‖b‖2
‖a‖2 > ‖b‖2 − 2b · a+ ‖a‖2
‖a‖2 > ‖b− a‖2 ,
ce qui signifie que le point B est inclus strictement dans l’intérieur de la sphère
S. Ceci est une contradiction, car la sphère S est construite de telle sorte que son
intérieur ne contienne strictement aucun point de F . 
Nous sommes ainsi assurés que notre algorithme nous donne un ensemble d’el-
lipses maximales. Par un raisonnement similaire, toute ellipse maximale sera repré-
sentée par un tétraèdre. L’algorithme que nous proposons donne donc l’ensemble
des ellipses maximales associées à la discrétisation d’une frontière. Cet ensemble
d’ellipses maximales représente ici le squelette dit perspectif que nous recherchons.
De plus, le fait d’avoir utilisé une tétraédrisation de Delaunay nous donne les liens
entre les différents cônes composant le squelette : en effet, deux cônes sont voisins
si, les triplets de points {Bi}i=1,2,3 et {Bj}j=4,5,6 ayant servi à les construire ont
deux points en commun. De plus, la topologie du squelette est conforme à celle de
la forme, comme dans l’algorithme original [82].
Nous venons de présenter notre contribution : un algorithme estimant le sque-
lette perspectif d’une forme 2D donnée. Celui-ci est composé d’un ensemble d’el-
lipses maximales, à l’intérieur de la forme, en connaissant les paramètres de la
projection perspective. Cet algorithme est basé sur une tétraédrisation de Delau-
nay, et possède les mêmes propriétés que la squelettisation de Voronoï classique, à
savoir la topologie cohérente avec la forme squelettisée.
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Cette méthode possède plusieurs avantages par rapport aux méthodes de l’état
de l’art. Dans un premier temps, elle traite de la projection perspective, contraire-
ment à d’autres méthodes qui estiment la projection orthographique d’un squelette
[72]. Elle a aussi pour avantage d’être indépendante du rayon estimé de la forme.
En effet, la méthode la plus proche est celle de Caglioti et al. [18, 19], qui estime
le squelette 3D d’une surface canal à rayon constant. Cette absence de contrainte
sur le rayon permet l’estimation, dans un prochain chapitre, du squelette curvi-
ligne d’un objet 3D. Dans la prochaine section, nous présentons des résultats de
squelettisation perspective, que nous comparons à des projections perspectives de
squelette.
3.3.2 Résultats
Dans cette section, nous présentons des résultats obtenus par l’algorithme 2
de squelettisation perspective de Voronoï. Nous supposons ici que nous avons en
entrée une forme exprimée par une matrice S ∈ Mh,l(J0; 1K]), avec h la hauteur
de l’image, et l sa largeur. Pour chaque case (i, j) de la matrice (avec 0 ≤ i < h
et 0 ≤ j < l), on associe un pixel carré, dont les coins opposés sont les points de
coordonnées (i, j)t et (i + 1, j + 1)t dans le repère image. La forme donnée par la
matrice est donc l’union des carrés du plan image dont la valeur associée dans S est
1. Avant d’exposer les résultats de la squelettisation, nous exposons une méthode
simple pour estimer un contour Fd associé à cette forme, dans le repère image.
Nous comparons ensuite sur des images de synthèse la squelettisation perspective
et la squelettisation orthographique.
Estimation du contour de la forme
Figure 3.20 – Estimation du contour d’une forme représentée par une matrice de
pixels. Pour estimer le contour, on prend chaque pixel à l’intérieur de la forme (en
bleu), et on observe ses quatre voisins. Si un de ses quatre voisins n’est pas dans
la forme, on ajoute un segment de contour (en rouge).
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Pour estimer le contour de la forme donnée par la matrice S, nous utilisons ici
un algorithme très simple, présenté en Figure 3.20. On peut ainsi constituer un
graphe Fd représentant le contour de la forme, dans le repère image.
Évaluation
Dans ce paragraphe, nous comparons la squelettisation perspective avec la sque-
lettisation orthographique. Pour ce faire, nous utilisons un ensemble de 23 surfaces
canal, modélisées par des B-Splines C et r cubiques (de continuité C 2), que nous
projetons selon 5 points de vue chacun. Nous avons ainsi 115 images de surfaces
canal, associées à la projection de la fonction de centres.
Pour évaluer la pertinence de la squelettisation perspective, nous estimons pour
chaque image un squelette perspectif et un squelette orthographique. Nous compa-
rons ensuite chaque squelette estimé à la branche squelettale associée, en évaluant
la distance de Fréchet entre l’axe du squelette estimé, et la projection de la courbe
des centres. Pour rappel, la distance de Fréchet entre deux courbes associe à chaque
point des deux courbes la distance minimale à l’autre courbe, puis prend le maxi-
mum de toutes ces distances.
(a) Projection perspective du squelette
(b) Squelette brut (c) Squelette élagué
Figure 3.21 – Illustration du bruit induit par la squelettisation de Voronoï. La
squelettisation de Voronoï implique l’apparition d’une grande quantité de branches
inutiles, qu’il est nécessaire d’élaguer pour obtenir un squelette exploitable. Ici,
nous utilisons l’algorithme de scale-axis-transform.
Il est connu que le squelette obtenu par Voronoï est systématiquement bruité
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(cf. Figure 3.21) : ainsi, de nombreuses branches inutiles apparaissent sur le sque-
lette (une branche apparaît pour chaque discontinuité convexe de la dérivée du
contour). Ainsi, nous avons décidé d’évaluer à la fois le squelette brut obtenu
par Voronoï, et le squelette élagué par scale-axis-transform [51] : son principe est
d’agrandir le rayon de chaque boule d’un facteur d’échelle s, et de supprimer les








93, 3 93, 3
Squelettisation avec
scale-axis-transform
s = 1, 1
5, 4 9, 3
Squelettisation avec
scale-axis-transform
s = 1, 2
4, 0 7, 8
Squelettisation avec
scale-axis-transform
s = 1, 3
3, 5 7, 1
Table 3.1 – Évaluation de la proximité des squelettes perspectif et orthographique
avec la projection perspective d’une branche squelettale, sur 115 échantillons. Ici,
chaque échantillon représente une image (de taille 800×600 pixels) de la projection
d’une forme, et la projection de son squelette, qui sert de vérité terrain. On estime le
squelette, perspectif et orthographique, associé à une forme 2D, avant d’en évaluer
la distance maximale (en pixels) à la vérité terrain. Afin d’enlever les branches
inutiles, nous utilisons une méthode d’élagage appelée scale-axis-transform, que
nous exposons dans le chapitre suivant.
Les résultats de cette évaluation sont indiqués dans le tableau 3.1, et un exemple
est présenté en Figure 3.22. Lorsque le squelette est élagué, on constate que quel
que soit le paramètre d’élagage, la squelettisation perspective est systématique-
ment plus proche du squelette de départ que la squelettisation orthographique.
On vérifie ainsi que la projection perspective du squelette est différente du sque-
lette de la projection (cf. Figure 3.23). Enfin, on constate l’égalité des erreurs
lorsque le squelette n’est pas élagué, ceci est dû au bruit sur le squelette : en
effet, chaque cassure convexe de la continuité de la dérivée du contour entraîne










s = 1, 1
Squelettisation avec
scale-axis-transform
s = 1, 2
Squelettisation avec
scale-axis-transform
s = 1, 3
Figure 3.22 – Illustration des squelettes estimés pour chaque branche 3D. On
estime le squelette perspectif et le squelette orthographique, avec différents niveaux
d’élagage par scale-axis-transform.
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(a) Projection perspective du squelette
(b) Squelettisation orthographique (c) Squelettisation perspective
Figure 3.23 – Comparaison entre la squelettisation orthographique et la squelet-
tisation perspective. La différence principale entre les deux squelettes se situe au
niveau du coude. Pour la squelettisation orthographique, ce coude est estimé au
mauvais endroit, et une nouvelle branche est apparue. Pour la squelettisation pers-
pective, ce coude est bien estimé. On peut aussi constater que les deux squelettes
estimés possèdent des branches plus longues que le squelette initial : ceci est dû
au bruit sur le squelette, qui est difficile à séparer d’un détail sur la forme.
Nous montrons les influences des auto-occultations locales (cf. Figure 3.24) et
globales (cf. Figure 3.25) sur l’estimation du squelette. Ainsi, on voit pourquoi il
est nécessaire de les éviter pour obtenir une bonne estimation du squelette. De plus,
on peut constater que les auto-occultations globales ont plus souvent des consé-
quences néfastes que les auto-occulations locales. En effet, elles s’accompagnent
systématiquement d’une modification de la topologie du squelette estimé.
Pour finir, précisons que tout comme pour la squelettisation de Voronoï clas-
sique, la squelettisation perspective de Voronoï tient compte du fait que le sque-
lette peut être composé de plus d’une branche (cf. Figure 3.26). Ainsi, le squelette
perspectif représente bien la topologie de l’objet squelettisé.
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Figure 3.24 – Deux exemples de l’effet des auto-occultations locales sur le sque-
lette estimé. La première colonne représente la projection perspective de deux
squelettes, et la seconde montre les squelettes perspectifs estimés. En haut, cet
effet est mineur : le squelette estimé est raccourci par rapport au squelette initial.
En bas, l’effet est plus important, il modifie la topologie de la branche du squelette.
Figure 3.25 – Effet des auto-occultations globales sur la squelettisation. La pre-
mière colonne représente la projection perspective de deux squelettes, et la seconde
montre les squelettes perspectifs estimés. Cet effet s’accompagne systématiquement
d’une modification de la topologie, comme sur les figures ci-dessus.
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Figure 3.26 – Prise en compte de multiples branches par l’algorithme.
3.4 Conclusion
Dans ce chapitre, nous avons introduit l’utilisation d’un nouveau type de sque-
lette curviligne dit projectif, le squelette perspectif. Ce squelette correspond à une
généralisation du squelette classique, dit orthographique. En effet, le squelette or-
thographique correspond à la projection orthographique d’un squelette curviligne.
Comme la projection orthographique d’une sphère est un cercle, il peut être es-
timé, à partir de la forme projetée, par une squelettisation classique. Nous avons
aussi énoncé les limites de cette estimation, qui interviennent dans le cas où une
auto-occultation, locale ou globale, est présente.
Le squelette perspectif, quant à lui, correspond à la projection perspective d’un
squelette curviligne. Il ne peut pas être estimé par une squelettisation classique, car
la projection perspective d’une sphère n’est pas un cercle, mais une ellipse particu-
lière. Nous avons ainsi proposé un algorithme de squelettisation, basé sur la sque-
lettisation de Voronoï, permettant d’estimer ce squelette perspectif, en connaissant
les paramètres de la caméra. Ce squelette prend de plus en compte la possibilité
d’un squelette doté de plusieurs branches. Cette contribution a fait l’objet d’un
article à la conférence 3DV 2015 [39].
Cependant, une limite intervient pour la squelettisation de Voronoï, qu’elle soit
classique ou perspective. En effet, cette méthode de squelettisation, appliquée à
des images rastérisées, crée de nombreuses branches inutiles, dues au bruit. Dans
ce chapitre, nous avons utilisé un algorithme d’élagage, le scale-axis-transform,
pour nous débarrasser des branches inutiles. Cependant, la limite principale de cet
algorithme (comme pour beaucoup d’algorithmes d’élagage) est de ne pas tenir
compte de la forme de départ, et donc de potentiellement perdre des informations.
Nous voyons dans le chapitre suivant comment supprimer ces branches bruitées, en
proposant un algorithme d’estimation du squelette, robuste au bruit, notamment




Dans le chapitre précédent, nous avons étudié comment estimer des squelettes
perspectifs, c’est-à-dire résultant de la projection perspective d’un squelette curvi-
ligne, à partir d’une méthode originale de squelettisation utilisant un diagramme
de Voronoï 3D. Comme la méthode de squelettisation classique basée sur les dia-
grammes de Voronoï 2D, nous avons observé une des limites de cette méthode de
squelettisation : elle a tendance à générer des branches squelettales inutiles quand
du bruit est présent sur le contour de la forme à squelettiser. Il est aussi nécessaire
de distinguer bruit et détail : un détail est informatif, et peut par exemple révéler
un défaut dans une pièce mécanique numérisée (en comparant au squelette voulu
[35], cf. Figure 4.1). Ainsi, nous souhaitons ici pouvoir faire la distinction entre le
bruit sur le squelette, et un détail de la forme.
(a) Squelette d’un cylindre sans défaut (b) Squelette d’un cylindre avec un défaut
Figure 4.1 – Utilisation du squelette pour la détection d’un défaut sur une forme.
Comme le squelette est très sensible aux variations du contour, on peut évaluer
les défauts d’une forme donnée en estimant son squelette, et en le comparant au
squelette attendu. Ici, le défaut sur le cylindre à droite est mis en valeur par
l’apparition de deux branches supplémentaires sur le squelette. Ce principe peut
être utilisé en 3D pour la détection de défauts sur une pièce mécanique, après
l’avoir scannée. Cependant, cela suppose que l’on arrive à faire la distinction entre
un défaut sur la forme, c’est-à-dire un détail, et le bruit dû au scan de l’objet 3D.
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Dans ce chapitre, nous étudions la problématique du bruit squelettal, qui est un
problème récurrent de la squelettisation. En effet, le squelette est un objet sensible
au bruit, et une petite modification du contour de la forme peut engendrer une
grande modification dans sa structure. C’est pourquoi le bruit sur le contour de la
forme peut être à l’origine de nombreuses branches peu informatives.
Dans un premier temps, nous présentons diverses méthodes pour élaguer un
squelette, c’est-à-dire pour supprimer un certain nombre de branches inutiles, en
Section 4.1. Nous montrons que ces approches nécessitent la plupart du temps un
ou des paramètres, qu’il est difficile de choisir et dont le choix influence fortement
la qualité du résultat. De plus, nous montrons que ces méthodes ne remettent pas
en cause les algorithmes classiques de squelettisation. Nous proposons donc dans
un second temps une nouvelle méthode de squelettisation, prenant en compte le
bruit sur le contour, pour estimer un squelette 2D, en Section 4.2. Cette méthode
consiste à déplacer un cercle à l’intérieur de la forme, en « forçant » le contact au
contour. Enfin, nous montrons comment adapter cette méthode à la squelettisation
perspective en Section 4.3, pour obtenir une squelettisation perspective robuste au
bruit.
4.1 Problématique : bruit squelettal
Le bruit squelettal est dû au fait que le squelette est très sensible à une va-
riation sur le contour. En effet, l’apparition d’une petite « bosse » sur un contour
entraîne l’apparition d’une branche supplémentaire de squelette (cf. Figure 4.2(a)).
De même, l’apparition d’un angle sur la frontière de l’objet provoque systématique-
ment l’apparition d’une branche du squelette allant jusqu’au sommet de l’angle.
Par conséquent, lorsque l’on effectue une squelettisation d’une forme rastérisée,
c’est-à-dire issue d’une image composée de pixels, on s’expose à l’apparition d’un
grand nombre de branches non significatives (cf. Figure 4.2(b)), puisque la frontière
possède de très nombreux angles. Notons que le bruit affecte aussi bien les données
2D que 3D. Par exemple, en 3D, les nuages de points scannés sont généralement
bruités, même faible, à cause de l’imprécision du scanner. Avoir une approcha ro-
buste est donc souvent nécessaire quand on cherche à effectuer une squelettisation.
Ainsi, le pruning, ou élagage, permettant de réduire le bruit affectant un squelette,
est un problème étudié depuis longtemps [100].
Les méthodes de simplification du squelette sont nombreuses dans l’état de
l’art, et peuvent consister en une modification de la forme de départ pour empê-
cher l’apparition de bruit [2], en l’application d’un ensemble de filtres sur le sque-
lette estimé [98], ou encore en combinant les deux traitements [80]. Cependant,
si ces méthodes sont variées, on peut tout de même dégager un certain nombres
de tendances, en ce qui concerne les critères permettant de filtrer les boule sque-
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lettales conservées ou supprimées. Ainsi, dans cette section, nous nous intéressons
uniquement aux critères de simplification du squelette, et décrivons l’évolution de
chacun dans la littérature.
(a) Effet d’une petite perturbation du contour sur le squelette
(b) Conséquences de la rastérisa-
tion sur le squelette
Figure 4.2 – Illustration de la sensibilité au bruit du squelette. En (a), on expose
le squelette (en bleu) de deux formes 2D proches. La petite bosse apparue sur la
forme de droite entraîne l’apparition d’une branche de squelette supplémentaire,
quand bien même la différence de forme entre les deux figures n’est pas très impor-
tante. Ceci montre la sensibilité du squelette face au petites variations du contour
d’une forme ainsi que l’impact considérable sur le squelette obtenu, ou encore,
que l’application qui à une forme associe son squelette n’est pas continue (au sens
de la distance de Hausdorff par exemple). En particulier, la rastérisation a des
conséquences sur le squelette. En effet, en (b), on part de la forme avec un contour
noir, et lorsque l’on discrétise cette forme sur une grille de pixels on obtient la
frontière rastérisée en rouge. Alors que l’on pourrait s’attendre à un squelette avec
peu de branches (la forme noire étant un arc de cercle), la rastérisation provoque
de nombreuses « marches », ce qui crée de nombreuses branches supplémentaires,
relativement au squelette initial.
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4.1.1 Critères de simplification du squelette
Dans cette section, nous présentons un ensemble de critères sur les boules
squelettales, utilisés dans l’état de l’art pour obtenir des squelettes simplifiés. Ce
critère peut servir pour élaguer, c’est-à-dire supprimer les boules du squelette ne
respectant pas ce critère, ou encore peut servir à redéfinir le squelette, de façon à
en estimer une version non bruitée.
Chaque critère peut avoir trois zones d’action différentes. En effet, chacun d’eux
peut être :
— ponctuel, en considérant chaque boule du squelette de façon indépendante,
— local, en comparant chaque boule à ses voisines dans le squelette,
— global, et considérer le squelette dans sa totalité, pour par exemple retirer
non pas des boules, mais des branches complètes.
De plus, chaque critère, pour être pertinent, doit faire partie de la même classe
d’homotopie que le squelette de départ. Ici, deux squelettes sont dans la même
classe d’homotopie s’il existe une déformation continue pour passer de l’une à
l’autre, sans déchirer ou raccommoder de morceaux de squelette : en particulier, les
deux squelettes ont le même nombre de cycles, et sont constitués du même nombre
de morceaux. Cette propriété d’homotopie est fondamentale pour le squelette : en
effet, c’est cette propriété qui rend le squelette utile à la reconnaissance de formes.
Nous présentons ici un état de l’art de différents critères possibles pour obtenir
un squelette simplifié. Nous exposons leur évolution, et montrons que chacun des
critères n’est pas cantonné à une seule zone d’action. Nous présentons dans un
premier temps trois critères classiques de l’état de l’art, puis exposons ensuite
d’autres critères, encore peu cités car plus récents.
λ-medial axis
Le λ-medial axis est une définition alternative à l’axe médian 2D, et a été
introduit par Chazal et al. [24, 25]. Il considère l’ensemble Γ(x) des points de la
frontière, les plus proches d’un point x de la forme, et construit la plus petite boule
contenant Γ(x), dont le centre et le rayon sont respectivement notés Θ(x) et F(x)
(cf. Figure 4.3). Il associe ainsi à chaque point x de la forme la valeur F(x). Le
λ-medial axis, relativement à un paramètre λ, est l’ensemble des points x de la
forme tels que F(x) ≥ λ.
Une version discrète, adaptée à la 2D et à la 3D, a été proposée par Chaussard
et al. [22, 23]. La définition proposée s’applique pour les objets 2D sous forme
d’une image binaire et les objets 3D sous forme d’un ensemble de voxels. Ce critère
ponctuel peut cependant mener à des ruptures de la topologie du squelette, et donc
ne pas être homotope au squelette initial (cf. Figure 4.4). Les auteurs proposent
ainsi de l’utiliser comme méthode de thinning (cf. Chapitre 2, Section 2.2.2), pour
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éviter les ruptures de la topologie (cf. Figure 4.5).
Figure 4.3 – Méthode du λ-medial axis. Cette approche propose de retirer les
boules de centre x, en considérant les points Γ(x), points de tangence entre la
boule et la frontière (en rouge) de la forme. Elle consiste à estimer la boule de
centre Θ(x) et de rayon F(x), qui est la plus petite boule contenant Γ(x). Si F(x)
est inférieur à un paramètre λ donné, alors la boule de centre x est retirée du
squelette. Ainsi, on n’utilise pas le rayon R(x) pour prendre la décision de retirer
une boule. Image tirée de [25].
Figure 4.4 – Erreurs engendrées par l’approche du λ-medial axis. Le λ-medial
axis, comme critère ponctuel, peut entraîner des ruptures de la topologie dans le
squelette, et donc donner un squelette non homotope au squelette initial. Image
tirée de [22].
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Le λ-medial axis est donc un critère de redéfinition de l’axe médian. Il a été
introduit comme un critère ponctuel dans les premiers articles (chaque boule étant
considérée indépendamment des autres), puis repris comme critère de thinning,
donc comme critère global. Un point faible de cet algorithme concerne le choix de
la valeur à attribuer à λ. Les auteurs indiquent que cette valeur doit être supérieure
au bruit sur la forme, mais il reste que l’utilisateur doit fixer ce paramètre à sa
convenance.
Figure 4.5 – Utilisation du λ-medial axis comme méthode de thinning. Pour
résoudre les problèmes de non conservation de l’homotopie, Chaussard et al. pro-
posent d’utiliser le λ-medial axis comme méthode de thinning. On voit ici le λ-
medial axis de la même forme, pour différentes valeurs de λ. Image tirée de [23].
Angle de séparation
L’angle de séparation, formé par le centre de la boule et les deux points tan-
gents à la forme (cf. Figure 4.6) [4, 33], est un critère ponctuel d’évaluation d’une
boule du squelette. Plus cet angle est petit, moins la boule est considérée comme
importante pour le squelette. Le θ-simplified medial axis utilise ce critère ponctuel
pour élaguer des squelettes 3D [45]. Cependant, ce critère, comme beaucoup de cri-
tères ponctuels, peut rendre un squelette non homotope au squelette initial. Ainsi,
ce critère est repris par Sud et al. pour définir le θ-homotopy medial axis [105],
toujours en 3D, pour pallier ce problème (cf. Figure 4.7). Ici, pour conserver l’ho-
motopie du squelette, l’idée proposée est de retirer non pas les boules squelettales,
mais des branches ou des feuillets complets, de façon à ne pas briser la topologie du
squelette. On pourra cependant noter une dépendance à l’ordre dans lequel sont
supprimés les éléments du squelette, ce qui signifie que le résultat obtenu n’est pas
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le même suivant l’ordre choisi et qu’il est difficile, voire impossible, de savoir quel
ordre choisir pour obtenir le squelette le plus proche de la forme réelle de l’objet.
Ce critère a aussi été utilisé pour le thinning 2D et 3D, par Couprie et al. [29], afin
de préserver l’homotopie de l’axe médian (cf. Figure 4.8). Il n’est cependant pas
utilisé seul, et est accompagné d’un seuil limitant la taille minimale d’une boule
du squelette.
Figure 4.6 – Principe de l’angle de séparation. L’angle de séparation S(x) est
défini pour tout point x de l’axe médian M . Il est défini comme l’angle p̂1xp2,
avec p1 et p2 les points de tangence entre la boule centrée en x et la frontière de
la forme. Image tirée de [45].
Figure 4.7 – Illustration d’un problème de rupture de la topologie lié à l’utilisation
de l’angle de séparation comme critère ponctuel. À gauche, il est utilisé comme
critère ponctuel : on constate que le squelette (en bleu), est en deux parties, et
n’est donc pas homotope à l’objet. À droite, il est utilisé comme critère global :
le θ-homotopy medial axis simplifie l’axe médian tout en restant homotope au
squelette initial. Image tirée de [105].
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Un des inconvénients principaux de ce critère est le fait que la valeur de seuillage
pour l’angle de séparation doit être trouvée de façon empirique, en fonction des
besoins de l’utilisateur. De plus, il est parfois possible que le bruit induise un angle
de séparation élevé en bout de branche, ce qui peut nécessiter l’utilisation d’un
second filtre (par exemple sur la taille minimale d’une boule, comme en Figure 4.8)
pour améliorer la qualité du squelette obtenu.
(a) Squelette original (b) α = 2.0, r = 0 (c) α = 2.0, r = 64 (d) α = 3.14, r = 100
Figure 4.8 – Méthode de thinning utilisant l’angle de séparation comme critère.
L’angle de séparation peut servir à l’élaboration d’une méthode de thinning, pour
que l’axe médian soit homotope à la forme initiale. On voit ici la squelette original
(à gauche), et le squelette estimé selon différentes valeurs de seuil α (en radians)
pour l’angle de séparation. Un seuil r (en pixels) sur la taille minimale des boules
est aussi appliqué. Image tirée de [29].
Scale-axis-transform
Le scale-axis-transform, dans sa version initiale [51], est un algorithme œuvrant
sur la totalité du squelette 2D pour l’élaguer. Le principe ici est d’effectuer une
première estimation du squelette puis d’agrandir chaque boule du squelette d’un
facteur d’échelle s. Un nouveau squelette est estimé à partir de cette forme agran-
die, ce qui donne un squelette beaucoup plus simple que le premier. Enfin, le rayon
associé à chaque boule du nouveau squelette est réduit du même facteur s, pour
obtenir une simplification du squelette de départ. Certains résultats de l’article
sont présentés en Figure 4.9.
Cet algorithme a ensuite été adapté en 3D par Miklos et al. [79], du fait de sa
simplicité. Le scale-axis-transform souffre cependant de quelques défauts, et des
améliorations ont été proposées par la suite. Par exemple, il est à noter que le sque-
lette simplifié n’est pas un sous ensemble du squelette initial, et peut notamment
ne pas être homotope au squelette initial. Ceci a été constaté par Postolski et al.
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[86], qui ont proposé une amélioration en filtrant le squelette initial plutôt qu’en
estimant un nouveau, appelée le scale filtered euclidean medial axis (SFEMA).
Dans cet algorithme, le critère a donc une zone d’action de l’ordre du voisinage de
la boule considérée.
Figure 4.9 – Illustration du comportement du scale-axis-transform, suivant dif-
férentes valeurs (croissantes de gauche à droite, mais non précisées dans l’article)
du paramètre s. La frontière de la forme est en rouge. La partie verte est la partie
du squelette reconstruite par le squelette simplifié, et la partie grise est la partie
reconstruite par le squelette agrandi. On constate que si la valeur du paramètre s
est trop importante, on perd des informations sur la forme. Image tirée de [51].
Il est aussi difficile de choisir le paramètre d’échelle s correctement, et un choix
automatique de ce paramètre a été proposé par Abiva et al. [1], minimisant la
distance de Fréchet avec la forme originale. Dans tous les cas, un des problèmes
restants est la distinction entre bruit et détail de la forme : une petite excroissance
du squelette est traitée différemment selon la taille du rayon des boules dans son
voisinage.
Critères récents
Nous venons de voir trois critères d’élagage souvent repris dans l’état de l’art.
À présent, nous présentons des critères récents.
97
L’extended distance function de Liu et al. [70] est une mesure sur l’axe médian.
Un critère est déduit de cette mesure, pour évaluer les boules d’un squelette 2D.
En effet, une mesure de chaque boule est estimée, par un principe de feu de prairie :
on allume un feu à chaque extrémité du squelette, et la valeur accordée à chaque
boule dépend du moment où le feu l’atteint (sachant que le feu s’arrête aux in-
tersections du squelette, sauf quand il ne reste qu’un embranchement non brûlé).
Cet algorithme attribue des scores importants aux boules situées au centre du
squelette, et des scores faibles aux boules situées aux extrémités. Même si ce n’est
pas l’objet principal du papier, un élagage peut ainsi être réalisé en supprimant
toutes les boules dont le score est inférieur à un seuil (fixé de façon empirique)
donné : ce critère est donc global. Cette fonction de score sert aussi à faire de la
reconnaissance et de l’alignement de formes. Ces résultats ont été étendus à la 3D
dans [114].
Li et al. proposent la méthode d’élagage dite Q-MAT [69], pour les squelettes
3D. Cet article propose un critère local, ne supprimant pas les boules du squelette,
mais fusionnant des boules voisines. Ainsi, chaque paire supprimée est remplacée
par un seul nœud, en cherchant la boule approximant le mieux la paire, selon une
erreur quadratique. Les segments du squelette sont triés en fonction de l’erreur
induite par leur fusion, et l’algorithme d’élagage conserve uniquement un nombre
de boules fixé par l’utilisateur. Un critère est ajouté pour préserver que le squelette
élagué soit homotope au squelette initial, pour empêcher la perte d’un trou de la
forme. Cette méthode permet d’obtenir des squelettes très simples, mais nécessite
que l’utilisateur fixe le nombre de nœuds voulus à l’avance.
Enfin, le δ-medial axis, proposé par Marie et al. [77], est un critère ponctuel
définissant une méthode de squelettisation réduisant le bruit sur le squelette estimé.
Pour ce faire, cet article définit un critère géométrique, mesurant l’importance
d’une excroissance du contour relativement à une boule donnée. Ce critère est
utilisé pour éviter la création de branches inutiles, et a pour avantage de donner un
squelette homotope à la forme. La seule limite de cet algorithme de squelettisation
provient du fait qu’il s’agit d’une forme de thinning. Ainsi, les nœuds du squelette
sont nécessairement des pixels de l’image, ce qui limite la précision du squelette
relativement à la forme.
4.1.2 Analyse
Dans cette section, nous avons présenté un ensemble de critères d’élagage clas-
siques, le λ-medial axis, l’angle de séparation et le scale-axis-transform, et d’autres
plus récents. Nous avons constaté que ces critères peuvent être utilisés de dif-
férentes manières, en particulier en suivant l’objectif visé : l’élagage, en filtrant
les boules ne respectant pas le critère, ou la squelettisation. De plus, nous avons
montré que la plupart de ces critères pouvaient être utilisés de plusieurs façons dif-
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férentes : ils peuvent être utilisés pour l’élagage, c’est-à-dire pour retirer certaines
boules squelettales une fois le squelette estimé, ou être utilisé pour l’estimation
d’un squelette, par une méthode de thinning. Certains critères peuvent même être
utilisés pour l’élagage de squelettes 3D.
On peut constater toutefois qu’aucun de ces critères ne remet en cause le prin-
cipe même de la méthode de squelettisation. En effet, s’ils sont utilisés comme
filtre, le squelette est supposé déjà estimé, et lorsqu’ils sont utilisés pour définir
une méthode de squelettisation, celle-ci est systématiquement basée sur le thinning.
Or, le thinning est une méthode contrainte par la grille de pixels ou de voxels avec
laquelle est définie la forme : ainsi, en fonction de sa résolution, le squelette va-
rie. De plus, si la forme n’est pas à la base définie par une grille de pixels ou
de voxel, cette méthode de squelettisation n’est plus valable. Enfin, la structure,
c’est-à-dire le graphe, du squelette est implicite et non explicite, ce qui nécessite
une conversion du squelette obtenu par thinning pour faire de l’appariement ou de
la reconnaissance de formes.
Dans la section suivante, nous proposons une méthode de squelettisation ro-
buste au bruit, qui produit un squelette sous forme de graphe, non contraint par
la grille de pixels.
4.2 Squelettisation 2D par propagation
Nous venons d’aborder un des problèmes majeurs liés à l’utilisation des sque-
lettes, c’est-à-dire le bruit squelettal. Ce bruit, consistant en un ensemble de
branches inutiles, est engendré par le manque de robustesse au changement des
approches de construction du squelette, même avec une faible amplitude, sur le
contour de la forme. En effet, la moindre perturbation du contour peut entraîner
la création d’une branche supplémentaire, ce qui donne en particulier un aspect
de « hérisson » au squelette d’une forme rastérisée.
La section précédente a permis de mettre en lumière un certain nombre de
solutions pour corriger le squelette, notamment des techniques dites de pruning,
ou élagage. Cependant, la différence entre bruit et détail est difficile à faire une
fois la squelettisation effectuée, comme montré sur la Figure 4.10. Ceci est dû au
fait que les méthodes d’élagage ne traitent généralement que le squelette, sans
modifier le contour potentiellement bruité de la forme. Par ailleurs, d’autres mé-
thodes proposent de réajuster le bord de la forme à squelettiser, afin de réduire
le bruit sur le squelette [2]. Toutefois, cela ne fait que reporter le problème de la
distinction entre détail et bruit sur ce réajustement. Enfin, comme nous avons vu
en section précédente, peu de méthodes remettent en question les algorithmes de
squelettisation.
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(a) Forme originale (b) Squelette calculé par une méthode de Vo-
ronoï
(c) Squelette élagué par scale-axis-transform,
avec s = 1, 1
(d) Squelette élagué par scale-axis-transform,
avec s = 1, 2
(e) Squelette estimé avec notre méthode
Figure 4.10 – Illustration des différentes techniques d’élagage. L’élagage d’un
squelette ne donne pas toujours des résultats adaptés à la forme initiale ((b),
image issue de la base de données MPEG-7 [65]). Le résultat d’une squelettisation
par l’algorithme de Voronoï est présenté en (b). Comme ce squelette est fortement
bruité, du fait de la rastérisation, un élagage permet d’éliminer une grande partie
des branches. Le résultat d’un élagage par le scale-axis-transform est exposé en (c)
et (d). On constate cependant que certaines parties de la forme initiale (en rouge),
ne sont plus prises en compte par la forme engendrée par le nouveau squelette (en
vert), tandis que du bruit subsiste (visible par exemple au bout des ailes, sous la
forme de branches multiples, surtout en (c)). La méthode de squelettisation que
nous proposons, en (e), restitue la forme squelettisée en minimisant le bruit sur le
squelette.
Dans cette section, nous présentons une méthode de squelettisation, produi-
sant un squelette robuste au bruit (cf. Figure 4.10). Le squelette obtenu est re-
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présenté, sous forme échantillonnée, par un graphe dont les sommets représentent
des boules squelettales et les arêtes donnent l’information de la topologie. Pour ce
faire, sachant qu’un squelette est composé de boules maximales ou bitangentes,
nous propageons des cercles à l’intérieur de la forme, en assurant le contact avec
le contour. Ce contact représente ici les points du contour dont la distance au
cercle est inférieure à un paramètre de bruit σ. Ce paramètre nous sert aussi à
lisser une fonction de distance au bord, pour obtenir un rayon plus représenta-
tif que la simple distance minimale au contour. Notre méthode est exposée par
l’algorithme 3. Le premier paramètre σ de notre algorithme est donc aisé à fixer,
puisqu’il correspond au bruit sur le contour et dans notre cas dépend directement
de la résolution. Le second paramètre, α, correspond quant à lui à la distance de
Hausdorff minimale entre la forme décrite par le squelette et la forme initiale. Il
permet en particulier de déterminer le nombre de directions possibles dans les-
quelles le cercle peut se propager, que nous appelons directions de propagation.
L’influence de ces paramètres sera étudié en Section 4.2.5.
On suppose ici que le bruit sur le contour de la forme provient de la rasté-
risation : ce bruit est donc caractérisé par un écart type σ de l’ordre du pixel,
dans le repère image. De plus, on sait que les pixels de l’image ne sont pas né-
cessairement carrés dans le repère canonique du plan (il peuvent en effet être
rectangulaires, cf. Section 3.1.1). Ceci signifie que tracer un cercle selon le repère
image ou tracer un cercle selon le repère canonique ne sont pas deux actions équi-
valentes (cf. Figure 4.12 pour expliquer visuellement ce phénomène). Ainsi, nous
utilisons la métrique du repère canonique du plan pour mesurer les distances entre
les points, et la métrique du repère image pour mesurer le bruit.
Nous supposons que nous avons à disposition une forme caractérisée par une
matrice de pixels (image binaire), dans le repère image : S ∈Mh,l(J0; 1K]), avec h la
hauteur de l’image, et l sa largeur. On considère que l’on connaît la transformation
reliant le repère canonique R2 au repère image : ψ (cf. Section 3.1.1). Enfin, on
suppose avoir extrait le contour Bd de la forme dans le repère image, comme
présenté dans la Section 3.3.2.
Nous présentons dans un premier temps la fonction de distance lissée, qui donne
le rayon associé à chaque point de la forme, en Section 4.2.1. Nous présentons
dans un second temps la façon dont nous définissons un contact entre un cercle
et le contour de la forme, en Section 4.2.2. Ensuite, nous voyons comment estimer
un premier cercle du squelette, avant de montrer comment propager ce cercle, de
façon à maintenir le contact avec la forme, en Section 4.2.3. Enfin, nous comparons
notre algorithme à la squelettisation de Voronoï, et présentons quelques résultats





Figure 4.11 – Illustration du fonctionnement de l’algorithme de squelettisation
par propagation. Le principe est de déplacer un cercle à l’intérieur de la forme,
en maintenant le contact avec le contour de la forme. Le nombre de contacts
entre le cercle et la forme indique le degré du sommet (pour trois contacts, on a
trois directions possibles, et pour deux contacts, on a deux directions possibles).
Le rayon du cercle est estimé à partir d’une fonction de distance, ici illustrée en
dégradé du bleu pour les rayons faibles au rouge pour les rayons élevés.
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Figure 4.12 – Illustration de l’influence de la métrique attribuée à l’espace sur
le tracé d’un cercle. Selon la métrique où les pixels ont une largeur égale à leur
hauteur, la figure en tirets rouges est un cercle, de rayon 7 pixels (et les deux
segments gras ont la même longueur), et la figure en trait plein bleu est une ellipse.
En revanche, selon la métrique où la feuille sur laquelle est imprimée cette page
mesure 21,0cm par 29,7cm, la figure en tirets rouge est une ellipse, et la figure en
trait plein bleu et un cercle.
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Algorithme 3 : Algorithme de squelettisation par propagation
Données : S : Représentation matricielle de la forme
σ : Bruit sur le contour
α > σ : Distance maximale à la forme engendrée par le squelette
Résultat : S : Squelette de la forme
1 Estimation du contour discret Bd de la forme, dans le repère image
(cf. Section 3.3.2)
2 Estimation de B = ψ−1(Bd), représentation du contour dans le repère
canonique du plan
3 Construction de la fonction fB,σ : R2 7−→ R+ associant une distance lissée
au contour (cf. Section 4.2.1)
4 Estimation du point P0 de coordonnées p0, maximum local de fB,σ
(cf. Section 4.2.1)
5 Création d’une liste lc de centres à propager
6 Insertion de p0 dans lc
7 Tant que lc non vide faire
8 Retrait du premier élément p de lc
9 Construction de C(p, fB,σ(p)), le cercle maximal de centre P de
coordonnées p et de rayon fB,σ(p)
10 Estimation des points de tangence entre C(P, fB,σ(p)) et B, selon la
valeur du bruit σ et la distance maximale au squelette α
(cf. Section 4.2.2)
11 Estimation des cercles voisins de C(P, fB,σ(p)), par propagation
(cf. Section 4.2.4)
12 Ajout des voisins estimés de p dans la liste lc
13 Fin
4.2.1 Fonction de distance lissée
Dans cette section, nous nous plaçons dans un contexte où le contour subit un
bruit. La fonction de distance usuelle, pour l’estimation de squelette, consiste à
mesurer pour chaque point de la forme la distance euclidienne minimale la séparant
d’un point du contour. L’inconvénient de cette fonction est qu’elle perturbe la
représentation d’une forme par son squelette comme le montre la Figure 4.13.
En effet, la forme rastérisée possède un contour nécessairement bruité. En cela,
l’estimation du rayon d’une boule maximale par la fonction de distance classique
s’en retrouve nécessairement bruitée.
Ainsi, dans la littérature, on trouve des travaux proposant d’autres variantes
de fonctions de distance à un contour. Ces fonctions correspondent à la fonction
de distance, que nous venons de définir, modifiée ou adaptée. Par exemple, dans
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[95, 94], des images médicales sont utilisées et il est difficile de distinguer précisé-
ment l’intérieur et l’extérieur de la forme. Pour résoudre ce problème, la solution
proposée est d’utiliser une distance floue, pour prendre en compte ces informations
et ainsi estimer un squelette de la forme. Cependant, ce principe n’est pas adapté
à notre cas, car le modèle initial de la forme est un modèle particulier basé sur la
logique floue : dans ce modèle, on attribue à chaque pixel de l’image une proba-
bilité d’être à l’intérieur de l’objet. Cette squelettisation serait ainsi complexe à
utiliser dans notre cas.
Figure 4.13 – Illustration de la limite de la fonction de distance à un contour
classique. Ici, le cercle noir, dont le centre est représenté par la croix, est rastérisé
(dans cette figure, les pixels sont carrés dans le repère canonique). On extrait un
contour de la forme rastérisée, en rouge. Pour finir, on trace le cercle bleu, de même
centre que le cercle noir, et dont le rayon est donné par la fonction de distance
classique, à savoir la distance minimale à un point du contour. Or, le cercle bleu
passe par seulement quatre points du contour, et son rayon est inférieur à celui
du cercle noir : ceci est dû au fait que la rastérisation induit un contour dont les
points sont tantôt à l’intérieur, tantôt à l’extérieur du cercle. L’estimation du rayon
du cercle noir basée sur sa rastérisation est donc fausse si on utilise la distance
euclidienne.
Nous proposons donc dans cette section de construire une fonction de distance
particulière, correspondant à une version lissée de la fonction de distance classique,
qui permet d’améliorer l’estimation du rayon et donc du squelette. Pour ce faire,
nous présentons tout d’abord comment est construite la fonction de distance clas-
sique, évaluée en un point P . Grâce à celle-ci, nous pouvons construire un premier
cercle de centre P , tangent à la forme. Ce cercle nous sert ensuite à évaluer l’in-
fluence de chaque point du contour sur P , ce que nous voyons dans un second
temps (cf. Figure 4.14). Enfin, nous construisons la fonction de distance lissée, qui
prend en compte non seulement le point le plus proche, mais aussi l’influence de
chaque point du contour.
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Figure 4.14 – Quantification de l’influence de chaque point du contour sur l’esti-
mation du rayon avec l’approche proposée. Pour un centre donné, on estime dans
un premier temps la distance minimale au contour, montrée ici en tirets noirs. Cette
distance minimale sert à construire un cercle, ici en bleu, dont on va mesurer la
distance à chacun des points du contour. En fonction de ces distances mesurées,
les points du contour auront plus ou moins d’influence sur le nouveau cercle. Ici,
les longueurs des segments verts sont plus courtes que les longueurs des segments
oranges, et de fait, les points du contours associés aux segments verts vont avoir
plus d’influence que les points du contour associés aux segments oranges. Les in-
fluences des différents points du contour servent de pondération pour construire le
cercle magenta.
Fonction de distance classique
La transformée de distance classique consiste à estimer pour chaque point P
de coordonnées p de la forme matricielle S la distance minimale au contour. Ainsi,




où le contour B est ici exprimé dans le repère canonique du plan, et non pas le
repère image. Ceci est nécessaire pour estimer la projection d’un squelette.
Nous avons vu que la rastérisation fausse l’estimation de la distance d’un point
au contour : en effet, comme le contour subit un bruit, on ne peut pas considé-
rer que la distance minimum d’un point P dans la forme à un point du contour B
correspond au rayon d’un cercle tangent (cf. Figure 4.13). Ainsi, la fonction de dis-
tance classique n’est pas suffisante pour estimer une carte de distance au contour,
et nous devons prendre en compte plusieurs points du contour pour estimer une
telle carte. Nous voyons donc ensuite l’influence que peut avoir chaque point du
contour sur la valeur de la carte de distance en P .
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Influence des points du contour
Nous construisons le cercle C(p, ρ) avec ρ = dB(p), dans le repère canonique du
plan. Ici, nous estimons l’influence de chaque point du contour, en fonction de sa
proximité à ce cercle. Rappelons que nous supposons que le bruit subi par chaque
point du contour est caractérisé par un écart type σ, de l’ordre du pixel.
Comme nous avons exprimé le bruit σ sur la forme rastérisée S, ceci signifie
que le bruit est exprimé dans le repère image, et non dans le repère canonique du
plan. Ainsi, pour mesurer la proximité d’un point B de coordonnées b du contour
au cercle C(p, ρ), nous exprimons la distance entre ce point et le cercle, mais dans
le repère image, soit :
dC(p, ρ,b) = min
q∈C(p,ρ)
∥∥∥ψ−1(q)− ψ−1(b)∥∥∥ ,
où ψ est la transformation reliant le repère canonique au repère image (cf. Sec-
tion 3.1.1).
Précisons que dans le cas où la transformation ψ préserve les rapports de dis-
tance (ce qui est le cas pour des pixels carrés), elle multiplie chaque distance par
un facteur s, et la fonction dC est simplifiée :
dC(p, ρ,b) =
‖p− b‖ − ρ
s
.
Enfin, il nous reste à proposer une fonction donnant l’influence de chaque point
B, en fonction de sa distance dC(p, ρ,b) au cercle. Pour construire cette fonction,
il faut prendre en compte le fait que les points du contour affectés par le bruit sont
déplacés d’une distance faible par rapport à leur position initiale. Ainsi, les points
du contour proches du cercle ont une probabilité élevée d’être sur le contour du
cercle, et les points éloignés ont une probabilité très faible, presque nulle, d’être
sur ce cercle. Cette fonction doit ainsi être élevée pour les valeurs proches de 0, et
décroître rapidement. Une loi classique pour modéliser ce genre de comportements
est la loi normale. Celle-ci a cependant pour support R, et nous ne manions que
des distances, donc des réels positifs. Nous choisissons donc d’utiliser une loi demi-
normale de paramètre σ, définie sur R et dont le support est R+, de la façon
suivante (cf. Figure 4.15) :









2σ2 dt . (4.1)
Ainsi, l’influence de chaque point B du contour est définie par :
pB,σ = Pσ(dC(p, dB(p),b)) .
Ainsi, chaque point du contour a une influence dépendante de sa distance au cercle







Figure 4.15 – Courbes représentant différentes densités de probabilité de la loi
demi-normale. Nous affichons trois courbes selon les trois valeurs de σ suivantes :
en vert : σ = 0, 1, en rouge : σ = 0, 5, en bleu : σ = 1. Cette densité est nulle pour
les abscisses négatives, et correspond au double de celle de la loi normale d’écart
type σ pour les abscisses positives. La densité de probabilité est élevée pour les
valeurs positives proches de 0, et tend rapidement vers 0. De plus, plus σ est faible,
plus les valeurs significatives de la densité de probabilité se resserrent autour de
0, et plus la loi tend vers une distribution de Dirac. Pour ce cas limite, la distance
est la distance euclidienne.
Construction de la fonction de distance
Nous proposons d’ajuster la distance minimale en insérant une pondération sur








ce qui correspond à une moyenne pondérée des distances entre les points du contour
et le point P . Ici, la pondération sera d’autant plus importante que le point sera
proche du cercle initial C(p, dB(p)), dans le repère image. Ainsi, pour chaque point
de la forme, on peut estimer une distance, et donc un cercle, prenant en compte
le bruit sur le contour.
De plus, plus la valeur de σ est proche de 0, plus la valeur de fB,σ(p) se
rapproche de dB(p) (cf. Figure 4.16). Autrement dit, en l’absence de bruit sur
le contour, la fonction fB,σ est équivalente à la carte de distance euclidienne au
contour.
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Figure 4.16 – Cercle estimé à partir de la fonction de distance lissée, pour plu-
sieurs valeurs de σ. Les flèches désignent, de haut en bas : • le cercle original
(r = 10), • le cercle associé à σ = 1 (r = 9, 89), • le cercle associé à σ = 0, 5
(r = 9, 55), • le cercle associé à la fonction de distance classique (r = 9, 51).
Quand σ se rapproche de 0, le rayon du cercle tend vers le rayon associé à la
fonction de distance classique.
4.2.2 Contact du cercle à la forme
Avant de définir les points du squelette de la forme, nous avons besoin de définir
les points de contact entre un cercle C(p, ρ), de centre le point P de coordonnées
p et de rayon ρ = fB,σ(p), et le contour B. Nous parlons ici de points de contact et
non de points de tangence, car le contour de la forme n’est pas C 1. Les points de
contact désignent ici un ensemble de points « proches » du cercle : en particulier,
tous les points à distance inférieure à σ du cercle sont des points de contact. Les
regroupements connexes des points de contact vont servir à définir des ensembles
de contact, qui donnent les directions pour lesquelles le cercle C(p, ρ) ne peut pas
se propager.
Pour définir les points de contact, nous considérons toujours que le contour
est bruité. L’algorithme 4 expose les étapes à suivre afin d’obtenir les ensembles
{Ti}i=1,...,n, appelés ensembles de contact de C(p, ρ) avec B. Les ensembles de
contact ont pour propriété d’être connexes. Précisons que le bruit σ est défini dans
le repère image, ainsi l’estimation de la distance entre un point du contour et le
cercle C(p, ρ) doit se faire dans le repère image. Dans le cas où la transformation
ψ est une similitude, c’est-à-dire conserve les rapports de longueurs, cette distance
peut être estimée de façon analytique.
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Algorithme 4 : Algorithme de recherche des ensembles de contact
Paramètres : σ : Bruit sur le contour
α > σ : Distance maximum à la forme engendrée par le
squelette
Données : P , ρ = fB,σ(p) : Centre et rayon d’un cercle C(p, ρ) à l’intérieur
de la forme
B : Frontière de la forme (avec topologie)
Résultat : {Ti}i=1,...,n : Ensembles de contact entre C(p, ρ) et B
1 Construction de Bσ : ensemble des points de B dont la distance dC(p, ρ, .)
est inférieure à σ
2 Construction de Bα : ensemble des points de B dont la distance dC(p, ρ, .)
est inférieure à α
3 Construction de {T σ,αi }i=1,...,n : composantes connexes de Bα possédant un
point de Bσ
4 Pour
5 Construction de Ti en érodant T σ,αi de sorte à retirer les points
extrémités non présents dans Bσ
6 Fin i ∈ [1, . . . , n];
L’algorithme proposé découpe l’espace autour du cercle en plusieurs parties
(cf. Figure 4.17). L’espace de largeur σ traduit la prise en compte du bruit :
les points présents dans cette zone sont considérés comme appartenant de façon
certaine à un ensemble de contact. Nous introduisons à présent le paramètre α,
qui sert à définir une zone d’incertitude autour du cercle : cette zone est comprise
entre l’espace de largeur σ et celui de largeur α (cf. Figure 4.17). Cette zone permet
de rendre robuste au bruit l’estimation des composantes connexes, et évite ainsi
l’ajout de multiples branches autour du point du squelette considéré. En effet,
l’ajout de la zone d’incertitude nécessite de prendre en compte le voisinage d’un
point pour prendre la décision de l’inclure ou non dans une composante connexe
étudiée (cf. Figure 4.17). Par la suite, nous notons T σ,αB (P ) l’ensemble {Ti}i=1,...,n
des ensembles de contact au cercle de centre P et le contour B. On range ces
ensembles de contact en les ordonnant en sens direct, selon le repère d’origine P
muni de la base canonique. Les points composants les ensembles de contact sont
ordonnés de la même façon. De cette façon, on peut aisément décrire les espaces
entre les ensembles de contact (cf. Figure 4.17).
Le paramètre α doit ici être choisi pour faire la différence entre un bruit sur
le contour et un détail de la forme (cf. Figure 4.18). En effet, les points situés
au delà de la bande de largeur α sont considérés comme n’appartenant pas à un
ensemble de contact entre C(p, ρ) et B, donc constituent une direction possible
110
de propagation. Ce paramètre définit ainsi la distance maximale entre un cercle
du squelette et un point du contour associé, ce qui représente une distance de
Hausdorff maximale entre la forme rastérisée et sa représentation par squelette.
Dans le cas de l’absence de bruit, α doit prendre la valeur 0 (tout comme σ),
puisque la distinction entre bruit et détail n’a plus lieu d’être : ainsi, on a dans ce
cas un ensemble de contact par point de contact.
α
σ
Figure 4.17 – Représentation de la détection des ensembles de contact entre le
cercle et le contour de la forme. Ici, on découpe la zone autour du cercle estimé avec
la fonction de distance lissée (ici le cercle de plus petit rayon) en trois parties :
la partie verte d’épaisseur r + σ (où r est le rayon du cercle), la partie orange
d’épaisseur α − σ, et la partie externe. Si l’on ne prend en compte que la zone
verte, on obtient 6 ensembles de contact (en vert, 3 en haut, 3 en bas). Le fait
d’ajouter la zone d’incertitude permet de ne compter que 2 ensembles de contact
(tracés en bleu), ce qui est cohérent avec la forme. Ces ensembles sont ordonnés
en sens direct (sens des flèches), et les espaces entre ces ensembles donnent les
directions de propagation possibles. Ici, deux ensembles de contact signifie qu’il y
a deux directions possibles.
La désignation de l’ensemble de contact entre le cercle et la forme nécessite
ainsi l’ajustement d’un paramètre α. Ce paramètre est toutefois aisé à ajuster, car
il correspond directement à la distance de Hausdorff entre la forme induite par le
squelette et la forme initiale. Il permet ainsi d’ajuster finement le niveau de détail
voulu pour le squelette estimé, indépendamment de l’épaisseur de la forme.
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Figure 4.18 – Influence du choix du paramètre α. Ce choix donne la distinction
entre un bruit et un détail. Ici, pour le même contour et pour la même valeur de
σ, deux valeurs différentes pour α sont exposées. À gauche, une valeur de α faible
donne deux ensembles de contact, et le coin en haut à droite est considéré comme
un détail et donc une branche pour le représenter est créée par notre algorithme.
À droite, une valeur de α élevée donne lieu à un seul ensemble de contact, et le
coin en haut à droite est considéré comme un bruit : la boule est considérée comme
une extrémité.
4.2.3 Estimation d’un premier point du squelette
Dans le cas de la carte de distance classique, les points du squelette sont les
points singuliers de la fonction de distance dB, c’est-à-dire les points où la dérivée
de dB n’est pas définie. Ici, comme dB est utilisée pour formuler fB,σ, l’ensemble des
points singuliers Λ de dB correspond exactement à l’ensemble des points singuliers
de fB,σ.
Ainsi, comme premier point du squelette que nous souhaitons construire, nous
choisissons d’estimer un maximum local de la fonction fB,σ. En effet, tout maxi-
mum local est un point singulier de la fonction fB,σ, et assure de s’écarter de tout
bruit. Ainsi, pour estimer un premier point P0 du squelette, nous choisissons aléa-
toirement un point Q0 à l’intérieur de la forme, puis utilisons la procédure suivante









qn+1 = qn + ǫδqn
ρn+1 = fB,σ(qn+1)
avec ǫ un pas de minimisation, suffisamment petit. Alors que la suite (ρn) converge
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vers un maximum local de la fonction fB,σ, la suite (Qn) tend vers l’argument de ce
maximum local. La méthode décrite pour construire les suites (Qn) et (ρn) est une
méthode d’espérance-maximisation. Nous nous arrêtons lorsque ‖δqn‖ est inférieur
à un seuil γ, suffisamment petit (de l’ordre de 0, 01σ). Nous attribuons alors à P0
la dernière valeur de Qn.
Figure 4.19 – L’estimation d’un premier point du squelette se fait par maximi-
sation de la fonction fB,σ, par un algorithme d’espérance-maximisation.
4.2.4 Propagation du cercle
Après avoir estimé le premier point du squelette, nous appliquons l’algorithme 4
pour estimer les ensembles de contact du cercle centré en P . Pour estimer le sque-
lette discret associé à la forme, nous cherchons à présent à estimer les voisins pos-
sibles du point P . En estimant les voisins successifs de chaque point du squelette,
le but est d’aboutir à un squelette défini par un graphe.
Pour chaque cercle du squelette, le nombre d’ensembles de contact nous indique
le degré du nœud associé : par exemple, si un cercle possède deux ensembles de
contact, il a nécessairement deux voisins. De plus, les directions possibles dans
lesquelles se situent les voisins sont les espaces entre les ensembles de contact. Dans
cette section, nous proposons un principe de propagation d’un cercle, assurant que
chaque point du contour soit en contact avec un cercle. Ainsi, la procédure que
nous développons nécessite ces trois conditions :
— Les espaces entre les ensembles de tangence définissent les directions pos-
sibles de propagation.
— Les points du squelette sont sur des singularités de la fonction fB,σ.
— Deux cercles sont voisins si leurs ensembles de contact s’intersectent.
La première condition indique que le prochain point du squelette doit être
dans le secteur du disque maximal centré en P , compris entre deux ensembles de
contact successifs. La deuxième condition contraint le prochain point à être sur
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une singularité de la fonction fB,σ : ainsi, l’estimation du prochain point consiste à
rechercher les singularités de la fonction fB,σ, comprises dans le secteur de disque.
Enfin, la troisième condition est une contrainte sur le point recherché, qui force les
ensembles de contact associés au nouveau cercle à s’intersecter avec les ensembles
de contact du cercle courant. Ceci réduit la zone de recherche pour l’estimation du
nouveau point (cf. Figure 4.20).
(a) (b)
Figure 4.20 – Illustration de la propagation du cercle. Nous présentons le cas de 2
ensembles de contact en (a) et dans le cas de 3 ensembles de contact en (b). Sur la
Figure (a), on propage le cercle rouge vers la droite. Le cercle bleu est validé quand
ses ensembles de contact (rectangles bleus) intersectent les ensembles de contact
du cercle rouge (rectangles rouges). Dans le cas d’un cercle possédant 3 ensembles
de contact (Figure (b)), on a donc trois directions possibles pour la propagation
(dont on retire la direction connue).
Toutefois, dans la zone de recherche, le nombre de candidats possibles pour
l’estimation du prochain point est infini : en admettant que l’on trouve un point
Psuiv vérifiant les conditions énoncées, on pourra toujours trouver un autre candidat
sur la branche squelettale reliant l’ancien point P et le nouveau point Psuiv. Nous
choisissons donc ici de rechercher le point le plus éloigné de P , vérifiant les trois
conditions données. Pour ce faire, on fixe dans un premier temps une distance
d, inférieure au rayon du disque. Cette distance permet la définition d’un arc de
cercle, compris dans la zone de recherche. Nous souhaitons estimer une singularité
de la fonction fB,σ, qui est un candidat pour être un point du squelette.
On sait que l’arc de cercle sur lequel estimer la singularité est formé entre les
angles θ10 et θ
2
0, associés aux points A1 et A2 des ensembles de contact définissant
la zone de recherche (cf. Figure 4.21). Une singularité sur cet arc est un point pour
lequel le gradient de fB,σ n’est pas défini. Pour un angle θ compris entre θ10 et θ
2
0,
on peut estimer le gradient −→v de fB,σ au point Q défini par θ. Il existe alors deux
possibilités :
— L’angle formé entre
−−→
QA1 et
−→v est plus faible que l’angle formé entre −−→QA2
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et −→v .
— L’angle formé entre
−−→
QA2 et











Figure 4.21 – Estimation du prochain point du squelette. Á un cercle donné, on
peut estimer des points de tangence avec le contour de la forme, A1 et A2. Ces
points nous servent à définir une zone dans laquelle le prochain cercle est estimé,
entre les angles θ10 et θ
2
0. Pour di fixé, on recherche la singularité de la fonction
fB,σ, sur le cercle C(P, di) entre les angles θ1j et θ2j . Les vecteurs rouges indiquent
le gradient de la fonction fB,σ. Au point singulier, ce vecteur « change de sens ».







inférieure à ǫθ, contenant l’angle associé au point singulier. Le point Q trouvé sert
à l’estimation d’un cercle de centre Q et de rayon donné par la valeur de fB,σ en
ce point. Le second degré de liberté est la recherche entre les distances d1i et d
2
i .
On va ici chercher le centre le plus éloigné possible de P , tel que les ensembles de
contact du nouveau cercle intersectent les ensembles de contact de P (ici du du
cercle vert, cf. Figure 4.20). Pour ce faire, on effectue une recherche dichotomique
de l’intervalle [d1i , d
2
i ] de largeur ǫd, tel que les ensembles de contact s’intersectent
en d1i mais pas en d
2
i . Nous pouvons ainsi estimer le centre le plus loin possible du
centre initial, respectant la condition d’intersection des ensembles de contact.
Dans le premier cas, on peut en déduire que le point du contour le plus proche
de Q est le point A1 : ainsi, l’intervalle d’angle dans lequel se situe la singularité de
fB,σ(qui est supposée être à égale distance de deux points du contour) est [θ, θ20].
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Dans le second cas, un raisonnement similaire nous montre que cet intervalle est




i ] pour estimer
la singularité de fB,σ. Quand cet intervalle d’angles est suffisamment petit, c’est-à-
dire inférieur à un seuil ǫθ (de l’ordre de
0,01σ
d
), l’angle θ est donné par la moyenne
des angles θ10 et θ
2
0.
Nous venons donc de trouver un point Q, singularité de la fonction fB,σ, can-
didat pour être le prochain point du squelette. Deux possibilités sont alors envisa-
geables :
— Les ensembles de contact associés au cercle de centre Q intersectent les
ensembles de contact associés au cercle de centre P .
— Il n’y a pas d’intersection entre les ensembles de contact associés aux cercles
de centre P et de centre Q.
Dans le premier cas, on en déduit que Psuiv est situé au moins à distance d de
P , et dans le second cas, on en déduit que Psuiv est situé au plus à distance d
de P . À partir de ces constatations, on peut estimer une suite d’intervalles de
distances [d1i , d
2
i ] pour la recherche de Psuiv (cf. Figure 4.21). Quand cet intervalle
de distances est suffisamment petit, c’est-à-dire inférieur à un seuil ǫd (de l’ordre
de 0, 01σ), la distance d est donnée par la moyenne des deux distances d1i et d
2
i .
L’algorithme 5 donne la procédure pour estimer le prochain point.
En recherchant le point le plus loin possible de P , on réduit le nombre de points
représentant le squelette. De plus, en s’assurant de l’intersection entre les ensembles
de contact des deux cercles, nous garantissons que chaque point du contour est en
contact avec un des cercles du squelette. Un seul problème reste encore : pour les
intersections et les extrémités, il est possible que la propagation aille « trop loin »
(cf. Figure 4.22).
Afin d’ajuster au mieux le squelette en ces nœuds, on constate que le centre
Q trouvé ne correspond pas à une singularité de la fonction fB,σ (cf. Figure 4.23).
Ainsi, nous proposons de rechercher la distance d, telle qu’au delà de cette dis-
tance, les points trouvés sur les arcs de cercle ont un gradient bien défini (qui
sont des gradients d’angle faible avec le gradient au point Q), et avant cette dis-
tance, les points trouvés ont un gradient mal défini (et sont des gradients d’angle
faible avec le gradient au point P ). Cette recherche se fait par dichotomie, comme
précédemment.
Grâce à l’algorithme 5, nous pouvons ainsi estimer une approximation d’un
squelette local, autour du point P considéré. En effet, le nombre d’ensembles de
contact nous donne le degré du nœud considéré, donc la topologie du graphe autour
du point. En faisant tendre la distance d10 initiale de l’algorithme 5 vers 0, on peut
en effet obtenir le vecteur tangent au squelette dans la direction donnée. De plus,
comme on ne propage pas les cercles dans les directions autres que celles comprises
entre les ensembles de contact, on s’assure d’avoir un squelette robuste au bruit.
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Enfin, le fait de forcer l’intersection des ensembles de contact de deux cercles
successifs implique que tous les points du contour sont associés à au moins un
cercle : ce faisant, nous n’oublions aucune branche au squelette.
(a) Erreur au niveau d’une extrémité (b) Erreur au niveau d’une intersection
Figure 4.22 – Erreurs possible lors de l’estimation du prochain cercle. Aux ex-
trémités (a) et aux intersections (b), il est possible que le cercle estimé par l’algo-
rithme 5 (en rouge) ne soit pas adapté au contour de la forme. Ceci s’explique par
le fait que cet algorithme cherche le cercle « le plus loin possible » qui intersecte
les ensembles de tangence au contour (symbolisés par les pointillés et les flèches)
du cercle précédent (en bleu), sans se préoccuper de l’ajustement au contour.
(a) Rectification du cercle propagé à une extré-
mité
(b) Zoom sur la zone carrée indiquée en (a)
Figure 4.23 – Rectification des cercles propagés aux extrémités et aux inter-
sections. (a) Pour rectifier l’emplacement d’une extrémité ou d’une intersection
estimée par l’algorithme 5 (cf. Figure 4.22), on détecte, entre le point estimé et le
point précédent, le lieu où le gradient de la fonction fB,σ subit une « brisure ». (b)
En effet, avant cette brisure, le gradient n’est pas défini (ce qui est symbolisé par
une croix), et après la brisure, le gradient est orienté vers le bord le plus proche.
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Algorithme 5 : Algorithme de propagation d’un cercle dans une direction
donnée
Données : P, ρ : Centre et rayon d’un cercle à propager
T1, T2 ∈ T σ,αB (P ) : Deux ensembles de contact successifs
Seuils : ǫd ← 0, 01σ : Précision sur la distance au centre
ǫθ ← 0,01σρ : Précision sur l’angle d’ouverture de l’arc
Résultat : Psuiv, ρsuiv : Centre et rayon du cercle propagé
1 Soient A1 et A2 : dernier point de T1 et premier point de T2, de coordonnées
respectives a1 et a2
2 Soient d00 ← 0, d10 ← ρ
3 Faire
4 di = (d1i + d
1
i )/2
5 θ10 ← arg(a1), θ20 ← arg(a2), θ10 < θ20
6 Faire
7 θj ← (θ1j + θ2j )/2
8 qj ← p+ (di cos(θj), di sin(θj))t

























14 Tant que θ2j − θ1j > ǫθ;
15 θi ← (θ1j + θ2j )/2
16 Construction de Q de coordonnées q← p+ (di cos(θi), di sin(θi))t
17 Estimation des contacts {Si}i=1,...,m du cercle de centre Q et de rayon
fB,σ(q)
18 Si ∃i | Si ∩ T2 6= ∅ ∧ Si+1 ∩ T1 6= ∅















= [d0i , di]
23 Fin
24 Tant que d1i − d0i > ǫd;
25 rsuiv ← fB,σ(psuiv)
Ajoutons qu’il est possible de raffiner a posteriori l’échantillonnage du sque-
lette. Pour cela, on effectue une subdivision du squelette, sur la base de l’algo-
rithme 5 (cf. Figure 4.24). En effet, une fois le squelette par propagation estimé,
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on peut ajouter un point squelettal sur chaque arête, en le réajustant. Pour ce
faire, on va simplement chercher une singularité de fB,σ le long de la direction
orthogonale à l’arête. Ainsi, on peut aisément augmenter la précision du squelette,
relativement à la forme considérée.
Figure 4.24 – Subdivision du squelette discret. Pour subdiviser le squelette discret
(en bleu), on estime pour chaque arête un nouveau point squelettal. La recherche
est opérée sur un segment (en tirets rouges), perpendiculaire à l’arête à subdiviser,
et passant par son milieu. Une fois le segment défini, on effectue une recherche
dichotomique d’un intervalle autour du point, de la même façon que dans l’algo-
rithme 5.
Nous venons de présenter un algorithme de squelettisation robuste au bruit,
dont le principe est de propager les centres des boules du squelette. Cette propa-
gation se fait en forçant le contact à la frontière de la forme, et garantit ainsi que
toute la forme soit représentée par le squelette. Enfin, nous avons montré que nous
pouvions subdiviser le squelette, pour en améliorer la précision. Nous exposons
dans la section suivante des résultats de squelettisation donnés par cette méthode.
4.2.5 Résultats et évaluation de la méthode
Dans cette section, nous abordons dans un premier temps la question de l’in-
fluence des valeurs de σ et α sur le squelette reconstruit. Nous fixons ensuite ces
paramètres, et nous comparons notre méthode avec une méthode de l’état de l’art.
Pour évaluer la squelettisation, nous proposons d’utiliser trois critères : la dis-
tance de Hausdorff entre la forme initiale et la forme reconstruite par le squelette,
la différence de surface entre la forme initiale et la surface reconstruite par le sque-
lette, ainsi que le nombre de branches du squelette estimé. En ce qui concerne le
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critère de la distance de Hausdorff, il s’agit là de vérifier l’influence du paramètre
α, qui fixe une distance maximale au contour. Le critère que nous proposons pour
évaluer la différence entre la surface initiale S et la surface couverte par le squelette
S′ est donné par la formule suivante:
A(S∆S′)
A(S) ,
ce qui correspond à l’aire de la différence symétrique des surfaces, divisé par l’aire
de la surface de départ. Ce critère doit donc être le plus faible possible pour que le
squelette représente au mieux la forme. Ainsi, ces deux critères permettent d’éva-
luer la précision du squelette estimé par rapport à la forme originale. Cependant,
ils ne permettent pas de quantifier le bruit sur le squelette, c’est pourquoi nous
proposons de compter le nombre de branches du squelette. En effet, un squelette
bruité possède de nombreuses branches peu informatives. La combinaison de ces
trois critères permet d’évaluer la quantité de branches nécessaires pour reconstituer
correctement la forme initiale.
Influence des paramètres σ et α
Les paramètres de notre algorithme, σ et α, correspondent respectivement au
bruit sur le contour et la distance de Hausdorff maximale entre la forme initiale et
la forme induite par le squelette. Dans le cas d’une image rastérisée, le bruit sur
le contour est de l’ordre de 1 pixel. Ainsi, il est légitime de fixer la valeur de σ à
1 pixel. La valeur de α, quant à elle, dénote la précision voulue par l’utilisateur
sur le squelette estimé. Dans un premier temps, nous observons l’évolution du
squelette en fonction de la valeur de α, pour σ fixé à 1 pixel (cf. Figure 4.25).
Ceci nous permet de fixer la valeur de α à 2, 5 pixels. Nous finissons en faisant
évoluer la valeur de σ, pour α fixé, pour mesurer son influence (cf. Figure 4.26).
Ces expérimentations sont effectuées sur une image de voiture, issue de la base
d’images MPEG-7 1 [65].
En fixant la valeur de σ à 1 pixel, nous constatons que l’évolution du para-
mètre α fait varier significativement les trois critères présentés ci-avant. En effet,
on constate en Figure 4.27 que plus ce paramètre est élevé, plus la distance de
Hausdorff et la différence de surface sont élevées, contrairement au nombre de
branches, qui diminue. Ceci tend à montrer que si ce paramètre a une valeur éle-
vée, le bruit squelettal est moindre, mais la précision l’est aussi. Au contraire, si ce
paramètre est faible, la précision est plus importante, mais le bruit squelettal est
élevé. Ceci est confirmé en Figure 4.25. Ainsi, une valeur de l’ordre de 2, 5 pixels
est la plus adaptée ici pour α.
1. base de données MPEG-7 : http://www.dabi.temple.edu/~shape/MPEG7/dataset.html
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La valeur de σ, quant à elle, n’a pas une influence significative quand la va-
leur de α est fixée. En effet, on constate en Figure 4.28 que l’influence de σ sur
la distance de Hausdorff et sur la différence de surface est très faible. De plus,
l’augmentation de σ ne fait varier que très faiblement le nombre de branches par
rapport à la variation de α. Ainsi, l’objectif étant la réduction du bruit, la valeur
de 1 pixel pour σ est un bon choix.
(a) Forme originale (b) σ = 1 pixel, α = 1 pixel
(c) σ = 1 pixel, α = 2, 5 pixels (d) σ = 1 pixel, α = 5 pixels
Figure 4.25 – Pour σ = 1 pixel, effet de valeurs extrêmes de α sur le squelette
estimé. La surface couverte par la forme initiale est en rouge, tandis que la surface
couverte par le squelette est en vert : on peut ainsi reconnaître aisément les zones
non couvertes par le squelette, c’est-à-dire les zones en rouge. On observe ici que si
α est trop faible, la forme est bien restituée mais le bruit squelettal est important.
Si sa valeur est trop élevée, le bruit squelettal est faible, mais la forme est moins
bien approximée. Une valeur intermédiaire, de l’ordre de 2, 5 pixels, permet un bon
compromis entre bruit et justesse de l’approximation.
Nous venons d’évaluer l’influence des paramètres σ et α sur la reconstruction,
et proposons par la suite de les fixer respectivement à 1 pixel et 2, 5 pixels. Dans
la suite, nous comparons notre algorithme à l’algorithme de squelettisation de
Voronoï, élagué par scale-axis-transform.
121
(a) Forme originale (b) α = 2, 5 pixels, σ = 0, 7 pixel
(c) α = 2, 5 pixels, σ = 1 pixel (d) α = 2, 5 pixels, σ = 2, 5 pixels
Figure 4.26 – Pour α = 2, 5 pixels, effet de valeurs extrêmes de σ sur le squelette
estimé. La surface couverte par la forme initiale est en rouge, tandis que la surface
couverte par le squelette est en vert. On observe que l’augmentation de la valeur
de σ augmente le bruit squelettal, sans changer la qualité de l’approximation.
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(a) Distance de Hausdorff en fonction de α























(b) Différence de surface en fonction de α
















(c) Nombre de branches en fonction de α
Figure 4.27 – Pour la forme de voiture en Figure 4.25, évolution du squelette
estimé en fixant σ à 1 pixel, et en faisant varier la valeur de α entre 1 et 5. Dans
un premier temps, on constate que la distance de Hausdorff est systématiquement
égale à α, ce qui confirme la connotation de ce paramètre. Ensuite, on constate
que la différence de surface a tendance à augmenter avec α. Ainsi, ce paramètre ne
doit pas être trop grand pour une bonne restitution de la forme par le squelette.
Enfin, on constate que le nombre de branches diminue quand α augmente. Ceci
indique que si sa valeur est trop faible, alors du bruit a tendance à se former sur
le squelette estimé.
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(a) Distance de Hausdorff en fonction de σ
















(b) Différence de surface en fonction de σ























(c) Nombre de branches en fonction de σ
Figure 4.28 – Pour la forme de voiture en Figure 4.26, évolution du squelette
estimé en fixant α à 2, 5 pixels, et en faisant varier la valeur de σ entre 0, 7 et
2, 5 pixels. On constate ici que la différence de surface et de la distance de Haus-
dorff varient très peu en fonction de σ, et que le nombre de branches augmente
faiblement quand σ augmente.
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Comparaison avec la squelettisation de Voronoï élaguée par scale-axis-
transform
Afin d’évaluer notre algorithme de squelettisation, nous choisissons de le com-
parer à l’algorithme de squelettisation de Voronoï. En effet, il s’agit d’un algorithme
très utilisé pour la squelettisation, et qui fournit, comme pour notre algorithme,
un graphe de points (contrairement au thinning par exemple, qui renvoie une grille
de pixels). Ensuite, comme cet algorithme fournit un squelette bruité, il est néces-
saire de l’élaguer. Nous choisissons d’utiliser la méthode du scale-axis-transform.
En effet, les méthodes du λ-medial axis et de l’angle de séparation sont plutôt
adaptées pour des méthodes de thinning et pour élaguer des squelettes continus,
et non pour l’élagage de squelettes discrets : en effet, ces méthodes nécessitent la
connaissance des points du contour associés à chaque cercle, ce qui en complexifie
l’usage pour un squelette sous forme de graphe.
Squelettisation de Voronoï Squelettisation
Original s = 1, 08 s = 1, 2 s = 1, 5 par propagation
Distance de
Hausdorff (px)
0 2, 18 4, 46 13, 64 2, 35
Différence de
surface
0, 2% 1, 8% 2, 9% 6, 1% 3, 0%
Nombre de
branches
643 217 76 13 16
Table 4.1 – Comparaison entre la squelettisation par propagation (avec σ =
1, 0 et α = 2, 5, et une subdivision) et la squelettisation de Voronoï originale
ou élaguée par scale-axis-transform. Le facteur s = 1, 08 est choisi pour que la
distance de Hausdorff moyenne soit proche de celle atteinte pour la squelettisation
par propagation, celui de s = 1, 2 pour que la différence de surface moyenne soit
proche de celle de la squelettisation par propagation, et celui de s = 1, 5 pour que
le nombre de branches soit proche. Ces choix sont effectués pour montrer que la
squelettisation par propagation maximise l’information sur la forme, en minimisant
le nombre de branches squelettales : en effet, on constate que pour le scale-axis-
transform, une distance de Hausdorff et une différence de surface faibles signifie un
nombre élevé de branches, et qu’un faible nombre de branches signifie une distance
de Hausdorff et une différence de surface élevées, ce qui est montré en rouge dans
le tableau. Ainsi, ceci montre que notre méthode de squelettisation rend compte
de la forme avec moins de branches, donc avec moins de bruit, que le squelette de
Voronoï élagué parscale-axis-transform.
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(a) Forme originale (b) Squelettisation de Voronoï originale (716
branches)
(c) s = 1, 08 (164 branches) (d) s = 1, 28 (34 branches)
(e) s = 1, 82 (28 branches) (f) Squelettisation par propagation (29
branches)
Figure 4.29 – Comparaison entre la squelettisation de Voronoï élaguée par scale-
axis-transform et la squelettisation par propagation, avec σ = 1 pixel et α =
2, 5 pixels (image issue de la base de données MPEG-7 [65]). La surface couverte
par la forme initiale est en rouge, tandis que la surface couverte par le squelette
est en vert. Le facteur s de la figure (c) est choisi le plus grand possible, en
conservant l’information de toute la forme : le nombre de branches est élevé, et de
nombreuses branches inutiles sont encore présentes. Les facteurs s des figures (d)
et (e) sont choisis pour que le nombre de branches encadre celui de la squelettisation
par propagation. Ici, une grande partie de l’information sur la forme est perdue,
contrairement à la squelettisation par propagation, qui restitue toute la forme avec
peu de branches. Le paramètre s a une grande influence sur le résultat et semble
difficile à fixer.
À partir des trois critères que sont la distance de Hausdorff, la différence de
surface et le nombre de branches squelettales, nous souhaitons montrer que le
126
squelette estimé par notre méthode possède un nombre de branches réduit par
rapport au squelette de Voronoï, tout en restituant correctement l’information de
la forme. Nos tests sont effectués sur la base d’images MPEG-7 [65], sur un sous-
ensemble de 1150 images. Nous écartons les images dont le bruit crée des trous
dans la forme (et donc affecte la topologie). Les résultats sont consignés dans le
tableau 4.1. Sur l’ensemble des images, on donne systématiquement la moyenne
de chacun des critères évalués.
Figure 4.30 – Résultats de squelettisation par propagation (avec σ = 1 pixel et
α = 2, 5 pixels, et une subdivision), sur des images issues de la base de données
MPEG-7. La surface couverte par la forme initiale est en rouge, tandis que la
surface couverte par le squelette est en vert. Le paramètre σ = 1 pixel correspond
ici au bruit sur le contour, qui est dû à la rastéristation. Le paramètre α = 2, 5
pixels, quant à lui, donne la distance de Hausdorff maximale au contour de la
forme, et influe sur le nombre de branches créées. Plus il est faible, plus les branches
créées par la propagation sont nombreuses, car chaque excroissance du contour est
considérée comme un détail à prendre en compte. À l’inverse, plus il est élevé, plus
les détails doivent être saillants pour être pris en compte par une nouvelle branche.
On constate dans le tableau 4.1 que la squelettisation par propagation obtient
des résultats comparables (selon la distance de Hausdorff et la différence de surface)
au squelette de Voronoï élagué par scale-axis-transform, pour des valeurs s = 1, 08
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et s = 1, 2, mais avec un nombre de branches nettement inférieur. Nous pouvons
donc ici déduire que notre algorithme réduit grandement le bruit sur le squelette,
tout en conservant un maximum d’informations sur la forme squelettisée. Quelques
exemples de squelettisation par propagation sont montrés en Figure 4.30. Dans
la prochaine section, nous étudions le cas de la squelettisation perspective par
propagation.
4.3 Squelettisation perspective par propagation
Dans la section précédente, nous avons vu comment estimer un squelette eu-
clidien classique 2D robuste au bruit. Le cadre de cette thèse est la reconstruc-
tion d’objets à partir d’images, en utilisant leur squelette. C’est pourquoi nous
souhaitons aussi estimer des squelettes de type perspectif, et non seulement or-
thographique. Un squelette perspectif, défini en Section 3.3, est l’ensemble des
projections perspectives maximales de sphères à l’intérieur d’une forme donnée.
Or la projection d’une sphère est un type particulier d’ellipse du plan, et non un
cercle (cf. Section 3.2.2).
Ainsi, dans cette section, nous proposons une généralisation de l’algorithme 3,
permettant la squelettisation perspective par propagation. En effet, le principe
de propagation peut s’appliquer aisément sur des ellipses, de la même façon qu’il
s’applique sur des cercles. Pour cela, nous définissons une distance perspective,
telle que le cercle unité est une ellipse, en Section 4.3.1. Nous définissons ensuite
la distance perspective lissée, ajustant les ellipses du squelette, en Section 4.3.2.
Enfin, nous présentons l’algorithme de squelettisation perspective par propagation
en Section 4.3.3, avant d’évaluer notre méthode en Section 4.3.4.
4.3.1 Distance perspective entre deux points
Pour construire la squelettisation classique par propagation, nous avons eu
besoin de la transformée de distance d’une forme. Cette transformée de distance
associe en tout point du plan la distance minimale au contour de la forme : avec
cette distance, on peut construire en tout point un cercle passant par le point du
contour le plus proche, et ne contenant aucun autre point du contour. On peut
ainsi définir le squelette comme l’ensemble des points singuliers de la carte de
distance : de cette façon, chaque cercle du squelette passe par deux points de la
forme 2D, et ne contient aucun autre point de la frontière.
En perspective, nous ne manipulons pas des cercles, mais des ellipses parti-
culières, projections de sphères (cf. Section 3.2.2). Une distance perspective entre
deux points A et B doit permettre de construire une sphère 3D, dont la projection
du centre est A (ou B, de façon symétrique), et dont le contour de la projection
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contient B (ou A, de façon symétrique). Or, la forme de la projection d’une sphère
varie en fonction de l’emplacement de la sphère relativement à la caméra : l’ellipse
résultant de la projection d’une sphère a une orientation et une excentricité dé-
pendantes de la position du centre dans l’image (cf. Figure 4.31). Cette distance
perspective, bien qu’exprimée en 2D, doit donc tenir compte de la projection pers-
pective pour être exprimée. C’est pourquoi, dans cette section, nous supposons
que les paramètres associés à la caméra ont été étalonnés.
(a) Cercles unitaires euclidiens (b) Cercles unitaires perspectifs
Figure 4.31 – Comparaison entre des cercles unitaires euclidiens et perspectifs.
Les cercles unitaires euclidiens ont le même tracé (à une translation près) quel que
soit le centre. En revanche, les cercles unitaires perspectifs sont très variables en
fonction de l’emplacement du centre : plus celui-ci est éloigné du point principal
image, plus l’ellipse a une forme aplatie.
Nous définissons une fonction de distance perspective dp, analogue à la fonction
de distance euclidienne ‖.‖ utilisée pour définir le rayon d’un cercle. Nous propo-
sons d’abord la distance suivante, entre un point P de coordonnées p et un point









y + f 2
∥∥∥∥∥∥ ,
avec f la distance focale associée à la caméra perspective (cf. Section 3.2.1). Pour
interpréter géométriquement cette distance, on construit les points P ′ et B′, cor-
respondants 3D des points P et B du plan 3D d’équation z = f dans le repère
caméra (cf. Figure 4.32). Le terme dp correspond à la distance entre P 1 et B1,
projetés de P ′ et B′ sur la sphère de rayon 1 centrée en O. Par la suite, nous mon-
trons qu’il existe une distance dpf = fd
p, construite comme la distance entre P f et
Bf , projetés de P ′ et B′ sur la sphère de rayon f centrée en O (cf. Figure 4.32),
telle que dpf tend vers la distance euclidienne quand la projection perspective tend













Figure 4.32 – Définition de la distance perspective entre deux points du plan P
et B, dans le plan défini par O, B′ et P ′. Cette longueur, notée dp(p,b), est définie
comme la distance entre les points P 1 et B1, projections des points P ′ et B′ sur la
sphère de centre O et de rayon 1, où P ′ et B′ sont les correspondants 3D de P et





OB′. La distance dpf , proportionnelle à d
p, et construite comme
la distance entre les points P f et Bf , projections des points P ′ et B′ sur la sphère
de centre O et de rayon f , tend vers la distance euclidienne quand la projection
perspective tend vers la projection orthographique.
Soient P , B1, B2 et B des points de R2, de coordonnées respectives p, b1,
b2 et b, exprimées dans le repère canonique du plan. Pour pouvoir définir une
transformée de distance perspective, dp doit respecter les contraintes suivantes :
1. La fonction dp est une distance.
2. Les points équidistants d’un point P du plan selon la distance dp forment
une ellipse, projection perspective d’une sphère 3D.
La première propriété implique que pour tout point à l’intérieur d’une forme 2D
donnée, on peut estimer sa distance minimale au contour : de cette façon, on
peut estimer une carte de distance perspective associée à une forme 2D. Chaque
singularité de cette carte de distance est ainsi associée à un point équidistant à
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deux points distincts du contour. La deuxième propriété implique que les « cercles »
associés à cette distance sont des projections de sphères 3D : ainsi, cette propriété
assure que l’ensemble des singularités de la carte de distance constitue un axe
médian perspectif.
Nous montrons à présent que la fonction dp respecte les propriétés énoncées,
puis montrons que dpf proportionnelle à d
p, tend vers la distance euclidienne quand
la projection perspective tend vers la projection orthographique.
Première contrainte : le terme dp est une distance
Pour montrer cette propriété, nous devons montrer que dp est symétrique, sépa-
rable et et qu’elle respecte l’inégalité triangulaire. De façon évidente, cette fonction
est symétrique. Pour montrer la séparabilité, posons deux points P et Q, de coor-





p2x + p2y + f 2
− (qx,qy, f)
t√








q2x + q2y + f 2
⇔(px,py, f)t ∝ (qx,qy, f)t
⇔p = q ,
ce qui prouve que dp est séparable.
Montrons à présent que cette fonction respecte l’inégalité triangulaire. Soient




p2x + p2y + f 2
− (qx,qy, f)
t√





p2x + p2y + f 2
− (rx, ry, f)
t√
r2x + r2y + f 2
∥∥∥∥∥∥
+
∥∥∥∥∥∥ (rx, ry, f)
t√
r2x + r2y + f 2
− (qx,qy, f)
t√
q2x + q2y + f 2
∥∥∥∥∥∥
⇒ dp(p,q) ≤ dp(p, r) + dp(r,q) ,
donc dp respecte l’inégalité triangulaire, il s’agit bien d’une distance.
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Seconde contrainte : les cercles construits par dp sont des projections
perspectives de sphères
Ici, on cherche à montrer que les points à même distance ρ selon dp d’un point P
du plan forment une ellipse, qui correspond à la projection d’une sphère 3D. Pour
ce faire, nous montrons que chaque point Q à distance ρ de P a pour antécédent
sur le plan d’équation z = f un point Q′, situé sur un cône d’axe (OP ′) (où P ′ est







Soient deux points P et Q du plan, de coordonnées p et q, tels que :
dp(p,q) = ρ .
Pour construire l’ellipse correspondant à la projection, on considère le cône
d’axe (OP ′), passant par Q′. Ainsi, on cherche la valeur de l’angle formé entre−−→
OP ′ et
−−→
OQ′. On a : ∥∥∥∥∥∥ (px,py, f)
t√
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− (qx,qy, f)
t√
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∥∥∥∥∥∥
2
= 1, donc :
2− 2 (px,py, f)
t√
p2x + p2y + f 2
· (qx,qy, f)
t√
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Pour définir l’ellipse dans le repère caméra, nous utilisons donc le cône d’axe






, avec ρ la valeur de la distance perspective. La
distance dp est donc une distance perspective, dont les cercles sont des projections
de sphères. Nous montrons à présent que la distance dpf = fd
p tend vers la distance
euclidienne quand la projection perspective tend vers la projection orthographique.
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Propriété : dpf tend vers la distance euclidienne quand f tend vers l’infini




p2x + p2y + f 2
− f (qx,qy, f)
t√
q2x + q2y + f 2
∥∥∥∥∥∥ ,
ce qui correspond à la norme d’un vecteur de composantes v, tel que :
vx =
fpx√
p2x + p2y + f 2
− fqx√
q2x + q2y + f 2
vy =
fpy√
p2x + p2y + f 2
− fqy√
q2x + q2y + f 2
vz =
f 2√
p2x + p2y + f 2
− f
2√
q2x + q2y + f 2
.
Pour faire tendre le modèle perspectif vers le modèle orthographique, il faut
faire tendre la distance focale vers l’infini, et reculer la caméra selon l’axe (Oz)
(même si ici, cela ne change rien, étant donné qu’une translation n’affecte pas les
distances). On a donc :
lim
f→+∞
vx = px − qx
lim
f→+∞
vy = py − qy
lim
f→+∞




dpf (p,q) = lim
f→+∞
‖v‖
= ‖(px − qx)2 + (py − qy)2‖
= ‖p− q‖
Nous venons donc de construire une distance dp, dont les cercles sont des pro-
jections perspectives de sphères, et proportionnelle à une distance dpf qui tend vers
la distance euclidienne quand la projection perspective tend vers la projection or-
thographique. Nous pouvons à présent construire une distance perspective lissée,
dans la prochaine section.
4.3.2 Fonction de distance perspective lissée
Nous venons de définir une distance perspective dp, qui, de façon analogue à la
distance euclidienne de R2, donne une mesure de la taille d’une ellipse centrée en
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un point donné. On peut ainsi définir le champ de distance perspectif au contour




avec B = ψ−1(Bd), le contour de la forme exprimé dans le repère canonique de
R2. Ce champ de distances, analogue au champ de distance euclidien, donne pour
chaque point de la forme la distance minimale au contour.
Dans le cas euclidien, nous avons présenté comment estimer un champ de dis-
tance euclidien lissé. Nous allons faire de même pour le cas perspectif, en définissant










ce qui correspond à une moyenne pondérée des distances perspectives au contour.
Il nous reste à définir la pondération ppB,σ(p,b). Nous la définissons d’une façon
similaire à la pondération pour le squelette euclidien, donnée en Section 4.2.1 :
pB,σ = Pσ(dE(p, d
p
B(p),b)) ,
avec Pσ représentant la loi demi-normale de paramètre σ, qui est la même loi
utilisée que dans le cas euclidien (cf. Équation (4.1)) et dE la fonction de distance








∥∥∥ψ−1(q)− ψ−1(b)∥∥∥ , (4.2)
où E(p, dpB(p)) désigne l’ellipse formée par tous les points du plan à distance dpB(p)
de P . La distance à l’ellipse est estimée dans le repère image car, de la même façon
que dans le cas euclidien, le bruit est dû à la rastérisation, et est exprimé en pixels
dans le repère image.
4.3.3 Algorithme de squelettisation perspective
Nous avons ainsi introduit tous les outils pour estimer un squelette perspectif
par propagation. L’algorithme de squelettisation perspective est construit de la
même façon que l’algorithme de squelettisation euclidien par propagation. En effet,
pour commencer, on estime un premier centre en maximisant localement la fonction
fpB,σ. L’estimation des contacts à l’ellipse courante se fait avec l’aide des paramètres
σ et α, en utilisant la fonction de distance à l’ellipse dE . Enfin, la recherche des
voisins à une ellipse donnée, dans une direction donnée, se fait en recherchant une
singularité de la fonction fpB,σ sur un arc d’ellipse donnée.
134
Estimation du premier point
Cette première étape est effectuée, comme pour le cas euclidien, à partir d’un








qn+1 = qn + ǫδqn
ρn+1 = fB,σ(qn+1) .
On calcule la dérivée ∇qdp(q,b) de dp selon q en observant que :
dp(q,b) = g1 ◦ g2 ◦ g3 ◦ g4((qx,qy)t) ,
avec :
g4((x4, y4)t) = (x4, y4,
√
x24 + y24 + f 2)
t















y + f 2
g1((x1, y1, z1)t) =
√
x21 + y21 + z21 .
Ainsi, on a :







x24 + y24 + f 2
y4√
























x21 + y21 + z21
y1√
x21 + y21 + z21
z1√
x21 + y21 + z21
)
.
Contact de l’ellipse à la forme, propagation et subdivision
Pour l’estimation des ensembles de contact entre l’ellipse de centre P et de
taille donnée par ρ = fpB,σ(p), on utilise l’algorithme 4, en remplaçant la distance
dC par dE . Ainsi, on effectue les étapes suivantes :
1. On construit Bσ des points de B dont la distance dE(p, ρ, .) est inférieure à
σ.
2. On construit Bα de façon analogue.
3. On construit {T σ,αi } des composantes connexes de Bα comprenant un point
de Bσ.
4. On érode ces composantes pour obtenir {Ti}.
La propagation de l’ellipse, quant à elle, est effectuée de la même façon que
dans l’algorithme 5, c’est-à-dire en cherchant une singularité de fpB,σ sur un arc
d’ellipse, compris entre deux ensembles de contact. Cette propagation peut être
rectifiée pour les nœuds extrémités ou intersection du squelette, en estimant un
point intermédiaire entre la distance où les gradients de fpB,σ sont définis et la
distance ou les gradients ne sont pas définis. Enfin, la subdivision du squelette est
possible, en recherchant une singularité de fpB,σ sur la médiatrice de chaque arête
du squelette.
La section suivante est consacrée à l’évaluation de cet algorithme.
4.3.4 Résultats et évaluation de la méthode
Tout comme pour la version classique de la squelettisation, nous évaluons ici
en premier lieu l’influence des paramètres σ et α, puis évaluons la qualité des
squelettes estimés par notre méthode.
Évaluation des paramètres σ et α
Les paramètres σ et α, tout comme pour la squelettisation classique, corres-
pondent respectivement au bruit sur le contour et à la distance de Hausdorff maxi-
male entre la forme initiale et la forme induite par le squelette. Ainsi, pour les
images que nous utilisons, comme le bruit sur le contour de la forme est dû à
la rastérisation, nous pouvons fixer σ à 1 pixel. Dans un premier temps, nous
évaluons différentes valeurs possibles pour α, puis justifions en quoi le choix de
α = 2, 5 pixels est acceptable (cf. Figure 4.33). Nous quantifions ensuite l’influence
du paramètre σ, pour cette valeur de α fixée (cf. Figure 4.34). Tous les tests sont
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réalisés sur une image d’une peluche (cf. Figure 4.33) acquise par webcam, dont
l’étalonnage est connu.
(a) Forme originale (b) σ = 1 pixel, α = 2 pixels
(c) σ = 1 pixel, α = 2, 5
pixels
(d) σ = 1 pixel, α = 5 pixels
Figure 4.33 – Pour σ = 1 pixel, effet de valeurs extrêmes de α sur le squelette
estimé. La surface couverte par la forme initiale est en rouge, tandis que la surface
couverte par le squelette est en vert : on peut ainsi reconnaître aisément les zones
non couvertes par le squelette, c’est-à-dire les zones en rouge. De même que pour
la squelettisation classique, si α est trop faible, la forme est bien restituée mais le
bruit est important, et s’il est trop élevé, la restitution de la forme est moindre et
le bruit faible. Une valeur intermédiaire pour α, de l’ordre de 2, 5 pixels, est ainsi
un bon compromis.
Dans un premier temps, pour le même exemple, nous faisons varier le paramètre
α entre 2 et 5, en Figure 4.35. On aboutit ici aux mêmes conclusions que pour la
squelettisation classique. En effet, le paramètre α a ici un rôle à jouer à la fois
sur le nombre de branches estimées et sur la qualité de la reconstruction : s’il
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est trop faible, il risque d’y avoir plus de branches que nécessaire, et s’il est trop
élevé, la qualité de la forme restituée par le squelette peut s’en retrouver affectée
(cf. Figure 4.33). Ainsi, une valeur de 2, 5 pixels est un bon compromis pour α.
(a) Forme originale (b) α = 2, 5 pixels, σ = 0, 7
pixel
(c) α = 2, 5 pixels, σ = 1
pixel
(d) α = 2, 5 pixels, σ = 2, 5
pixels
Figure 4.34 – Pour α = 2, 5 pixels, effet de valeurs extrêmes de σ sur le squelette
estimé. Pour une valeur élevée de σ, on constate ici que le squelette possède un
grand nombre de branches peu informatives. Quand ce paramètre prend des valeurs
faibles, le nombre de branches est peu élevé.
En ce qui concerne le paramètre σ, on s’aperçoit ici qu’il a une grande influence
sur le nombre de branches estimées, mais une influence faible sur la différence de
surface entre la forme initiale et la forme restituée par le squelette (cf. Figure 4.36).
Ainsi, une valeur faible pour σ, de l’ordre de 1 pixel, est préférable. En choisissant
un tel σ, le squelette est peu bruité, et approxime bien la forme (cf. Figure 4.34).
Ainsi, pour la suite, nous pouvons fixer les valeurs de σ et α respectivement
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à 1 et 2, 5 pixels. Nous comparons à présent notre algorithme à la squelettisation
perspective de Voronoï, élaguée par scale-axis-transform.
























(a) Distance de Hausdorff en fonction de α























(b) Différence de surface en fonction de α



















(c) Nombre de branches en fonction de α
Figure 4.35 – Pour la forme en Figure 4.33, évolution du squelette perspectif
estimé en fixant σ à 1 pixel, et en faisant varier la valeur de α entre 2 et 5. Comme
attendu, la distance de Hausdorff suit la valeur de α. On constate ensuite que la
différence de surface augmente légèrement avec α, et que le nombre de branches
diminue quand α augmente. On constate ainsi les mêmes aspects pour ce paramètre
que pour la squelettisation classique par propagation.
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(a) Distance de Hausdorff en fonction de σ























(b) Différence de surface en fonction de σ























(c) Nombre de branches en fonction de σ
Figure 4.36 – Pour la forme en Figure 4.34, évolution du squelette perspectif
estimé en fixant α à 2, 5 pixels, et en faisant varier la valeur de σ entre 0, 7 et 2, 5.
On s’aperçoit ici que σ a une grande influence sur le nombre de branches estimées
pour le squelette, et une faible influence sur la différence de surface entre la forme
initiale et la forme restituée par le squelette. Ceci suggère de conserver une valeur
faible pour σ, à savoir de l’ordre de 1 pixel.
Évaluation de la qualité du squelette estimé
Pour évaluer notre méthode de squelettisation perspective, nous procédons en
deux temps. Tout d’abord, nous comparons notre méthode à la squelettisation
perspective de Voronoï exposée dans le chapitre précédent, en Section 3.3. Pour
ce faire, nous utilisons un ensemble de branches squelettales 3D modélisées par
des B-Splines, que nous projetons selon différents points de vue. Nous avons ainsi
à disposition un ensemble de 115 images de branches squelettales. Nous pouvons
ainsi estimer la distance entre la projection attendue de la branche avec le squelette
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estimé (l’unité étant celle de l’espace 3D, sachant que chaque surface canal tient
dans un cube de 1 unité de côté). Nous pouvons aussi évaluer la distance de
Hausdorff et la différence de surface, comme précédemment. Les résultats, exposés
dans le tableau 4.2, montrent que pour le squelette de Voronoï élagué par scale-axis-
tranform, il faut une valeur élevée de s pour obtenir un nombre de branches faible :
en effet, sachant que l’on projette une branche squelettale, nous nous attendons
à ne trouver qu’une branche dans le squelette projectif. Ceci montre la résistance
au bruit de notre algorithme, ainsi que la difficulté à régler la valeur de s pour le
scale-axis-tranform.
Squelettisation de Voronoï Squelettisation




93, 8 5, 3 3, 8 3, 3 3, 5
Distance de
Hausdorff (px)
0, 1 1, 8 1, 8 1, 8 2, 0
Différence de
surface
0, 6% 0, 8% 0, 8% 0, 8% 0, 8%
Nombre de
branches
1193 16 4 2 1
Table 4.2 – Comparaisons entre la squelettisation perspective par Voronoï, élagué
par scale-axis-transform, et la squelettisation par propagation (σ = 1, 0, α = 2, 5),
sur un ensemble de 115 projections de branches squelettales. On note que l’on
souhaite obtenir seulement une branche. En ce qui concerne la squelettisation de
Voronoï perspective, on observe qu’il faut utiliser un paramètre de simplification
élevé de scale-axis-transform pour n’obtenir qu’une seule branche squelettale. La
méthode de squelettisation par propagation, quant à elle, produit des résultats
comparables à la méthode de squelettisation par Voronoï avec une simplification
par scale-axis-transform, de facteur s = 1, 3.
Ensuite, nous proposons de comparer notre méthode avec la squelettisation
par Voronoï sur un ensemble d’images acquises avec une webcam calibrée, dans
le tableau 4.3. On retrouve ainsi le constat effectué pour la squelettisation par
propagation classique, à savoir que la propagation offre une approximation de la
forme selon les critères de la distance de Hausdorff et de la différence de surface,
au moins aussi bonne que la squelettisation par Voronoï. De plus, au vu du faible
nombre de branches que le squelette par propagation donne, on peut en déduire
que le bruit sur ce squelette est faible, ce qui est confirmé en Figure 4.37. Enfin, on
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peut voir que la valeur du paramètre s pour le scale-axis-transform est difficile à
ajuster, contrairement aux valeurs de σ et α, qui n’ont pas bougé entre les résultats
sur branches squelettales de synthèse et sur images réelles.
Squelettisation de Voronoï Squelettisation
Original s = 1, 05 s = 1, 1 s = 1, 2 par propagation
Distance de
Hausdorff (px)
0, 1 2, 5 3, 8 6, 3 2, 5
Différence de
surface
0, 9% 1, 2% 1, 5% 2% 1, 7%
Nombre de
branches
974 373 100 19 23
Table 4.3 – Comparaisons entre la squelettisation perspective par Voronoï suivi
d’un élagage par scale-axis-transform et la squelettisation perspective par propa-
gation (σ = 1, 0, α = 2, 5), sur un ensemble de 43 images acquises avec une webcam
calibrée. Le facteur s = 1, 05 est choisi pour que la distance de Hausdorff soit si-
milaire à celle atteinte par la squelettisation par propagation, le facteur s = 1, 1
est choisi pour que ce soit la différence de surface qui soit similaire, et le facteur
s = 1, 2 pour que ce soit le nombre de branches qui soit similaire. On constate que
la squelettisation par propagation donne une bonne approximation de la forme, en
réduisant le nombre de branches par squelette, ce qui indique un faible bruit sur
ce squelette. En effet, pour le squelette de Voronoï élagué, si la précision est élevée
quand le nombre de branches est élevé, et inversement.
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(a) Image originale (b) Squelettisation perspec-
tive de Voronoï originale
(1469 branches)
(c) Squelettisation perspec-
tive par propagation (30
branches)
(d) s = 1, 25 (215 branches) (e) s = 1, 45 (31 branches) (f) s = 1, 5 (25 branches)
Figure 4.37 – Comparaison des résultats obtenus avec l’algorithme de squelet-
tisation perspective de Voronoï et l’algorithme de squelettisation perspective par
propagation. Il s’agit d’une image d’une peluche de cochon, acquise avec une web-
cam. On choisit le facteur s de la figure (d) le plus grand possible en conservant
l’information de la forme, et ceux des figures (e) et (f), pour que le nombre de
branches encadre celui de la squelettisation perspective par propagation. De la
même façon que pour la squelettisation classique, la squelettisation perspective
par propagation est la plus efficace pour conserver le maximum d’information en
minimisant le nombre de branches squelettales.
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4.4 Conclusion
Dans ce chapitre, nous avons proposé une nouvelle méthode de squelettisation,
appelée squelettisation par propagation. L’idée de cette méthode est de propager
un cercle à l’intérieur de la forme à squelettiser, tout en forçant son contact avec
le contour. Cette méthode nécessite deux paramètres à ajuster par l’utilisateur,
qui sont ici le bruit sur le contour σ et la distance α, caractérisant la distance de
Hausdorff maximale entre le squelette et le contour de la forme. Dans le cas d’une
forme rastérisée, le bruit sur le contour est de l’ordre de 1 pixel, c’est pourquoi
nous avons donné cette valeur au paramètre σ. Ensuite, nous avons montré que
le paramètre α avait une influence significative sur le nombre de branches du
squelette et sur la qualité de l’approximation de la forme par le squelette. En
mesurant l’influence de α sur ces deux aspects, nous avons montré que dans le cas
d’une image rastérisée, lui attribuer la valeur 2, 5 est un bon compromis.
Nous avons montré que notre méthode produit un squelette avec très peu de
bruit, c’est-à-dire avec très peu de branches non significatives. De plus, les para-
mètres que cette méthode nécessite sont des paramètres aisément compréhensibles
par l’utilisateur, et ne nécessitant pas de réajustement en fonction des images
squelettisées. Enfin, nous avons adapté cette méthode de squelettisation pour es-
timer un squelette perspectif (la projection d’un squelette dans une image) par
propagation.
Cette méthode de squelettisation perspective par propagation va nous servir
dans le chapitre suivant. En effet, nous allons montrer comment estimer un sque-










Dans le chapitre 3, nous avons étudié le lien entre la projection d’un squelette
et le squelette de la projection. Nous avons d’abord montré que dans le cas de la
projection orthographique, la projection du squelette est le squelette de la projec-
tion, sous couvert de l’absence d’auto-occultations. Ensuite, nous avons montré
que dans le cas perspectif, cette affirmation n’est pas vraie, car la projection pers-
pective d’une boule n’est pas décrite par un cercle mais par une ellipse. En consé-
quence, nous avons proposé une méthode de squelettisation perspective qui estime
la projection d’un squelette dans le cas perspectif. Notre méthode est basée sur
une tétraédrisation de Delaunay et utilise ensuite l’approximation de l’axe médian
sur le diagramme de Voronoï. Cependant, comme la squelettisation de Voronoï est
fortement sujette au bruit, nous avons proposé au chapitre 4 une autre méthode,
la squelettisation par propagation, qui prend en compte le bruit sur le contour afin
de réduire le nombre de branches inutiles du squelette. Le but de la squelettisation
perspective par propagation est ainsi double. Premièrement, cette méthode permet
d’estimer la projection d’un squelette curviligne 3D : ainsi, le squelette perspectif
contient les projections des branches du squelette curviligne 3D. À partir d’un
ensemble d’images, et donc un ensemble de squelettes perspectifs, on peut ainsi
inférer de l’information 3D sur les branches composant le squelette, en mettant en
correspondance les branches sur ces différents squelettes. Deuxièmement, la sque-
lettisation par propagation minimise le bruit sur le squelette : de cette façon, on
élimine les branches parasites sur le squelette perspectif, qui pourraient perturber
la mise en correspondance des branches sur les différentes images. Dans ce cha-
pitre, nous cherchons à reconstruire le squelette de l’objet 3D, à partir d’un certain
nombre d’acquisitions de celui-ci : la squelettisation perspective par propagation
est ainsi la première étape pour la mise en place d’un algorithme de reconstruction
basé squelette.
Pour reconstruire un objet 3D à partir d’images, nous pouvons choisir entre
estimer l’emplacement des points de sa surface, ce qui est le principe, par exemple,
par reconstruction par stéréovision, ou alors reconstruire la structure générale de
l’objet. Notre approche fait partie de la seconde catégorie, car la méthode de re-
construction que nous proposons cherche à décrire la structure générale de l’objet,
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par l’intermédiaire de son squelette. Nous en tirons ici plusieurs avantages. Tout
d’abord, nous avons besoin de peu d’images, entre 2 et 6, pour obtenir une re-
construction satisfaisante d’un objet. Ensuite, l’objet à reconstruire n’a pas besoin
d’être texturé pour pouvoir être reconstruit, contrairement à l’approche de la sté-
réovision. Enfin, comme nous estimons le squelette de l’objet, nous en obtenons
l’avantage suivant : la manipulation de l’objet 3D est aisée. En effet, un maillage
peut être estimé et un squelette d’animation peut être appliqué. Il existe toutefois
quelques limitations à notre méthode de reconstruction. En effet, nous supposons
que le squelette de l’objet à reconstruire ne possède pas de cycle. De plus, nous
supposons que l’objet est représentable par un squelette curviligne, c’est-à-dire
qu’il est tubulaire. Enfin, nous reconstruisons la structure générale de l’objet, et
non les détails fins. Notre méthode est donc adaptée pour la reconstruction de
formes tubulaires par parties, en particulier les humanoïdes.
Cette méthode est constituée de trois étapes majeures. La première est la sque-
lettisation perspective de l’objet sur les différentes images, que nous avons détaillée
dans les précédents chapitres. La seconde étape est l’estimation de la topologie
du squelette 3D à reconstruire, à partir des différents squelettes perspectifs ac-
quis. Nous exposons en Section 5.2 les problématiques liées à cet appariement,
et proposons une méthode pour les résoudre. Enfin, la dernière étape consiste en
la triangulation des différentes branches du squelette 3D, que nous décrivons en
Section 5.3. Nous évaluons ensuite notre méthode, en Section 5.4, sur des images
réelles. Enfin, nous terminons ce chapitre en proposant une détection des différents
problèmes pouvant survenir lors de la triangulation d’une branche squelettale 3D
en Section 5.5. Mais avant de présenter la méthode, nous présentons plus en détail
la chaîne de traitements, dans la prochaine section.
5.1 Présentation de la chaîne de traitements
Nous présentons ici l’algorithme de reconstruction basée squelette, illustré en
Figure 5.1. Cette méthode nécessite dans un premier temps d’acquérir des images
calibrées d’un même objet (cf. Figure 5.1(a)), sous différents angles. Pour ce faire, il
nous faut faire un étalonnage intrinsèque de la caméra, i.e. estimer ses paramètres
de projection, et un étalonnage extrinsèque de la caméra, i.e. estimer sa position
et son orientation dans un repère monde (cf. Section 3.2.1).
Nous effectuons l’étalonnage intrinsèque de façon classique, avec une mire en
forme de damier qui est acquise par la caméra à calibrer avec différents angles 1
1. Nous ne détaillons pas cette opération ici, mais précisons que la librai-
rie OpenCV, ainsi que la boîte à outils Matlab conçue par J.-Y Bouguet
http://www.vision.caltech.edu/bouguetj/calib_doc/, offrent tous les algorithmes né-
cessaires à l’étalonnage intrinsèque d’une caméra.
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[120]. La connaissance de la taille de cette mire permet de retrouver la transforma-
tion reliant le repère caméra au repère de l’image, et d’estimer les paramètres αu,
αv, u0 et v0 . L’étalonnage extrinsèque, quant à lui, ne peut être effectué qu’après
l’étalonnage intrinsèque. Il consiste à acquérir une mire connue, pour estimer la
transformation affine β reliant le repère de la mire au repère caméra. Nous utilisons
pour ceci un ensemble de marqueurs disposés autour de l’objet 1 [58].
La seconde étape consiste à extraire la silhouette de l’objet sur chacune des
images (cf. Figure 5.1(b)), avec l’utilisation de l’algorithme GrabCut [92]. Cet al-
gorithme de segmentation du fond et de la forme requiert des interventions de
l’utilisateur. En effet, lors d’une première étape, il est demandé à l’utilisateur d’in-
diquer grossièrement les régions correspondant à la forme et celles correspondant
au fond, par simple clic. Une première segmentation est effectuée à partir de ces
informations. Ensuite, l’utilisateur peut effectuer une correction en indiquant les
régions mal classées entre le fond et la forme, ce qui sert à améliorer la segmen-
tation en prenant en compte les nouvelles informations fournies par les régions
« re-classées ». Ces interactions et mises à jour sont répétées tant qu’il y a des
régions mal classées entre le fond et la forme.
Le squelette perspectif de l’objet est ensuite estimé sur chacune des images
(cf. Figure 5.1(c)), comme expliqué dans le précédent chapitre en Section 4.3.
Ensuite, comme la projection d’un squelette respecte rarement la topologie du
squelette original, nous présentons en Section 5.2 une méthode pour estimer la
topologie du squelette 3D (cf. Figure 5.1(d)).
L’étape suivante de notre algorithme consiste à trianguler l’ensemble des branches
curvilignes composant le squelette 3D (cf. Figure 5.1(e)). Pour ce faire, nous ap-
proximons dans un premier temps chaque branche par une B-Spline de degré 3
(degré minimal permettant la continuité géométrique des espaces tangents et des
cercles osculateurs à la courbe), puis nous mettons en correspondance les para-
métrisations des différentes projections de chacune des vues d’une même branche.
Cette mise en correspondance est modélisée par l’estimation d’une géodésique dans
l’espace des paramétrisations. En Section 5.3, nous reprenons cette approche en la
détaillant, et en proposant une autre méthode d’estimation de cette géodésique,
avant d’en faire un bilan. La sortie de l’algorithme est un squelette 3D curviligne,
qui peut être habillé pour obtenir un maillage 3D de l’objet (cf. Figure 5.1(f)).
Enfin, notre dernière contribution consiste à montrer que les points de vue choi-
sis ne sont pas toujours optimaux pour certaines branches. De plus, des problèmes
d’auto-intersections locales des branches peuvent apparaître. Cela peut mener à
des mauvaises reconstructions, et nous montrons en Section 5.5 comment estimer
la qualité de la branche reconstruite.
1. Il s’agit de marqueurs carrés, en noir et blanc, présentant un motif unique qui facilite son
identification par l’algorithme de la librairie ARToolKit [58].
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Entrée Résultat
(a) Acquisition d’images calibrées
(b) Extraction de la silhouette
(c) Squelettisation perspective
(d) Appariement topologique
(e) Triangulation des branches
(f) Habillage du squelette
Figure 5.1 – Représentation de l’enchaînement d’étapes de l’algorithme de re-
construction basée squelette.
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5.2 Appariement topologique des squelettes
À l’issue de la Section 4.3, nous sommes en mesure d’estimer un squelette
perspectif pour chaque acquisition de l’objet à reconstruire. Cependant, bien que
les squelettes perspectifs soient, en général, les projections du squelette curviligne
3D, ils n’ont pas nécessairement la même topologie, notamment à cause des auto-
occultations depuis les points de vue considérés (cf. Figure 5.2). Ainsi, des branches
du squelette 3D peuvent disparaître de la topologie des squelettes projetés, et des
branches parasites peuvent apparaître dans ces squelettes.
Image 1 Image 2 Image 3
Figure 5.2 – Trois prises de vue d’un même objet 3D (première ligne), et leur
squelette perspectif (seconde ligne). On voit que la topologie du premier squelette
perspectif est différente des topologies des deuxième et troisième squelettes, puis-
qu’on ne voit la branche transversale que dans ces deux derniers. La modification
de la topologie du premier squelette provient du fait que l’objet est partiellement
occulté par lui-même.
Il nous faut donc estimer ici une topologie pour le squelette 3D, à partir des
informations des squelettes perspectifs 2D. Nous pouvons remarquer que lorsque le
point de vue permet d’identifier toutes les parties tubulaires d’un objet, la topologie
d’un squelette perspectif est celle du squelette 3D. Comme les points de vue sont
choisis pour être représentatifs d’un objet 3D d’un point de vue géométrique, nous
supposons que chaque branche parasite apparaît sur un nombre limité d’images.
Dans cette section, nous proposons une méthode pour estimer le squelette ayant
la topologie la plus proche de l’ensemble des squelettes perspectifs. Comme le
squelette 2D est naturellement représenté par un graphe, le problème de l’appa-
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riement de squelettes devient un problème de mise en correspondance de graphes.
Ainsi, nous commençons par présenter en Section 5.2.1 un état de l’art des mé-
thodes usuelles d’appariement de squelettes, utilisant la représentation sous forme
de graphe du squelette. Nous montrons toutefois que le problème de mise en cor-
respondance de squelette est un problème trop complexe, et nous proposons ainsi
une nouvelle méthode, tirant partie de la connaissance des extrémités, données par
l’utilisateur pour simplifier le problème.
Pour estimer la topologie du squelette 3D, c’est-à-dire la topologie du graphe
qui le représente, nous estimons dans un premier temps un ensemble de graphes
simplifiés, représentant chacun un squelette perspectif. Ces graphes ont pour ca-
ractéristique de ne posséder aucun nœud de degré 2. Ainsi, uniquement à partir
de l’information des extrémités, nous sommes en mesure de décrire les arêtes de
chaque graphe. Ceci nous donne une signature des arêtes, reconnaissable sur chaque
graphe, et va nous permettre de choisir les arêtes conservées pour le graphe repré-
sentant la topologie du squelette 3D, par un système de vote : seules les arêtes les
plus présentes seront conservées. Nous obtenons, à l’issue de cet algorithme, une
topologie « médiane ». Avant de présenter la formalisation de la méthode d’ap-
pariement en Section 5.2.3, nous présentons son fonctionnement sur un exemple
en Section 5.2.2. Sachant que cette méthode nécessite que chaque extrémité soit
visible sur chaque image, nous montrons finalement en Section 5.2.4 comment se
passer de cette hypothèse, c’est-à-dire comment prendre en compte le fait que
certaines extrémités ne soient pas visibles sur toutes les images.
5.2.1 Mise en correspondance de squelettes
Les squelettes sont souvent utilisés pour la reconnaissance et l’appariement de
formes : ils ont l’avantage de représenter la forme, tout en étant très simples à
manipuler, de par leur proximité avec les graphes. En particulier, une des façons
d’exprimer un squelette est d’utiliser un shock graph [60], qui est un graphe orienté
dont les noeuds représentent les centres des boules maximales, et dont chaque arête,
joignant deux centres, est orientée vers le centre de la boule ayant le plus grand
rayon (cf. Figure 5.3).
Cette formulation du squelette permet de simplifier la comparaison entre deux
formes, en comparant la topologie des shock graphs [101]. Cependant, de légères
variations de la forme peuvent entraîner un changement de topologie du shock
graph, par l’ajout ou la suppression d’arêtes dans celui-ci. Les variations possibles
du shock graph sont appelées transitions, et ont été formulées par [50]. Le nombre
minimal de transitions pour transformer un shock graph en un autre est appelé
la distance d’édition de graphes (graph edit distance). On peut ainsi estimer la
proximité de deux shock graph par leur distance d’édition, et en effectuer un ap-
pariement branche par branche [97], ce qui permet entre autres d’estimer un shock
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graph médian, intermédiaire entre les deux formes.
• ••
Figure 5.3 – Le shock graph est une formulation particulière du squelette sous
la forme d’un graphe orienté. L’orientation des arêtes fournit le sens de variation
monotone du rayon entre les deux centres qu’elle relie.
Le désavantage de la méthode d’appariement par shock graph étant la com-
plexité de l’algorithme [119], d’autres possibilités ont été proposées pour la re-
connaissance de formes à partir de squelettes. Sundar et al. [106] proposent une
méthode permettant d’associer une signature à un squelette, pour rechercher les
objets les plus proches, dans une base de données. Bai et al. proposent une mé-
thode d’appariement des extrémités de deux squelettes : ils proposent d’associer
un coût à tous les appariements possibles de deux extrémités [8], en supposant un
ordre sur les extrémités pour diminuer la complexité. Les bons appariements sont
ensuite choisis par minimisation du coût total. Cette approche est étendue par Xu
et al. en associant aussi les nœuds internes au squelette [112]. Enfin, Macrini et al.
ont proposé une méthode de découpe du squelette en différents os et ligaments,
en partant du principe qu’on peut reconnaître une branche caractérisant un détail
d’une branche principale du squelette en fonction de l’angle formé entre ces deux
branches [75]. Cette méthode permet ensuite de reconnaître l’objet considéré dans
une base de données, de façon plus efficace qu’un algorithme de reconnaissance
basé sur le shock graph.
Ces différentes approches présentent toutefois certaines limites, soit au niveau
du contexte d’application, soit au niveau du résultat produit. En effet, la méthode
associant une signature au squelette sert à reconnaître un squelette, mais n’apparie
pas les différentes branches. Quant aux méthodes associant les extrémités, leurs
limites proviennent de l’hypothèse selon laquelle l’ordre des extrémités est conservé
d’une image à l’autre, ce qui n’est pas nécessairement le cas (notamment dans
le cas où un objet est acquis depuis différents points de vue). La méthode par
shock graph est intéressante mais a une complexité élevée : en effet, l’évaluation
de la distance d’édition de graphe est un problème NP complet [119]. Enfin, la
découpe en os et ligaments est efficace pour la reconnaissance dans le cas où on
possède de nombreuses vues de chaque objet de la base de données. La méthode
que nous présentons a pour avantages d’être rapide, de mettre en correspondance
les branches des squelettes, et de tenir compte d’un nombre arbitraire de squelettes.
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Dans la section suivante, nous décrivons notre méthode sur un exemple.
5.2.2 Étude du problème sur un exemple
Sur la Figure 5.4, nous représentons les graphes représentant la topologie des
squelettes de la Figure 5.2. Les nœuds de ces graphes représentent les jonctions
associées aux squelettes, et leurs arêtes représentent les différentes branches sque-
lettales. Par construction, ces graphes ne contiennent aucun nœud de degré 2. Sur
cette même figure, nous introduisons des notations, associées à chaque arête. Pour
obtenir cette notation, nous supposons dans un premier temps que nous savons
apparier les extrémités sur chaque squelette, en demandant à l’utilisateur de les
associer. Ainsi, en Figure 5.2, l’emplacement de l’extrémité a est connue sur chaque
graphe, de même que les extrémités b, c et d. La seconde étape pour nommer une
arête consiste à observer quelles extrémités sont séparées par cette arête. L’arête
nommée a; bcd sépare l’extrémité a des extrémités b, c et d. Sachant qu’il n’existe
aucun sommet de degré 2, cette notation est unique et permet de reconnaître





a; bcd c; abd
ac; bd




















Figure 5.4 – Topologie des trois squelettes perspectifs de la Figure 5.2, et notation
proposée pour chaque arête. La notation consiste à décrire les extrémités que sépare
chaque arête. Ainsi, on peut reconnaître une arête sur plusieurs graphes différents,
si les extrémités sont connues.
Grâce à cette notation, nous pouvons savoir quelles arêtes apparaissent dans
un graphe : on peut ainsi constater que l’arête ac; bd n’apparaît que dans le graphe
G1, et que l’arête ab; cd apparaît dans les graphes G2 et G3. On peut ainsi déduire
que l’arête ab; cd a une probabilité plus forte d’être présente dans le squelette 3D
que l’arête ac; bd. Notons aussi que les deux arêtes ab; cd et ac; bd ne sont pas
compatibles : il est impossible de construire un graphe contenant ces deux arêtes.
Afin d’estimer le graphe du squelette 3D de l’objet, nous conservons les arêtes
les plus probables, tout en rejetant les arêtes incompatibles : de cette façon, pour
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l’exemple exposé, nous ne conservons que les arêtes a; bcd, b; acd, c; abd et d; abc,
correspondant aux arêtes contenant une extrémité, et l’arête ab; cd, présente dans
deux des graphes sur trois. Ce graphe a pour propriétés d’être homotope aux
graphes G2 et G3 (c’est-à-dire que ces graphes sot identiques à un renommage
près de nœuds et des arêtes), et de nécessiter deux transformations pour obtenir
le graphe G1 : une contraction de l’arête ab; cd, puis une insertion de l’arête ac; bd
(cf. Figure 5.5). Nous montrons par la suite que le critère pour choisir le graphe
minimise le nombre total de transformations pour passer du graphe estimé à l’un
des graphes de référence. Ce graphe estimé modélise la topologie du squelette 3D.






















a; bcd c; abd
ac; bd
b; acd d; abc
(i) (ii) (iii)
Figure 5.5 – Illustration des transformations pour passer d’un graphe homotope
à G2 et G3 à un graphe homotope à G1. Pour passer de l’étape (i) à l’étape (ii),
on contracte l’arête ab, cd, puis, pour passer de (ii) à (iii), on insère l’arête ac, bd.
Deux étapes sont donc nécessaires et suffisantes pour passer de (i) à (iii).
5.2.3 Formalisation
Dans cette section, nous exposons notre méthode d’appariement des squelettes,
dans le cas général. Pour ce faire, nous supposons avoir en entrée un ensemble de
n images calibrées d’un même objet, et les squelettes perspectifs correspondants.
Nous supposons de plus que le squelette de l’objet est connexe et acyclique, et
qu’il est curviligne : il est ainsi l’union d’un ensemble de surfaces canal. Enfin,
nous supposons que les appariements des extrémités des squelettes sont connus
(l’utilisateur les aura associées en les cliquant).
Pour estimer un graphe associé à la topologie du squelette 3D, il faut dans un
premier temps associer un graphe correspondant à la topologie de chaque squelette
perspectif. Un graphe de topologie est construit à partir d’un squelette perspectif :
chaque nœud de degré 2, possédant donc deux voisins, est retiré et remplacé par une
arête reliant ses deux voisins. Quand tous les nœuds de degré 2 ont été remplacés,
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il ne reste que des nœuds de degré 1 (les extrémités du graphe), et des nœuds de
degré 3 ou plus (les intersections du graphe). Nous appelons les graphes obtenus,
graphes de référence.
Dans un premier temps, nous présentons la convention de notation des arêtes,
et montrons que cette notation est unique. Ensuite, comme les arêtes possibles ne
sont pas toutes compatibles, nous montrons comment reconnaître la compatibilité
entre deux arêtes. La propriété de l’adjacence de deux arêtes est ensuite présentée.
Ceci nous sert à montrer comment construire un graphe à partir d’un ensemble
d’arêtes. Enfin, nous présentons notre méthode de construction du graphe appelé
graphe médian, et montrons qu’elle minimise le nombre total de transformations,
tout en garantissant la compatibilité des arêtes le composant.
Notation caractéristique des arêtes
Afin de reconnaître les arêtes présentes dans plusieurs graphes, nous les nom-
mons en fonction des extrémités. On note A l’ensemble des extrémités du graphe,
c’est-à-dire les nœuds de degré 1. Comme chaque graphe est acyclique et connexe,
et comme il n’existe aucun nœud de degré 2, chaque arête sépare le graphe en
deux parties connexes, la première contient un ensemble d’extrémités noté A1,
et la seconde contient l’ensemble complémentaire de A1 dans A, noté A2. Nous
caractérisons donc chaque arête par la paire {A1, A2} (cf. Figure 5.6), avec :
A1 ∪ A2 = Ve et A1 ∩ A2 = ∅ .
a b c
de
Figure 5.6 – Visualisation de la notation introduite. L’arête rouge en pointillés
sépare le graphe en deux parties : la première contient a et e, et la seconde contient
b, c et d. On la nomme donc ae; bcd. De façon similaire, l’arête bleue en tirets est
nommée d; abce. Ces arêtes vérifient la propriété dite « de compatibilité » suivante :
{a, e} ( {a, b, c, e} et que {d} ( {b, c, d}.
Proposition : Cette notation caractérise les arêtes.
Preuve : Supposons que nous avons deux arêtes e1 et e2 différentes ayant la
même notation. Comme le graphe est acyclique, les deux arêtes séparent les extré-
mités du graphe en deux sous ensembles A1 et A2. De plus, comme le graphe est
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connexe, il existe un chemin allant de chaque extrémité de A1 à chaque extrémité
de A2, qui passe nécessairement par e1 et e2. Comme les ensembles A1 et A2 sont
complémentaires, il n’existe pas de nœud de degré 3 (ou plus) entre les arêtes e1
et e2. Or, ceci est en contradiction avec le fait que nous avons construit le graphe
initial en ne conservant aucun nœud de degré 2. Ainsi, les deux arêtes e1 et e2 ne
peuvent pas être différentes. 
Compatibilité de deux arêtes
Soient deux arêtes distinctes d’un même graphe e1 et e2, dont les notations
respectives sont {A1, A2} et {B1, B2}.
Proposition : La propriété suivante est nécessairement vérifée (cf. Figure 5.6) :
A1 ( B1 et B2 ( A2 , (5.1)
quitte à échanger les indices.
Preuve : Commes les squelettes sont acyliques et connexes, chaque arête coupe
le graphe en deux sous-graphes. Sans perte de généralité, on suppose que l’arête e2
est comprise dans le sous-graphe G(A2) de G restreint aux extrémités de l’ensemble
A2. L’arête e2 sépare les deux ensembles d’extrémités B1 et B2, et comme le graphe
est acyclique et connexe, l’un de ces deux ensembles est nécessairement compris
dans G(A2). Sans perte de généralité, on suppose que B2 est dans le sous-graphe
G(A2), ce qui signifie que B2 ( A2. On peut immédiatement en déduire que
A1 ( B1, comme A1 et B1 sont les complémentaires des ensembles A2 et B2. 
Adjacence de deux arêtes
Deux arêtes e1 et e2, de notations respectives {A1, A2} et {B1, B2}, partagent
un sommet si et seulement si, pour toute arête e3 du graphe, de notation {C1, C2},
on a :
A1 ⊂ C1 ⊂ B1 ⇒ C1 ∈ {A1, B1} . (5.2)
En effet, C1 /∈ {A1, B1} signifierait que le sous-graphe contenant A1 est stric-
tement contenu dans le sous-graphe contenant C1, ce qui mènerait à une non-
adjacence des arêtes e1 et e2.
Construction du graphe associé à un ensemble d’arêtes
Dans les paragraphes précédents, nous avons proposé une notation pour chaque
arête d’un graphe. De plus, nous avons montré que cette notation était caractéris-
tique d’une arête, c’est-à-dire qu’elle permettait de reconnaître cette arête sur les
différents graphes représentant la topologie de chaque squelette perspectif. Sup-
posons à présent que nous ayons un ensemble Se d’arêtes, caractérisées par leurs
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notations. Nous montrons ici comment reconstruire un unique graphe à partir de
cet ensemble d’arêtes.
Pour ce faire, nous montrons d’abord comment construire l’ensemble des som-
mets associés aux arêtes de Se. Ces sommets se divisent en deux catégories :
les sommets extrémités connus, et les sommets internes, dont nous montrons la
construction dans un premier temps. Ensuite, nous montrons comment relier cha-
cun des sommets à partir des données des arêtes contenues dans Se.
Nous décrivons un sommet interne par les différents ensembles d’extrémités
qu’il sépare. Par exemple, dans le graphe G1, en Figure 5.5, le sommet à la jonction
de a; bcd, c; abd et ac; bd est décrit par a; c; bd.
Soit e = {A1, B1} une arête de l’ensemble Se. Les deux sommets extrémités
de cette arête peuvent être construits à partir d’elle, l’un étant « du côté » des
extrémités de A1, et l’autre étant « du côté » des extrémités de B1. Nous notons
(ek)k=1,...,p les p arêtes adjacentes à e, avec ek = {Ak, Bk}, telles que Bk ( B1 (For-
mule (5.1)). Toutes les arêtes ek partagent un même sommet, qui est l’extrémité
de e « du côté » de B1. Ce sommet est donc de degré p+1, car il est sur l’arête e,
et les p arêtes (ek)k=1,...,p.
Les ensembles (Bk)k=1,...,p forment une partition de B1, car pour toute extrémité
a ∈ B1, il existe un unique k avec a ∈ Bk :
Existence : Soit une extrémité a appartenant à B1. La propriété d’adjacence
(Formule (5.2)) indique que pour tout k, chaque ensemble Bk est maximal dans
B1. Or, on sait que l’arête {A \ {a} , {a}} existe, avec {a} ⊂ B1 : il s’agit de
l’arête reliée à l’extrémité a. Ainsi, comme le nombre d’arêtes est fini, il existe
nécessairement un k tel que a ∈ Bk (avec au minimum Bk = {a}). 
Unicité, par l’absurde : Soit une extrémité a appartenant à B1. Supposons que
a ∈ B2 et a ∈ B3 (quitte à réordonner les indices). Par adjacence (Formule (5.2)),
on ne peut pas avoir B2 ( B3 ou B3 ( B2. Ainsi, on a B2 ( A3 ou A3 ( B2.
Si B2 ( A3, on a a ∈ A3, ce qui est contraire au fait que A3 et B3 forment une
partition de A. Si A3 ( B2, ceci implique que A3 ( B1. Or on a A1 ( A3, ce qui
implique A1 ( B1, qui est impossible. Il ne peut donc exister qu’un seul k pour
lequel a ∈ Bk 
Nous définissons l’ensemble v = {A1, (Bk)k=1,...,p} comme le sommet commun
à toutes les arêtes. Comme les ensembles (Bk)k=1,...,p forment une partition de B1,
l’ensemble v constitue une partition de A. Cette partition est indépendante de
l’arête considérée en premier lieu, et par conséquent v peut être défini à partir de
n’importe laquelle des arêtes de son voisinage.
Finalement, nous pouvons construire le graphe G = (V,E), en construisant
dans un premier temps tous ses sommets V comme présenté au paragraphe pré-
cédent, puis en construisant les arêtes E directement à partir des éléments de Se.
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En effet, deux sommets v1 et v2 sont voisins si et seulement si :
∃(A,B) ∈ v1 × v2, {A,B} ∈ Se .
Ainsi, par construction, ce graphe contient toutes les arêtes représentées dans
Se, et par unicité des notations des arêtes, ce graphe est unique.
Construction du graphe médian
Nous venons de montrer que, connaissant un ensemble d’arêtes, nous pouvons
construire un graphe comprenant ces arêtes, et uniquement celles-ci. Sachant ceci,
nous construisons le graphe médian en prenant uniquement les arêtes contenues
dans un nombre de graphes strictement supérieur à n/2, n étant le nombre de
graphes de référence, c’est-à-dire le nombre d’images.
Nous devons montrer ici deux assertions :
1. Toutes les arêtes sont compatibles deux à deux.
2. Le graphe construit est le plus proche des graphes de référence, c’est-à-dire
qu’il minimise le nombre total de transformations entre lui et les graphes
de référence.
Preuve de 1. : On considère deux arêtes e1 et e2 du graphe. Ces arêtes sont toutes
deux contenues dans plus de la moitié des graphes. Or, par un argument combi-
natoire, ceci signifie qu’il existe un des graphes de référence contenant ces deux
arêtes, et donc qu’elles sont compatibles : ainsi, toutes les arêtes sont compatibles
deux à deux.
Preuve de 2. : Les insertions peuvent être effectuées dans n’importe quel ordre, de
même que les contractions. On peut donc observer chaque arête du graphe médian
indépendamment des autres. Ainsi, considérons une arête e du graphe médian.
Cette arête est comprise dans un nombre m1 de graphes, avec m1 > n2 . Ainsi si
on retirait cette arête du graphe médian, on ajouterait l’opération de contraction
de l’arête e sur m1 graphes, et on retirerait l’opération d’insertion sur n − m1
graphes. Le nombre total de transformations augmenterait de m1 − (n − m1),
soit 2m1 − n, qui est supérieur à 0 : si on ne veut pas augmenter le nombre
de transformations, cette arête doit donc être gardée. À l’inverse, si l’on décidait
d’ajouter à ce graphe médian une arête contenue dans m2 graphes, avec m2 ≤ n2 , le
nombre total de transformations augmenterait de (n−m2)−m2, soit n−2m2 qui est
aussi supérieur à 0 : on ne peut donc pas ajouter d’arête sans augmenter le nombre
total de transformations. Ainsi, on ne doit garder dans le graphe que les arêtes
apparaissant dans une majorité des graphes. On a donc bien construit le graphe
le plus proche d’un ensemble de graphes de référence, c’est-à-dire minimisant le
nombre total de transformations jusqu’aux graphes de référence. 
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Notons toutefois que cette topologie n’est pas nécessairement unique si le
nombre d’images est pair, et qu’une arête apparait dans un nombre pair d’images.
Ceci motive pour prendre un nombre impair d’images.
5.2.4 Appariement partiel des extrémités
Nous avons exposé une méthode permettant d’estimer la topologie la plus plau-
sible pour le squelette 3D, à partir des différents squelettes perspectifs. Cependant,
il est nécessaire que chaque extrémité soit présente dans toutes les images. Ceci
est dû au fait que les arêtes ne peuvent être nommées et reconnues que si la tota-
lité des extrémités est présente. Dans cette section, nous proposons une méthode
permettant d’effectuer un appariement partiel des extrémités, c’est-à-dire de trai-
ter les cas où certaines extrémités n’apparaissent pas dans toutes les images, par
exemple quand un membre est occulté par la forme elle-même, du point de vue
considéré (cf. Figure 5.7).
Figure 5.7 – Illustration d’un cas où les extrémités du squelette n’apparaissent
pas sur toutes les images.
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Pour ce faire, nous proposons l’algorithme 6. L’idée est d’estimer l’emplacement
de chaque extrémité manquante, afin de compléter le graphe (cf. Figure 5.8). Ce-
pendant, comme nous avons plusieurs choix possibles pour l’emplacement, il nous
faut déterminer un critère pour valider ou invalider l’attribution d’un emplacement
à une extrémité.
Algorithme 6 : Attribution des extrémités non visibles sur chaque image
Données : {Vi}i=1,...,n : ensembles des sommets connus sur chaque graphe
avec Vi = {vij} : sommets connus sur le graphe i
{Ui}i=1,...,n : ensembles des extrémités manquantes sur chaque
graphe
avec Ui = {uik} : extrémités manquantes sur le graphe i
S : fonction de score, donnant le nombre total de transformations
pour passer au squelette médian
Résultat : {fi : Ui → Vi}i=1,...,n : fonctions associant chaque extrémité
manquante à un sommet connu
1 Pour tous i faire
2 Attribution aléatoire de chaque extrémité uik à un sommet vij
3 Fin
4 Répéter
5 Pour tous i faire
6 Pour tous uik faire
7 s1 = S({Vi}i=1,...,n , {Ui}i=1,...,n , {fi}i=1,...,n)
8 Attribution aléatoire de uik à un sommet vij
9 s2 = S({Vi}i=1,...,n , {Ui}i=1,...,n , {fi}i=1,...,n)
10 Si s2 > s1




15 Jusqu’à Stabilisation de S({Vi}i=1,...,n , {Ui}i=1,...,n , {fi}i=1,...,n);
Nous nous appuyons sur le fait que, en fonction de l’emplacement de la nouvelle
extrémité, le squelette médian sera différent, de même que le nombre de transfor-
mations nécessaires pour l’atteindre. Afin de choisir l’emplacement approprié pour
ajouter une extrémité, le critère que nous allons utiliser ici est donc comme précé-
demment le nombre total de transformations pour atteindre le squelette médian,
que nous allons chercher à minimiser. Ceci nous permettra de choisir le meilleur
endroit pour ajouter les extrémités supplémentaires à chaque squelette. Une illus-







Figure 5.8 – Différentes façons d’ajouter une extrémité e à un graphe existant.
On peut ajouter une arête sur une arête reliée à une extrémité (cas e1), ou alors
l’ajouter à un sommet déjà existant (cas e2).
Afin de minimiser le nombre de transformations topologiques, nous plaçons
aléatoirement chaque extrémité à un emplacement du squelette, puis estimons le
squelette médian. Ceci donne une première estimation du nombre de transforma-
tions nécessaires pour passer d’un squelette d’une des images au squelette médian.
Ensuite, nous cherchons à améliorer ce coût, en parcourant les extrémités assignées
par l’algorithme. Pour chacune, nous estimons le nombre de transformations en la
positionnant en tous les sommets possibles, et attribuons la position qui minimise
le coût. Si plusieurs positions donnent un même coût minimum, nous en choisis-
sons une aléatoirement. Ceci se justifie par le fait que si le coût minimum n’est
pas affecté, la topologie médiane a très peu de chances d’être affectée : ainsi, ces
différents choix se valent.
Nous continuons cet algorithme en parcourant les extrémités assignées, jusqu’à
minimisation du nombre de transformations. La justification de ce critère tient
au fait que si l’extrémité est placée à un endroit malvenu, de nombreuses arêtes
sont contractées pour aboutir au squelette médian. En minimisant le nombre de
transformations, nous conservons un maximum d’informations sur la topologie du
squelette 3D.
Nous venons ainsi de présenter une méthode permettant d’estimer une topologie
pour un squelette 3D curviligne, à partir d’un ensemble de squelettes perspectifs
donnés. Cette estimation nécessite une intervention de l’utilisateur, qui indique
l’emplacement des extrémités sur chaque squelette perspectif. Cette information
permet, dans un premier temps, d’estimer un graphe représentant la topologie de
chaque squelette perspectif, et dans un second temps, d’attribuer une notation à
chaque arête du graphe. Cette notation est utilisée pour reconnaître les arêtes sur
les différents graphes, et ainsi nous pouvons en déduire les arêtes présentes dans la
topologie du squelette 3D. Enfin, nous avons étendu cette approche pour prendre
en compte les cas où les extrémités des squelettes ne sont pas visibles sur toutes les
images (des résultats d’appariements partiels sont exposés en Figure 5.16). Nous
voyons dans la prochaine section comment trianguler les branches du squelette 3D,
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en utilisant les images dans lesquelles les projections de ces branches sont visibles.
Topologies en
entrée











Figure 5.9 – Illustration du critère permettant de choisir l’emplacement d’une
extrémité. La première ligne du tableau expose un cas où l’une des extrémités
du squelette n’est pas visible sur l’une des deux images. La seconde ligne indique
deux emplacements possibles pour cette extrémité non présente, et la troisième
ligne expose le squelette médian résultant pour chaque choix. Enfin, la dernière
ligne du tableau présente le nombre de transformations nécessaires pour passer du
squelette médian estimé aux squelettes de départ, en fonction de l’endroit où a
été ajoutée la branche manquante. La première colonne présente un choix volon-
tairement erroné, et montre que le squelette médian obtenu est plutôt loin de la
forme humanoïde présentée. La seconde colonne place l’extrémité manquante au
niveau d’une des extrémités présentes, sur l’arête associée. La topologie médiane
résultante est correcte, mais l’emplacement de l’extrémité n’est pas optimal. Enfin,
la dernière colonne représente le choix optimal, qui se vérifie tant sur la topologie
que sur le nombre de transformations, qui est minimal.
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5.3 Triangulation des branches de squelette
Nous venons d’associer une branche du squelette 3D à une branche de chaque
squelette projectif, que nous appelons branche projective. Dans cette section,
notre contribution est l’estimation de la branche 3D à partir des branches projec-
tives qui lui correspondent (une branche projective par image où la branche 3D
est visible).
Nous supposons dans cette section que chaque branche est paramétrée : nous
approximons au préalable chaque branche squelettale par une B-Spline de degré
3 (degré minimal pour que la courbe soit au moins de classe C 2), que nous pa-
ramétrisons par t évoluant entre 0 et 1. Le nombre de points de contrôle est fixé
empiriquement à un dixième du nombre de points de la branche discrète. Le vecteur
nodal associé à la B-Spline, quant à lui, est choisi uniforme. Enfin, l’approximation
est effectuée au sens des moindres carrés, comme exposé dans [74].
Du fait de l’appariement des squelettes dans la section précédente, nous savons
associer entre elles les extrémités de chaque branche. Il nous reste ici à associer
les paramétrisations de chaque branche. Une des possibilités est d’apparier les
paramétrisations de façon uniforme, c’est-à-dire d’associer entre eux les points des
B-Splines correspondant à une même valeur de t donnée. Cependant, cette solution
























Figure 5.10 – Différence entre la paramétrisation d’une courbe et celle de sa
projection. En effet, la projection d’une courbe paramétrée par l’abscisse curviligne
n’est pas nécessairement une courbe paramétrée par l’abscisse curviligne. On a ici
une projection orthogonale d’un arc de cercle sur les axes (Ox) et (Oy). La ligne
bleue en tirets est la reconstruction (erronée) obtenue si on apparie uniformément
les paramétrisations des projections.
164
Dans cette section, nous présentons dans un premier temps le problème de l’as-
sociation des paramétrisations sous la forme d’une fonctionnelle à minimiser, puis
nous présentons trois méthodes estimant la fonction minimisante. Nous présentons
ensuite deux problématiques liées à la triangulation. La première problématique
est le cas où les vues sont mal choisies, ce qui donne une reconstruction sous-
contrainte. La seconde problématique est lorsque la branche reconstruite contient
une auto-intersection locale. Pour cette problématique, nous exposons des mé-
thodes de l’état de l’art pour la détection des auto-intersections.
5.3.1 Présentation du problème
Supposons que nous ayons un ensemble de n branches associées, une pour
chacune des n images dans laquelle cette branche est visible. L’ensemble de ces
branches va nous permettre d’estimer une branche du squelette 3D, par triangula-
tion, c’est-à-dire en estimant la position de chaque point de la branche à partir de
l’ensemble de ses projections. En effet, considérons un point d’une branche d’un
squelette perspectif : il correspond à un cône, dont le sommet est le centre de pro-
jection de la caméra. Celui-ci décrit un ensemble de sphères qui ont toutes pour
projection une ellipse, intersection du cône et du plan image. Ce cône peut être
représenté par une droite de R4, correspondant à l’information de l’axe 3D du cône
augmenté de l’information du rayon en chaque point de celui-ci. En appariant n
points sur des branches perspectives (un par image), nous pouvons obtenir un en-
semble de n droites de R4, dont l’intersection (aux moindres carrés, c’est-à-dire le
point le plus proche de l’ensemble des droites) correspond à une sphère du sque-
lette 3D. La problématique que nous allons aborder ici est donc de déterminer
l’ensemble des appariements des points des branches perspectives permettant de
trianguler les sphères du squelette 3D.
Pour ce faire, nous supposons que :
1. Les droites de R4 (correspondant à un ensemble de points des branches
perspectives) qui ne s’intersectent pas (ou plutôt, sont trop éloignées les
unes des autres) ne peuvent pas être appariées.
2. L’appariement se fait de façon continue et monotone le long de chaque
branche perspective : ceci correspond au cas où aucune auto-occultation
locale n’est présente.
3. Nous savons apparier les extrémités de l’ensemble des branches. Ceci nous
est donné par l’association topologique des squelettes.
Notre problème peut être résolu en estimant une fonction d’appariement des
paramètres. Ainsi, nous modélisons la branche perspective de l’image i par une
fonction Li, qui à chaque élément de l’intervalle [0; 1] associe une droite de R4. Il
s’agit donc de chercher les ω = (ω1, . . . ,ωn)t ∈ [0; 1]n, tels que le point triangulé
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par les droites (Li(ωi))i=1,...,n corresponde à un point de coordonnées (x, y, z, r)
t,
associé à une sphère de centre de coordonnées (x, y, z)t et de rayon r du squelette
3D. On va donc construire une fonction p qui associe à chaque ω les coordonnées
p(ω) du point P (ω) le plus proche de l’ensemble de droites (Li(ωi))i=1,...,n au sens






avec d la fonction exprimant la distance euclidienne entre un point et une droite.
Le terme argmin renvoie l’élément pour lequel le minimum est atteint. L’avan-
tage d’utiliser cette formule est que les coordonnées du point P (ω), minimisant
la somme des carrés pour une valeur de ω donnée, s’obtiennent directement en
annulant la dérivée en q de
n∑
i=1
d(q, Li(ωi))2. En effet, cette somme représente une
fonction continue, est supérieure ou égale à 0, et diverge à l’infini. Sachant de plus
que la dérivée de cette fonction s’annule pour une seule valeur de q, cette valeur
représente nécessairement un minimum.
Pour estimer la distance entre les droites perspectives, nous construisons une
fonction D(ω) (cf. Figure 5.11) qui retourne la somme des carrés des distances de
p(ω) aux droites (Li(ωi))i=1,...,n, que nous devrons donc minimiser.





Ensuite, si nous supposons que l’appariement se fait de façon continue et mono-
tone le long de chaque branche, nous devons estimer une fonction τ : [0; 1]→ [0; 1]n
continue, telle que p(τ (t)) corresponde aux coordonnées des points de la branche
résultante du squelette 3D. Enfin, si nous savons apparier les extrémités, cela
signifie que nous pouvons poser p((0, . . . , 0)t) et p((1, . . . , 1)t) comme étant les
coordonnées des points extrémités de la courbe (comme nous avons pris soin au
préalable de paramétrer les B-Splines entre 0 et 1).
Dans un cas idéal, l’appariement τ optimal vérifierait :
∀t, D(τ (t)) = 0 ,
ce qui signifierait que pour tout t, les n droites (Li(τ i))i=1,...,n de R4 s’intersectent.
Cependant, cette équation n’est jamais vérifiée, notamment à cause du bruit. Nous






D((τ 1, τ 2)t)
Figure 5.11 – Carte de distance entre deux branches de squelettes, provenant de
deux images différentes. Pour chaque point de la carte, on attribue une couleur
correspondant à la valeur de distance entre les droites de R4 correspondant aux
paramètres. On voit sur cette carte qu’un chemin bleu (donc le long duquel les
distances sont faibles) apparaît entre le coin supérieur gauche et le coin inférieur
droit.
Cette solution ne convient pas non plus car le problème n’impose aucune ré-
gularité sur la fonction τ . Nous introduisons donc un terme supplémentaire nous
assurant du caractère lisse de la courbe τ :∫ 1
0
λ‖τ ′(t)‖2 +D(τ (t))dt , (5.3)
sous les contraintes τ (0) = (0, . . . , 0)t et τ (1) = (1, . . . , 1)t. L’ajout du terme en
‖τ ′(t)‖2 permet d’agir sur l’élasticité de la courbe estimée : plus le paramètre λ
est élevé, plus on oblige la courbe à être la plus « droite » possible. Nous voyons à
présent trois méthodes de résolution de cette fonctionnelle.
5.3.2 Méthodes de résolution
Nous énonçons et comparons à présent plusieurs algorithmes de minimisation
de la fonctionnelle énoncée précédemment. Pour ce faire, nous proposons trois
approches que nous comparons, l’une d’entre elles étant discrète, la méthode de
Dijkstra, et les autres étant continues, les méthodes du lagrangien et du B-Snake.
Dans un premier temps, nous montrons que la méthode de Dijkstra est adaptée
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dans le cas où il y a seulement deux branches à apparier, mais qu’elle présente
rapidement ses limites quand plus d’images sont utilisées. De plus, comme cette
méthode est discrète, aucune information de continuité ou de dérivabilité ne peut
être prise en compte, ce qui dégrade l’appariement des courbes. Dans un second
temps, nous présentons la méthode du Lagrangien, qui est plus adaptée au cas
continu. Cette méthode, qui consiste à rechercher une trajectoire entre un point
de départ donné et un point d’arrivée donné, permet de travailler sur plus de deux
images sans atteindre une complexité trop élevée. Son seul inconvénient est d’être
non symétrique : en effet, l’inversion du point de départ et du point d’arrivée peut
donner lieu à des appariements différents. Enfin, nous présentons la méthode du
B-Snake, qui consiste à déformer une courbe, tendue entre deux points. Cette mé-
thode a aussi pour avantage d’être continue, et symétrique. Son seul inconvénient
est son temps d’exécution un peu plus élevé que la méthode du Lagrangien.
Méthode de Dijkstra
Cette méthode ne permet pas directement de résoudre la fonctionnelle (5.3),
mais d’en résoudre une approximation. Elle est utilisée pour rechercher un chemin
de longueur minimale entre deux points dans un graphe. Il faut pour ceci attribuer
une longueur à chaque arête du graphe. Dans notre cas, le graphe est superposé à
la carte de distance (cf. Figure 5.12). Pour le construire, nous devons discrétiser les
valeurs des paramètres τ i, entre 0 et 1. Pour une discrétisation de chaque paramètre
sur chaque courbe projective en m valeurs (nous fixons usuellement cette valeur
à m = 100), on obtient un graphe comportant mn nœuds. Pour chaque point de
la grille, nous construisons trois arêtes, allant vers le bas, vers la droite, et en
diagonale bas-droite comme indiqué sur la Figure 5.12.
La seconde étape est de pondérer notre graphe en attribuant une valeur à
chaque arête. Pour ce faire, il nous faut estimer la valeur de la fonctionnelle de la
formule (5.3) pour chaque arête, exprimée de la façon suivante :
∫ t2
t1
λ‖τ ′(t)‖2 +D(τ (t))dt ,
avec t1 et t2 les temps respectifs du sommet d’origine et du sommet de destination
de l’arête. Le problème ici est que nous ne pouvons pas connaître les temsp t1 et
t2 des sommets de l’arête. Ainsi, nous proposons l’approximation suivante pour
chaque arête :
∆lλ+∆l
D(τ (t1)) +D(τ (t2))
2
,
avec ∆l = ‖τ (t1)−τ (t2)‖, et en posant t2 = t1+∆l. Cette approximation consiste
à considérer que la norme de la vitesse τ ′ est unitaire entre t1 et t2.
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Nous sommes donc en mesure d’attribuer une pondération à chaque arête du
graphe de cette façon. L’utilisation de l’algorithme de Dijkstra présente l’avantage
d’être très rapide sur deux images, mais devient rapidement très lourd pour un
nombre d’images plus élevé. En effet, la taille du graphe obtenu pour n images
est de taille mn sommets, et la complexité de l’algorithme, linéaire par rapport au
nombre de sommets, s’en retrouve considérablement alourdie. Il ne peut donc être
utilisé en pratique que pour deux acquisitions au maximum. Afin de réduire ce
défaut, nous pourrions utiliser une heuristique (par exemple A⋆ [53]) permettant
de réduire la complexité, mais un autre argument nous pousse à tenter d’autres
approches. Cet algorithme nécessite une discrétisation qui ne permet pas de repré-
senter efficacement le squelette continu. En effet, cette discrétisation ne prend pas
en compte les dérivées première et seconde de la branche estimée, contrairement
aux méthodes que nous proposons ci-après.
τ 1
τ 2
Figure 5.12 – Construction des arêtes du graphe. La grille (ici en n = 2 dimen-
sions, donc pour n = 2 branches projectives) est de taille m2. De haut en bas, on
fait évoluer le paramètre τ 1, et de gauche à droite, on fait évoluer le paramètre
τ 2. Les arêtes sont construites de telle sorte que les valeurs de τ 1 et τ 2 soient
croissantes, donc de haut en, bas et de gauche à droite. Une pondération leur
est attribuée, en fonction de la fonctionnelle (5.3). Ainsi, l’algorithme de Dijkstra
peut être utilisé pour trouver le chemin le plus court pour aller du point en haut
à gauche au point en bas à droite.
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Méthode du lagrangien
La méthode du lagrangien est une méthode provenant de la physique, per-
mettant d’estimer la trajectoire d’une particule, dans le cadre de la théorie du
calcul des variations [96]. Elle consiste à étudier les propriétés du lagrangien d’une
fonctionnelle (ici, celle de la formule (5.3)), pour décrire une trajectoire en termes
de déplacements ponctuels. L’intégration de ces déplacements ponctuels donne la
trajectoire parcourue. Ici, le lagrangien correspondant à notre problème est :
L(t, τ (t), τ ′(t)) = λ‖τ ′(t)‖2 +D(τ (t)) ,
avec L(t,x1,x2) = λ‖x2‖2 +D(x1).
L’expression du lagrangien permet d’estimer les variations ponctuelles de la










(t, τ (t), τ ′(t)) = 0 .
Dans notre cas, nous obtenons la formule suivante :






Avec cette formule, nous avons la valeur de l’accélération de la particule en
chaque instant de la trajectoire. Ceci nous permet d’approximer les variations de
la vitesse τ ′ de la particule, et finalement les variations des coordonnées de la
position τ de la particule. Connaissant une position initiale et une vitesse initiale,
il est donc possible d’estimer la trajectoire d’une particule, par intégration.
La problématique qu’il nous faut résoudre est l’estimation du vecteur vitesse
initial, noté τ ′0. En effet, en fonction de celle-ci, la trajectoire suivra un chemin




‖F (τ ′0)− (1, . . . , 1)t‖ ,
avec F la fonction qui, à une vitesse initiale τ ′0, associe la valeur τ (1), correspon-
dant à l’intégration du chemin parcouru. Nous minimisons ici la distance entre
le point de coordonnées τ (1) et le coin inférieur droit de la carte de distance
(cf. Figure 5.13). Cette méthode a une complexité beaucoup moins élevée que la
méthode de Dijkstra, elle permet donc de traiter un plus grand nombre d’images.
Cependant, un inconvénient reste : cette estimation de la trajectoire n’est pas
symétrique. En effet, que l’on parte d’une extrémité ou d’une autre, de légères
variations peuvent apparaître sur la courbe. Dans le prochain paragraphe, nous
proposons une méthode permettant de pallier cette absence de symétrie.
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Figure 5.13 – En fonction de la vitesse initiale, la trajectoire parcourue sera
différente, et n’atteindra pas nécessairement le coin inférieur droit de la carte. Des
trajectoires (indiquées en rouge) avec différentes vitesses initiales sont estimées.
Méthode du B-Snake
La méthode du B-Snake consiste à déformer une courbe B-Spline pour la faire
s’adapter à un champ de potentiels, sous certaines contraintes de régularité, ici
la même contrainte que dans les précédentes approches. C’est une variation de la
méthode du snake, ou contour actif [57]. L’énergie à minimiser par le B-Snake est
décomposée en deux parties : l’énergie interne et l’énergie externe.
Dans notre cas, on peut reconnaître dans la formulation de la fonctionnelle de
la formule (5.3) la description de l’énergie interne et externe. L’énergie externe cor-
respond à la fonctionnelle Eext(τ ) =
∫ t1
t0
D(τ (t))dt, et décrit l’attache aux données




‖τ ′(t)‖2dt, et est pondérée par rapport à l’énergie externe par le
paramètre λ, comme précédemment.
Pour déformer le B-Snake, à chaque itération de la minimisation, on applique
en tout point de la courbe une force qui est la fonctionnelle telle que :
F (τ , t) =
d(Eext(τ ) + Eint(τ ))
dτ
(t)
= ∇D(τ (t))− 2λτ ′′(t) .
Dans notre cas, le B-Snake est initialisé par la diagonale de la carte de distances.
Ensuite, en itérant, nous minimisons la fonction d’énergie. L’algorithme s’arrête
quand la distance maximale entre deux itérations d’un même point de la courbe est
inférieur à un seuil donné. Sachant que le B-Snake est inclus dans un hypercube
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de côté 1, nous fixons ce seuil à 10−4 pour nous assurer de la stabilité du B-
Snake. Cette méthode permet, tout comme la méthode du lagrangien, de prendre
en compte beaucoup plus d’images que la méthode de Dijkstra.
Dans cette section, nous avons présenté le problème de la triangulation d’une
branche squelettale à partir d’un ensemble de branches projectives, et l’avons posé
sous la forme d’une fonctionnelle à résoudre, en Formule (5.3). De plus, nous avons
présenté trois méthodes de résolution de la fonctionnelle : la méthode de Dijkstra,
la méthode du lagrangien, et la méthode du B-Snake. Dans la section suivante,
nous présentons des résultats obtenus à partir de la reconstruction par squelette,
en comparant les différentes approches pour la triangulation.
5.4 Évaluation de la méthode
Dans cette section, nous évaluons le résultat de la reconstruction sur des ac-
quisitions réelles. Nous testons deux méthodes pour apparier les topologies, l’une
manuelle, l’autre étant celle décrite en Section 5.2. Nous évaluons aussi les trois mé-
thodes présentées en Section 5.3 pour apparier les paramétrisations des branches de
squelette. Pour ce faire, nous acquérons un ensemble d’images calibrées de chaque
objet que nous voulons reconstruire, avec des points de vue écartés les uns des
autres, tout en tentant de rendre visible un maximum des extrémités de l’objet sur
chaque image. Ensuite, nous estimons le squelette perspectif associé à chaque pro-
jection de l’objet 3D (nous rappelons que la silhouette est préalablement segmentée
à partir de l’algorithme Grabcut [92]).
Nous effectuons ensuite une squelettisation pour estimer le squelette perspectif,
de deux façons différentes. La première façon est la squelettisation perspective de
Voronoï, exposée en Section 3.3, que nous élaguons par un scale-axis-transform,
avec un facteur d’agrandissement des boules de 1, 2. Nous cherchons ainsi à mi-
nimiser le nombre de branches estimées pour chaque squelette perspectif, comme
montré en Section 4.3.4. La seconde façon est la squelettisation par propagation,
présentée en Section 4.3, avec un bruit σ égal à 1 et un facteur α égal à 2, 5, qui
sont des valeurs adaptées dans notre cas, comme exposé en Section 4.3.4 (excepté
pour trois échantillons très bruités, où nous avons fixé σ à 2 et α à 5, 0).
Une fois cette opération faite, nous associons de deux façons différentes les
branches squelettales : à la main ou par la méthode présentée en Section 5.2, ce qui
ne nécessite que l’association des extrémités du squelette sur chacune des images.
Pour effectuer l’appariement de façon manuelle, nous demandons à l’utilisateur
d’associer chaque branche sur l’ensemble des images en sélectionnant ses deux
extrémités propres. Ceci signifie que la topologie est absente de la reconstruction :
en effet, cette méthode reconstruit un ensemble de branches, mais sans donner
d’information sur les liens entre ces branches. De plus, cette interaction demande
172
plus d’interactions avec l’utilisateur que la méthode proposée en Section 5.2.
Ensuite, nous lançons la triangulation des squelettes 3D, selon les trois mé-
thodes présentées en Section 5.3. Nous avons vu que l’algorithme de Dijkstra a une
complexité trop élevée pour être utilisé de manière rapide et adaptée au contexte
d’application visée lorsque l’on utilise plus de deux images. Pour résoudre ce pro-
blème, nous évaluons la triangulation sur tous les couples d’images possibles, pour
ensuite retenir la meilleure solution minimisant une erreur de reprojection. Ainsi,
afin d’être comparable, pour les méthodes du lagrangien et du B-Snake, nous ef-
fectuons la reconstruction sur l’ensemble des images, ainsi que sur tous les couples
d’images possibles.
Pour effectuer le choix du meilleur couple d’images, nous utilisons une erreur
de reprojection notée er. Si on appelle Si la silhouette donnée sur l’image i, et Ri







avec n le nombre d’images, ∆ la différence symétrique et A la fonction donnant
l’aire d’une surface (ici en nombre de pixels).
Pour évaluer l’erreur associée à la reconstruction, comme pour l’évaluation du
chapitre 4, nous proposons premièrement d’utiliser la distance de Hausdorff : nous
reprojetons l’objet 3D obtenu selon chaque caméra, ce qui nous donnera une sil-
houette par caméra. Pour chaque image, nous évaluons la distance de Hausdorff, en
pixels, entre la silhouette et le masque associé. Deuxièmement, nous évaluons aussi
l’aire de la différence symétrique (cf. Formule (5.4)). Les résultats sont présentés
sur le Tableau 5.1.
Le Tableau 5.1 nous informe que, quelle que soit la méthode de squelettisation
perspective, l’appariement topologique des squelettes (voir Section 5.2) est plus
efficace que l’appariement des branches à la main. Nous observons ensuite qu’il est
préférable de prendre la totalité des branches projectives à disposition, plutôt que
le meilleur couple possible : le gain sur la distance de Hausdorff est de l’ordre de
5 à 10 pixels. Nous observons aussi que la méthode de triangulation utilisée (voir
Section 5.3) n’a finalement que peu d’impact sur la qualité de la reconstruction.
L’impact le plus important est sur le temps d’exécution qui est plus élevé lors de
l’utilisation de la méthode du B-Snake. Pour toutes les méthodes le paramètre λ est
fixé à la valeur 0, 2. Cette valeur est fixée de façon empirique, et permet de pondérer
la tension de la courbe de façon à la laisser suffisamment libre pour s’ajuster au
mieux aux données. De façon plus générale, les meilleures reconstructions sont



























n Meilleur Dijkstra 41,5/40,9 18,7/15,2 680/606
couple Lagrangien 41,0/40,0 19,5/15,1 680/577
B-Snake 41,7/43,2 19,5/16,5 3290/3032
Toutes Lagrangien 32,1/34,0 14,9/13,4 380/326













e Meilleur Dijkstra 29,9/43,9 13,5/11,5 925/941
couple Lagrangien 28,2/39,2 13,0/11,5 972/962
B-Snake 31,3/40,7 14,3/12,6 4901/4941
Toutes Lagrangien 22,6/27,7 10,9/9,1 536/490
B-Snake 24,1/29,1 11,6/9,8 1414/1470
Table 5.1 – Évaluation des différentes méthodes sur un ensemble de 14 objets à re-
construire, en utilisant la squelettisation perspective de Voronoï/par propagation.
Les images sont de taille 800× 600. On observe ici que les meilleurs résultats (en
moyenne) sont obtenus en utilisant l’association topologique et toutes les images.
Le choix entre la méthode du lagrangien et celle du B-Snake se fait sur la base
du temps d’exécution, qui est à l’avantage de la méthode du lagrangien. En ce
qui concerne les deux méthodes de squelettisation perspective, on constate que la
squelettisation de Voronoï donne une distance de Hausdorff plus faible, tandis que
la squelettisation par propagation donne une erreur de reprojection plus faible.
Les calculs sont effectués sur un processeur Intel Core i7-4800MQ 2,70GHz, sur un
ordinateur ayant 15 GiB de RAM.
En ce qui concerne les méthodes de squelettisation perspective, on constate
que dans le meilleur cas (avec appariement topologique et utilisation de toutes
les branches) la squelettisation de Voronoï donne de meilleurs résultats en ce qui
concerne la distance de Hausdorff, mais la squelettisation par propagation donne
de meilleurs résultats en ce qui concerne l’erreur de reprojection. Pour expliquer
ceci, il faut dans un premier temps noter que l’élagage par scale-axis-transform
peut faire perdre de l’information sur la forme squelettisée, notamment aux ex-
trémités. En effet, un détail de l’objet peut facilement être élagué s’il existe dans
son voisinage une boule squelettale de rayon important. Ceci explique le fait que
l’erreur de reprojection soit plus importante pour la squelettisation de Voronoï que
pour la squelettisation par propagation. À l’inverse, pour expliquer la différence
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sur la distance de Hausdorff, on note que le nombre de points squelettaux obtenus
par la squelettisation de Voronoï est plus élevé que celui obtenus par la squeletti-
sation par propagation. Ainsi, une B-Spline approximant une branche tient moins
compte des variations sur cette branche, comme le nombre de points de contrôle
est proportionnel aux nombre de points d’une branche. Remarquons d’ailleurs que
cela est visible en Figure 5.14 : on constate que à l’épaule, la branche du sque-
lette 3D issu de la squelettisation de Voronoï est plus mince que celle issue de la
squelettisation par propagation.
Reconstruction 3D
(a) Avec squelettisation de Voronoï (b) Avec squelettisation par propagation
(c) Par shape-from-silhouette
Figure 5.14 – Comparaison visuelle entre la reconstruction par squelette (avec les
deux méthodes de squelettisation) et la reconstruction par shape-from-silhouette,
sur 3 images. Du fait du faible nombre d’images, la reconstruction par SfS donne
un résultat contenant des parties supplémentaires non voulues. Algorithme de re-
construction par SfS de [78], (http://vision.gel.ulaval.ca/~visualhull/). Les deux
approches de reconstruction par squelette sont très semblables visuellement.
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La Figure 5.14 présente une comparaison entre une reconstruction effectuée
par shape-from-silhouette (SfS) et une reconstruction effectuée par notre méthode,
selon les deux méthodes de squelettisation, pour les mêmes données d’entrée, à
savoir 3 images prises de trois points de vue différents. Bien évidemment, ce nombre
est grandement insuffisant pour effectuer une reconstruction correcte avec le SfS.
Nous voulons signifier ici le faible nombre de contraintes nécessaires à l’utilisation
de notre méthode (comprenant une interaction de l’utilisateur), ainsi que l’aspect
non voxelisé du résultat.
Quelques autres reconstructions par squelette sont présentées en Figure 5.15 et
en Figure 5.16. Afin d’obtenir un maillage, nous utilisons ici l’algorithme SCALe-
invariant Integral Surfaces de [118], appliqué sur une version discrétisée de notre
squelette.
Figure 5.15 – Deux reconstructions effectuées avec la méthode proposée. Les
images acquises sont présentées à gauche, et le squelette ainsi qu’un maillage sont
présentés à droite.
Nous voyons sur ces images que la forme géométrique globale de l’objet est
restituée. De plus, on voit que les parties tubulaires (pattes, queue du lémurien)
sont bien restituées. Enfin, le modèle que nous obtenons est un modèle complet :
il s’agit d’un maillage fermé, dont la structure est indiquée par le squelette.
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Figure 5.16 – Quelques exemples de reconstruction avec la méthode proposée
(chameau : 5 images, ours : 4 images, cochon : 4 images, lémurien : 5 images).
Nous présentons pour chaque objet le squelette reconstruit, ainsi qu’un maillage
estimé avec l’algorithme SCALIS (SCALe-invariant Integral Surfaces)[118]. Les
deux derniers squelettes sont reconstruits avec une association partielle des extré-
mités, ce qui implique une non connexité des branches du squelette, puisque toutes
les images ne sont pas utilisées pour chaque branche.
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Nous voyons aussi l’une des limites de notre méthode, qui est la tendance à
épaissir les parties non tubulaires de l’objet. En effet, certaines des formes étudiées
peuvent être représentée par des squelettes ayant des parties surfaciques. De plus,
de légères occultations locales réduisent la finesse de certaines reconstructions,
comme pour le cou ou les bras de la deuxième peluche en Figure 5.16. Enfin, nous
voyons sur les deux dernières figures que le squelette est en plusieurs parties :
ceci est dû au fait que sur ces squelettes, nous avons utilisé l’appariement partiel
des extrémités. En effet, dans ce cas, toutes les images ne sont pas utilisées pour
l’appariement des branches (puisque chaque branche n’est visible que dans un sous
ensemble des images), ce qui implique un certain décalage au niveau des jonctions.
(a) Deux images d’une peluche, acquises volontairement proches l’une de l’autre
(b) Reconstruction obtenue à
partir des deux images
(c) Reconstruction obtenue en ajoutant
une image supplémentaire bien choisie
Figure 5.17 – Illustration d’une ambiguïté de reconstruction, due à des points de
vue mal choisis. On voit sur la figure (b) que les différents membres de la peluche
sont tordus, mais que l’ajout d’une image bien choisie donne une bien meilleure
reconstruction (c).
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Une fois que la reconstruction est effectuée, on peut toutefois noter certains
défauts sur les objets reconstruits (cf. Figure 5.17). En particulier, on peut ob-
server sur cette figure que la reconstruction de cette peluche diffère grandement
par l’ajout d’une seule image. Ceci vient du fait que les images choisies 5.17(a)
pour effectuer la première reconstruction 5.17(b) ont été prises de deux points
de vue très proches. De plus, certaines branches sont tellement tordues que des
auto-intersections apparaissent dans la surface canal estimée (5.17(b), pli de la
jambe à gauche). Dans la section suivante, nous montrons comment détecter ces
défauts, pouvant donner une branche très déformée, ou des auto-intersections dans
la branche.
5.5 Estimation des défauts de la triangulation
Dans cette section, nous montrons deux problèmes pouvant affecter une branche
reconstruite avec notre méthode. Le premier problème entraîne une reconstruction
déformée d’une branche. Il s’agit d’un problème d’ambiguïté du choix des points
de vue, que nous présentons en Section 5.5.1. Le second problème est l’apparition
d’auto-intersections dans la surface reconstruite à partir de la branche, et nous
montrons en Section 5.5.2 comment les détecter.
5.5.1 Estimation du conditionnement de la triangulation
Il existe des cas où le problème d’appariement des branches est mal posé. Dans
cette section, nous présentons d’abord l’influence du choix des points de vue sur la
reconstruction, puis nous proposons une méthode permettant d’estimer si les vues
choisies induisent une ambiguïté sur la reconstruction. Enfin, nous proposons un
choix possible pour une nouvelle vue à acquérir, dans le cas où le problème serait
mal posé.
Présentation du problème
Afin d’apparier les squelettes perspectifs sur les images, nous mettons en cor-
respondance les paramétrisations des n squelettes étudiés. Cependant, il existe des
cas où cet appariement est ambigu. Par exemple, nous voyons en Figure 5.18 que
deux résultats sont possibles pour la reconstruction.
En effet, après projection de ces solutions sur les deux vues étudiées, on peut
constater que les deux squelettes 3D correspondent parfaitement aux données ini-





Figure 5.18 – Exemple de l’effet d’un appariement ambigu sur une reconstruction.
Les images (a) et (b) correspondent à une projection orthographique d’un même
objet, selon deux plans de projection orthogonaux ((O;x;y) pour l’image (a) et
(O;y; z) pour l’image (b)). Deux reconstructions possibles sont présentées, pour
une valeur du paramètre λ faible (c), et pour une valeur du paramètre élevée (d).
Le fait que ce problème soit mal posé est confirmé par l’étude de la carte de
distance associée aux images de la figure 5.18. Nous constatons sur la première
carte de distance de la Figure 5.19 que pour chaque valeur des paramètres τ i, la
distance entre les droites correspondantes est très faible, contrairement à une carte
de distance mieux conditionnée. Nous venons de mettre en évidence un problème
d’ambiguïté sur un cas simple de squelette, c’est-à-dire avec une seule branche.
Quand un squelette est composé de plusieurs branches, ce problème peut aussi
apparaître indépendamment sur chaque branche 3D. Dans le paragraphe suivant,
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Figure 5.19 – Cartes de distance utilisées pour l’appariement de deux branches
projectives. Dans le cas où la triangulation d’une branche squelettale 3D est am-
bigüe, comme pour la branche squelettale en Figure 5.18, la carte de distance
associée à la branche 3D ressemble à la carte de distance de gauche. La carte de
distance de droite correspond à un cas idéal de reconstruction d’une branche, où
le minimum est atteint dans une vallée.
Caractérisation de l’ambiguïté
Pour comprendre l’origine de l’ambiguïté de l’appariement, nous partons d’un
cas simple, où la fonction de centres d’une branche 3D est un segment décrit par
la fonction C telle que C(s) = C0+ s
−→u de R3, avec C0 un point de l’espace, et −→u
un vecteur représentant la direction du segment. Ce cas est illustré en Figure 5.20.
L’ambiguïté provient du fait que le squelette 3D est contenu dans le plan formé par




d2 . Ainsi, pour chaque point du squelette de
la première image, nous pouvons associer tous les points du squelette de la seconde
image, et inversement. Dans un premier temps, nous décrivons cette ambiguïté sur
la branche squelettale en Figure 5.20, puis nous généralisons pour n’importe quelle
branche squelettale.
Pour la branche décrite, la présence de l’ambiguïté vient du fait que l’espace
vectoriel formé par les directions de projection et les directions des tangentes aux
squelettes projectifs est de dimension 2. Notre objectif est donc ici d’estimer la
dimension de cet espace vectoriel, en lui trouvant une base, puis en étudiant son
rang. Nous supposons que nous avons deux caméras orthographiques (nous géné-
ralisons par la suite aux caméras perspectives), dont les directions de projection




d2 . En projetant
orthogonalement le squelette selon la direction
−→
di , on obtient le squelette dont les
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centres sont décrits par la fonction Ci, avec :
Ci(si) = Ci0 + si
−→ui , si ∈ [0, 1] ,




−→ui la projection du vecteur −→t sur ce plan. Les vecteurs −−−→Ci0C0
et
−→
di sont ainsi colinéaires, et










Figure 5.20 – Illustration de l’ambiguïté d’appariement. Sur cette figure, l’inter-
section entre l’ensemble de points pouvant se projeter sur le squelette projectif
rouge et l’ensemble de points pouvant se projeter sur le squelette projectif bleu
n’est pas une courbe, mais une surface. Cette ambiguïté se détecte par le fait que










est de dimension 2, et
non 1.
Considérons l’opération de rétroprojection du squelette Ci(si). L’ensemble des
points se projetant sur Ci(si) est compris dans l’ensemble :{
Q ∈ R3, ∃(ki, si) ∈ R+ × [0, 1] , Q = Ci0 + ki−→di + si−→ui
}
.
Ceci implique que le vecteur
−−−→







. Par définition, pour tout s, le vecteur
−−−−−→
Ci0C(s) appartient à cet espace






d’où −→u ∈ −→H i.
Nous allons à présent caractériser l’ambiguïté, qui est présente lorsque l’in-
tersection des espaces vectoriels
−→H i est de dimension supérieure à 1. Si on a un
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espace vectoriel
−→H i de R3 associé à chaque image, l’intersection −→H1 ∩−→H2 de deux
espaces vectoriels est de dimension 1 au minimum, car la direction de la tangente
au squelette
−−−→
C ′(s) = −→u appartient aux deux, comme nous venons de le montrer.
Comme chaque espace vectoriel est de dimension 2, la dimension maximale de
leur intersection est 2. C’est dans ce cas qu’apparaît l’ambiguïté : si l’intersection
est de dimension 2, la triangulation ne donne pas une unique solution.
Pour estimer l’ambiguïté d’une solution, il faut donc vérifier que
−→H1∩−→H2 n’est
pas de dimension 2, donc vérifier que
−→H1 ⊕ −→H2 n’est pas de dimension 2 (avec−→H1 ⊕−→H2 désignant tous les vecteurs engendrés par les combinaisons linéaires des
vecteurs de
−→H1 et −→H2). De fait, si la dimension de −→H1⊕−→H2 est 3, alors la dimension
de






. La dimension de l’espace engendré par celle-ci
correspond au rang de la matrice formée par les coordonnées de ces différents vec-
teurs dans la base du repère monde. Cependant, le bruit sur ces vecteurs ne permet
pas d’évaluer le rang de façon correcte, nous étudions donc le conditionnement de
la matrice A ∈ M3×4 formée par les coordonnées de ces différents vecteurs, après
normalisation. Ce conditionnement est égal au rapport entre la première et la troi-
sième valeur singulière de cette matrice
λ1
λ3
(qui sont les racines carrées des valeurs
propres de B = AAt, par ordre décroissant). Plus cette valeur est faible, plus le
conditionnement est bon, l’idéal étant un conditionnement de 1.
Nous venons de décrire l’ambiguïté d’appariement pour un cas simple de sque-
lette linéaire, en montrant que cette ambiguïté apparaît quand la dimension de
l’espace vectoriel engendré par la famille composée des directions de projection et
des directions des tangentes est de dimension 2. Nous avons de plus montré com-
ment caractériser cette ambiguïté, en évaluant le conditionnement d’une matrice,
formée par les coordonnées de ces vecteurs. Nous montrons à présent comment
évaluer l’ambiguïté d’un appariement pour un squelette non rectiligne.
Pour un squelette non linéaire en projection perspective, nous estimons l’am-
biguïté d’un appariement donné en approximant localement le squelette par un
squelette rectiligne. Soit un squelette modélisé par une fonction dérivable C, nous
considérons ses projections Ci. Pour chaque valeur du paramètre si, nous approxi-
mons le squelette au point Ci(si) par une droite, telle que :




avec −→o (δs) une fonction vectorielle de norme faible quand |δs| est petit. Soit−→
di la direction de projection (perspective ou orthographique) au point Ci(si).











, afin de déterminer si le problème est localement
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bien conditionné ou non, en observant le rapport des première et troisième valeurs
propres de la matrice B = AAt associée.
Enfin, pour un ensemble de vues fixées, on peut estimer l’emplacement d’une
nouvelle vue, permettant de minimiser l’ambiguïté. En effet, l’estimation des vec-
teurs propres de B nous fournit une base de R3, dont chacun des vecteurs propres−→v1 , −→v2 et −→v3 correspond aux valeurs propres respectives λ1, λ2 et λ3. Si le rapport
entre λ1 et λ3 est trop élevé, nous pouvons donc déduire la direction d’une nouvelle
vue : il suffit de prendre le vecteur −→v3 . En ajoutant cette vue, le conditionnement
sera de fait amélioré, comme montré en Figure 5.21 : cette nouvelle direction est





, et si cette famille












Figure 5.21 – Représentation de la base orthonormée −→v1 , −→v2 et −→v3 donnée par la




−→u1, −→d2 et −→u2. Le vecteur −→v3 représente un vecteur orthogonal à ce
plan, ce qui en fait un candidat idéal pour estimer la direction de la nouvelle vue,
permettant de diminuer l’ambiguïté.
Enfin, pour un nombre d’images n plus grand, la construction de la matrice A
de conditionnement est exactement la même, et elle possédera 2n colonnes. De la
même façon, le conditionnement de la reconstruction de la branche est donné par
λ1
λ3
. Nous pouvons également estimer la direction de projection privilégiée pour
minimiser le conditionnement par −→v3 , de la même façon que pour deux images.
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5.5.2 Détection des auto-intersections locales des branches
3D, avec les cyclides de Dupin
Après avoir reconstruit une branche squelettale, un dernier problème peut en-
core survenir : la branche 3D peut comporter une auto-intersection locale. Celle-
ci se définit comme l’apparition d’une singularité dans la surface générée par la
branche, au voisinage d’une sphère donnée. En particulier, une auto-intersection
locale peut survenir lorsque la courbure de la branche est élevée. Pour l’étude
des auto-intersections locales, nous considérons la branche squelettale comme une
surface canal, représentée par une fonction de centre C, associée à la fonction de
coordonnées c dans le repère monde, et une fonction de rayon r, toutes deux étant
au moins de classe C 2. Dans un premier temps, nous exposons quelques méthodes
de l’état de l’art étudiant les auto-intersections locales d’une surface canal. En-
suite, nous montrons que les cyclides de Dupin peuvent décrire localement une
surface canal, et ainsi aident à détecter les auto-intersection locales. Enfin, nous
présentons un espace appelé espace des sphères, qui facilite la manipulation de
surfaces canal, et l’estimation de ces cyclides. Par la suite, le terme cyclide ne sera
employé que pour désigner les cyclides de Dupin.
Détection des auto-intersections locales
Il existe de nombreuses approches sur la détection des auto-intersections dans
les surfaces canal. Une possibilité pour approcher le problème est de considérer
que la surface canal est de rayon constant [34, 91, 76] (qu’on appelle usuellement
pipe surface). Dans ce cas particulier, il est démontré que le rayon de la surface
canal doit être inférieur au rayon de courbure de la courbe des centres pour éviter
les auto-intersections (cf. Figure 5.22). Ainsi, on doit avoir :
∀t, r < 1
κ(t)
, avec κ(t) =
‖c′(t) ∧ c′′(t)‖
‖c′(t)‖3 , (5.5)
où κ(t) désigne la courbure de c en t, et 1/κ(t) désigne le rayon de courbure. On
peut interpréter cette approche par une approximation locale de la surface canal
par un tore, dont le rayon majeur est le rayon de courbure 1/κ(t), et dont le rayon
mineur est le rayon r de la surface canal (cf. Figure 5.22). Ainsi, si r est supérieur
à 1/κ(t), on obtient un tore croisé, et donc une auto-intersection locale.
Cependant, nous ne travaillons pas ici avec des surfaces canal à rayon constant.
Dans [113], Xu et al. étudient les propriétés analytiques d’une surface canal à rayon
non constant, pour extraire une condition suffisante à l’absence d’auto-intersection
locale :





à partir de laquelle on retrouve l’équation (5.5), si le rayon est constant. Cette
condition n’est cependant qu’une condition suffisante, et ne peut donc faire appa-
raître des faux positifs.
(a) Rayon inférieur au rayon de courbure :
on obtient un tore
(b) Rayon égal au rayon de courbure :
le centre du tore est un point multiple
(c) Rayon supérieur au rayon de courbure
Figure 5.22 – Illustration des auto-intersections locales d’une surface canal dans le
cas où le rayon est constant. Dans le cas où le rayon de la surface canal est inférieur
au rayon de courbure, en (a), on obtient une surface canal sans singularité. Lorsque
son rayon est égal au rayon de courbure, comme en (b), une singularité apparaît.
Enfin, lorsque le rayon de la surface canal est supérieur au rayon de courbure, en
(c), on a une auto-intersection locale.
Afin d’extraire une condition nécessaire et suffisante pour exprimer les auto-
intersections locales, une idée possible est la généralisation de l’approximation
locale de la surface canal, quand son rayon est non constant. Cependant, un tore
ne suffit pas pour approximer correctement une surface canal à rayon non constant.
Il faut ici un objet géométrique plus général, qui est la cyclide de Dupin [38].
186
Cyclide de Dupin osculatrice
Avant de définir la cyclide de Dupin, dont quelques représentants sont exposés
en Figure 5.23, il nous faut commencer par généraliser la notion de cercle et de
sphère. En effet, une cyclide de Dupin peut être considérée comme une surface
canal particulière, donc comme un ensemble de sphères à un paramètre. Après
avoir défini la cyclide de Dupin, nous montrons qu’elle peut constituer une bonne
approximation locale d’une surface canal.
(a) Cyclide en anneau (CD4A)
(b) Cyclide à croissant interne (CD4I) (c) Cyclide à croissant externe (CD4E)
(d) Cyclide à croissant interne nul (CD4IN) (e) Cyclide à croissant externe nul (CD4EN)
Figure 5.23 – Différents types de cyclides de Dupin. Images tirées de [36].
Pour commencer, nous nous plaçons dans le compactifié d’Alexandrov du plan
et de l’espace [21], qui revient à ajouter un « point à l’infini ». Sous cette hypothèse,
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une droite et un plan sont vus respectivement comme un cercle et une sphère.
Ainsi, dans cette section, quand nous parlons de cercle et de plan, nous incluons
les droites et les plans.
Ensuite, il nous faut introduire la notion de l’orientation d’un cercle et d’une
sphère. Cette orientation est définie par les normales au cercle ou à la sphère :
elles peuvent être dirigées vers le centre, ou à l’opposé du centre. Quand les nor-
males sont dirigées vers le centre, on le note en attribuant un rayon négatif au
cercle ou à la sphère, et quand elles sont dirigées à l’opposé du centre, on le note
par un rayon positif. L’orientation d’un cercle ou d’une sphère donne lieu à des
interprétations nouvelles de la tangence. On peut illustrer ceci en se référant au
problème d’Apollonius, qui consiste à estimer les cercles tangents à trois cercles
donnés (cf. Figure 5.24). Dans le cas où les cercles ne sont pas orientés, on peut
trouver jusqu’à huit cercles différents. En revanche, dans le cas où les cercles sont
orientés, on ne peut en trouver que deux au maximum. Par la suite, tous les cercles
et sphères dont nous parlons sont orientés.
Figure 5.24 – Le problème d’Apollonius consiste à trouver les cercles tangents à
trois cercles donnés. Dans le cas où les cercles ne sont pas orientés, on peut trouver
jusqu’à huit solutions, et dans le cas où ils sont orientés, on n’en trouve que deux
au maximum.
Le problème d’Apollonius peut aussi nous servir à illustrer une définition des
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cyclides de Dupin. Si, dans le plan, on ne peut trouver que deux solutions à ce
problème, dans l’espace, on peut trouver une infinité de sphères orientées, tan-
gentes à trois sphères données (cf. Figure 5.25). Plus précisément, il s’agit d’une
famille de sphères, dont les centres sont situés sur une courbe. L’enveloppe de
cette famille constitue la cyclide de Dupin. De plus, si l’on prend trois sphères de
cette famille, on peut construire une autre famille de sphères, à laquelle les trois
sphères initiales appartiennent : on construit ainsi de façon différente la même cy-
clide (cf. Figure 5.25). Ainsi, une cyclide de Dupin est une surface canal qui peut
être définie de deux façons équivalentes et ses lignes de courbure sont des cercles
caractéristiques.
Figure 5.25 – Construction d’une cyclide de Dupin. Une cyclide de Dupin est
construite comme l’enveloppe d’une famille de sphères orientées, tangente à trois
sphères orientées données. Ainsi, à partir des trois sphères bleues (l’une est à
gauche, et les deux autres sont plus petites, du côté gauche de la cyclide), on peut
construire une famille de sphères, dont trois représentants sont exposés en rouge.
L’enveloppe de cette famille de sphères constitue la cyclide de Dupin. On peut aussi
constater que de façon analogue, les trois sphères rouges induisent la construction
d’une autre famille de sphères, dont les sphères bleues sont des représentants.
L’enveloppe de cette nouvelle famille de sphères est une autre construction de la
même cyclide de Dupin. Image tirée de [37].
La cyclide de Dupin est ainsi appropriée pour approximer localement une sur-
face canal de rayon non constant, ce qui est un avantage par rapport au tore qui
n’est approprié que pour une surface canal à rayon constant (cf. Figure 5.26). Cette
cyclide comme approximation locale de la surface canal est ainsi appelée cyclide
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osculatrice en un paramètre t : en effet, il s’agit d’une approximation d’ordre 2 de
la surface canal, à l’instar d’un cercle osculateur qui est une approximation d’ordre
2 d’une courbe. Ainsi, en fonction du type de la cyclide osculatrice, on peut estimer
si la surface canal subit une auto-intersection locale ou non (cf. Figure 5.27).
Figure 5.26 – Approximation locale d’une surface canal par une cyclide de Dupin.
Cette approche d’estimation d’une cyclide osculatrice est suggérée dans [63].
Pour l’estimer, la surface canal est traduite dans un espace particulier appelé
espace de Sitter. L’utilité de cet espace est de représenter les sphères de R3 sous
forme de points et les surfaces canal sous forme de courbes, ce qui en facilite la
manipulation. Nous présentons cet espace dans le prochain paragraphe.
Espace de Minkowski-Lorentz et espace des sphères
L’espace de Minkowski-Lorentz permet de représenter et de manipuler des
sphères de façon simplifiée, sous la forme de points de R5. En plus de la manipula-
tion simplifiée de sphères, cet espace est adéquat pour représenter et manipuler les
surfaces canal ainsi que les cyclides de Dupin [62, 49, 63]. Pour un état de l’art sur
cet espace et ses applications, nous renvoyons à [9, 48]. Dans ce paragraphe, nous
présentons cet espace, et montrons comment y représenter les points de R3, les
sphères et les plans. Nous montrons ensuite que cet espace linéarise certaines opé-
rations : en particulier, l’appartenance d’un point à une sphère peut être vérifiée
par une opération linéaire.
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Figure 5.27 – Surface canal (en bleu), comportant une auto-intersection locale, et
une de ses cyclides osculatrices (en rouge), sous différents points de vue. En fonction
du type de la cyclide de Dupin osculatrice, on peut détecter les auto-intersections
locales. En effet, les cyclides osculatrices aux endroits où il y a auto-intersection
locale sont à croissant interne, ce qui est le cas sur cette figure.
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(x+, x1, x2, x3, x−)t, (y+, y1, y2, y3, y−)t
)
=
x+y+ + x1y1 + x2y2 + x3y3 − x−y− ,
où les coordonnées des points sont exprimés dans le repère canonique :
{O5,−→e+,−→e1 ,−→e2 ,−→e3 ,−→e−} .
Cette forme est appelée produit de Lorentz, en référence à l’espace de Lorentz
utilisé comme cadre de la théorie de la relativité. Elle est utilisée pour introduire
une pseudo-norme dans cet espace. Selon cette forme, on constate que certains
vecteurs sont de pseudo-norme positive, mais que d’autres ont une pseudo-norme
nulle (et non égaux au vecteur nul) tandis que des derniers ont une pseudo-norme
négative. En référence à la théorie de la relativité, on les appelle respectivement
vecteurs espace, lumière, et temps. L’ensemble des points dont la pseudo-distance
à l’origine est nulle constituent un cône, appelé cône de lumière. Les points dont
la pseudo-distance est inférieure à 0 sont ainsi à l’intérieur du cône de lumière, et
les points dont la pseudo-distance est supérieure à 0 sont à l’extérieur du cône de
lumière (cf. Figure 5.28).
Pour des raisons de concision des notations, il est usuel d’introduire un nouveau
repère :
{O5,−→eo ,−→e1 ,−→e2 ,−→e3 ,−→e∞} ,
avec : −→eo = −−→e+ +−→e−−→e∞ = 12(−→e+ +−→e−) .
Ce repère est tel que les pseudo-normes de −→eo et −→e∞ valent 0 (ce qui fait d’eux
des vecteurs lumière), et que leur pseudo-produit scalaire est égal à −1. À partir de
cette base, on peut représenter dans cet espace les points de R3, les sphères et les
plans de façon simplifiée et unifiée, et nous exprimerons donc systématiquement
les coordonnées des points et des vecteurs manipulés dans ce repère et la base
associée par la suite. Un point de coordonnées (x, y, z)t de R3 est représenté dans
cet espace par un point de coordonnées :(
1, x, y, z,




Une sphère de centre de coordonnées (x, y, z)t et de rayon ρ (pouvant être négatif)


















Un plan caractérisé par l’équation n · p = α, avec ‖n‖ = 1, est représenté par un
point de coordonnées :
(0,nx,ny,nz, α)
t .
Précisons que par la suite, nous considérons les plans comme des sphères parti-
culières, dont le centre et le rayon sont à l’infini. Ainsi, quand nous parlons de




Figure 5.28 – Représentation du cône de lumière (en rouge) et de l’espace des
sphères (en bleu). L’espace de Minkowski-Lorentz est un espace de dimension 5,
muni de la forme de Lorentz. Cette forme implique que les vecteurs peuvent être de
pseudo-norme positive, négative ou nulle. Les points comme R à pseudo-distance
positive de l’origine O5 sont appelés points espace, les points comme Q à pseudo-
distance nulle sont les points lumière, et les points comme P à pseudo-distance
négative sont appelés points temps. L’espace des points à pseudo-distance nulle
de l’origine forme le cône de lumière. Les sphères, quant à elles, sont représen-
tées par l’ensemble des points à pseudo-distance 1 de l’origine, ce qui forme un
hyperboloïde.
Notons tout de suite certaines propriétés appréciables de l’espace de Minkowski-
Lorentz. Tout d’abord, on note que chaque sphère, définie par l’équation (5.6) est
un vecteur de pseudo-norme 1. Inversement, chaque point à pseudo-distance 1 de
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l’origine du repère représente une sphère R3. Nous appelons Λ4, ou espace des
sphères, cette pseudo-sphère unité, qui se trace comme un hyperboloïde à une
nappe de dimension 4 (cf. Figure 5.28). Ensuite, on peut aisément vérifier l’ap-
partenance d’un point à une sphère dans cet espace : soit un point représenté par
P de coordonnées p, et une sphère représentée par S de coordonnées s. Le point
appartient à la sphère si et seulement si L4,1(p, s) = 0. On linéarise ainsi l’appar-
tenance d’un point à une sphère dans cet espace. Une surface canal, quant à elle,
est une courbe de Λ4. Avant de montrer comment estimer une cyclide osculatrice
d’une surface canal, nous décrivons les cyclides de Dupin dans cet espace.
Cyclides de Dupin dans l’espace des sphères
Dans ce paragraphe, nous montrons dans un premier temps qu’une cyclide de
Dupin est représentée dans l’espace de Minkowski-Lorentz par l’intersection de
deux 2-plans avec Λ4. Ensuite, nous montrons comment caractériser le type de la
cyclide (anneau, croissant interne, croissant externe...), à partir de ces deux 2-plans.
En effet, nous avons montré précédemment que le type de la cyclide osculatrice à
une surface canal permet la détection des auto-intersections locales.
Par définition, la cyclide de Dupin est représentée par l’enveloppe de deux
familles de sphères de façon équivalente. Dans l’espace de Minkowski-Lorentz, ces
deux familles de sphères sont l’intersection de la pseudo-sphère unité Λ4 avec deux
2-plans pseudo-orthogonaux, ne contenant pas l’origine O5 (où un 2-plan est un
espace affine de dimension 2). Ces deux 2-plans sont, de plus, tels que pour tout
point Θ de coordonnées θ appartenant à l’un des deux, et pour tout point Ψ de
coordonnées ψ appartenant à l’autre, on a :
L4,1(θ,ψ) = 1 .
Pour différencier ces deux 2-plans, on se sert du fait que un seul des deux
contient des points représentant un plan de R3 (i.e. tel que sa coordonnée selon−→eo soit 0, et que sa norme soit 1). On appelle ce 2-plan PΨ, et son orthogonal est
appelé PΘ.
Pour caractériser le type de la cyclide, la connaissance du type de ces 2-plans
est nécessaire (cf. Figure 5.29 et Tableau 5.2). Si un 2-plan ne contient que des
droites dont la direction est de type espace, l’intersection avec Λ4 est un pseudo-
cercle tracé comme une ellipse : on appelle ce type de 2-plan, un 2-plan espace. Si
ce 2-plan contient des droites de type temps, l’intersection avec Λ4 est un pseudo-
cercle tracé comme une hyperbole : c’est un 2-plan de type temps. Enfin, si ce
2-plan contient des droites de type lumière mais pas de vecteurs de type temps,








Figure 5.29 – Trois types de 2-plans différents (en rouge), ne contenant pas l’ori-
gine, et leur intersection (en rouge) avec la pseudo-sphère Λ4 (en bleu). Par défini-
tion, un 2-plan de type espace a une base qui n’engendre que des vecteurs de type
espace (orientés vers l’extérieur du cône de lumière) et il coupe Λ4 en un pseudo-
cercle en forme d’ellipse. Un 2-plan de type lumière a une base qui engendre un
vecteur lumière, et coupe Λ4 en une parabole. Enfin, un 2-plan de type temps a
une base qui engendre des vecteurs de type temps (orientés vers l’intérieur du cône
de lumière), et coupe Λ4 en un pseudo cercle en forme d’hyperbole.
PΘ PΨ δ Cyclide
Espace Espace Temps CD4A (anneau)
Temps Espace Espace CD4E (croissant externe)
Espace Temps Espace CD4I (croissant interne)
Lumière Espace Lumière CD4EN (croissant externe nul)
Espace Lumière Lumière CD4IN (croissant interne nul)
Table 5.2 – Caractérisation du type de la cyclide en fonction du type des 2-plans
et de la droite δ associée (cf. Figure 5.23 pour les différents types de cyclides).
Une autre information est nécessaire pour caractériser le type de la cyclide. Il
s’agit du type de la droite δ, qui passe par O5 et par le « centre » d’un des deux
pseudo-cercles. Cette droite peut se construire, de façon équivalente, à partir d’un
seul des 2-plans, en fonction de son type :
— Si le 2-plan considéré est de type espace ou temps, on estime le pseudo-
centre Ω du pseudo-cercle, intersection du 2-plan avec Λ4. La droite δ est
alors définie par (O5Ω).
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— Si le 2-plan est de type lumière, l’un des vecteurs composant sa base est un
vecteur lumière −→v . La droite δ est alors définie par la droite de direction−→v passant par O5.
En fonction du type des 2-plans PΨ, PΘ et de cette droite (lumière, espace,
temps), on peut caractériser complètement la cyclide de Dupin, selon le tableau 5.2.
Nous montrons à présent comment distinguer PΨ de PΘ, comment estimer le
type d’un 2-plan (dont on connaît un point Ψ de coordonnées ψ, et des vecteurs
directeurs non colinéaires, de coordonnées σ1 et σ2), ainsi que le type de la droite
associée δ.
Distinction entre PΨ de PΘ : PΨ se distingue de PΘ de par le fait qu’il contienne
des points de Λ4 associés à un plan de R3. On suppose que l’on connaît l’un des
2-plans associé à la cyclide.
Un point associé à un plan de R3 est tel que sa coordonnée selon −→eo est 0, et
tel que sa pseudo-distance à 05 est 1. On sait que le pseudo-produit scalaire entre−→eo et −→e∞ est −1, et que le pseudo-produit scalaire entre −→e∞ et tout autre vecteur
de la base est 0. Par conséquent, un point Ω du 2-plan a pour coordonnée 0 selon−→eo si et seulement si ses coordonnées ω sont telles que :
L4,1(ω,e∞) = 0 .
De plus, on cherche Ω sur Λ4, donc de pseudo-norme 1 :
L4,1(ω,ω) = 1 .
Comme Ω appartient au 2-plan, on a le système :
ω = ψ + λσ1 + µσ2
L4,1(ψ + λσ1 + µσ2,e∞) = 0
L4,1(ψ + λσ1 + µσ2,ψ + λσ1 + µσ2) = 0
où la première contrainte donne une relation linéaire entre λ et µ, permettant de
réduire la seconde contrainte à une équation de degré 2 à une seule variable. Si
cette équation a une ou plusieurs solutions, alors le 2-plan étudié est PΨ, sinon il
s’agit de PΘ.
Type d’un 2-plan : Tout vecteur de coordonnées v engendré par σ1 et σ2 est
décrit par l’équation suivante :
v = λσ1 + µσ2 ,
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où λ et µ sont des scalaires. Le type du vecteur de coordonnées v est caractérisé
par le signe de sa pseudo-norme :
L4,1(v,v) = L4,1(λσ1 + µσ2, λσ1 + µσ2)




















On sait que le type du 2-plan dépend des signes possibles que peut prendre
L4,1(v,v). Or ici, ces signes sont entièrement déterminés par la matrice M, et
donc par ses deux valeurs propres :
— Si les deux valeurs propres de M sont strictement positives, alors L4,1(v,v)
est nécessairement positif si v n’est pas nul. Ceci indique que le vecteur −→v
est nécessairement de type espace, donc le 2-plan est de type espace.
— Si une des valeurs propres de M est nulle, alors L4,1(v,v) peut être positif
ou nul. Ceci signifie que le vecteur −→v peut être de type espace ou de type
lumière, donc le 2-plan est de type lumière.
— Si une des valeurs propres est négative, alors L4,1(v,v) peut prendre des
valeurs négatives. Ceci indique que le vecteur −→v peut être de type espace,
lumière ou temps, donc le 2-plan est de type temps.
À présent, nous montrons comment estimer la droite δ. Deux cas différents existent,
en fonction du type de 2-plan.
Le 2-plan est de type espace ou temps : Pour estimer δ, nous estimons le
pseudo-centre du pseudo-cercle, en projetant l’origine du repère sur le 2-plan, de
façon pseudo-orthogonale. Nous cherchons donc le point Ω, de coordonnées ω, tel
que : 




On cherche donc λ et µ tels que :{
L4,1(φ+ λσ1 + µσ2,σ1) = 0
L4,1(φ+ λσ1 + µσ2,σ2) = 0
⇔
{
L4,1(φ,σ1) + λL4,1(σ1,σ1) + µL4,1(σ2,σ1) = 0
L4,1(φ,σ2) + λL4,1(σ1,σ2) + µL4,1(σ2,σ2) = 0
⇔
{
λL4,1(σ1,σ1) + µL4,1(σ2,σ1) = −L4,1(φ,σ1)
λL4,1(σ1,σ2) + µL4,1(σ2,σ2) = −L4,1(φ,σ2) .
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Comme le 2-plan est de type espace ou temps,M est inversible, donc la solution
existe et est unique.
Le 2-plan est de type lumière : Dans ce cas, on peut estimer un vecteur
directeur de la droite δ, qui est un vecteur lumière du 2-plan. Pour estimer ce
vecteur lumière, nous allons estimer un vecteur engendré par la base, de pseudo-
norme nulle. On cherche donc λ et µ tels que :
L4,1(λσ1 + µσ2, λσ1 + µσ2) = 0
⇔λ2L4,1(σ1, λσ1) + 2λµL4,1(λσ1,σ2) + µ2L4,1(σ2,σ2) = 0 .
Ou, de façon matricielle :
(
λ µ

















Comme le 2-plan est de type temps, M est de rang 1, et une solution de
l’équation est trouvée en estimant un vecteur propre associé à la valeur propre 0.
Après avoir estimé le type d’un 2-plan et de la droite δ, nous pouvons déduire
le type de la cyclide. Nous avons maintenant les outils nécessaires pour estimer
une cyclide osculatrice à une surface canal, et déterminer son type.
Cyclides de Dupin osculatrices à une surfaces canal
Une surface canal est une famille de sphères à un paramètre donc correspond à
une courbe σ paramétrée par t sur la pseudo-sphère unité Λ4. Si cette courbe est au
moins C 2, et sous la condition nécessaire qu’en tout point le vecteur tangent est de
type espace, on peut estimer une cyclide osculatrice en tout point de la courbe [63].
On a vu qu’une cyclide était déterminée par un 2-plan ne passant pas par l’origine.
Ici, pour une valeur t donnée, le 2-plan est déterminé par le point σ(t), et par le
vecteur de composantes
−−→
σ′(t) et le vecteur de courbure géodésique (qui correspond
à la projection pseudo-orthogonale du vecteur
−−−→
σ′′(t) sur l’hyperplan tangent à Λ4
en σ(t)). Nous renvoyons à [63] pour la démonstration de cette proposition.
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Dans le paragraphe précédent, nous avons montré comment estimer le type de
la cyclide osculatrice. Nous pouvons donc analyser s’il existe une auto-intersection
en t sur la surface canal : il s’agit du cas où la cyclide est à croissant interne
(cf. Tableau 5.2). On peut donc vérifier pour chaque valeur de t si une auto-
intersection est présente ou non (cf. Figure 5.30).
Figure 5.30 – Détection des auto-intersections locales sur deux surfaces canal.
On indique ici les points problématiques en rouge : ils correspondent aux valeurs
de t pour lesquelles la cyclide osculatrice est à croissant interne.
Synthèse et ouverture
Dans cette section, nous avons passé en revue différentes méthodes de l’état
de l’art pour estimer les auto-intersections locales d’une surface canal. Nous avons
montré que la plus précise consiste à estimer une cyclide de Dupin osculatrice
de la surface canal, qui est analogue au cercle osculateur d’une courbe. Le type
de la cyclide décrit le comportement local de la surface canal, et témoigne de la
présence ou non des auto-intersections locales. Enfin, afin de travailler aisément
sur les surfaces canal, et estimer les cyclides osculatrices, nous avons présenté
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un espace particulier, appelé espace de Minkowski-Lorentz. Nous avons exposé
comment estimer une cyclide de Dupin osculatrice à une surface canal, ce qui nous
a permis d’estimer les valeurs de t pour lesquelles une auto-intersection locale est
présente.
Cette détection des auto-intersections locales dans les branches squelettales
est une première étape pour la correction des branches problématiques dans un
squelette. Dans notre cas, ces auto-intersections locales peuvent survenir après la
triangulation d’une branche de squelette. Une ouverture possible de ces travaux
est donc la correction a posteriori d’une branche après la triangulation, ou encore
la correction a priori d’une branche, en modifiant le lagrangien de la fonctionnelle
estimant la branche 3D.
5.6 Conclusion
Dans ce chapitre, nous avons présenté une méthode pour reconstruire un objet
3D, à partir d’images, acquises sous différents points de vue. Nous sommes partis
de l’hypothèse que le squelette de l’objet est curviligne, c’est-à-dire composé d’un
ensemble de courbes.
La première étape de notre méthode est l’estimation du squelette perspectif
de chaque image, à partir des méthodes de squelettisation perspective exposées
dans les chapitres précédents. La seconde étape est l’estimation de la topologie
du squelette 3D. Pour ce faire, nous utilisons l’ensemble des topologies des sque-
lettes perspectifs estimés, et nous cherchons le squelette le plus proche, au sens
du nombre de transformations effectuées, de l’ensemble des squelettes perspectifs.
Cette topologie, dite médiane, est utilisée comme topologie du squelette 3D. Cette
contribution a fait l’objet d’un article à la conférence ICIP 2016 [40]. Enfin, nous
avons montré comment estimer chaque branche squelettale 3D, en proposant plu-
sieurs méthodes possibles pour la triangulation. Ce faisant, nous avons soulevé
deux problèmes pouvant survenir après la triangulation : le premier est le choix
d’un ensemble de points de vue menant à une triangulation sous-contrainte, et
le second est l’apparition d’auto-intersections locales dans les branches squelet-
tales. Nous avons ainsi proposé des méthodes pour la détection de ces sources de
problèmes.
La méthode proposée possède quelques limites. Tout d’abord, nous supposons
que le squelette ne contient aucun cycle, ce qui est une première limitation sur les
objets reconstructibles par cette méthode. Ensuite, nous avons montré que le choix
des vues devait respecter deux critères. Dans un premier temps, il ne doit y avoir
aucune auto-occulation de l’objet par lui-même, ce qui mènerait à une mauvaise
estimation de la topologie. Ensuite, l’ensemble des points de vue doit mener à un
problème bien conditionné, ce qui implique qu’ils soient variés. En raison de ces
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conditions, il est parfois difficile de prendre des acquisitions satisfaisantes de l’objet.
Enfin, nous ne sommes pas en mesure de reconstruire des squelettes surfaciques,
ce qui limite cette méthode aux objets tubulaires.
Dans le chapitre suivant, nous proposons d’étendre le principe de propagation
à la reconstruction d’un squelette 3D. Ce principe va donner accès entre autres
à la reconstruction d’un squelette surfacique, en permettant la propagation d’une




Squelettisation 3D surfacique à
partir des images d’un objet
Dans le chapitre précédent, nous avons présenté une méthode pour estimer un
squelette 3D d’un objet, à partir d’un ensemble d’images de cet objet. Cepen-
dant, pour appliquer cette méthode, nous supposons que le squelette de l’objet
est curviligne. Nous avons ainsi vu que notre méthode ne s’applique qu’aux objets
constitués de parties tubulaires, ce qui restreint le nombres d’objets pouvant être
reconstruits. En particulier, certains objets comme une main, ne sont pas recons-
tructibles correctement par notre méthode (cf. Figure 6.1). Ceci est dû au fait que
la main possède des parties (notamment la paume) qui ne sont pas représentables
par un squelette curviligne, mais par un squelette surfacique.
Figure 6.1 – Reconstruction d’une main avec la méthode du chapitre 5. Le sque-
lette d’une main possède des parties surfaciques, qui ne peuvent pas être estimées
correctement.
Dans ce chapitre, nous proposons une nouvelle approche pour reconstruire le
squelette d’un objet à partir d’images. Notre objectif est de prendre en compte
prendre en compte le fait qu’un squelette 3D puisse posséder des parties surfa-
ciques, et ainsi pouvoir reconstruire plus de formes.
Pour ce faire, nous proposons d’étendre le principe de propagation exposé dans
le chapitre 4 sur un ensemble de silhouettes d’un objet. Ce principe consiste à
déplacer une boule squelettale à l’intérieur de la forme considérée, de façon à
conserver la tangence à la frontière de la forme, entre deux boules successives.
Pour construire un algorithme de propagation, nous avons ainsi besoin de :
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— Construire une fonction de distance 3D prenant en compte le bruit sur le
contour de la forme.
— Estimer les ensembles de contacts associés à une sphère donnée.
— Déterminer les directions de propagation possibles pour un point squelettal
donné. Nous faisons ceci en estimant un squelette local, autour du point
squelettal considéré.
À partir de ces notions, nous proposons ainsi l’algorithme 7 pour l’estima-
tion d’un squelette surfacique par propagation, en se basant sur les projections
de la forme. Cet algorithme suit le même procédé que l’algorithme présenté au
chapitre 4 : en effet, l’idée est d’estimer une première sphère, puis ses voisins, de
proche en proche. Le résultat de cet algorithme est l’ensemble des singularités du
squelette surfacique, à savoir les différents « bords » de ce squelette (cf. Figure 6.2).
Ainsi, nous obtenons la structure du squelette 3D de la forme considérée.
Figure 6.2 – Images utilisées pour la reconstruction et structure estimée par
l’algorithme de propagation, avec et sans les sphères correspondantes. Nous voyons
sur ces images que la structure est incomplète à certains endroits. Nous expliquons
ce phénomène en Section 6.3.
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Algorithme 7 : Estimation de la structure d’un squelette 3D surfacique
d’une forme à partir de ses projections
Données : n projections perspectives, calibrées, d’une forme donnée
Résultat : Singularités (bord des feuillets) d’un squelette 3D surfacique
1 Estimation d’une fonction de distance 3D (cf. Section 6.1)
2 Estimation d’une première sphère du squelette (cf. Section 6.1)
3 Ajout du centre de la sphère à une liste de centres lc
4 Tant que lc non vide faire
5 Retrait du premier centre de lc
6 Estimation d’un squelette local autour du centre (cf. Section 6.2)
7 Ajout des points singuliers du squelette local à la liste lc (cf. Section 6.3)
8 Fin
L’algorithme 7 diffère de la squelettisation par propagation proposé au cha-
pitre 4 par l’introduction de l’estimation d’un squelette local autour du point
considéré. Nous appelons squelette local un morceau du squelette 3D, qui informe
localement de la topologie, à une distance d du point considéré (cf. Figure 6.3).
L’estimation du squelette 3D local autour d’un point 3D constitue la contribution
majeure de ce chapitre.
d
(a) Squelette local (b) Squelette global
Figure 6.3 – Squelette local en un point donné de la forme 3D. Le squelette local
informe de la topologie du squelette à distance d du point considéré.
Nous commençons en Section 6.1 par la description d’une fonction de distance
basée sur l’ensemble des silhouettes connues de l’objet, puis montrons comment
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estimer un premier point du squelette à partir de cette fonction. En Section 6.2,
nous présentons un algorithme pour estimer le squelette local autour d’un point
donné du squelette. En Section 6.3, nous présentons l’estimation de la structure du
squelette, en propageant celui-ci le long de ses singularités. Enfin, nous exposons
un résultat obtenu avec notre algorithme en Section 6.4, que nous suivons d’une
ouverture en Section 6.5.
6.1 Fonction de distance projective et premier
point du squelette
Dans le chapitre 4, nous sommes partis d’une forme 2D et avons attribué à
chaque point à l’intérieur de la forme une valeur, correspondant à sa distance
(euclidienne ou perspective) au contour. De plus, cette valeur est estimée pour
prendre en compte le bruit sur le contour de la forme. Ceci permet d’éviter le
bruit sur le squelette (euclidien ou perspectif) estimé.
Dans cette section, nous partons du principe que nous avons un ensemble
d’images d’un objet, représentant sa silhouette sous différents points de vue. Pour
définir une fonction de distance analogue à celles du chapitre 4, nous devons estimer
pour tout point 3D P une distance ρ telle que (cf. Figure 6.4) :
1. Chaque projection de la sphère de centre P et de rayon ρ est incluse dans
les silhouettes de l’objet.
2. Le rayon prend en compte le bruit sur le contour de chaque silhouette.
En particulier, la première condition revient à dire que la sphère est incluse
dans l’enveloppe visuelle donnée par les silhouettes de l’objet. Nous présentons la
distance estimée en Section 6.1.1, la prise en compte du bruit en Section 6.1.2, et
enfin l’estimation d’un premier point du squelette 3D en Section 6.1.3.
6.1.1 Fonction de distance à l’enveloppe visuelle
L’enveloppe visuelle d’un objet est un volume déterminé à partir des diffé-
rentes silhouettes de l’objet. Pour l’estimer, on construit un cône généralisé à partir
de chaque image de l’objet, ayant pour sommet le point principal de la caméra, et
pour base la silhouette de l’objet. L’enveloppe visuelle est formée par l’intersection
de l’ensemble des cônes.
La fonction de distance que nous souhaitons décrire ici doit être telle que toutes
les projections d’une sphère donnée doivent être à l’intérieur des silhouettes de
l’objet. Ainsi, nous définissons cette fonction de distance comme la distance à
l’enveloppe visuelle : en effet, si une sphère est incluse à l’intérieur de l’enveloppe
visuelle, alors ses projections seront nécessairement à l’intérieur des silhouettes.
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(a) Deux silhouettes d’un objet 3D, sous deux points de vue différents
(b) Carte de distance 3D associée aux silhouettes
Figure 6.4 – Illustration de la carte de distances 3D (les rayons les plus faibles
sont indiqués en bleu, les plus élevés en rouge) . À partir des deux silhouettes, on
estime une distance pour chacun des points 3D associés à l’enveloppe visuelle de
la forme.
Nous montrons ici que la distance minimale dvL(p) d’un point 3D P de coor-
données p à l’enveloppe visuelle correspond à la distance minimale entre P et les
droites de l’ensemble L (cf. Figure 6.5), tel que :
— L’ensemble L contient les lignes de visée associées à chaque point du contour
de chaque silhouette.
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— Une ligne de visée L associée à un point 2D B est l’ensemble des points
dont le projeté est B.
— La distance dv(p,b,o) entre un point P et une ligne de visée L (passant
par le centre O de la caméra, et par la rétroprojection de B sur le plan
d’équation z = f) correspond à la distance euclidienne entre P et son






Figure 6.5 – Illustration des lignes de visée (en rouge) pour l’estimation de la
taille de la sphère. Sur cette figure, on a deux vues d’un même objet, dont chaque
silhouette est en bleu. Le rayon de la sphère maximale centrée en P est le plus
grand rayon tel que la projection de cette sphère soit incluse dans chaque silhouette.
Ainsi, le rayon ρ est la distance minimale entre le point P et l’ensemble des lignes
de visée, dont les points de tangence avec la sphère sont reliés en vert avec le centre
de la sphère.
Ainsi, si une sphère de centre P a un rayon ρ supérieur à la distance dv(p,b,o),
cette sphère contient une partie de la droite L. Par conséquent, la projection 2D
de cette sphère contient le point 2D B. En revanche, si cette sphère a pour rayon
ρ = dv(p,b,o), alors elle est tangente à la ligne de visée L, et le contour de sa
projection 2D contient le point B.






avec la distance à la ligne de visée dv telle que :
dv(p,b,o) =
‖(o− p) ∧ v‖
‖v‖ ,
avec v les composantes du vecteur
−→
OA, où A est l’antécédent de B situé sur le
plan d’équation z = f .
Après avoir défini le rayon maximal d’une sphère, nous prenons en compte le
bruit sur le contour, pour une meilleure approximation du rayon.
6.1.2 Prise en compte du bruit










où pvL,σ est une fonction de pondération de la distance associée à chaque ligne de
visée. Elle est définie telle que :
pL,σ = Pσ(dE(p, dvL(p),b)) ,
avec Pσ représentant la loi demi-normale de paramètre σ, qui est la même loi
utilisée que dans le cas euclidien (cf. Équation (4.1)) et dE la fonction de distance
à l’ellipse définie dans le cas de la distance perspective (cf. Équation (4.2)). Nous
exposons en Section 6.4 quel choix du paramètre σ nous avons effectué.
6.1.3 Estimation d’un premier point du squelette
L’estimation d’un premier point du squelette se fait de la même façon que pour
les squelettisations 2D : on cherche un premier point de façon aléatoire dans la
forme, puis on maximise la fonction f vL,σ, à partir de ce point. La problématique ici
est de trouver le premier point. Nous proposons l’algorithme 8 pour l’estimation
du premier point.
Dans cet algorithme, on estime dans un premier temps une droite sur laquelle
le premier point peut se trouver. Cette droite correspond simplement à la ligne
de visée d’un point 2D dans une des images. Ensuite, pour chercher un point qui
soit à l’intérieur de chaque silhouette 2D, cette droite est subdivisée en M parties.
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La valeur de M est choisie égale au nombre de pixels maximum sur le côté d’une
image : ainsi, on s’assure de ne manquer aucune information sur chaque image
considérée. Enfin, on maximise la fonction f vL,σ à partir du point trouvé, pour
estimer un point réel du squelette.
Algorithme 8 : Estimation d’un premier point du squelette
Données : {Si}{i=1,...,n} : Ensemble des silhouettes de l’objet
Paramètres : M : nombre de subdivisions pour la recherche sur une droite
Résultat : P : point 3D du squelette
1 Estimation d’un point 2D Q à l’intérieur de la silhouette S1
2 Estimation de L, ligne de visée associée à Q.
3 Estimation de A et B, points de L dont la projection est à l’intérieur de
chaque image.
4 Recherche d’un point R dont la projection appartient à chacune des
silhouettes, en subdivisant le segment [AB] en M parties.
5 Maximisation de f vL,σ, en partant du point R.
Nous venons de montrer comment estimer la fonction f vL,σ de distance d’un
point au contour, et avons présenté une méthode pour estimer un premier point
du squelette 3D. Dans la section suivante, nous exposons comment estimer un
squelette local autour du point considéré.
6.2 Estimation d’un squelette local autour d’un
point
Dans la squelettisation par propagation en 2D, pour estimer le point suivant,
on recherche le maximum de la fonction de distance sur un arc de cercle entre deux
ensembles de contact. En 3D, l’ensemble des points voisins est recherché sur une
sphère, et peut former un point isolé, ou bien un ensemble d’arcs. On appelle cet
ensemble squelette local.
L’estimation d’un squelette local autour d’un point donné est un point crucial
de l’algorithme 7 (un squelette local est présenté en Figure 6.3(a)). En effet, le
squelette local permet d’estimer les directions de propagation possibles autour du
point considéré. Ainsi, à partir du squelette local, on peut, de proche en proche,
estimer la totalité du squelette de l’objet. Nous proposons l’algorithme 9 pour
l’estimer. Cet algorithme est similaire aux algorithmes de propagation 2D utilisés
jusqu’alors.
Nous utilisons ici une valeur d, notant la distance entre le point P et le squelette
local autour de ce point. Il s’agit de la distance maximale pour laquelle la topologie
du squelette local est assurée de rester inchangée. Elle permet notamment que les
ensembles de contact entre chaque sphère du squelette local et la sphère centrée
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en P s’intersectent.
Un autre point important et que nous trions les directions autour d’un point
donné du squelette local, en retirant les directions non informatives. En effet,
pour certaines des sphères autour du point P , que l’on appelle non informatives,
leurs projections, sur chacune des images, sont contenues à l’intérieur des projec-
tions de la sphère centrée en P . Cette propriété dépend de uniquement de l’en-
semble des images utilisées : ainsi, une sphère non informative pour un ensemble
d’images peut être considérée comme informative si une nouvelle image est ajoutée.
Nous retirons du squelette local ces sphères non informatives.
Algorithme 9 : Estimation du squelette local autour d’un point donné
Données : n projections perspectives, calibrées, d’une forme donnée
Point P du squelette
Distance d du squelette local à P (cf. Section 6.2.6)
Résultat : Squelette local autour de P
1 Estimation des ensembles de contact de la sphère centrée en P
(cf. Section 6.2.1)
2 Estimation d’un premier point Q du squelette local, à distance d de P
(cf. Section 6.2.2)
3 Ajout de Q à une liste de centres lc
4 Tant que lc non vide faire
5 Retrait du premier point Q de lc
6 Estimation des ensembles de contact communs entre la sphère centrée en
Q et la sphère centrée en P (cf. Section 6.2.3)
7 Estimation des directions de propagation possibles (cf. Section 6.2.3)
8 Retrait des directions de propagation non informatives (cf. Section 6.2.4)
9 Estimation des prochains points du squelette local, à distance d de P
(cf. Section 6.2.5)
10 Fin
Nous commençons en Section 6.2.1 par présenter comment estimer les en-
sembles de contact à la sphère centrée en P (cf. Figure 6.6). Ensuite, nous pré-
sentons en Section 6.2.2 comment estimer un premier point Q du squelette local,
à distance d du point P . Pour trouver les directions sur la sphère centrée en P ,
autour du point Q, il nous faut estimer l’intersection entre les ensembles de contact
des sphères centrées en P et en Q, ce que nous exposons en Section 6.2.3 (cf. Fi-
gure 6.7). En Section 6.2.4 nous montrons comment éliminer les directions non
informatives parmi les directions estimées. Une fois les directions estimées, nous
montrons le principe de propagation du squelette local en Section 6.2.5. Enfin, en
Section 6.2.6 nous exposons l’estimation de la distance d, qui donne la distance
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la plus grande entre le squelette local et le point P , telle que la topologie soit
conservée.
6.2.1 Estimation des ensembles de contact
L’estimation des ensembles de contact est ici effectué en se ramenant au cas
de la squelettisation perspective (cf. Section 4.3.3). En effet, dans le chapitre 4,
nous avons montré comment estimer des ensembles de contact autour d’une ellipse,
projection d’une sphère, en considérant le paramètre σ, définissant le bruit sur le
contour, et le paramètre α, définissant la distance de Hausdorff maximale entre la
forme induite par le squelette et la forme initiale.
Ainsi, l’estimation des ensembles de contact (cf. Figure 6.6), pour une sphère
donnée, sur une image donnée de la forme, est effectuée en deux étapes :
1. Projection perspective de la sphère de centre P sur l’image considérée, pour
obtenir une ellipse, centrée au point 2D A (projection de P ) et définie par
une distance perspective ω (cf. Section 4.3.1).
2. Estimation des ensembles de contact de l’ellipse pour l’image donnée, en se
référant à la Section 4.3.3 et à l’algorithme 4 du chapitre 4.
Pour rappel (cf. Figure 4.17, chapitre 4), l’estimation des ensembles de contact
autour d’une ellipse, sur l’image j, est effectuée par les étapes suivantes (avec dE
la fonction de distance au bord de l’ellipse) :
1. Construction de Bj,σ, l’ensemble des points de Bj dont la distance dE(q, ω, .)
est inférieure à σ.





, l’ensemble des composantes connexes de Bj,α com-










À l’issue de ces étapes, on obtient, pour chaque image j, nj ensembles de
contact notés T ji . Précisons que si la sphère considérée est en 3D (c’est-à-dire dans
l’enveloppe visuelle de la forme), sa projection n’est pas nécessairement maximale
dans les formes 2D. Ainsi, il peut arriver que pour une image j donnée, nj = 1,
c’est-à-dire qu’un seul ensemble de contact soit présent, voire que nj = 0, c’est-à-
dire que la sphère n’ait pas du tout d’ensemble de contact sur l’image considérée.
Dans la prochaine section, nous exposons comment estimer un premier centre
autour du point P considéré, à distance d de P .
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Figure 6.6 – Illustration des ensembles de contact estimés en 2D sur les images,
et rétroprojetés en 3D. Pour les estimer, on projette la sphère sur chaque image,
ce qui donne une ellipse (en vert) par image. Ensuite, les ensembles de contact (en
rouge) sont estimés sur chaque image de la même façon qu’en Section 4.3.3. Sur
cette image, on rétroprojette les points de contact 2D dans l’espace : pour ce faire,
comme chaque point 2D correspond à une ligne de visée, on affiche le point le plus
proche du centre de la sphère sur cette ligne de visée.
6.2.2 Estimation d’un premier point du squelette local
Dans cette section, nous présentons comment estimer un premier point du
squelette local autour de P . Le squelette local est défini à une distance d du point
P , il est donc situé sur une sphère de rayon d, centrée en P . Pour trouver un point
du squelette local, il nous faut ainsi estimer un point Q de cette sphère, qui a pour
image un maximum local de la fonction f vL,σ sur la sphère.
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Pour ce faire, nous proposons de procéder en deux étapes :
1. Tirage aléatoire d’un point sur la sphère.
2. Estimation d’un maximum local de f vL,σ sur la sphère de centre P et de
rayon d à partir de ce point.
Afin de s’assurer de rester sur la sphère de centre P et de rayon d, nous utilisons
les coordonnées sphériques. Pour tout point R de la sphère, de coordonnées r, on
a ainsi θ ∈ [0, 2π] et φ ∈ [0, π] tels que :
r = p+ d
 sin(φ) cos(θ)sin(φ) sin(θ)
sin(φ)
 .
Ainsi, le choix aléatoire d’un point sur la sphère est effectué en tirant au hasard
des valeurs de θ et φ, et l’estimation du maximum local de de f vL,σ sur la sphère
est effectuée sur ces valeurs. Pour effectuer cette maximisation, nous utilisons un
algorithme de descente de gradient classique. Ceci nous assure de rester sur la
sphère de centre P et de rayon d. Nous pouvons ainsi estimer un premier point Q
sur la sphère, sur le squelette local autour du point P .
6.2.3 Estimation des directions de propagation possibles
sur la sphère
L’estimation d’un squelette local à distance d de P consiste à estimer un sque-
lette 2D sur une sphère de rayon d, qui est une variété de dimension 2. Après
avoir estimé un premier point Q du squelette, estimer les directions sur la sphère
demande d’estimer les ensembles de contact partagés entre la sphère de centre P
et celle de centre Q (cf. Figure 6.7).
L’idée ici est de se ramener à un cas 2D, en estimant les zones de propagation
dans le plan tangent en Q à la sphère centrée en P (cf. Figure 6.8). Ainsi, pour
définir les zones de recherche, nous effectuons les étapes suivantes :
1. Estimation des points de contact 2D communs aux sphères centrées en P





2. Estimation d’un plan tangent P en Q, à la sphère centrée en P .
3. Estimation d’un point du plan tangent associé à chaque point de contact
2D, pour obtenir les ensembles {Sk}.
4. Dans le repère local 2D, tri des points des ensembles {Sk} en sens direct
autour de Q.
5. Estimation des zones de propagation dans le repère local 2D en Q, sous la
forme d’intervalles d’angles {Ak} autour de Q.
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PQ
Figure 6.7 – Illustration des directions de propagation à partir du point Q, sur
la sphère (en vert) de rayon d (tracé en noir) et de centre P . Les croix rouges sont
des représentants 3D des points de contact partagés par les sphères centrées en P
(tracée en noir) et Q (tracée en bleu). Ces points servent à délimiter la zone de
recherche locale autour de Q, dont les intervalles sont exprimés en rouge.
Pour effectuer la première étape, il nous faut estimer les ensembles de contact
associés à la sphère centrée en P , et les ensembles de contact associés à la sphère
centrée en Q. On garde ensuite uniquement les points de contacts présents dans




La deuxième étape est plus précisément l’estimation d’un plan tangent P en
Q à la sphère de rayon d centrée en P , avec un repère associé. Notre but est ici
d’obtenir un problème 2D, en estimant les zones de propagation sur P . Pour ce
faire, on associe lors de la troisième étape un point du plan tangent à chaque
point de contact 2D, qui est l’intersection entre la ligne de visée du point et le plan
tangent, pour obtenir les ensembles {Sk} de points du plan tangent.
La quatrième étape est le tri des ensembles {Sk} en sens direct autour de
Q : ainsi, on facilite la recherche des zones de propagation. De cette façon, la
cinquième étape est l’estimation des zones de propagation autour de Q. En
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effet, le tri des points autour de Q donne les zones vers lesquelles la propagation
ne peut pas se faire, et par extension, les zones dans lesquelles la propagation peut









Figure 6.8 – Recherche du prochain point du squelette dans les intervalles d’angles
Ak donnés sur le plan tangent. Pour chaque point de contact 2D, on estime un point
de contact 3D, correspondant à l’intersection entre la ligne de visée associée et le
plan tangent (en bleu) à la sphère en Q, pour obtenir les ensembles Sk. Ensuite,
à partir des représentants des points de contact (en rouge), on définit sur le plan
tangent des intervalles d’angles Ak dans lesquels on peut estimer le prochain point.
Ces intervalles sont ensuite projetés sur la sphère (en vert), pour obtenir la zone
de recherche du prochain point.
Cet ensemble d’étapes nous permet ainsi d’estimer les zones de propagation
autour de Q, sur le plan tangent à la sphère centrée en P . De cette façon, on peut
déterminer dans quelles directions le squelette local peut se propager. Cependant,
parmi certaines des directions identifiées, certaines sont non informatives : l’ajout
de ces boules dans le squelette 3D ne donnerait aucune information supplémen-
taire sur les images de la forme. Dans la prochaine section, nous définissons plus
précisément cette notion de boule informative, et proposons une méthode pour les
estimer, et ainsi éviter les boules non informatives.
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6.2.4 Retrait des directions de propagation non informa-
tives
Dans cette section, on s’intéresse à la quantité d’information qu’une boule
squelettale apporte sur les projections de la forme considérée. Par analogie à la
définition d’une boule maximale d’un squelette, on définit une boule B1 comme
informative quand il n’existe aucune autre boule B2 telle que toutes les projections
de B1 sont incluses dans celles de B2.
L’objectif de ce paragraphe est ainsi de caractériser les boules dites informa-
tives, et de les différencier des boules non informatives. Avec cette information,
nous pouvons éliminer du squelette estimé les boules non informatives, pour le sim-
plifier. Pour ce faire, nous utilisons les lignes de visée qui caractérisent la sphère :
1. Si les lignes de visée caractérisant la sphère ne sont pas toutes sur un même
cône ni un même cylindre, alors la sphère est informative.
2. Si les lignes de visée caractérisant la sphère sont toutes sur un même cône ou
un même cylindre, et qu’il existe une acquisition dont le centre optique n’est
pas à l’intérieur de ce cône ou ce cylindre, alors la sphère est informative.
En effet, dans le premier cas, la sphère estimée à partir des lignes de visée
est unique. Du fait de l’absence d’ambiguïté, il n’existe donc pas d’autre sphère
pouvant donner plus d’information 2D que la sphère estimée.
Dans le second cas, si toutes les lignes de visée sont sur un même cône ou
un même cylindre, une ambiguïté reste : en effet, il existe une infinité de sphères
pouvant satisfaire la tangence aux lignes de visée. Ainsi, pour savoir si la sphère
est informative ou non, il faut se référer à un autre point de vue (cf. Figure 6.9).
De cette façon, on peut déterminer si une direction de propagation sur le sque-
lette local est informative ou non. Sachant qu’une direction donnée est comprise
entre deux ensembles de contact, ce sont les ensembles de contact qui permettent
d’estimer si la direction est informative ou non. En effet, les ensembles de contact
correspondent à un ensemble de lignes de visée. Si ces lignes de visée ne sont pas
sur un même cône, alors la direction est considérée comme informative sur le sque-
lette local. Si elles sont sur un même cône, on vérifie alors s’il existe un point de
vue dont le centre optique est en dehors du cône. S’il en existe un, alors la di-
rection est considérée comme informative. Dans le cas contraire, la direction n’est
pas considérée comme informative, et le squelette local n’est pas propagé dans la
direction donnée (cf. Figure 6.10).
Nous voyons dans la prochaine section comment propager le squelette dans une









Figure 6.9 – Illustration de l’ambiguïté lors de l’estimation d’une sphère si les
lignes de visées sont sur un même cône. Sur cette figure, les sphères rouge et bleue
sont estimées à partir des deux mêmes lignes de visée (représentées par une ligne
épaisse), provenant de deux images différentes I0 et I2. Dans ce cas, et même avec
l’image I1 en plus, la sphère rouge n’est pas informative. Par contre, si on ajoute
un autre point de vue I3, ou tout autre point de vue à l’extérieur du cône, la sphère
rouge a une projection qui n’est pas entièrement incluse dans la projection de la
sphère bleue : la sphère rouge devient informative. Le raisonnement est identique
si les lignes de visée ne forment pas un cône mais un cylindre.
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P(a) Squelette local complet
P
(b) Squelette local filtré
Figure 6.10 – Filtrage des parties non informatives du squelette local. Sur le
squelette local, on retire les parties associées à des lignes de visée qui sont sur un
même cône ou un même cylindre, et s’il n’y a pas d’autre vue pour lever l’ambiguïté.
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6.2.5 Propagation du squelette local dans les directions es-
timées
Après avoir estimé les zones de propagation possibles à partir des ensembles
de tangence, et retiré les directions non informatives, nous pouvons procéder à
la propagation dans les directions décidées. Nous nous basons sur la propagation
classique : en effet, l’idée est de rechercher par dichotomie la zone dans laquelle
se trouve le prochain point, de façon analogue à l’algorithme 5 présenté en Sec-
tion 4.2.4.
On définit ainsi un intervalle de distance à Q [d0, d1] et un intervalle d’angle
[θ0, θ1], sur le plan tangent. Chaque point dans l’intervalle correspond à une pro-
jection sur la sphère de centre P et de rayon d.
On cherche ainsi le point R le plus loin possible de Q, tel que :
1. Le point R est un maximum de f vL,σ sur l’arc entre θ
0 et θ1.
2. La sphère centrée au point R partage des ensembles de contact avec la






(a) Représentation des zones de recherche
(en rouge) sur le plan tangent (bleu) en Q
P
Q
(b) Projection des zones de re-
cherche (en rouge) sur la sphère de
rayon d, centrée en P
Figure 6.11 – Estimation du point voisin de Q dans une direction donnée. La
recherche est effectuée dans l’intervalle d’angles [θ0, θ1], et dans l’intervalle de dis-
tances [d0, d1] autour de Q. La recherche est effectuée sur la sphère (en vert) de
centre P , en projetant les zones de recherche du plan tangent sur la sphère.
En effectuant une recherche par dichotomie, comme exposée en Section 4.2.4,
on sait ainsi trouver les voisins d’un point Q du squelette local. En propageant
ainsi, de proche en proche, les points de ce squelette, on peut estimer la totalité
du squelette local autour de P , comme exposé dans l’algorithme 9.
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Cependant, l’estimation de ce squelette est dépendante de la distance d choisie :
il reste ainsi à déterminer comment estimer la distance d du squelette local au point
P . Nous voyons ceci dans le prochain paragraphe.
6.2.6 Ajustement de la distance du squelette local
Dans le paragraphe précédent, nous avons montré comment estimer un sque-
lette local autour de P , à une distance d donnée. Dans ce paragraphe, nous mon-
trons comment évaluer la distance du squelette local au point P .
Pour ce faire, nous commençons par exposer le fait que pour une distance d
donnée, toutes les sphères estimées sur le squelette local ne partagent pas néces-
sairement leurs ensembles de contact avec la sphère centrée en P , et donc ne sont
pas nécessairement voisines de P . En effet, plus la distance d est élevée, plus la
probabilité que les ensembles de contact ne soient pas partagés est faible. À l’in-
verse, plus d est faible, plus la probabilité pour que les ensembles de contact soient
partagés est élevée. Nous nous basons sur ce principe pour tester si un squelette
est valide, et pour élaborer l’algorithme 10, estimant la distance d du squelette
local.
Algorithme 10 : Estimation de la distance du squelette local
Données : P , r : centre et rayon de la sphère courante
Résultat : d : distance du squelette local au point P
Paramètres : ǫd : précision demandée sur d
1 Initialisation d’un intervalle [d00, d
1







4 Estimation du squelette local à distance dj de P

























10 Tant que d1j − d0j > ǫd;
11 d = d0j
À l’issue de ces opérations, nous sommes en mesure d’estimer un squelette lo-
cal pour chaque point du squelette 3D de l’objet. Ce squelette local informe des
directions possibles autour du point considéré, ce qui permet l’estimation du sque-
lette global, en propageant dans les directions données par le squelette local. Dans
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la prochaine section, nous détaillons le procédé de propagation 3D, qui permet
l’estimation de la structure squelettale globale.
6.3 Propagation 3D le long des singularités
Dans la section précédente, nous avons montré comment estimer un squelette
3D local pour tout point du squelette 3D. À partir de l’information du squelette
local en un point donné, on peut ainsi estimer, de proche en proche, la structure
du squelette global associé à la forme 3D (cf. Figure 6.13).
Nous appelons ici structure du squelette l’ensemble des singularités du sque-
lette : il s’agit ainsi des différentes frontières des parties surfaciques de l’objet.
Ainsi, sur un squelette local, les directions désignant une singularité correspondent
aux sommets de degré différent de 2 (indiqués en rouge en Figure 6.3(a)).
Pour propager le squelette dans une direction donnée, nous estimons tout sim-
plement le squelette local autour du point 3D correspondant dans le squelette
local. Ce nouveau squelette local donne ainsi de nouvelles directions à suivre de-
puis le point considéré, ce qui permet l’estimation de l’ensemble des singularités
du squelette 3D.
Dans la section suivante, nous présentons un résultat obtenu avec notre mé-
thode d’estimation de squelette surfacique.
6.4 Résultats préliminaires
Pour évaluer la méthode d’estimation de la structure d’un squelette surfacique
à partir de projections de l’objet, nous dessinons deux silhouettes, représentant un
objet sous deux points de vue différents (cf. Figure 6.12). Nous fixons le paramètre
de bruit σ à 4 pixels, et fixons le paramètre α à 10 pixels. Ces valeurs élevées
des paramètres réduisent le taux d’erreurs possibles lors de la propagation, en
maximisant le nombre de points dans les ensembles de contact. L’autre effet de la
valeur élevée de ces paramètre est l’augmentation de la distance d à laquelle est
estimée le squelette local. En effet, plus ces valeurs sont élevées, plus les ensembles
de contact estimés sont grands, et plus une sphère de centre Q partageant les
ensembles de contact d’une sphère de centre P donnée peuvent être distantes de
cette sphère de centre P .
La distance d du squelette local au point P est estimée à une précision ǫd près
(cf. Algorithme 10). Le choix de ce paramètre n’est ici pas crucial, et ne sert que de
condition d’arrêt à l’algorithme. La seule contrainte que doit respecter ce paramètre
est qu’il doit être inférieur à la distance à laquelle se trouve le squelette local. Dans
le cas contraire, aucun squelette local valide n’est estimé lors de l’algorithme, et ce
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dernier renvoie la valeur 0. Nous fixons ici ce paramètre à 0.01r, où r est la rayon
de la sphère centrée en P .
Figure 6.12 – Deux images dessinées, représentant la silhouette d’un objet sous
deux angles différents.
En Figures 6.13, 6.14 et 6.15, on présente le squelette obtenu à partir des images
en Figure 6.12. Nous obtenons ici la structure du squelette, à savoir l’ensemble
des contours des parties surfaciques du squelette. Grâce à cette structure, nous
obtenons une partie de l’information du squelette 3D, qui permet de deviner son
aspect.
Figure 6.13 – Squelette estimé par notre méthode. On représente à gauche la
structure squelettale obtenue, qui est l’ensemble des singularités du squelette, et
on expose à droite les sphères associées (en vert), ainsi que les points de contact
(en rouge) rapportés à chaque sphère.
On peut constater que la structure du squelette surfacique est bien restituée
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(cf. Figure 6.13). De plus, on peut deviner aisément la forme reconstruite à par-
tir des vues exposées en Figure 6.14. Enfin, les squelettes locaux présentés en
Figure 6.15 indiquent les emplacements des parties surfaciques.
Figure 6.14 – Deux vues du squelette obtenu, correspondant approximativement
aux points de vue des images en Figure 6.12.
Figure 6.15 – Squelettes locaux en chaque point squelettal estimé.
6.5 Conclusion et perspectives
Dans ce chapitre, nous avons présenté une méthode pour l’estimation d’un
squelette surfacique associé à un ensemble d’images d’un objet. Cette méthode
renvoie la structure squelettale de l’objet, et permet d’en deviner les parties surfa-
ciques. L’objectif de cette méthode est la prise en compte des parties surfaciques
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d’un objet pour sa reconstruction, et reconstruire des objets non tubulaires, tout
en conservant les avantages de la modélisation par squelette. Notre contribution
principale est l’introduction d’un squelette dit local, estimé autour d’un point sque-
lettal 3D. L’estimation du squelette local donne la topologie localement autour du
point considéré, ce qui permet d’estime les directions de propagation du squelette
3D. Nous propageons ici le squelette le long de ses singularités, et nous obtenons
ainsi la structure associée au squelette, à savoir les contours des parties surfaciques.
Les défauts présents dans le squelette estimé montrent les perspectives envisa-
geables pour des travaux futurs. Dans un premier temps, on peut constater que les
boucles squelettales ne sont pas fermées, et que le squelette continue à se propager
dans les singularités déjà estimées. Ce problème est dû à l’absence de contrôle de
la fermeture des boucles dans cet algorithme. On peut envisager de le résoudre en
testant si des boules squelettales sont voisines, et en fermant la boucle si elles le
sont. Dans un second temps, on peut remarquer que certains des squelettes locaux
sont mal estimés. Ce problème est dû à une mauvaise estimation des directions
de propagation sur le squelette local. Pour corriger ce problème, il nous faut donc
affiner l’estimation des directions de propagation. Enfin, dans un dernier temps,
il nous faut prendre en compte l’estimation des parties surfaciques du squelette.
Pour ce faire, il nous faut partir des frontières de chaque partie surfacique, qui
nous sont données par la structure du squelette. Ces frontières pourront ainsi être





Dans ce manuscrit, nous avons travaillé sur la problématique de création du mo-
dèle 3D d’un objet à partir d’images, tel que ce modèle 3D soit aisément éditable.
En effet, l’objectif est ici la création aisée du modèle 3D d’un objet, possible avec
un matériel accessible au grand public (photos prises avec un téléphone portable),
utilisable sans compétences professionnelles.
Pour ce faire, nous avons choisi d’étudier un modèle basé squelette. Ce modèle
est une structure fine, centrée à l’intérieur de la forme. Comme exposé dans le
chapitre 2, il s’agit d’un modèle de type implicite, dont la conversion en modèle
surfacique est très étudiée. Ainsi, il possède les avantages des modèles implicites,
c’est-à-dire qu’il donne des informations sur le volume associé à la forme, mais
peut aussi être traduit en modèle surfacique, ce qui le rend aisé à utiliser pour
le rendu. Enfin, il possède le grand avantage d’être un modèle structurant, ce qui
rend la forme facilement éditable.
Une fois notre choix porté sur le squelette, notre fil directeur a été l’estimation
d’un squelette 3D, associé à différentes acquisitions d’un objet. Nous avons fait
l’hypothèse que l’objet que nous souhaitons reconstruire est un objet composé de
parties tubulaires, ce qui implique que l’objet possède un squelette 3D de type
curviligne. Nous avons décomposé l’étude effectuée dans ce manuscrit en deux
parties : la première a été consacrée aux aspects 2D de la reconstruction, c’est-à-
dire l’extraction des informations dans les images, et la deuxième a été consacrée
aux aspects 3D de la reconstruction, c’est-à-dire à l’estimation d’un squelette 3D.
Sachant qu’une image 2D comporte l’information de la projection d’un objet
3D, la première étape de la reconstruction à partir d’images consiste à estimer l’in-
formation de la projection d’un squelette 3D dans une image. Dans le chapitre 3,
nous avons étudié dans un premier temps le cas de la projection orthographique
d’un squelette, et montré que la projection orthogonale d’un squelette est le sque-
lette de la projection. Toutefois, comme les images acquises par un appareil photo
ou une webcam suivent généralement un modèle de projection perspective, nous
avons étudié le cas de la projection perspective du squelette 3D. Nous avons mon-
tré que la projection perspective d’un squelette n’était pas constitué de cercles
maximaux, contrairement au squelette classique, mais d’ellipses maximales. Ces
constatations nous ont permis de réaliser la première contribution, un algorithme
d’estimation d’un squelette perspectif. Nous avons montré que cet algorithme était
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plus performant pour estimer la projection d’un squelette, qu’un algorithme de
squelettisation orthographique. Ces travaux ont été publiés lors de la conférence
3DV (3D Vision) 2015 [39].
Un problème subsiste toutefois avec la squelettisation, classique ou perspective.
En effet, le squelette obtenu peut contenir de nombreuses branches peu informa-
tives, ce qui rend plus difficile l’interprétation des informations fournies par le
squelette. Dans le chapitre 4, nous rappelons ainsi que de nombreuses méthodes,
permettant de simplifier les squelettes possédant des branches peu informatives,
existent. Nous avons cependant montré que ces méthodes nécessitent l’ajustement
de paramètres parfois difficiles à interpréter, et qu’elles peuvent retirer des parties
significatives du squelette, en laissant des branches peu informatives. Une consta-
tation à faire ici est que le bruit sur le squelette provient du bruit sur le contour de
la forme : en particulier, dans le cas de la rastérisation (et comme nous travaillons
sur des images), chaque brisure de la dérivabilité du contour, lorsque qu’elle est
convexe, provoque l’apparition d’une branche peu informative. Ainsi, nous avons
proposé dans ce chapitre la deuxième contribution, un algorithme de squeletti-
sation prenant en compte le bruit de rastérisation sur le contour de la forme.
Cet algorithme consiste à propager un cercle à l’intérieur de la forme considérée,
en maintenant son contact au contour de la forme. Pour ce faire, nous utilisons
deux paramètres, l’un servant à quantifier le bruit sur le contour de la forme, et
l’autre donnant la distance de Hausdorff maximale entre la forme engendrée par
le squelette et la forme originale. Nous avons montré que ce nouvel algorithme de
squelettisation génère des squelettes avec peu de branches non informatives, et que
le squelette estimé décrit une grande partie de l’information sur la forme. Par la
suite, nous avons généralisé cet algorithme à l’estimation de squelettes perspectifs.
Ces résultats ont été publiés pour lors d’une communication au GTMG (Groupe
de Travail en Modélisation Géométrique) 2017 [41], et font l’objet d’un article en
anglais en préparation.
Après avoir décrit les projections orthographique et perspective d’un squelette,
nous avons proposé une méthode dans le chapitre 5, pour estimer un squelette
curviligne associé à un ensemble d’images d’un même objet. Pour ce faire, nous
extrayons dans un premier temps les squelettes perspectifs associés à l’ensemble
des images de l’objet. Sous l’hypothèse que le squelette de l’objet soit curviligne,
ces différents squelettes perspectifs en sont la projection. Ainsi, pour retrouver
l’information du squelette 3D, nous proposons d’utiliser l’information des sque-
lettes perspectifs. Pour ce faire, nous avons proposé la troisième contribution, qui
est l’appariement des squelettes perspectifs, afin d’associer les branches correspon-
dantes sur les différentes vues. Cet appariement n’est pas direct car la topologie du
squelette 3D peut subir des modifications lors de la projection perspective. Ainsi,
l’algorithme que nous proposons permet d’estimer la topologie du squelette 3D,
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et de reconnaître les branches du squelette 3D sur chaque squelette perspectif.
Après avoir effectué cette étape d’appariement, nous avons proposé la quatrième
contribution, qui est la triangulation des différentes branches squelettales 3D. La
difficulté ici est l’appariement des paramétrisations des différentes branches : il
n’existe en effet aucune correspondance entre la paramétrisation par l’abscisse
curviligne d’une branche 3D et celle de sa projection. Une fois la triangulation de
la branche effectuée, nous avons caractérisé deux phénomènes pouvant affecter la
branche squelettale. Le premier phénomène provoque une déformation excessive de
la branche, et est dû à un mauvais choix de vue. À partir de cette description, nous
avons montré comment estimer un nouveau point de vue, pour corriger cette défor-
mation. Le second phénomène que nous avons caractérisé est l’apparition d’auto-
intersections locales dans la surface engendrée par une branche squelettale. Nous
avons ainsi décrit dans ce chapitre un ensemble de méthodes pour reconstruire un
objet modélisable par un squelette curviligne. Ces résultats ont été publiés lors de
la conférence ICIP (International Conference on Image Processing) 2016 [40], et
ont été soumis au journal français TS (Traitement du Signal).
Dans le chapitre 6, nous avons proposé une ouverture levant l’hypothèse du
squelette curviligne. Ainsi, nous avons exposé une méthode permettant la recons-
truction d’un squelette surfacique à partir d’un ensemble d’images d’un objet. Pour
ce faire, nous avons proposé d’étendre le principe de propagation du chapitre 4 à
la 3D. Cependant, ce principe nécessite de connaître les directions dans lesquelles
le squelette peut se propager. Ainsi, nous avons proposé la cinquième contribution,
qui est l’estimation d’un squelette local autour d’un point donné du squelette. Ce
squelette local représente l’ensemble des directions dans lequel le squelette peut
se propager. En connaissant cette information, il est ainsi possible de propager de
proche en proche le squelette 3D, ce que nous avons effectué le long des singulari-
tés du squelette. De cette façon, nous avons pu estimer la structure du squelette,
c’est-à-dire les bords des différentes parties surfaciques du squelette.
Les travaux présentés dans ce manuscrit ouvrent la voie à de nombreuses pers-
pectives. Tout d’abord, des améliorations peuvent être effectuées sur la méthode
de reconstruction d’un squelette curviligne 3D du chapitre 5. Pour commencer,
la méthode d’appariement topologique des squelettes nécessite une interaction de
l’utilisateur (qui clique les bouts des branches pour mettre en correspondance les
extrémités des squelettes) et une première perspective est ainsi d’automatiser cette
étape, en utilisant l’information 3D déduite des lignes de visée associées à chaque
extrémité des squelette perspectifs. Ensuite, il serait souhaitable de corriger les
défauts sur le squelette estimé, par exemple en déformant la branche.
La seconde perspective principale est l’amélioration de la méthode d’estimation
d’un squelette surfacique à partir d’images d’un objet, présentée dans le chapitre 6.
En effet, la méthode proposée peut être améliorée selon deux pistes différentes. En
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premier lieu, l’estimation du squelette local est parfois instable, ce qui signifie que
les directions de propagation locales peuvent être mal estimées. La détection des
directions possibles doit donc être affinée pour en augmenter la stabilité. Ensuite,
pour avoir un squelette complet, il est nécessaire de reconstruire les parties sur-
faciques du squelette, en propageant les contours estimés des parties surfaciques
vers l’intérieur.
Une troisième perspective principale est de convertir l’algorithme de squeletti-
sation par propagation du chapitre 4 à la 3D : en effet, les algorithmes de sque-
lettisation 3D actuels génèrent des branches peu informatives, et le principe de
la squelettisation par propagation peut permettre de s’en défaire. Pour ce faire, il
nous faut, de la même façon que pour la méthode présentée dans le chapitre 6,
montrer comment estimer localement un squelette autour de chaque point sque-
lettal 3D. De cette façon, l’idée est de propager de proche en proche le squelette,
pour obtenir dans un premier temps la structure du squelette, puis ses parties sur-
faciques. À plus long terme, on pourrait envisager, pour bénéficier pleinement de
la modélisation par squelette, d’utiliser cette méthode pour de la reconstruction
dynamique 3D+t, pour générer un squelette 3D en mouvement.
Par ailleurs, des travaux de recherche en stéréophotométrie ont été effectués
en parallèle de cette thèse [89] qui pourraient, combinés à la reconstruction par
squelette, restituer des détails fins sur la surface de l’objet ainsi que sa texture. En
effet, la stéréophotométrie est une technique qui utilise l’information de la lumière
diffusée par l’objet pour en estimer les normales et la vraie couleur.
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