Abstract-This paper reports a novel algorithm for bootstrapping the automatic registration of unstructured 3D point clouds collected using co-registered 3D lidar and omnidirectional camera imagery. Here, we exploit the co-registration of the 3D point cloud with the available camera imagery to associate high dimensional feature descriptors such as scale invariant feature transform (SIFT) or speeded up robust features (SURF) to the 3D points. We first establish putative point correspondence in the high dimensional feature space and then use these correspondences in a random sample consensus (RANSAC) framework to obtain an initial rigid body transformation that aligns the two scans. This initial transformation is then refined in a generalized iterative closest point (ICP) framework. The proposed method is completely data driven and does not require any initial guess on the transformation. We present results from a real world dataset collected by a vehicle equipped with a 3D laser scanner and an omnidirectional camera.
I. INTRODUCTION
One of the basic tasks of mobile robotics is to automatically create 3D maps of the unknown environment. To create realistic 3D maps, we need to acquire visual information from the environment, such as color and texture, and to precisely map it onto range information. To accomplish this task, the camera and 3D laser range finder need to be extrinsically calibrated [1] (i.e., the rigid body transformation between the two reference systems is known). The extrinsic calibration allows us to associate texture to a single scan, but if we want to create a full 3D model of the entire environment, we need to automatically align hundreds or thousands of multiple scans using scan matching techniques.
The most common method of scan matching is popularly known as iterative closest point (ICP) and was first introduced by Besl and McKay [2] . In their work, they proposed a method to minimize the Euclidean distance between corresponding points to obtain the relative transformation between the two scans. Chen and Medioni [3] further introduced the point-to-plane variant of ICP owing to the fact that most of the range measurements are typically sampled from a locally planar surface. Similarly, Alshawa [4] introduced a line-based matching variant called iterative closest line (ICL). In ICL line features are extracted from the range scans and aligned to obtain the rigid body transformation. Several other variants of the ICP algorithm have also been proposed and can be found in the survey paper by Rusinkiewicz and Levoy [5] .
One of the main reasons for the popularity of ICP-based methods is that it solely depends on the 3D points and does not require extraction of complex geometric primitives. Moreover, the speed of the algorithm is greatly boosted when it is implemented with kd-trees [6] for establishing point correspondences. However, most of the deterministic algorithms discussed so far do not account for the fact that in real world datasets, when the scans are coming from two different time instances, we never achieve exact point correspondence. Moreover, scans are generally only partially overlapped-making it hard to establish point correspondences by applying a threshold on the point-to-point distance.
Recently, several probabilistic techniques have been proposed that model the real world data better than the deterministic methods. Biber et al [7] applies a probabilistic model by assuming that the second scan is generated from the first through a random process. Haehnel and Burgard [8] apply ray tracing techniques to maximize the probability of alignment. Biber [9] also introduced an alternate representation of the range scans, the normal distribution transform (NDT), where they subdivide a 2D plane into cells and assign a normal distribution to each cell to model the distribution of points in that cell. They use this density to match the scans and therefore no explicit point correspondence is required. Segal et al [10] proposed to combine the iterative closest point and point-to-plane ICP algorithms into a single probabilistic framework. They devised a generalized framework that naturally converges to point-to-point or point-to-plane ICP by appropriately defining the sample covariance matrices associated with each point. Their method exploits the locally planar structure of both participating scans as opposed to just a single scan as in the case of point-to-plane ICP. They have shown promising results with full 3D scans acquired from a Velodyne laser scanner.
Most of the ICP algorithms described above are based on 3D point clouds alone and very few incorporate visual 2011 IEEE International Conference on Robotics and Automation Shanghai International Conference Center May 9-13, 2011, Shanghai, China information into the ICP framework. Johnson and Kang [11] proposed a simple approach incorporating color information in the ICP framework by augmenting the three color channels to the 3D coordinates of the point cloud. Although this technique adds color information to the ICP framework, it is highly prone to registration errors. Moreover, the three RGB channels are not the best representation of visual information of the scene. Recently, Akca et al [12] proposed a novel method of using intensity information for scan matching. They proposed the concept of a quasisurface, which is generated by scaling the normal at a given 3D point by its color, and then matching the geometrical surface and the quasisurfaces in a combined estimation model. This approach works well when the environment is structured and the normals are well defined.
All of the aforementioned methods use the color information directly, i.e., they are using the very basic building blocks of the image data (RGB values), which does not provide strong distinction between the points of interest. However, there has been significant development over the last decade in the feature point detection and description algorithms employed by the computer vision and image processing community. We can now characterize any point in the image by high dimensional descriptors such as the scale invariant feature transform (SIFT) [13] or speeded up robust features (SURF) [14] , as compared to just RGB values alone. These high dimensional features provide a better measure of correspondence between points as compared to the Euclidean distance. The extrinsic calibration of 3D lidar and omnidirectional camera imagery allows us to associate these robust high dimensional feature descriptors to the 3D points.
Once we have augmented the 3D point cloud with these high dimensional feature descriptors we can then use them to align the scans in a robust manner. We first establish point correspondence in the high dimensional feature space using the image-derived feature vectors and then use these putative correspondences in a random sample consensus (RANSAC) [15] framework to obtain an initial rigid body transformation that aligns the two scans. This initial transformation is then refined in a generalized ICP framework as proposed by Segal et al [10] .
The outline of the rest of the paper is as follows: In section II we describe the proposed method of automatic registration of the 3D scans. We divide the method into two parts, a RANSAC framework to obtain the initial transformation from SIFT correspondences and a refinement of this initial transformation via a generalized ICP framework. In section III we present results showing the robustness of the proposed method and present a comparison of our method with the unenhanced generalized ICP algorithm. Finally, in section IV we summarize our findings.
II. METHODOLOGY
In our previous work [1] we presented an algorithm for the extrinsic calibration of a 3D laser scanner and an omnidirectional camera system. The extrinsic calibration of the two sensors allows us to project 3D points onto the corresponding omnidirectional image (and vice versa) as depicted in Fig. 1 . This co-registration allows us to calculate high dimensional feature descriptors in the omnidirectional image (in this paper we use SIFT) and associate them to a corresponding 3D lidar point that projects onto that pixel location. Since only few 3D points are projected onto interesting parts of the image (i.e., where visual feature points are detected), only a subset of the 3D points will have a feature descriptor assigned to them. To be consistent throughout the text we have adopted the notation below for describing the different attributes of a co-registered camera-lidar scan, here referred to as Scan A.
1) X A : {x Once we have augmented the 3D point cloud with the high dimensional feature descriptors, we then use them to align the scans in a two step process. In the first step, we establish putative point correspondence in the high dimensional feature space and then use these correspondences within a RANSAC framework to obtain a coarse initial alignment of the two scans. In the second step, we refine this coarse alignment using a generalized ICP framework [10] . Fig. 2 depicts an overview block-diagram of our algorithm.
The novel aspect of our work is in how we derive this initial coarse alignment. Our algorithm is completely data driven and does not require the use of external information (e.g., odometry). The initial alignment is intrinsically derived from the data alone using visual feature/lidar primitives available in the co-registered sensing modality. Note that initialization is typically the weakest link in any ICP-based methodology. By adopting our RANSAC framework, we are III. RESULTS We present results from real data collected from a 3D laser scanner (Velodyne HDL-64E) and an omnidirectional camera system (Point Grey Ladybug3) mounted on the roof of a Ford F-250 vehicle (Fig. 7) . We use the pose information available from a high end inertial measurement unit (IMU) (Applanix POS-LV) as the ground truth to compare the scan alignment errors. We performed the following experiments to analyze the robustness of the bootstrapped generalized ICP algorithm. Fig. 7 . Test vehicle equipped with a 3D laser scanner and omnidirectional camera system.
A. Experiment 1
In the first experiment we selected a series of 15 consecutive scans captured by the laser-camera system in an outdoor urban environment collected while driving around downtown Dearborn, Michigan at a vehicle speed of approximately 15.6 m/s (35 mph). The average distance between the consecutive scans is approximately 0.5 m -1.0 m. In this experiment we fixed the first scan to be the reference scan and then tried to align the remaining scans (2-15) with the base scan using (i) the generalized ICP alone, (ii) our RANSAC initialization alone, and (iii) the bootstrapped generalized ICP algorithm seeded by our RANSAC solution. The error in translational motion between the base scan and the remaining scans obtained from these algorithms is plotted in Fig. 8 . We found the plotted error trend to be typical across all of our experiments-in general the GICP algorithm alone would fail after approximately 5 or so scans of displacement when not fed an initial guess. However, by using our RANSAC framework to bootstrap seed the GICP algorithm, we were able to significantly extend GICP's convergence out past 15 scans of displacement.
We repeated this experiment for 10 sets of 15-scan pairs (i.e., 150 scans in total) from different locations in Dearborn and calculated the average translational and rotational error as a function of the intra-scan displacement. The resulting error statistics are tabulated in Table I where we see that the bootstrapped GICP is able to provide sub 25 cm translational error at 15 scans apart, while GICP alone begins to fail after only 5 scans of displacement.
B. Experiment 2
In the second experiment, we compared the output of GICP and our bootstrapped GICP in a real-world application- driven context. For this experiment we drove a 1.6 km loop around downtown Dearborn, Michigan with the intent of characterizing each algorithm's ability to serve as a registration engine for localizing and 3D map building in an outdoor urban environment. For this purpose we used a pose-graph simultaneous localization and mapping (SLAM) framework where the ICP-derived pose constraints served as edges in the graph. We employed the open-source incremental smoothing and mapping (iSAM) algorithm by Kaess [18] for inference. In our experiment the pose-constraints are obtained only from the scan matching algorithm and no odometry information is used in the graph. Fig. 9 shows the vehicle trajectory given by the iSAM algorithm (green) overlaid on top of OmniStar HP global positioning system (GPS) data (∼2 cm error) for groundtruth (red). Here the pose constraints were obtained by aligning every third scan using GICP with no initial guess from odometry. As we can see in Fig. 9(b) , the resulting iSAM output differs greatly from the ground truth. This mainly occurs because the generalized ICP algorithm does not converge to the global minimum when it is initialized with a poor guess, which means the pose-constraints that we get are biased, and hence a poor input to iSAM. Fig. 9(d) shows the resulting vehicle trajectory for our bootstrapped GICP algorithm when given as input to the iSAM algorithm, which agree well with the GPS ground-truth.
IV. CONCLUSION This paper reported an algorithm for robustly determining a rigid body transformation that can be used to seed a generalized ICP framework. We have shown that in the absence of a good initial guess, the pose information obtained from the generalized ICP algorithm is not optimal if the scan alignment is performed using the 3D point clouds alone. We have also shown that if we incorporate visual information from co-registered omnidirectional camera imagery, we can provide a good initial guess on the rigid body transformation and provide a more accurate set of point correspondences to the generalized ICP algorithm by taking advantage of high dimensional image feature descriptors. We introduced the novel concept of a camera consensus matrix and showed how it can be used to intrinsically provide a set of geometricallyconsistent putative correspondences purely using the image data alone. We call this approach "visually bootstrapped GICP", and it is a completely data driven approach that does not require any external initial guess (e.g., from odometry).
In the experiments performed with real world data, we have shown that the bootstrapped generalized ICP algorithm is more robust and gives accurate results even when the overlap between the two scans reduces to less than 50%.
