Developed by General Motors (GM), the Auto Choice Advisor website (http://www.autochoiceadvisor.com) recommends vehicles to consumers based on their requirements and budget constraints. Through the website, GM has access to large quantities of data that reflect consumer preferences. Motivated by the availability of such data, we formulate a nonparametric approach to multiproduct pricing.
Introduction
Availability of data on consumer preferences, together with sophisticated analytical tools, enables increases in profit through optimization of prices. In addition to airlines and hotels, which have been traditional users of revenue management (McGill and Van Ryzin 1999, Weatherford and Bodily 1992) , many companies in retail and manufacturing have started to employ advanced pricing strategies to increase their bottom lines.
By identifying product features for which consumers are willing to pay a premium, Ford has developed a pricing strategy that encourages consumers to purchase more expensive vehicles, resulting in a significant increase in profit (Coy 2000) . Dell uses a sophisticated pricing strategy, quoting different prices to different market segments for the same product. This strategy enables Dell to increase its market share and profitability (McWilliams 2001) . Using pricing optimization software, ShopKo Stores identifies an optimal markdown strategy for selling its line of nylon track pants, enabling it to clear out its inventory by the end of the selling season while maintaining a high profit margin. The company has successfully applied the same technology to other products as well (Merrick 2001) .
In this paper, we develop a new approach to price optimization that leverages data collected through operation of a website that hosts a "product recommendation engine." Our work is motivated by the availability of data from the Auto Choice Advisor (ACA) website (http://www. autochoiceadvisor.com) and an aim towards optimization of General Motors (GM) vehicle prices. Developed by GM, the ACA website recommends vehicles to consumers based on their requirements and budget constraints. Through the website, GM has access to large quantities of data that reflect consumer preferences. Table 1 provides an example of a record generated during a visit to the ACA website. The system records a budget and a list of recommended vehicles for each visitor. The visitor specifies her budget explicitly. The list of vehicles is generated based on requirements elicited by the website. The vehicles in the list are ranked based on how well each matches the visitor's requirements, with the Honda Accord Value Sedan being the best match in this example. Note that the website recommends vehicles with prices exceeding the budget, provided that the vehicles meet other requirements. The large quantities of data being generated by the ACA website may offer an improved understanding of consumer preferences, and thereby create an opportunity for GM to increase profit by adjusting vehicle prices. In this paper, we explore an approach to tapping this value.
Problem Formulation
We consider a market with N competing products. Our objective is to set prices of n N of the products, given that the other N − n product prices remain fixed. We index the former set of products by A = 1 n and the latter byĀ = n + 1 N . The set A represents our products, whereasĀ represents products offered by competitors. We assume that the prices of competitors' products are fixed at d n+1 d N . Information about a consumer is represented by a profile = b Z , where b ∈ + denotes the consumer's budget, and Z = z 1 z denotes the ordered list of recommended products. We denote by the set of all possible consumer profiles and by the Borel -algebra generated by this set. Let be the probability distribution such that if a consumer is selected uniformly at random from the set of all consumers in the world, the probability that her profile is in a set X ∈ is X . We make the following assumption on the distribution . Assumption 1.1. There exists B < such that ∈ b B = 1.
We denote the vector of our product prices by p ∈ n + . We will model each consumer's purchasing decision as depending only on her profile and the product prices p. This purchasing behavior is captured by a choice function C n + × → 0 ∪ A ∪Ā, where 0 denotes a decision to purchase no product. In particular, given prices p, a consumer with profile is assumed to purchase product C p . For convenience, let p 0 = 0, representing the price of no purchase. Thus, the price paid by the consumer can be written as p C p if C p ∈ 0 ∪ A, or d C p if C p ∈Ā. The revenue we receive from a consumer with profile is denoted by
Our objective is to set prices of our products to maximize expected revenue p * ∈ arg max
where the expectation is taken with respect to . We will assume knowledge of the revenue function R, but not the distribution . As such, we cannot compute the expectation. Instead, we will make use of a set of sample customer profiles 1 M , and aim at setting prices to maximize a sample estimate of the expectation:
In the following sections, we analyze the sample and computational complexity of the proposed approach. In particular, we place a bound on the number M of samples required, under certain assumptions, for p M to nearly optimize E R p and the computation required to accomplish this.
We impose three requirements on the choice function. First, we assume that if a consumer makes a purchase, the product is from her recommended list and priced under her budget.
It follows from Assumptions 1.1 and 1.2 that to find the optimal prices for our products, it suffices to consider only price vectors in 0 B n . We make the following assumption on the choice function to ensure that R · is upper semicontinuous for each ∈ , and therefore, that the maxima in (1.1) and (1.2) are attained in 0 B n .
In words, the assumption is that the set of price vectors resulting in a selection from among our products forms a closed subset. Note that i∈A p ∈ n + C p = i p i is the set of prices that will lead to a selection from our products and yield a revenue of at least . In general, each individual set p ∈ n + C p = i p i will not be closed. However, we only require that the union of these sets be closed.
For any two vectors x y ∈ n , we write x ∼ y if the elements of the two vectors share a common ordering; i.e., if for all i, j, x i x j implies y i y j . The following assumption allows for increasing prices of our unchosen products and, within limits, the chosen product, without changing the consumer's choice. Note that 1 · denotes an indicator function that takes the value 1 if the condition in the parentheses is true, and 0 otherwise. 
To interpret this assumption, first consider increases in prices of unchosen products. These increases should not make them any more desirable, and therefore they should remain unchosen. For the chosen product, if R p = b, then the assumption does not allow for a price increase. However, when R p < b, there is some slack and the price of the chosen product can be increased without changing its chosen status.
The following examples demonstrate that choice functions of practical interest satisfy Assumptions 1.2-1.4. Example 1.1 (The Rank Pricing Model). For any p ∈ n + , = b Z ∈ , let C RANK p denote the highestranked product in Z that meets the consumer's budget. Recall that the list Z = z 1 z 2 z is sorted by the degree to which each product matches the consumer's requirements, with z 1 representing the highest-ranked product.
The RANK PRICING Model leverages the special ranked-list structure of our data set, and it will be the primary model that we will use to test the performance of our algorithms in §5.
Clearly, C RANK satisfies Assumption 1.2. Moreover, as product prices increase, the set of affordable products gets smaller. So, if the original selection by the consumer remains affordable, the same product will continue to have the highest rank because the rank is independent of price. Thus, this choice function also satisfies Assumption 1.4.
It remains to show that C RANK satisfies Assumption 1.3. Fix = b Z ∈ and ∈ . We wish to show that
is a closed subset of n + . By relabeling if necessary, we may assume that Z = i 1 i 2 i k . In addition, we can assume that b; otherwise, the result is trivially true.
We will now show that it suffices to consider the case when Z contains only our products, i.e., i m ∈ A for all m = 1 2 k. Because competitors' prices remain fixed, we can first eliminate all competitors' products with prices higher than b. Then, let l denote the smallest integer such that i l represents a competitors' product with price under b. If no such l exists, we are done. Otherwise, we can remove all products i l+1 i k because the consumer will never purchase them. We can also effectively remove i l because it will not impact the set of prices leading to a selection of our products. Thus, in every case, we can eliminate all competitors' products from our consideration. Note that when l = 1, the set Z is effectively an empty set.
Under the RANK PRICING Model, the consumer will choose i m ∈ Z if and only if its price is under the budget b and the prices of the first m − 1 products exceed b, i.e., for all m = 1 k,
Note that the closure of D m , denoted by D m , is given by
Thus, it suffices to show that k m=1 D m is a closed set. To prove this result, we will show by induction that
Clearly, this is true for k = 1 because D 1 is closed by definition. Suppose that for < k,
By definition, we have
where the last inequality follows from the definition of D m . Thus, it follows that
where the last equality follows from the inductive assumption. This completes the proof. Unfortunately, the MIN PRICING Model does not satisfy Assumption 1.4, because the consumer's selection may change from our products to the competitors' as the prices of our products increase.
Nonetheless, by removing the competitors' products, we can convert the MIN PRICING Model to an equivalent one that satisfies Assumption 1.4. Consider any consumer with a profile = b Z . Let u denote the price of the cheapest competitors' product in Z. If Z contains no competitors' product, we set u to b, i.e.,
Because the competitors' prices remained fixed, the consumer will purchase our products if and only if our price beats u . Thus, for the purpose of optimizing the total revenue from each consumer, we can remove all competitors' products from the profile , provided that we replace the budget b by min b u . Once the competitors' products are removed, the MIN PRICING Model satisfies Assumption 1.4 because for any two price vectors that have the same ordering, they both have the same cheapest product.
Finally, using the same argument as in Example 1.1, we can also show that the MIN PRICING Model satisfies Assumption 1.3.
Literature Review
Our research contributes to the literature on multiproduct pricing by identifying a new nonparametric formulation that is motivated by consumer preference data collected from the ACA website. To put our results in perspective, let us briefly review related research in this area.
The literature on multiproduct pricing focuses on understanding interactions and substitutions among products, and finding the prices that maximize profit in light of these interdependencies and consumer preferences. Shocker and Srinivasan (1979) and Sen (1982) provide reviews of research in this area.
A dividing line separates research on modeling of demand processes into two categories. One approach involves postulating a demand function, which is taken to be a function of price and product attributes. Such formulations facilitate the study of how prices and attributes influence sales. Most results revolve around the case of a single differentiating attribute, such as a metric of quality. Examples include the work of Smith (1986) and Oren et al. (1984) .
In each of the cases we have mentioned, a specific parametric form is imposed to model a demand process. There is also research aimed at developing a general theory (Oren et al. 1987 ), but to apply a theory of multiproduct pricing in practice, a specific functional form is again required. Selecting the appropriate parametric form-one that models salient features of the true demand function, yet is simple enough to allow efficient computation-remains a challenge.
Our nonparametric formulation relates closely to a segment of the literature that focuses on modeling consumer purchasing behavior and on finding the optimal prices give such models. In this line of research, each consumer associates a utility with each product, and she will choose the product that maximizes her utility subject to her budget constraint (Mirman and Sibley 1980, Spence 1980) . Given the utility values, pricing problems are then formulated as mixed-integer programming problems Kalish 1988, 1993; Green and Krieger 1985; Hanson and Martin 1990; McBride and Zufryden 1988) . The integer programming formulation is quite flexible, allowing for a wide range of constraints. However, the integer programming problems are NP-complete.
Our research revolves around a new kind of assumptions on consumer preferences, motivated by data from the ACA website. We identify a class of relevant problems by imposing a constraint on the ordering of prices. For each model of consumer behavior, we then develop an efficient algorithm that computes approximately revenuemaximizing prices based on the data.
In addition to providing a new formulation of multiproduct pricing, our work is the first, to the best of our knowledge, that focuses on consumer preference data collected from e-commerce websites. Approaches to multiproduct pricing generally assume that data on consumer preferences are gathered through market research or conjoint analysis Kalish 1988, 1993; McBride and Zufryden 1988) . These methods of acquiring data are often expensive and time consuming, limiting the size of the data set.
Through e-commerce websites, we can obtain preference information on a large number of consumers. Thus, online consumer preference data provides us with new opportunities to understand consumer behavior and to customize our product prices to meet consumer needs. Our research identifies opportunities and challenges in using such data, and suggests changes in the design of e-commerce websites that may facilitate a more effective analysis of the data.
Contributions and Organization
Motivated by the availability of data on consumer preferences from e-commerce websites, this paper presents a nonparametric formulation of multiproduct pricing. We offer an original algorithm for solving a large class of problems. We prove new theoretical results about the algorithm and formulation. Finally, we present a case study using a real data set generated from an e-commerce website of a large automobile manufacturer. In this section, we discuss the organization of the paper, and in doing so, we lay out the algorithms, theory, and experimental results that make up our contributions.
Our approach optimizes product prices based on data. However, the data represent only a sample of all consumers. To ensure that we have enough data for meaningful optimization, we study sample size requirements in §2. It turns out that the required number of samples exhibits a dependence of O n log n on the number of products n. This suggests that our approach is scalable to problems involving large numbers of products.
Section 3 assesses the computational complexity of our optimization problem, showing that it is NP-complete in the strong sense. Motivated by this result, we identify a restricted class of problems by imposing a price ladderan ordering of prices-as a constraint in our optimization process. The relevance of such a constrained model is motivated by examples from the automotive industry. When this constraint is imposed, our optimization problem becomes a special case of supermodular function maximization. It is not known whether this class of problems is NP-hard. Section 4 presents a heuristic algorithm for our price-ladderconstrained optimization problem.
In §5, we apply our algorithm to a real data set from the ACA website, focusing on the RANK PRICING Model. We provide additional background on the ACA website, and contrast our approach with the current pricing methodology employed at GM. Our analysis provides insights into the current pricing practice, and suggests improvements that may lead to a more effective pricing strategy. Finally, §6 presents our conclusions and discusses potential future research.
Sample Complexity
Our formulation computes prices based on data. The data represent only a sample of all consumers. For the results to be meaningful, we need a sufficiently large sample size. However, for our approach to be practical, the required sample size must scale well with the number of products. We will show that the number of required samples is O n log n , where n denotes the number of products. Moreover, this sample complexity bound is independent of the underlying distribution from which the data is generated.
To prove this result, we will first establish an upper bound on the covering number of the set of functions mapping consumer profiles to revenue, each element of the set being identified by a price vector.
Covering Numbers of Revenue Functions
Consider a normed space X · . An -cover of a set S ⊆ X is a set T ⊆ X such that for each x ∈ S there exists a y ∈ T with x − y < . The -covering number N S · is the cardinality of the smallest -cover of S. Recall that denotes the set of all possible consumer profiles and denotes the Borel -algebra generated by this set. For any probability measure on the measurable space , we define an L 1 norm · 1 on the space of -measurable functions as follows:
n denote a collection of revenue functions indexed by p ∈ 0 B n . Recall that for any p ∈ 0 B n and ∈ , R p denotes that revenue that is generated from a consumer with a profile under a price vector p. The following theorem provides an upper bound on the covering number of .
Theorem 2.1. Under Assumptions 1.2 and 1.4, for any probability measure on , and ∈ 0 B ,
We begin by defining a set of U ⊂ 0 B for which T = R p · p ∈ U n constitutes an -cover of . Let
Note that this is simply a uniformly spaced grid. Define a distribution function F + → 0 1 as follows:
and let U 2 ⊂ 0 B be defined by
where
= max F represents an inverse of F . Note that F and F −1 are both nonincreasing functions. The set U 2 can be thought of as a grid that becomes uniformly spaced when mapped to cumulative probabilities.
Let U = U 1 ∪ U 2 . Note that
where the last inequality follows from the fact that < B. The resulting set T has a cardinality
We now set out to establish that T constitutes an -cover of . Consider an arbitrary vector
Note that p i is well defined because B ∈ U . We will show that R p · − R p · 1 < , and the fact that T is an -cover follows from this. Note that by our construction of U , for all i ∈ A,
and
For any i = 0 ∪ A ∪Ā, let S i denote the set of customer profiles that will lead to a selection of product i under the price vector p, i.e.,
Note that the sets S i form a partition of .
Because p p and both p and p have the same ordering, it follows from Assumption 1.4 that for any i ∈ 0 ∪Ā and
For i ∈ A, let us partition the set S i into two parts:
and S 2 i , where
where the equality follows from the fact that S i is disjoint. Consider any ∈ S 2 i . By definition, we have p i b <p i , which implies that
where the first inequality follows from the fact that R p − R p B, and the last inequality follows from the fact that A = 1 2 n . Putting everything together, we have
Sample Complexity for Pricing Problems
Recall that we want to find
where the expectation is taken with respect to the distribution . Because is not known explicitly, we 
where E f = f y dy denotes the expectation of f under the probability measure , and denotes an arbitrary probability measure on the measurable space .
The following theorem is an immediate corollary of Theorems 2.1 and 2.2. The proof of this result is given in Appendix A.
The above result shows that the number of required samples increases with the number of products at the rate of O n ln n . For a sufficiently large sample size M, the above theorem also shows that the expected revenue under p M is close to the optimal expected revenue. This result implies that our pricing policy p M , which is computed from the samples, when applied to the general population would perform well relative to the optimal policy p * . In addition to showing that the price vector p M performs well relative to the optimal vector p * , it follows from Theorem 2.3 that the optimal expected revenue is close to the sample average revenue, 1/M M j=1 R p M j , for a sufficiently large sample size M. Because we can compute the sample average revenue, this result provides us with information on the magnitude of the optimal expected revenue.
Computational Complexity
Let + denote the set of nonnegative integers. The computational problem we would like to solve is captured formally by:
GENERAL PRICING
Instance:
• Finite sets of products A = 1 n andĀ = n + 1 N .
• Prices of competitor products d n+1 d N .
• A maximum budget B ∈ + .
• A revenue function R that is based on a choice function that satisfies Assumptions 1.2-1.4 and that can be evaluated in polynomial time.
• 
In this section, we establish that GENERAL PRICING is NP-complete in the strong sense. Therefore, unless P = NP, there is no pseudopolynomial-time algorithm-that is, an algorithm with a run time polynomial in N , M, and B-that computes p M . In an effort to avoid dealing with an NP-complete problem, we consider in §3.2 modifying the formulation by adding a price-ladder constraint. We explain why this modification results in a relevant model and discuss the new optimization problem, which turns out to be a special case of supermodular function maximization with real-valued variables. Although many researchers have worked on it, the question of whether or not supermodular function maximization is NP-hard remains an open problem.
NP-Completeness
As discussed in Example 1.1, for any set of competitor products and prices, the revenue function R RANK of the RANK PRICING Model is based on a choice function that satisfies Assumptions 1.2-1.4. Further, it is easy to see that R RANK can be evaluated in polynomial time. Hence, the following computational problem is a special case of GENERAL PRICING:
RANK PRICING
• A set = 1 M , where j = b j Z j , b j ∈ + , b j B, and Z j is an ordered list of products in A ∪Ā. Problem: Find a price vector
It is easy to see that GENERAL PRICING, and therefore RANK PRICING, is in NP. In this subsection, we will establish that RANK PRICING, and therefore GENERAL PRICING, is NP-complete in the strong sense.
Consider a class of RANK PRICING problems for which:
• there are no competitor products,
• the maximum budget B is an integer, and
• each jth consumer's budget b j is an integer. Note that for each pricing problem in this specific class, there is a vector p M ∈ n + ∩ 0 B n that attains the maximum in
Further, it is easy to obtain this integer-valued vector from any optimal solution to the original continuous optimization problem (in polynomial time). Hence, the optimization problem can be replaced by
without loss of generality. If this optimization problem can be solved in polynomial time, so can the following binary decision problem:
RANK PRICING DECISION
• A finite set of products A = 1 2 n .
• A set = We have the following corollary. 
Price Ladders and Supermodularity
In an effort to avoid having to solve an NP-complete problem, we consider a version of GENERAL PRICING modified by introducing a price-ladder constraint-a constraint on the ordering of prices. In particular, we will restrict the price vector to a set n ⊆ n + defined by
The constraint on the ordering of prices arises naturally in many applications. In practice, marketing managers typically know the relative magnitude of the price for each product. This knowledge comes from strategic considerations, characteristics of the market for each product, and other practical considerations. For example, a company may offer two versions of a product: a basic model marketed to a general population, and a premium version aimed at more affluent markets. The premium model should have a higher price than the basic model.
Price-ladder constraints occur in the automotive industry, where a vehicle often comes with different trim packages. For instance, consider a 2002 Saturn L-series, a compact passenger vehicle offered by GM. The L-series comes in three standard trim packages: L100, L200, and L300. The L300 has more features than the L200, which in turn has more features than the L100. In this case, the L300 should have a higher price than the L200, whose price should exceed that of the L100.
These examples describe a situation common to companies with large product lines, suggesting the assumption on the ordering of prices is reasonable in many settings. With this assumption, marketing managers can influence the optimal pricing policy by restricting the ordering among prices of products. The restriction ensures that the price of each product makes sense and meets other business constraints. In addition, we can consider multiple orderings of the prices, with each ordering corresponding to possibly different business constraints.
In certain situations, a natural ordering of prices may not be available. For instance, consider a company that has multiple product lines, and each product line has its own price-ladder constraint. It is not clear how we can order the prices of products from different product lines. In this case, we can use as a starting point the ordering implied by the current price of each product, and consider permutations of this ordering.
Thus, we wish to solve instead the following constrained optimization problems:
Note that n is a sublattice of n + . The following lemma identifies a special property of the revenue function when restricted to n . 
Proof. Fix ∈ . To simplify notation, for any p ∈ n , we will denote C p by C p and R p by R p . Note that p ∧ p p, p p ∨ p , and all four vectors have the same ordering. If C p ∧ p ∈ 0 ∪Ā, it follows from Assumption 1.4 that C p ∧ p = C p = C p = C p ∨ p , and we are finished because the revenue under all four price vectors will be zero.
So, suppose that C p ∧ p = l ∈ A for some l. This implies that either p l b or p l b. We will consider the case where p l b because the proof for the case where p l b is exactly the same by symmetry. Because C p ∧ p = l and p l b, it follows from Assumption 1.4 that C p = l.
At this point, there are two cases to consider: p l b and p l > b.
Case 1. p l b. By Assumption 1.4 once again, we conclude that C p = l as well. We also have p l ∨ p l b, which implies that C p ∨ p = l by Assumption 1.4, and therefore,
and we are finished because
To prove our desired result, it suffices to show that R p R p ∨ p . We will prove this by showing that C p = C p ∨ p .
Because p 1 p 2 · · · p n and b < p l , it follows from Assumption 1.2 that
If C p ∈ 0 ∪Ā, we are finished because we would have C p = C p ∨ p by Assumption 1.4. On the other hand, if C p = s ∈ 1 2 l − 1 for some s, then we have p s b. Moreover, we also have p s p l b, which implies that p s ∨ p s b, and by Assumption 1.4, we conclude that C p ∨ p = s. In all cases, we see that C p = C p ∨ p .
It follows from Lemma 3.1 that a function
is supermodular if the revenue function R is generated by a choice function that satisfies Assumptions 1.2 and 1.4. Hence, GENERAL PRICING becomes a problem of supermodular function maximization once a price-ladder constraint is added. If decision variables are constrained to take on binary values, there are polynomial-time algorithms for supermodular function maximization (Cunningham 1985; Grötschel et al. 1981 Grötschel et al. , 1988 Iwata et al. 2001; Schrijver 1971) . The problem of optimizing supermodular functions with real decision variables-as in our pricing problemhas also been one of interest to the supermodular games literature (Topkis 1998 , Veinott 2002 . Unfortunately, to the best of our knowledge, it is not known whether this problem is NP-hard or whether it can be solved in polynomial time. In the next section, we develop a heuristic algorithm for this sort of optimization.
Because GENERAL PRICING is NP-complete without the price-ladder constraint, we should expect that the corresponding objective is not supermodular. This is verified by the following example. 
An Approximation Algorithm
In this section, we present a heuristic approximation algorithm for price optimization subject to a price-ladder constraint, together with posterior performance bounds. Denote the objective function by
Under Assumption 1.1, consumer budgets are bounded by B. To find the maximum of R, it suffices to consider only vectors p ∈ n ∩ 0 B n . Because we do not know how to optimize the prices of all products simultaneously, our heuristic will iteratively optimize the prices of individual products, one at a time, while fixing the prices of others. The heuristic will cycle through the products repeatedly. To make this description more precise, define a function T n ∩ 0 B n → n ∩ 0 B n as follows:
and for i = n − 1 1,
and we choose the greatest maximizer (no greater than B) in case of ties. The function T computes the optimal price for each product one at a time. Here, T i p represents the optimal price for the ith product, while the prices of other products remain fixed at p 1 p i−1 T i+1 p T n p . The following lemma shows that T is a bounded nondecreasing mapping. Letp ∈ n ∩ 0 B n denote the greatest maximizer of R, whose existence is ensured by the following lemma.
Lemma 4.2. Consider any choice function C that satisfies Assumptions 1.2-1.4 and its associated objective function R. The set of maximizers of R on
n is a nonempty compact sublattice of n + and has least and greatest elements.
Proof. By Assumption 1.3, R is upper semicontinuous, and by Lemma 3.1, it is supermodular on n ∩ 0 B n . Therefore, a maximizer of R on n ∩ 0 B n exists, and it follows from Topkis (1998) and Veinott (2002) that the set of maximizers on n ∩ 0 B n is a nonempty closed sublattice of n + . Because n ∩ 0 B n is nonempty and bounded, the set of maximizers is also a nonempty compact sublattice of n + . Therefore, it has least and greatest elements.
Define sequences of vectors x k ∈ n k 0 and y k ∈ n k 0 according to
with x 0 = 0 and y 0 = Be. The following lemma establishes that each sequence converges to a fixed point of T . These fixed points also provide bounds onp. A similar result appears in the theory of supermodular games (Topkis 1998 , Veinott 2002 Proof. Because the competitors' prices remain fixed, using the same argument as in Example 1.1, we can assume without loss of generality that each customer profile j contains only our products.
Let V = b j j = 1 M denote the set of consumers' budgets. Consider any product whose price does not belong to the set V . Under the RANK PRICING Model, we can increase the product price to the next-highest budget in V without sacrificing sales. Because T always chooses the greatest maximizer, it follows that x k i y k i ∈ V for all k 0 and i = 1 n. In the proof of Lemma 4.3, we show that the sequence x k ∈ n k 0 is nondecreasing. Thus, the value of at least one coordinate must increase at each iteration. Each coordinate changes its value at most M times because V M. The sequence therefore converges in at most nM iterations. A similar argument applies to the sequence y k ∈ n k 0 . Example 4.1. Consider a choice function C RANK for the RANK PRICING Model in Example 1.1. In this example, we have two products, A = 1 2 ,Ā = , and five customer profiles: j = b j Z j for 1 j 5, where
for all j, and 
Because p 1 p 2 , it follows that
It follows from Table 2 that
In our experience, the price vectors p L and p U perform well, yielding a relatively high objective value. However, we can increase the objective value by performing a local search with p L as a starting point. To formalize this idea, let w 0 = p L . Because w 0 = T w 0 , we will perturb w 0 and generate a new sequence by repeatedly applying the mapping T . Our heuristic will consider an ensemble of perturbations, with each one corresponding to a small increase in a coordinate of w 0 . To make this statement more precise, let r i denote the perturbation of w 0 i by some small constant > 0, i.e.,
and define w i ∈ n ∩ 0 B n as follows: In general, can be chosen arbitrarily. However, in the case of the RANK PRICING Model, we can design our perturbation mechanism that exploits its special property. Let 
M . From the proof of Lemma 4.1, we know that it suffices to only consider product prices that belong to V . Thus, we can redefine r i as follows:
In this case, r i represents the smallest budget that lies above w 0 i . From our practical experience, the heuristic has worked well. The sequence T k w i k 0 converges quickly, even though we cannot guarantee its convergence nor establish any theoretical bound on its convergence rate. The initial choice of w 0 = p L in the heuristic is somewhat arbitrary. Alternative starting points will lead to different performance. However, w 0 = p L seems to work well from our experience, yielding a final price vector that results in high revenue. Section 5 presents experimental results that validate the performance of this methodology.
In the remainder of this section, we develop posterior performance bounds for our approximation algorithm. Let R L denote the revenue generated by p L given in Lemma 4.3. Also, let p H denote the price vector obtained from our heuristic approximation algorithm with p L as an initial starting point, and let R H denote the associated revenue. Further, let R * denote the optimal revenue, i.e., the revenue generated by pricesp.
The following lemma establishes an upper bound on the optimal revenue. Recall that for any j, we have j = b j Z j , where Z j denotes an ordered list of recommended products.
Lemma 4.4. Let X ⊆ 1 2 M be defined by
p by Lemma 4.3, it follows that b j < min i∈Z j ∩Api . It follows from Assumption 1.2 that R p j = 0.
Thus, R p j = 0 for all j X, which implies that
where the last inequality follows from Assumption 1.2.
Our next lemma offers a posterior performance guarantee in terms of the ratio between p L and p U . The performance of the heuristic increases as the ratio approaches 1.
where we define 0/0 = 1.
The proof of this lemma makes use of the following result, which relates the ratio between the revenue under two sets of prices.
Lemma 4.6. Consider any choice function C that satisfies Assumption 1.2 and 1.4 and its associated revenue function R. Then, for any ∈ and p p ∈ n such that p p , we have
Proof. Fix = b Z ∈ . To simplify notation, for any p ∈ n , we will denote C p by C p and R p by R p . If R p R p , then the result is trivially true because p p . Therefore, it suffices to consider only the case when R p < R p .
Because 0 R p < R p , it must be the case that C p ∈ A; otherwise, the revenue under p will be zero.
The fact that C p ∈ A also implies that C p ∈ A. To see this, suppose on the contrary that C p A. Because p ∼ p and p p , it follows from Assumption 1.4 that
Thus, under both price vectors p and p , the consumer chooses our products. This implies that
We will now prove that C p C p . Suppose on the contrary that C p < C p . Then, we have
where the first inequality follows from the fact that p p . The second inequality follows from the fact that p 1 p 2 · · · p n and our assumption that C p < C p . The final inequality follows from Assumption 1.2 and the fact that C p ∈ A. The above inequality implies that p C p b. Because C p ∈ A, p ∼ p , and p p , it follows from Assumption 1.4 that C p = C p . Contradiction! Therefore, C p C p . Putting everything together, we have
where the first inequality follows from the fact that p 1 p 2 · · · p n and C p C p . The final inequality follows from the fact that C p ∈ A and A = 1 2 n Here is the proof of Lemma 4.5.
Proof. It is easy to show that for any x 1 x n ∈ + and y 1 y n ∈ + ,
where the second inequality follows Lemma 4.6, and the final inequality follows from the fact that p
H by Lemma 4.4, the desired result follows.
A Case Study at General Motors
In this section, we discuss some work from Rusmevichientong (2003) that involves the application of methods developed in this paper to data collected from the ACA website, focusing on the RANK PRICING formulation with a priceladder constraint. This section presents only a summary of experimental results. For more information on the application of our model and new insights that are generated using our algorithm, the reader is referred to Rusmevichientong (2003) .
We will discuss opportunities and challenges in pricing vehicles using consumer preference data collected from the ACA website, and contrast our approach with the existing pricing practice at GM and traditional data sources. Our analysis identifies opportunities to enhance the current pricing strategy, and highlights the benefits of coordinating the prices of all GM vehicles simultaneously.
This section is organized as follows. In §5.1, we provide a brief overview of the current pricing methodology at GM, motivating the use of online data. Then, we present experimental results in §5.2.
Current Pricing Methodology at General Motors
When GM wants to determine the manufacturer's suggested retail price (MSRP) for a vehicle, it typically conducts a "physical property clinic." During the clinic, participants compare the target vehicle with a sister GM vehicle and up to six other competitive vehicles from the same segment. The participants conduct reviews of each vehicle, rank the vehicles according to their preferences, and complete a discrete-choice-based pricing exercise that assesses relative values of each feature of the vehicle. The data from the clinic provides an initial estimate of the market share at different prices. The marketing and finance groups then extrapolate the results to reflect the whole segment, not just the vehicles used in the clinic.
The extrapolated demand is then compared to production capacities and production targets. Given this information, GM then tries to determine the vehicle price that most effectively balances market demand, market competitiveness, and internal production constraints.
Because GM has opportunities to interact closely with the participants, the data collected from the clinic are rich, capturing detailed consumer preferences. However, the collection of such data is expensive and time consuming, limiting the size of the data set, with about 200-350 consumers in a typical clinic.
Moreover, participants in a clinic only compare a target vehicle with about 6-7 other vehicles from a vehicle segment that can have as many as 55 vehicles, as in the mid-size vehicle market. Such a small comparison set may not accurately capture the interdependencies among all relevant vehicles.
In contrast, the ACA website has received over 450,000 visitors since its launch in January 2002. Moreover, the set of recommended vehicles is generated based on considerations of over 1,000 vehicles from the entire automotive market, representing over 250 makes and models. The number of consumers and vehicles in this data set far exceeds what is typically available from a clinic's data, enabling us to obtain a more accurate estimate of the demand and the substitutability among all GM vehicles.
In addition, because a clinic is organized to determine a price for a particular vehicle, it is often difficult to use such data to coordinate the pricing strategy across the entire GM product portfolio. To allow for coordination across products, we must understand the relationship among prices of all vehicles; specifically, how a change in the price of one vehicle affects the demand for all others.
Experimental Results
The data set used in our analysis consists of 83,813 consumers, representing visitors to the ACA website from 1/1/02 until 9/30/02. We only consider those visitors who spent at least three minutes at the website and specified a budget of $60,000 or less. We impose these constraints to rule out consumers who may not be truly interested in purchasing vehicles.
We divide the data set into a training sample with 41,940 consumers and a validation sample with 41,873 consumers. We compute the vehicle prices using data from the training sample, and evaluate the performance of these prices on the validation sample. The consumers in our data set can be divided into three categories:
(1) Those consumers who only consider GM vehicles, and thus only have GM vehicles in their recommended lists. We will refer to these consumers as "GM Only."
(2) Those consumers who are willing to consider both GM and non-GM vehicles, and at least one GM vehicle is "competitive." This means that at least one GM vehicle is ranked higher than all affordable non-GM vehicles. We will refer to these consumers as "Both GM and non-GM." Operations Research 54(1), pp. 82-98, © 2006 INFORMS (3) Those consumers who are willing to consider both GM and non-GM vehicles, but for whom no GM vehicle is "competitive." Thus, either the list contains only non-GM vehicles, or there exists an affordable non-GM vehicle that is ranked higher than any other GM vehicles. We will refer to these consumers as "non-GM Only."
Recall that the competitors' prices are assumed to be fixed. Hence, we can identify affordable non-GM vehicles. Moreover, under the RANK PRICING formulation, each consumer chooses the highest-ranked vehicle that she can afford. For our optimization, we can thus exclude consumers who are "non-GM Only" because they will not purchase any GM vehicle, regardless of its price. We only need to consider those consumers who are either "GM Only" or "Both GM and non-GM." Table 3 shows the number of consumers in each category and their average budgets in the validation sample.
Although each consumer's recommended list typically has 10 recommendations, we use only the top five vehicles because we feel that these vehicles most accurately reflect the consumer preference and budget constraints. We have a total of 1,121 vehicles, 301 of which are GM vehicles and the remaining 820 represent competitors' vehicles. We assume that the prices of competitors' vehicles remain constant. Thus, the decision variables are the prices of 301 GM vehicles.
The experiment compares three pricing policies: a "rounded MSRP," a greedy policy, and the coordinated pricing policy generated by the algorithm discussed in §4. The "rounded MSRP" of each vehicle corresponds to the existing MSRP that has been rounded up to the nearest $1,000.
We consider the rounded MSRP instead of the existing MSRP because each consumer who visits the ACA website can specify her budget only in the increment of $1,000. Consequently, the prices under our coordinated pricing policy will also have increments of $1,000. However, the existing MSRPs of the vehicles vary continuously in the increment of $1. To ensure a fair comparison with our coordinated pricing policy, we thus round up the existing MSRP of each vehicle to the nearest $1,000. If a vehicle has an existing MSRP of $12,030, its rounded MSRP will be $13,000. We round up the price because the consumers who can afford this vehicle will have a budget of $13,000 or more. Table 3 .
The number of consumers in each category and their average budgets in the validation sample.
Although we use rounded MSRPs to determine total revenue, our coordinated pricing policy takes as a price-ladder constraint the ordering implied by the existing MSRP of each vehicle.
To determine the greedy price of the ith vehicle, we identify those consumers in the training sample in which the ith vehicle appears in the recommended list. The greedy price of the ith vehicle is the largest price that maximizes revenue from these consumers, assuming that they will purchase the ith vehicle if its price meets their budgets. More formally, the greedy price of the ith vehicle, denoted by p G i , is defined by
where we choose the greatest maximizer in case of ties. If the ith vehicle does not appear in the recommended list of any consumer, we set p G i to the rounded MSRP of the ith vehicle.
We should note that the greedy prices typically fail to satisfy the a priori price-ladder constraint. Moreover, the computation of the greedy price ignores possible substitutions among GM vehicles, implicitly assuming that those consumers who consider the ith vehicle will not consider any substitute. In the next section, we will show that by taking into account substitutions among vehicles, as is done in our coordinated pricing policy, we can develop a more effective pricing strategy.
5.2.1. Overall Performance. Table 4 shows the average price of GM vehicles, the sales volume, and the total revenue generated under the three pricing policies. To determine the sales volume, for each consumer we identify the highest-ranked vehicle that she can afford under each pricing policy. We then add up the number of GM vehicles sold under each policy.
We see from the table that our coordinated pricing policy yields a 6% improvement in revenue over the rounded MSRP and a 2% improvement in revenue over the greedy policy. These improvements are significant as indicated by the standard deviations. To determine the standard deviation of revenue for each pricing policy, we compute the revenue generated from each consumer in the validation sample. We then estimate the sample standard deviation of these revenues and multiply the result by √ M, where M denotes the number of consumers. 5.2.2. Deviation from Optimality. We wish to assess the performance of our coordinated pricing policy relative to the optimal policy. Because our coordinated pricing policy is computed using data from the training sample, there are two dimensions in this assessment. We must evaluate the effectiveness of our coordinated pricing policy on both the training and the validation sample.
Let p L and p U denote the pricing policies defined in Lemma 4.3. The policy p L is used in our heuristic to determine the coordinated pricing policy (see §4). These pricing policies are computed using data from the training sample.
We will first determine the effectiveness of our coordinated pricing policy on the training sample. It turns out that
= $15 000 $60 000 = 0 25
and it follows from Lemma 4.5 that, on the training sample, the revenue generated from our coordinated pricing policy differs from the optimal revenue by at most 75%. By applying Lemma 4.4, we can significantly improve the performance guarantee for our coordinated pricing policy. Let denote those consumers in the training sample who are in either the "GM Only" category or the "Both GM and non-GM" category. Let X ⊆ be defined by
It turns out that j∈X b j = $576 979 000
Moreover, the revenue from our coordinated pricing policy in the training sample is $422,351,000 and we have $422 351 000 $576 979 000 0 7320
It follows from Lemma 4.4 that, on the training sample, our coordinated pricing policy is at least 73% effective; its revenue differs from the optimal by at most 27%. Unfortunately, because our coordinated pricing policy is computed using data from the training sample, we cannot apply Lemmas 4.4 and 4.5 to evaluate its performance on the validation sample. However, we can establish a simple performance guarantee by computing an upper bound on the optimal revenue that can be generated from the validation sample. By definition, the optimal revenue cannot exceed the sum of the budget of all consumers who are either in the "GM Only" or the "Both GM and non-GM" category. For the validation sample, this sum turns out to be $591,694,000. Because the revenue from our coordinated pricing policy on the validation sample is $421,290,000 and $421 290 000 $591 694 000 0 7120 it follows that, on the validation sample, the revenue from our coordinated pricing policy differs from the optimal by at most 29%.
Conclusion
Motivated by the availability of data on consumer preferences from the ACA website, we developed a nonparametric approach to multiproduct pricing. We consider a class of models of consumer-purchasing behavior, each of which relates observed data on a consumer's requirements and budget constraint to subsequent purchasing tendencies. When we do not enforce a price ladder, we showed that these problems are NP-complete in the strong sense. We developed algorithms that address these optimization problems, given a price ladder. We applied our algorithms to a real data set from the ACA website, validating the performance of our algorithms. Our analysis provides insights into the current pricing policy at GM and suggests improvements that may lead to a more effective pricing strategy. We showed that by taking into account substitutions among vehicles and coordinating the prices of all GM vehicles simultaneously, we can find a pricing strategy that generates higher revenue.
Our work can be extended in many directions. One possibility is to consider a more complex model of consumerpurchasing behavior, incorporating additional information that may influence consumer-purchasing decisions. It is also interesting to explore how we can incorporate production constraints into our formulation, and to understand the impact of competition on product prices. These extensions would provide us with a more realistic model that better reflects consumer-purchasing behavior and current business environment.
As more consumers use the Internet, companies will have access to ever larger quantities of data that reflect consumer preferences. As our work has demonstrated, such data provides us with new opportunities to understand consumer behavior and to optimize product prices. It is interesting to explore other avenues for using this type of data.
Appendix A. Proof of Theorem 2.3
The proof of Theorem 2.3 makes use of the following result. Because the proof of this result follows from elementary analysis, we omit the details. The next lemma provides a simple bound on the difference between the expected revenue under p M and the optimal expected revenue. We design these ordered pairs so that R u v achieves the maximum when p u = p v , i.e., when the corresponding edge e = u v has end points in different sets. Table 5 shows the values of R We will show that the graph G = V E has a valid cut if and only if the corresponding RANK PRICING DECI-SION Problem has a valid solution. Suppose that V 1 V 2 is a valid cut for the SIMPLE MAX CUT Problem. Let V 1 V 2 denote the set of edges with end points in the different sets, i.e.,
RANK
Define a price vector p v v ∈ V as follows:
It follows from Table 5 that and Table 5 . The above inequality implies that K . If we define V 1 = v p v = 1 and V 2 = v p v = 2 , then V 1 and V 2 form a valid cut of G.
The above argument shows that the RANK PRICING DECISION Problem is NP-complete. The only choices of b j s used in the proof are 1s and 2s, RANK PRICING DECISION is also NP-complete in the strong sense.
