Abstract. An analogue of D. Waterman's result on the summability of the Fourier series for functions of bounded Λ-variation by the Cesáro methods of negative order is obtained in multidimensional case. It is proved that, unlike one-dimensional case, the continuity of function in the corresponding variation is essential for the convergence and even for the localization of the Cesáro means for certain orders of these means.
Introduction
In 1972, D. Waterman [9] introduced the ΛBV classes of functions of bounded Λ-variation. One of these classes, the class of functions of bounded harmonic variation, proved to be a perfectly suitable instrument for estimating the partial sums of trigonometric Fourier series. The ΛBV classes were generalized by A. A. Saakyan [7] for twodimensional case and by A. I. Sablin [8] for multidimensional case. Certain results on convergence of trigonometric Fourier series for functions from the ΛBV classes were obtained in these papers and in our papers [1, 2] .
In 1976, Waterman [10] applied the concept of Λ-variation for studying the properties of the Cesáro means of trigonometric Fourier series. In this work, CΛV classes of functions continuous in Λ-variation were introduced. The classes C{n b }V were used to obtain the convergence condition. Later on, Sablin proved that in one-dimensional case the classes {n b }BV and C{n b }V coincide, therefore, the condition of continuity in Λ-variation turned out to be unimportant for this problem.
The aim of our article is to expand the results on Cesáro summability for multidimensional case. In sections 2 and 3 we prove a sufficient condition for convergence of the Cesáro means in terms of the Waterman classes. This condition requires continuity of a function in the corresponding variation, which was intoduced in multidimensional case by the author [1] and Dragoshanskii [6] .
However, the author and Dragoshanskii proved that the class C{n b }V can be a proper subclass in {n b }BV both for isotropic and unisotropic cases. Thus the following question arises again: is the continuity in variation an essential condition for the convergence of the Cesáro means or not? In section 4 we answer this question. We prove that for certain orders of the means, this condition cannot be omitted.
We are now turning to precise definitions and statements. First, let us introduce the necessary notation.
By C we denote an absolute constant; by C(·) we denote a value that depends on the parameters listed in brackets (they may be different in different cases). Let T = [−π, π]. For two sequences {a n } and {b n } we write a n ∼ b n if there exists a finite positive limit of an bn as n → ∞. Let ∆ be an interval on R. By Ω(∆) we denote the set of all finite systems {I n } of pairwise disjoint intervals such that I n ⊂ ∆. Let E be a subset of ∆. By Ω(∆ \ E) denote the set of systems {(a n , b n )} from Ω(∆) such that a n / ∈ E, b n / ∈ E.
We say that ∆ is an interval in Let {e j } n j=1 be the standard basis of R n . Consider a function f (x) = f (x 1 , . . . , x m ) of m variables. We define the operators ∆ x,s,j (f ) = f (x + se j ) − f (x). Let I k = (a k , b k ) and a = (a 1 , . . . , a m ). We put
The value f (I) is called the symmetric difference of the function f on I. Let the set {1, . . . , m} be divided into two non-intersecting subsets γ and ξ containing p and m − p elements respectively. We denote |γ| = p, |ξ| = m − p. If x = (x 1 , . . . , x m ), then by x γ we denote the element of R p with coordinates x j , j ∈ γ. For an interval
we denote the symmetric difference of f as the function of variables x j , j ∈ γ on I γ for the fixed values of x k , k ∈ ξ.
Definition 1.1. We say that a nondecreasing sequence of positive numbers Λ = {λ n } determines a class of functions of bounded Λ-variation (a Waterman class), if
(In some works, the condition λ n → ∞ as n → ∞ is added to the definition.) Further on we consider only the sequences Λ of this kind. By L we denote the set of all such sequences Λ. By Λ(N ) denote the partial sums
is denoted by Λ n . We also write H = {n}
. . , x m ) with respect to the variables x 1 , . . . , x m over ∆ we mean
Let a nonempty set γ ⊂ {1, . . . , m} consist of the elements j 1 < · · · < j p and ξ = {1, . . . , m} \ γ. By 
is called the (Λ j1 , . . . , Λ jp )-variation of the function f (x) with respect to the variables x γ over the interval ∆. 
jp (f ; ∆) = 0 for any nonempty γ = {j 1 , . . . , j p } ⊂ {1, . . . , m} and any j k ∈ γ. The set of functions continuous in (
Definition 1.5. A point x 0 is said to be a regular point of a function f (x), if there exist 2 m finite limits
for all combinations of signs. For the regular point x 0 we set
In what follows, we consider functions functions defined on T m to be measurable and 2π-periodic with respect to every variable (maybe, after the suitable continuation). Now we recall the definition of Cesáro means (see, e.g. 
Then the values
are called the Cesáro means of order α, or (C, α)-means, of the series
For the trigonometric Fourier series of a function f integrable on T, its Cesáro means at a point x are denoted by σ
where the functions
are called the Cesáro kernels. These functions are even, and
for t ∈ (0, π], where θ = θ(t, α), |θ| < 1. For the Cesáro kernel, the following properties hold:
The Cesáro methods are defined in multidimensional case (see, e.g., [11, part 2, chapter 2]) in the following way. Let α = (α 1 , . . . , α m ) be a vector with α j > −1, and let S k (f, x) be a rectangular partial sum of the trigonometric series of a function f . The value
is called the Cesáro means of the order α of this series. The multiple Cesáro means can be represented through the Cesáro kernels by the formula
We consider the Pringsheim convergence of Cesáro means, i.e. their convergence as n j tend to +∞ independently. We have mentioned the following one-dimensional result.
) and summability is uniform on each closed interval of continuity.
Waterman also proved that the class {n α+1 }BV (T) cannot be replaced by a larger ΛBV class. Later on, Sablin [8] proved that in one-dimensional case {n α+1 }BV (T) = C{n α+1 }V (T) for any −1 < α < 0. Therefore, the condition f ∈ C{n α+1 }V (T) of the second part of Theorem A can be replaced by the condition f ∈ {n α+1 }BV (T). In section 3, we prove the following multidimensional analogue of Theorem A. Theorem 1.6. Let α j ∈ (−1, 0) and
If f is continuous in a neighborhood of a compact set K, then summability is uniform on K.
. Therefore, the following property is true. Corollary 1.7. Let m = 2, α = α 1 = α 2 ∈ (− 1 2 , 0) and β = α + 1. Then for any function f from the class {n β }BV (T 2 ) its Fourier series is (C, α) summable to f * (x 0 ) at every regular point x 0 . If f is continuous in a neighborhood of a compact set K, then summability is uniform on K.
In section 4, we prove that for m ≥ 3 and certain {α j } the continuity in variation is essential for the summability and even for the localization of the Cesáro means (unlike the results on convergence, see [2] for details). More precisely, the following result is established. Theorem 1.8. Let m ≥ 3, α j ∈ (−1, 0) and β j = α j + 1, j = 1, . . . , m. Suppose that the condition
holds for a certain q ∈ {1, . . . , m}. Then there exists a continuous function f with the following properties:
(1) f belongs to the class ({n
m ; (3) the cubic (C, α) means of its Fourier series do not converge to zero at x 0 = 0.
Remark. The statement of Theorem 1.8 holds for all m ≥ 2 and α j ∈ (−1, 0), j = 1, . . . , m that do not satisfy the conditions of Corollary 1.7. But the proof for other {α j } is based on other methods. See [3, 4] for details.
Auxiliary estimates
First we recall some properties of the Λ-variation obtained in our previous papers.
. . , Λ m )BV (∆) and the following estimate holds: In one-dimensional case, we introduce an auxiliary concept. Definition 2.3. Let ∆ ⊂ T be an interval. For a set E ⊂ ∆ put by definition
Lemma 2.4. Let ∆ ⊂ T be an interval, E ⊂ ∆ be a set with dense complement. Consider a function f on ∆ \ E such that V Λ (f ; ∆ \ E) < ∞. Then f can be extended on ∆ in such a way that V Λ (f ; ∆) = V Λ (f ; ∆ \ E) and sup ∆ |f | = sup ∆\E |f |. We shall also use the following obvious properties of Λ-variation. For any functions f and g on an interval ∆,
If ∆ 1 and ∆ 2 are two intervals, their union is an interval and they intersect by a common face, then
It follows from (2.2) that if f is a 2π-periodic function with respect to every variable and
, then for any x ∈ R m the following inequality holds:
Further on, we suppose that α j ∈ (−1, 0), and
Here the integral exists for a.e. t p , as f (x p + t p , x ξ + ·) is bounded for all t p and is measurable for a.e. t p by Fubini theorem. Let E = E(f, p, x) be the set of Lebesgue measure zero where this integral does not exist. Then for any n j > 10 the estimate
Then there exists a value C(m, α) such that the estimate
holds for any g ∈ ({n β1 }, . . . , {n βm })BV (∆) and any n j > 10.
Proof of lemmas 2.6 and 2.7. We prove these lemmas by induction on m. First, we prove Lemma 2.7 for m = 1. Let ∆ = (a, b). We shall write V β instead of V {n β } for short. We write (t) k for the k-th power of t to avoid confusing it with the k-th coordinate of a vector t. Without loss of generality we can assume that a, b ≥ 0. The case a, b ≤ 0 is similar; if a < 0 and b > 0, we represent the integral as a sum of integrals over (a, 0) and (0, b) and estimate each of them.
for n > 10. Our aim is to prove that
for any a and b such that 0 ≤ a < b ≤ π. If b ≤ η n , then using the first of the estimates (1.2), we obtain
|g|.
Let b > η n . If a < η n , then we split the integral into two:
The first term can be estimated similarly to (2.4). Thus, we should estimate the integral over (a n , b), where a n = max{η n , a}. In this integral, we decompose the Cesáro kernel using (1.1). For the remainder term, we have:
For the main term, using the properties of sinus we obtain:
We get using (1.2) that
On the other hand, for any t ∈ (a n , π) by the mean value theorem we can find a point τ ∈ (t, t + η n ) such that
As a n ≥ η n , the second term can be estimated in the following way:
Finally, for the first term we have:
Let k be the integral part of b−an ηn − 1. Put κ n = (b − η n ) − a n − kη n . Then we have
Taking into account that a n + (j − 1)η n ≥ jη n , we get
|g(a n + (j − 1)η n + t) − g(a n + jη n + t)| (jη n ) α+1 dt .
For every t, both integrand expressions equal a variation sum multiplied by (η n ) −(α+1) . Taking into account that η n ∼ 1 n , we get
Therefore, the estimate (2.3) holds, and Lemma 2.7 is proved for m = 1. Now consider that lemma 2.7 is proved for (m − 1)-dimensional case, m ≥ 2. Let us prove Lemma 2.6 for m-dimensional case. Without loss of generality we can assume that p = 1. Let F (t) = f (x + t). Consider a system of intervals {I 1 k1 } ∈ Ω(∆ 1 \ E). For any z ∈ C, denote sgn z = |z|/z, z = 0, and sgn 0 = 0. Putting ε k1 = sgn(ϕ n (I 1 k1 )), we have
where the function ψ is defined by the formula
Using the definition of Λ-variation, we have
Our task is now to estimate the (Λ 2 , . . . , Λ m )-variation of the function ψ. Consider a nonempty subset τ ⊂ ξ, and let κ = ξ \ τ . For any systems of intervals {I
Taking the supremum over Ω(∆ j ), j ∈ τ and x κ ∈ ∆ κ , and then summing over τ , we obtain
Applying Lemma 2.7 to the function ψ (of (m − 1) variables) and taking into account (2.5), we get
Taking the supremum over Ω(∆ 1 \ E), we obtain
Thus Lemma 2.6 is proved for m-dimensional case. Now suppose that m ≥ 2, Lemma 2.6 is proved for m-dimensional case and Lemma 2.7 is proved for (m − 1)-dimensional case. Let us prove Lemma 2.7 for m-dimensional
(a j , b j ). We have
Consider the function
, where a set E is of Lebesgue measure zero. Hence ∆ 1 \ E is dense on ∆ 1 . By the inductive hypothesis,
By Lemma 2.4 the function G can be extended on ∆ 1 without increasing of its Λ 1 -variation and supremum. Then, applying Lemma 2.7 for m = 1, we get
Combining these estimates, we obtain
Lemmas 2.6 and 2.7 are proved.
. Let a function s(t) be continuous and satisfy the conditions |s(t)| ≤ 1, s(t + π) = −s(t). Then for κ = (b − a)/π the estimate
holds for any A ≥ 2 κ (hereafter by ⌊x⌋ we denote the integral part of x). The lemma was proved in [2, Lemma 6] for s(t) = sin t. In the general case, the proof is almost the same.
Proof of the result on summability
Proof of Theorem 1.6. Let α j ∈ (−1, 0) and β j = α j + 1, j = 1, . . . , m. Consider a function f ∈ C({n β1 }, . . . , {n βm })V (T m ). Applying Lemma 2.6 for ∆ = T m , we obtain the first statement of the theorem (the boundedness of Cesáro means). Now we shall prove the second statement. Consider the function
From (2.1) we get that this function belongs to any Waterman class that f does, and
uniformly with respect to x. The Cesáro means of f have the form
Take an ε > 0. First, by Lemma 2.2 we can take a δ > 0 such that
where C(m, α) is from Lemma 2.7. If the function f is continuous, δ does not depend on a point x. For an arbitrary partition of the set {1, . . . , m} into two non-intersecting subsets γ and ξ we put
Then we get
If ξ = ∅, then using Lemma 2.7 we obtain the inequality |S γ,∅ n | < ε/2. We shall show that all other terms in (3.2) tend to zero as n grows. Consider a nonempty ξ. Without loss of generality, ξ = {p + 1, . . . , m} for a certain p < m. Put Λ j = {n βj }, j = 1, . . . , m − 1. Using Lemma 2.5, we find a sequence Λ m such that
In view of (3.1) by Lemma 2.7 we have
uniformly with respect to x and n. By Lemma 2.6, these functions belong to the class Λ m BV ([δ, π]), and using (3.1) we obtain
uniformly with respect to x and n. Consider the functions
By Lemma 2.1 with regard to (3.1) these functions belong to the class Λ m BV (T), and the estimates
hold uniformly with respect to n and x. Put ν n = n + αm+1 2 . Then
Here the last term can be estimated as follows:
Consider the first term (the second is estimated likewise). By Lemma 2.8,
Recalling (3.3) and (3.4), we get
This completes the proof of Theorem 1.6.
Proof of the result on non-summability
We use the following construction introduced and studied in our paper [1] . Let m ≥ 3. Consider a system {D 
We say that f is a "diagonal" function on T m if it is the sum of the series
where f k and h 2 ) on the segment [1, 3] . Let
We take N 1 = 10, c 
