Dislocation-assisted phase separation processes in binary systems subjected to irradiation effect are studied analytically and numerically. Irradiation is described by athermal atomic mixing in the form of ballistic flux with spatially correlated stochastic contribution. While studying the dynamics of domain size growth we have shown that the dislocation mechanism of phase decomposition delays the ordering processes. It is found that spatial correlations of the ballistic flux noise cause segregation of dislocation cores in the vicinity of interfaces effectively decreasing the interface width. A competition between regular and stochastic components of the ballistic flux is discussed.
Introduction
A study of nonequilibrium phenomena observed in materials under sustained particle or laser irradiation attains an increasing interest in modern theoretical physics, condensed matter physics, material science, and metallurgy. Particle or laser irradiation causes the production of structural disorder with generation of a large amount of point defects. These defects can organize into defects of higher dimension and stimulate the occurrence of nonequilibrium phenomena. In recent decades, numerous experimental data have shown that alloys under sustained irradiation can be considered as nonequilibrium systems manifesting phase transitions, phase separation, pattern formation with rearrangement of point defects in bulk and on a surface (see for example, [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] ). First observations of ordering/disordering processes in irradiated alloys were discussed six decades ago (see reference [11] ). It was shown that nonequilibrium conditions in such systems are caused by interactions of high energy particles with atoms of a target (pure material, alloys).
From practical viewpoint, a study of these phenomena remains an urgent problem to predict the behavior of construction materials. A study of phase stability in various solids and metallic alloys under sustained irradiation received a long-standing attention due to its intrinsic interest and its relevance in technological problems such as: improvement of mechanical properties, radiation resistance, radiation damage, etc. Mechanical stability of construction materials is governed by rearrangement of the defects produced by irradiation and their segregation on phase interfaces and grain boundaries. Perturbation of the atomic configuration by irradiation causes the alternation of the phase stability [12] [13] [14] [15] . Therefore, in order to predict the behavior of irradiated materials at different loading, one should know the physical mechanisms leading to self-organization of the defect structure that causes microstructure transformations.
It is known that phase transformations in alloys subjected to particle irradiation can be quite different from that observed in the absence of irradiation [16] . Experimental observations of phase separation quantity ψ measures the deviation from the critical concentration, i.e., ψ ≡ (c − c). Taking into account the inhomogeneity of the alloy and assuming that ψ(r) varies slowly on the scale of lattice parameter a 0 , i.e., ψ(r + a 0 ) ψ(r) + a 0 · ∇ψ(r), one can take into account the gradient energy term to the free energy in the form r An additional contribution to the free energy F 0 is given by a lattice mismatch in the form of elastic energy F e = (ν 2 E /2) dV ψ 2 [28] . Here, E is the Young modulus, ν relates to the lattice parameter change with respect to the composition (Vegard's law), i.e., a = a 0 (1 + νψ) [42, 43] . The elastic contribution shifts the corresponding coherent spinodal: A = ν 2 E .
Following reference [28] , we take into account the dislocation-assisted mechanism for spinodal decomposition by introducing dislocation-dislocation interactions in the form F d = dV
2 .
Here, the constant C relates to a core energy of dislocations. The elastic strain energy of the system is governed by the Airy stress function satisfying the equation ∇ = E (∇ x b y − ∇ y b x ), where b x and b y are the corresponding components of the continuous dislocation density field in a two dimensional problem. This term accounts for the nonlocal elastic interaction between dislocations.
To describe the coupling between the composition field ψ and strain field of dislocations, we use the results of the work reference [28] and introduce a relevant contribution to the free energy in the form F c = ν dV ψ∇ 2 . This two-dimensional model was previously used to study the melting [44] [45] [46] , dislocation patterning [47] and phase separation in the misfitting binary thin films [48] .
By combining all the above contributions, the total free energy of the actual system reads F tot = F 0 + F e + F d + F c . Therefore, the dynamics of the conserved fields ψ, b x and b y is described by the following set of deterministic equations with diffusive dynamics 
2)
Here, M is the solute mobility, M g and M c denote the mobility for glide and climb, respectively 1 .
The effect of irradiation leads to an increase in the total free energy due to ballistic mixing of atoms in cascades. One of the models allowing one to describe these processes was proposed in reference [29] . It is based on the introduction of the spatial coupling term relevant to ballistic exchanges under irradiation conditions. The related Langevin dynamics with the additive external noise mimicking a stochastic ballistic mixing was studied in reference [32] . It should be noted that this approach does not properly take into account the fluctuations of the solute by a stochastic motion of the defects in cascades. As far as these fluctuations occur in a correlated medium (crystals), the corresponding spatial correlations of fluctuations should be considered. The other concept of a ballistic mixing describing the above mentioned fluctuations was proposed in reference [12] [13] [14] 50] . It was shown that a ballistic mixing is stochastic in nature since the knocked atoms move at random at the distance R. According to this approach, the ballistic mixing can be described by introduction of the ballistic diffusion flux with a fluctuating ballistic diffusion coefficient. These fluctuations are induced by irradiation (fluctuations in both concentration of defects and local temperature in cascades). In reference [33] it was shown that such an approach leads to a multiplicative noise Langevin dynamics, where spatially correlated external fluctuations promote the solute flux opposite to the ordinary diffusion flux. The phase decomposition of binary systems under the above assumptions was studied in references [34, 35] , while patterning processes in one component crystalline systems under the irradiation effect were discussed in references [36, 37] .
In this paper we exploit the model of a stochastic ballistic flux according to discussions provided in references [12, 14, 33-35, 37, 50] . We assume that the force mixing induced by ballistic jumps occurs with relocation distances b ≡ 〈R〉 = R w(R)dR, where R is distributed according to the known distribution w(R). Such ballistic jumps can be considered as a non-thermal diffusion process with a "diffusion coefficient" D ∇ψ [12] . Following reference [33] , we assume that such a diffusion occurs in the fluctuating environment. Indeed, collision processes of an energetic particle with an atom result in local fluctuations in the temperature and a number of point defects (Frenkel 
Here, we assume that realizations ζ(r, t ) are independent in time but correlated in space. Statistical properties of the external noise ζ(r, t ) are as follows: To proceed, we act onto equation (2.2) by the operator ∇ y and act onto equation (2.3) by ∇ x . Adding these two equations, we arrive at one equation for the density field φ ≡ ∇ 4 2 . In our consideration, we take into account that the solute mobility M can depend on the field ψ as M = M 0M (ψ). Next, let us move
Considering a general case, let us putM (ψ ) = 1 − ψ 2 . Using the above renormalizations and dropping the primes, we arrive at a system of two equations
The last term in the equation for ψ represents an internal multiplicative noise. It is characterized by 〈ξ〉 = 0 and 〈ξ(r, t )ξ(r, t )〉 = θδ(r−r ; t −t ), where θ is the parameter measuring the internal noise intensity proportional to a bath temperature. We assume that no spatio-temporal correlations between fluctuation sources are possible. It should be noted that time scales of the evolution of composition and dislocation density fields described by the quantity m ∝ M c,g /M 0 can be different. At m = 0, we get a system with immobile dislocations. Limit m → ∞ corresponds to extremely mobile dislocations. It means that m ∈ [0, ∞) depends on the properties of the studied material and can be considered as a free parameter of the model. A detailed study of the systems characterized by different values of m was reported in reference [51] . Next, following reference [51] , we consider the system with mobile dislocations by taking m 1. In the simplest case of extremely mobile dislocations (m 1), one can adiabatically eliminate the fast field considering the behavior of the slow one. In our further study, we discuss statistical properties of the system according to subordination principle. To make a general analysis, we study the behavior of the system with the above two fields by taking into account the above time scales difference. 
Subordination principle and mean-field results

Stability of the reduced system
Calculations for the external noise correlator give: 〈ζ∇ψ〉 = σ 2 C (0)∇ 3 〈ψ〉 +C (0)∇〈ψ〉 , where we have to note that C (r − r ) acquires its maximal value at r = r , which implies that ∇C (r − r ) r=r = 0; ∇ 2 C (r − r ) r=r ≡ C (0) < 0 (see references [33, 34, 53 , 54] for details). Therefore, after averaging we get
Let us study the stability of the homogeneous state ψ = 0. As far as we consider the system with conserved dynamics, the corresponding stability analysis can be done studying the dynamics of the structure function S(k, t ) as the Fourier transform of the two point correlation function 〈ψ(r, t )ψ(r , t )〉. Linearizing the system in the vicinity of the state ψ = 0, in the continuous and thermodynamic limit, we arrive at the dynamical equation for the structure function in the form (see appendix B for details)
with the dispersion relation
Here, ef is the effective control parameter playing the role of an effective temperature counted from the critical value and β ef is the inhomogeneity parameter defined as
It follows that the ballistic diffusion (its regular component) increases the effective temperature of the system, whereas correlation effects governed by the term C (0) < 0 decrease its value. At the same time, ballistic diffusion is capable of decreasing the interface width between two phases [last term in β ef in equation (3.5)]. From equation (3.4) , one finds that the critical wave-number that bounds the unstable modes is defined as The most unstable mode is described by the wave-number k m = k c / 2. For the actual set of the system parameters at α < 1, one gets a decreasing dependence k c (α). Therefore, at small α, the dislocation mechanism promotes a decrease in the wave-number of unstable modes. With an increase in α, spatial modulations of the composition field are characterized by long-wave modes. At the same time, spatial correlations of the external noise ζ increase the wave-number of unstable modes due to C (0) < 0. The linear stability analysis is valid only on a short time scale. At large time limit (t → ∞), one can use the mean-field approximation based on the analysis of the solution of the Fokker-Planck equation for the probability density of the composition field.
Mean-field approximation
To analytically study the statistical properties of phase separation at t → ∞ one needs to analyze a stationary probability density P s ([ψ]). The behavior of the system can be described analytically within the framework of the mean-field approach derived for the systems with conserved dynamics [34, 35, [55] [56] [57] [58] .
In the Wiess mean-field approximation, one can use the mean field (molecular field) η ≡ 〈ψ〉 as an order parameter for phase transitions and phase decomposition. In such a case, one uses the transformation procedure, which allows us to introduce the order parameter in d -dimensional space as follows:
The mean-field value η is self-consistently defined according to the definition of the mean 〈ψ〉 through the stationary distribution function P s . In the mean-field theory, the stationary distribution is a function of ψ and η. A procedure to obtain the corresponding distribution as a solution of the corresponding Fokker-Planck equation is shown in appendix C.
In order to define the transition and critical points at phase separation, we use the procedure proposed in references [55, 56, 59] . According to this approach in a deterministic case with D b = 0, one has a model ∂ t ψ = ∇ · M ∇δF /δψ, where the restriction ψ 0 = V drψ(r, t ) is taken into account, ψ 0 is fixed by the initial conditions. For such a system, the transition point is Θ T (ψ 0 ): at Θ > Θ T (ψ 0 ), the homogeneous state ψ 0 is stable; at Θ < Θ T (ψ 0 ), the system separates into two bulk phases, ψ 1 and ψ 2 , fulfilling 〈ψ〉 = ψ 0 . The transition from a homogeneous state to two-phase state is critical for ψ 0 = 0 only, i.e. Θ T (0) = Θ c is the critical point. The corresponding steady state solutions are given as solutions of the equation ∇M ∇δF /δψ = 0. If no flux condition is applied, then the bounded solution is δF /δψ = h, where h is a constant effective field (in equilibrium systems h is a chemical potential). In the homogeneous case, the value h depends on the initial conditions ψ 0 . Above the transition point, the steady state is not globally homogeneous. Here, the system separates into two bulk phases with the values ψ 1 and ψ 2 . In the case of the symmetric form of the free energy functional where two phases with ψ 1 = −ψ 2 are realized, we get h = 0 [55] . Hence, if the field h becomes trivial, then the transition point can be defined.
By using this procedure, one finds that in the homogeneous case the mean-field is the same everywhere and equals the initial value, i.e. η = ψ 0 . Hence, solving the self-consistency equation
at the fixed mean-field value, we obtain the constant effective field h. Below the threshold Θ T , the system decomposes into two equivalent phases with 〈ψ 1 〉 = −〈ψ 2 〉, and h should be the same for these two phases and should be zero. Hence, below the threshold only 〈ψ〉 should be defined as a solution of the selfconsistency equation with P s (ψ, η, 0).
In the actual case, we are interested in phase decomposition phenomena induced by the irradiation effect. Therefore, we define the transition and critical points only for the parameters relevant to irradi- ).
Next, let us discuss the mean-field η behavior varying the system parameters. Here, we solve the self-consistency equation at h = 0. According to the obtained results, it follows that phase separation processes can be controlled by the main system parameters (temperature and elastic properties of the alloy) and statistical properties of irradiation effect (regular and stochastic contributions in the ballistic flux). Moreover, correlated stochastic contribution of this flux is capable of inducing reentrant phase separation processes.
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Phase separation processes in binary systems subjected to irradiation Let us study a strong coupling limit, neglecting the spatial interactions term. Assuming ψ = η, one gets the stationary distribution in the form P s (ψ, η) = δ(ψ − η). To obtain an equation for the effective field h, we integrate equation (C.27) and find
At h = 0, one has solutions for two bulk phases It is known that the mean-field results are mostly qualitative. To validate the mean-field results, we will use a simulation procedure. In the next section we discuss the behavior of our system considering the dynamics of both quantities ψ and φ and numerically illustrate a possibility of reentrant phase separation processes.
The effect of dislocation density field dynamics
Stability analysis
Considering the system with two fields ψ and φ, let us start with stability analysis. Averaging the system (2.5) over noises, we get dynamical equations for average fields in the form Next, let us consider the stability of the state (ψ = 0, φ = 0) using Lyapunov's analysis for fluctuations of both ψ and φ. A linearization of the governing equations in the Fourier space yields
where
(4.
3)
The corresponding Lyapunov exponent takes the form Let us consider the behavior of the structure function S(k, t ). To obtain a dynamical equation for S(k, t ) in the vicinity of the point (ψ = 0, φ = 0), we exploit the approach previously described by considering the system of two equations (2.5). Moving to the discrete representation and multiplying every equation from the system (2.5) by ψ, we arrive at the system of two equations
)〉, and w(k) is given by equation (4.3).
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Phase separation processes in binary systems subjected to irradiation shown in figure 6 (b) it is seen that an increase in the regular component of the ballistic flux essentially decreases the structure function; it shifts the peak position toward small wave-numbers. Considering the effect of the dislocation density mechanism strength, one finds that with an increase in α, the wavenumber of unstable modes decreases [see the insertion in figure 6 (b) ]. At the same time, the height of the peak of the structure function decreases at a short time scale. Therefore, the dislocation mechanism is capable of delaying the ordering processes. Herein below, we will show that this effect can be observed by the dynamics of the average domain size.
Numerical results
To qualitatively describe the system behavior, we numerically solve the system (2.5). In simulation procedure, the Heun method was used. The system was studied on the lattice with square symmetry of the linear size L = 128 with periodic boundary conditions and the mesh size = 0.5; ∆t = 0.005 is the time step. We take 〈ψ(0, 0)〉 = 〈φ(0, 0)〉 = 0, 〈(δψ(0, 0)) 2 〉 = 〈(δφ(0, 0)) 2 〉 = 0.01 as initial conditions. The obtained results are statistically independent of different realizations of noise terms ζ, ξ. Typical evolution of both the composition field ψ and dislocation density φ is shown in figure 7 . Here, the regions of high values of both fields ψ and φ are represented by white, whereas the black areas relate to lower values of the corresponding field. The coupling between dislocation density and composition field is well observed. A coordinated motion of dislocations and phase boundaries was previously observed at atomic scale using phase field models (see references [28, 60]) It is seen that the dislocation field takes up large values in the vicinity of the phase boundaries; inside the decomposed phases, the dislocation density is around zero. The corresponding oscillations of ψ near the interfaces indicate that the strain energy is reduced due to the atomic size mismatch [28] . Therefore, misfit dislocations segregate on the boundaries. In figure 8 , we plot the oscillating structure of dislocation density field φ corresponding to the distribution of the concentration field. It is seen that in the vicinity of the boundary, φ changes the sign; inside the phases, φ 0.
To make a quantitative analysis of phase separation, let us study the dependencies of dispersions of the fields ψ and φ defined as J ψ ≡ 〈(δψ) 2 〉 and J φ ≡ 〈(δφ) 2 〉, where δψ = ψ − 〈ψ〉, δφ = φ − 〈φ〉. At 〈ψ〉 = 〈φ〉 = 0, these quantities are reduced to the second statistical moments playing the role of effective order parameters at phase decomposition processes (due to conservation laws for ψ and φ). The quantity J ψ (t ) is proportional to the area below the structure function S k (t ), i.e., J ψ (t ) = k S k (t ). Therefore, the growth 23003-11 
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Phase separation processes in binary systems subjected to irradiation an agglomeration of the domains belonging to one phase resulting in annihilations of dislocations with opposite signs. At the late stage, the dislocation density goes to its stationary value together with J ψ . At a small noise intensity σ 2 (see dashed curves in figure 9 ), one observes the same dynamics of both order parameters, where J ψ and J φ take up low values. Here, the external noise sustains the formation of an ordered state characterized by separated phases. This effect is caused by correlation properties of the external noise. The deterministic part of the ballistic flux acts in the manner opposite to the stochastic contribution. By increasing the noise intensity σ 2 (in the domain of a disordered phase according to the mean-field analysis), one gets a transition toward disordered state. Here the order parameter J ψ attains a very small stationary value (see dotted curves in figure 9 ). The formation of a disordered state is well accompanied by time independence of the quantity J φ . It fastly attains a small stationary value and fluctuates around it. Here, there are no phases enriched by atoms A or B (see the right-hand panel in figure 9 ), dislocations are distributed over the whole system. Therefore, the effect of fluctuations characterized by large values of σ 2 becomes larger than the correlation effects, leading to the formation of a totally disordered state.
Let us consider in detail the effect of the dislocation density field onto the dynamics of the phase decomposition. An evolution of both order parameters J ψ and J φ at different values of the coupling constant α is shown in figure 10 (a) . Here, one can see that both J ψ and J φ increase with α (the order parameter J φ has the corresponding peak at transition to the coarsening regime). Let us consider the behavior of the stationary order parameter J st ψ = J ψ (t → ∞) [see the insertion in the upper panel in figure 10 (a) ]. It rapidly increases at small α and slowly grows with α. From the obtained results it follows that a strong coupling between the composition field and the dislocation density field urges the formation of the ordered state due to redistribution of dislocations over the whole system, as well as their motion to the interfaces. Therefore, phase separation is well sustained by a dislocation field. It is interesting to compare the dynamics of the average domain size at different α. According to discussions provided in references [38, 39] it is known that dislocation mechanism is capable of changing the dynamical exponent z, describing the domain size growth law 〈R〉 ∝ t z . To analyze the dependence 〈R(t )〉, we calculate the averaged value 〈k(t )〉 ∝ 1/〈R(t )〉 according to the standard definition 〈k(t )〉 = kS(k, t )dk/ S(k)dk. In the standard theory of phase decomposition, the corresponding Lifshitz-Slyozov approach gives z = 1/3 [61] . The same value for z is observed when phase separation is sustained by vacancy mechanism. If dislocation mechanism of phase decomposition plays the major role, then the dynamical exponent takes up lower values z 1/6 [39] . In our case, we can control the strength of the dislocation mechanism varying parameter α. According to the results in figure 10 (b) , one obtains z 0.33 at α → 0, as Lifshitz-Slyozov theory predicts. This result was obtained for the system subjected to a stochastic ballistic flux with another form of the functionM (ψ) (see reference [34] ). It was shown that an increase in the external noise intensity σ 2 results in disordering processes. Comparing the curves related to α = 0.1 and α = 0.5, it follows that the dislocation mechanism delays the dynamics of the domain sizes growth. In our case, at α = 0.5, we get a lower value for the dynamical exponent.
Finally, let us consider the dynamics of the average dislocation density 〈φ H 〉 in the vicinity of the interfaces and the coherence (interface) width 〈L φ 〉, where this density decreases toward zero value inside the separated phases. We calculate the quantity 〈φ H 〉 as the mean height of φ(r) profile averaged over the whole system. The coherence width 〈L φ 〉 is calculated as the width of the interface on the half-height of φ(r) profile averaged over the system. In figure 11 (a) , solid and dashed lines denote one-dimensional profiles for the composition and dislocation density fields, respectively. The dynamics of both 〈φ H 〉 and 〈L φ 〉 is shown in figure 11 (b) . Comparing the data related to different sets of D b and σ 2 , one finds that the dislocation density attains a stationary value during the decomposition process. Considering the dynamics of 〈φ H 〉 at different external noise intensities, it follows that the growth in σ 2 increases the values of the dislocation density. Therefore, the external noise is capable of inducing a phase decomposition accompanied by segregation of dislocations at interfaces. On the other hand, with an increase in D b , the quantity 〈φ H 〉 takes up lower values. Here, dislocations are distributed over the whole system due to homogenization of the system produced by a regular component of the ballistic flux. The competition between regular and stochastic components of the ballistic flux can be observed by studying the dynamics of the averaged interface width. From the bottom panel in figure 11 (b) , one finds that during the system evolution, the quantity 〈L φ 〉 attains a maximum. This maximum relates to the stage of the domains growth. A coalescence regime (large domains absorb small ones) is accompanied here by an increase
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Conclusions
We have studied phase separation processes driven by the dislocation evolution mechanism in a binary system subjected to sustained irradiation. We describe the irradiation effect by introducing a ballistic flux having stochastic properties. We assumed that these fluctuations are spatially correlated.
By taking into account different time scales of evolution of both composition and dislocation density fields, we have initially considered a reduced model using the adiabatic elimination procedure. In this case, the dynamics of the composition field playing the role of a slow mode is studied. By making use of the linear stability analysis, we have shown the constructive role of ballistic flux fluctuations. These fluctuations induce spatial instability at a short time scale. At a large time scale, we have used the mean-field approach allowing us to describe the properties of phase separation. Corresponding mean-field phase diagrams illustrating the possibility of phase decomposition are calculated. It was found that ballistic flux components reduced to the intensity of atomic mixing (ballistic diffusion coefficient) and the intensity of the corresponding fluctuations are capable of controling reentrant phase separation processes. It was shown that a reentrant character of phase separation is governed by spatial correlations of the external noise and mobile dislocations.
Considering the dynamics of both studied fields by means of computer simulations, we have found that the formation of domains enriched by atoms of different sort is accompanied by an increase of the dislocation density field in the vicinity of the interface. Inside such domains, dislocation density takes up zero values and all dislocations characterized by different signs in two phases segregate on interfaces. The average length of the interface decreases at the formation of the ordered state. In the disordered state, all dislocations are distributed over the whole system. It was shown that spatially correlated external fluctuations act in the manner opposite to the regular component of the ballistic flux and induce the ordered state formation. Studying the effect of the dislocation density field onto phase decomposition
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we have considered the dynamics of the average domain size at different strengths of the dislocation mechanisms. It was shown that the universal dynamics of the average domain size delays due to a redistribution of dislocations. We have found that at small contribution of the dislocation density field, the corresponding universal dynamics is described by the standard Lifshitz-Slyozov law with dynamical exponent z = 0.33. With an increase in the dislocation mechanism strength, this exponent takes up lower values and the domains of new phases are characterized by smaller linear sizes.
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Appendix A
Let us represent the system on a regular d -dimension lattice. Within the framework of the standard formalism of a discrete representation, the system can be divided onto N d cells of the linear size L = N , where is the a mesh size. Then, the partial differential equation (3.1) is reduced to a set of usual differential equations written for every cell i on a grid in the form
where the index i labels cells, i = 1, . . . , N d ; the discrete left-hand and right-hand operators are:
Discrete correlators of stochastic sources are of the form:
where C i − j is the discrete representation of the spatial correlation function C (r) which in the limit of zero correlation length becomes δ i j / d . For the two-dimensional problem considered below, the quantity C |i − j | can be computed as a discrete version of the Fourier transform of C (r − r ) written in the form [53] 
and a formal solution of the Langevin equation (A.1), one can write
Substituting it into equation (A.4), we get
Using the relation between left-hand and right-hand discrete gradient operators and moving to the continuum limit, we get
To calculate the external noise correlator 〈ψζ〉, we again use the Novikov theorem written as follows:
According to the formal solution of the Langevin equation, the corresponding derivative with respect to ζ takes the form 〈δψ j /δζ k | t =t 〉 = ∆ j k 〈ψ k 〉. Next, substituting it into equation (A.7) and using a discrete representation of the Laplacian, we find the sum over the index k allowing us to write
Acting by Laplacian operator onto this construction, we finally obtain in continuum limit
(A.9)
Appendix B
To obtain a dynamical equation for the structure function, we need to construct a dynamical equation for the two-point correlation function 〈ψ i ψ j 〉. In our computation procedure, we use the procedure described in reference [62] . Multiplying the linearized Langevin equation (A.1) written for ψ j onto ψ i and doing the same procedure for the linearized Langevin equation written for ψ i , we add these two equations. This procedure allows us to obtain a dynamical equation for 〈ψ i ψ j 〉 written in the form
where the sum runs over the repeating indexes. Using the Novikov theorem with recipe shown in Appendix A, one can calculate the following correlators:
Introducing the structure function S(k, t ) ≡ 〈ψ k (t )ψ −k (t )〉 in the discrete space S ν (t ) = (N ) 
Appendix C
To obtain the probability density distribution P ([ψ], t ) in d -dimensional space, let us start with definitions: 
(C.22)
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After some algebra, we obtain the Fokker-Planck equation for the total distribution P in the discrete space
(C.23) where the relations between left-hand and right-hand gradient operators are used.
To proceed, let us obtain an evolution equation for the single-site probability distribution
After integration one has
(C. 25) In the stationary case with no flux, one arrives at the equation
where P s is a stationary distribution function. By taking i = j , dropping the subscripts, we arrive at the mean-field stationary equation [55] − hP
(C.27)
Here we have used the mean-field approximation, allowing us to write
where nn(i ) denotes the nearest neighbors of a given site. The mean-field value η and the integration constant h should be defined self-consistently. Equation (C.27) has the solution in the form 
