Progress report on generalized functionality  by Seldin, Jonathan P.
Annals of Mathematical Logic 17 (1979) 29-59. 
Q North-Holland Publishing Company 
PROGRESS REPORT ON GENERALIZED FUNCTIONALITY 
Jonathan P. SELDIN 
University of Oxford, Oxford, England 
Received 20 December 1978 
Introduction 
In recent years, systems of typed A-calculi have been used increasingly for 
studies involving logical theories of type, functionals of finite and higher types as 
used in functional interpretations in proof theory, and for representing derivations 
in natural deduction systems. The simplest version of typed A-calculus was 
generalized by Curry in his theory of functionality, which is explained in [ICL] 
Chapters 8 and 9 (for an explanation of the letters in brackets see the bibliog- 
raphy). The extra generality is obtained by transferring the assignment of types 
from the formation rules to the theoretical part of the system. This allows letting 
the type of a variable depend on the context (as in [ICL] Chapter 9), assigning 
types to compound terms by new axioms (as, for example, assigning the atomic 
type N to the Church numeral Z0, which is Axy "x in the A-calculus and KI in a 
system of combinators), and introducing rules for the conversion of types and 
terms. Convertibility between types makes sense because the types are terms; the 
atomic types and the term F which forms the type Faß of functions from a to ß 
are taken as atomic constants which behave like variables with respect to 
reduction. 
But although the theory of functionality is strong enough to interpret the 
functionals of finite type (of Gödel's system T) with the right axioms, it is not 
sufficient for some of the extensions of these functionals used in recent years such 
as the infinite sequences of terms introduced by Tait in [ILT] and Martin-Löf in 
[ITS], the operation of generality over types introduced by Girard in [IFE], and 
the cartesian product of Martin-Löf [ITT] and [ITTP]. Actually the last of these 
generalizations is the strongest; Martin-Löf showed in [Try] how to interpret 
Girard's system in an early version of his own. 
In [CLg. II] §15A8 a generalized functionality operator G is proposed (and 
defined in terms of restricted generality) which, together with the proper rules, 
allows for the interpretation of all of these systems. The idea is to allow the type 
of the value of a function to depend on the argument as well as on the type of the 
argument. This is done by requiring that for Gap to be a type, ß is not a type but 
a function whose domain includes all of the objects with type a and whose values 
are types. Then if X has type Gap and Y has type a, XY is to have type (3Y. 
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The present paper is a summary of my manuscript [TGF. I] from 1975 with 
some added material on weak reduction. In [TGF. I] formal axioms and rules for 
G were set out and the main results on cut normalization, proof normalization, 
etc., were proved. In this summary I will leave out proofs (occasionally inserting 
brief descriptions of them) and certain matters of detail. I hope to continue this 
work in a future paper. 
Parts of the material summarized here have been presented at meetings (see 
[STG], [NFT], and [GFW]). 
Part of the research on which this paper is based was supported by the Office of 
Research and Projects of Sourthern Illinois University at Carbondale, and part 
was supported by a Senior Visiting Fellowship from the Science Research Council 
(U. K. ) awarded to me for spending the year 1976-77 at Oxford. 
I would like to give special thanks to Roger Hindley for his suggestions for 
improvement of both [TGF. I] and this paper. 
1. Preliminaries 
1.1. Fundamental conventions 
In what follows, we shall be interested in systems which are based on a theory 
of combinators or else on a A-calculus. Hence, each system we consider will be 
based on a system of one of these kinds. This basic system will be called the 
underlying C-system (see [CLg. II] §11F). We shall be interested primarily in four 
of these systems, two of each type. The two systems of combinators will be based 
on weak reduction (denoted -) and (n-) strong reduction (denoted > ). The 
A-calculi will be based on ß-reduction and q-reduction. The conventions of 
[CLg. i] and [CLg. II] will be followed throughout in referring to these systems. 
For example, the extensional type of a system will mean the following: extensional 
type (ex. t. ) ((o)) will refer to combinators with weak reduction; ex. t. ((ß)) will refer 
to Aß-calculus; and ex. t. ((, q)) will refer either to combinators with strong reduc- 
tion or else to A, 1-calculus. 
Occasionally, as in this section, we shall have occasion to consider the underly- 
ing C-system without specifying whether the system is based on combinators or 
A-calculus. In this case the conventions of [CLg. II] §11F with regard to C-systems 
will be used. This means mainly that the notation will be that of A-calculus except 
that the (unspecified) reduction relation will be denoted > and the relation 
X=Y 
will mean that (in A-calculus) X and Y are a-convertible (i. e., identical except for 
changes of bound variables). Furthermore, for a variable to be said to occur in a 
term will mean that it occurs free. 
One convention needs special comment. An atomic constant with no reduction 
property (i. e., an atomic constant of A-calculus or an atomic constant which is not 
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a combinator in a system of combinators) is called a C-indeterminate. These 
constants behave like variables with respect to reduction and equality, and so 
have the following important property: if a is a C-indeterminate and aX, """ X> 
Y, then Y= aYl """Y,, where X>- Y; for i=1,2, ... , n. It 
follows from the 
Church-Rosser Theorem that if aXl """X,, = aY, """Y,, then m=n and X; = Y; 
for i=1,2, ... , n. 
This argument will be used repeatedly in what follows, 
especially with respect to G. 
The statement that X has type f will be written 
X, 1 (1.1) 
Here, ý is called the predicate or type and X the subject or term. 
In all the formal systems for G, the following rule will be postulated: 
Rule Eqp. ý =, q & ýX ' IX. 
In some of the systems we will also postulate the following rule: 
Rule Eqs. X=Y& ýX gY. 
The equality relation will always be transitive. Thus, it will always be possible to 
combine any two consecutive inferences by one of these rules into one. Hence, we 
will assume without loss of generality that no two consecutive inferences by either 
of these rules occur in any deduction. This assumption will be made without 
further mention throughout the paper. 
A system of generalized functionality (a system '86) will be any system in which 
one of the atomic terms is a C-indeterminate G and in which, in addition to the 
postulates of the underlying C-system, Rule Eqp, and perhaps Rule Eqs, there is 
postulated the rule: 
Rule G. GýTIX, fUF gU(XU). 
A system ý6o will be any system % in which there are no axioms for type 
assignment and no (primitive) rules involving type assignment except Rule G, 
Rule Eqp, and perhaps Rule Eqs. 
The primitive F for ordinary functionality can be defined in terms of G as 
follows: 
F- Axy " Gx(Ky). (1.2) 
'This is a departure from the notation used in [CLg. I], [CLg. II], and other papers by Curry and me 
on the subject of functionality, where 'I- X' is written instead of (1.1). Curry adopted this convention 
for several reasons, among which is that JX is a term, and Curry wanted to use `F' to distinguish the 
statement from the term. But this use of `I-' conflicts with its use by most other logicians today, and so 
I will restrict its use here. I believe that the context will make it clear whether (1.1) refers to the 
statement or the term. 
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It then follows (if Rule Eqp holds in the system) that the following rule of ordinary 
functionality is satisfied: 
Rule F. Fý, qX, f UF'(XU). 
Note that the separation of subjects and predicates is preserved by this 
definition. It follows that any (separated) system (6 will include a (separated) 
system ?J (ordinary functionality). 
1.2. The need for Rule Eqp 
In ordinary functionality, Rule Eqp is not needed. It is needed for generalized 
functionality because (as we shall see in § 1.3 below), we need type f unctions (that is, 
functions whose values are types) as well as types themselves, and without Rule 
Eqp we cannot use the machinery of the underlying C-system in dealing with 
these functions. 
One of the most typical uses of Rule Eqp is that given in the following 
deduction: 
Ga(Az " G(ßz)(yz))x az G 
(Az " G(ßz)(yz))z(xz)E Gaßy aZG (1.3) 
G((3z)(yz)(xz) qp ßz(yz) 
'Yz(yz)(Xz(Yz)) 
1.3 Terms representing types 
%J 
In ordinary functionality (as in ordinary typed A-calculus) the structure of the 
types is relatively simple, since we only need atomic types and the operation that 
forms the type Faß from types a and ß. In generalized functionality, however, the 
situation is more complicated. For one thing, since we need Rule Eqp in the 
system, we need to have the types closed under equality (convertibility). For 
another, in Gap, ß is not a type but a function of one argument whose values are 
types. Thus, we must allow ourselves functions of any number of arguments 
whose values are types. 
It is undesirable, at this stage, to restrict the definition of types any more than is 
necessary, but we do need some idea of what the set of types looks like. For this 
reason, I give a set of postulates for types and type functions which constitute a 
first approximation of the postulates that the set of types and type functions 
should satisfy. Here, TypkQ) is intended to mean that ý is a function of k 
arguments whose value is a type (if k=0, this means that 4 is a type). The 
Progress report on generalized functionality 33 
postulates are as follows: 
T1. TYPk ()&C_ 71- TYPk ('1), 
T2. TYPk () TYPk+I (Ax " ), 
T3. TYP, (0-' TYPk-lQU), k : -: -I, 
TG. TYPO O& TYPS (ý1) Typo (GCq), 
where the U in T3 is any arbitrary term. 
Note that T1-T3 are similar to N1-N3 of [CLg. II] §12B4. This comparison of 
types with propositions and type functions with propositional functions is espe- 
cially interesting in view of the Formulae-as-types idea due originally to Curry 
([CLg. I] §9E) but due in its most general form to Howard [FAT]. In ordinary 
functionality, the types represent formulas in which the only connective is 
implication. In generalized funtionality, we also have represented a restricted 
universal quantifier, since Gý71 can be interpreted as (Vx E 0(71x). Martin-Löf has 
also noted this interpretation in [TTy], [ITT], and [ITTP]. 
One definition of a class of terms satisfying these conditions is the following: 
Definition 1.1. Given a class of C-indeterminates distinct from G, called G- 
atoms, each of which has an associated natural number called its degree, we define 
the corresponding class of G-simples to be the class of all terms of the form 
8U1""" U, 
where 0 is a G-atom of degree m and U,, ... , U, are arbitrary terms. 
The G-simples correspond to the atomic types. Note that the class of G-simples 
satisfies the following conditions: 
(a) If X is in the class and X> Y, then Y is in the class; 
(b) If X is in the class, x is any variable, and U is any term, then [U/x]X is in 
the class; 
(c) No term in the class has G as its head; and 
(d) No term in the class is equal to an abstract (i. e., is a A-abstract in A-calculus 
or is an 01-ob, as defined in [CLg. II] §1184, in a system of combinators). 
The ranks in Definitions 2 and 3 measure the number of occurrences of G 
which are not inside G-simples (in the arguments of the G-atoms). 
Definition 1.2. The term is a proper G-ob of rank in and degree n if and only if 
(a) 6 is a G-simple m= 0 and n= 0; 
(bl) f= Ax - 71 where q is a proper G-ob of rank m and degree n-1; 
(b2) fix, where x is a variable which does not occur in 6, is a proper G-ob of 
rank m=0 and degree n-1 (so n ,1 in these two clauses; for the role of this last 
clause see [QCF] §1); 
(c) 6 GCq where C and i are proper G-obs of degrees 0 and 1 respectively, 
n=0, and the sum of the ranks of C and rl is m -1. 
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Definition 1.3. The term 6 is a G-ob of rank m and degree n if and only if there is 
a proper G-ob rl of rank m and degree n such that 6>, q. 
It should be easy to see from these definitions that Theorems 15B3-5 of 
[Clg. II] 
and their lemmas and corollaries (as corrected in [QCF] §1 for systems based on 
A-calculus) hold provided that the word `canob' is replaced by `G-ob'. With these 
changes, these results can be summarized as follows: 
Theorem 1.1. If Typ, (X) is interpreted to mean that X is a G-ob of degree k, then 
T1-T3 and TG hold. 2 
Notice that the G-obs do not necessarily give us any more general types than 
those defined in terms of F. Because we have defined F in terms of G, we can 
define the F-obs (or F-types) on any given basic (or primitive) types by using this 
F as the operator for forming composite types. The following result is then easy to 
prove by induction on the rank: 
Corollary 1.1.1 If every G-atom has degree 0, then every G-ob of degree 0 is equal 
to an F-ob, where the basic types are taken as the G-atoms. 
Unless othewise specified below, I shall assume that some definition of types 
(not necessarily the G-obs defined above) satisfying T1-T3 and TG has been 
adopted. Lower case Greek letters (except, of course, `A') will represent types or 
type functions whose degrees are those required by the context. 
1.4. The G-sequence 
In ordinary functionality, representing the types of funcions of several argu- 
ments in terms of F alone leads to unnecessarily long and complicated expres- 
sions, and hence the sequence F. was introduced. A similar sequence, G,,, was 
introduced in [CLg. II] §15A8, but the definition assumes that G is defined in 
terms of E. Here we want to define G in terms of G alone. 
Intuitively, Ga, """ aß will represent the type of X provided that for distinct 
variables x1, x2, ... , x which do not occur 
in X, if x, has type a,, X. has type 
a2x,, etc., """ x has type ax, x2 ""' x_,, then Xx, x2 """x,, has type 
ßx, x2 ... x" 
2 Actually, Theorems 15B3-5 of [CLg. II] and [QCF] §1 assume that the ex. t. is ((q)) (combinators 
with strong reduction or Aq-conversion). The theory of [QCF] §1 applies with only minor changes to 
Aß-conversion, but for combinators with weak reduction, Definitions 1.2 and 1.3 must be changed to 
the following: 4 is a G-ob of rank m and degree n if and only if (a) E is a G-simple, m=n =0; (b) 
4 -[xh where ,l is a G-ob of rank m and degree n -1; (c) = Girl where { and q are G-obs of 
degrees 0 and 1 respectively, n=0, and the sum of the ranks of { and tf is m -1; or (d) f =, q where 7) 
is a G-ob of rank m and degree n. 
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The definition we want is the following: 
Definition 1.4. (a) G 1= G, 
(b) Gn+I = AxoxI ... x,, Y - Gxo(Au " G(xI u) ... (x,, u)(Yu)). 
By methods similar to those of [CLg. II] §15A2, it is easy to prove the following 
results; 
Theorem 1.2. If we replace (a) of Definition 1.4 by 
Ga=I 
and allow G, to be defined by Definition 1.4(b), then in ex. t. ((11)) 
GI=G. 
Theorem 1.3. For all m, n=0,1,2.... (except in ex. t. ((o))) 
Gm+n = ÄX1. .. xmyl ... yj . 
Gmxl . .. Xm(AUl ... Um 
Gnlylul Umý ... 
(ynul 
.. um)(ZUl ... (. U mA 
Theorem 1.4. From 
GnSl &, qx 
and 
k Ul ... Uk, k =1,2, ... , n, 
we can deduce by Rules G and Eqp alone 
7101 ... UU(XU1 ... 
[1 ý" 
Corollary 1.4.1. From 
Gm+n6l 
Smý1 --- 71nSX 
and 
kUl... Uk, k=1,2,..., m, 
we can deduce by Rules G and Eqp alone 
G,, (, J1 Ul ... Um) ... (7)"U,... U, n)(ýUj ... 'Um)(XUI... Um)" 
The definition F in terms of G gives rise to the sequence F which is defined in 
[Clg. I] §9A5 as follows: 
F1°F, 
F,, +, = Axoxl ... xnY " Fxo(Fxl ... xny)" 
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It is not difficult to prove the following relation between F,, and G,,: 
Theorem 1.5. If 
k=K'`-Iak, k=1,2,..., n, 
and 
then (except in ex. t. ((o))) 
G. f1 ... f. 'º1=Fýai ... a, j3. 
In view of the above exceptions for ex. t. ((o)), some remarks are needed about 
this case. We shall think of terms involving G. as abbreviations for terms in which 
only G is involved. Thus we shall think of Definition 1.4(b) as if it were 
G, 
1+101 
ýnn Gýo(LulGn(b1uý (Snuý(? juýý" 
This works since G will always be followed by the appropriate number of 
arguments; it is the procedure suggested in [CLg. I] §9A5 in regard to F when 
Rule Eqp is not postulated. 
2. A combinator formulation of 'je 
This section will concern systems for generalized functionality based on systems 
of combinators of ex. t. ((o)) (weak reduction and equality) and ((i)) (strong 
reduction and equality). The material will correspond to the theory of ordinary 
functionality as developed in [CLg. I] Chapter 9 and [CLg. II] Chapter 14. 
2.1. Axioms (GI), (GK) and (GS) 
In ordinary functionality, we take three axiom schemes, (FI), (FK), and (FS), and 
use them to prove the stratification theorem (which is, in effect, the rule for the 
introduction of F). Here, we want similar axioms for '&, such that if they are 
adjoined to 19o a result similar to the stratification theorem becomes provable. 
The statement for generalized functionality which corresponds most closely to the 
stratification theorem for ordinary functionality is the following: 
(ST) If 
B, ýx I-, qX, 
where x does not occur in B or ý, then there is a proof in which x does not occur 
of 
B I-G«([x]ij)([x]X). 
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For technical reasons I have been unable to find axiom schemes from which 
(ST) itself can be proved, but there are axioms from which we can prove a 
theorem closely related to it. 
As in ordinary functionality, we begin with an axiom scheme for each atomic 
combinator. The scheme for I is equivalent to (Fl): 
(GI) Ga(Ka)I. 
For K we take the scheme 
(GK) G2aß(K2a)K. 
This is more general than (FK); from (FK) we can deduce 
aX, 0YFa(KXY), 
whereas from (GK) we can deduce 
al, (3XY 1- a (KXY), 
thus giving us the extra generality we expect from generalized functionality. We 
can obtain (FK) from (GK) by replacing ß by Kß. 
As for S, the most natural thing to do is to take the scheme suggested by the 
deduction giving a type to xz(yz) in (1.3): 
(GS) G3(G2a(3y)(K(Ga/3))(K2a)(K(Sy))S. 
But although this is sufficient for ex. t. ((v)), it is not sufficient for ex. t. ((o)). To 
see this, suppose that for a variable u which does not occur in ß, y, or 8, 
(2.1) Su = G(Ru)('Yu). 
Then as in (1.3) we can prove 
GaSx, Gaßy, az t- yz(yz)(xz(yz)). (2.2) 
This leads us to think that we can prove 
G3(GaS)(K(Ga(3))(K2a)(K(Sy))S. (2.3) 
In ex. t. ((ii)) this follows from (GS), since it follows from (2.1) that (for strong 
equality) S= [u]G(ßu)(yu) and hence GaS = GZaßy. But we cannot draw this 
conclusion if equality is weak rather than strong. Thus, in ex. t. ((o)), (GS) is 
replaced by the following scheme: 
Axsch. (GS). If Su = G(ßu)(yu) where u does not occur in 0, y, or S, then (2.3) is an 
axiom. 3 
'It appears that Axsch. (GS) makes the class of axioms undecidable, since it is not, in general, 
decidable whether or not (2.1) holds for arbitrary terms ß, y, and 8. For this reason we shall regard 
Axsch. (GS) as a rule with (2.1) as its premise. 
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We can obtain (GS) from Axsch. (GS) by taking the special case S 
[u]G(Ru)(yu). 
In ex. t. ((q)) we can obtain (FS) from (GS) by replacing ß by Kß and I by Key. 
This fails to obtain (FS) from Axsch. (GS) in ex. t. ((o)) since it would require 
K(S(K2y)) = y, which holds in strong equality but fails in weak equality. 
However, if we make these substitutions in Axsch. (GS) and then apply in 
succession F2aßyX, FaßY, and aZ as minor premises for Rule G we get as a 
conclusion 
S(K2y) YZ(SXYZ), (2.4) 
from which y(SXYZ) follows by Rule Eqp using weak equality. Thus, in both 
ex. t. ((r7)) and ex. t. ((o)), we can interpret ordinary functionality in (6. 
Note that the only variables that occur in any of these axioms occur in the 
parameters for types or type functions. 
Because of the occurrence of variables in the types that occur in deductions, 
these schemes are not enough. We need an additional axiom generating principle. 
If we think of the types as formulas and recall that we have a universal quantifier 
represented and that in first order predicate calculus where modus ponens is the 
only rule we need the axiom generating scheme which says that the universal 
closure of any axiom is an axiom, we have the role played by the new principle 
needed here. This new principle is as follows: 
Axsch. (G). If 
aA 
is any axiom, if x is a variable which occurs in a, and if ý is any type, then 
Gý([x]a)(KA) 
is also an axiom. 
Note that this principle does not violate the property that all variables which 
occur in axioms occur in the types. 
We are now in a position to define G-deductions, which correspond to 
F-deductions in ordinary functionality. 
Definition 2.1. An axiom is an instance of one of the axiom schemes (GI), (GK), 
and (in ex. t. ((n))) (GS) (in ex. t. ((o)), a conclusion of Axsch. (GS)), or is an 
instance of Axsch. (G). 
A G-deduction is a deduction in which each statement is a type assigment and 
the only rules used are Rule G and Rule Eqp. 
Let B be a set of statements each of which is a type assignment. The statement 
ýX 
is a G-consequence of B if it is the conclusion of a G-deduction in which all the 
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premises (statement which are not the conclusions of inferences) are either axioms 
or are elements of B. 
If ýX is a G-consequence of B, we write 
B FG ýX 
The following theorem is easy to prove and will be needed later: 
Theorem 2.1. If 
aA (2.5) 
is an axiom, x any variable, and U any term, then 
([U/x]a)A (2.6) 
is also an axiom. 
(The proof is an induction on the number of times Axsch. (G) is used to show 
that (2.5) is an axiom. ) 
One of the first things noticed about F-deductions in ordinary functionality is 
that each deduction follows the construction of the term to which the type is 
assigned in the conclusion. A similar result holds for G-deductions. This fact is 
very useful in showing that certain types cannot be assigned to certain terms. 
Also convenient for these impossibility results are the restrictions we can 
impose without loss of generality as to where inferences by Rule Eqp occur in a 
deduction. For we can transform any deduction to remove all inferences by Rule 
Eqp which have as their conclusions minor premises for Rule G. This is done by 
replacing the inference 
GC, gX 
CU 
Eqp 
rýU(XU), 
G (2.7) 
where ý=ý, by the inference 
GýT, X 
G ýX 
Epp 
UG 
(2.8) 
i1U(XU). 
Thus, we may assume that each inference by Rule Eqp in a G-deduction occurs 
either immediately above a major premise for Rule G or else at the end of the 
deduction. 
2.2. Properties of G-deductions 
2.2.1. The stratification theorem 
As I mentioned at the beginning of Section 1, we cannot prove (ST) for 
G-deductions. To see this let 0 be a G-atom of degree 1, let x be a variable, and 
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let q =G(6x)(K(Ox)). Then 
(2.9) 
but 
iý`ý G«[x )(K(U)), (2.10) 
which shows that (SI) fails. 
However, we can prove the following approximation to (ST): 
Theorem 2.2. Let the underlying C-system have 'q-equality and strong reduction. If 
fX ýG qX, (2.11) 
where x is a variable which does not occur in ý or B, then there is a term Y in which 
x does not occur such that 
Yx -- X (weakly) (1.12) 
and there is a G-deduction in which x does not occur of 
Bk° G«([x]ii) Y. (1.13) 
The proof is similar to the standard proofs of the deduction theorem and 
provides an effective method for obtaining Y. 
Corollary 2.2.1. Let x,, x2, ... , x 
be distinct variables and let ý1, t; 2, ... ,& 
be 
distinct type functions in which none of these variables occur. Suppose 
ttt Be 
SIXi, 92X1z2e ... 9 Snxl ... 
xn `-alIxe 
where none of the variables occur in B. Then there is a term Y in which none of the 
variables occur such that 
Yx, x2 """ x >X (weakly) (2.14) 
and there is a G-deduction in which none of these variables occur of 
B}-°G, 
1ý2-, * Sn([x1rx2f"""IXK]ri)Y 
Corollary 2.2.2. Let x1, x2, ... , x be distinct variables and 
let ý,, f2 ... be 
types in which none of these variables occur. Suppose 
ttta B, 
Slx1,62X2, """v SnXn 7A 
where none of the variables occur in q or B. Then there is a term Y in which none of 
the variables occur such that (2.14) holds and there is a G-deduction in which none 
of the variables occurs of 
BF'FRM2... &1lY. 
Theorem 2.2 and its corollaries fail for ex. t. ((o)) (weak reduction and equality) 
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since the case of the induction step for Rule Eqp in the proof requires strong 
equality. But we can prove the following related theorem: 
Theorem 2.3. Let the underlying C-system have weak equality and reduction. If 
6x F'GnX, 
where x is a variable which does not occur in ý or B, then there are a term Y and a 
type function ý in which x does not occur such that 
Yx % X, Cx = ti, (2.15) 
and there is a G-deduction in which x does not occur of 
B I-° GýCY. (2.16) 
This theorem can be iterated like Theorem 2.2, but the corresponding results 
are more complicated to state and so will not be stated here. 
2.2.2. The subject-conversion theorems 
This section will take up the question of when Rule Eqs is admissible; i. e., 
when, given its premises, the conclusion can be obtained by a G-deduction. 
Let us begin with the subject-reduction theorem. Following [CLg. II] Definition 
14B1, let us define a reducing basis as follows: 
Definition 2.2. A basis B is said to be a reducing basis with respect to a reduction 
> if and only if 
BI-°X (2.17) 
and 
X> x' (2.18) 
imply 
BFrCX'. (2.19) 
We cannot prove that any reasonable basis is a reducing basis with respect to 
strong reduction, for the empty basis fails to be such a reducing basis. This can be 
seen by considering the counter-example to (ST) which is given at the beginning 
of Section 2.2.1; for there is a G-deduction of 
Gý([x]j)(S(KI)(KI)), 
but S(KI)(KI)> K(11), and as we have seen there is no G-deduction of 
Gý([xlin)(K(II)). 
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However, we can prove a theorem for weak reduction that corresponds to 
[CLg. II] Theorem 14B1: 
Theorem 2.4 (Subject-reduction theorem for weak reduction). Let B be a basis in 
which the subject of every statement is weakly irreducible and in which if the subject 
of any statement has a basic combinator at its head, then either the statement is an 
axiom or else the predicate is not equal to a type of the form Gao. Then B is a 
reducing basis with respect to weak reduction. 
Remark. This theorem can be proved for both ex. t. ((, q)) and ex. t. ((o)) (the 
difference is in the kind of equality used in Rule Eqp and in whether (GS) or 
Axsch. (GS) is used). 
Since there is no constructive method for determining whether or not two given 
terms are equal, it may appear that the second condition on the basis B given in 
the theorem is nonconstructive. However, if the types are G-obs, then the 
requirement that the rank be 0 (or that the type be a G-simple) will be sufficient 
for the theorem. 
The proof is similar to the proof of [CLg. II] Theorem 14B1, which depends on 
(and refers to) the proof of [CLg. I] Theorem 9C2. 
The following example shows that no reasonable subject-expansion theorem 
can be proved. Let a, b, and c be distinct C-indeterminates. Let B be the basis 
Ga(K(G(ßc)(yc)))a, Gaßb, ac. 
Then 
B I-G yc(bc)(ac(bc)), 
but 
B V' yc(bc)(Sabc). 
Furthermore, it is easy to see that the G-deduction which does exist satisfies the 
conditions which correspond to those of [CLg. I] Theorem 9C3. This shows that 
we cannot obtain any reasonable form of the subject-expansion theorem. 
2.2.3. A characterization of terms that have types 
C. B. Ben-Yelles, in [GSE], has recently shown that any term which can be. 
assigned a type by a G-deduction can be assigned a type by an F-deduction in 
ordinary functionality (where F-deductions are as defined in [CLg. II] §14A1). 
More precisely, he has shown the following result: 
Let B be a basis in which each subject is a C-indeterminate or a variable. 
Suppose there is a type ý such that 
BF°X. 
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Suppose further that the types are G-obs. Then there is a basis B' in which the 
subjects are the same as the subjects of B and in which all the types are F-obs 
and there is an F-ob C such that in ordinary functionality 
I-FýX. B' 
The converse is also true by some remarks in Section 2.1 above. 
This result can be extended to deductions in which the basis has terms that are 
neither variables nor C-indeterminates because such a deduction can be obtained 
from one in which the subjects of the basis are all variables by making the 
appropriate substitutions and perhaps adding some additional inferences by Rule 
Eqp. 
Since it is decidable whether or not a term has a type in ordinary functionality, 
it is decidable whether or not a term is assigned some type (but not any 
particular type) in generalized functionality. 
By Corollary 1.1.1, it appears that if all G-atoms have degree 0, then 
generalized functionality is no more general than ordinary functionality. (Ben- 
Yelles does not exactly prove this, since he maps all G-simples to a fixed basic 
type, but his proof can be modified to show this. ) But if at least one G-atom has 
degree greater than zero, then generalized functionality is more general in the 
types it assigns than ordinary functionality. 
In the light of Theorem 2.5 below, a similar result holds for deductions in which 
Rule Eqs may be used. See Section 2.3. 
Some of the extensions of the theory of generalized functionality that will be 
considered in future work are expected to assign types to terms to which ordinary 
functionality would not assign a type. 
2.3. Deductions with Rule Eqs 
A deduction in which Rule Eqs may be used as well as Rules G and Eqp will be 
called an S-deduction. If B is a basis and there is an S-deduction all of whose 
premises are in B and for which the conclusion is sX, then we shall say that ýX is 
an S-consequence of B and write 
B I-S eX. 
A statement of the form 
BF-6X 
will mean that there is a G-deduction or an S-deduction of ýX from B and which 
one it is will be clear from the context. 
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2.3.1. Postponement of Rule Eqs 
Theorem 2.5. Suppose 
BFsýX. 
Then there is a term X such that X= X' and 
BI-°x'. 
The proof is similar to those of [CLg. I] Theorem 9C1 and [CLg. I1] Theorem 
14C1. 
2.3.2. The stratification theorem 
Theorem 2.6. Let the ex. t. be ((ri)). If B is a basis in which the variable x does not 
occur, and if tj is a type in which x does not occur, and if 
Bý ýxI'StlX, 
then there is an S-deduction in which x does not occur of 
B I-GýQx]ij)Qx]X). 
The proof is easy using Theorems 2.3 and 2.5. Because the proof depends on 
inferring [x]X =Y from X= Yx, it cannot be extended to ex. t. ((o)). 
Corollary 2.6.1. Let the ex. t. be (('1)). Let x,, x2, ... , x 
be distinct variables which 
do not occur in B, f,, G ... 9 i,,, and supose that 
Ctt By 91X19 92X1X29 
... 9 Snx1X2 ... 
Xn FSIX* 
Then there is an S-deduction in which none of the variables occurs of 
B-G. 
SIS2 ... 
&([xl, x2, 
... 9 
xn]v)([xl, x2, ... , 
xn]X). 
Corollary 2.6.2. Let the ex. t. be ((, q)). Let x3, x2, .... x,, be distinct variables which 
do not occur in B, 41,42, ... 9 fin, TI- If 
ttr B+ 
SIXl, 2 x2,9... 9 S. x. 
ýSliX, 
then there is an S-deduction in which none of the variables occurs of 
B i+nS1S2 ... &II(No X2+ ... I 
Xn]X). 
2.3.3. A natural deduction formulation 
Since the stratification theorem is a kind of deduction theorem, it ought to be 
possible to formulate a natural deduction version of this system. Since we have 
the stratification theorem only for ex. t. ((ii)), the natural deduction system 
formulated here will be for ex. t. ((j)) only. 
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In this system there will be no axioms. Rule G, which is an elimination rule, will 
be renamed Ge. The introduction rule, which will be (ST), will be called Gi. These 
rules may be stated as follows: 
GýqX ýU 
Ge 
ij U(XU) 
[M 
rIX Gi Gf([x]rl)([x]X), 
where in Rule Gix does not occur in f or in any uncancelled premise, and where 
the notation is the standard one due to Gentzen. Furthermore, because we 
postulate the stratification theorem here, we will need Rule Eqs as well as Eqp in 
order to prove the equivalence of the systems. (Note the difference from ordinary 
functionality; see [CLg. II] §14C3. ) 
A deduction in which the only rules used are Eqs, Eqp, Ge, and Gi will be 
called a T-deduction. If there is a T-deduction all of whose premises are in a basis 
B and whose conclusion is 6X, then we say that ýX is a T-consequence of B and 
write 
B F-TfX. 
Theorem 2.7. For any basis B, 
BF'ýXzl BFTýX. 
The proof is similar to that of [CLg. II] Theorem 14C4. 
2.4. The normal form theorem for weak reduction 
One result that has been of consistent interest in type theories involving 
combinatory logic and A-calculus as well as the theory of functionality is the result 
that under certain circumstances every term with a type has a normal form. In 
[SCT] §6 1 give a proof of this result for ordinary functionality that is based on the 
idea of reducing proofs in the manner of Prawitz [NDd]. The same idea works for 
generalized functionality. 
Because the reduction steps are closely related to the subject-reduction 
theorem and because that theorem holds only for weak reduction, I shall assume 
that the ex. t. is ((o)). I shall also assume that the types are G-obs as defined in 
Section 1.3. Actually, the only fact about the types being G-obs which is actually 
used in the proof is the fact that the G-obs have ranks. Any other class of types 
could be used provided that the types had the same kind of ranks. It is not even 
necessary that the ranks be natural numbers; ordinal numbers (presumably 
constructive ordinals) could be used provided that infinite inductions were re- 
placed by transfinite inductions in several places. 
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The reduction steps for deductions will be as follows (they will apply to 
G-deductions): 
I-reductions. A deduction of the form 
Ga(Ka)l Dl 
Eqp GýýIýX(IX) ýG (2.20) 
Do, 
where, since Gýi7 = Ga(Ka), ý=a= KaX = qX, reduces to 
D, 
x 
(2.21) 
Do, 
where Dö is obtained from Do by replacing in each subject an appropriate 
occurrence of IX by X. ° 
K-reductions. A deduction of the form 
G2at3(K2a)K Dt 
G2ý71 p fx 
G, Eqp D2 
G(i x)(X)(KX) 'qXY G 
CXY(K XY) 
Do, 
where f=a= K2aXY = CXY, reduces to 
D, 
TXYX 
Eqp 
oý 
(2.22) 
(2.23) 
where Do is obtained from Do by replacing in each subject an appropriate 
occurrence of KXY by X. 4 
K'-reductions. A deduction of the form 
Ga([x]R)(KX) D, 
G4,1(KX) 
EqP 
gY G 
, qY(KXY) 
Do, 
(2.24) 
where Ga([x]/3)(KX) is an instance of Axsch. (G) for which the axiom in which x 
occurs and to which Axsch. (G) has been applied is ßX, and where riY = 
° Because of changes in the types of later steps that a change in a subject of any particular step can 
cause, it may be necessary to add some inferences by Rule Eqp as well to obtain Do from Do. 
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([x](3)Y=[Y/x]ß, reduces to 
([Y/x]ß)X 
Eqp (2.25) 
, qYX 
Do, 
where ([Y/x]ß)X is an axiom (by Theorem 1) and Do is obtained from Do by 
replacing in each subject an appropriate occurrence of KXY by X. 
4 
S-reductions. A deduction of the form 
Su = G(ßu)(yu) (GS) 
G3(GaS)(K(Gaß))(K2a)(K(Sy))S Dl 
G3&&FivS 
ESP 
ýx 
G2(CX)(µX)(vX)(SX) 
Lx 
G, Eqp D2 
CxY 
G. Ean 
D3 
G(. *XY)(vXY)(SXY) LXYZ G 
vXYZ(SXYZ) 
D0, 
(2.26) 
where ý= GaS, tX = K(Ga(3)X = Gap, µXY = K2aXY = a, SZ = G(13Z)(yZ), and 
vXYZ = K(S y)XYZ = yZ(YZ), reduces to 
D, D3 
ex µXYZ D2 D3 
GaSX 
Eqp 
aZ 
G 4P 
CXy 
EqP µXYZP 
SZ(XZ) GaßY aZG 
G(RZ)(YZ)(XZ) 
Eqp ßZ(YZ) 
G 
(2.27) 
yZ(YZ)(XZ(YZ)) Eqp 
vXYZ(XZ(YZ)) 
Do, 
where Do is obtained from Do by replacing in each subject an appropriate 
occcurrence of SXYZ by XZ(YZ). 4 
It follows from the proof of Theorem 2.4 that the result of applying one of 
these reduction steps to a G-deduction is again a G-deduction. 
Using the notion of computability introduced by Tait in [IIF], it is easy to show 
that every G-deduction can be normalized by these reduction steps. (In fact, we 
can prove that every deduction is strongly normalizable. ) This gives us the 
following result: 
Theorem 2.8. Suppose that 
B F° ýX, (2.28) 
where B is any basis. Then there is a term X such that X, X' and there is a 
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normal G-deduction of 
B 4X'. (2.29) 
Corollary 2.8.1. Let B be a basis in which the subject of every statement is weakly 
irreducible and in which, if the subject of any statement has a basic combinator at its 
head, then either the statement is an axiom or else the predicate is not equal to a type 
of the form Gap. If 
B FG ýX, (2.28) 
then X has a weak normal form and every weak reduction sequence beginning with 
X is finite. 
The proof is based on the fact that the hypotheses on B, which are the same as 
those of Theorem 2.4, guarantee that if there is a weak redex in X, then any 
G-deduction in which X occurs as the subject of the conclusion has a cut formula 
and so is not normal. 
By this result and Theorem 2.5, we have the following: 
Corollary 2.8.2. let B satisfy the hypotheses of Corollary 2.8.1. If 
B Fs ýX, (2.30) 
then X has a weak normal form and every weak reduction sequence beginning with 
X is finite. 
The failure of the subject-reduction theorem for strong reduction makes it clear 
that the above method cannot be used to obtain a result like this for strong 
normal forms. Such a result will be obtained in the next section using methods 
similar to those of [CLg. II] §14E4. 
Theorem 2.8 has additional corollaries besides the normal form theorem. For 
example, one of its consequences is a theorem similar to Theorem 14E7 of 
[CLg. II]. If we say that a term X is irreducible relative to a basis B if and only if X 
is irreducible except for reductions inside components which are subjects of B, 
then we can prove the following result: 
Corollary 2.8.3. Let B be a basis in which the subject of any statement with a 
predicate of rank greater than 0 and which is not an axiom is of order 0 ([CLg. II] 
§11B4). Suppose 
B I- ýX. 
Then the X' given by the theorem is irreducible relative to B. 
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One possible application of this corollary is to adjoin to a normal basis B the 
statements 
(EX) EX, for all terms X. 
From this basis, by the corollary, the subject of any G-consequence of this basis 
can be reduced to a term which is irreducible relative to the basis; i. e., to a term 
in which the only components not in normal form are inside components assigned 
type E in the deduction. (This conclusion holds if EX is part of the basis for some, 
but not all, terms X. ) Note that if the conclusion has no occurrence of E in its 
predicate, then the subject has a head normal form. 
Results corresponding to [CLg. II] Theorem 14E8 and its corollaries can be 
proved in a manner similar to the proofs of [CLg. ll]. 
There are other possible extensions of these results. One concerns proper 
inclusions, which were defined in [CLg. II] §17A to be statements of the form 
Faßl, 
where a0ß; since this says that the identity function on a has as its range a part 
of 0, it asserts that anything in a is also in P. In generalized functionality the 
corresponding statement has the form 
G«(31, 
which asserts that any term X which is in a is also in (3X. This might be expressed 
roughly in language of set theory as 
U (ßX)" 
XEa 
Let us call these statements generalized proper inclusions. 
Clearly generalized proper inclusions do not satisfy the hypotheses of Corollary 
2.8.1. However, under certain conditions we can still apply the conclusion of 
Corollary 2.8.2 to bases with proper inclusions. Since we often have occasion to 
refer to bases which satisfy the conclusion of Corollary 2.8.2, this is worth a 
definition. 
Definition 2.3. A basis B is said to be a normal basis with respect to a given 
reduction relation if, whenever 
B0ýX, (2.30) 
we have that X has a normal form (with respect to the given reduction relation). 
The result we have is the following: 
Corollary 2.8.4. Let Bo satisfy the hypotheses of Corollary 2.8.1, and let B, 
consist entirely of generalized proper inclusions. If every generalized proper 
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inclusion Gaßl in B, satisfies one of the following two conditions, then BOUB, is 
a normal basis (with respect to weak reduction): 
(i) The rank of ß is 0; 
(ii) If Bo, B, I GaX, then X has order 0. 
One application of this corollary is to systems of transfinite type theory of the 
kind considered in [CLg. II] §17C2. Here the scheme 
Fa YI 
is postulated for each finite type a, where Y, which is a C-indeterminate and 
hence has rank 0, is the atomic transfinite type. This scheme satisfies condition (i). 
An example in which condition (ii) arises occurs when we want to make state- 
ments involving types in type theory, as suggested in [CLg. II] §17A3. This 
involves postulating 
FL(FaH)l 
in ordinary functionality or 
GL([x]FxH)f 
in generalized functionality, where H is the type of propositions, L is a type of 
types (of some or all types), and, in ordinary functionality, a ranges over types in 
L. It is assumed that anything of type L has order 0. (In ordinary functionality 
there seems to be no problem about postulating LL, but in generalized functional- 
ity this is impossible because of Girard's paradox. See Girard [IFE] Part III, 
Annex A. ) 
2.5. The normal form theorem for strong reduction 
The proof will require a sequent calculus formulation of generalized functional- 
ity. Since this formulation will be based on the natural deduction formulation of 
§2.3.3, we shall deal in this section with systems in which the ex. t. is ((n)), and we 
shall be concerned with S-deductions rather than G-deductions. 
2.5.1. Formulation 
Rules Ge and Gi suggest the following operational rules: 
G* M, 6x I- rIx(Xx) 
MI-GZ; IJX 
where x does not occur in f, 71, X, or M, and 
G MFeU M, r1U(XU)I-4Z 
M, GýTIX f- CZ 
The precise formultion will be as follows: 
(a) The system will be a restricted CL-system in the sense of [CLg. II] §12D1, 
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p. 208. Thus, prime statements (axioms) will all be of the form 
f- X, 
where 4 is a type. 
(b) The expansion rules will be *Expp, Expp*, *Exps, and Exps* (see [CLg. II] 
§14E1, p. 318). The structural rules will be *C, *K, and *W (see [CLg. II] §12C2, 
p. 188). The principal constituents of *K will be of the form 4X where 4 is a type. 
(c) The only other rules will be *G and G*. 
To emphasize that a statement is part of the sequent calcalus rather than a G- 
or S-deduction I shall write 
MI. Ltx. S 
As in the sequent calculus of ordinary functionality, none of these assumptions 
upset the important theorems of [CLg. II] §12C2 which apply to CL-systems in 
general. In particular, it can be shown that the expansion rules are invertible (i. e., 
that if the conclusion of one of them is provable then so is its premise), and that a 
proof remains a valid proof after a substitution. Furthermore, it follows by 
induction on the length of any proof that if T is a constituent of any theorem, 
then T has the form ýX where ý is a type. 
2.5.2. The elimination theorem 
Theorem 2.9 (ET). If 
M, X E- CZ (2.31) 
and 
MF 4X, (2.32) 
then 
M F- CZ. (2.33) 
The proof is similar to that of [Clg. II] Theorem 14E1. 
2.5.3. Equivalence of the systems 
Theorem 10. MF ýX MET ýX. 
The proof is similar to those of [CLg. II] Theorems 14E2-3. 
2.5.4. The normal form theorem 
The normal form theorem for strong reduction can now be proved in essentially 
the same way as it is proved for ordinary functionality in [CLg. II] §14E4. 
5. In previous papers by Curry and me, this is written M, a I- X, where a is a sequence of variables 
which includes all variables which occur in-M, ý, and X. 
52 Jonathan P. Seldin 
We begin with the following consequence of Definition 2.3, which is easy to 
prove: 
Theorem 2.11. Each of the following is a sufficient condition for a basis B to be a 
normal basis (with respect to strong reduction): 
(i) For each finite sequence Bo of members of B, if 
BoI L. X, (2.34) 
then X has a normal form; 
(ii) B B', tx, where x does not occur in B' and B' is a normal basis. 
A set of terms is said to be equation-invariant if whenever X is in the set and 
X=Y, then Y is in the set. The set of terms which have a normal form is equation 
invariant. So is the set of terms which have a normal form and which have order 0 
(see [CLg. II] §11B4, p. 34). The main application of the following theorem is that 
in which A and A' are these two classes of terms respectively. 
Theorem 2.12. Let A be any equation invariant set of terms which contains all 
variables and which contains [x]X whenever it contains X. Let A' be an equation 
invariant subset of A which contains all variables and contains XU whenever X is 
in A' and U is in A. Let B be a finite basis such that for each statement in B, either 
the subject is in A' or else the subject is in A and the predicate has rank 0. Then if 
BFLýA holds, X is in A. 
The proof is similar to that of [CLg. II] Theorem 14E6. 
Definition 2.4. A basis B is said to be a regular normal basis provided that the 
subject of every statement in B has a normal form and the subject of every 
statement whose predicate has rank >0 has order 0. 
Corollary 2.12.1. Every regular normal basis is a normal basis. 
Corollary 2.12.2 (Normal Form Theorem). If there is a G-deduction of 6X (with 
no premises), then X has a strong normal form. 
3. A A-Formulation of ýfi 
This section will be devoted to a formulation of % based on A-conversion, and 
will correspond to [CLg. III §14D. As in [CLg. ll] §14D, the basic formulation will 
be a natural deduction formulation; there will be no Hilbert-style formulation, 
and thus the stratification theorem is no longer interesting. 
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3.1. Fundamental conventions 
Throughout this section, the underlying C-system will be either the Aß-calculus 
or the Ark-calculus. The general conventions of [CLg. I] and [CLg. II] will be 
followed. 
The rules that we shall postulate will be Eqp (where here equality means 
A-conversion) and the following: 
GQ 
Gý, qX eU 
U(XU) 
Gi 
[ex] 
TIx 
G9(AX ' n)(AX " x) 
where in Gi x does not occur free in ý or in any uncancelled premise. In some 
systems we shall postulate Rule Eqs as well. 
Because it is natural in the A-calculus to identify terms which are a-convertible, 
we will want to allow a-conversions in the subjects. Thus, we shall postulate in all 
systems the following special case of Rule Eqs even when the full Rule Eqs itself 
is not postulated: 
Rule Eqa. X cnva Y& 6X 6Y. 
This rule is, of course, admissible in systems based on combinators since the 
relation corresponding to a-conversion is syntactic identity. Incidently if this rule 
had been adopted for ordinary functionality in [CLg. II] §14D, then condition (ii) 
of Theorem 14D2 would no longer have been necessary. 
Note that it follows from the definition of F in terms of G that Rule Fi is 
admissible in the following form: 
(ex] 
, qx 
F Cri (Ax " X), 
where x does not occur free in or in any uncancelled premise. 
A G-deduction will be a deduction in which the only rules permitted are Ge, Gi, 
Eqp, and Eqa. A deduction in which Rule Eqs may also be used will be called an 
S-deduction. The conventions and notation for deductions from bases will be as in 
Section 2, except that in a G- or S-deduction of 
B I- ýX, 
only the uncancelled premises are required to be in B. 
As in the case of systems based on combinators, G-deductions follow the 
construction of the subject of the conclusion. Furthermore, we can assume the 
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same limitations on occurrences of inferences by Rule Eqp in deductions. 
We 
need, in addition to the transformation of §2.1 the transformation that takes the 
inference 
X 
ex 
D 
Eqp 
Gi 
G4(Ax"C)(ax"X), -1 
where n cnv ý, to 
x 
ex 
D 
liX Gi-1 
Ge(Ax"-q)(. kx"X) 
Eqp 
G«(Ax"4)(Ax"X) 
We can also push all inferences by Rule Eqa to the end of any G-deduction. 
The following theorem requires proof because of the complications of bound 
variables: 
Theorem 3.1. Let B be the basis 
ajA,, i=1,2,..., p, (3.1) 
and suppose that 
B F`'71 Y (3.2) 
Let U be any term and x any variable. Then if [U/x]B is the basis 
([U/x]a, )([U/x]A, ), 1,2.... , p, 
then there is a G-deduction of 
[ U/x]B F ([ U/x]rt)([ U/x] Y) (3.3) 
in which the number of inferences by Rules Ge and Gi respectively is the same as in 
the original deduction (3.2). 
3.2. Properties of G-deductions 
3.2.1. The subject-conversion theorems 
Definition 3.1. A basis B is said to be reducing basis with respect to a reduction 
red if and only if 
BF CX (3.4) 
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and 
X red X 
imply that 
B Fo X'. 
(3.5) 
(3.6) 
Theorem 3.2. If reduction is A/3-reduction, then the following conditions are 
together sufficient that a basis B be a reducing basis: 
(i) the subject of every statement of B is in normal form; and 
(ii) if the subject of any statement of B is a A-abstract, then the predicate is not 
convertible to a type of the form Gap. 
Corollary 3.2.1. The empty basis is a reducing basis with respect to Jßß-reduction. 
On condition (ii) see the remarks after Theorem 2.4. The proof is similar to that 
of [CLg. II] Theorem 14D2. 
This result cannot be extended to Ark-reduction, as the following example, due 
to C. B. Ben-Yelles, shows: let 0 be a G-atom of degree 1, let x and y be distinct 
variables, let 71 be G(9x)(Ay " Ox), and let ý be a type in which x does not occur 
free. Then 
F° Gý(, kx " q)(Xx " K,, Ix) 
but 
V°Gý(Ax - 7I)(KAIa). 
However we can prove the following partial result: 
Corollary 3.2.2. Let B be a basis satisfying the hypotheses of Theorem 3.2. Assume 
that 
BF°ýX 
and 
X red X', 
where the reduction consists entirely of q-contractions. Assume that X is in 
ß-normal form. Then 
B tG ýX'. 
As with combinators, we cannot get a reasonable subject-expansion theorem, as 
the following example shows: let a, ß, and y be G-atoms of degree 0,1, and 2 
respectively, let y and z be distinct variables, and let a be a C-indeterminate. Let 
B be the basis consisting of G2aßyy, Ga(3z, and eta. Then 
B E° 7a(za)(ya(za)) 
56 Jonathan P. Seldin 
but 
BV°ya(za)((Ax yx(za))a). 
3.2.2. A characterization of terms that have types 
The result of Ben-Yelles [GSE] given for combinators in Section 2.2.3 is also 
proved for systems based on the A-calculus (in Ben-Yelles [GSE]). 
3.3. Properties of S-deductions 
Theorem 3.3. Suppose 
BFs4X. 
Then there is a term X' such that X red X' and 
B I-G ýX. 
This theorem corresponds to Theorem 2.5 above and to [CLg. 11] Theorem 
14D4. 
It is easy to see that this system is completely equivalent to the combinatory 
T-formulation of Section 2.3.3 provided that the ex. t. of both systems is ((q)). It 
follows by Theorem 2.7 that the S-formulation based on Au -calculus is equivalent 
to the S-formulation based on strong reduction. This can be stated more precisely 
as follows: using the H- and A-transforms of [CLg. i] §6E1 or [ICL] Definition 6.1, 
if B is a basis of A-terms let BH consist of the H-transforms of the terms in B; 
similarly if B is a basis of combinatory terms, let BA consist of the , 1-transforms of 
the terms in B. 
Theorem 3.4. Let the ex. t. be ((, q)). If 
B I-S ýX 
holds in the A-formulation, then 
BH I 
SHXH 
holds in both the S- and T-formulations based on combinators. Conversely, if 
BI-ýX 
holds in the S- or T-formulation based on combinators, then 
BA x, 
holds in the A-formulation. 
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3.4. The normal form theorem 
Here the reduction is either aß-reduction or Ark-reduction. The proof- 
reduction steps we want are the following: 
p-reductions. A deduction of the form 
X 
ex 
D, 
IIX Gi-1 
Ge(Ax - TI)(ax " X) 
Eqp Di 
Ge, C(Ax " X) e, y Ge 
CU((, Ax - X)U) 
Do, 
where 6' cnv ý and CU cnv (Ax - , q) U cnv [U/x]rl, reduces to 
D2 
/U 
Eqp 
ýU 
D' 
([U/x]-1)([U/x]X) 
E9p 
CU([U/X]X) 
oý 
where D, is obtained from D1 by substituting U for x and where Do is obtained 
from Do by replacing in each step an appropriate occurrence of (Ax " X) U by 
[U/x]X"4 
i-reductions. A deduction of the form 
D1 1 
GggX 6x 
Ge 
Cx(Xx) Gi-1 
Gý(Ax - Cx)(, lx - Xx) 
Dn 
where x does not occur free in X and 6 and where, if it occurs free in t, then Dl 
cannot be reduced by a ß-reduction, reduces to 
D' 
Ge(Ax " Cx)X 
D0' 
where D, is the deduction whose existence is guaranteed by Corollary 3.2.1 and 
where Do is obtained from Do by replacing in each step an appropriate occurr- 
ence of Ax " Xx by X. ' 
°Seep. 46, 
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For q-reduction steps, note that the condition on D, when x occurs free in C 
is 
not exactly the hypothesis of Corollary 3.2.1 but is close enough for the proof. If x 
does not occur free in Z, then D, is obtained from D, by adding a step at the end 
by Rule Eqp. 
It follows by standard methods (using the ranks of the types) that any deduction 
can be normalized when all the reduction steps are ß-reductions. Furthermore, a 
deduction which is p-normal can be further normalized using rl-reduction steps. 
(On putting off q-contractions until after ß-contractions, cf. [CLg. I] Theorem 
4D2. ) This gives us the following result, where red is either Aß- or Aq-reduction: 
Theorem 3.5. Suppose 
B I-° fX, (3.7) 
where B is any basis. Then there is a term X' such that X red X' and there is a 
normal G-deduction of 
BF fX'. (3.8) 
Corollary 3.5.1. Let B satisfy the following hypotheses: 
(i) the subject of every statement of B is in normal form; and 
(ii) if the subject of any statement of B is a A-abstract, then the predicate is not 
convertible to a type of the form Gap. Suppose that 
13 I-° fX. 
Then X has a normal form. 
Corollary 3.5.2. Let B satisfy the hypotheses of Corollary 3.5.1 and suppose that 
BISX. 
Then X has a normal form. 
By defining a term X to be irreducible relative to a basis as in Section 2.4 just 
before Corollary 2.8.3, we can obtain results that are essentially the same as 
Corollaries 2.8.3 and 2.8.4. 
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