Abstract
Introduction
Public utilities in network systems perform very important tasks in the life of settlements. District heating systems represent a most sophisticated technology among public utility networks. They are highly asset-intensive, their development and operation are costly; at the same time, they play a major role in energetics as they provide space and opportunities for combined heat and power generation. 650 thousand apartments, most of them built by using a system building technology in the course of the past few decades, are supplied with district heating. The economic optimization of the construction and operation of district heating networks can make district heating much cheaper. Construction optimization refers to the specification of optimal pipe diameters.
Specification of optimal pipe diameters for district heating systems involves the selection of a conduit diameter for each section of the district heating system whereby the annual proportion of the investment cost of the network, the annual direct cost of operation, as well as the aggregate cost of hot water circulation and heat loss are minimized.
An efficient solution for this problem, effective from the engineering point of view and of substantial practical value, is still missing.
This problem arose in the 1960 s and 1970 s. Attempts in those times were characterized by a search for so-called analytic solutions. Diameters and costs were taken into consideration with continuous value series. The diameters yielded were rounded to standard by diverse heuristic procedures. The "distance" between the standard diameters thus yielded and the real optimum was left unexplored [5] [6] [7] [8] [9] [10] [11] [12] .
Subsequent models were already characterized by best-first searches on sets of standard diameters using discrete diameter series and discrete cost functions. Extremum search was performed on discrete sets by various counting structures, such as the Branch and Bound method and dynamic programming [1, 2] .
Theoretically, dynamic programming proved to be a stable and convergent method. When applying this method, however, the rapidity of convergence and hitting the global optimum were failed to be analyzed. Bellmann's optimality principle is used in our practice of applying this method. The state variable to connect stages of decision making at nodes, that is, junction points of mains and branch-off conduits, is pressure difference between the forward and return conduits. Most frequent division thereof can make the solution even more accurate. Search for a solution can also be taken as a task of trying to find an optimal route [1, 2] .
This study presents a procedure based on dynamic programming, to guarantee convergence and finding the global optimum. The task is discussed with a systems theory and decision making theory approach; furthermore, efficiency of the method and error margins are discussed. Fig. 1 shows the topology image, structure and basic features of a district heating network. The network presented is radial, consisting of consumers, conduit sections connecting consumers, and a circulation system (pump). Conduit sections consist of a forward and a return conduit each. Conduit sections are separated by nodes. Basic geometric properties of conduit sections include conduit length and conduit diameter. 
Task specification
hot water flow rate demand Fig. 2 shows the graph of the district heating network in Fig. 1 . A graph is a mathematical structure consisting of nodes and edges. The graph of a radial network is called a treestructured graph. This graph serves for the hydraulic, thermal engineering, and mathematical modelling of district heating network design and operation.
A graph-based modelling and optimization of district heating networks are presented by using so-called decision making systems. From a systems theory point of view, radial fixed-track district heating networks generally constitute diverging branch decision making systems (see Fig. 4 ) [3, 4] . The simplest district heating networks form a serial system. A decision making system shows inputs and outputs, decision making variables, the transformation correlations linking them, and decision making results. The aim of decisions is to make decisions in function of the input and the required output of the system in order for the economic target function describing system operation to reach a minimum. Fig. 3 shows a model of a decision making system in a white box representation.
Dynamic programming is a mathematical method to optimize series of interdependent decisions [1] . The criterion for each decision in the series of decisions is to satisfy the optimality principle of dynamic programming. The original definition of the optimality principle states that: "An optimal decision making series is always characterized by the fact that whatever the initial state and the initial decision is, subsequent decision(s) constitute an optimal decision making series compared to the new state resulting from the first decision and the initial state" [1] . Decision making systems are broken down into stages of decision making (subsystems). According to the principle of optimality, decisions should be made by taking into consideration the options within the entire decision making process and should be optimal compared to the given state of the system. In the mathematical sense, our decisions satisfy a recursive function equation. The function equation of a serial system is as follows, using the notation of the general decision making process (Fig. 4) :
And by introducing the state transformation to characterize given stage:
By applying state transformation, the function equation will be a function of only the connection variable (z m ) and the decision making variable (u m ). O (z m ) is the so-called optimal function, containing optimal decisions associated with decision making stages in respect of each value of the connection variable z m .
3 Optimization of serial decision making systems by dynamic programming Fig. 4 shows an abstract decision making model for serial systems. A decision making model is also termed as a white box Optimization can be performed by backward or forward recursion. Recursive optimization backwards is most frequently applied as the system output -generally a consumer demand, e.g. heat demand -can be considered as given. In backward recursion, the function equation is solved recursively, from stage to stage, starting from the last stage, by a backward analysis of state transformations. This means that a set of optimal solutions -in respect of the totality of the stages examined -is generated for the given stage, in function of state variable z m , by appropriate selection of the decision making variable U m . The task is broken down into a series of subtasks by stating and solving the recursive function equation stage by stage.
Optimization of serial systems by backward recursion
Target function:
(3) In fact, optimization is a conditional extremum calculation where conditional equations are represented by the transformation correlations written in the boxes. Independent variables include decision making variables, which -if appropriately selected -can minimize the target function.
First step:
To state the function equation starting from the last member.
It holds true that:
The inverse of the function is used to express u n−1 ,
To be substituted Eq. (3), Eq. (4):
After this step, the optimum of our target function Eq. (3), Eq. (7) will only depend on the input and output variables. Nevertheless, z n is given in general as z n is the demand to be satisfied. There is no opportunity for optimization.
Second step:
The optimization equation is stated for the next box as well, to include the previous optimum function, too:
By using the equation in the box:
Therefore:
As our equation is minimized to the value of u n−2 , by substituting the optimum value of u n−2 the only parameter to remain will be z n−2 . By continuing optimization, the value of O m is determined by the method presented above, to be followed by reaching the value O 1 to specify the optimum of the entire system. A serial connection can also be effected by forward recursion. By using this recursion, u 1 can be eliminated, but z 1 , and z 2 will remain. If the value of z 1 is known, it can be omitted after the first step; if it is unknown, it will figure in our functions as an unknown all throughout the optimization process. Target function:
Diverging branch system investigation
When examining diverging branch systems (Fig. 5) , those steps of the optimization process are presented when the task derogates from what is described in the case of serial systems. The equations stated for the optimization of serial systems are applied for diverging branch systems. The connection stage is reached along the branches by backward recursion. The problem is the connection stage. The following equations can be stated for the connection stage:
After substituting the transformation equations:
After determining O (z m ), progress is made along the main branch until reaching stage one. And at stage one, the optimization function of the entire diverging branch system is yielded.
Optimization of district heating networks by dynamic programming
In a white box representation, radial pipe networks constitute a complex diverging branch system of decision making from the systems theory point of view; theoretical optimization thereof was presented in Chapter 3. Fig. 6 shows a decision making system for the optimization of radial pipe networks in a white box layout.
• The decision making variables (d j k and d j k ) of system elements, of each "stage", are sets of standard diameters assigned to the pipe section symbolized by the white box (therefore eligible).
• Decision making results ( f j k , f j k and f * j k ) represent the costs incurred in the given stage (along the pipe section concerned) by applying standard diameters.
• Costs of type f j k include the total costs of pumping K 1 j k , investment K 2 j k and heat loss K 3 j k along the section concerned during the lifetime of the network, by applying a standard diameter, discounted, in a comparable format. Therefore:
• f j k is the same as f j k , only with d j k .
• Costs of type f * j k include the costs of extra pumping to arise by stemming as required for establishing the fluid flows as demanded in the course of system adjustment. The white box represents a node at the junction of branches. 
In the formulas: Legend:
unit cost of electric power, η pumping efficiency.
• Pressure values are prescribed at the end of each branch:
• Pressure values at each node may not exceed the limits prescribed:
The total cost of the pipe network is obviously the aggregate of the costs of sections. Therefore the network optimality criterion is:
Appropriate recursive function equations are constructed in order to optimize the system.
Node pressures h * j k are selected as connection variables of system elements. Thereby
Correlations between connection variables -that is, state transformations -are as follows:
State transformations are used to establish connections between node pressures. Consumer demands can be satisfied, branch flows can be adjusted only by stemming some of the branches in general. Node pressure is determined by pressure drop either in the consumer branch or the mains, depending on which is the higher. In order to transfer the required flow, the branch of less resistance must be stemmed. This is expressed by relations (18) and (22), according to which pressure at a node may not be less than the value of the preceding node pressure increased by pressure loss along the section connecting the two nodes.
The decision making system shown in Fig. 6 provides information about both decisions on the optimal diameters of the network and network adjustment. The decision making system in Fig. 7 was constructed to model decisions on network optimization in the strict sense only. Costs of additional pumping due to model network adjustment are taken into consideration at the resulting input pressure since the total pumping work of the pipe network is known to be a unique, monotonically increasing function of the input pressure. Thus, pumping costs can be associated with the cost of the first element (box) in the decision making system, as a function of the input pressure. Thereby the cost of the first system element will be:
And the cost of the rest of the system elements will be:
Pumping work calculated by the input pressure a priori also includes the costs of additional pumping due to system adjustment; accordingly:
The recursive function equation expressing the optimality principle can be stated as follows:
Correlations between connection variables do not change, therefore:
In decision making system optimization, node pressures (pressure differences) h * ), and those of the standard diameters d j k and d j k of stage j k , reflecting all circumstances related to topology and laying.
Pipe networks can be optimized either by fixing or not fixing the input pressure (perhaps only by using an upper boundary to limit the input pressure). It does not constitute a theoretical and substantial methodological restriction for discrete dynamic programming if the value of the input pressure is prescribed.
At this point, in the first stage of the decision making system (and the last one in the sequence of optimization operations), the determination of pumping work is disregarded in cost calculations. From the discrete value series of input pressure h * l 1 , constituting the input of this stage (as a parameter), the one coinciding with the prescribed input pressure is selected (such discrete value series can be compiled arbitrarily), and the last stage is optimized -the cost function O h * l 1 is minimized only for this single value (h = const.). In the event that no input pressure is strictly prescribed, pumping costs are assigned to the first element of the decision making system in function of input pressure h * l 1
, constituting the input to the first "box" (considered as a variable). After solving the function equation stated on the first "box", the optimal input pressure is also determined by comparing the optimal costs O h * l 1 and by selecting the minimum cost.
It is conspicuous that in the successive solutions of the recursive function equation, all technical and economic requirements can be fully satisfied, and the topology, hydraulics and cost conditions of the network can be precisely analyzed simultaneously with optimization.
The success of optimization depends on increasing the breakdown frequency of pressure differences at nodes. Fig. 8 provides a model for latticing pressure differences at nodes according to classic optimization, taking a simple network as an example (Fig. 9) .
A minimum and a maximum diameter can be taken into consideration for each conduit section, with the optimal diameter expected to be somewhere in between. The upper and lower boundaries of the pressure figure are specified by the pressure losses calculated by using the minimum and maximum diameters, as shown in the figure. Latticing the nodes of the pressure figure will yield a graph on which the task of searching for the optimal route can be defined. The problem is the frequency of node selection within the graph. The following model can be applied for the size of the error possible to be committed. The optimum of the cost function should be estimated. Then a so-called unconditional optimization of the network should be performed, defining independently the standard conduit diameter for each conduit section where the investment cost, heat loss cost and flow cost of the section are minimal in the aggregate.
Then the pressure image of the network should be constructed and costs should be added up according to Fig. 9 .
In order to equalize pressures, stemming must be performed at the node in consumer branch-offs to adjust the required flow rates. Such stemming actions increase pumping costs. Curve (A) shows network costs, while curve (B) shows increased resultant costs arising from additional pumping due to stemming.
The optimum to be found in the set of standard pipe diameters cannot be smaller than the value of curve (A); and the exact optimum can be located between curves (A) and (B) if it exists at all. Let us try to find a solution between curves (A) and (B) Optimization should be performed using the optimal diameters defined according to independent optimums and their neighbours, by applying Bellmann's optimality principle and dynamic programming: to understand it more easily, on a serial system model similar to Fig. 7 (see Fig. 8 )
Let the standard diameters to be taken into consideration for conduit sections (1) and (2) be as follows:
So-called recursive optimization functions should be generated by tagging assigned to section (2) as follows:
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where:
Recursive optimality functions should be generated by tagging assigned to section (3), using the partial optimums O 2 previously yielded as follows:
The procedure is continued in a recursive fashion and optimal functions are stored in the meantime. In each stage of decision making, an optimal diameter structure is associated with three possible branch-off diameters. In each stage of decision making, 3 x 3 = 9 cost variants should be compared in respect of each tag. When reaching the pump, optimization is performed for the last 3 tags. The previous optimal tag is associated with each tag, and both the optimal diameters and the optimal pressure image can be called in by moving backwards. If the cost function yielded does not proceed below curve (B), then there is no network with better costs than the concatenation of system-independent optimums.
Example: Specify the optimum diameters of the radial hot water district heating network shown in the figure attached by the approximation procedure presented in this chapter and by an optimization method based on dynamic programming.
Note: The length of connecting conduits supplying consumers F3, F13, F14, F15, F16, and F17 can be neglected because of their shortness.
The district heating network operates with a temperature step of 110/55°C; consumer and section data are included in Table 1  and Table 2 . Table 3 shows specific investment costs for standard pipe diameters:
The HUF / running metre of track values used for investment cost calculations are average values calculated on the basis of recent years' conduit construction experience. The first step is to specify a so-called system-independent optimum for each conduit section, that is, the minimum aggregate cost of conduit section investment and hot water circulation. In order to be able to determine the optimal conduit diameter, annual operating costs and the write-off of annual investment costs should be known. The minimum of the aggregate of these two curves will determine the optimal standard diameter value for the section concerned.
By way of an example, the system-independent optimum of the conduit section supplying consumer F5 is determined (Fig. 12) .
The diagram clearly shows the minimum value of the function at 0.05 m; pipe diameter DN50 associated with that value will ensure an optimal total cost.
After calculations by system-based optimization on the network illustrated, it can be established that the annual total cost of the system has been reduced by 4% compared to dimensioning by system-independent optimization ( Table 5) .
The pressure diagram of the network is presented in Fig. 13 and the costs on the main run of the investigated network are shown in Fig. 14. 
Conclusions
An efficient solution for this problem, effective from the engineering point of view and of substantial practical value, is still missing. This paper presented a procedure based on dynamic programming, to guarantee convergence and finding the global optimum. The task is discussed with a systems theory and decision making theory approach. Calculations were performed for fifty hungarian district heating networks. Compared to the common design method our optimalization method resulted in Tab. 4. Pipe diameters calculated by system-independent and system-based optimization 4 -5% cost saving. This improved variant of the dynamic programing described in the present paper have multiplied the speed of the calculation. With optimums independent of the system its possible to estimate the exact boundaries between which the optimum lies. This is the most important result of our paper as no constraints were determined by other researchers before. We have also proven that less calculation capacity is needed with the labeling method.
