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Abstract
Challenging questions in science and engineering often require to decouple a complex
problem and to focus on isolated sub-problems first. The knowledge of those individual
solutions can later be combined to obtain the result for the full question. A similar
technique is applied in numerical modeling. Here, the software solver for subsets of the
coupled problem might already exist and can directly be used.
This thesis describes a software environment capable of combining multiple software
solvers, the result being a new, combined model.
The combined models considered here typically require the compute capabilities of multiple
combined machines. Thus, the support for distributed hardware and parallel computing
was one of the features which had to be considered early during within the implementation
design. A basic communication framework has been chosen among several candidates to
take care of the inter-process communication. This has then been used as a starting point
to build the coupling environment. The integration of sub-models has been developed
to allow the seamless use of already existing sub-model software (also known as legacy
code). Two important design decisions were crucial at this stage: First, every sub-model
keeps full control of its execution. This has been realised by wrapping each sub-model
by a software agent. Second, the source code of the sub-model requires only minimal
adaptation. This is possible, because the communication between all the sub-models has
been implemented in a self-organising manner. Therein, the sub-models choose themselves
when to issue communication calls, with no outer synchronisation mechanism required.
Each of the sub-models may have been tuned for optimal performance on specialised
hardware. Thus, the coupling of heterogeneous hardware is supported as well as the use of
homogeneous compute clusters. Furthermore, the coupling framework allows sub-solvers
to be written in different programming languages. Also, each of the sub-models may
operate on its own spatial and temporal scales.
The next challenge was to allow the potential coupling of thousands software agents,
being able to utilise today’s petascale hardware. For this purpose, a specific coupling
framework was designed and implemented, combining the experiences from the previous
work with additions required to cope with the targeted number of coupled sub-models.
The large number of interacting models required a much more dynamic approach, where
the agents automatically detect their communication partners at runtime. This eliminates
the need to explicitly specify the coupling graph a priori. Agents are allowed to enter
(and leave) the simulation at any time, with the coupling graph changing accordingly.
Along with the regular testing, both frameworks have been used to realize several coupling
scenarios. Among them the coupling of fluid and structure solvers, the biomedical appli-
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cation of in-stent restenosis and a massively parallel fluid simulation. The first framework
has been released to the public domain and is already being used by other European
research groups.
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Da viele Problemstellungen im Ingenieurwesen sehr komplex sind, ist es oft sinnvoll, sie
in einzelne Teilprobleme aufzugliedern. Diese Teilbereiche können nun einzeln angegangen
und dann zur Gesamtlösung kombiniert werden. Ein ähnlicher Ansatz wird bei der
numerischen Modellierung verfolgt: Komplexe Software wird schrittweise erstellt, indem
Software-Löser für einzelne Bereiche zuerst separat erarbeitet werden. Eventuell liegen
diese schon als fertige Softwaremodule vor und können direkt Verwendung finden.
In dieser Arbeit wird eine Softwareumgebung beschrieben, die eine Vielzahl von unabhän-
gigen Software-Lösern kombinieren kann (Kopplungs-Framework). So entsteht dann ein
neues, gekoppeltes Gesamtmodell.
Hierbei benötigen die gekoppelten Modelle in der Regel die Kapazität von mehreren
verbundenen Rechnern. Die besonderen Anforderungen hierfür (Kommunikation innerhalb
verteilter Hardware) waren maßgeblich für den ersten Schritt: Es wurde eine bestehende
Softwarebibliothek gesucht, die als Grundlage für die Kommunikation zwischen den einzel-
nen Software-Modellen dienen kann. Weiterhin wurde die Anbindung der Teilmodelle an
die Softwareumgebung derart gestaltet, dass bestehende Software-Löser verwendet werden
können, ohne diese umzustrukturieren. Dies wird durch zwei wesentliche Designkonzepte
möglich: Jedes Teilmodell verhält sich weiterhin wie ein selbständiges Programm. Hierfür
wird jedes Teilmodell in einen Software-Agenten gehüllt. Zur Kopplung sind lediglich
minimale Ergänzungen am Quellcode des Teilmodells nötig. Möglich wird dies durch
die Struktur der Kommunikation zwischen den Teilmodellen. Sie lässt den Modellen
die Kontrolle über die Kommunikationsaufrufe und benötigt zur Synchronisation keine
Einflussnahme einer übergeordneten Instanz.
Manche Teilmodelle sind für den Gebrauch mit einer speziellen Hardware optimiert.
Daher musste das Zusammenspiel unterschiedlicher Hardware ebenso berücksichtigt wer-
den wie homogene Rechencluster. Weiterhin ermöglicht das Kopplungs-Framework, dass
unterschiedliche Programmiersprachen verbunden werden können. Wie schon der Pro-
grammablauf, so können auch die Modellparameter, etwa die räumliche und zeitliche
Skala, von Teilmodell zu Teilmodell unterschiedlich bleiben.
Als nächsten Aufgabenbereich behandelt diese Arbeit eine Vorgehensweise um tausende
von Software-Agenten zu einem Groß-Modell zu koppeln. Dies ist erforderlich, wenn die
Ressourcen heutiger Petascale Rechencluster benutzt werden sollen. Hierzu wurde das
bisherige Framework neu aufgelegt, da die große Anzahl von zu koppelnden Modellen
einer wesentlich dynamischeren Kommunikationsstruktur bedarf: Bei der gewählten Um-
setzung erkennen und verbinden sich die Kommunikationspartner selbständig, wodurch
kein expliziter Kopplungsgraph zum Programmstart mehr nötig ist. Die Agenten der
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Teilmodelle können einer laufenden Simulation hinzugefügt werden (oder diese verlassen)
und die globalen Kopplungsbeziehungen passen sich dementsprechend an.
Zusätzlich zu Tests während der Implementierung wurden beide Frameworks für unter-
schiedliche gekoppelte Simulationen verwendet. Darunter waren gekoppelte Fluid- und
Struktur-Löser, die biomedizinische Simulation von in-stent restenosis und eine massiv
parallele Strömungssimulation. Das erste Framework ist als freie Software veröffentlicht
worden und wird bereits von anderen europäischen Forschungsgruppen genutzt.
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1 Motivation
Numerical computing is an ever evolving field of scientific research. The growing capabilities
of computer hardware are but one aspect which lets scientists try to solve ever more and
more demanding models via numerical approaches.
Another driving force in computational engineering is the ability to build new software upon
existing mature solutions: Previously explored numerical approaches are not only known
as best practice, but the algorithms are also available in their software implementation.
These are for example optimised data structures like hash and tree storage systems as
well as libraries for geometry discretisation and partitioning algorithms or frameworks for
graphical data visualisation. Using those existing and proven detail solutions can make
the task of implementing a new numerical model more assessable, or even feasible at all.
Fully fledged numerical software is often tuned to operate best within a well chosen com-
bination of programming language, compute cluster environment, compiler optimisations
and a balance between memory consumption and CPU usage. A natural approach to
build complex solver systems would be the combination of preexisting numerical solvers,
letting each of those individual sub-solvers operate on its favoured hard- and software
environment, with the result being a new, coupled simulation. To do so, the solvers
must be able to execute independently, but still communicate with each other during
the calculation. A general solution requires a dedicated coupling system, which has to
provide seamless interfaces between the involved programming languages and distributed
hardware components.
An important aspect of coupled simulations is the combination of submodels which operate
on different spatial and temporal scales. To keep the models independent, the data has
to be mapped between them. This offers the opportunity to choose the discretisation
of each model separately, as it is appropriate for its current local problem size and its
specific numerical error. Additionally, the overall computational speed can benefit from
the possibility to keep coarse scale models at their discretisation level.
Within artificial intelligence research and social behaviour analysis, autonomously operat-
ing software modules are being used to deal with complex dependency settings. These
interacting units are called software agents. Using these agents, the interactions between
the modules can be treated as separate settings, yet still allowing an individual execution
of each module.
This ability to detach the coupling dependencies from the models is considered to provide
solutions also in the field of numerical high performance computing, where the coupling
interactions are traditionally static and determined a priori.
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2 Preliminary Considerations
This chapter introduces more general aspects involved in the coupling of numerical models.
Furthermore it outlines important aspects of distributed high performance computing
(HPC), one of the major reasons why code coupling is necessary at all. Then strategies
on how to couple, i. e. interconnect distributed software are discussed.
2.1 Model Coupling
Apart from the challenges of creating software to solve a numerical model, several
aspects have to be considered regarding the numerical interaction and number of coupling
dependencies.
Numerical Coupling Strategies
Different approaches exist to combine multiple numerical models into an assembled model.
The basic interest is to perform a numerical integration for the whole model, i. e. solve
the coupled differential equations [50]. The major approaches are the following:
modela
modelb
tn
modela
modelb
tn+1
(a) loose, explicit coupling
modela
modelb
tn
modela
modelb
tn+1
(b) strong, implicit coupling
Figure 2.1: Partitioned transient coupling schemes
Loosely coupled partitioned systems, where the sub-models operate sequentially for
each time step, waiting for results from another model as necessary [27]. This
schema is also called explicit coupling (Figure 2.1(a)). It requires relatively small
time steps to keep the coupling stable.
Strongly coupled partitioned systems, where the sub-models pass information in se-
quential order, as for the loosely coupled partitioned systems, but here the data
15
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exchange will be iterated until a steady state in each time step has been reached
[171]. The method is also referred to as implicit coupling (Figure 2.1(b)). Larger
time steps are possible for this solution, but usually produce less accurate results.
Simultaneous monolithic systems, where the involved sub-models advance simultane-
ously in time and the joined model behaves as a monolithic model [89]. Here an
identical discretisation is required for all involved sub-models.
Coupling Example
As an example for an explicit coupling, a heat transfer solver has been implemented. This
example is part of the documentation for the developed MUSCLE framework (section 4).
To describe the steady-state heat transfer problem, the Laplace equation can be used:
∇2T (x,y) = 0 (2.1)
Where T denotes the temperature. The solver uses an explicit finite difference scheme to
compute the numerical integration.
The discretisation is based on an equidistant grid, where each vertex has a temperature
value assigned. At the outer boundary, the vertices have a constant temperature throughout
the simulation: A cosine profile at the top, a sine profile at the bottom and zero for the
east and west boundaries (Figure 2.2).
At t = t0, the vertices in the bulk area are initialised with a temperature of zero. For each
iteration of the computation, the new temperature values depend on the previous values
of the vertex and its four adjacent vertices.
Figure 2.2 shows snapshots from the results as rendered by the GUI for a monolithic
setup. The coloured output displays the temperature diffusion, which is continuously
changing until it reaches a steady state. The colour indicates:
blue −100% temperature
green 0% temperature
red 100% temperature
In Figure 2.3, the same setup has been computed by two coupled partial simulations (west
and east). Each of the two simulations calculates one half of the whole domain. Because
each solver uses the same grid discretisation, the temporal and spatial scales are identical.
Therefore no special kind of data mapping is required before message passing.
This setup is similar to a standard parallel computation implemented according to the
programming paradigms of the message passing interface (MPI, page 44). Hence, a ghost-
node column is used at the interface between the two grids to have all neighbour values
locally available when calculating the new temperature values.
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(a) begin
(b) middle (∼ 3000 iterations)
(c) steady (∼ 6000 iterations)
Figure 2.2: Output of sequential heat transfer simulation (the lower right corner shows
resize marks from the GUI window)
Figure 2.3: Output of parallel heat transfer simulation, ∼ 6000 iterations (the lower right
corner shows resize marks from the GUI window)
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Coupling Dependencies
In a general coupled setup, the sub-models of a simulation may depend on input from all
or only some of the other models. Figure 2.4 shows several possible coupling dependencies
for a scenario with three sub-models. The more other models a given model depends
on, the longer it has possibly to wait for input during execution. Because of this, it is
preferred to keep the number of coupling dependencies as low as possible, which also
reduces network load.
b c
a
(a) all to all, Dmax = 6
b c
a
(b) some connected, D = 3
b c
a
(c) minimum number of de-
pendencies to join three
models
Figure 2.4: Examples for coupling dependencies between three models: Dmin = 2
In the setup displayed in Figure 2.4(a), all sub-models m = 3 depend on all other sub-
models (m− 1 = 2), leading to the maximum number of Dmax = 6 dependencies. For the
general case, this may be calculated as follows:
Dmax = m · (m− 1) (2.2)
There exist several possibilities to combine the minimum number of dependencies, with
one combination shown in Figure 2.4(c). This minimum number of dependencies Dmin,
where all the models are still connected together can be determined as
Dmin = m− 1 (2.3)
for an arbitrary number of sub-models m.
In between the range of Dmin and Dmax there also exist several possibilities how the
models may depend on each other. For the example with three interacting sub-models,
one case of combinations to have only three dependencies is depicted in Figure 2.4(b).
In some cases, the coupling dependencies between the sub-models are predetermined by
the global numerical model. This is most likely the case for MIMD like solvers (section
2.3), where each sub-model serves a different purpose and therefore must be coupled
according to the structure of the global model. This is e. g. the case for the coupled system
of section 4.4.2, where three different solvers are involved: Their required dependencies
18
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are fixed and the number of distributed parts is identical to the number of involved
sub-models, which may not be chosen freely.
For classical SIMD solvers (section 2.3), the only difference of the individually connected
sub-systems is how the whole problem domain has been partitioned. As these solvers often
allow to split the whole domain into a variable number of partitions, the partitioning is
usually automatically determined by a dedicated partitioning algorithm. Good partitioning
libraries (section 2.3.1) try to keep the number of coupling dependencies low and should
avoid the case of all to all dependencies. Figure 2.5 shows two naive approaches to
partition a 2D domain into four segments. These m = 4 sub-models may have a maximum
number of coupling dependencies of Dmax = 12 (equation 2.2, Figure 2.5(a)), whereas the
minimum number is Dmin = 3 (equation 2.3, Figure 2.5(b)).
6 segments
connected
⇒ Dmax = 12
(a) maximum number of dependencies
4 segments
connected
⇒ Dmax = 8
(b) reduced dependencies
Figure 2.5: Partitioning of a 2D domain into 4 segments
Multiscale Coupling
When each of the coupled sub-systems describes a different physical model, their spatial
and temporal scales may be different too. Now the interaction of their spatial and temporal
scales becomes another aspect of the modeling process.
In general it is preferable to let each sub-model continue to operate on its designated
spatial and temporal scales: For some models it is not even an option so simply change
their scales, as this would change the characteristics and quality of their calculation
results. A common lower bound for the ∆xi of the spatial scales is the available memory.
The computational load is typically a polynomial function of ∆x. The lower bound for
the ∆t is also often constrained by hardware capabilities, as a very fine ∆t would lead to
an improper long calculation time. Also, very low ∆t and ∆xi might introduce rounding
19
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errors within the calculation. The reason is the limited (finite) precision of floating point
values.
For a general coupling of arbitrary sub-models, three primary scenarios exist on how the
scales of the individual sub-models are related:
• all the scales (i. e. spatial and temporal) of all sub-models are identical
• all scales of all sub-models are different
• a mixture of the above: some scales are different, some are identical
With two coupled models, each associated with a specific time scale and a one dimensional
spatial scale, there are already four possible scale interactions, as shown in Table 2.1.
Herein, m1 and m2 denote the first and the second model. Let further τm be the temporal
scale of a model and ξdm be the spatial scale for dimension d for a model.
τm1 = τm2 ∧ ξ1m1 = ξ1m2 all scales are identical
τm1 6= τm2 ∧ ξ1m1 6= ξ1m2 all scales are different
τm1 6= τm2 ∧ ξ1m1 = ξ1m2 temporal scales differ, spatial scales are identical
τm1 = τm2 ∧ ξ1m1 6= ξ1m2 temporal scales are identical, spatial scales differ
Table 2.1: Possible scale interactions for two models with one temporal and spatial scale
There have been a few approaches to find a formalism for the coupling of multiscale
models [91, 79, 172, 81, 80].
A general definition is introduced by Hoekstra et al. [80], where each scale is defined
by a range, i. e. from the current δt to the full duration covered by the simulation (T ).
The presented approach is called Complex Automata theory and provides a mechanism to
describe multiscale model coupling problems. Therein the combined multiscale model is
called Complex Automata (CxA) and the participating models are being mapped to a
2D graph according to their temporal and spatial scales. According to [80], this graph is
called scale separation map.
Unlike the other solutions, which are targeting at very special applications [91, 172], the
CxA theory describes a generic methodology to deal with a composed multiscale model
[80, 79]. The term CxA describes a generic combination of cellular automata or multi
agent based models, whose scales may be completely separated in space and time.
Regarding the spatial and temporal scales a coupled model operates on, these are inherited
from the involved sub-models. For a minimum scenario with two coupled models M0 and
M1, there may be two distinct spatial scale ranges ξ0 and ξ1 within the coupled setup.
Also the temporal scales τ0 and τ1 of M0 and M1 may be different.
The minimum of the ξ range is denoted by δx, which is the finest spatial scale of
the model. The maximum of ξ is limited by L, the spatial extend of the full domain:
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L = δx · number of cells.
boundary Γξ for a sub-model spatial scale δx ≤ ξ ≤ L (2.4)
For the temporal scale τ , the lower boundary is given by the δt (i. e. a time step). The
total time T covered by a model is the upper boundary for the temporal scale.
boundary Γτ for a sub-model temporal scale δt ≤ τ ≤ T (2.5)
An advanced adaptive model may change the bounds for ξ and τ at runtime, which would
lead to a δx, L, δt and T depending on the current execution time of the model.
For the both space and time scales of two coupled models, the range of ξ or τ may overlap
or be completely separated (Figure 2.6).
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temporal scale temporal scale
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modified from [80], Table 1
Figure 2.6: Possible scale interactions (σ = 4) when coupling two models (M0 and M1)
2.2 High Performance Computing
High performance computing (HPC) typically denotes numerical computations which
require an extraordinary amount of CPU time and/or memory capacity. Those compu-
tations are then carried out on specialised hardware, e. g. compute clusters. Herein the
CPUs and memory capabilities of a large-scale group of computers can be utilised by the
numerical software. As the software has to integrate all the individual machines of such a
compute cluster, this technique is also called distributed computing.
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2.2.1 HPC Solvers in General
The vast majority of HPC solvers follow a common implementation strategy: they are
implemented using either the Fortran, C or C++ programming language and internally
utilise MPI to exchange messages between processes. Often, even the parallel implementa-
tions are being launched from a single monolithic binary and usually offer no means for
further external interaction.
A widely applied usage of those solvers is to alter the configuration file, launch the
executable and then post process the dumped results.
This common approach has the advantage, that external developers with no relation
to the code development can still configure, compile and run the code by defining the
target scenario in the configuration file. Configuring a whole calculation from a fixed
configuration file has the advantage to fit into the concept of batch systems, where the
individual application runs are submitted to a queue. They are executed as soon as
the compute cluster has sufficient free resources. The big drawback with this classical
configuration file approach is that the whole calculation scenario has to be anticipated in
advance, as there is no further interaction possible during the calculation.
2.2.2 Parallel Computing
The purpose of parallel programmes is to split the programme execution into chunks which
can be processed more or less independently. This way, they can be executed concurrently
at the same time, each providing a part of the final overall result. There would thus be
a theoretical speed gain by a factor equal to the number of programme chunks (section
2.2.4). A simple example would be the parallel computation of a brute force solution to
calculate the sum of numbers from 1 to 100 by just adding up all the values.
The sequential (i. e. non parallel algorithm) would be the one from Listing 2.1.
1 int sum = 0 ;
2 for ( int i =1; i <101; i++){
3 sum+=i ;
4 }
Listing 2.1: Calculate the sum of numbers with a brute force algorithm written in C++
To be able to calculate this sum algorithm with two concurrently operating programme
chunks, it could be split as shown in Listing 2.2.
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chunk A
1 int sumA = 0 ;
2 for ( int i =1; i <51; i++){
3 sumA+=i ;
4 }
receive result from B
calculate total sum (e. g. within
chunk A)
5 int sum = sumA+ sumB;
chunk B
1 int sumB = 0 ;
2 for ( int i =51; i <101; i++){
3 sumB+=i ;
4 }
pass result to A (involves network
transfer for distributed memory sys-
tems, section 2.2.3)
Listing 2.2: Parallel version of sum algorithm from Listing 2.1
When computational calculations are being run, there are almost always constraints
regarding the available hardware resources. Such resources consist of the following major
components:
• CPU speed (may also be limited by the memory bandwidth or cache sizes)
• available memory (RAM)
• available disc space
• available bandwidth between these components
There are rare circumstances where a computation would not benefit from more/faster
available resources, e. g. if decoding a video to be viewed by a human: if the decoding is
fast enough to display the video at its designated speed, the hardware resources can be
regarded as sufficient.
Modern CPUs can carry out multiple computations at the same time, without increasing
the duration required to finish one of the individual tasks. Computations which are
limited by CPU speed can use these parallel processing to their advantage and split their
main task up into several sub-tasks which can be executed simultaneously. The general
approach for such a software is to
1. split the problem into sub-problems suitable for individual tasks
2. set up dependencies between the sub-tasks
3. compute sub-tasks (which may depend on other sub-tasks)
4. create a joined result
The items 1 and 4 are also referred to a preprocess and postprocess steps. They are
usually executed sequentially and thus do not benefit from parallel execution.
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2.2.3 Distributed Computing
A vast improvement regarding the efficient use of hardware resources can be achieved with
distributed computing. With distributed computing, the parallel tasks will be executed
on different machines, requiring the data to be split to the different address spaces of
RAM. Here, as determined by the hardware, the programme logic and data layout have
also to be distributed.
Where shared memory parallel computing allows less complex (and less effective) paral-
lelisation, distributed memory parallelisation requires a completely different programme
logic and is challenging to implement, even for seemingly simple algorithms.
2.2.4 Performance Characteristics
The expected benefit of parallel programme is to reduce the time required for a computa-
tion. This duration should drop proportionally with the amount of available CPUs.
Distributed parallel programmes are spread to multiple independent machines, each having
a separate memory (RAM). The combined RAM is now available for the programme,
which makes it feasible to allocate larger problem sizes with an increasing number of
machines.
Hereby, the programme aims to increase the maintained problem size and the computa-
tional speed linearly with the number of machines (i. e. “size” of a compute cluster). In
practical use, this will be prevented by different effects:
• not all programme parts can be parallelised
• the maintenance of the parallel programme parts adds to the overall duration
• time for network traffic increases with more involved machines
• workload is not distributed evenly (load balancing)
The speed gain due to parallelisation can be expressed by the speedup of the parallel
solver [132]. The speedup expresses a reference wall clock time Tr with respect to the
wall clock time used for a number n of parallel jobs Tn, keeping the total problem size
identical (i. e. strong scaling).
speedup :=
Tr
Tn
(2.6)
The reference wall clock time Tr is usually the time used for a sequential execution of
the programme. For some computations it is not possible to determine the duration for a
single CPU. This is e. g. the case if the problem size does not fit into the memory of a
single machine. In these cases, the reference time Tr is determined for a (small) number
of processes and the speedup is calculated relative to the reference number of machines.
Another measure for parallel performance gain is the parallel efficiency. To determine
the parallel efficiency, the speedup is calculated relatively to the number of participating
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processes:
parallel efficiency :=
Tr
Tn · n (2.7)
In some cases, the speedup of distributed programmes can be better than linear. This
happens, if the distributed problem sizes become small enough to fit in a RAM region
which has faster access due to ccNUMA (section 2.2.5) or if it even fits in the very fast
caches between RAM and CPU (e. g. level 1 cache). This allows a much faster processing
because the data is not being read from the slower main memory (RAM).
The so-called scaleup is a way to measure parallel speed without effects due to changing
problem sizes. To measure the scaleup, the size of the calculated problem is increased
accordingly with the number of processes. This strategy is also known as weak scaling. It
creates a normalised problem size and tries to reduce cache effects.
scaleup :=
Tr
Tn
· n (2.8)
With an increasing number of parallel jobs, the parallel efficiency of a programme drops.
This is due to the fact that there is always some programme logic which can not be
parallelised. The amount of this drop in parallel efficiency expresses how well a parallel
programme scales with an increasing number of available machines, which can be described
by the law of Amdahl [6]. If the ratio of sequential and parallel programme parts is called
α, the number of concurrently executed chunks denoted as n, the law of Amdahl describes
the maximum possible speedup (equation 2.6) according to the following equation:
maximum speedup := lim
n→∞
1
α+ 1−αn
=
1
α
(2.9)
Another influence can reduce the efficiency of a parallel programme: an uneven load
balance.
Assuming that all machines in a cluster have identical hardware configurations, a good
parallel efficiency can only be achieved if the workload of each process is identical.
Otherwise all machines would have to wait for the machine with the higher workload to
finish. As there is usually communication between the machines between each internal
time step of the simulation, this delay occurs for every internal iteration.
An inversion of this relation is not necessarily true: A good load balance does not always
lead to a good parallel efficiency. Redundancy of distributed data can lead to redundant
processing, which puts all machines to 100% load, but does not result in an optimal
speedup for the overall computation.
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2.2.5 Hardware for Distributed Computation
Today’s large computer systems may be separated into two major categories:
• systems with collective memory access (shared memory systems)
• systems with multiple independent memory spaces (distributed memory)
In reality this distinction is not always that simple, as many hybrid approaches exits.
The technique of shared memory systems is also called uniform memory access (UMA).
Variants exist, where a CPU can access a dedicated (local) region of memory faster than
the rest: non uniform memory access (NUMA) and a slightly different approach, cache
coherent NUMA (ccNUMA). The UMA technique is sometimes not directly present in the
hardware, but instead is abstracted by a software layer, which provides a global address
space for parallel programmes.
Within a general shared memory system, all CPUs (or cores) share a globally available
memory. This allows a relatively simple porting of sequential programmes to those
architectures, as data layout and -storage do not need any modification. Special compilers
for shared memory parallelisation (e. g. OpenMP [29]) can even perform this porting
semi-automatically, only requiring minimal changes of the source code. This big advantage
of shared memory systems comes with a drawback: The size of shared memory systems
is more limited as compared to distributed memory architectures. For example the SGI
Altix, a popular shared memory system, currently has its limits at 1024 CPU cores with
128 terabyte of memory (RAM) [152].
Distributed memory systems can be scaled to much larger amounts of CPUs and combined
memory. This architecture is also called no remote memory access (NoRMA). They are
often created with thousands of standard PC components, which come at a reasonable cost.
These are connected with high speed network connections (e. g. InfiniBand or Myrinet
[9]), to limit the communication overhead for parallel programmes. This way, the number
of connected machines can grow to very large numbers. For example the Blue Gene/Q ,
planned to be finished in 2012, will have 98,304 connected machines with together 1.6
petabyte memory [13].
Programmes for distributed memory systems can not easily be created from existing
sequential programmes. They require a completely different data layout, which has to
be segmented for the now distributed memory regions. Explicit network communication
is required to exchange data between the parallel tasks. The complexity of these pro-
grammes is much higher as compared to the shared memory model. A distributed memory
programme may also be used on shared memory systems.
Multiple computers within a local area network may also be used as distributed memory
systems, e. g. to use compute resources of company networks at night. These setups are
also called network of workstations (NOW) [115].
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Modern computers often use multiple CPUs, which themselves internally consist of
multiple compute cores. Thus, systems which are purely distributed memory architectures
are not really built anymore, as all the cores of a single machine share the same memory.
Another category of high performance computers are machines which use vector processors.
These can simultaneously process elements from 1D ordered data sets (i. e. vectors). Those
machines require a very special programme structure which typically operates on 1D
data arrays. Among these special purpose machines which are in service today are for
example the Cray Y-MP or NEC SX architectures. Because these machines are not very
well suited for general purpose algorithms and are also expensive (in comparison to cluster
systems) they are less widely used. When considering parallel HPC programmes, the
above described scalar clusters (i. e. non-vector) are the most widely used parallel systems
nowadays [127].
With the advent of new programming models for graphic processing units (GPU), high
performance computing can also leverage this very specialised massively parallel hardware
[101]. Using GPUs not for graphic output but rather for generic HPC programming is also
called general purpose computation on GPU (GPGPU). The number of SIMD units on
modern GPUs is rapidly increasing, with currently 3072 available in the AMD Cayman
series. The drawback with GPGPU computing lies in its very specialised programming
API. Like programming for vector machines, it only offers a limited functionality. Also,
the available memory only is in the order of a gigabyte.
Currently, the fastest computer is the Chinese Tianhe-1A, a mixed architecture consisting
of 14336 CPUs, each with 6 cores, and 7168 GPUs, each with 448 SIMD units. Together
they offer a performance of 2.56 Pflop/s.
2.3 Coupling Scenarios
Distributed programmes may be categorised into two major programming paradigms:
SIMD Single instruction multiple data (SIMD) programmes perform identical code logic
on all machines simultaneously. Merely the processed data is different, e. g. they
calculate results for different partitions of the whole domain. This programming
model originates from the programming of vector processors, which in principle also
simultaneously apply the same algorithms to different data items.
SIMD programmes are very typical and perfectly fit to homogeneous distributed
hardware, i. e. cluster systems.
MIMD With multiple instruction multiple data (MIMD) programmes, the concurrently
executed algorithms (i. e. CPU instructions) can be different. This is usually the
case where the term coupling is being used, which implies to bring different software
components together. Thus, executing different algorithms in parallel.
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As these programming paradigms go hand in hand with the appropriate hardware capa-
bilities, hardware may also be classified in SIMD and MIMD savvy systems. The original
definition goes back to Flynn [54] and has been described from the point of view of
the hardware capabilities. Herein, the two other combinations, SISD and MIMD are also
mentioned, the latter being a mere theoretical construct. Single instruction single data
(SISD) would be a sequentially (i. e. non-parallel) executed programme.
If looking at those programmes at a more fine grained level, some of the MIMD programmes
do in fact operate similar to a SIMD programme for some stages of their lifetime. For
example, a parallel programme might operate on a lattice, which is partitioned according
to the number of available CPUs. This approach is common for cellular automata solvers.
The same algorithm will be applied to almost all of the lattice cells (SIMD), but for some
special cases, like boundary conditions, the algorithm might be different depending on the
coordinates of the cell, making the programme execute according to the MIMD model.
Generally, implementing parallel programmes which require different instructions (MIMD)
requires more effort than to develop pure SIMD algorithms and can not benefit from
compiler support for semi-automatic shared memory parallelisation.
2.3.1 Static Coupling
Within traditional monolithic SIMD parallel programmes most parallel solvers use MPI
[78] as the communication layer and thus are written in Fortran/C/C++, because the
bindings for those languages are part of the MPI standard. The connections between the
distributed tasks are explicitly wired within the code and there is no direct way to alter
the connection dependency graph from the outside. For the majority of MPI solvers this
is indeed not required: a usual scheme is to distribute according to a domain partitioning,
where each parallel task will then communicate to the tasks responsible for adjacent
patches of the domain.
This domain decomposition is usually done automatically before the actual parallel pro-
gramme starts its execution, i. e. within the preprocess step. Simple partitioning algorithms
split the domain in only one direction, treating every domain part equally (Figure 2.7).
inlet boundary condition outlet boundary condition
segment boundary segment boundary
Figure 2.7: MIMD with bulk parts in SIMD
Another common way is to use a special partitioning algorithm, as e. g. the METIS
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library [100]. METIS is popular for partitioning because of several aspects: it can be
used as stand alone programme, or linked with other software. This is especially simple,
as its source code is available for use and can thus be compiled for specific platforms.
METIS is written in C, which can usually be linked to any kind of other language. Apart
from these usability aspects, METIS offers several advantages regarding the result of the
partitioning. It can be fine tuned to produce patches which produce a similar workload
for the computation of the sub-domains. It further produces patches which have a small
interface border, which is important to minimize the amount of data to be communicated
between connected patches. METIS tries to keep the number of adjacent patches as low
as possible to keep the number of coupling dependencies low (section 2.1 and equation
2.2).
Figure 2.8 shows the result of a METIS partitioning, where a uniform 2D lattice has
been split into 8 patches. According to formula 2.2, this could lead to 8 · (8 − 1) = 56
dependencies, i. e. 28 pairs of adjacent patches. METIS was able to keep the number down
to 12. For bidirectional interaction between all patches (equation 2.2) this would lead to
24 coupling dependencies among the patches (Figure 2.9).
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Figure 2.8: Partitioned domain, 2D
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Figure 2.9: Connectivity graph of domain from Figure 2.8, 24 coupling dependencies
Another pattern of traditional coupled algorithms is the intermix of two or more models
within a single codebase. These solvers usually consist of only a few coupling connections,
e. g. one bidirectional dependency for a reaction diffusion solver.
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2.3.2 Dynamic Coupling
With a statically configured coupling scenario one can address a lot of combined solver
programmes. A more powerful approach is to account for a dynamic coupling of individual
solvers. This leads to two categories: programmes, where the coupling graph will be
determined at runtime, but only once during startup to remain fixed for the whole
computation. Those are the a priori dynamic coupled programmes. The other category
would be completely free dynamic setups, where the coupling graph and in fact also the
number of involved models/solvers can change at runtime.
Dynamic coupling is also important for simulations with automatic load balancing or
redundancy, where processes have to be shifted and migrated to other machines. This is
also true for fault tolerant simulation scenarios, which become more and more important
for very large scale clusters.
2.3.3 Multiscale Coupling
Solvers for different numerical models often operate on a specific spatial and temporal
scale (section 2.1). Usually this is determined once and kept fixed during the calculation,
but some advanced solvers operate on different scales at the same time or switch scales
adaptively at runtime. Regardless on how a solver chooses its temporal and spatial
discretisation, it should be able to do so in either a coupled setup or when used indepen-
dently. This will guarantee the best results (regarding error, speed and problem size). An
independent scaling of the coupled sub-solvers also leads to an optimised overall execution
time and memory requirements, which most often is the sole reason to create multiscale
simulations.
2.3.4 Coupling Different Programming Languages
The raw communication between distributed components boils down to the problem of
how to identify the remote peer and then how to transfer the data across the network. The
matter becomes more complicated, if software written in different programming languages
has to be coupled.
Modern programming languages usually do have a built-in mechanism to be able to
carry out some sort of remote procedure calls [67]. This is a high level approach for
parallel communication and also allows message passing of bulk data. For other languages
(Fortran, C, C++) one has to utilise a separate library for remote operations. In the HPC
world this is almost always one of the MPI libraries.
Only a few remote communication solutions allow to connect to remote peers written in
a different programming language. Even if technically possible with some frameworks (as
with MPI), it is often not a robust solution in day to day usage. The ICE framework
(page 41) and the CORBA specification (page 38) allow to interact across programming
language borders almost seamlessly. A research project from 1998 has created a specialised
MPI savvy prototype to allow heterogeneous communications [126].
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Sophisticated numerical models often require parallel and distributed computing to cope
with the hardware resources required by the calculation (section 2.2). They are also based
on programming paradigms where existing numerical models may be coupled together to
build more complex numerical models (section 2.1).
As the planned coupling framework was to be released to the public domain and will
actually be used by other developers, it should use a software design which allows to
implement individual parts of the whole framework independently. The implementation
of these components can be separately tested and a component may be replaced with an
alternative version. This is possible without the need to alter the other components. It is
generally a good idea to utilise existing implementations, if they are proven and reliable.
This generic programming concept is called component based software engineering [37]. If
selected with care, third party libraries can greatly improve development progress and
robustness of a software.
This chapter describes the process of choosing a basis software library which was the
starting point for the coupling framework implementation.
Eventually, a multi agent based system called JADE has been selected as the supporting
base library for the coupling framework.
3.1 Requirements
The requirements for the intended coupling of distributed heterogeneous numerical models
arise from three major aspects: First, there are the many hurdles involved with distributed
computing (section 2.2), which have to be addressed. Secondly, the interaction of different
numerical models must consider coupling strategies (section 2.1) as well as the interaction
between different spatial and temporal scales (section 2.3.3). The third challenge is
the integration of various kinds of solvers, probably written in different programming
languages. Some solvers may even require a special kind of hardware, like a large compute
cluster or a vector machine (section 4.4.2), for optimum execution.
A straight forward integration of existing legacy codes is also mandatory, because a
complete rewriting of software solvers should be avoided to build the combined model:
Being able to use proven existing code should always be preferred to write a new one [74,
155, 28]. This does not only preserve all the detail solutions and specific workarounds for
problems already experienced in the past, but also enables to build coupled solvers for
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new combined numerical models in reasonable time.
In order to be usable within different distributed hardware environments, the final
framework should also allow a portable configuration of the global setup: which solver is
to be executed on which machine, maintenance of the configuration files or interaction
with batch queues of compute clusters.
Together, the mentioned topics lead to the following list of required functionalities:
• parallel execution of the sub-models
• span multiple machines (distributed computing)
• allow heterogeneous hardware and operating systems
• allow different programming languages
• be able to couple 64 bit and 32 bit architectures
• keep the spatial and temporal scales specific for each model
• simple integration of existing code
• scalability with the number of models and machines
All these issues have to be addressed by the coupling framework. From a technical
point of view, software could be considered to be coupled as soon as two code bases
are able to exchange data. For simulations targeting at homogeneous HPC systems, an
implementation of the broadly supported MPI standard (page 44) could be used to
perform the raw message passing.
If the calculation is spread across machines which are connected via the Internet, the data
may better be exchanged using CORBA, ICE (page 38, 41) or using systems dedicated
for grid computing. These solutions are also suited to deal with high latency network
connections in strongly heterogeneous setups.
Here, HPC applications which may utilise a multitude of compute nodes should be
considered the standard use case. Those nodes may form a hybrid assembly regarding
their hardware and operating system, but are interconnected via a fast network connection.
The idea of the project COAST was to approach the problem from a point of view less
common to HPC: A multi agent based system should be used to accomplish the coupling,
evaluating the capabilities of software agents in complex multi physics HPC coupling
scenarios (A.1).
A basis software library should be utilised to limit the required effort to build the envisioned
agent based coupling framework. To accomplish the development of a generic coupling
framework, this basis library should allow to build the coupling framework according to
the paradigms of multi agent based systems (MABS, section 3.2). Additionally, the basis
library should allow to release the coupling framework with an open source compliant
license.
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3.2 Multi Agent Based Systems
Multi Agent Based Systems (MABS) are specialised software frameworks to build systems
of interacting, but largely independent software units, so-called agents. These systems serve
a variety of purposes, reaching from simulating swarms and crowd behaviour, artificial
intelligence research and highly modularised, loosely coupled distributed systems [173,
174].
3.2.1 The Agent Abstraction
Programming according to the multi agent approach, also called agent oriented pro-
gramming, is a software paradigm that applies concepts from the theories of artificial
intelligence to existing techniques in the field of parallel and distributed systems. When
implemented, this leads to a collection of components called agents which are used to
participate in the resulting multi agent based simulation (MABS) [11, 174].
For the general case, each agent is commonly characterised by autonomy, proactivity and
the ability to communicate. Being autonomous, they remain mostly independent for the
whole computation. In terms of implementation, this usually requires a specific thread of
execution. If the agents are proactive, they can choose to perform a given task at any
time during the simulation. Their communicative abilities allows them to interact with
other agents to exchange information regarding the combined task.
By design, any agent should be able to directly communicate with any other agent (also
bidirectional), at a chosen time. Therefore the favoured architectural model of a MABS is
intrinsically peer to peer.
Using software agents as a programming paradigm has already been discussed in 1994 by
[66, 64]. As the concept of agent based programming became more and more important in
the scientific community, an international workshop “agent oriented software engineering”
with annual conferences has been established in 2000 [33].
With agent oriented programming, one can naturally develop distributed systems. It
may be seen as a special application of object-oriented programming (OOP). As with an
object in OOP, each agent encapsulates a state, and other components of the system can
communicate with it through a public programming interface (API). This communication
may change the internal state of the agent. But in contrast to OOP objects, the public
API of agents offers a very narrow set of methods to call on an agent instance. Also, there
is no direct way to modify the agent state from the outside. Only the agent itself may
modify its state, but it can do so on behalf of requests or notifications from outside this
agent. This is usually achieved by putting such a request (or notification) message to a
message queue of the agent, which can be processed by the agent in any order. Often,
putting messages to the agents queue is the only public accessible method of the agent
API. The following listing shows such a method for an agent of the JADE framework
(page 3.3).
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1 public f ina l void postMessage ( f ina l ACLMessage msg) {
2 synchronized (msgQueue ) {
3 i f (msg != null ) {
4 //#MIDP_EXCLUDE_BEGIN
5 myToolkit . handlePosted (myAID, msg) ;
6 //#MIDP_EXCLUDE_END
7 msgQueue . addLast (msg) ;
8 doWake ( ) ;
9 }
10 }
11 } Copyright 2000 CSELT S. p.A.
Listing 3.1: Public API method which allows to put arbitrary messages to a JADE agent
Being an entity within a distributed system, remote agents may not invoke methods
directly on the target agent object, because they do not have a hold on an instance of the
receiver (i. e. no instance of the target agent, because it exists on a remote host). The
sender of such a message rather relies on the message delivery mechanism of the agent
framework to pass the message to the host of the target agent and call its postMessage
(or equivalent) method locally.
On a very abstract level, this procedure is similar to the concepts of OOP. In a general
sense, calling a method on an object is the same as sending a well defined message to it.
The details about how this is carried out is specific to each programming language. A
general concept is the following syntax, which is available in C++, Java, Ruby and many
other OOP savvy languages:
1 r e c e i v e r . message ( arg0 , arg1 , . . . )
Listing 3.2: Sending a message to an object in the general sense of OOP
This translates to the following: send a message consisting of message(arg0,arg1,...)
to the object receiver. With some less flexible languages as C++, it is determined at
compile time if a message with the stated signature is legal to be send to the receiver.
Other languages (e. g. Ruby) allow to pass messages to any target, like it is possible with
agent oriented programming: The agents may receive any kind of message to their queue
and are in complete control as how to process the message.
Technically speaking, the two approaches have the same effect: sending a message to a
receiver. In the general OOP sense, the semantics of this are specified by the programming
language. In the case of agent oriented programming, the details are specified by the
agent middleware (which may be implemented in different programming languages).
With agent oriented programming, the receiving agent decides internally how to react
to an incoming message. With the OOP approach, the API usually reveals how the
receiver will probably deal with an incoming message. Also the caller can usually assume
that the receiver will take action immediately. This is also different with agent oriented
programming: the receiving agent may choose when to look and possibly react to the
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incoming message. This makes the agent approach a loosely coupled, asynchronous system
by design. The components of an OOP design are much more tightly glued together and
have a strong dependency between each other. Agents may exist and have a valid state
without any other agents. This does not generally apply to any arbitrary object of OOP.
3.2.2 Advantages of Multi Agent Based Simulations
Agent oriented programming is a technique which is well suited to build large scale
distributed systems, as their dependencies are reduced as much as possible. Because
the interfaces of the agents have no direct relation on each other, it is technically more
feasible to develop dynamic interactions, even using different kinds of (i. e. heterogeneous)
agents [51].
Complex software systems consist of several more or less tightly coupled subsystems that
are organised in a hierarchical fashion i. e. the subsystems can contain other subsystems. It
is argued that agent based programming is well suited to reduce the complexity of building
such software systems [96]. The topic is influenced by existing research in areas such as
parallel and distributed discrete event simulation [59] and object oriented simulation [141].
For discrete event simulation systems it is assumed that state changes in the simulation
occur at distinct points in time and are caused by so-called events. On the other hand, there
is the continuous simulation, where state changes occur continuously over time. Discrete
event simulation can be subdivided into event driven and time driven approaches [122].
Event driven approaches manage a chronological list of events, which trigger activity in
the simulation. The result now could introduce additional events.
Time driven approaches advance the world clock of the simulation in discrete, usually
constant, steps. Every simulation sub-task has to check, if an activity is due for this point
in time.
The nature of a MABS implicitly suggests to use the event driven approach, because
synchronisation with a global time will always lead to performance losses. Forcing every
component of a simulation to be synchronous in time with the rest of the simulation
will also prevent scalability of the whole system. Good scalability is only possible, if the
coupling library allows for peer to peer communications among the different tasks.
3.3 Software Library Survey
This section introduces several existing communication libraries, which have been con-
sidered as basis for the coupling framework (Table 3.1). Each of them is capable of
handling data exchange within distributed systems. For some of the libraries alternative
implementations exist, as they are implemented according to a general specification.
Some of them are broadly used, like MPI, CORBA or HLA, others are less common but
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ASH
Cactus
CCA
CCAFFEINE
CCAIN
CoCos
CORBA*
COUGAAR
CTL
DIET Agents
FIPA-OS
FLAME
HLA*
ICE
JADE
Jadex
jaRTI
Jini
LEAP
Middlesim
MPI
MSI
PALM
RCF
SCIRUN2
TACO
X-agents*
XCAT
* general specification, multiple implementations exist
Table 3.1: Libraries and specifications for distributed systems which have been considered
to provide the basis for the coupling framework
nevertheless reliable. The libraries are for example being used to build distributed high
performance solvers running on homogeneous compute clusters (MPI, Cactus, FLAME).
Others are targeted towards systems which run in unreliable networks and across a variety
of hardware (Jini, JADE).
The libraries range from low level communication solutions (also called middleware, Table
3.2) to libraries with a high level of abstraction. The advantage of the low level libraries is
that they are usually highly optimised for a specific task. The higher level libraries allow
a more flexible programming and often provide a rich set of features, yet the high level
libraries often have to be used according to a predefined programming paradigm, which
may interfere with the goals of the coupling framework.
CORBA* Common Object Request Broker Architecture
CTL Component Template Library
ICE Internet Communications Engine
MPI* Message Passing Interface
RCF Remote Call Framework
TACO Topologies and Collections
* general specification, multiple implementations exist
Table 3.2: Considered low level communication middleware and protocols
The following frameworks have been surveyed at the end of 2006. Some may have matured
since then, others do not seem to be maintained anymore.
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ASH
The middleware A Simple HLA (ASH) is an implementation of the HLA specification
(page 40). It is an open source project written in C++ [166]. The implementation has
its focus on Linux operating systems, but may be used in other environments with some
effort.
The ASH project does not seem to be maintained anymore.
Cactus
The Cactus framework [21] is a flexible coupling system to aggregate different software
kernels.
As HLA, its main target is not MABS, but to couple a few particular solvers. The source
code is freely available under the GNU Lesser General Public License and thus offers
some extendability. Cactus is written in the C programming language and uses MPI as
the internal communication library. The plugin mechanism of Cactus is called “thorns”,
which are mainly used to provide algorithms which can be shared with the simulation.
The simulations accomplished with Cactus are often based on discrete grids, which are
especially suited to benefit from the “thorn” architecture.
Cactus offers a minimal steering support, which can be used to change simulation variables
at runtime.
CCA
The Common Component Architecture (CCA) is a specification for distributed software
middleware [7, 36], which defines a standard component architecture for high performance
computing. The specification is supported from the group called Common Component
Architecture Forum [160]. As an exception to other distributed middlewares, CCA supports
the use of remote peers written in Fortran along with C++, Java and Python support. A
usable implementation of the CCA is the CCAFFEINE framework (see below).
The goal of CCA is to be able to build large scale applications by combining multiple
individual software components. These components are connected via a so-called “provides
port” and “uses port”, the former being a kind of outlet for a service, which is consumed
by a “uses port” (inlet).
CCAFFEINE
The CCAFFEINE framework provides a reference implementation of the Common Com-
ponent Architecture specification (see above) [4]. There seems to be no recent activity
on the project [3], whose major development has been done by the High Performance
Computing Research Division at Sandia National Labs in Livermore.
To build an run the CCAFFEINE, a Java runtime with Java compiler and a Ruby inter-
preter are required in addition to a C/C++ environment [26]. Internally, the CCAFFEINE
uses MPI for message passing.
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A graphical user interface (GUI) exists to setup the component connections for a CCAF-
FEINE simulation. A simulation may also be configured without the GUI from a command
line interface, which may be used in batch mode or interactively.
CCAIN
The CCA Integration framework (CCAIN) is another implementation of the CCA specifi-
cation. The project has been realised by the Los Alamos National Laboratory and has
later been made available to the open source community [25]. The CCAIN project has
been removed from the CCA website, as there seems to be no active project maintenance
anymore.
CoCos
Originally developed to communicate with networks of sensors, the Coordinated Com-
municating Sensors library (CoCos) is a communication middleware with a relatively
low level API. It is being developed by the Brandenburgische Technische Universität
Cottbus with funding from the Deutsche Forschungsgemeinschaft (DFG). It is also suited
to operate in unreliable high latency networks (e. g. wireless networks) and thus allows a
very loose coupling of the distributed components [105, 106, 99].
CORBA
The Common Object Request Broker Architecture (CORBA) is a specification for a
middleware to allow communications in distributed applications. The specification is
developed by the Object Management Group consortium [136].
CORBA explicitly provides mechanisms to deal with heterogeneous environments. As
such, it can also connect peers written in different programming languages. To do so, every
interface that should be usable remotely must be declared with an intermediate interface
description language. These portable interface descriptions can then be converted to a
matching implementation of a supported programming language. Supported languages
include C, C++, Java, Ruby and Python [139].
A very popular implementation of the CORBA specification is named TAO, which is
written in C++ [147]. Being an open source project, TAO may be use without licensing
costs and is available at [137].
COUGAAR
A research project of the Defense Advanced Research Projects Agency (DARPA) [42] led
to a multi agent based framework called Cognitive Agent Architecture (COUGAAR) [73,
39, 159]. It is developed by BBN Technologies [87]. COUGAAR is entirely written in Java
and uses a component model similar to the Java Beans technology [95, 168]. The software
sources are available under an open source license (Cougaar Open Source License) from
[40].
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On specific ability of COUGAAR is its fault tolerant behaviour in situations where
hardware resources may change unexpectedly.
CTL
Following similar mechanisms as CORBA, the Component Template Library (CTL) is
a middleware to allow distributed communication, where remote calls may be invoked
on so-called components [55]. When calling to the remote components, the CTL aims to
provide a highly efficient mechanism to keep the overhead of invoking remote procedures
as low as possible.
The library has been utilised to couple scientific numerical solvers, which have been run
in HPC environments [118, 121].
The CTL implementation is written in C++ and is being used like a language extension,
e. g. the standard template library (STL). It relies on generic template programming and
thus generates code at compile time via the preprocessor. The library is available in the
public domain under the LGPL.
In addition to the C++ components, the connection to modules written in C or Fortran
is natively supported. A special version of the library exists to allow the use of Java based
components [17]. The internal message delivery of the CTL may be exchanged to use e. g.
TCP or MPI.
DIET Agents
The Decentralised Information Ecosystem Technologies Agents platform (DIET) strives to
allow loosely coupled systems of software agents, where each agent is a very lightweight
component [119]. Within the framework, these are being called “infohabitants” which
reflects the original purpose of the framework: information management. The system can
run multiple agents on a single or several machines. As the framework targets lightweight
agents, it has been designed to allow to run O(105) “infohabitants” on a single machine.
The library has been implemented using the Java programming language during an EU
funded project. There has been no public project activity recently.
FIPA-OS
The FIPA-OS is an agent based system which conforms to the agent interaction standard
defined by the Foundation for Intelligent Physical Agents (FIPA) (section A.6). This
agent framework is implemented in the Java programming language and provides the
benefit of being FIPA compliant. Maintenance of this project is very limited and is does
have a public community support [52]. The most recent available version is from March
2003.
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FLAME
The Flexible Large-scale Agent Modelling Environment (FLAME) library has been
developed to simulate biomedical cell simulations, where each cell is represented by a
minimal software agent. FLAME also incorporates the x-agents specification (page 45).
At runtime, this agent steps through different stages of its internal life cycle. The inter-
actions with other agents are specified with an XML like markup language, from which
a code generator generates the corresponding implementation in the C programming
language. Usually, the agents within a simulation follow very similar rule sets. The library
uses MPI for internal message passing.
The library has been developed by Coakley during his PhD thesis [35, 34] and is further
maintained by the University of Sheffield [53].
HLA
The High Level Architecture defines a standard to combine multiple independent simula-
tors, also allowing interactive man in the loop simulations [41]. It has been created by
the US Defense Modeling and Simulation Office. Individual simulators in HLA are being
called federates, with a coupled simulation being a federation. At runtime, each single
simulator is controlled by a “FedExec” module, which are themselves managed the HLA
runtime infrastructure (RTI).
In HLA, a single RTI has to manage the whole coupled simulation. This allows to
control the flow of messages between the individual simulators and enables HLA to allow
fine grained control over the synchronisation of different clock speeds of the individual
simulators. On the other hand, this central management imposes a bottleneck for large scale
simulations: Every message is timestamped and has to pass the centralised communication
component of the RTI, wherein the RTI enforces chronological activity of message flow [43].
Writing a HLA savvy component requires major changes in the existing code, as the
HLA requires detailed control over the runtime of a single component (simulator). With
respect to implementation, a simulator has to implement the federate ambassador interface,
which declares over 40 functions to implement [153]. Rycerz states: “Currently, setting up
distributed applications based on HLA requires tedious setup and configuration” [146].
The High Level Architecture (HLA) exists in different commercial and free implementations
[45]. Just recently there has been some effort to port an agent based artificial intelligence
simulation to HLA [108]. This version supports build-in distributed simulation across
multiple machines, but the scalability problems due to the RTI still remain.
The mature HLA implementations are closed source and therefore not easy to extend.
These HLA implementations have been considered during the evaluation: CERTI, MITRE,
jaRTI, OHLA, PITCH-HLA, Middlesim. At that time, none of them seemed to provide a
RTI which is itself parallelised to reduce this bottleneck.
Although the HLA is considered a mature standard and new implementations appear
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regularly, the standard guidebook dates back to 1999 [107].
ICE
Another middleware whose concept is based on similar ideas as CORBA is the Internet
Communications Engine (ICE) [77]. It is developed by the software company ZeroC [177]
which want to position ICE as a successor of CORBA [75]. As with CORBA, various
programming languages are supported for each remote peer, e. g. C++, Java, Ruby and
Python. The major parts of ICE are written in C++.
JADE
The Java Agent Development Framework (JADE) library is a software framework to
make the development of distributed multi agent based systems feasible [11].
JADE has been selected to be supporting library around which the coupling framework
MUSCLE has been built (section 3.3.2.3 and 4).
The main components of the JADE runtime are the software agents, an agent observer
called agent monitoring service (AMS), which takes the role of a white page service.
Secondly, a so-called directory facilitator (DF), which registers services which can be
announced by the agents (i. e. yellow pages). When exchanging messages, agents commu-
nicate directly to each other (P2P), providing good scaling properties [31]. Agents sharing
the same address space are grouped in one or more container modules, which maintain
dynamic lookup tables for other agents in the platform (Figure 3.1). The containers are
JVM0
container0
white pages
yellow pages
agent0agent1agent2
container1agent3agent4
JVM1
container2agent5agent6
platform0
platform1
JVM0
container0
white pages
yellow pages
agent0agent1agent2
AMS: provides the white pages service
DF: provides the yellow pages service
container: groups one or more agents
Figure 3.1: Elements of the JADE network mechanism
41
3 Base Communication Library
an efficient solution to let local agents share the lookup information. The lookup tables
are required, because the agents may be added and removed to/from the platform at any
time. Agents can also migrate to another machine at runtime, and messages sent to them
will still reach their destination. Migrating agents can be important, if they have to access
large amount of data: In this case, the data must not be copied over the network, which
is usually a costly operation. It is even possible to migrate an agent to a machine where
its codebase is not installed. JADE features a custom class loader, which can transfer the
agent implementation to the target machine.
At runtime, agents may be suspended to a persistent state, i. e. the whole agent can be
dumped to a file on the hard disc. Agents may be launched into a running platform using
these files. JADE also offers a way to directly store agents to a database.
To add robustness to the platform, redundant versions of the DF and AMS can be created
on several machines, which automatically synchronise their state.
If agents within the same container communicate to each other, they do not use the local
loopback device as a dummy network, but instead JADE offers a more efficient shared
memory access to the target agent.
The JADE framework offers full source code access due to its LGPL license model and
may thus be freely extended. It also offers a plugin functionality to e. g. provide additional,
shared functionality for the distributed agents or provide a different network protocol.
Agents can be contacted from different network protocols at the same time. JADE and
also a number of plugins are available from [92].
The whole framework is implemented in the Java language and offers full support for
heterogeneous hardware and networks. It is fully conform to the FIPA standard, which
defines communication mechanisms to interconnect different agent based simulations
(section A.6). JADE has an active community and is widely used (section A.5). The JADE
framework is actively developed and improved with frequent public releases (section A.4).
Jadex
The Jadex framework is a multi agent system, which has originally been developed to
ease the development of complex large scale systems regarding artificial intelligence and
behaviour research [16]. It is written in the Java programming language and focuses on
the internal life cycle of the agents.
To carry out the agent administration and communication between individual agents
at runtime, the JADE agent library is being used. With Jadex, the general purpose
behaviours of JADE are greatly enhanced, allowing clustered settings of so-called beliefs,
goals and plans.
Because it sits on top of JADE, Jadex also supports the FIPA standard. Jadex is actively
developed by the Distributed and Information Systems Group of the Computer Science
Department at the University of Hamburg [15]. Jadex is available in the public domain
under the LGPL.
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jaRTI
The jaRTI library is an implementation of the high level architecture runtime (HLA,
page 40). The project has now been renamed and is called PoRTIco [117]. PoRTIco is
supported by the Australian Defence Simulation Office and Calytrix Technologies. It is
available under the Common Developer and Distribution License. The original jaRTI is
available at [94].
Jini
The Jini is a network platform which allows to build large scale applications which are
based on distributed services [133]. Services announce a remote handle (proxy) at a central
repository, the lookup module of Jini. Components may connect to the distributed services
via those proxies, which must first be obtained from the lookup repository through a so-
called discovery module. So the original nature of Jini is that of a server-client architecture,
without the need for a client to also act as a server.
To make the system more robust against failures, the central modules, lookup and
discovery, may exist in redundant versions on multiple machines.
The whole framework is written in Java and uses Java RMI for network communication.
It was originally developed by Sun Microsystems.
Jini is available in the public domain under the Apache 2.0 License [116].
Currently the project does not see much support and seems to be out of maintenance.
LEAP
The LEAP framework is a specialised version of the JADE agent framework. It is
completely API compatible and any programme using JADE should be able to link to
the LEAP library instead [11]. As the JADE library, LEAP is written in Java.
The LEAP version has originally been developed to better support mobile devices and
brings features at the networking level which are significantly different from the plain JADE
version. The network communication has been replaced with a custom layer which avoids
the use of Java RMI. On top of this layer, a so-called split container mode may be enabled.
This mode allows to fully integrate a software agent, even if the corresponding network
connection can only be opened in one single direction (e. g. due to firewall restrictions). It
also enables to reconnect to agent if the network connection was temporarily not available.
Additionally, the LEAP messaging layer may use specific port numbers on each machine,
which is not possible with plain JADE.
Middlesim
The Middlesim framework is an implementation of the HLA specification (HLA, page 40).
It is similar to jaRTI, but tries to provide a simplified interface. This way, it requires less
effort and wrapper code to assemble HLA components to a combined simulation. The
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Middlesim is written in the Java language and available under the Common Developer
and Distribution License at [128].
The project seems to be out of maintenance.
MPI
The message passing interface (MPI) defines a software standard for low-level communica-
tion between multiple tasks, which are executed in parallel. It is widely use on SIMD like
programmes which are designed to run on homogeneous PC clusters. Different open source
implementations of the standard exist (OpenMPI [163], MPICH2 [129]) and hardware
vendors often provide specific implementations for their cluster computers.
MPI can efficiently send data structures which are available in a continuous buffer (i. e.
one single memory region), using one of the variants of its send routines:
1 MPI : :Comm: : Send ( const void∗ buf , int count , const Datatype& datatype ,
int dest , int tag ) const
Listing 3.3: MPI send, C++ binding
The receiving task has to explicitly connect to the send call, as it has to be done with
socket programming:
1 MPI : :Comm: : Recv (void∗ buf , int count , const Datatype& datatype , int
source , int tag ) const
Listing 3.4: MPI receive, C++ binding
To be able to exchange messages with MPI, the tasks have to be grouped in a so-called
“communicator” (MPI::Comm). Within the communicator, the tasks are being identified
with an index value (int Comm::Get_rank()const).
MSI
Similar to Middlesim, the Multi-Simulation Interface (MSI) tries to simplify the process
of creating HLA simulations [144]. It does so with implementing a model which is similar,
but not identical to HLA. As HLA, it can deal with complex time synchronisation issues,
i. e. synchronising the internal clocks of concurrently executing simulations and human
in the loop simulations. The MSI can group simulations to allow hierarchical coupling
scenarios. It is available to the public domain under the LGPL.
PALM
The Projet d’Assimilation par Logiciel Multiméthode framework (Palm) is a coupling
library based on MPI. It is developed by the European Centre for Research and Advanced
Training in Scientific Computation in Toulouse, France [18]. The tool can be used to
build a simulation from several combined components (called “units”). These components
are executed in sequence and the data between them is passed via MPI. Hence, the
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components are limited to be written in either Fortran, C or C++.
The PALM features a mature graphical user interface which allows to define the connec-
tions between the components. A feature of PALM is the ability to launch components
dynamically at runtime, not requiring to launch all components simultaneously. This way,
components can be started conditionally at runtime.
PALM does not seem to have a public community, but commercial training sessions are
available. The software may be obtained from [162].
RCF
The Remote Call Framework (RCF) is a communication framework completely written in
C++. This solution can only connect C++ peers. Its benefit is the direct integration in
C++ code, without the need to write an interface in an intermediate language [112, 113].
SCIRUN2
The SCIRUN2 is a component coupling framework which is compatible to the Common
Component Architecture (CCA, page 37) [178]. It is developed by the University of
Utah [150]. The SCIRUN2 is implemented using the C++ programming language and is
available to the public domain under the terms of the MIT licence.
The SCIRUN2 brings a rich graphical user interface to define coupling relations of the
components and also to visualise the computed results.
TACO
The Topologies and Collections library (TACO) allows to build distributed programmes
which simultaneously apply the same execution logic to on all remote data sets, i. e. it is
targeted towards SIMD parallel applications [134].
TACO provides a global view of the combined RAM of all connected machines, allowing
to develop SIMD algorithm quite naturally. From the user point of view this is mainly
achieved via so-called “global pointers”. The network communication is internally done
via e. g. MPI or TCP, which is utilised to provide a custom remote method invocation
layer. Taco is well suited to apply collective operations (e. g. gather, scatter, map) on
data sets which live in distributed memory (i. e. different machines).
Taco is written in the C++ programming language and is being used as a template library,
which integrates seamlessly with C++ programming, similar to the standard template
library (STL).
Taco has been developed at the Brandenburg University of Technology in Cottbus [109].
X-agents
The X-agents specification is a formal concept to develop multi agent based systems
[84]. It brings the theory of stream X-machines to agent based simulation [83]. Herein,
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an approach similar to finite state machines is being used to combine different agent
behaviours to process a combined simulation. The behaviours are being executed in a
context which can store data. This custom data may also have an influence on the state
changes.
XCAT
The XCAT is a library to connect distributed components according to the CCA specifi-
cation (page 37). It focuses on bringing components from web services to grid computing:
The XCAT runs on grid systems and uses XML messages which are passed via the SOAP
communication protocol. SOAP is commonly used in web based services.
XCAT has been developed by the University of Indiana [61] and continues a predecessor
implementation called CCA Toolkit (CCAT) [14].
The main XCAT version is written in Java and is also called XCAT-Java [164]. A C++
variant exists (XCAT-C++), but it is out of maintenance.
3.3.1 Library Comparison Results
In order to get the first impression about a particular software library, the quality of
their documentation has been examined and checked against the list of required features
(section 3.1). In a next step, the software has been compiled and installed and a simple
Hello World example has been compiled and executed.
The following measure was to check the current development state of the software. For
example, if there are known problems mentioned in the frequently asked question list. If
yes, this could hint to a somewhat sloppy quality management, as the developers describe
workarounds to problems which arise frequently, rather than attending to them within
the code base. At the same time, the corresponding bug reports have been inspected to
better estimate the severity of a problem.
Another important aspect is the available community support (mailing lists, forums, IRC
channels). This is sometimes the only way to be able to cope with time consuming detail
solutions (i. e. multi language support, compiler or linker problems). The niche products,
like RCF, ASH or TACO have a very small community and the available support and
solutions are limited. Most of the well known frameworks (e. g. MPI, CORBA, Cactus)
have an active community and many common problems have already been encountered
by the users and are thus discussed in the public. Surprisingly, the community support
for HLA and its specific implementations is poor. Apart from a very basic documentation,
the only helpful resource for HLA support seems to be the customer seminars offered be
the vendors of commercial HLA implementations, e. g. [142].
Albeit being a commercial product, the free support for ICE is fairly good. The drawback
only becomes obvious with more specific questions: Here the support team often stops
the free support and refers to the commercial one instead, thus hiding the solution for
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the public.
Among the list of competing software frameworks, the MPI based solutions (like Cactus)
inherit the limitations for spanning heterogeneous networks.
In case of MPI, communication between different specialised MPI implementations still
prove problematic.
Some libraries focus on connecting thousands of very low resource software entities and
ensuring scalability (e. g. DIET Agents), others try to provide no limitation for the
resources a single agent may use (e. g. JADE, HLA). The quality and stability of the
different implementations range from stable (e. g. some HLA brands, Cactus, JADE) to
incomplete or unstable (e. g. jaRTI).
From this preliminary survey, four libraries and specifications stand out and seem to
promise some of the functionality required to build the agent based coupling framework
for complex automata: Cactus, CCA, HLA and JADE.
Cactus for being a mature and robust implementation with good support and efficient
peer to peer architecture (Table 3.3). Although Cactus uses the low level MPI
standard as a transport layer, it offers an interesting feature set, like the steering
support and its well designed plugin architecture. But in general, Cactus has its
focus towards parallel programmes which are designed according to the SIMD
paradigm.
CCA is a promising standard as it explicitly targets high performance computing with
the intention to make it feasible to build large scale distributed programmes via
component composition. Currently the CCA seems to lack a mature implementation
and also the corresponding user base to offer support and provide feedback on the
framework usability and robustness.
HLA has a lot of the required features already in place (Table 3.3). A unique feature of
HLA is its built-in time management mechanism to synchronise all participating
simulations.
It remains unclear if these features are only advertisements in the specification, or
if they bring a benefit to the high performance computing programming practice.
The HLA is not widely used in the HPC community and hence support is probably
problematic when developing HLA programmes for HPC compute clusters.
JADE plays a special role as it is not explicitly designed with HPC computing in mind.
Yet, the feature list is very complete (Table 3.3), the community is very active, the
documentation is good and the source code seems to be extensible. JADE also offers
a modular plugin architecture to extend the base functionality without the need to
change the source code of the core implementation. It supports a great variety of
hardware, even a version for PDAs and cell phones exist (JADE-LEAP-pjava and
JADE-LEAP-midp).
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ASH X X X − ? − − − − − − − X −
Cactus X X X − X − X − − − X − X −
CCA X X − − X − − − X − − − X −
CCAFFEINE X − − − X − ? − − − − − X −
CCAIN − X ? − ? X − − X − − − X −
CoCos X ? ? − ? − − X − ? − X − −
CORBA − X X X X − − − X ? X − X −
COUGAAR X X X − X − − X − X − − X −
CTL X X X − X X − − − ? − − X −
DIET − ? X − ? − − − X − − − − −
FIPA-OS X X X − ? X − X − ? − X − −
FLAME − X − − X X − X − − − − X −
HLA − X X X X − − − − ? X X X −
ICE X X X X X − − − − ? X − X −
JADE X X X − X X − X X X X X X −
Jadex ? X X − ? X − X − ? − X − −
jaRTI − X X X X − − − − − − − X −
Jini X X X X − − − − X X X X − ?
LEAP − X X − ? X − X X X − X − −
Middlesim − X X X X − − − X ? − − X −
MPI − X − − X X − − − − X − X −
MSI − X ? X ? − − − X − − − X X
PALM − ? − X ? − − − X − X − X −
RCF X X X X X X − − − ? − − X −
SCIRUN-2 X X − − X − − − ? − − − X −
TACO X X X − X X − − − ? − − X −
X-agents − X − − X X − X − − − − X −
XCAT − X − − X − − − X − − − X −
Table 3.3: Feature of reviewed coupling software comparison according to requirements
(section 3.1). A feature has only been marked as available, if its implementation
is mature and it is explicitly supported.
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3.3.2 Testbed for the JADE Library
The most promising framework from the above survey is the JADE framework. It seems
to already support some of the required functionality and, first of all, it is a mature MABS
library with an active community.
In order to test JADE to communicate data between numerical simulations, it has been
used to perform a distributed numerical flow simulation. For this purpose, an already
parallel Lattice Boltzmann flow solver has been utilised [58]. It operates on a discrete
lattice and the domain will be partitioned according to the number of intended parallel
jobs.
The code base of the legacy code is written in the C++ programming language. The
original implementation is a complex system for fluid flow, multi phase and free surface
simulations. It may work on uniform or non-uniform grids and the simulation domain can
be fully distributed to multiple tasks to make use of distributed memory computation
clusters [58].
This makes the testbed simulation a distributed SIMD like solver, as the calculation
of each partition follows according to the same rule set. The final complex automata
coupling framework has to be able to be more flexible: the default intended use is to
couple several very different solvers (“hybrid peers”).
3.3.2.1 Flow Solver Numerics
The field of computational fluid mechanics often uses the Navier-Stokes equations to
describe the dynamics of fluids. Important variables herein are the pressure and velocity
field of the fluid at hand.
Approximate solutions of these equations can be calculated using the Lattice Boltzmann
method [123]. Its idea is to solve the fluid dynamics problem at a mesoscopic level. For
low Knudsen numbers ( cτL  1), the achieved results are equivalent to the ones of the
Navier-Stokes equations (see Chapman-Enskog analysis [30]).
The Lattice Boltzmann-method allows an efficient computation, even for complex geome-
tries [63, 62]. Because the discretisation uses a local stencil, the method is particularly
suitable for distributed parallel computation.
The flow solver which has been utilised for this coupling example uses a fluid dynamics
solver whose implementation is based on the Lattice Boltzmann method.
In the used flow solver, this numerical method operates on a uniform grid. Each vertex
within the grid holds a discrete number of distribution functions (fi) for the microscopic
particle distributions. Simulations in 3D often use 19 discrete directions i = 1..19, which
is called D3Q19 model (19 directions in 3D). The corresponding directions ~ei for those
distributions are shown in Figure 3.2, where one of the particle distributions (i = 1) is
quiescent in the middle of this grid vertex, i. e. ~e1 = (0,0,0). For the D3Q19 model, the 19
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illustration by S. Freudiger
Figure 3.2: Discretisation stencil of the D3Q19 model
directions are given as follows:
~ei = c
0 1 −1 0 0 0 0 1 −1 1 −1 1 −1 1 −1 0 0 0 00 0 0 1 −1 0 0 1 −1 −1 1 0 0 0 0 1 −1 1 −1
0 0 0 0 0 1 −1 0 0 0 0 1 −1 −1 1 1 −1 −1 1

(3.1)
In 2D, a common discretisation of the velocity directions is the D2Q9 model with i = 1..9.
Every one of the distribution functions fi represents a microscopic fluid particle, which
moves in the direction given by its vector ~ei. Each iteration step during the computation
has to calculate the 19 distribution functions fi(~x,t) at every lattice vertex ~x.
From these results, the macroscopic values for density ρ = ∆ρ+ ρ0 and velocity ~v within
the fluid can be determined:
∆ρ =
19∑
i=1
fi (3.2)
ρ0~v =
19∑
i=1
fi~ei (3.3)
With ρ0 being the reference density. It is, without loss of generality, set to ρ0 = 1 in the
numerical model.
The computation of the Lattice Boltzmann method is composed of two major steps: The
collision, where the interactions of particle distributions found at a grid vertex for a
specific time are calculated. The other step is the propagation, where the newly available
particle information is being transferred to the neighbour vertices.
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During the collision step, equilibrium functions feqi will be used to apply a relaxation to
the distributions at each lattice point (equation 3.4). This requires to know the density
and velocity (equations 3.2 and 3.3).
feqi (~x,t) = ωi
[
∆ρ+ ρ0(3
~ei~v
c2
+
9
2
(~ei~v)
2
c4
− 3
2
~v2
c2
)
]
(incompressible modell)
(3.4)
with wi =

1
3
for i = 0
1
18
for i = 1..6
1
36
for i = 7..18
During the propagation step, the fluid particle distributions a being moved along their
directions ~ei. As each time step ∆t is normalised with ∆x = c∆t, all particle distributions
directly “arrive” at their adjacent grid points.
The procedure of collision and propagation can be described using the Lattice Boltzmann
equation:
fi(~x+ ~ei∆t,t+ ∆t) = fi(~x,t)− ∆t
τ
[fi(~x,t)− feqi (~x,t)] (3.5)
Herein, the influence of the kinematic viscosity ν of the current fluid is given by the
relaxation time τ .
The transfer between the Navier-Stokes equations and the Lattice Boltzmann equation
can be made due to the following relations:
speed of sound cs =
c√
3
(3.6)
kinematic viscosity ν =
c2
6
(2τ −∆t) (3.7)
pressure p = c2sρ =
c2
3
ρ (ideal gas law) (3.8)
The used flow solver is based on the multiple relaxation time approach (MRT), a variant
of the Lattice Boltzmann method. Herein, the distributions fi will not be modified by a
single relaxation parameter. Instead a local transformation to an equivalent momentum
space is used, after which a more costly collision operator is applied. As a result, the
stability of the numerical model will increase. The extensions due to the MRT model are
applied locally at each vertex and can thus be parallised effectively. The MRT approach
is further described in [46].
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3.3.2.2 Reconnecting The Original Solver
In the original code, the data between the adjacent segment boundaries will be exchanged
using MPI communication. For the testbed application the distributed solvers with their
corresponding domain segment have been wrapped in a software agent and then use the
JADE message transport protocol (MTP) for network communication.
To integrate the sub-domains into the JADE agent environment, every simulation part
(C++) is glued to a Java thread via the Java Native Interface (JNI, section 4.3.1).
These threads execute the software agents in parallel under the umbrella of the JADE
environment. Communication between the different parts of the simulation can now be
done using JADE communication mechanisms. The MPI message layer of the original
code was replaced to pass all messages via the corresponding agent belonging to each
sub-domain. The JADE communication system now synchronises and transfers interface
data of the corresponding subdomains.
In the simulation scenario, a Kármán vortex street has been calculated [98], once with
the original solver and then using the JADE coupling. This way the results of the original
code base could be used to validate the results of the JADE coupling. Figure 3.3 shows
the flow velocity computed with 6 partitions, i. e. 6 parallel executed sub-solvers.
Figure 3.3: Distributed flow simulation utilizing JADE library, colours indicate the fluid
velocity to the right, time t = 5000 ∆t
3.3.2.3 Testbed Conclusion
The JADE library has been used to successfully couple a parallel and distributed fluid flow
simulation. It was also possible to use a C++ code with the JADE library, which itself
is written in the Java programming language (section 3.4) and offers no direct language
bindings for C++.
The JADE agent framework has been selected to provide the supporting middleware for
the complex automata coupling framework. One of the main reasons was its flexibility
regarding heterogeneous hardware, operating system and network support. JADE supports
many features which are useful for the coupling framework (Table 3.3).
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3.4 About Java
Java is a programming platform created by Sun Microsystems1 and first released to the
public in 1995. Programming with Java is well documented in several guidebooks [12, 168,
103, 167, 104, 48]. The name Java refers to two different things:
Language It refers to the specification of the programming language Java.
Runtime The name is also the name for the Java Runtime Environment (JRE) by Sun.
The Java language is comparable to C++, with a bigger emphasis on object oriented
programming (OOP). Java has a garbage collector which is responsible for memory
management and frees unused data automatically. Though having great resemblance to
C++ on the source code level, there are some strict differences. Java is a save language:
with the exception for calls to C/C++ libraries, it is immune to buffer overflow, stray
pointers, variables with undefined state (i. e. if they are not correctly initialised). It is also
not possible to overrun array boundaries. Other as with C++, the order of static variable
initialisation is well defined in Java programmes and thus the behaviour is more robust.
Compiling Java source code and linking to third party libraries works without glitches in
Java, whereas it can be a major inconvenience and time consuming in C++. At compile
time, Java code is not directly transferred to machine code for a specific computer (e. g.
executable or binary). Instead, the compiler generates an intermediate format, which can
be used on any hardware, the bytecode.
The mediator between the bytecode and a specific hardware is the Java Virtual Machine
(JVM). While executing a programme, the JVM uses a just in time compiler (JIT) to
compile the bytecode to platform dependent machine code. As the JIT does exactly know
the hardware it currently runs on, it can highly optimize the compilation for this very
machine. While doing so, the JIT profiles the programme and knows if an optimisation
pays off. This way the JIT can try aggressive optimisations without compromise, as it
can always try again, now with additional knowledge. Of course the JIT compiler requires
some CPU time itself, thus a very short lived programme may not benefit from this
technique.
JVM implementations exist from different vendors (like open JDK or Sun JVM (Sun
actually has multiple JVM implementations: HotSpot JVM [88] (written in C++ and C),
the Maxine VM [161] (written in Java).
Java comes with a huge standard library which contains solutions for many common
programming problems. About all the libraries which are part of the standard Java
distribution are written in Java itself. The Java libraries together with the JVM are also
called Java Runtime Environment (JRE) or Java Development Kit (JDK). The latter
does also include the bytecode compiler and other development tools.
1Now owned by Oracle Corporation
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Architectures: 64 and 32 bit
As with other programming languages, Java makes use of primitive datatypes to efficiently
store characters, logical values as well as integer and floating point values. This is very
similar to languages as C++, C or Fortran. A common problem with primitive integer
and floating point values is their limited precision, which is a tradeoff with the required
storage size. The usual choices are to select between 32 and 64 bit sized values. With
languages as Fortran, C and to some extend also C++, the predefined size for a datatype
may change when compiling on a different hardware architecture (64 versus 32 bit). With
Java, this is always guaranteed to be the same specified precision and size (Table A.2),
regardless of the underlying hardware architecture.
As coupling various software solvers may not only combine code from different program-
ming languages, but also span different hardware architectures, this becomes an important
matter.
Endianness
The byte (or bit) order within a data block (e. g. a 64 bit double) is called endianness.
The two cases with which byte to begin are called big-endian and little-endian. With
different hardware architectures come different preferences for the endianness. This only
proves a problem when data is yielded from one mechanism and to be interpreted by the
other one.
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The following chapter is dedicated to the developed coupling framework. It has been the
software foundation within the EU project COAST, where it has been used to develop a
coupled simulation according to the complex automata paradigm (section 2.1). Therein,
multiple differing simulations should be coupled with an agent based approach (section
3.1).
Along with the development progress, the software framework has been released to the
public domain under the name Multiscale Coupling Library and Environment (MUSCLE)
[68, 70] with an accompanying guide for developers [69].
Implementation wise, the framework consists of three major parts:
Core library The core implementation of the coupling framework. It executes the sub-
solvers and establishes connections between them. All the message passing is done
via the core library. The MUSCLE core library uses the JADE library internally
and has been implemented in the Java programming language. The description can
be found in section 4.1.
Setup system The setup of a coupled MUSCLE simulation has to deal with different
aspects: declare the sub-solvers to be used, define the interactions between all outlets
and inlets, assign conduits for data mapping and also specify all the properties which
specify the computation domain and details about the actual numerical problem.
To be able to maintain all these settings in a feasible manner, MUSCLE uses a
separate setup system, which is especially suited to express all configuration areas
in a human readable and writable manner (section 4.2). This has been written in
the Ruby programming language.
Native library The MUSCLE native library provides means to integrate sub-solvers
written in C++, Fortran or C into a coupled simulation (section 4.3). This library
has been implemented using the C++ programming language and establishes a
bridge to the MUSCLE software agent.
4.1 MUSCLE Core Library
The core implementation of the MUSCLE library provides the functionality to develop
and run distributed multiscale simulations consisting of different coupled solvers. Herein,
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the JADE library has been used to provide the basic infrastructure for distributed software
agents (section 3.3.1). From the JADE point of view, every sub-simulation of a coupled
setup is a single software agent. The core implementation has been written using the Java
programming language.
The implementation of the MUSCLE core has been written in a manner which makes
best use of the used agent library JADE. Hence JADE is itself completely written in Java,
the core parts of the coupling framework itself have been written in Java, too.
Apart from this, the main implementation language is always a tradeoff between several
important topics:
runtime speed Which depends on CPU clock, cache sizes, memory bandwidth, compiler
efficiency etc.
memory footprint Storage and management of large scale data structures, overhead for
object allocation.
profiling support Analyze application at runtime to detect CPU and memory hogs or
bandwidth critical parts.
feature set Richness of standard library and popular third party libraries.
documentation and support Usefulness of available documentation, code examples and
community support. Also applies to any third party libraries being used.
compiler quality The compiler gives shape to the important features runtime speed and
memory footprint and is thus crucial for the final application. It also determines
how (or if at all) the framework can be used in future projects. Furthermore the
compiler determines for/on which platforms/operating systems the framework can
be build.
The MUSCLE library directly inherits three of its core components from the JADE
library. The most prominent component of JADE is its basic software agent class, called
jade.core.Agent. The JADE library itself uses specialised versions of this base agent e. g.
for the implementation of the agent monitoring service (white pages) and the directory
facilitator (yellow pages) (page 41). Three MUSCLE classes extend the base JADE
agent to be able to facilitate the functionality provided by JADE and thus have a “is a”
relationship to the jade.core.Agent in terms of software inheritance:
• One of these three MUSCLE components is the solver agent, which wraps and
executes the main user code (i. e. software solver). Its relationship to JADE is
depicted in Figure 4.1. This is the MUSCLE agent and it is further described in the
following sections, especially section 4.1.4.
• As the white pages and yellow pages in JADE, MUSCLE uses a utility agent called
plumber, which itself also is a jade agent (Figure 4.2). Its description can be found
in section 4.1.3.
• The third MUSCLE component which inherits functionality from the base JADE
56
4.1 MUSCLE Core Library
jade agent
muscle agent
solver
1
outlet
*
inlet
*
temporal scale
spatial scale
1
1
Figure 4.1: The MUSCLE agent inherits from the core JADE agent and thus allows a
direct access to the JADE functionality
jade agent
plumberconnection scheme
inlet announcements
outlet announcements
1
*
*
Figure 4.2: The plumber is a MUSCLE agent which has an “is a” relationship to the
JADE agent
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agent is the conduit implementation (Figure 4.3). Conduits are responsible to map
the sender data to a format appropriate for the receiving solver (section 4.1.2).
jade agent
conduit
1
receiver
filter
1..*
jade cyclic behaviour
resource strategy
Figure 4.3: The conduit inherits functionality from a JADE agent and uses a recurring
behaviour to pass messages to the receiving agent
4.1.1 How MUSCLE Works
The coupling framework makes it feasible to combine multiple existing simulations, letting
them contribute to the solution of a bigger, combined problem. At runtime, the individual
sub-solvers may communicate with each other to exchange intermediate results.
Every single sub-solver operates under the hood of a software agent and all the solver
logic is encapsulated by the enclosing agent. This is also true for data belonging to a
solver: it is wrapped and protected by the agent. The agent communicates with other
agents on behalf of its underlying solver and is responsible to perform all the operations
required to establish the necessary network connections. Looking from outside the agents,
the network activity has no knowledge about the internals of a sub-solver and thus may
be developed independently. From the communication point of view (i. e. from “outside”
the agents), the sub-simulations are a network of interacting software agents (Figure 4.4).
Inside the agents, the sub-solvers do the numerical calculation and communicate with
other sub-solvers via the corresponding agents. Each agent has an arbitrary number of
inlet/outlet slots to do so (Figure 4.5).
In some cases, these sub-solvers will be newly written to be part of a coupled simulation.
As such it would be easy to do the implementation according to the terms of the coupling
library:
• implement the given mechanism to automatically launch the sub-simulation
• pass the corresponding configuration file while launching
• use the frameworks’ preferred data types within the sub-solver
• identify the other communication partners with the semantics of the coupling
framework (e. g. IP address/port with TCP or communicator/rank combination
with MPI)
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agent
agent
agent
agent
agent
agent
agent
agent
Figure 4.4: MUSCLE network of agents
agent
solvermultiple inlets
multiple 
outlets
Figure 4.5: Wrapped solver with access to inlet/outlet slots of its agent
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• introduce synchronisation points/barriers with a mechanism provided by the frame-
work
• decide when to stop/finish the simulation
Yet, this is not the case for existing solvers, which have probably not been programmed
with any coupling interaction in mind. These legacy solvers are considered to be the
common case for a coupling scenario, which makes their easy integration a primary
challenge.
MUSCLE agents play an important role when integrating a sub-solver into a coupled
simulation. They act as a kind of mediator between the functionality of the framework and
the logic of the raw sub-solver implementation (Figure 4.5). MUSCLE has been written in
a way which puts as much of its functionality as possible into the core framework and the
agent implementation, yielding only the necessary parts to the bridge between agent and
solver code. This makes the interface between solver code and agent very “thin”, which in
turn leads to an easy integration of the solver code, as there are only very few relations
between the solver code and the agent hull to implement.
At runtime, the solver logic will be called within the scope of the agent and thus has
direct access to the functionality of the agent (i. e. member variables and methods). An
empty sub-solver agent implementation has to be filled in three places to bring in the
solver logic:
1. specify the temporal and spatial scale of the sub-solver, if appropriate
2. announce the inlet and outlet connections
3. execute the sub-solver (e. g. via calling its “main” function)
These three stages are further described in the following sections.
4.1.2 Coupling Relations and Message Flow
When a data message is being delivered, the start- and end-points of the connection are
explicitly known. For coupling two participants, both have to take action. Within low-level
network communication like TCP, the sending side opens a connection to the destination
and the destination opens a connection to the sender. A handshake operation confirms
the connection and data may be passed. The start- and end-points of the connection are
identified with an IP address and port. A similar concept is used by the MPI standard,
where the start- and end-points are specified with a “communicator” and a “rank”. As
with a port number, the rank is a simple integer number which might not be chosen freely:
the port needs to be free on the corresponding machine and the MPI rank depends from
the number of members of the communicator.
With low-level communication as TCP or MPI, the start- and end-points must be explicitly
used within the code on both sides of a connection. Hence the coupling graph of multiple
connected programmes is defined from within the code of every participating solvers. This
approach is not practical if different existing solvers are to be coupled together. Once a
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sub-solver is ready to be used with the coupling framework, it should not be necessary to
alter its codebase just to define another coupling scenario.
This is why MUSCLE takes a special approach at how the coupling relations are defined.
Here, the coupling relations are defined from the outside and not explicitly from within
the individual solvers. When a sub-solver has data to send, it does not explicitly name
the target sub-solver. Instead it passes the data to an “outlet”, which is responsible for
a special data content. This way the outlets are not directly associated with a specific
destination sub-solver, but they are bound to a content of data. At each point where a
sub-solver yields data, it does so via a dedicated outlet. The sub-solver connections to
the outside (i. e. other sub-sovlers) can now be implemented independently, without the
need to know the specific coupling scenario.
The resulting coupling-enabled sub-solver may be used with different groups of other
sub-solvers, probably participating in various simulations. Likewise, a sub-solver of a
coupled simulation setup might be replaced with another sub-solver, probably running an
optimised codebase or being based on a different numerical model.
On the receiving side, the inlets work according to the same concept as the outlets do: a
sub-solver receives a special content of data via inlets, but must not specify the origin (i. e.
sending sub-solver). The outlets and inlets are defined and announced to the wrapping
agent before the actual sub-solver execution occurs (section 4.1.1).
Looking from the outside, a sub-solver has several data consumers (inlets) and data
providers (outlets). These have to be connected to couple the sub-solvers. Which pair of
outlet/inlet has to be coupled is specified in the so-called connection scheme and is part
of the configuration file belonging to a MUSCLE simulation.
Since each sub-solver probably uses a custom data format to store and interpret the data
it passes to an outlet, it is unlikely that the receiving sub-solver is able to directly use
(i. e. interpret) this data. For example, the sending sub-solver might store multiple three
dimensional load vectors as single array of groups of x,y,z values, as shown in description 1.
Whereas the receiving sub-solver might use another data format, like the one shown in
{x0, y0, z0, x1, y1, z1, . . . , xn, yn, zn}
Description 1: Example output format of the sending sub-solver
description 2, which is a common consecutive one dimensional representation of three
dimensional array structures. Or maybe one sub-solver stores the data in a format where
{x0, x1, . . . , xn, y0, y1, . . . , yn, z0, z1, . . . , zn}
Description 2: Example output format of the receiving sub-solver
a special object is being used for each vector, to which pointers are stored in an array or
linked list.
As it should not be required to alter the internal data representation of a sub-solver for a
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coupling scenario, MUSCLE provides a mechanism to map the data from the sender to a
format which could be used by the receiver. This is done outside of the sub-solvers in a
so-called conduit. The conduit can intercept the data as it is being passed from an inlet
to the connected outlet.
In order to connect the outlet data with the format from description 1 to a sub-solver
which is expecting a data format at its inlet, like the one from description 2, a conduit
can translate the data to the required format (Figure 4.6).
conduit
x0, x1, . . . , xn, y0, y1, . . . , yn, z0, z1, . . . , zn
x0, y0, z0, x1, y1, z1, . . . , xn, yn, znsender outlet
receiver inlet
Figure 4.6: Mapping the load vectors from sender (description 1) to receiver format
(description 2)
If a conduit is necessary to map the data for a connection, it is specified along with the
outlet/inlet pairs within the configuration file for a simulation setup (Listing 4.6). Most
simulation setups require custom conduit implementations. Thus, the conduits probably
belong to a specific coupling scenario and their reuse is unlikely.
Nevertheless, the mapping implementation of a conduit often involves similar steps:
reshaping of array data, multiplying or dividing with constant values, project 3D data to
2D or applying coordinate transformations. These general mappings may be grouped in
so-called filters. MUSCLE provides a special kind of conduit, which acts as a container
for these filters. Therein, an arbitrary number of filters can be applied to map the data
to a format understood by the receiving sub-solver. Within the conduit, the data from
the sending sub-solver is processed by each filter in succession and then passed to the
receiving sub-solver (Figure 4.7). The filter mechanism is similar to the common pipes
and filters architecture [19].
agent
solver
outlet
filter0   ...   filtern
conduit
agent
solver
inlet
Figure 4.7: Mapping output data to input format using a chain of filters
The filter(s) for this conduit are specified within the connection scheme part of the
configuration file. The setup system passes the filters to the conduit which dynamically
builds its filter chain at runtime.
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An example conduit to do the data mapping depicted in Figure 4.6 could use the
implementation shown in Listing 4.1. This piece of code might be useful within other
conduits as well. If put into a filter module, it can also be specified within the configuration
file to be part of a filter chain to do more complex mappings. For example, it could be
combined with a filter which does a projection from 3D to 2D, thus yielding an array of
2D load vectors to the receiving sub-solver.
This filter mechanism serves as a convenient mechanism to facilitate coupling scenarios
more quickly. The concatenation of filters is not always an optimal solution regarding
memory and CPU usage. If there are memory or speed constraints to consider within a
conduit, it should probably be written as a dedicated implementation, thus creating a
monolithic conduit which does not rely on any previously created, more general filters.
1 int vec_count = s r c . l ength /3 ;
2 double [ ] dst = new double [ vec_count ∗ 3 ] ;
3
4 for ( int i =0; i<vec_count ; i++) {
5 // map x
6 int src_index = i ∗3 ;
7 int dst_index = i ;
8 dst [ dst_index ] = s r c [ src_index ] ;
9 // map y
10 src_index = ( i ∗3)+1;
11 dst_index = vec_count+i ;
12 dst [ dst_index ] = s r c [ src_index ] ;
13 // map z
14 src_index = ( i ∗3)+2;
15 dst_index = ( vec_count ∗2)+i ;
16 dst [ dst_index ] = s r c [ src_index ] ;
17 }
Listing 4.1: Exemplary algorithm to map the load vectors according to Figure 4.6
Along with the different data format for the outlet and inlet of a coupling connection, the
size of the data may also change significantly during the mapping procedure. This is e. g.
the case for 3D to 2D projections mentioned above, which would lead to strongly reduced
data on the 2D end. A difference of factor 2 would result if the precision of floating point
data has to be changed (e. g. going from double to single precision). Another case for
very different data sizes exists if the output data from the sending sub-solver is being
used to trigger an action on the receiver side. Here the conduit could scan the input data
for its maximum value and pass a single true or false value depending on a threshold
to the receiving sub-solver. For all these cases, it is usually preferred to only have to
transfer the smaller amount of data over the network. For the 3D to 2D example, this
would mean to do the mapping first and then transfer the smaller data via the network
(Figure 4.8). To achieve this, the conduit can move itself to either side of the network.
That is, the conduits executing object is being serialised and transferred to the machine
where the designated sub-solver (i. e. the sending or receiving side) is located. The current
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agent
solver
outlet
     
agent
solver
inletconduit network
bigger 
data size
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data size
Figure 4.8: The conduit positions itself at the agent where the smaller amount of data
has to be passed over the network connection
mechanism does move the conduit only once at initialisation, so as not to introduce any
delays during the execution of the coupled simulation. This is generally sufficient, as
the relation of data sizes between sender and receiver is implicitly given by the conduit
mapping algorithm and does usually not change at runtime.
With many setups, the connected sub-solvers depend mutually on each other, e. g. the
setup from section 4.4.1. That is, the dependency between a number of sub-solvers has a
“circle structure” (Figure 4.9). Each of the sub-solvers could have an execution loop where
j
agent
i
agent
k
agent
Figure 4.9: Dependency circle of connected sub-solvers (i, j, k)
it requires input data to be able to continue and process its output data. Such a main
execution loop is shown in Listing 4.2
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1 for ( int s tep=0; ! w i l l S t op ( ) ; s tep++)
2 {
3 // read from an i n l e t
4 i n bu f f = in l e tA . r e c e i v e ( ) ;
5
6 // use i n b u f f to c a l c u l a t e r e s u l t s f o r curren t s t ep
7 // . . .
8
9 // pass in t e rmed ia t e r e s u l t s to an o u t l e t
10 out letA . send ( outbu f f ) ;
11 }
Listing 4.2: Basic execution loop with output depending on previous input data
In order to run the simulation, one sub-solver has to provide an initial set of data, since it
can not receive anything before its first iteration. For a single coupling setup this provides
no problem, but if the very same sub-solver is to be used within another coupling setup,
it might not be the first one in the circle and thus does not need to provide an initial data
set. The message passing system in MUSCLE provides a solution for this dependency
circle problem.
The coupling relations between the sub-solvers are not explicitly named from within the
sub-solvers (see above). This way the receiving sub-solver does not have to choose itself
from where the data is being sent. It receives the data on its inlet, as soon as there is
data available. Now, it is possible to configure a second source for an inlet within the
configuration file: one for the standard connection and one for the source of the initial data.
The initial data can be send from a minimal “sub-solver” agent, so the configuration file
defines two different sources for the inlet of sub-solver i: One from the initial data agent
and the other from the sub-solver j (Figure 4.10). After the initial data has been sent,
this agent terminates. On the following iterations, the inlet will be fed by the standard
source sub-solver j. The active coupling setup will now be the one from Figure 4.9.
4.1.3 The Plumber Agent
After the simulation has been launched, the so-called “plumber” agent (muscle.core.
Plumber) is responsible to configure the outlet/inlet connections. It relies on the connection
scheme data to do so. The connection scheme can tell the start- and end-points for any of
the configured coupling relations. The corresponding inlet for the calling outlet can thus
be fetched from the connection scheme.
At simulation startup, the plumber agent gets hold of the connection scheme and first
checks for possible deadlocks. This is a critical feature when creating and examining con-
nection schemes. The current implementation for deadlock testing “unrolls” the predicted
communication chain and checks if all requested data can actually be provided (for a
given time) by the simulation setup.
Subsequently, the plumber agent creates (spawns) the conduit agents for each connection,
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j
agent
i
agent
k
agent
initial
agent
Figure 4.10: Dependency circle of connected sub-solvers with special agent to provide
initial data
as soon as both participating agents have announced themselves at the plumber. This
procedure is depicted in Figure 4.11.
solver solver
plumber
announce self
(step 1) announce self(step 1)
spawn
(step 2)
conduit
connect
(step 3)
connect
(step 3)
agent agent
step 1: required CAs are launched
step 2: new CAs announce them-
selves at the plumber
step 3: the plumber spawns desig-
nated conduit
step 4: conduit and the sink and
source CAs form a peer to
peer channel
Figure 4.11: Conduit spawning sequence
66
4.1 MUSCLE Core Library
4.1.4 Agent Lifetime
In MUSCLE, every sub-solver is being executed under the hood of a software agent. This
agent is an extended version of the standard JADE agent and thus is itself being executed
under the hood of the JADE library. Three major stages are triggered for an agent under
the control of the JADE library:
1. The agent is being instantiated via the JADE agent toolkit. This also involves a
registration at the white pages agent of JADE. This is only possible, if the name of
the agent does not already exist in the running platform. Otherwise the agent is
terminated at this stage by the JADE library.
2. Next, the agent enters its setup stage. Herein all the MUSCLE related initialisation
takes place (section 4.1.4.1).
3. After the setup is complete, the agent enters its main execution loop. In JADE, this
stage is called the agent life cycle (section 4.1.4.2).
4.1.4.1 The Setup Stage
A MUSCLE agent can be configured with an argument list which is passed to the agent
via the setup system from outside. The arguments define if the agent should either enter
its normal execution procedure, or otherwise just print a description of its inlets and
outlets and then quit. Any other arguments are forwarded to the argument list of the
underlying sub-solver. This is similar to passing an argument list to the solver on the
command line (i. e. the arguments passed to its main function).
After the arguments have been parsed, the agent will post a notification to its observers,
passing information about the sub-solver (e. g. the name, inlet and outlet declarations).
The observers can be used to add plugins to all agents, without altering any agent code.
This way e. g. a graphical user interface can be added to receive information about all the
agents or to log the state of sub-solvers in the simulation for debugging sessions. As a
default, the agent does not use any observers, so no extra execution time is required here.
4.1.4.2 Main Life Cycle
As a last step, the agent enters its main life cycle. Within the life cycle, the agent is a
fully activated member of the running JADE platform. The agent will not leave this stage
until it is explicitly terminated. This is comparable to the main event loop of a standalone
programme.
Herein the agent first communicates with the plumber agent, which is responsible to
couple all the sub-solvers (section 4.1.3). Because all agents may be executed in parallel
on different machines, it is possible that they are being launched before the plumber
agent. Thus, the agents at this point will wait for the plumber to become available. Then
they announce all their inlet and outlet declarations to the plumber.
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Next, the agent tries to connect all its outlets to a destination. This is either a conduit
leading to the appropriate sub-solver, or a direct connection to the sub-solver if there
is no conduit required (section 4.1.2). As soon as all the outlets have been connected,
the agent executes its encapsulated sub-solver. The agent does not need to wait for the
inlets to be connected, as they are used in a blocking manner. That is, the sub-solver
will need to wait anyway for the data to arrive at an inlet. This way the sub-solver can
begin its calculation asynchronously, before all the other agents have finished their setup
procedure. If the inlet required at a later point within the calculation (e. g. at the end of
each iteration), this can reduce the duration of the overall coupled computation.
Before the sub-solver is started, the agent communicates with the white pages and the
plumber and couples all outlets to their conduit (or directly to the particular sub-solver).
All this interaction is only done once and does not interfere with the sub-solver execution
(Figure 4.12).
white pages
agent
plumber
multiple conduits
step 1 step 2
step 3
step 4
Figure 4.12: Communication carried out to integrate an agent to a coupled simulation
4.1.4.3 Message Delivery
During the computation, the communication between the coupled sub-solvers should be
as fast as possible. Hence all the coupling setup is done only once at agent startup and
thus does not slow down the execution of the sub-solvers at a later time. The outlet and
conduits have all the information required to connect to the target. This is configured
once at the coupling setup and then cached for fast access during the main calculation.
The following steps have to be addressed to deliver a data message to the receiving
sub-solver:
1.MUSCLE figure out the intended target agent of the message
2.JADE determine its remote location
3.MUSCLE determine to which inlet the data should be passed at the remote agent
4.MUSCLE apply conduit mapping to the message data (if any)
5.MUSCLE persist the message for network transfer (serializing/marshalling)
6.JADE actually send the message across the network
7.JADE receive the message and put it to its target agent
8.MUSCLE extract the message content (deserializing/unmarshalling)
9.MUSCLE apply conduit mapping to the message data (if any)
10.MUSCLE put the message to the intended inlet slot
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To carry out the message delivery, MUSCLE can delegate the steps 2, 6 and 7 to JADE.
The agent lookup (step 2) is done by the JADE white pages (called agent monitoring
agent, AMS), which keeps track of the location of the agents of a JADE platform. Steps 6
and 7 are carried out by the JADE internal message transport protocol (IMTP) [11].
As the core components of MUSCLE are written in Java, it is possible to serialize and
deserialize complex data objects as well as transferring simple array buffers (steps 5 and
8). With MUSCLE this is even possible if there is no default serialisation mechanism
for a data structure (i. e. not all objects implement the java.io.Serializable or java
.io.Externalizable interface), MUSCLE provides a fallback mechanism: the stream
serializer XStream [176] is being used to transfer the data for these rare cases.
The other core components of MUSCLE are responsible to carry out steps 1, 3, 4, 9 and
10: For steps 1 and 3 , the plumber is required, who determines which outlet from an
agent should be connected to which inlet at the receiving agent. If the connection uses
a conduit, it is responsible for applying the filters to the message data, steps 4 and 9
(section 4.1.2).
The steps responsible to determine the path of the message to its target (steps 1, 2, 3,
and 10) are preconfigured during the setup stage, before the actual sub-solver execution
starts. They are cached within the outlets, without any further lookup required.
Next to the message delivery mechanism, MUSCLE provides a way to notify the sender
of a message if the receiver can not allocate sufficient memory to hold the message. This
might be the case, as the connected models may have different purposes and different
memory requirements. In such a case, the receiver can call back to the sender and post
a notification to tell when sufficient memory is available. The sender now re-sends the
message. This happens internally in the MUSCLE message delivery and does not have to
be implemented by the sub-model developers.
4.1.5 Multiscale Operation
The sub-solvers in a coupled MUSCLE simulation may be dedicated to solve different
numerical problems. Keeping the scales separated will actually result in an overall
computational speedup compared to a (monolithic) model coupled at the finest scale.
When a sub-solver is wrapped into a software agent to be able to join a MUSCLE
simulation, it is usually configured to allow for participation in different simulation setups.
Any requirements which are special for the current simulation setup are implemented in
the conduit functionality and configured via the parameters passed from the configuration
file (section 4.1.2).
While data is being passed from a sub-solver outlet to the inlet at the receiving sub-solver,
the format of the data may be adapted using a conduit, which includes the mapping
logic, often specific for an individual coupling scenario. Thus, the sub-solvers carry out
the numerical computation and the conduits are responsible for the coupling interactions.
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The more the conduits know about the outlet/inlet which they connect, the better they
can ensure that the connection scheme is valid. The only mandatory information at both
ends of the conduit is the particular data format. Now, the passed outlet/inlet data is
usually custom for each sub-solver. But the particular sub-solver usually belongs to a
spatial and temporal scale it operates on. This can be used as information of the conduit,
to tell if the connected outlet/inlet can be assigned in terms of the scales at both ends.
This way, the conduit has two kinds of information to verify a coupling interaction: The
data types at both ends must match, and the scale information must be compatible too.
The description of the scales is assigned to a sub-solver using SI units and it is directly
expressed within the implementation of a sub-solver agent. This way, the scale information
is not only readable by the programmers, but can be evaluated at runtime, thus being
available to MUSCLE, too. To express and compare the SI units within the programme,
an SI units library has been utilised [97].
Usually, the inlets/outlets directly inherit the scale description from their host solver.
Otherwise, a separate scale description might be added to an outlet or inlet. This
information can now be used for two purposes.
During conduit/filter implementation
When implementing a mapping procedure, the conduit (or filter) can be written for more
general cases, as they could use the scale information to take care of their mapping, e. g.
from coarse to fine temporal scales (i. e. via interpolation) without the need to know the
precise scales within their code. This could even be done without explicitly configuring
the filter from the outside, as it can determine the ratio of the two time scales according
to the scale description at both ends.
At the sub-solver start
The scale information is also being used at the setup stage. Here the conduit will check if
the scales at both ends are compatible. As the scales of the connected sub-solvers may be
different, the conduit has to know how the scale information changes during the mapping
of the data.
If the data is mapped directly from outlet to inlet format within a custom conduit
implementation, the conduit does know its own mapping procedure and if it can match
the incoming scale to the outgoing one. If the conduit itself consists of a chain of filter
modules (section 4.1.2), it has to gather the scale of its incoming and outgoing ends from
the individual filters. In order to do so, the filters can expose the scale of their incoming
side. This is usually computed during the initialisation of the filter, depending on the
required output scale of the filter. Thus, the filter applies a general mapping procedure to
the scale description itself. This allows to evaluate the cumulative scale mapping of all
combined filters. As this mapping is applied at runtime, this also works for an arbitrary
combination of filters.
Now the conduit can apply all the scale mappings from one end, via all the filters, and
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see if the result matches the one for the other end-point. This validation is only done
once while the conduit connects to its both sub-solvers and so does not slow down the
message passing during computation.
Next to the mapping of scale information, the data type at both end of the filters is
evaluated for the two end-points of the conduit. This is also being used to determine if
the coupling connections are valid. To enable this preflight check also for the sub-solver
connected directly, i. e. without requiring a conduit mapping, a temporary conduit is
being used at launch time to connect these two sub-solvers. It validates the scale and
data type information and terminates itself.
In case of incompatible couplings, the MUSCLE framework will follow the fail fast principle
[151]. As such, a simulation will not run if either the scale or data type of any of the
connections can not be mapped between outlet and inlet and will immediately bail out.
4.2 The MUSCLE Setup System
A MUSCLE simulation has the ability to integrate different kinds of sub-solvers which may
run on distributed hardware systems. These connected machines may feature heterogeneous
hardware and operating systems. Due to all these interacting aspects, the configuration
of the whole coupled setup and also the actual launching of the individual sub-solvers
become a significant topic to be considered.
Configuring a coupled model has three important setup stages: first, the necessary sub-
solvers have to be prepared and glued together.
Then second, the setup phase where a specific simulation scenario will be configured:
providing a geometry, boundary conditions and other input parameters, defining a termi-
nation criterion and choosing how the results should be dumped for visualisation. This
kind of setup also has to deal with the runtime infrastructure where the simulation will
actually be processed. For distributed HPC systems like large scale compute clusters it
usually makes a difference if data should be dumped locally or to a shared file system.
The third setup phase addresses actually running a simulation. The programme has to
be configured individually for different distributed hardware environments or operating
systems (homogeneous/hybrid, slow or fast network, shared global or separated local file
system). Furthermore, the programme has to be launched, i. e. deploy the individual jobs
to the available machines. This last step, where the simulation is actually deployed and
executed, is often very different depending on the given HPC environment, most of which
use batch queueing systems, requiring specific configurations.
A common approach is to use some kind of configuration file, which expresses the current
setup and is able to pass additional parameters to the programme. Configuration files are
often written as plain text files subsequently being parsed by the programme at startup.
This easy to maintain interface to the programme is suitable to be human writable and
readable. It should be possible for everybody who actually uses the programme to write
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this configuration file. This includes also people who are not involved in the development
of the programme and do not necessarily know its source code. The configuration file is
the bridge between user and programme.
For a MUSCLE simulation, there are different aspects related to the setup of a coupled
simulation. This requires a configuration mechanism allowing to express all these topics
in a manner also suitable for non-programmers.
1. The most important configuration part is the declaration of the involved sub-solvers
together with their coupling interactions (connection scheme). This is specified in a
configuration file specific for each coupling scenario.
2. The aforementioned configuration file also contains custom settings for the coupling
setup, as e. g. the computational domain or termination criteria (e. g. number of
time steps).
3. Similar to the above settings, the individual sub-solvers may need to know properties
related to this very simulation setup, like the proper temporal and spatial scales,
domain settings or discretisation levels. Hardware resources like a minimum stack
size required for special algorithms may also be configured here. These settings are
also specified in the configuration file, together with 1 and 2.
4. Usually the sub-solvers can also be used as standalone programmes. As such, they
probably require special configuration settings, which do not depend on the context
of the overall coupling setup. These are configured as the individual sub-solver
requires, probably in a separate configuration file or via environment settings. This
involves the setting of output directories and dump frequency or switching between
execution modes like debug and release or setting the logging verbosity.
5. In addition to configuration aspect (4), the coupling framework also has configuration
properties which are independent from the current coupling scenario (selecting
machine dependent library paths, debug/release modes or assertion activation).
This can be configured in different places: There is a default configuration which is
suitable for most machines. This may be extended or replaced by machine specific
settings. Also, every user may add or alter these setting with a custom settings file.
MUSCLE also allows to define these settings ad hoc via command line options.
6. Other configuration parameters allow the user to define on which machines the
individual sub-solvers (and the plumber and white pages) should be launched. The
default behaviour is to spread the sub-solvers evenly to the available machines. If
some sub-solvers should be grouped together or launched on specific hardware, this
can be configured via the command line interface. Here one can also specify if a
machine may only be reached via specific ports (e. g. because of firewall restrictions).
In order to configure all these setting in a maintainable manner, a custom setup system
has been developed. This takes all the user defined configuration properties and command
line arguments, determines operating system specific paths, looks for hardware resources
like available memory and number of CPUs and subsequently launches the distributed
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simulation with the appropriate settings for each sub-solver and machine (Figure 4.13).
configuration file
setup system start plumber
operating system
command-line arguments start multiple agents
start white pages
hardware (machine)
Figure 4.13: Launching a simulation via the setup system
For the implementation of the setup system, the Ruby programming language has been
used [165, 145] which allows to interact with the operating system and file systems in a
flexible platform independent manner. Thus, the configuration mechanism is the same for
every machine. Because the major parts of the setup are specified in the configuration
file for each coupling scenario, this file can be written in a “mini programming language”,
specially designed for the coupling framework requirements. These kind of languages are
also called domain specific languages (DSL) [57, 65]. Within the configuration file, all
standard Ruby programming constructs may also be used next to the DSL syntax for
maximum flexibility (Listing 4.8). These mixed style DSLs are called internal DSL ([57,
65]).
Even though the setup system has been implemented in Ruby, MUSCLE can be used
without a Ruby version installed on the target machines. The setup system can be executed
in Java along with the MUSCLE core library, which is possible due to the jruby library
[135, 85].
Within the configuration file, the sub-solvers taking part in a simulation are declared as
shown in Listing 4.3. In this example, two sub-solvers are declared using the add_solver
statement. The last item of the declaration specifies the class name of the corresponding
agent implementation (e. g. solvers.Wind), to which an alias name is being assigned
(wind). This name is used within the connection scheme declaration to refer to this
sub-solver. At runtime, the agent for this sub-solver is registered at the white pages using
this name.
1 add_solver "wind" , " s o l v e r s .Wind"
2 add_solver " br idge " , " s o l v e r s . Rig idBr idge "
Listing 4.3: Agent declaration in configuration file
The connection scheme for this setup can now be declared (Listing 4.4).
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3 attach "wind" => " br idge " do
4 t i e " load_vectors "
5 end
6
7 attach " br idge " => "wind" do
8 t i e " su r f a c e "
9 end
Listing 4.4: Connection scheme declaration in configuration file
The connections from one sub-solver to another sub-solver are specified within an attach
block. Herein all the outlets and inlets of the same pair of sub-solvers are specified for
one direction. Each outlet to inlet connection is declared using a so-called tie statement.
As the corresponding outlet and inlet names usually have different names assigned within
their respective agents, the tie statement usually has to know two different names, one
for the outlet and one for the receiving inlet (Listing 4.5). As the tie statements are
grouped within the attach block, it is always known to which sub-solver the outlets and
inlets belong.
3 attach "wind" => " br idge " do
4 t i e " load_vectors " , " load "
5 end
6
7 attach " br idge " => "wind" do
8 t i e " road_surface " , " obstacle_boundary "
9 end
Listing 4.5: Connection scheme association differently named outlets and inlets, i. e.
road_surface to obstacle_boundary (variant of Listing 4.4)
If there is a conduit required to map the outlet data to a format intelligible by the inlet,
it can also be specified using the tie statement (Listing 4.6). Similar to the declaration
of the sub-solvers, this directly refers to the class name of the conduit. In line 4, a custom
conduit implementation is assigned to the connection. Line 8 uses a conduit provided
by MUSCLE, which can automatically load a filter chain (section 4.1.2). Here, a filter is
loaded which multiplies the output values with a constant factor, e. g. to convert from
kilo to milli.
3 attach "wind" => " br idge " do
4 t i e " load_vectors " , " load " , " condu i t s . VectorMapper"
5 end
6
7 attach " br idge " => "wind" do
8 t i e " road_surface " , " obstacle_boundary " , "muscle . core . conduit .
AutomaticConduit" , " f i l t e r s . mul t ip ly (10∗∗6) "
9 end
Listing 4.6: Connection scheme using conduits (variant of Listing 4.4)
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Additional properties for the simulation are being set to a key value pair storage, which
later at runtime is available to all the distributed sub-solvers (Listing 4.7).
10 env [ " t imes teps " ] = 42000
11 env [ "nx" ] = 200/2
12 env [ "ny" ] = 50
13 env [ "nz" ] = 50
14 env [ "dx" ] = 2
Listing 4.7: Simulation properties in configuration file
This storage automatically distinguishes between strings, integers and floating point types
and may use relative file paths or do calculations on numbers within the configuration file.
Most of this is possible due to the underlying Ruby language. This simplifies the setting
of specific properties depending on the machine name (or IP address) or the current date
and time.
A common task with running numerical simulations is to do parameter studies, where a
simulation setup is being run multiple times and a specific parameter (or set of parameters)
is repeatedly adjusted. As the simulations are not identical, this requires separate configu-
ration files for each execution. The problem with this procedure arises, if a setting which
is identical for all configuration files has to be changed (e. g. a different number of time
steps or using another conduit). This requires changes in all the configuration files of the
parameter study. Also, it is not immediately obvious, where the individual configuration
files really differ, i. e. what parameters are being subject to the parameter study. The
MUSCLE configuration files provide a solution to this issue: They can be inherited from
a basis configuration file and only change some parameters or introduce completely new
settings. Listing 4.8 shows a minimum example configuration file (Setup2.txt), which
inherits from another file (Setup1.txt).
1 # f i l e Setup2 . t x t
2 load ( F i l e . dirname (__FILE__)+"/Setup1 . txt " )
3 env [ "nz" ] = 100
Listing 4.8: Inherited simulation setup with slightly changed properties
This is possible using a single line of Ruby code (line 2 in Listing 4.8). Herein, the load
call is being used to include the contents of another file. This file is given with an absolute
file path, which is crucial to make the configuration file machine and user independent.
This path is being constructed from the absolute path to the current configuration file
(Setup2.txt) using the __FILE__ specifier. From this, the path to the containing directory
is evaluated using the Ruby command File.dirname. The name of the base configuration
file (Setup1.txt) is now appended to this directory path and consequently the parameter
specific for this setup is changed (line 3 in Listing 4.8). This leads to a slightly different,
easy to maintain configuration file for parameter studies. Changes in the base file will
automatically be considered in all descendant configuration files.
The setup system can also be used to directly launch the individual sub-solvers on the
75
4 Multi-Scale Coupling for Complex Automata
machines of a distributed system. As the rest of the setup system, this launch functionality
has been implemented using Ruby. The same mechanism is also being used to launch
distributed programmes with the Bond framework (section 5).
The different MPI implementations bring a similar tool to launch an application on
multiple hosts, which is called mpiexec within the MPI standard. The two commonly
used MPI libraries, MPICH2 and OpenMPI, use different solutions. With MPICH2 this is
done using a python script [56], whereas OpenMPI uses a library called Open Run-Time
Environment (orte) [24].
Figure 4.14 shows a comparison for the time it takes to launch a simple programme on
up to 40 machines. For O(10) machines, the overhead due to the used launch procedure
is usually negligible, but may become an issue on clusters of larger scale. It has to be
noted, that some implementations of the mpiexec launch mechanisms can directly interact
with a queueing system, if available, and use its task manager to speed up the launch of
distributed programmes.
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Figure 4.14: Comparison of the launching time for parallel jobs using MUSCLE/Bond,
MPICH2 and OpenMPI
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4.3 The MUSCLE Native Library
The core library implementation of MUSCLE has been implemented using the Java
language (see section 4.1). This is due to the fact that MUSCLE used the JADE agent
framework internally. As JADE is a pure Java implementation, Java became the language
of choice for MUSCLE. This way MUSCLE can integrate the JADE functionality quite
naturally.
To maximise the number of potential legacy solvers to build a coupled scenario, MUSCLE
cannot limit itself to Java-only sub-solver implementations. Thus, the other important
programming languages of HPC computing, C++, Fortran and C, have to be supported
as well. These three languages are especially popular within the HPC community, because
the MPI standard provides language bindings for only these three programming languages
[125].
Compiled Java source code results in a portable intermediate format, the bytecode. This
is then to be interpreted by a platform specific runtime environment, the Java Virtual
Machine (JVM) (section 3.4). The bytecode itself is thus platform independent, or non
native. On the other hand, platform dependent binaries can be called native, i. e. they
depend on a specific hardware architecture and operating system. Hence, programming
languages which result in non portable binaries (more specific: object code), like C++,
Fortran or C, are usually coined as native languages. Languages resulting in portable
bytecode are e. g. Java and C# [72, 156].
In vanilla Java, native languages can communicate with the “Java-world” using the Java
Native Interface (JNI) (section 4.3.1). The default JNI features a very low level C API
which is a great step away from the modular approach used within MUSCLE. After all,
creating an agent from native (legacy) code and thus providing its functionality for a
coupled simulation should be a straight forward process.
4.3.1 The Java Native Interface
A part of the Java language is the Java Native Interface (JNI). It specifies an API which
can be used to interact with the JVM from within C programmes [111, 38]. This can also
be used the other way around, i. e. to call native functions from within Java code.
The JNI provides a very low level access to Java from a C interface, so one might call
it a “C to Java bridge” (and vice versa). A simple binding API for C++ exists, but it
merely simplifies calling the C API from C++ code in a manner which better fits the
C++ syntax. The C++ API has the benefit of being more type-safe for the JNI reference
types (Table A.1), which the compiler can not distinguish when using the JNI C API.
Apart from this there is no difference in functionality, the programming idiom is still the
same as for the C API (this is comparable to e. g. the C++ bindings for MPI). There are
no bindings for other native languages like Fortran.
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With mixed Java and native programme parts, the code which issues the first call via the
JNI bridge can be either the Java or native C/C++ side. But if the native code wants to
initiate the communication, the whole Java runtime has to be launched from within the
C/C++ code.
For the native interface of the coupling framework, the C++ bindings for the JNI C API
have been used because they are more clean to use and less error prone because of the
introduced compile time type checking.
The JNI distinguishes two major data types: value types and reference types. The former
refers to primitive data types (int, double, char etc.), whereas the latter ones represent
a handle to a Java object. The value types are directly copied from Java to C and vice
versa. For example passing a Java int type as an argument to a C/C++ function will
yield a jint within the body of the function implementation on the C/C++ side. The
usage of value types is straight forward with the traditional JNI.
When dealing with reference types (i. e. Java objects), this simplicity no longer exists. An
opaque reference is passed to the native code on which one has to carefully apply the
accompanying JNI function calls to get hold of the data from the native side. Here one
also has to ensure to retain the data, so the garbage collector (GC) will not be able to
destroy it. This is even the case for the most common kind of reference objects: arrays of
(identical) primitive data types, like an array of double precision values (double[]). The
major reason for this are the different concepts which with the JVM treats its heap and
the heap of native applications, or rather the fact that there are two different views on
the heap at all.
4.3.2 Within the Native Library
The MUSCLE support for native solvers consists of several components and methodologies,
which make the integration of native agents a straight forward process. Together they
compose the MUSCLE native library (Figure 4.15).
Basically, the MUSCLE native library has been modelled to allow access to all the
functionality of the MUSCLE Java agent also for native sub-solvers. To do so, all software
components which are directly used from a sub-solver (e. g. the outlet/inlet declarations,
using the outlets/inlets, access to the simulation properties or the stop condition) have a
counterpart implementation written in C++.
These counterparts directly bring the OOP based functionality of the MUSCLE software
agents to native C++ code. Unfortunately, the functionality of the JNI was not sufficient
to directly bridge the interface of the counterparts to its corresponding implementations
on the Java side. As a solution, several software modules have been written to allow high
level OOP concepts between the Java and C++ (native) code.
Contrary to C++/C/Fortran, Java features a garbage collector to automatically free mem-
ory regions which are no longer used by the programme (section 3.4). With C++/C/Fortran,
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Figure 4.15: Components and methodologies of the native library
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the programmer explicitly has to take care of memory management. These different con-
cepts have to be fused by the MUSCLE native library, allowing to share data from the
Java code with data on the C++/C/Fortran side (and vice versa). For this shared data,
MUSCLE has to ensure that it is not inadvertently being released while native code is
still using it. This is all done from within the MUSCLE native library and doe not require
special consideration within the sub-solver implementation.
Within the JNI, a set of procedures exist to read and manipulate data (i. e. data stored in
arrays or single values). Another type of functions is available to call Java methods, with
data values being passed in the argument list and data received as the result of the method
call (i. e. return value). Together, there are about 18 different possibilities (Table 4.1).
The problem with the JNI is, that the data types being used in these functions is part of
CallDoubleMethod
CallDoubleMethodA
CallDoubleMethodV
CallNonvirtualDoubleMethod
CallNonvirtualDoubleMethodA
CallNonvirtualDoubleMethodV
CallStaticDoubleMethod
CallStaticDoubleMethodA
CallStaticDoubleMethodV
GetDoubleArrayElements
GetDoubleArrayRegion
GetDoubleField
GetStaticDoubleField
NewDoubleArray
ReleaseDoubleArrayElements
SetDoubleArrayRegion
SetDoubleField
SetStaticDoubleField
Table 4.1: JNI functions where the processed data type is encoded in the function name
(here: double type)
the function name, e. g. CallDoubleMethod. Now for most of these functions there are 10
different versions, one for each available data type, including void (Table 4.2). The others
have 8 versions, as the Object and void versions are not always appropriate. Access to all
CallBooleanMethod
CallByteMethod
CallCharMethod
CallDoubleMethod
CallFloatMethod
CallIntMethod
CallLongMethod
CallObjectMethod
CallShortMethod
CallVoidMethod
Table 4.2: Versions for the JNI function Call...Method
these functions has been unified with a general concept. Herein, only the purpose is part of
the function name (e. g. CallMethod) and the corresponding JNI function is automatically
being selected at compile time depending on the data type within the argument list. Thus,
there is only one function required to e. g. pass data to an outlet. Otherwise there would
have to be different versions for all the possible data types. The implementation uses the
programming technique of traits and policies together with the C++ template system
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to implement this generic access to the JNI [2, 169]. It effectively creates the versions
required for all the method and type combinations during the template expansion stage
of the build process. Hence, there is no performance loss at runtime, but the codebase of
the MUSCLE native library and also the coupled sub-solvers is much easier to maintain.
4.4 MUSCLE Use Cases
The following section describes coupled systems which have been realised using MUSCLE.
They focus on the ability to couple different numerical solvers easily. These coupling
scenarios may also be called complex automata (section 2.1).
A number of performance tests, such as an evaluation about the systems scalability has
been performed together with the developed Bond framework (section 5).
4.4.1 Sediment Transport and Erosion Process with Flow Solver
The parallel fluid solver from section 3.3.2 has been the first non trivial use case for a
coupling setup. Although this solver uses a variable number of processes, all of them use
the same internal solver. They merely differ at the boundary of the individual sub-domains.
So for a multi model use case for MUSCLE, a coupled application should integrate solvers,
where the coupled computational models are different. This coupling scenario should also
allow to verify the functionality of the coupling framework during its development. To
make this feasible, the coupling setup has been created from an existing solver which
addresses multiple simulation elements. The existing solver implements a model to simulate
river channel erosion and sediment transport within a fluid flow [120, 47, 32].
The work done on this sediment-erosion-model is part of another project [157] and is
written in the C++ programming language. The solver uses a modified Lattice Boltzmann
automaton (section 3.3.2.1) to simulate incompressible flow where terms to simulate
buoyancy were added in combination with an Lattice Boltzmann based solver for advection
diffusion of sediment. It is capable of using a non-uniform lattice as the computational
domain.
The main tasks of the sediment transport and erosion process within a fluid solver are
the following:
deposition During the deposition phase, the sediment particles fall down and stop moving.
They are now considered to belong to the solidified bottom boundary and present
an obstacle for the fluid.
erosion While erosion occurs, sediment particles on the bedrock are lifted into the fluid
and can be carried away depending on the local shear-stress.
toppling The process of local piles of sediment which fall (topple) into adjacent lower
areas (holes) is called toppling. This effect also occurs at very steep slopes.
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fluid movement The movement of the fluid is the driving force which transports the
floating sediment and is obtained from the Lattice-Boltzmann solution.
advection Some of the sediment particles are suspended within the fluid. They are moved
due to the local velocity of the fluid.
diffusion The suspended sediment particles in the fluid move along concentration gradients.
This diffusion is calculated together with the advection.
sediment concentration The suspended sediment has a varying concentration in the
fluid, which is calculated separately from the flow field.
Albeit the model does solve multiple problems internally, the legacy code basis is a
monolithic entity.
The configured setup uses a 2D domain with a coarse discretisation for the bulk flow areas,
which becomes finer when approaching the interface between the fluid and the original
sediment layer (Figure 4.16). The sediment at the bottom of the domain is changing its
shape due to the erosion/deposition/toppling processes.
finer discretised area
coarser discretised area
sediment areas
fixed top boundary
incoming fluid outgoing fluid
fixed bottom boundary
Figure 4.16: Simulation domain for sediment transport problem on non-uniformly discre-
tised grid
Figure 4.17 shows two different snapshots of such a simulation where the current sediment
concentration is displayed: Some parts of the bedrock are subject to erosion (removal) of
sediment, where in other areas deposition (adding of sediment) takes place.
Three mutually interacting solvers where developed from the original monolithic code
base:
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time t = 500 ∆t
time t = 1000 ∆t
Figure 4.17: Sediment concentration (light blue, low concentration to red, high concentra-
tion) and boundary changes (white line) due to erosion.
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Sedimentation Solver
A sedimentation solver to simulate the sediment deposition, erosion and toppling processes
has been separated from the monolithic code base (Listing 4.9). To be able to apply
these three stages for the sediment particles, the sub-solver needs to know the sediment
concentration near the interface between fluid and non-movable sediment vertices (line 4).
The interface is only changed within this sub-solver, hence it is not exposed to the other
sub-solvers.
To be able to proceed with the calculation the mandatory input required for this sub-solver
is the concentration of the sediment in the fluid. It is computed by the advection diffusion
sub-solver (Listing 4.11, line 17).
All the three stages within this sub-model, deposition, erosion and toppling, may change
the sediment concentration and also the boundary state of a sediment vertex (lines 7 to
9). This switch determines if a vertex of the domain lattice should be associated with the
boundary. After a calculation step, these flags are passed as Boolean values to an outlet.
To further describe the interface to the solid sediment vertices, the normalised distances
to the sediment is being passed as double precision values.
In the coupled simulation, this information about the changed sediment boundary is then
received by the fluid sub-solver.
1 for ( t=0; ! s o l v e r−>stop ( ) ; t++)
2 {
3 // r e c e i v e sediment concen t ra t ion
4 JNIArray<jdouble>& cs = c−>re c e i v e ( cs ) ; sediment concentration ⇐=
5
6 // c a l c u l a t e sediment concen t ra t ion changes and change boundary
acco rd ing l y
7 depo s i t i on ( . . . ) ;
8 e r o s i on ( . . . ) ;
9 topp l ing ( . . . ) ;
10
11 // send sediment boundary changes
12 act ive sWr i te r−>send ( a c t i v e s ) ; sediment boundary =⇒
13
14 qsWriter−>send ( qs ) ; sediment boundary =⇒
15 }
Listing 4.9: Sedimentation solver execution model, shown in pseudo code
Fluid Solver
The fluid flow is calculated with a Lattice Boltzmann based solver which can operate
on a non-uniform lattice (Listing 4.10 and section 3.3.2.1). Due to the different levels of
discretisation, the model uses a nested time stepping scheme which executes two step on
the finer grid for one time step on the coarser lattice. The Lattice Boltzmann discretisation
uses a D2Q9 stencil, i. e. 9 discrete microscopic velocities on a two dimensional lattice.
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Within the computation domain, the fluid solver operates on all vertices which are
“movable”, i. e. which do not belong to the parts occupied by solidified sediment (and the
limiting top boundary). So the only thing that is subject to change outside the control of
the fluid solver is the changing sediment boundary. This is being read by an inlet before
each calculation step (lines 4 and 6). Thereafter, the solver transfers changes across the
interface between the differently discretised grid areas, from coarser to finer resolution
(line 9).
Now the interaction between the microscopic particle distributions of the fluid model are
computed (line 12). This uses information which is available locally at each vertex to
calculate the new discrete distributions. Next, the microscopic particle distributions are
moved along their 9 discrete directions. This is being calculated in the propagation step
(line 13).
As the last step of the fluid simulation, the data buffer holding the collision results is being
put to a temporary storage (line 14). This ensures that the newly calculated collision
results within the next iteration do not interfere with the old results, which are required
to compute the new ones.
At the end of each iteration, the fluid solver uses a MUSCLE outlet to send the fluid
velocities (line 17). These are kept in the format used by the monolithic solver (i. e.
particle distributions) and are not translated to SI units each time. As the sub-solvers
use the same data formats internally, the receiving side would otherwise need to undo
the SI unit representation which would result in two unnecessary computations for each
communication.
1 for ( t=0; ! s o l v e r−>stop ( ) ; t++)
2 {
3 // r e c e i v e sediment boundary changes
4 act ivesReader−>re c e i v e ( a c t i v e s ) ; sediment boundary ⇐=
5
6 JNIArray<jdouble>& qs = qsReader−>re c e i v e ( qs ) ; sediment boundary ⇐=
7
8 // t r a n s i t i o n between coarse and f i n e g r i d l e v e l
9 s c a l e ( . . . ) ;
10
11 // c a l c u l a t e f l ow s o l v e r r e s u l t s
12 c o l l i s i o n ( . . . ) ;
13 propagate ( . . . ) ;
14 setFs ( . . . ) ;
15
16 // send v e l o c i t y
17 ve loc i tyWr i t e r−>send ( v e l o c i t y ) ; fluid velocity =⇒
18 }
Listing 4.10: Flow solver execution model, shown in pseudo code
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Advection Diffusion Solver
The simulation of the sediment movement within the fluid has been extracted to another
separate sub-solver (Listing 4.11). As within the monolithic code base, it uses a separate
Lattice Boltzmann model to compute the movement and spreading of the sediment within
the fluid (advection and diffusion), which is described by the following advection-diffusion
equation.
∂s
∂t
+ ~u∇s = D∇2s (4.1)
With s describing the sediment concentration, ~u(~x,t) being the velocity field and D(~x,t)
the diffusion coefficient [157].
The lattice of this model uses the same non-uniform discretisation as the fluid solver, but
operates with only 5 microscopic velocity directions (D2Q5).
The driving force for this solver is the current fluid velocity. This is obtained via an inlet
before the calculation starts (line 5). As this solver is also based on a Lattice Boltzmann
model, the following steps are similar to the fluid solver. Thereafter, the current sediment
concentration is being computed from the Lattice Boltzmann distributions calculated in
the previous steps (line 14). This concentration is now being passed to a MUSCLE outlet
(line 17).
1 for ( t=0; ! s o l v e r−>stop ( ) ; t++)
2 {
3 // r e c e i v e v e l o c i t y
4 JNIArray<jdouble>& ve l o c i t y =
5 ve loc i tyReader−>re c e i v e ( v e l o c i t y ) ; fluid velocity ⇐=
6
7 // t r a n s i t i o n between coarse and f i n e g r i d l e v e l
8 s c a l e ( . . . ) ;
9
10 // c a l c u l a t e advec t ion d i f f u s i o n o f sediment
11 c o l l i s i o nS ed imen t ( . . . ) ;
12 propagateSediment ( . . . ) ;
13 s e tFsSed i ( . . . ) ;
14 ca l cu l a t eSed iConcen t ra t i on ( ) ;
15
16 // send sediment concen t ra t ion
17 csWriter−>send ( cs ) ; sediment concentration =⇒
18 }
Listing 4.11: Advection diffusion solver execution model, shown in pseudo code
Each of these C++ sub-solvers has been wrapped in a dedicated MUSCLE software
agent. For the used setup, all sub-solvers use the same domain description for boundary
conditions and lattice discretisation. Though different cell sizes are present in the non-
uniform lattice, there is no scale separation between the three solvers (Figure 2.6). This
also applies for the temporal scale, albeit the sedimentation process is slower compared
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to the fluid dynamics. Here it is compensated by the internal model parameters which
result in a faster motion (i. e. time-lapse) for the sedimentation process.
The coupling relations of the three sub-solvers are depicted in Figure 4.18. Herein, the
sub-solvers have a circular dependency (section 4.1.2). The initialisation of the simulation
has been kept together with the sedimentation solver, as it is done in the monolithic
version. It starts with no sediment concentration within the fluid. Thus, there is no need
to inject the initial data into the dependency circle from a separate agent.
fluid
solver
advection 
diffusion
solver
fluid velocity
sediment boundary
sedimentation
solver
            sediment concentration  
Figure 4.18: Coupling relations of the three sub-solvers of the sediment transport
simulation
The calculation results of the coupled simulation implementation could successfully be
validated against the original monolithic solver.
Interestingly, simulations with the coupled solver do finish a lot faster (i. e. within a
shorter wall clock time) than the same simulations performed with the monolithic solver.
This is mainly related to the time required for writing the result data to the hard disk.
Because the coupled sub-solvers operate in parallel, dumping files to the disk becomes
an asynchronous operation, during which the other solvers can proceed to compute their
current time step.
As a successful coupled simulation can always be validated against the original monolithic
solver, this coupling setup is part of the regression tests [130]. As such, it has been executed
after each major implementation change of the MUSCLE framework. To facilitate an
automatic red/green test, the results from the original monolithic solver are compared
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by calculating the numerical difference for all lattice cells of the result data. Here the
numerical difference utility ndiff has been used [10].
An early version of this coupling scenario has been published in [71]. Therein, all sediment
related steps are represented by a single solver which is coupled to the fluid model.
4.4.2 In-stent Restenosis
Within the EU project COAST, simulating the biomedical problem of in-stent restenosis is
part of the projects tasks. Herein, multiple numerical models have been coupled using the
MUSCLE framework, each model dedicated to a specific aspect of the in-stent restenosis
process. The sub-models will operate on completely different temporal scales in a range
from seconds to days. Their spatial scales are ranging from O(µm) to O(mm). The coupled
model considers a simplified approach of the complex process of in-stent restenosis and is
explained in detail in [22].
Due to atherosclerosis, plaque can reduce the diameter of a blood vessel lumen. This
narrowing is called stenosis. As a treatment, a balloon can be used to widen the vessel
again. To further support the now injured vessel, a metal scaffold (stent) is additionally
deployed to hold the vessel open.
In response to this treatment, the smooth muscle cells of the cellular tissue may grow
abnormally. This causes a narrowing of the available vessel lumen, which produces a new
stenosis. This additional stenosis is then called restenosis [82, 114]. Figure 4.19 shows
such a restenosis: The intended widening of the vessel wall due to the deployed stent
is reduced to a much smaller available vascular lumen because of regrown tissue cells
(neointima). The stent may be coated with active compounds, which then elute from
regrown tissue
stent struts
original vessel wall
remaining vascular lumen
Figure 4.19: Stented coronary artery with a significant restenosis
the stent and are carried away with the blood motion. In contact with this drug, the
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abnormal cell grows around the stent may be reduced.
The thickness and shape of the stent, as well as the influence of the drug are key factors
for a successful treatment of atherosclerosis. This process should thus be modelled and
studied with a numerical simulation, to be able to eventually evaluate the interaction of
these properties.
One of the main parts of this multi model and multi scale scenario is the smooth muscle
cell behaviour, which simulates the cell growth, interaction with the drug and interaction
with other cells. Another part is the blood flow, which has an direct effect on the drug
concentration and applies forces to the cells of the tissue. The diffusion of the drug is
another separate solver in this application [22, 49].
Cell Proliferation
In the cell model, the cells begin to proliferate in response to external mechanical forces.
These are determined by the wall shear stress and oscillatory stress index, which are
results from the blood moving along the cells. The oscillatory stress index is a measure of
the degree of the oscillating movement of the blood in a vessel due to cardiac cycles.
The cell proliferation solver has been written in C++, implemented as an multi agent
based system (Table 4.3). Each cell is represented by an agent rule set, which processes
the individual life time cycle for each cell. This life cycle dictates the temporal scale of
this model, which is in the order of days (Figure 4.20). This solver has been implemented
within the scope of the EU project COAST [22].
temporal scale
sp
at
ial
 sc
ale
blood flow drug diffusion cell proliferation
O(hours) O(days)O(minutes)O(seconds)
O(mm)
O(µm)
Figure 4.20: Scale separation map of the in-stent restenosis model
New cell agents are created when mitosis (cell division) occurs, which is determined
individually for each existing cell. The proliferation is driven by low wall shear stress
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or a high oscillatory stress index, but may be stopped depending on the current drug
concentration and contact inhibition of adjacent cells.
The cell proliferation model knows the cell positions and sizes, as well as the number of
neighbour cells. The required inlet information is the wall shear stress and oscillatory
stress index, which are being sent by the blood flow solver.
The growing cell domain has direct influence on the blood flow domain, which has to
shrink accordingly. Similar, the diffusion of the drug within the cell area is confined to
the domain of the cell domain. Hence, the cell proliferation model passes the current
boundary description to a MUSCLE outlet.
Blood Flow
The blood flow is modelled as an incompressible Newtonian fluid, whose numerical
solution is calculated using a Lattice Boltzmann based solver. This solver has been
created within the International Lattice Boltzmann Software Development Consortium.
The implementation uses a highly optimised Fortran code, tuned to run with a maximum
performance on NEC-SX vector machines. As such, this sub-model is a parallel solver
in itself. It can also be used on distributed memory cluster systems, where the internal
communication is based on MPI [8].
Regarding the temporal scale, this is the fastest of the models. Its temporal scale is
determined by the length of a cardiac cycle, i. e. O(seconds).
The solver uses a uniform grid discretisation, whose boundary depends on the growing
cell area. The more the cells proliferate, the smaller gets the size of the remaining vascular
lumen for the blood flow. Information about the transient interface to the cell model is
received via an inlet during computation.
The output for the blood flow solver consists of the wall shear stress and oscillatory stress
index.
Drug Diffusion
After the stent has been deployed into the vessel, the drug is eluted from the stent struts
and diffuses into the surrounding tissue. In contact with the cells, the drug can inhibit
cell proliferation. To determine the drug concentration within the cell area, this model
solves an anisotropic diffusion equation using a finite difference approach [22]. Herein
the stent struts act as a source for the drug, which is carried away by the blood flow
(sink). Thus, the drug diffusion model shares the computational domain with the cell
proliferation model.
Required input for the drug diffusion model is the current geometry of the tissue domain,
which is obtained from the cell proliferation model. As output, the model sends the drug
concentration for a set of discrete positions.
To reach a steady drug concentration within the tissue, the time scale for the drug diffusion
process is in the order of several minutes [110]. Together with the dimensions of arterial
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tissue and the diffusion coefficients, this leads to a temporal scale of the drug diffusion
model in the order of a few minutes. Hence the coupled model uses the steady drug
concentration (O(minutes)) as input for the much slower proceeding cell proliferation
model (O(days)).
The drug diffusion solver has been explicitly created for the purpose of the ISR simulation
and has been implemented using the Java programming language.
sub-model blood flow drug diffusion cell proliferation
language Fortran Java C++
hardware optimised for NEC-SX,
with SUPER UX
single CPU single CPU
spatial scale O(µm) – O(mm) O(µm) – O(mm) O(µm) – O(mm)
temporal scale O(s) O(m) O(h) – O(d)
domain description Eulerian Eulerian Lagrangian
Table 4.3: In-stent restenosis sub-solver characteristics
Stent Deployment
At simulation startup, the stent is deployed into the vessel: The stent is unfolded and
pushed into the vessel walls, which causes ruptures in the tissue.
The deployment of the stent is modelled in a separate module, which passes the motion
of the stent struts to the cell proliferation model (Figure 4.21). Now the cell positions
around the struts are determined by the cell proliferation model and the simulation cycle
starts.
Data Mapping
In the first versions of this coupling setup the data has been mapped within the conduits.
After some related test series, the conduits were replaced by separate minimal sub-solver
agents. As the conduits, they are only used for the data mapping, but as any sub-solver,
these mapper agents are allowed to own multiple inlets and outlets. The reason for this
was to reduce the computational cost for the mapping procedure and also reduce the
amount of data being passed between the sub-solvers. This way, the mapping between the
different domain representations of the three solvers could be achieved more efficiently.
For example, for the mapping of drug concentration, the mapper agent receives the lattice
based (i. e. Eulerian description) drug concentration from the drug diffusion simulation
and also the cell locations from the cell proliferation solver, which uses a Lagrangian
model. Now, the mapper can calculate a accumulate a single drug concentration value for
each cell.
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Figure 4.21: Coupling relations of the in-stent restenosis simulation
As the cell proliferation model was newly written for the in-stent restenosis simulation,
these mappings could also have been implemented within the cell proliferation model.
But according to the idea of MUSCLE, each sub-solver should not require algorithms for
a specific coupling setup.
Simulation Results
The coupled simulation has been computed for several settings. The primary configuration
domain involved a vessel section around a strut segment. The considered vessel has a
length of 1.5mm and a width of 1.24mm (Figure 4.22). The wall of the vessel has a
thickness of 120µm. The cells within the tissue area start with an average radius of 15µm
and are densely packed at the vessel wall.
Two square struts of side length 90µm are being deployed at initialisation. They are
pushed through the confining layer of cells, which is called internal elastic lamina [22].
Two machines have been used for the computation:
• an Intel Woodcrest machine with 8 physical cores on 2 dies
• a NEC SX-8 vector computer with 4 CPUs
The computation intensive blood simulation has been performed on the SX.8, whereas
the other parts of the simulation were run on the Intel machine.
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(a) Stent has been deployed and cell configuration determined, blood flow and drug concentration
at steady state
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(b) Condition 28 days after stent has been deployed
Figure 4.22: In-stent restenosis simulation for drug eluting stent
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These preliminary results show a proliferation of the tissue in response to the injury
resulting from stent deployment. The grow area is pushed behind the main injury zone at
the stent due to the blood flow. The remaining vessel lumen is clearly reduced compared
to the start of the simulation and causes an increased shear stress. An equilibrium is
reached because the cell proliferation is inhibited if the shear stress reaches a certain
threshold.
The simulation has also been performed with a bare metal stent (i. e. no drug model),
which results in a even more narrowed vessel lumen because of an about 7% thicker tissue
layer [22].
In the present simulation, the model parameters are based on porcine data, for which
similar results could be observed in vivo [149].
Given the design of the MUSCLE framework, it has been inherently simple to couple
the different sub-model implementations and to perform sensitivity studies using the
inheritance mechanism of the configuration files (section 4.2).
4.4.3 Massively Parallel LBM
MUSCLE has also been explored in a large scale computation environment which was
subject to the thesis research of S. Freudiger [58]. Herein, a distributed memory parallel
flow solver has been created which uses the Lattice Boltzmann method to solve the Navier-
Stokes equations numerically (section 3.3.2.1). The software groups individual vertices
to so-called blocks. At runtime, these blocks are being used to perform optimised bulk
communication of the particle distributions to adjacent blocks. Internally the framework
uses MPI to perform this communication of mass data, but it can also operate without
MPI. In this case, it uses the RCF communication library (page 3.3 and [112, 113]).
Benchmarks have been performed to test how the overall simulation performance scales
with different optimisation strategies of the blocks. In addition to the MPI and RCF
communication layers, MUSCLE has also been compared against these speed optimised
message passing libraries.
Consequently, the sub-solver tasks running on individual machines have been wrapped in
a MUSCLE agent. For the Lattice Boltzmann solver, a message passing hook has been
developed, which allows to forward all the communication via inlets and outlets of the
respective MUSCLE agents.
The benchmark compares three different aspects:
• How well the system scales with an increasing number of machines and at the
same time an increasing computational domain. This technique of weak scaling is
a standard procedure to measure the parallel scaleup (section 2.2.4). A domain of
1003 lattice points has been used per machine, with four different setups: 1, 8, 12
and 16 machines respectively.
• Different optimisation strategies of the block communication have been compared
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(i. e. pooled and non-pooled communication [58]). But also different number of blocks
per machine have been compared: One single block per machine (i. e. 1003 vertices)
has been compared to a situation with many block per machine. This second case
involved a number of 103 blocks per machine, which results in 103 vertices per block.
• All the variations have been performed using MPI, RCF and MUSCLE as the
communication framework.
The computation has been performed on a PC cluster system consisting of 60 intercon-
nected machines [5]. Each machine features two CPU cores of 64 bit AMD Opteron, 1.4
GHz. The machines are connected via an Ethernet network (100Mbit/s) and a high speed
Myrinet2000 connection (2Gbit/s) [131]. The operating system is a 64 bit Debian 3.1 [44]
and 64 bit Ubuntu server edition 8.04 [23].
Figure 4.23 shows results for the computations performed with one large block per machine.
It has to be noted, that due to technical issues on the particular cluster system, the
MUSCLE simulations could not be performed using the Myrinet 2000 network interface.
When these benchmarks have been performed, the message passing mechanism of MUSCLE
did not yet allow to omit the conduits for a connection in case that no mapping is required.
As the conduits itself are controlled by JADE agents, this means an unnecessary high
number of agents in the system and also a detour for the messages. For each of the discrete
particle directions a block has 18 adjacent blocks to be considered (Figure 3.2). This
leads to 18 outlets and 18 inlets per agent, each connected to a conduit. Despite of that,
MUSCLE performs quite well for this benchmark and it scales linear with an increasing
number of agents.
The second setting uses the configuration with 103 blocks per machine as described above.
This poses an interesting challenge for MUSCLE, as now the number of outlets, inlets
and thus the number of conduits strongly grows. Hence, there have been 2880 · 2 inlets
and outlets per MUSCLE agent [58]. Here, MUSCLE scaleup remains similar to the one
of the previous setting, whereas some of the other configurations have shown a worse
performance (Figure 4.24).
95
4 Multi-Scale Coupling for Complex Automata
0 
4 
8 
12 
16 
0 4 8 12 16 
sp
ee
du
p 
CPU count 
ideal speedup  
MPI-Pool (Myrinet 2000) RCF (Ethernet 100) 
RCF (Myrinet 2000) 
MPI (Myrinet 2000) 
RCF-Pool (Ethernet 100) RCF-Pool (Myrinet 2000) 
MUSCLE-Pool (Ethernet 100) 
modified from [58], Figure 17.22 a
Figure 4.23: Virtual Fluids, 1003 lattice vertices per sub-solver
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Figure 4.24: Virtual Fluids, 103 · 103 lattice vertices per sub-solver
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5 Coupling With Automatic and
Mutable Connections
After the positive experiences with MUSCLE with respect to flexible coupling setups in
HPC environments, the possibility of an even more flexible, approach has been explored.
In MUSCLE, the coupling interactions are defined a priori within the configuration file.
This is perfectly reasonable if the number of coupling interactions is limited, e. g. O(10),
or if they can be generated automatically with a partitioning library (section 2.3.1). Thus,
a mechanism has been developed, which can couple an arbitrary number of sub-models
without the need for an explicitly, a priori defined coupling graph. Herein, the coupling
dependencies are determined at runtime using a pattern matcher strategy. The coupling
mechanism has been extended to enable sub-simulations to be added or deleted in the
running simulation.
This framework could bring the agent based HPC to areas such as environmental simu-
lations, where a configuration of sub-models may depend on the results of subsequent
computations of other sub-models. For example, a model simulating the wave height and
water level at oceans may only spill water onto coastal buildings, if a dike or similar
structure becomes over-flooded. In such a scenario, it is not clear beforehand which models
participate on the solution and how they are coupled. Instead of the a priori, top-down
approach of MUSCLE, this would require a bottom-up solution with self organising
coupling interactions.
First, it has been tried to modify MUSCLE to adapt to this new concept. But soon it
became apparent, that the JADE library used within MUSCLE imposes some limitations.
The agent control instance of JADE, the so-called agent monitoring service (AMS)
sometimes produced deadlock situations, preventing to add new agents to a running
simulation. Adding agents at any time during the simulation is one of the features which
should be explored within this further coupling library development, and thus JADE does
not seem to be suitable anymore.
For a general multi agent based approach, one of the big advantages of JADE is its FIPA
compliance. But this becomes a bottleneck when targeting very large scale distributed
HPC applications. Within the FIPA specification, the agent messaging strives to be as
compatible to arbitrary other agents as possible. Because of this, the message of each
communication is expressed using a dedicated content language, the agent communication
language (ACL) [1]. These messages have a very verbose preamble attached, which is not
required if the messages are mainly used to communicate data messages within the same
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framework.
After some discussions with the JADE developers, it became apparent that JADE is
probably not a suitable basis for the extended coupling approach. JADE is very tightly
woven to the FIPA concepts and removing them from the JADE implementation poses to
be more complex than writing a specialized library anew. Therefore, a new agent framework
has been designed and implemented to provide a solution. Its internal work name is Bond
and technology wise, it can be considered the successor of MUSCLE regarding HPC
computing. It allows dynamic coupling setup which may change at runtime. New agents
may be introduced to a running simulation at any time. Also an a priori statically defined
connection scheme is not required. The connections between individual agents will be
created at runtime.
5.1 The Bond Message Passing Strategy
In Bond, the message passing strategy has been arranged in a manner which consequently
delivers messages asynchronously. This results in a fast throughput, even if sub-simulations
are added during the computation (Figure 5.3). Apart from the standard remote message
passing (left branch in Figure 5.3, remote send with unguarded data), Bond can efficiently
pass data to agents which are being executed on the same machine. This is important to
effectively utilise multi core machines (Figure 5.9).
Sending Bulk Data
The Bond message passing back-end has been designed and implemented with HPC
applications as the main target. Typical HPC applications have to deal with two major
resource constraints: duration of the calculation (speed) and the amount of available
memory (RAM). Both are the main reasons to use distributed software for calculation in
the first place. So especially in the areas of speed and RAM, Bond should not add any
considerable overhead to the final distributed application. As future hardware will allow
to run applications which will consume more and more RAM and CPU time, a constant
coupling overhead will become more and more negligible.
The critical sections of the application runtime, where resource management affects speed
or RAM, are the send/receive calls. These often happen frequently over the lifetime of
the program.
A minimal send operation consists of the attributes what and where. The what is an
arbitrary data object (e. g. an array of double values) and the where is the address of the
receiving side. To perform a send call, Bond has to figure out how to contact the receiver
and then deliver the data (Figure 5.1). Figuring out the route to the target is a constant
operation which will only be run once. Memory usage for this operation is minimal and
varies slightly with the number of agents in the platform. For successive send calls, the
cached route from the first call will be used which produces no further delay. In the
case of a local send a reference to the data is passed, which is a constant operation. For
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send
target location?
1) pass reference to destination 1) serialize data
2) transfer to destination
local remote
Figure 5.1: General steps of a send procedure
remote sends, the data has to be serialised/marshalled (linear operation), transferred over
a network (linear operation) and unmarshalled on the receiving side (linear operation).
Here the sending side requires only a constant amount of memory, because the data can
be streamed to the network device (size of the stream buffer). Similarly, the receiving
side requires a constant amount of memory as well.
From the Bond point of view, a send command is just another specialised command which
will be processed by the asynchronous command delivery system (5.1). Thus calling the
send method will return immediately letting the model code continue at once.
Communication within the Bond Platform
From the user point of view, the Bond platform provides one to many software agents. The
agent wraps a numerical solver and provides a programming API to communicate with
other Bond agents. The agent programmer does not have to care whether these agents
are running on the same or a remote machine, as the usage of the API remains the same.
At launch time it can be decided how to distribute the required agents on the available
hardware. Each agent can open one or more channels to send and receive data from/to a
dedicated peer. Because the communication speed between the agents should not depend
on the number of agents, each agent to agent communication (i. e. send/receive) pair uses
a dedicated unidirectional connection whose route is only configured once. Combined
with the peer to peer (P2P) connected outposts this results in a well scalable setup.
Figure 5.2 shows the key components of the communication mechanism. The agents
are attached to an outpost, which holds an IP address at a random free port to allow
remote communications. The various outposts (at least one per participating machine)
announce themselves to the headquarter, which is accessible via a given port on the
responsible machine. A single headquarter administrates all outposts of a Bond platform.
The headquarter maintains a white page service responsible for consistent agent naming
and is also host for the router component.
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Figure 5.2: Communication components of a Bond platform
The router is an optimised yellow pages service: it collects descriptions for head and tail
components and determines the matching pairs. The head and tail components are the
endpoints for a data transfer. Heads are on the sending side, whereas tails are responsible
for receiving the data. The heads and tails are the handles accessible to the user to issue a
send/receive call. Calling the send method on a head and the matching receive method on
its connected tail is the only thing to be done in the solver code to transfer data (line a)
in Figure 5.2). Internally, the Bond framework adds the send command to the command
queue of the outpost of the agent.
Each outpost uses a command queue to handle all platform communication asynchronously,
like it is described by the command design pattern [60, 20, 148]. The queue is a FIFO
queue with multi thread support. This allows to increase the number of threads which
process the queue if this would lead to faster throughput on the given hardware. Thus
there has to be only one network connection for each pair of outposts, rather than a
connection for each pair of agents. For n outposts this would lead to a number of
n(n− 1)
2
(5.1)
network connections, making the logical network topology a fully connected mesh (also
known as complete graph). From a performance point of view, this is also the ideal
topology for a physical network. On the receiving side, a thread pool is being used to
answer each incoming remote command instantly. Using threads at this point, the data
can be passed to its designated tail in a non-blocking manner. This is crucial to avoid
a deadlock situation if the order of send and matching receive calls is not nested. This
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Figure 5.3: Asynchronous send/receive procedure in Bond
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even allows an agent to send data to itself, without blocking its own thread of execution.
Because the threads are managed using the pool pattern [138, 148], their creation and
management requires only a minimum of CPU resources.
5.2 Benchmarks
As Bond has not been used in as many simulation scenarios as MUSCLE, a set of
benchmarks has been performed to estimate its capabilities. These are artificial scenarios,
whose coupling interactions can be found in realistic simulations, but therein the measured
duration (wall clock time) of the programme will mostly depend on the speed of the
sub-models.
5.2.1 Branching Rivers
In this section the ability of Bond to dynamically connect agents as they are added to the
whole simulation is being evaluated. The setup is created by subsequently instantiating
sub-simulations, which represent simplified river models. Each river is a section of a bigger
branched stream and has an incoming flow rate and a outgoing flow rate. This setup has
been chosen, because it can be compared with a different number of involved sub-models.
In the simulation, the outlet description of each river contains the geographic coordinates of
the river end-point. Now the simulation is being started, and river agents are added. Each
river owns a single outlet, which is being announced to the Bond framework. Additionally,
each river announces a dynamic inlet to Bond. This contains a description of the whole
river, from start- to end-point and also an algorithm to determine which external outlets
can be connected. These would be the end-points of other rivers. The dynamic inlets can
spawn multiple inlets on demand to accept connections from other rivers.
If a matching river agent is available, i. e. a river which has its outlet on the path of
another river, a connection is being established (Figure 5.4).
The individual rivers have been created in a way that all rivers (except a single one) end
on another river. This tests two abilities of Bond:
• the ability to automatically connect outlets and inlets at runtime
• the ability to dynamically create inlets at runtime
The tests have been done with settings up to 850 rivers (Figure 5.5). During the tests, the
river agents have been executed in parallel on a cluster computer. Figure 5.6 shows the
chronological order in which the river outlets have been connected to the receiving rivers.
This depends mainly on the time when the corresponding agents have been launched into
the simulation, but also of the speed with which the Bond framework processes the outlet
and inlet announcements.
These announcement requests are processed in the router, a module of the bond man-
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Figure 5.4: Automatically connected branch of 32 rivers
agement which itself has been implemented with a shared memory parallel approach.
As there have been performance problems with JADE when many agents are added
dynamically during the simulation (page 99), the speed of the Bond routing activity has
been measured (Figure 5.7). Bond can process the connections of O(100) agents from
different machines quite well, due to its internal parallel routing management. The actual
duration to establish outlet/inlet connections also depends on the implementation of the
matching algorithm within the dynamic inlets, which computes in constant time for the
river implementations. If the rivers are launched in random order, the router has to apply
the matching algorithm for all outlets on all other available rivers, i. e. O(n2).
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Figure 5.5: Automatically connected branch of 850 rivers
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connected first
connected last
Figure 5.6: Rivers coloured chronologically with respect to their outlet connection times
(150 agents)
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Figure 5.7: Duration of routing activity to dynamically connect 15, 75, 150, 300, 500 and
850 branched rivers. As a comparison, the theoretical duration for a reference
time of a respective multiple of the first value (15 branches, 0.145 s) is shown,
i. e. 85015 · 0.145 s = 4.249 s.
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5.2.2 Ringtest
One important aspect of a coupling framework is its raw message passing speed, as it has
a direct influence on the overall parallel efficiency (section 2.2.4). Being a higher level
architecture as e. g. the MPI library, it should nevertheless provide a throughput with
the same order of magnitude. This ought to scale with an increasing number of peers,
meaning the internal communication design does not contain any sequential bottlenecks.
For a rectangular/quadratic compute domain, a very simple partitioning algorithm could
just split the domain in one direction into equally sized segments. This kind of partitioning
scheme is actually being used in distributed scientific computations [102].
If the outer left and outer right edges of the global domain exchange data too, also
known as periodic boundary, the communication topology of the partitioned domain
will look like a linked ring. This setup is suitable to estimate the management overhead
the communication library will impose on the distributed program. Any HPC grade
communication library should
• use as little computation time as possible
• keep at least constant time overhead when number of peers scales from one to many
• use as little memory as possible
• keep at least constant memory overhead when number of peers scales from one to
many
In this setup, one of the peers sends a data message to its neighbour peer in the ring.
As soon as the data is available in the target peer, it will itself send a data message to
the next neighbour. This will continue until the starting peer will receive a data message
itself. This test has been implemented as
• a Java programme using Bond agents
• a Java programme using MUSCLE agents
• a C++ programme using the MPICH2 MPI library
The measured results are shown in Figure 5.8, depicting the wall clock times for 10, 20,
30 and 40 participating machines. These tests have been run on the homogeneous PC
cluster described on page 95. It is observed, that the performance of MUSCLE could be
much improved with the Bond framework, almost reaching that of an MPI library.
Today HPC clusters often offer multiple CPUs or cores and can execute multiple threads
in parallel via simultaneous multithreading (e. g. Intel’s hyper-threading). Therefore the
setup has also been executed on a machine with 8 cores available (Figure 5.9). As MPICH2
uses the loopback device (a virtual TCP network interface) to “send” the data to the
machine itself, the results depend on the operating system [76].
The most common scenario will probably be a hybrid setup, where multiple machines are
connected, each offering multiple CPU cores. The results for a hybrid approach are shown
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Figure 5.8: Ringtest with 10 to 40 machines using a 100BASE-TX network. Message size
has been 1megabyte. Mean time for 104 round-trips.
in Figure 5.10. Here each machine executes two tasks of the coupled programme. Here,
the improved shared memory approach of Bond even leads to slightly better performance
than the MPI library. This test has also been performed on a larger scale cluster, where
up to 112 machines have been used, each using all of its 8 CPU cores, leading to 896
coupled agents (Figure 5.11). MUSCLE has not been used in this comparison, as it could
already be shown that the Bond implementation yields faster results.
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Figure 5.9: Ringtest with 2 to 8 parallel tasks on a single machine (8 CPU cores available).
The message size has been 1megabyte and 10megabytes respectively: mean
time for 104 round-trips.
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Figure 5.10: Ringtest with 2 tasks per machine (2 single core CPUs per machine available).
The message size has been 1megabyte: mean time for 104 round-trips.
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Figure 5.11: Ringtest with 8 tasks per machine. The message size has been 1megabyte.
Each machine has 8 CPU cores available: mean time for 104 round-trips.
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6 Conclusions
The following section will give a brief summary of the work achieved within this thesis.
After that, an outlook will point at future directions which could be addressed based on
the developments from this work.
6.1 Summary
The work of this thesis was dedicated to create a software framework with a high level
approach to combine multiple software solvers from different scientific fields. The resulting
software framework has been coined Multiscale Coupling Library and Environment
(MUSCLE).
The foremost goal was to allow a maximum amount of flexibility: When bringing together
computational models from different scientific fields, a coupling framework should provide
solutions, not restrictions, to accomplish this task.
MUSCLE has been created as a so-called “agent based system”, which per se imposes no
restrictions on the individual software agents, as they are allowed to act autonomously.
These agents are used to control the execution and remote communication of all the
involved software solvers. To find a software library which could be utilised and extended
to create the envisioned framework, this project has started with a literature survey
and evaluation phase about existing libraries which could be used for the idea based on
software agents.
A software framework has now been created, which allows to bring different kinds of
software packages together and also configure the combined setup in a portable manner.
In the resulting solution, the coupled sub-solvers are not restricted to a specific scientific
field, numerical method, programming language or hardware resource. The connected
solvers are allowed to span heterogeneous hardware and operating systems to be able to
execute each sub-model in its preferred environment. MUSCLE can also be used to operate
on large scale PC clusters to harness the capabilities of parallel computing. Software
solvers with smaller code bases can easily be combined with full blown projects of the
high performance community, which themselves require supercomputers to be executed.
The developed framework allowed to conduct several demanding coupled computations,
one being a biomedical simulation, others involved fluid structure interactions. These
have been performed on Linux PC clusters and also in settings where a single machine
has been coupled to a vector computer.
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MUSCLE has been the supporting framework of the successful EU project COAST and
has been registered as an open source community project under terms of the GNU Lesser
General Public License. It is being used by other European research groups, e. g. the
MAPPER project, a recently started EU project [86] as well as the project Medical
Devices Design in Cardiovascular Applications (MeDDiCA), which also aims to bring
different scientific fields together [124]. MUSCLE has been set on the agenda of the
VPH NoE toolkit (Virtual Physiological Human Network of Excellence) [170, 175]. The
developed MUSCLE framework is also being used by the Grid Technologies Team of the
AGH University of Science and Technology, Krakow.
The ideas of MUSCLE have been taken further to allow even more flexible coupling
scenarios where the connections between the agents are determined automatically and
can also change dynamically at runtime. This idea hit the limitations of the agent library
JADE, which MUSCLE uses internally. For this reason the newly designed agent system
(Bond) has been implemented, which allows this flexibility and has also been programmed
with resource intensive high performance computing in mind. Bond allows fast and
resource effective coupling scenarios on modern multi core hardware, and works also on
large scale compute clusters.
Bond features a mechanism where new sub-solvers can be added (or removed) to a running
simulation at any time. Bond automatically connects them to the existing coupling setup.
This feature opens the path for many demanding coupling scenarios, where the number
of coupling interactions can be too large to be determined manually.
6.2 Outlook
Software agents have their origins in artificial intelligence research and social behaviour
simulations. The results from this work have shown that software agents provide interesting
options for other scientific areas as well. Apart from their current usability, the developed
frameworks MUSCLE and Bond can be extended further into two major directions:
Peta scale clusters
With the advent of more and more cluster systems which offer compute capabilities in
the order of 10 Pflop/s, the number of interconnected machines in these extreme scale
clusters keeps growing. Additionally, the number of CPU cores per machine also increases
rapidly. For example, the Blue Gene/Q supercomputer is planned for 2012 and should
reach 20Pflop/s with 1.6 million cores on 98,304 boards [13].
Even cluster systems with “only” O(103) connected machines face the problem of frequent
hardware failures, which will also occur while simulations are executed. Agent based
systems like MUSCLE and Bond might be used to provide a kind of fault tolerant
behaviour, which enables a distributed simulation to recover from a hardware failure
and use spare machines to replace the defective ones. MUSCLE and Bond are already
robust against any losses of machines, but the typical simulation will not be able to
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continue automatically, as it can not recreate the lost sub-solvers. MUSCLE inherits an
interesting feature from JADE: the agent monitoring can be executed redundantly on
multiple machines, making it resilient against failures. Also, JADE agents can be migrated
to other machines. Thus, if a hardware failure could be predicted, the agent could move
with its sub-simulation to a safe machine.
In order to compete with the de facto standard message passing mechanism on cluster
systems, MPI, a faster network communication could be implemented for Bond: Here, e. g.
OpenFabrics could be used, which can utilise high speed networks like InfiniBand using
the sockets direct protocol and avoids the TCP overhead [140, 154]. Another solution
follows the techniques of Java Fast Sockets, as described in [158].
Self organising coupling scenarios
The concept of software models which may automatically establish connections to other
models in a simulation, has already been realised with the developed Bond framework.
However, especially for large automatic coupling scenarios there is room for improvement:
The data still has to be mapped between sending and receiving agent. If there would
be a common description for the data formats on both ends, the mapping procedure
can probably be automatically determined to some degree. This could be achieved in
a step by step approach using a filter system like the one introduced in MUSCLE. If
the mapping can not be provided using a single existing filter, multiple filters can be
combined automatically to convert the data to the inlet format. Standard meta data
description models like the Resource Description Framework may provide means to express
the required data format descriptions [143]. It shows some resemblance to the ontology
definitions specified in the FIPA standard, which is already present in the JADE agent
framework (section A.6).
Another area, from which all the above described coupling scenarios could benefit, would
be to be able to create independent packages of coupling scenarios, which themselves
can be coupled at a higher level. This could be done with e. g. an internal namespace
mechanism, which clearly separated the communication belonging to a sub-package, but
also allows agents from different packages to communicate directly (peer to peer).
The developed MUSCLE framework is already being used by other research groups, where
it facilitates the development of multi science coupling scenarios in a natural manner. In
terms of internal technology, the developed Bond framework is the successor of MUSCLE.
Bond plays a major role in a recently submitted research proposal dealing with fault
tolerant computations on extreme scale cluster computers.
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A.1 Excerpt of EU Project COAST Description of Work
. . .
As the flexibility of the coupling platform is an important prerequisite for the success of
the final demonstration prototype, it is mandatory to rely on modern software concepts
supporting a multitude of communication patterns and hierarchical control structures. In
recent years, so-called agent-based software approaches have been developed which operate
on a synchronous as well as an asynchronous or event driven basis. Several platforms for
distributed computations have emerged in the last decade (e.g. JADE, HLA, X-Machines)
some of which are already FIPA standard compliant. Although matured to a certain degree,
these systems are not yet sufficiently developed to fully support the Complex Automata
coupling - and control - framework. Thus, after a literature survey and evaluation phase in
the first part of the project, we will decide on the development environment. This platform
will then be extended for the specific requirements, which are mandatory for the Complex
Automata framework. This includes extensions to wrap the different CA-approaches by
appropriate software layers and to provide flexible mechanisms to support distributed
computations on heterogeneous hardware under special consideration of bandwidth and
latency issues. The compatibility with other software libraries relevant for the project (e.g.
MPI) and GRID-related features will be analysed in the early stage of this work package.
. . .
A.2 EU Project COAST Partners
• Universiteit van Amsterdam
• University of Sheffield
• Technische Universität Braunschweig
• Université de Genève
• NEC Europe Ltd.
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A.3 JNI data types
Java type name C type name capacity [bits]
boolean jboolean 8 (unsigned)
byte jbyte 8 (signed)
char jchar 16 (unsigned)
double jdouble 64
float jfloat 32
int jint 32 (signed)
long jlong 64 (signed)
short jshort 16 (signed)
Table A.1: JNI primitive data types
typename
capacity
[bits] values/range
boolean 8 true or false
byte 8 −27 to 27 − 1 (-128 . . . 127)
char 16 unicode symbol (0x0000 . . . 0xFFFF)
double 64 ±4.94065645841246544·10−324 . . .±1.79769131486231570·10308
float 32 ±1.40239846·10−45 . . .±3.40282347·1038
int 32 −231 to 231 − 1 (−2,147,483,648 . . . 2,147,483,647)
long 64 −263 to 263 − 1 (−9,223,372,036,854,775,808 . . . 9,223,372,036,854,775,807)
short 16 −215 to 215 − 1 (−32,768 . . . 32,767)
Table A.2: Java primitive data types [168, 103]
jclass
jthrowable
jobject
jstring jarray
jdoublearray jfloatarray jlongarray jintarray jshortarray jchararray jbytearray jbooleanarray jobjectarray
Figure A.1: Hierarchy of JNI C types
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Java class C type / C++ class
java.lang.Object jobject
java.lang.Class jclass
java.lang.String jstring
n. a. jarray
java.lang.Object[] jobjectArray
boolean[] jbooleanArray
byte[] jbyteArray
char[] jcharArray
short[] jshortArray
int[] jintArray
long[] jlongArray
float[] jfloatArray
double[] jdoubleArray
java.lang.Throwable jthrowable
Table A.3: Java references as C types
A.4 History of JADE
• JADE – Java Agent DEvelopment Framework
• by Telecom Italia (copyright holder)
• management supervision by JADE Board
– Telecom Italia
– Motorola
– Whitestein Technologies AG.
– Profactor GmbH
– France Telecom R&D
• Open Source Software since February 2000
• current latest version of is JADE 4.0.1 released on 7th July 2010
JADE version history:
4.0.1 7 Jul 2010
4.0 20 Apr 2010
3.7 2 Jul 2009
3.6.1 4 Nov 2008
3.6 5 May 2008
3.5 25 May 2007
3.4.1 16 Nov 2006
3.4 14 Mar 2006
3.3 1 Mar 2005
3.2 26 Jul 2004
3.1 17 Dec 2003
3.0b1 19 Mar 2003
2.61 24 Sep 2002
2.6 19 Jul 2002
2.5 5 Feb 2002
2.4 25 Sep 2001
2.3 11 Jul 2001
2.2 11 Apr 2001
2.1 18 Dec 2000
2.01 19 Sep 2000
2.0 12 Sep 2000
1.4 6 Jun 2000
1.3 24 Feb 2000
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A.5 Other international projects using JADE
The following list is composed with information from [93]:
AgentCities initiative to create a next generation Internet that is based upon a worldwide
network of services which work without user interaction (∼ 100 companies and
universities worldwide)
TeSCHeT enable the treatment and the organisation of the tourist-cultural information
and the creation of spontaneous services networks (Telecom Italia Lab, Engineering
Ingegneria Informatica S.p.A, Isufi)
PRIMO The PRIMO project deals with the design, the development, and the experimental
validation of base stations and user terminals for wideband wireless communications
systems able to cope with those reconfigurability and interoperability characteristics
required by the next generation mobile communication systems.
IMAGE integrate existing georeference services (i.e. routing, mapping, proximity search,
geo-coding, GPS tracking) and content providing services (lists of points of interest,
e.g. restaurants, hotels, etc)
Pellucid multi-layer, agent-based system, based on JADE to aid employees in acquiring,
reusing and sharing knowledge and experience
Knowledge on Demand design and build a multi-role personalised learning platform
using collaborative software agents
CoMMa information management system supporting the consultation of a corporate
memory
FACTS create a Personal Travel Assistant
MONADS extending existing systems with mobility-oriented features, in order to support
the interaction of nomadic users wanting to access the fixed network services
DICEMAN create an agent-based market for digital audio and video trading
LIME dynamic user profiling, collective information dissemination and memory manage-
ment
IM@GINE IT develop one single access point for existing geospatial info-mobility services,
which are commonly only available locally
MicroGrids interconnection of small, modular generation sources to low voltage distribu-
tion systems to form a new type of power system
122
A.6 What is FIPA?
A.6 What is FIPA?
This is how the FIPA describes itself at [90]:
“FIPA was originally formed as a Swiss based organisation in 1996 to produce
software standards specifications for heterogeneous and interacting agents and
agent based systems. Since its foundations, FIPA has played a crucial role in
the development of agents standards and has promoted a number of initiatives
and events that contributed to the development and uptake of agent technology.
Furthermore, many of the ideas originated and developed in FIPA are now
coming into sharp focus in new generations of Web/Internet technology and
related specifications.”
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