Emotional processing appears to be interlocked with perception, cognition, motivation, and action. These interactions are supported by the brain's large-scale nonmodular anatomical and functional architectures. An important component of this organization involves characterizing the brain in terms of networks. Two aspects of brain networks are discussed: brain networks should be considered as inherently overlapping (not disjoint) and dynamic (not static). Recent work on multivariate pattern analysis shows that affective dimensions can be detected in the activity of distributed neural systems that span cortical and subcortical regions. More broadly, the paper considers how we should think of causation in complex systems like the brain, so as to inform the relationship between emotion and other mental aspects, such as cognition.
Introduction
Why does emotion matter for cognition? Research in the past two decades has described how emotion interacts and is integrated with cognition [1] . Supporting these interactions are the brain's nonmodular anatomical and functional architectures [2 ,3,4] . Signal distribution and integration are the norm, allowing the confluence of information related to perception, cognition, emotion, motivation, and action. Thus, emotion is interlocked with all these mental domains via internetwork communication.
To better understand how brain networks inform the understanding of the interactions between emotion and cognition, we need to refine how they are conceptualized [5] [6] [7] . Here, two aspects of brain networks will be discussed: brain networks should be considered as inherently overlapping, as well as highly dynamic and contextsensitive. This discussion leads to the question of how emotions are represented in the brain. Even more broadly, the paper considers how we should think of causation in complex systems like the brain, so as to inform the relationship between emotion and other mental aspects, such as cognition.
From regions to networks: what's right and what's wrong with networks
Neuroscience has been always interested in circuits. Yet, the last 15 years have witnessed vigorous progress in neuroscience and network science analysis methods alike, with networks described at multiple levels, from micro (neuronal) to meso (pathways) to macro (whole-brain) levels [8] . In most instances, understanding structurefunction mappings at the level of brain regions may be less productive because regions are not a meaningful computational unit in this regard [6] . Networks of brain regions collectively support complex behaviors. Thus, the network itself is the unit, not the brain region. Processes that support behavior are implemented by the interaction of multiple areas, which are dynamically recruited into multi-region coalitions.
Networks are overlapping, not disjoint
One of the goals of network analysis of brain data is to partition brain regions into clusters or 'communities' that consist of regions that communicate more strongly (or that behave more alike) within the community than across it [9] . Most analyses describe networks in terms of disjoint sets, such that each brain region belongs to a single cluster of regions. But this assumes that brain areas compute a fairly well defined and specific function [6] . An alternative is to conceptualize networks as containing overlapping regions [10] [11] [12] [13] , such that specific areas belong to several intersecting networks [14] . In this manner, the processes carried out by an area will depend on its network affiliation (that is, the regions it clusters with) at a given time. What determines a region's affiliation? An hypothesis is that the functional/behavioral context plays a pivotal role [15] . For example, region A will be part of network N 1 during a certain context C 1 but will be part of network N 2 during another context C 2 .
These ideas resonate with the 'flexible hub theory ' [16 ] , where some regions are suggested to flexibly shift their functional connectivity (that is, the degree to which signals from two regions covary in time) patterns as a function of task demands. To further understand
