This work provides formulae for the ε-subdifferential of integral functions in the framework of complete σ-finite measure spaces and locally convex spaces. In this work we present here new formulae for this ε-subdifferential under the presence of continuity-type qualification conditions relying on the data involved in the integrand.
convex analysis and duality, which provides a rich literature for subdifferential calculus of convex functions (see e.g. [3, 5, 10, 15, 16, 27, 30, 36, [39] [40] [41] ).
The rest of the paper is organized as follows: In Section 1 we give standard notations and definitions of convex analysis. In Section 2 we give main definitions and notations of measure theory, vector-valued integration, integrand functions, integral functionals and integration of set valued-maps. In Section 3 we characterize the subdifferential of I f under classical continuity-type qualification conditions that involve the data (see Theorems 1 and 2). In Section 4 we give a characterization for the ε-normal sets, in terms of the functions f ′ t s (see Proposition 9) . Finally, we give in Section 5 other sequential characterizations for the subdifferential of I f .
Notation
Throughout the paper, the symbols (X, τ X ) and (X * , τ X * ) denote two (Hausdorff) locally convex spaces (lcs, for short). The associated (symmetric) bilinear form is ·, · : X * × X → R, x * , x = x, x * = x * (x). For a point x ∈ X (x * ∈ X * , resp.) N x (τ X ) (N x * (τ X * ), resp.) represents the (convex, balanced and symmetric) neighborhoods system of x (x * , resp.) with respect to the topology τ X (τ X * , resp.); we omit the reference to the topology when there is no confusion. Examples of τ X * are the weak * topology w(X * , X) (w * , for short), the Mackey topology denoted by τ (X * , X), and the strong topology denoted by β(X * , X). The real extended line is denoted by R := R ∪ {−∞, ∞} and we adopt the conventions that 0 · ∞ = 0 = 0 · (−∞) and ∞ + (−∞) = (−∞) + ∞ = ∞. We denote B ρ (x, r) := {y ∈ X : ρ(x − z) ≤ r} if ρ : X → R is a seminorm, x ∈ X, and r > 0.
Let f : X → R be a function, the domain of f is dom f := {x ∈ X | f (x) < +∞}. The function f is said to be proper if dom f = ∅ and f > −∞. The conjugate of f is the function f * : X * → R defined by f * (x * ) := sup x∈X { x * , x − f (x)}, and the biconjugate of f is f * * := (f * ) * : X → R. For ε ≥ 0 the ε-subdifferential of f at a point x ∈ X where it is finite is the set and the recession cone of A (when A is convex) is the set A ∞ := {x ∈ X | λx + y ∈ A for some y in A and all λ ≥ 0}.
The ε-normal set of A at x is N ε A (x) := ∂ ε δ A (x).
Preliminary results
In what follows (X, τ X ) and (X * , τ X * ) are both lcs, as in Section 1. We give the main definitions and results which are used in the sequel.
First, we introduce the following class of functions, referred to as the class of epipointed functions, which has been shown to be useful for many purposes (see, for instance, [2, 11-14, 17, 18, 20, 37, 38] . As far as we know the definition used in this work was first introduced in [20] with the name of Mackey-Epipointed function.
Definition 1. A function f : X → R is said to be epi-pointed if f * is proper and τ (X * , X)-continuous at some point of its domain.
A Hausdorff topological space S is said to be a Suslin space if there exist a Polish space P (complete, metrizable and separable) and a continuous surjection from P to S (see [6, 8, 42] ). For example, if X is a separable Banach space, then (X, · ) and (X * , w * ) are Suslin.
Let (T, Σ, µ) be a complete σ-finite measure space. Given a function f :
µ-almost everywhere}, and define the upper integral of f by
whenever
U being a topological space, is called simple if there are k ∈ N, a partition T i ∈ Σ and elements x i ∈ U , i = 0, ..., k, such that f = k i=0 x i 1 Ti (here, 1 Ti denotes the characteristic function of T i , equal to 1 in T i and 0 outside). Function f is called strongly measurable (measurable, for short) if there exists a countable family (f n ) n of simple functions such that f (t) = lim n→∞ f n (t) for almost every (ae, for short) t ∈ T .
A strongly measurable function f : T → X is said to be strongly integrable (integrable for short), and we write f ∈ L 1 (T, X), if T σ B (f (t))dµ(t) < ∞ for every bounded balanced subset B ⊂ X * . Observe that in the Banach space setting, L 1 (T, X) is the set of Bochner integrable functions (see, e.g., [ 
21, §II]).
A function f : T → X is called (weakly or scalarly integrable) weakly or scalarly measurable if for every x * ∈ X * , t → x * , f (t) is (integrable, resp.,) measurable. We denote L 1 w (T, X) the space of all weakly integrable functions f such that T σ B (f (t))dµ(t) < ∞ for every bounded balanced subset B ⊆ X * . Similarly, for functions taking values in X * , we say that f : T → X * is (w * -integrable, resp.) w * -measurable if for every x ∈ X, the 3 mapping t → x, f (t) is (integrable, resp.,) measurable. Also, we denote L 1 w * (T, X * ) the space of all w * -integrable functions f such that T σ B (f (t))dµ(t) < ∞ for every bounded balanced subset B ⊆ X.
It is clear that every strongly integrable function is weakly integrable. However, the weak measurability of a function f does not necessarily imply the measurability of the function σ B (f (·)), and so the corresponding integral of this last function must be understood in the sense of Eq. (1). Also, observe that if in addition X is a Suslin, then every (Σ, B(X))-measurable function f : T → X (that is, f −1 (B) ∈ Σ for all B ∈ B(X)) is weakly measurable, where B(X) is the Borel σ-Algebra of the open (equivalently, weak open) set of X (see, e.g., [8, Theorem III.36 ] ).
The quotient spaces
, respectively, are those given with respect to the equivalence relations f = g ae, and f, x * = g, x * ae for all x * ∈ X * , respectively (see, for example, [29] ). It is worth observing that when X is a separable Banach space, both notions of (strong and weak) measurability and integrability coincide; hence, if, in addition, (
. It is worth recalling that when the space X is separable, but the dual
. For every w * -integrable function f : T → X * and every E ∈ Σ, the function x ♯ E defined on X as x ♯ E (x) := E f, x dµ is a linear mapping (not necessary continuous), which we call the weak integral of f over E, and we write E f dµ := x ♯ E . Moreover, if f is strongly integrable, this element E f dµ also refers to the strong integral of f over E. Observe that, in general, E f dµ may not be in X * . However, when the space X is Banach, and function f : T → X * is w * -integrable, E f dµ ∈ X * and is called the Gelfand integral of f over E (see [21, §II, Lemma 3.1] and details therein).
When X is Banach, L ∞ (T, X) is the normed space of (equivalence classes with respect to the relation f = g ae) strongly measurable functions f : T → X, which are essentially bounded; that is, x ∞ := ess sup{ x(t) :
is called singular if there exists a sequence of measurable sets T n such that
We will denote L sing (T, X) the set of all singular functionals. It is well-known that each functional λ * ∈ L ∞ (T, X) * can be uniquely written as the sum λ * (·) = T λ
The strong and the weak integrals of a (non-necessarily measurable) multifunction G : T ⇒ X * are given respectively by
m is integrable and m(t) ∈ G(t) ae ,
The above definition is called by some authors the Aumman's integral (see [1] ).
Characterizations under qualification conditions
In this section we give the main formulae of the subdifferential of I f .First let us introduce the following notation. For given η ≥ 0 we denote
Furthermore, for x ∈ X we set F (x) as the set of all finite-dimensional linear spaces which contains x, that is,
V is a finite-dimensional linear space and x ∈ V }. Theorem 1. Let X be Asplund, and assume that for every finite-dimensional subspace F ⊂ X, the function f |F : T × F → R ∪ {+∞} is a convex normal integrand, and assume that I f has a continuity point. If x ∈ X is a point of continuity of f t for almost every t, then for every ε ≥ 0
In particular, for ε = 0 we have
Proof. W.l.o.g. we suppose that x = 0 and µ(T ) < +∞. We divide the proof into three steps.
Step 1: We show in this step that for every ℓ ∈ I(ε 1 ),
is a w * -measurable multifunction with w * -compact and convex values. Indeed, the continuity assumption of the f t 's ensures that the non-empty set ∂ ℓ(t) f t (0) is w * -compact and convex, as well as
for all u ∈ X. Hence, the function t → σ ∂ ℓ(t) f (t,0) (u) is measurable, and so is the multifunction t ⇒ ∂ ℓ(t) f t (0).
Step 2: We have that for every fixed L ∈ F (0)
To prove this we take
. By Theorem [19, Theorem 4.1 and Remark 4.2] and the continuity of f (t, ·) there are ε 1 , ε 2 ≥ 0 with ε = ε 1 + ε 2 and ℓ ∈ I(ε 1 ) such that
where x 0 is a continuity point of I f . By [7, Lemma 4.3 ] the multifunction G is w * -measurable (with w * -compact and convex values), and so by [7, Corollary 3.11] there exists a w
By the continuity of I f we choose r > 0 such x 0 + B(0, r) ⊂ int(dom I f ). Then, for every v ∈ B(0, r),
and so,
that is, x * (·) is Gelfand integrable (X is Banach). This last inequality implies that
which also implies by usual arguments that σ ∂εI f (0) (u) ≤ σ C (u) for all u ∈ X, and the desired relation holds.
Step 3: We complete the proof of the theorem. We show now that
We take x * ∈ ∂ ε I f (0), so that by Step 2 there are nets of numbers
, where the limits is taken with respect to the w * -topology. We may assume that ε 1,L,V → ε 1 and ε 2,L,V → ε 2 , with ε 1 + ε 2 = ε. Now, by the continuity of I f at x 0 there is some r > 0 such that for every v ∈ B(0, r) and for every
Therefore, we may suppose that (x * L,V ) w * -converges to some y * ∈ X * and that (λ * L,V ) w * -converges to some ν * ∈ X * ; hence, ν * ∈ N ε2 dom I f (0). Finally, if ε = 0, then the conclusion follows. Otherwise, if ε > 0, for every γ > 0 we obtain that ℓ L,V ∈ I(ε 1 + γ) for a co-final family of indices L, V , and so the desired inclusion follows.
The next result is a generalization of [28] , see also [23, 24, 31, 44] for other versions. First, we need to make a remark about the relation between the continuity of I f and the f t 's.
Remark 1. Assume that either X is Suslin or (T, Σ) = (N, P(N)). Due to the relation
the continuity hypothesis used in Theorem 2 below is equivalent to the continuity of the functions I f and f (t, ·), t ∈ T, at some common point. In particular, in the finitedimensional setting, the continuity of I f alone ensures the continuity of the f t 's on the interior of their domains.
Theorem 2. Assume that either X is a Suslin space, or (T, Σ) = (N, P(N)). If each one of the functions I f and f (t, ·), t ∈ T, is continuous at some point. Then for every x ∈ X and ε ≥ 0.
Proof. We fix x ∈ X and ε ≥ 0, and choose a common continuity point x 0 of I f and the f t 's (see Remark 1) . The right-hand side is straightforwardly included in ∂ ε I f (x), and so we focus on the opposite inclusion. W.l.o.g. we may assume that x = 0, ∂ ε = ∅, I f (0) = 0, as well as µ(T ) = 1. Take x * ∈ ∂ ε I f (0), and fix a sequence of positive
Next, as in the proof of [19, Theorem 5 .1], we find measurable functions
To simplify the notation, we just write w *
where N×I is endowed with the partial order " " given by (n 1 ,
The rest of the proof is divided into three steps.
Step 1: W.l.o.g. on n, i, there exists U ∈ N 0 such that
Indeed, we choose U ∈ N 0 such that sup
But, by Eq. (2) and the definition of ε n,i (ε n,i = ℓ n,i + η n ), we may suppose that for all n and i,
and so Eq. (4) leads to sup v∈U,n∈N,i∈I T x * n,i (t), v dµ(t) < +∞, which is the first part of Eq. (3). Now, we define the sets T + n,i,v := {t ∈ T : x * n,i (t), v ≥ 0}, T − n,i,v := {t ∈ T : x * n,i (t), v < 0}, n ∈ N, i ∈ I and v ∈ U. Then, using Eq. (4),
and the second part in Eq. (3) follows since U is absorbent.
Step 2: There exist ε 1 , ε 2 , ε 3 ≥ 0 with
with elements ℓ ∈ L 1 (T, R + ) and s ∈ L sing (T, R) such that (w.l.o.g. on n and i):
and
Consider U , m and (m x ) x∈X as in the previous step, and denote by B the unit ball in the dual space of L ∞ (T, R). From Eq. (3) and the definition of x * , we obtain the existence of λ * 1 ∈ X * such that (w.l.o.g.) λ * 1 = lim n,i T λ * n,i (t), · dµ(t)
is a compact space with respect to the product topology, and so w.l.o.g. we may assume that the net ( x * n,i (·), x ) x∈X ∈ X, (n, i) ∈ N×I, converges to some (F (x)) x∈X , where F :
are two linear functions, and Item (ii) follows. Similary, since (ε n,i (·)) is bounded in L 1 (T, R) we may assume that it converges to some
= lim
Fix x ∈ X. Since F 2 (x), s ∈ L sing (T, R), there exists a sequence of measurable sets T n (x) such that µ(T \ T n (x)) = 0 and F 2 (x)(g1 Tn(x) ) = 0, s(g1 Tn(x) ) = 0 for all n ∈ N and g ∈ L ∞ (T, R).
Thus, by replacing in Eq. (9) the set G by T k (x), k ≥ 1, and T \∪ 1≤k≤n T k (x), respectively, and taking the limit on k, Item (iii) and Item (v) follow. Now, for every v ∈ U, G ∈ Σ, n ∈ N and (n, i) ∈ N×I (recall Eq. (3))
So, by taking the limit we get
In particular, for A ∈ Σ and G n = A ∩ T n (x) we get
yielding the first part in Eq. (6). Now, for
T i (x) we have that
Furthermore, for v ∈ U and x ∈ dom I f Gn
and so, Eq. (10) and Eq. (11) yield F 2 (x)(1 T ) ≤ s(1 T ), and
We get Item (vi), while Item (iv) follows from Eq. (12) and Eq. (13).
Step 3: Let ℓ, s, ε 1 , ε 2 , ε 3 , U ∈ N 0 , λ * 1 ∈ N ε3 dom I f (0), F 1 , and F 2 be as in step 2. We show the existence of a weakly integrable function y * : T → X * such that y * (t) ∈ ∂ ℓ(t) f t (0) ae, and x * − T y * dµ ∈ N ε2 dom I f (0). Assume first that (T, Σ) = (N, P(N)). In this case, on the one hand we take y * (t) := F 1 (·)(t), t ∈ T. Then, for every x ∈ X, by Eq. (6) we have that for all t ∈ T y * (t), x = F 1 (x)(t) = (µ(t))
which, by taking into account the continuity assumption on f (t, ·), shows that y * (t) ∈ ∂ ℓ(t) f t (0). Also, since T | y * , x | dµ = T |F 1 (x)(t)| dµ(t) < +∞, for all x ∈ X, and (by Item (iv))
it follows that y * := T y * dµ ∈ (w)-
On the other hand, we take λ * := λ * 1 + λ * 2 , with λ * 2 := F 2 (·)(1 T ) (∈ X * , by Item (iv)), so that for all x ∈ dom I f (using Eq. (7)
, and so we get
which ensures the desired inclusion. We treat now the case when X, X * are Suslin spaces. We choose a countable set D such that X = {lim x n : (x n ) n∈N ⊂ D}. Equivalently, we can take an at most countable family of linearly independent vectors
∋ x 0 for all n ≥ 1 (recall that x 0 is a common continuity point of I f and the f t 's). As in the previous discrete case, we take λ * 2 = F 2 (·)(1 T ). So, by argyuing as above we obtain that λ
. Next, we consider a sequence of functions (b n ) n such that each b n is in the class of equivalence F 1 (e n ), and define for every
andT := z∈L Q T z ; hence, µ(T \T ) = 0, by Eq. (6). Now, because int dom f t ∩ L Q = ∅ and f t is continuous on int dom f t , it follows that y * t , z ≤ f (t, z) − f (t, 0) + l(t) for all t ∈T and z ∈ L; in particular, y * t is a continuous linear functional on L for every t ∈T . Now, by the HahnBanach theorem, we can extend y * t to a continuous linear functional on X, denoted by y * (t), such that
We notice that y * (·) is weakly measurable, because for every x ∈ X, since D ⊂ L there exists a sequence of element x n ∈ L such that x n → x and, hence, y * (t), x = lim n w * t , x n is measurable as is each function t → w * t , x n . Moreover, by the continuity of f t on int dom f t , the last inequality above holds on X, and this gives us y
for all t ∈T . Now, by the continuity of I f and using similar arguments as those in the proof of Theorem 1, it is not difficult to show that y * (t) is weakly integrable and that y * := T y * (t)µ(t) defines a continuous linear operator on X, showing that y * ∈ (w)-
of the theorem is finished. Now we give a formula for the ε-subdifferential of I f under a stronger qualification condition. Consider a Banach space X, we denote byÎ f :
Theorem 3. Assume that X is a separable Banach space. IfÎ f is bounded above on some neighborhood wrt (L ∞ (T, X), · ) of some constant function x 0 (·) ≡ x 0 ∈ X, then for all x ∈ X and ε ≥ 0 we have that
If, in addition, X is reflexive, then
Proof. First, observe that the current continuity assumption ofÎ f implies that both I f and the functions f t , for ae t ∈ T, are continuous at x 0 . Then, according to Theorem 2, to prove the first part we only need to verify that, for every x ∈ dom I f , ε 1 ≥ 0 and ℓ ∈ I(ε 1 ),
Take x * := T x * dµ for a w * -measurable function x * (·) such that x * (t) ∈ ∂ ℓ(t) f t (x) ae. By [8, Theorem III.22.] , for each function α ∈ L 1 (T, (0, +∞)) there exists a measurable function x : T → X such that x(t) ≤ 1 and
Since, by the continuity of
we obtain that T x * (t) dµ(t) ≤ δ −1 M + T α(t)dµ(t) < +∞, and Eq. (14) holds. Finally, the last statement follows because
The next example shows that the second formula of Theorem 3 cannot be valid if we drop the continuity ofÎ f . Example 1. Consider (T, Σ) = (N, P(N)) and X = ℓ 2 , and let (e n ) n be the canonical basis of ℓ 2 , and µ be the finite measure given by µ({n}) = 2 −n . Define the integrand
Then I f is differentiable on X with ∇I f (x) = 2x, and for all n ≥ 1 we have that ∂f n (x) = {∇f n (x)} = {2 n+1 x, e n e n }, so that
x, e n e n = 2x, which is the result of Theorem 2. On the other side, the value
could not be finite for all x ∈ ℓ 2 (consider, for instance,
The following is an easy consequence of Theorems 1 and 2:
Corollary 4. Assume that either X is Asplund, X and X * are Suslin, or (T, Σ) = (N, P(N)). If x ∈ X is a common continuity point of both I f and the f t 's, then I f is Gâteaux-differentiable at x if and only if f t is Gâteaux-differentiable at x for ae t ∈ T. Example 2. Consider (T, Σ) = (N, P(N)) and X = ℓ 1 , and let (e n ) n be the canonical basis of ℓ 1 , and µ be the finite measure given by µ({n}) = 1. Define the integrand f :
/n e n (by Corrollary 4). Thus, if I f were be Fréchet-differentiable at x = 0, then we would have
which is a contradiction.
In the following, we extend Theorems 1 and 2 to the nonconvex Lipschitz case. The resulting formulae are known for both the case of a separable Banach space or (T, Σ) = (N, P(N)) ([9, Theorem 2.7.2]), and the case of Asplund spaces ( [33] ). Recall that for a Lipschtiz continuous function ϕ : X → R, when X is a normed space, the generalized directional derivative of ϕ at x ∈ X in the direction u ∈ X is given by ϕ
• (x; u) := lim sup
The generalized subdifferential of ϕ at x ∈ X is the set ∂ C ϕ(x) defined as
Proposition 5 (Clarke-Mordukhovich-Sagara). Assume that either X is Asplund, X is a separable Banach space, or (T, Σ) = (N, P(N)). Let integrand f : T × X → R and x ∈ X be such that:
(a) There exists K ∈ L 1 (T, R + ) and δ > 0 such that for every y, z ∈ B(x, δ), t → f (t, y) is measurable and |f t (y) − f t (z)| ≤ K(t) y − z ae t ∈ T.
(b) (When X is Asplund) For every u ∈ X, the function t → f • t (x; u) is measurable. Then we have that
Proof. By taking into account Fatou's lemma, we have that
for all u ∈ X, and so
is a Carathéodory map, for every finite-dimensional subspace F ⊂ X, the mapping (f • · (x; ·)) |F : T × F → R ∪ {+∞} is a convex normal integrand. Hence, because I f • (x;·) and f • t (x; ·) are continuous everywhere, the two desired formulae follow by applying Theorems 1 and 2, respectively.
Conjugate functions
We investigate in this section the representation of the ε-normal set to dom I f in terms of the data functions f t .
We suppose that f : T × X → R is a normal integrand defined on a locally convex space X such that for some
In what follows, we suppose that either X, X * are Suslin or (T, Σ) = (N, P(N)). We recall that the continuous infimal convolution of the f * t 's is the function
given by (see [34] )
with the convention that inf ∅ := +∞. We also recall the notation cl τ h and co τ h (cl h and co h when there is no confusion), which refers to the closure and the closed convex hull with respect to the topology τ on Y of a function h : Y → R ∪ {+∞}. We shall need the following lemma, which can be found in [26, Lemma 1.1].
Lemma 6. Let h : X * → R be a convex function. Then for all r ∈ R {x * ∈ X * : cl
we get that (x * , α) ∈ G + {0} × R + , besides by the convexity of f * t 's G + {0} × R + ⊆ E. On the other hand, since ((I f ) * is proper) we have that
and so by Dieudonné's Theorem (see [8, or [22, Proposition 1] ) the set co
Then, by the last relations, there exist (y * , γ) ∈ co
Moreover, using Theorem 7, we have
Now, we obtain a complete explicit characterization of the ε-subdifferential of I f in terms of the nominal data f ′ t s.
Theorem 10. Assume that f is a convex normal integrand. Then for every x ∈ X and ε ≥ 0 we have that
where the closure is taken with respect to the strong topology β(X * , X),
and E and G are defined in Eqs. (17) and (18), respectively.
Proof. According to [19, Theorem 5 .1], we only have to prove that for every L ∈ F (x) and ε ≥ 0, N
. Indeed, it suffices to apply Proposition 9 with the measurable space (T ,Σ,μ), whereT := T ∪ {ω 0 } for an element ω 0 / ∈ T ,Σ is the σ-Algebra generated by (Σ ∪ {ω 0 }), andμ is defined bỹ
and the integrand function g(t, x) := f (t, x) for t ∈ T and g(ω 0 , x) := δ L (x).
Characterizations via (exact-) subdifferentials
In this section, we use the previous results and Bronsted-Rockafellar theorems to obtain sequential formulae for the subdifferential of integral functions. As in the previous section, we suppose that either X, X * are Suslin or (T, Σ) = (N, P(N)). We recall that a net of weakly measurable functions g i : T → X is said to converge uniformly ae to g : T → X if for each continuous seminorm ρ in X, the net ρ(
Theorem 11. Suppose that one of the following conditions holds:
(ii) f t are epi-pointed ae t.
Then for every x ∈ X, we have that x * ∈ ∂I f (x) if and only if there exist a net of finite-dimensional subspaces (L i ) i and nets of measurable selections (x i ), (x * i ) and (y i ), (y * i ) such that x * i (t) ∈ ∂f (t, x i (t)), y * i (t) ∈ N dom I f ∩Li (y(t)) ae, and: i (·), y i (·) − x → 0 uniformly ae. In addition, if X is reflexive and separable, then we take sequences instead of nets, and the w * -convergence is replaced by the norm.
Proof. W.l.o.g. we may assume that µ(T ) < +∞. Take x * 0 ∈ ∂I f (x 0 ), x 0 ∈ X, and fix L ∈ F (x 0 ). By [19, Theorem 4 .1] we find a measurable function z * (·) such that z * (t) ∈ ∂(f t + δ L∩dom I f )(x 0 ) for all t ∈T (with µ(T \T ) = 0), and x * 0 = T z * (t)dµ(t). Next, given n ∈ N, continuous seminorms ρ X on X and a w * -continuous seminorm ρ X * := σ C on X * such that C is finite and span C ⊃ span(L ∩ dom I f ), we define the multifunction B :T ⇒ X × X * × X × X * by (x, x * , y, y * ) ∈ B(t) if and only if A(i) x * ∈ ∂f (t, x), y * ∈ N dom I f ∩L (y).
A(ii) ρ X (x − x 0 ) ≤ 1/n, ρ X (y − x 0 ) ≤ 1/n, ρ X * (z * (t) − x * − y * ) ≤ 1/n. 20 A(iii) |f (t, x) → f (t, x 0 )| ≤ 1/n, | x * , x − x 0 | ≤ 1/n and | y * , y − x 0 | ≤ 1/n. we conclude the existence of nets of measurable functions x(·), y(·), x * (·), andỹ * (·), which satisfy the properties Items A(i) to A(iii) above. Now, we consider y * (t) := P * span C (x * (t)) − x * (t) + P * span C (ỹ * (t)), where P * is the adjoint of the a projection P span C onto span C. Then y * i (t), u − y(t) = ỹ * (t), u − y(t) ≤ 0 ∀u ∈ dom I f ∩ L i (span C), and so y * i (t) ∈ N dom I f ∩L (y(t)). Moreover, we have ρ X * (z * (t) − x * (t) − y * (t)) = ρ X * (z * (t) − P * span C (x * (t)) − P * span C (ỹ * (t))) = σ C (z * (t) − P * span C (x * (t)) − P * span C (ỹ * (t))) = σ C (z * (t) − x * (t) −ỹ * (t)) ≤ 1/n, and | y * (t), y(t) − x 0 | = P * span C (x * (t)) − x * (t) + P * span C (ỹ * (t)), y(t) − x 0 = | ỹ * (t), y(t) − x 0 | ≤ 1/n, and for every balanced bounded set A ⊂ X T σ A (x * (t) + y * (t))dµ(t) = T σ A (P * span C (x * (t)) + P * span C (ỹ * (t)))dµ(t) = T σ P (A) (x * (t) +ỹ * (t) − z * (t))dµ(t) + T σ P (A) (z * (t))dµ(t) < +∞.
The conclusion when X is reflexive and separable comes from the fact that we can take sequences instead of nets used above (using [35, Theorem 2.3] ) and countable family of finite-dimensional subspaces (see [19, Remark 4.3] ). It remains to verify the sufficiency implication. Take x * ∈ X * , x ∈ X, nets of finitedimensional subspaces L i and nets of measurable functions (x i ), (x * i ) and (y i ), (y * i ) as Theorem 13. Assume that the linear growth condition Eq. (15) holds with x * 0 ∈ L ∞ w * (T, X * ), and assume that either X is Banach, or the f t 's are epi-pointed and x
