Abstract
Figure 1: Design and Model. a) Reinforcement learning task using faces. During learning, two faces were presented on each trial, and participants learned to select the optimal face identity (A, C, E) through probabilistic feedback (% of correct is shown beneath each stimulus). The learning-phase contained three face pairs (AB, CD, ED) for which feedback was given. In a follow-up transfer phase these faces were rearranged into 12 novel combinations to asses learning. These trials were identical to learning trials, with the exception of feedback. *Example faces were removed for the publication on BioRxiv, for an impression see Jahfari et al. (2018) , or the Radboud face database from where the faces were originally selected (http://www.socsci.ru.nl:8180/RaFD2/RaFD). b) Graphical Q-learning model with hierarchical Bayesian parameter estimation. The model consists of an outer subject (i = 1, . . . .., N ), and an inner trial plane (t = 1, . . . , T ). Nodes represent variables of interest. Arrows are used to indicate dependencies between variables. Double borders indicate deterministic variables. Continuous variables are denoted with circular nodes, and discrete with square nodes. Observed variables are shaded in grey (see methods for details about the fitting procedure). c) Illustration of the observed trial-by-trial input (i.e., the choice made, and feedback received), and output (i.e., Q for the chosen and unchosen stimulus, ∆Value, and RPE) of the model given the estimated variability in learning rates from either positive (α Gi ) or negative (α Li ) feedback, and the tendency to exploit β higher values i.
learning task and contains two separate learning rate parameters for positive (α gain ) and negative (α loss ) Where 0 ≤ α gain or α loss ≤ 1 represent learning rates, t is trial number, and r = 1 (positive feedback) or r = 0 117 (negative feedback). The probability of selecting one response over the other (i.e., A over B) is computed as: 118 P A (t) = exp(β * Q t (A)) exp(β * Q t (B)) + exp(β * Q t (A)) With 0 ≤ β ≤ 100 known as the inverse temperature.
119
To fit this Q-learning algorithm with two learning rate parameters we used Bayesian hierarchical estimation were generated to ensure convergence.
127

Image acquisition
128
The fMRI data for the Reinforcement learning task was acquired in a single scanning session with two learning 129 and three transfer phase runs on a 3-T scanner (Philips Achieva TX, Andover, MA) using a 32-channel head × 220 × 188), the fMRI data collection using a stop signal task (described in Jahfari et al. (2018) were preprocessed using motion correction, slice-time correction, and pre-whitening (Woolrich et al. 2001 ).
151
For each subject, a GLM was fitted with the following EVs: for FFA, faces > (houses and objects), for 152 parahippocampal place area (PPA), houses > (faces and objects) and for lateral occipital complex (LOC),
153
intact scenes > scrambled scenes. Higher-level analysis was performed using FLAME course with signed and unsigned prediction errors were estimated. These signal response time courses were analysed using across-subjects GLMs at each time-point using the statsmodels package (Seabold and Perktold
Random Forest classification
181
To specify the relevance of perceptual regions in the resolve of future value-driven choices a random forest
182
(RF) classifier was used (Breiman 2001 (Breiman , 2004 Figure 2c ). In the construction of each tree about 1/3 of all trials is left out -termed as the
188
"out-of-bag" sample -and later used to see how well each tree preforms on unseen data in the training set.
189
Because in RF each tree is built from a different sample of the original data each observation is "out-of-bag"
190
(OOB) for some of the trees. As such, each OOB sample is offered to all trees where the sample was not ease to measure the relative importance of each variable (i.e., region), in the overall predictive performance.
199
That is, it allows for the ranking of all regions evaluated in the prediction of future value-based decisions. participants come from the same population, a fixed effects approach was taken for evaluations with RF.
224
Here, the trial * region activity matrices for all participants were combined into one big data matrix ( Figure   225 2b) and subsequently shuffled across the rows, so that both participants and trials were re-arranged in a 226 random order across rows. Besides the single trial BOLD estimates from the 9 ROI's, this shuffled matrix 227 contained two additional columns, which specified subject_id (to which subject does each trial belong), and
228
Trial Sign -i.e., is the choice between the two faces about two positive (+/+; AC, AE, CE), negative (-/-; The individual subject data frames were then combined into one matrix, in which the rows were subsequently shuffled to randomly distribute trials and subjects across the rows. (c) This matrix was then divided into a training set (2/3 of the data) for the creation of 2000 decision trees of which the majority vote on each trial is then used to evaluate the predictive accuracy of optimal/suboptimal choices in a separate validation set (1/3 of the data).
Results
260
Model and Behavior
261
As shown in Figure 1a , in the reinforcement learning task participants learned to select among choices with where feedback was omitted, required participants to select the optimal option among novel pair combinations 264 of the faces that were used during the learning phase (Figure 1a ). In the learning phase, subjects reliably 265 learned to choose the most optimal face option in all pairs. For each pair the probability of choosing the Differential AB value modulation was not significant in the ventral striatum (i.e., accumbens). Nor did we observe any differential value modulations with the presentation of the more uncertain CD and EF pairs. Confidence intervals were estimated using bootstrap analysis across participants (n = 1000), where the shaded region represents the standard error of the mean across participants (bootstrapped 68% confidence interval).
BOLD is modulated by reliable value differences between faces in striatal and
Reward prediction errors in striatal and visual regions 288
Our findings so far described relationships between BOLD and value time-locked to the moment of stimulus the accumbens, the FFA modulation was positive and co-occurred with the modulation of the signed RPE.
302
That is, bigger violations and more positive outcomes each elicited a stronger response in the FFA. of these regions during learning).
313
In the transfer phase, participants had to make a value-driven choice based on what was learned before, i.e., and a bootstrapped sample of data points (i.e. trials). Importantly, we ensured that the forest was not simply 322 learning the proportion of optimal choices in the transfer phase by training all models on balanced draws 323 from the training set with equal numbers of optimal and sub-optimal choices.
324
Evaluation of all participants resulted in a classification accuracy of 65% (AU C = 0.75) using the trial-by-trial substantially lower when labels of the validation set were randomly shuffled (accuracy: all participants= 52%; 330 good learners= 56%).
331
The improvement of accuracy with the evaluation of only the good learners is remarkable because the predictions. We will return to the interpretation of these different rankings in the discussion.
367
Finally, we focused on two sets of control analysis. First, we evaluated RF accuracy and ranking with an drops to last (as is to be expected) with counterproductive effects on RF accuracy.
380
Figure 6: Random Forest performance and importance ranking. Prediction of value-driven choice outcomes in the transfer phase using trial-by-trial BOLD responses from striatal, perceptual, and prefrontal cortex regions. (a) Overview of the Random Forest approach where the training-set is used to predict choice outcomes for each trial by using the majority vote of 2000 different decision trees. Each tree is built using a different set, or sample, of trials and predictors from the training set. The forest is trained on a training set sampled from all participants (N=43), or only 'the good learners' (N=34). (b) Shows the classification, or decoding, accuracy (green) given the separate unseen validation sets, for all participants and good learners. (c) On the left, overview of the feedback scheme in the learning phase, and the new combination in transfer about which the RF is making an prediction with an illustration of how ∆Value is computed for each trial. ∆Value was computed for each trial in the transfer phase by using the end beliefs (Q) that participants had about each stimulus (A-to-F) at the end of the learning phase. On the right side, plotted relationship between forest uncertainty (i.e., proportion of agreement across 2000 trees), on each prediction/trial (x-axis) and ∆Value (y-axis) for the model with the highest accuracy (i.e., the good learners). Forest uncertainty is defined as the proportion of trees saying 'yes! the choice on this trial was optimal/correct'. When this ratio is bellow 0.5 the forest will predict 'no' (sub-optimal/wrong choice), otherwise the prediction is 'yes! the choice on this trial was optimal/correct' (optimal). R 2 =adjusted R 2 . Note that, the same pattern was found for all participants (R 2 = 0.41 * * * , please see supplementary Figure 3 ). (d) Ranking of the ROI's in their contribution to the predictive accuracy of the best performing model (i.e., good learners). Left, shows the original ranking. On the right, we evaluate ranking with all 9 original regions, but now add a control region that was sampled randomly from N (0, 1), and unrelated to the activity of any region, or ∆Value. Notice that the random variable has negative importance in the ranking, meaning that removing it improves model performance with 0.5%. in the prediction of future value-driven choice outcomes. First, by focusing on how participants learn, we find 383 BOLD in visual regions to change with trial-by-trial adaptations in value beliefs about the faces presented, 384 and then to be subsequently scaled by the signed RPE after feedback. Next, the relevance of these observed 385 value and feedback modulations was sought by exploring the prediction of future value-driven choice outcomes 386 in a follow-up transfer phase where feedback was omitted. Our machine learning algorithm here shows a 
