Authorship analysis (AA) is the study of unveiling the hidden properties of authors from textual data. It extracts an author's identity and sociolinguistic characteristics based on the reflected writing styles in the text. The process is essential for various areas, such as cybercrime investigation, psycholinguistics, political socialization, etc. However, most of the previous techniques critically depend on the manual feature engineering process. Consequently, the choice of feature set has been shown to be scenario-or dataset-dependent. In this paper, to mimic the human sentence composition process using a neural network approach, we propose to incorporate different categories of linguistic features into distributed representation of words in order to learn simultaneously the writing style representations based on unlabeled texts for AA. In particular, the proposed models allow topical, lexical, syntactical, and character-level feature vectors of each document to be extracted as stylometrics. We evaluate the performance of our approach on the problems of authorship characterization, authorship identification and authorship verification with the Twitter, blog, review, novel, and essay datasets. The experiments suggest that our proposed text representation outperforms the static stylometrics, dynamic n-grams, latent Dirichlet allocation, latent semantic analysis, distributed memory model of paragraph vectors, distributed bag of words version of paragraph vector, word2vec representations, and other baselines.
generated every millisecond: This is the era of infobesity. Authorship analysis (AA) is one of the critical approaches to turn the burden of a vast amount of data into practical, useful knowledge. By looking into the reflected linguistic trails, AA is a study to unveil an underlying author's identity and sociolinguistic characteristics.
Studies of AA backed up by statistical or computational methods has a long history starting from 19th century [1] , [2] . It has been a successful line of research [3] . Many customized approaches focusing on different subproblems and scenarios have been proposed [2] . Research problems in AA can be broadly categorized into three types. 1) Authorship identification (i.e., identify the most plausible author of an anonymous text snippet given a set of candidates [4] [5] [6] ). 2) Authorship verification (i.e., verify whether or not a given candidate is the actual author of the given text [7] ). 3) Authorship characterization (i.e., infer the sociolinguistic characteristics of the author of the given text [8] ). Both problems of authorship identification and authorship characterization can be formulated as a text classification problem. For the authorship identification problem, the classification label is the identity of the anonymous text snippet. For the authorship characterization problem, the label can be the hidden properties of the anonymous author, such as age and gender.
Regardless of the studied authorship problems, the existing solutions in previous AA studies typically consist of three major processes, as shown in the upper flowchart of Fig. 1 : 1) feature engineering; 2) solution design; and 3) experimental evaluation. In the first process, a set of features are manually chosen by the researchers to represent each unit of textual data as a numeric vector. In the second process, a classification model is carefully adopted or designed. At the end, the entire solution is evaluated based on specific datasets. Representative solutions are [9] [10] [11] . Exceptions are few recent applications of the topic models [12] [13] [14] and text embedding models [15] [16] [17] that actually combine the first two processes into one. Still, the three-processes-based studies on AA problems dominate [7] , [8] , [18] . In the latest PAN2016 authorship characterization competition [8] , 17 out of 22 approaches follow the three-processes-based solution. The other five approaches involve topical models.
To assist the feature selection process for AA, various feature selection algorithms have been proposed in the literature of AA [5] , [19] [20] [21] . Some algorithms select features for representing a document by considering each feature individually with respective to their discriminant power [19] , [21] , while some algorithms include the classification or verification performance in the loop for feature selection [20] at the expense of longer computation. In addition, the representation learning approach has been proposed for text modeling [22] and classification [23] , where the features are learned directly from the data in an unsupervised fashion. Inspired by the recent success of the representation learning approach in a variety of recognition tasks [24] , we raise a new research question for AA. Given the unlabeled textual data, can we automatically come up with a vectorized numeric representation of the writing style?
In this paper, we present a stylometric representation learning approach for AA. Refer to the lower flowchart in Fig. 1 . The goal is to learn an effective vector representation of writing style of different linguistic modalities in AA study. Following the previous work [5] , [25] , [26] , we use the concept linguistic modalities to denote the categories of linguistic features [25] . We broadly categorize them into four modalities: 1) the topical modality; 2) the lexical modality; 3) the character-level modality; and 4) the syntactic modality. It is noted that the term "modality" used here is different from the term "multimodality" in machine learning. The former one denotes a category of linguistic features, and the latter denotes a combination of different ways in which information is presented, such as text, image, rating, etc. Also, we use the term representation and embedding to describe the vectorized representation of feature. In the first stage, we learn the stylometric representation for different linguistic modalities based on the unlabeled textual data. In the second stage, an authorship analyst can select the modality according to his or her needs. If the scenario requires the least interference from the topic-related information, the analyst can discard the topical modality, or more strictly, both topical and lexical modalities. One of the advantages for traditional feature engineering process is that an analyst can pick only relevant features to be included in the authorship studies. Our design inherits the flexibility of the original hand-crafted stylometric features while it enables the representation to be learned from the available data.
To the best of our knowledge, this is the very first work attempting to automate the feature engineering and discover the stylometric representations for AA. Specifically, our major contributions are summarized as follows.
1) We propose a joint learning model that can learn simultaneously the distributed word representation as well as the topical bias and lexical bias representations of each document based on unlabeled texts. The learned topical vector representation of a document captures the global topical context, while the learned lexical representation of a document captures the personal bias in choosing words under the given global topic. 2) We propose to learn the character-level and syntacticlevel representations of each document. The former captures the morphological and phonemes bias of an author when he/she is composing a lexical token while the latter captures the syntactic/grammatical bias of an author when he/she is putting words together to construct a sentence. 3) We evaluate the effectiveness of the learned representations as stylometrics via extensive experiments and show its superiority over the state-of-the-art representations and algorithms for authorship verification, authorship identification and authorship characterization tasks using a number of benchmark datasets. In practice, this paper suggests a different solution flow for AA. Based on the learned representations of the writing style corresponding to different linguistic modalities, the user/researcher can pick the modalities based on their needs and interests in the context of the AA problem. For example, political socialization researchers are interested in content, so they may choose topical modality. In contrast, cybercrime investigators would prefer avoiding topic-related features since given a harassment letter, the candidate authors may not have previously written anything on this topic. Our models are open-source. 1 The rest of this paper is organized as follows. Section II describes the related work. Section III elaborates our learning models. Section IV elaborates our evaluation on the authorship verification problem with the PAN2014 dataset. Section V studies the effect of the hyper-parameters choice and shows our experiment on the problem of authorship identification. Section VI presents our evaluation on the problem of authorship characterization. More relevant works are situated throughout the discussion in this paper. Finally, Section VII concludes this paper.
II. RELATED WORK
Stylometric features are the linguistic marks that quantify the linguistic characteristics [2] , [3] . Various features have been proposed for the problems in AA. They can be categorized into dynamic features and static features based on how they are constructed [27] . Static features do not change over different datasets. They include context-free manually crafted styles such as sentence length [28] , usage of functions words [1] , [29] , word-length distribution [30] , [31] , vocabulary richness [32] , [33] , statistics over special characters and words [34] , etc. In contrast, dynamic features are constructed based on the information of the dataset. They can be word n-grams, character n-grams, part-ofspeech (POS) n-grams, and misspelled words, etc. Later, Seroussi et al. [14] , [35] proposed to use topic models for the authorship attribution. These features can be also categorized according to their linguistic categories. Stamatatos [2] categorized them into lexical type, topical type, character type, syntactic type, semantic type, and application-specific type. Solorio et al. [25] and Sapkota et al. [26] used the word "modality" instead of the word "type" to describe a category. A modality denotes a single aspect of a given text snippet.
During the feature engineering process, given the available dataset and the application scenario, authorship analysts manually select a broad set of features based on the hypotheses or educated guesses, and then refine the selection according to experimental feedback. As demonstrated by previous research [5] and [19] [20] [21] , the choice of the feature set (i.e., the feature selection method) is a crucial indicator of the prediction result, and it requires explicit knowledge in computational linguistics and tacit experiences in analyzing the textual data. Most of the existing studies in AA employ the filter-based approach [36] to select dynamic features. Abbasi and Chen [27] used information gain. Posadas-Durán et al. [37] used chi-square statistics. Savoy [19] , [21] presented a comprehensive evaluation on filtering-based approaches. The study adopts different metrics such as document frequency, information gain, chi-square statistics, etc. It turns out that document frequency and information gain achieve the best result for authorship attribution. Zamani et al. [20] proposed a wrapper-based approach for the problem of authorship verification. They selected a distinct set of features for each author according to the performance on the training set. Layton [38] proposed to use an ensemble of classifiers that are built on different set of character n-grams for authorship verification. Besides of feature selection, [12] [13] [14] proposed to use latent variables in latent Dirichlet allocation (LDA) as document representation. References [39] and [40] are among the first studies that uses document representation learning for AA.
However, existing features suffer from several problems. First, all the features failed to separate the effect of topical preference and personal lexical preference. It is difficult to distinguish whether a specific lexical n-gram occurring in a sentence is mainly due to the holistic topics or the personal lexical preference. The LDA-based and latent semantic analysis (LSA)-based approaches also failed on this aspect. Second, the prevalent n-gram-based approaches failed to capture ordering information over long context and consider the semantic relationship between n-grams [22] , [23] . Third, the effectiveness of the filtering metrics and the specific threshold are dataset and task dependent. Last, existing POS-based syntactic features failed to consider the tag dependency introduced by the POS tagger.
To address the above issues, we leverage the concept of representation learning to model writing style. Instead of manually specifying the features, we propose three models to learn stylometric representation directly from the unlabeled text. Learning writing style representation is different to learning general text representation that only captures general topic or sentiment. The learned style representation needs to capture the differences in word choice under similar topic, the preferences in using function words, the morphology bias in word spelling, and the differences in grammatical structure. Le and Mikolov [23] proposed two similar neural network models to learn the vector representation of document: 1) the distributed memory model of paragraph vectors (PV-DM) model and 2) the distributed bag of words version of paragraph vector (PV-DBOW) model. The PV-DM model predicts the word in the middle of the sliding window. The input of the PV-DM model is a document vector and the vectors of words inside sliding window except the word in the middle. The document vector captures the topic that is missing from the context (i.e., sliding window). The PV-DBOW model takes a document vector as input. It predicts each word in the sliding window. The learned document vectors are effective for the sentiment prediction task [23] . However, it is not clear what is captured by the learned vectors. We leverage and manipulate basic elements of these two models in order to separate the effect of topical and lexical preference on token level, model the morphology and phonemes bias, and capture the grammatical variations.
III. MINING STYLOMETRIC REPRESENTATIONS
In this section, we present the proposed models for learning the stylometric representations on unlabeled training data. To be consistent in terminology, text dataset refers to the union of available labeled and unlabeled text; writing sample are used to refer to the minimum unit of text data to be analyzed. A writing sample consists of a list of sentences, and a sentence consists of a sequence of lexical tokens. Each lexical token has its respective POS tag in the corresponding sentence.
This section corresponds to the first process of the lower flowchart in Fig. 1 , where only unlabeled text data are available. In this process, we learn the representation of each chosen unit of text into four vectorized numeric representations, respectively, for four linguistic modalities. We formally define the stylometric feature learning problem as follows.
Definition 1 (Stylometric Representation Learning):
The given text dataset is denoted by D, and each document is formulated as ω ∈ D. A document ω consists of a list of ordered sentences S(ω) = s[1 : a], where s a represents one of them. Each sentence consists of an ordered list of lexical tokens T (s a ) = t [1 : b] , where t b represents the token at index b. P(t b ) denotes the POS tag for token t b . Given D, the task is to learn four vector representations θ
, and θ sy ω ∈ R D(sy) , respectively, for topical modality tp, lexical modality lx, character-level modality ch, and syntactic modality sy for each document ω ∈ D. D(·) denotes the dimensionality for a modality.
A. Joint Learning of Topical Modality and Lexical Modality
In this section, we are interested in both topical modality and lexical modality. The topical modality concerns the differences of topics, and the lexical modality is concerned with the personal preference of the word choice.
1) Joint Modeling of Topical and Lexical Modalities:
A text document ω can be considered to be generated by the author under a mixture effect of topical bias, contextual bias, and lexical bias. It is difficult to distinguish whether a lexical token occurring in a sentence is mainly due to the topics of the document or the author's lexical preference. In order to best separate the mixed effects of topical bias, contextual bias, and lexical bias, we propose a joint learning model in which a document is considered as a lexical token picking process, and the author picks tokens from her vocabulary in sequence to construct sentences in order to express her interests. We consider three factors in this token picking process: 1) the topical bias; 2) the local contextual bias; and 3) the lexical bias.
1) Topical Bias: Based on the certain holistic topics to be conveyed through the text, the author is limited to a vague set of possible thematic tokens. For example, if the previously picked tokens are mostly about Microsoft, then the author will have a higher chance of picking the word "Windows" in the rest of the document because they are probably under a similar topic. Given the topics of the document, the author's selection of the next token in a sentence is influenced by a relevant vocabulary. 2) Local Contextual Bias: Holistic topics and local contexts both influence how the next word is chosen in a sentence. For example, a document about Microsoft may consist of several parts that cover its different software products. Moreover, the context can be irrelevant to the topic. For example, a Web blog may have an opening about weather that has nothing to do with the topic of the text. 3) Lexical Bias: Given the topics and their related vocabularies, the author has different choices for picking the next token to convey a similar meaning. For example, if the author wants to talk about the good weather, she may pick the adjective "nice" to describe the word "day." Alternatively, the author can pick other words such as "great," "wonderful," or "fantastic," etc. The variation in choosing different words to convey a similar meaning is the lexical bias for an author to construct the document. The word picking process is a sequence of individual decision problems influenced by the individual topical bias, contextual bias, and lexical bias; therefore, it is natural to jointly learn the topical representation and lexical representation in the same model. It has the advantage of modeling their joint effects simultaneously and at best of minimizing the interference between the learned representations.
2) Proposed Joint Learning Model: This section introduces our proposed joint learning model for the topical modality and lexical modality. The goal is to estimate θ tp ω ∈ R D(tp) and θ lx ω ∈ R D(lx) in Definition 1. Fig. 2 depicts the model, which is a neural network with two feed-forward paths. The first feed-forward path simulates the word picking process under a mixture effect of topical bias, local contextual bias, and lexical bias. The second feedforward path captures the overall topics of the document. These two feed-forward paths have different inputs but share the same output vector space. The neural network updates the weights according to these two paths simultaneously at each training mini batch. The input to the whole neural network is the sliding window over a text sequence. The output of the first feed-forward path is the word in the middle of the sliding window. The output of the second feed-forward path is each of the words in the sliding window.
We start by describing the first feed-forward path. Recall that the contextual bias concerns the local information surrounding the token to be picked. We represent the vectorized local contextual bias surrounding token t b in its corresponding sentence s a as θ
The output is the prediction probability of the targeted word to be chosen by the author. The model tries to maximize the log probability for the first path
.
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Similar to the other neural-network-based paragraph/word embedding learning models [22] , [23] , [41] , this model maps each lexical token t b into two vectors: in is used to construct the input of contextual bias for the neural network, and w t b out is used for the multiclass prediction output of the neural network. They are all model parameters to be estimated on the textual data.
The local context of a token is represented by its surrounding tokens in the window. Given a token t b in a sentence s a with a sliding window of size W(tp), the con-
The contextual bias input to the neural network is defined as the average over the input mapped vectors of C(t b ). We define · as the vector element-wise average function
The other two inputs to the model are the topical bias θ tp ω ∈ R D(tp) and the lexical bias θ lx ω ∈ R D(lx) . In order to have the model working properly, we need to set D(lx), D(tp), and dw equal to d 1 , where d 1 is the parameter of the whole model that indicates the dimensionality for the lexical modality representation, topical modality representation and contextual representation. With these three input vectors we further take their average as joint input vector θ t b in since it is costly to have a fully connected layer
(3)
Example 1: Consider a simple sentence: t a = "it is a great day !!" in Fig. 2 . For each token {t b |b ∈ [1, 6]} we pass forward the neural network. We take b = 4 and t b = "great" for example. The process is the same for other values of b. Given a window size of 2, which indicates two tokens on the left and two tokens on the right, we construct the local context as
in . With θ tp ω and θ lx ω , we calculate θ t 4 in using (3). Using a full soft-max layer to model (1) is costly and inefficient because of the large vocabulary V. Following recent development of an efficient word embedding learning approach [22] , we use the negative sampling method to approximate the log probability:
Uh(·) denotes the element-wise sigmoid function. It corresponds to the red circle on the first feed-forward path in Fig. 2 . · is an identity function. If the expression inside this function is evaluated to be true, then it outputs 1; otherwise 0. The negative sampling algorithm tries to distinguish the correct guess t b with k randomly selected negative samples {t|t = t b } using k + 1 logistic regressions. E t P n (t) is a sampling function that samples a token v from the vocabulary V according to the noise distribution P n (t) of V.
Example 2: Continue from Example 1. We map t 4 into its output vector w t 4 out . Next we calculate P( w t 4 out | θ t 4 in ) using negative sampling (4) . After that we calculate the gradients with respect to w t 4 out and θ t 4 in . We update w t 4 out according to its gradient with a learning rate. We also update w t 2 in , w
in , and θ lx ω equally according to the gradient of θ t 4 in . The second feed-forward path of this model captures the topical bias reflected on the document ω. The topics reflected from the text can be interpreted as the union of effects of all the local context in the sentence. Thus, the output of this path [see Fig. 2 (left)] is a multiclass prediction of each word in the sentence s a , which is denoted by T (s a ) in Definition 1. The goal is to maximize the log probability on θ tp ω of document ω for each of its sentences S(ω)
Similar to the first feed-forward path of this model, we map each lexical token at the output to a numeric vector w t b out (the yellow rectangles in Fig. 2 ). By using negative sampling, we maximize the following log probability:
The total number of parameters is (k + 1) × d 1 for each t b . Constant k is contributed by k negative samples, and constant 1 is contributed by the update of θ tp ω . Basically, the second feed-forward path of this model is an approximation to the full factorization of the document-term co-occurrence matrix.
Example 3: Continue from Example 1. For the output of the second path, we map each token into a numeric vector w t b out , where t b ∈ {"it," is, a, "great," day, !!}. For each of the vectors we calculate P( w t b out | θ tp ω ) in (5) using negative sampling. Then we calculate the derivatives for each w t b out and θ tp ω and update them accordingly by multiplying the gradients with a prespecified learning rate.
In this model, we count punctuation marks as lexical tokens. Consequently, the information related to the punctuation marks is also included. Punctuation marks carry information of intonation in linguistics and are useful for AA [42] . After training the model on a given text dataset D, we have a topical modality vector representation θ tp ω ∈ R d 1 and a lexical modality vector representation θ lx
For an unseen document ω / ∈ D that does not belong to the training text data, we fix all the w tp ω for ω . The first feed-forward path corresponds to the PV-DM model in [23] . The second feed-forward path corresponds to the PV-DBOW model in [23] . The difference between this model and PV-DM/PV-DBOW is that we joint them by pushing the input of PV-DBOW to the input of PV-DM. The input of PV-DBOW (the topical vector in Fig. 2 ) captures the overall topic (i.e., word distribution) of the document. By pushing it to the input of PV-DM at each mini batch, the lexical vector captures what is missing from the topic and the current context or lexical preference, where people have different word choice under similar topic and similar context. Thus, it is very different from the PV-DBOW and PV-DM models. 
B. Character-Level Modality
We propose a neural-network-based model to learn the character modality representation on the plain text data. This model captures the morphological differences in constructing and spelling lexical tokens across different documents. Refer to Fig. 3 . The input of this model is one of the character bigrams generated by a sliding window over a lexical token t b with the character-level bias. The output of this model is the vectorized representation of the token t b . The purpose is to learn θ ch ω ∈ R D(ch) for each document ω ∈ D such that vector θ ch ω captures the morphological differences in constructing lexical tokens. Let CH(t b ) = bg[1 : c] denote the list of character bigrams of a given token t b , and bg is one of them. The goal is to maximize the following log probability on D:
We consider character bigram to increase the character-level vocabulary size. Increasing the length of character n-grams risks taking too much information from the lexical modality. For example, a character four-gram already matches a lot of exact words. Therefore, we only consider bigram at this stage. Similar to the previous lexical model, we map each lexical token t b into a numeric vector w b t out , which is used to output a multiclass prediction. We also map each character bigram into a numeric vector bg in , which is used for the network input. Both are model parameters to be estimated. The input vectors of this model are bg b t in and θ ch ω . Both of them have the same dimensionality d 2 . After taking an average, it is fed into the neural network, as depicted in Fig. 3 , to predict its corresponding lexical token t b . By using negative sampling, we maximize the following log probability: 
The number of parameters to be updated for each bigram bg of token t b is (k + 2) × d 2 . The constant k is contributed by the negative sampling function, and the constant 2 is contributed by θ ch ω and bg in . To learn θ ch ω , for ω / ∈ D we fix all w t b out and bg in and only propagate errors to θ ch ω . Example 4: Consider a simple sentence: t a = "Fantastic day !!" in Fig. 3 . For each token {t b |b ∈ [1, 3]} we extract its character bigrams. Suppose the word in the target is t 1 = 'fantastic,' and its bigrams are CH(t 4 ) = {bg c |c ∈ 1, 2, 3, 4, 5, 6, 7, 8} = {"fa," "an," "nt," "ta," "as," "st," "ti," "ic"}. The process is the same for each word. Let us take a bigram bg 1 = fa as an example. First, we map bg 1 to its representation bg in and map t 1 to its representation w t 1 out . With θ ch ω , we calculate θ bg in according to the first formula in (6) . Then we calculate the forward log probability for P( w t 1 out | θ bg in ) in (7) . We calculate the corresponding gradients and update the respective parameters. The training pass for bigram bg 1 = fa is completed, and we move to the next bigram an following the sample procedure. After traversing all the bigrams we move to the next token t 2 = day.
The character modality in this paper only captures the intraword information. It only concerns with the morphology and phonemes biases in the processing of spelling lexical word. The interword information is useful. It is captured by the lexical modality and the topical modality.
C. Syntactic Modality
Instead of using the typical POS n-grams as syntactic feature [43] [44] [45] , we seek alternative to maximize the degree of variations that we can gain from the POS tags. First, we look into the state-of-the-art tagger models. Suppose we have a sentence s a with its tokens t b ∈ T (s a ). Recall that P(t b ) denotes the POS tag for the token t b in the sentence. Refer to Definition 1. To assign a tag P(t b ) to a token t b , there are three typical structures [46] . 1) Left-to-Right Structure: This structure tries to maximize P(P(t b )|t b , P(t b−1 )). The tag for token t b is determined by both lexical token itself and previous tag P(t b−1 ). Strong dependencies exist between P(t b−1 ) and P(t b ) and between P(t b ) and t b [see Fig. 4(a) ]. 2) Right-to-Left Structure: This structure tries to maximize P(P(t b )|t b , P(t b+1 )). The tag for token t b is determined by both lexical token itself and next tag P(t b+1 ). Strong dependencies exist between P(t b+1 ) and P(t b ) and between P(t b ) and t b [see Fig. 4(b) ]. 3) Bidirectional Structure: This structure combines the previous two. It maximizes P(
The tag for token t b is determined by both lexical token itself and surrounding tags P(t b+1 ) and P(t b−1 ). Strong dependencies exist between P(t b+1 ) and P(t b ), between P(t b ) and P(t b−1 ), and between P(t b ) and t b [see Fig. 4(c) ]. For all of these three structures, there exists a strong dependency between contiguous POS tags, as well as between the actual lexical token and its tag. Using POS tags n-grams as a stylometric feature is less effective than using character n-grams and lexical n-grams because the strong dependencies between contiguous POS tags introduced by the POS taggers are shared between different documents. Therefore, we seek another way that has fewer dependencies introduced by the POS tagger. In Fig. 4(c) , strong dependencies introduced by the tagger are shown as solid lines. We select two weak dependency links from t b to P(t b+1 ) and from t b to P(t b−1 ), as indicated by the dashed lines. The tagger only introduces indirect dependencies on these two paths. Thus, these two paths have more variations across different documents than the others, as indicated by solid lines. Formally, our model tries to maximize P(P(t b−1 ), P(t b+1 )|t b ), which is different from the typical structures for the taggers.
The number of unique POS tags is quite limited, so we use the bigrams of POS tags (see Fig. 5 
, P 2 (t b+2 )} be the neighbor POS bigrams of token t b . The goal is to maximize
Similar to the previous models, this model maps each lexical token t b into a numeric vector w t b in , and each of its neighbor POS bigrams maps into an numeric vector n b out . The input of the model, denoted by θ n in , is the average of w t b in and θ sy ω , and the prediction is one of the target token t b 's neighbor POS tag bigrams, as shown in Fig. 5 . w t b in and θ sy ω share the same dimensionality d 3 . By using negative sampling, we maximize the following log probability:
where P n (n b ) denotes the negative sampling function for V n . Example 5: Consider a sentence and its corresponding sequence of POS tags in Fig. 5 . For each token {t b |b ∈ [1, 10]} we extract its POS neighbor bigrams. Suppose the word in target is t 5 = "contains," and its POS neighbor bigrams are PG(t 5 ) = {"DT JJ," "JJ NN," "RB RB," "RB JJ"} given a window size of 2. The process is the same for other lexical tokens. Let us take one of its (t 5 's) POS neighbor bigrams n 5 = DT JJ as an example. First we map n 5 to its vectorized representation n 5 in and map t 5 to its representation w t 5 in . With θ sy ω , we calculate θ n in according to the first formula in (8) . In combination with n 5 in , we calculate the forward log probability for P( n 5 in | θ n in ) in (8) . Then we calculate the corresponding gradients and update the respective parameters. The training pass for bigram n 5 = DT JJ is completed, and we move to the next bigram JJ NN following the same procedure. After all the bigrams are processed, we move to the next token t 6 .
IV. EVALUATION ON AUTHORSHIP VERIFICATION
In this section, we evaluate the proposed models on the authorship verification problem. The problem is to verify whether or not two anonymous text documents ω 1 and ω 2 are written by the same author. We first train the three models mentioned in Section III on the unlabeled text data, and then we estimate the stylometric representations θ
and θ sy ω ∈ R d 3 , respectively, for the two anonymous documents ω 1 , ω 2 . The verification score is a simple cosine distance measure between the given two documents' stylometric representations. Formally, the solution outputs cosine similarity between two documents ω 1 and ω 2
where v denotes the selected modality. It could be tp topical modality, lx lexical modality, ch character-level modality, sy syntactic modality, or their combinations. If more than one modality is selected, we concatenate their θ v ω into a single one for each ω. We use the area under receiver operating characteristic curve (AUROC) [47] as evaluation metric. It is a well-known evaluation measure for binary classifiers.
The AUROC measure captures the overall performance of the classifier when the threshold is varied. 
A. PAN2014 Authorship Verification Dataset
PAN provides a series of shared tasks on digital text forensics. the PAN2014 authorship verification dataset 2 consists of subdatasets of different languages and different types (see Table I ). Each dataset consists of a number of verification problems. Each problem consists of a set of known documents, an unknown document and a label. It can be either true, which indicates that the same author wrote the known documents and the unknown document, or false, vice versa. The solution can produce an answer "I do not know."
We preprocess the data by tokenization, detecting sentence boundaries, and parsing POS tags using the Stanford tagger [46] and Opennlp tagger. 3 We merge all known documents of a problem into a single one since they are written by the same author. As our approach does not require labeled data, we strip all the ground-truth labels for training. We tune the hyper-parameters for the proposed models and all the baseline models by cross-validating on each dataset of training datasets.
B. Baselines
We choose several most relevant approaches as baselines. 1) Style: It represents a document under 302 widely studied static stylometric features in [4] and [29] 4 (Table II) .
2) Style+[k-freq-ngram]: It adds 3 × k dynamic features
to the previous baseline. We select k lexical n-grams, k character n-grams, and k POS n-grams (n ∈ 1, 2, 3) by occurring frequency. We rank each group separately for k ∈ {500, 1000, 2000, 5000}.
3) Style+[k-info-ngram]:
This approach is the same as the previous except that the n-grams are selected by the information gain. Information gain is calculated by using document id as label. We pick k ∈ {500, 1000, 2000, 5000}. 4) Typed-n-gram: The typed character n-gram approach proposed in [6] . Each n-gram is prefixed by its category. 5) LDA and LSA: The LDA learns latent semantic topics between the documents and the words by Gibbs sampling. It represents a document as a distribution over the latent topics. LSA learns a latent representation between document and word by factorizing the document-toword occurring matrix. A document is represented as weights over k singular values. 6) w2v-skipgram and w2v-cbow: Two neural networks that learn the vector representations of words in a corpus [22] . We take the word vectors' average as a document vector. 7) PV-DBOW and PV-DM: Two neural networks that learn document representation [23] discussed in Section II. 8) Top five approaches reported in PAN2014 as well as the meta-classifier called META-CLF-PAN14. These baselines cover both recent development in text embedding learning and authorship verification. We use cosine as document distance for all baselines. Following the same procedure, we train our models on the training set and choose the hyper-parameters by cross validation with training labels.
1) Topical and Lexical Modality: We select d 1 = 200 and a window size of 2 for datasets other than the Dutch Review. We set d 1 = 300 and a window size of 16 for the Dutch Review. In our interpretation, the authors talk about similar topic in a longer context than the other corpus. 2) Character Modality: We pick d 2 = 300. 3) Syntactic Modality: We pick d 3 = 500 for the Spanish Article and d 3 = 300 for the others. The effect of choosing d 1 , window size W(tp), d 2 , and d 3 will be further discussed in Section V. Evaluation results are reported based on the performance on the test dataset.
C. Performance Comparison
As indicated in Table III , our proposed modality models achieve the highest AUROC score on this problem. Specifically, on average the first-rated model is the joint learning model for lexical modality and the topical modality. This model also outperforms all the others on the English Essay dataset and the Dutch Essay dataset. The runner-up is the lexical modality representation that is learned in the joint learning model. It achieves the best performance on the Dutch Essay dataset, English Novel dataset, Greek Article dataset, and Spanish Article dataset. Character-level modality outperforms all the aforementioned baselines except that it has a comparable performance to the PV-DBOW+DM model. The syntactic modality does not perform as well as the lexical, topical, and character-level modalities; however, it still achieves better AUROC than the LSA, LDA, and other n-gram approaches. It is noted that THE syntactic modality outperforms the other POS-tags-based approach, such as [53] and n-gram approaches, that involve POS tags. Our proposed models perform better than LSA and LDA, and the LSA approaches outperform the LDA approaches. Our model jointly considers the effect of document-to-word relationship and word-to-word relationship. In contrast, LSA and LDA only consider the relationship between document and word. PV-DBOW and PV-DM outperform LSA and LDA. The neural-network-based models perform better than the others.
The w2v-related approaches, which learn document embedding by averaging the word embedding, do not perform as well as our proposed approaches and the PV-DM-related approaches that directly learn the document embedding. We also see that the overall performance on the formal writings is better than that on the nonformal writing. The overall performance on datasets that have more text is better than those that has less text, which is consistent with our expectation and the observation in our previous work [5] . The exception is the English Novel dataset. It has more text data but performs not as good as the English Essay dataset. Regarding the selection of n-grams, in this experiment information gain outperforms frequency when given the same n. It contradicts the observation reported in the survey [2] . The information-gain-based feature selection method mostly outperforms the frequency-based measure for the authorship verification problem.
V. EVALUATION ON AUTHORSHIP IDENTIFICATION
In this section, we experiment on the authorship identification problem. We study effect of different choices of the hyper-parameters and compare the performance between the proposed models and the relevant ones following the same experimental setups. The problem is to identify the actual author of a given anonymous text snippet from a group of known candidate authors. Each known candidate author has a set of written text samples. It is a classification problem where the class label is the author name. To solve the problem, we treat all the text as unlabeled documents, and apply the proposed three models to learn vector representations for each document. Then we have four vector representations for each document ω: θ
We train a simple logistic regression model on the representations of a chosen modality and use it to classify the unknown document. The logistic regression needs labeled sampled to be trained. However, the underlying representation learning model does not rely on the labeled information.
A. IMDb62 Review Dataset
The IMDb62 dataset 5 has been used by recent research [14] , [35] , [54] and enable a direct comparison between our proposed approaches and the state-of-the-art solutions. It contains 62 000 movie reviews by 62 prolific users from the movie review database IMDb. 6 Each user wrote 1000 reviews. It is less formal than most datasets in the previous experiment. It contains spelling and grammatical errors. The authorship identification problem on this dataset is formulated as a 62-class classification problem. Fig. 6 shows the empirical distribution, kernel density and histogram on the reviews' length. Following the same experimental setup in [14] , [35] , and [54], we conduct a stratified tenfold cross validation experiment and report the best performance on accuracy.
B. Effect of Choosing Different Hyper-Parameter
There are four hyper-parameters for the aforementioned models. d 1 , d 2 , and d 3 , respectively, denote the vector size of the topical-lexical model, the character model, and the syntactic model. W(tp) is only for the topical-lexical model, which denotes the size of the sliding window for context. Table IV shows the accuracy with varying W(tp) ∈ {2, 4, 6, 8}. The overall performance increases as the sliding window size increases. When W(tp) = 8 the topical-lexical model achieves the best performance. The topical modality of the joint learning model follows a similar trend. However, it is not significantly increased. The lexical modality follows a reverse trend. Its performance decreases as the windows size increases. This table shows that, as the sliding window size increases, even though the performance of lexical modality decreases, but the performance of the combination increases. Table V shows the accuracy with varying d 1 , d 2 , and d 3 . We set d 1 = d 2 = d 3 = d and report the cross-validation accuracy on the dataset. We pick d ∈ {200, 300, 400, 500, 600}. As the vector size increases, the performance of the proposed models increases. Except the character modality. It reaches its best performance when d 2 = 500. Based on these two experiments, we pick d 1 = 700, W(tp) = 8, d 2 = 500, and d 3 = 600 as our hyper-parameter on the IMDb62 dataset. We pick d 1 = 700 since we still see an obvious increase of accuracy when we increase d 1 from 500 to 600. Even though increasing the vector size beyond 600 and sliding window size beyond 8 can promote accuracy, we stay with d 1 = 700, W(tp) = 8 since it already achieves the best results compared the baselines.
C. Baselines
We choose to compare our proposed models and all the methods reported in [14] , [35] , and [54] as well as available baselines in previous experiments. 1) Token SVM: An support vector machine (SVM) model trained on normalized token frequency features [14] . 2) Author-Topic (AT)-P: A probabilistic attribution model AT-P [14] built on the top of an AT model in [55] . It generates each document according to the topic distribution of its observed author [14] . 3) DADT-P: It is a combination of LDA and AT [14] .
The model draws two disjoint set of words according to document topic and author topic. It separates words that discriminate documents and words that discriminate authors. 4) LDA+Hellinger-S: It merges writing samples of a candidate author into a profile [35] . After applying LDA, the Hellinger distance is used as the similarity between the anonymous document and an author profile. 5) LDA+Hellinger-M: This model is the same as the previous except that it does not merge documents. It uses averaged Hellinger distance over samples of a given author. 6) KOP: A character n-gram approach proposed by Koppel et al. [57] . It evaluates a fraction of features to attribute the author, and repeats this process several times. A candidate's score is the portion of times being attributed as actual author. 7) SVM+Stems: An SVM classifier with stemmed words [54] . Words are weighted with tf-idf and scaled to unit variance. 8) SCAP: A source code authorship profiling approach proposed by Frantzeskou et al. [56] used in [54] . It uses the intersection of the most frequent character n-gram to score a candidate author. 9) CNN-Word: A convolutional layer with max-pooling is applied on the top of the concatenated word embeddings. A fully connected layer with dropout and soft-max predicts the author. It is proposed by Collobert et al. [58] and used in [54] . 10) CNN-Word-Word [54] : Similar to CNN-word, but the input has an updatable word embedding and a nonupdatable word embedding from pretrained GloVe model [59] . 11) CNN-Char [54] : Similar to CNN-word, but the input is an updatable character embedding channel. 12) CNN-Word-Char [54] : Similar to CNN-word, but the input has an updatable word embedding channel and a updatable character embedding channel as input. 13) CNN-Word-Word-Char [54] : It is a combination of CNN-word-word and CNN-char. Table VI(a) compares our proposed models with baseline methods from [54] with respect to the micro f -measure. Still, the combination of the lexical modality and the topical modality performs the best. The topical-lexical combination as well as the topical modality along outperforms different variations of the convolutional neural network that contains more parameters. Similar to Table VI(b), the lexical modality, character modality and syntactic modality do not perform well. 
D. Performance Comparison
Seroussi et al. [14] , [35] used accuracy while Ruder et al. [54] used micro f -measure for evaluation. Table VI(b) compares our models with baselines from [14] and [35] with respect to the accuracy. Baseline performance are not concretely mentioned in [35] . We can only estimate a tie inclusive range of the accuracy from the diagram. The combination of the lexical modality and the topical modality performs the best, and the runner-up is the typed n-gram. Topical modality performs closely to the typed n-gram. Both lexical modality and character modality along do not perform as well as other state-of-the-art LDA-based methods such as DADT-P and AT-P. We also notice that the Token SVM as well as LDA-based models perform very well on this dataset, and we suspect that there is a strong topical correlation between reviews written by same author. If such a correlation exists, the lower accuracy achieved by the lexical modality and the character modality show that they carry less topical information than the topical modality.
VI. EVALUATION ON AUTHORSHIP CHARACTERIZATION
We evaluate the proposed models on the authorship characterization task, which is to identify the socio-linguistic characteristics of the author based on text. It has two paradigms. Instance-based paradigm assumes each document of an author is independent. Profile-based paradigm considers all documents by an author as a single one. This problem is mostly formulated as a document classification problem where labels can be age, gender, and political orientation, etc. We first learn the stylometric representations for all the documents. Then a logistic regression model is trained on vectors with known labels. Finally, the classifier predicts labels for the testing data.
A. Twitter Characterization Dataset
ICWSM2012 is a publicly available Tweets dataset with labels [60] . The labels in this dataset are generated semiautomatically and manually inspected [60] . This dataset consists of three categories of labels for 1170 Twitter users: age, gender, and political orientation (see Table VII ). Due to the limitation of Twitter's policy, the actual content of tweets were not included in the dataset; however, the available users' IDs as well as the tweet IDs enable us to retrieve the tweets. We preprocess the dataset by removing all the non-ASCII characters and replace all the URLs with a special lexical token. We pretokenize the tweets and parse POS tags using the tagger from [61] . In this dataset there is other socialnetwork-based information, such as the target user's friends, the friends' tweets, etc. Since we focus on writing style, we omit this information as well as those retweeted tweets. 1) Gender: The label is either male or female. The labels are generated based on the Twitter user's name with a name-gender database, and are manually inspected. 2) Age: The label is either 18-23 or 25-30, which is generated by birthday related tweets, e.g., "happy birthday to me." 3) Political Orientation: The labels can be either Democrat or Republican, collected from the wefollow directory [60] . Fig. 7 shows the empirical distribution, kernel density and histogram on the tweets' length. The 90% of the tweets have less than 25 tokens and most have a length of around ten tokens. We combine all tweets of a single user into a single document and treat each tweet as an individual sentence. Following the same setup in [60] , we conduct a tenfold cross validation on the Twitter dataset and measure the accuracy. 
1) Baselines:
We inherit the same set of baselines used in the authorship verification experiment, except for those studies reported in PAN2014 [18] . The baselines are used with a logistic classifier. We also include two baselines.
1) Target User Info [60] : An SVM-based model trained on the token-based text features and the socio-linguistic features. 2) All Info [60] : It is the same SVM-based model with additional social-network features. The runtime of cross-validation is prohibitively expensive due to the large number of records. We did not hard tune the hyperparameter on this dataset. Instead, we heuristically pick d 1 = 400, d 2 = 400, d 3 = 400, and W(tp) = 8 based on our observation in the previous experiment. Vector size 400 is a typical value suggested by Le and Mikolov [23] . For other baselines in the previous section we use their default hyperparameter.
2) Performance Comparison: Table VIII shows that the lexical+topical modality achieves the highest accuracy value. The runner-up is the topical modality. The character-level modality does not perform as well as the other two. The lexical+topical modality and the character-level modality also outperform the PV-DM-related models, w2v-related models, and other dynamic n-gram-based models. Unlike the results for the authorship verification problem, the w2v-related baselines perform fairly well. They achieve a higher accuracy value than PV-DM, PV-DBOW, LSA, and LDA.
We notice that the target user only approach and the all info approach [60] have more advantages over the proposed models and baselines. First, they use an SVM model that typically outperforms a logistic regression model given the same data. Second, our approaches only consider the stylometric information reflected from the text. Other socio-linguistic, behavioral, and social-network-related information is discarded. However, these two baselines achieve a lower accuracy value than our proposed joint model for lexical and topical modality. Table VIII also shows that the proposed syntactic representation learning model does not perform well on the ICWSM2012 dataset, which is different from the previous authorship verification problem. This is because the tweet text data are relatively more casual than essay and novel, which does not introduce much variation in the grammatical bias. Moreover, it is difficult to determine the correct POS tags for tweets. Regarding the feature selection measure, the frequency-based approach outperforms the information-gainbased approach. Even the top-100 frequency-ranked n-grams outperform top-1500 information-gain-ranked n-grams, which is different from the result in previous verification experiment. Such a difference further confirms our argument that feature selection metrics are scenario-dependent. Even the feature set is dynamically constructed based on a different dataset, the measurement for the selection process is data-dependent. A language model over text is better.
B. PAN2013 Authorship Characterization Dataset
Additionally we benchmark the PAN2013 blog post dataset [74] . It contains an English (EN) dataset and a Spanish (ES) dataset. Each dataset consists of a list of blog post, and each blog post is labeled with the age and the gender of the actual author. The age of the author falls into: 10 s (13-17), 20 s (23-27), and 30 s (33) (34) (35) (36) (37) (38) (39) (40) (41) (42) (43) (44) (45) (46) (47) . The gender of the author falls into: male and female. Each dataset comes with a training set and a testing set. This dataset covers a wide spectrum of topics. There are total 236 600 authors in the training set and 25 440 authors in the testing set for English. There are 75 900 authors in the training set and 8160 authors in the testing dataset for Spanish. More than 80% Spanish blogs have about 15 words.
In this experiment, we compare our proposed models with the top ten models reported in [74] , top two models from PAN2016 competition [8] , and available baselines from previous experiments. Hyper-parameters tuning using crossvalidation is again infeasible due to the large size of the dataset. Instead, we heuristically set d 1 = 400, d 2 = 300, d 3 = 500, and W(tp) = 6 by considering the size of the dataset and the length of text samples. We run the proposed models on the blog posts and use a logistic model for classification. Following the setup in [74] we use the classification accuracy as performance measure. Table IX compares the proposed models and the baselines. The Lexical+Topical model, the topical model, and the character model all perform better than the top two models from PAN2016 and the best methods reported in [74] . The skigram+cbow model achieves the highest average score. However, there is only a slight difference among skigram+cbow, Lexical+Topical, and PV-DBOW+DM models. In general, text representation learning methods outperform n-gram-based dynamic approaches. The performance on the Spanish dataset is better than the English dataset, which is out of our expectation. A potential interpretation is that Spanish has more expressed gender marks than English [75] .
We also report the runtime information in Table X .
C. Overall Comparison
We further collect the results for above experiments and conducted a Wilcoxon signed-rank test for different baselines across different dataset (see Table XI ). The difference between the proposed approach and the relevant baselines is significant (p < 0.01). PV-DBOW+PV-DM model performs close to the skipgram+cbow model. LSA is generally better than LDA. These approach generally outperforms dynamic n-grams (p < 0.05). In all the experiments, the topical and lexical models perform generally well. In our interpretation, the topical and lexical factors play a significant role in determining the author's identity and characteristics for these datasets. For example, the n-gram-based approaches work very well in the IMDB dataset. The PAN2014 dataset has some cross-topic problems. Therefore, n-gram-based approach does not perform very well. In the future we will explore cross-domain datasets.
VII. CONCLUSION
In this paper, we present our three models for learning the vectorized stylometric representations of different linguistic modalities for AA. To the best of our knowledge, it is the very first work introducing the problem of stylometric representation learning into the AA field. By using the proposed models, guided by the selected linguistic modality, we attempt to mitigate the issues related to the feature engineering process in current authorship study. Our experiments on the publicly available benchmark datasets for the authorship verification problem, the authorship identification problem, and the authorship characterization problem, demonstrate that our proposed models are effective and robust on different datasets and AA problems.
We find that the proposed models work well for prolific authors. For short text its performance will degrade. Our future research will focus on exploring better models to capture writing styles. A recurrent neural network is more suitable for capturing the contextual relationship over long text. For learning the syntactic modality representation, a recursive neural network that operates on the fully parsed syntactic tree will be more suitable for the nature of grammatical variations than the current one. Moreover, this paper only focuses on capturing the variations of writings in Indo-European languages. Additional changes need to be applied for text in other languages where the word boundary is absent.
