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Abstract 
Mechanisms of Rhythmic Bursting Involving Na+ and Ca2+ in Excitatory Networks of 
Brainstem and Spinal Cord: A modeling study  
Patrick E Jasinski 
Ilya Rybak Supervisor, Ph.D. 
 
The rhythmic, synchronized bursting of neurons in a network is an important phenomenon that 
underlies many rhythmic behaviors such as breathing, locomotion, feeding, etc. The basic 
mechanisms of rhythmic bursting in excitatory networks are currently under debate in some areas 
of the brainstem and spinal cord, and controversies exist regarding the role of network 
interactions and cellular properties in their generation. We focus on a specific controversy 
concerning the role of the membrane currents persistent sodium (INaP) and the calcium-activated 
nonspecific cation current (ICAN) in network rhythms existing in brainstem slices containing the 
preBotzinger complex (preBotC), an important preparation relevant for understanding respiratory 
rhythm generation. We also address another type of rhythm existing in some of these preparations 
which has been proposed as fictive sighing. Using ideas suggested by and data gathered from 
experiments in this field, we constructed a mathematical, physiologically realistic model, which 
includes a description of cellular properties such as INaP, ICAN, Ca2+ current (ICa), the Na+/K+ 
pump current (IPump), IP3-mediated intracellular Ca2+ release, inactivation of INaP and 
intracellular Ca2+ release, and network properties such as synaptic coupling and excitatory drive 
to the network. Using this model, we investigated how the behavior of an isolated neuron depends 
on the relative expression of these properties, and how the behavior of a network of coupled 
neurons depends on the distribution of these properties across the network. We show that the role 
of a particular current such as INaP or ICAN in a network rhythm may depend on this distribution, 
and on the conditions of excitatory drive to and the overall strength of synaptic interactions in the 
network, offering a possible resolution of the controversy regarding the role of these currents in 
respiratory rhythm generation. We also propose a model of fictive sighing. Although our model 
was designed to address a specific controversy in a preparation of the brainstem concerned with 
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repiratory rhythmogenesis, we expect that some of our results may be applicable to understanding 
the basic mechanisms of rhythmic bursting in excitatory networks in other areas of the brainstem 
and spinal cord.
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CHAPTER 1. BACKGROUND 
1.1 General  
 The rhythmic, synchronized bursting of neurons in a network is an important 
phenomenon that underlies many rhythmic behaviors such as breathing, locomotion, feeding, etc. 
Such rhythms are found in reduced preparations of the brainstem and spinal cord, in the absence 
of afferent sensory feedback or patterned external input from other neural structures, which 
implies that such "fictive rhythms" are centrally generated (Brown, T.G 1911, Wilson D.M 1961). 
One model of central rhythm generation, the half-center model, involves the reciprocal inhibition 
of at least two populations of neurons which burst in alternation, inhibition being necessary to 
provide the silent phase of bursting (Brown, T.G 1914). There exist a number of fictive rhythms 
which do not depend on synaptic inhibition, however. The basic mechanisms of such rhythmic 
bursting in excitatory networks remain poorly understood, and controversies exist regarding the 
role of specific membrane currents, intrinsic bursting at the single neuron level, and network 
interactions. The general aim of this research is to construct a model based on different 
rhythmogenic mechanisms which have been suggested to operate in the brainstem and spinal 
cord, and to use this model to offer possible explanations for certain phenomena, and possible 
solutions to controversies regarding the basic mechanisms of rhythm generation.  
1.2 Brainstem Slices Containing the pre-Botzinger Complex  
A prominent example of a fictive rhythm which does not depend on synaptic inhibition is 
fictive breathing. Fictive breathing occurs spontaneously in the isolated brainstem spinal cord of 
neonatal rodents (Suzue 1984) and persists after blocking synaptic inhibition (Feldman & Smith 
1986, Smith & Feldman 1987). This rhythmic bursting was found to critically depend on a region 
in the rostroventrolateral medulla subsequently named the pre-Bötzinger complex (preBötC) 
(Smith et al 1991), and multiple studies have shown that this region is critical for normal 
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breathing in vivo (Ramirez et al 1998, Gray et al 2001, Tan et al 2008). Transverse slices 
containing this structure together with the hypoglossal motor pool and nerve roots were found to 
support rhythmic bursting, when adequate compensations for the reduction of excitatory drive in 
slices were made by raising the extracellular concentration of K+ (Smith et al 1991). Moreover, 
rhythmic bursting can be found at the uncoupled single neuron level in a few of the neurons when 
the network rhythm is disrupted by blockade of excitatory synaptic transmission through low 
Ca2+ solution (Johnson et al 1994) or antagonism of glutamatergic AMPA receptors (Koshiya & 
Smith 1999). These neurons are known as "intrinsic bursters" or "pacemakers". 
  Some preparations of slices containing the pre-BotC appear to be capable of generating a 
rhythm which has been proposed as "fictive sighing" (Lieske et al 2000), because it consists of a 
low frequency, high amplitude, long duration bursting coupled to a high frequency, low 
amplitude, short duration bursting at fairly regular intervals of the high frequency bursting 
(Lieske et al 2000, Pena et al 2004, Ruangkittisakul et al 2008, see also Fig 26 of this work). The 
low frequency "sigh-bursts" are marked by a distinctive biphasic shape in which the initial phase 
is i  isti  uish ble from    orm l “eup eic” burst  but the l tter ph se co sists of    
enhancement of the duration and amplitude to a maximum 2-3 times that of the intervening bursts 
(See Figure 26D), which is followed by an enhanced post-sigh interburst interval. The frequency 
of the "sighing" can be controlled by various agents such as Substance-P (Lieske et al 2000). The 
“si hi  ” rhythm is se sitive to the voltage-gated Ca2+ current blocker Cd2+ (ibid) and the ICAN 
antagonist FFA (Pena et al 2004), which eliminates the biphasic bursts but leaves the intervening 
bursts unperturbed. Although early studies stressed the importance of network mechanisms in 
generating this sigh-like rhythm (Lieske & Ramirez 2006a,b), later studies found the existence of 
i tri sic lly si hi   “p cem kers” which  ispl ye      ctivity p tter  th t coul  be i terprete   s 
sighing when isolated from the network (Tryba et al 2008). 
 
 
3 
1.3 Suggestions of critical components of bursting from experiments 
 A number of cellular and network components have been suggested by experiments to 
play a role in bursting at both the single neuron and network levels. These include membrane 
currents such as persistent Na+, high voltage activated Ca2+, the Ca2+-activated nonspecific 
cation, and the Na+/K+ pump currents, intracellular processes such as Ca2+ release from internal 
stores, and synaptic activation of glutamatergic AMPA and metabotropic glutamate receptors. We 
give a brief summary of the evidence and controversies involving each of these components in 
turn. 
Persistent  Na+ current (INaP) 
 The fact that the first intrinsic bursters were found in low Ca2+ solution led to the 
hypothesis that INaP played a critical role in their burst generation (Butera et al 1999). INaP was 
later found and characterized in neurons of the preBotC (Del Negro et al 2002a, Rybak et al 
2003a) and experiments suggest that some intrinsic bursters critically depend on INaP, as their 
bursting can be abolished by the INaP blocker riluzole (Del Negro et al 2002b, Pena et al 2004). 
Whether network bursting in slices containing the preBotC critically depends on INaP is still a 
matter of debate, however, as in some preparations, riluzole stops the rhythm (Rybak et al 2004, 
Koizumi et al 2008), while in others, it does not (Del Negro et al 2002b, Pena et al 2004, Del 
Negro et al 2005).   
High voltage activated Ca2+ current (ICa) 
 A high voltage-activated ICa was characterized in the preBotC (Elsen and Ramirez 1998). 
Intrinsic bursters have been found which are sensitive to cadmium (Cd2+), a blocker of voltage-
gated Ca2+ currents (Thoby-Brisson and Ramirez 2001, Pena et al 2004). The network rhythm 
critically depends on voltage-gated Ca2+ currents (Smith et al 1991, Johnson et al 1994, Ramirez 
et al 1998) but interpretation of this result is confounded by the fact that voltage-gated Ca2+ 
currents are critical for synaptic interactions. 
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Calcium-activated nonspecific cation current (ICAN) 
 The Cd2+-sensitive bursters (see above) were also found to be sensitive to FFA, a 
blocker of ICAN (Pena et al 2004), suggesting a link between these two currents in generating an 
ICa/ICAN-dependent intrinsic bursting. Although ICAN has not been measured at the macroscopic 
level in neurons of the preBotC, mRNA for TRPM channels, a candidate for carrying ICAN, have 
been found (Crowder et al 2007), as have Western blots for TRPC channels, a close relative (Ben-
Mabrouk & Tryba 2010), and single channel recordings consistent with TRPM channels have 
been made (Mironov 2008). Experiments suggest that ICAN plays a role in inspiratory drive 
potentials, the 10-20 mV envelope of depolarization underlying spiking in inspiratory neurons 
(Pace et al 2007), and  potentials evoked by glutamate stimulation (Pace and Del Negro 2008). 
The role for ICAN in the network rhythm is as controversial as the role for INaP, as some 
experiments suggest a critical role (Pace et al 2007, Mironov 2008) and others do not (Pena et al 
2004, Del Negro et al 2005). 
Intracellular Ca2+ release 
 Experiments which suggest a role for ICAN in bursting in the preBotC often suggest an 
intermediary role for intracellular Ca2+ release. Intracellular Ca2+ transients associated with 
activity do occur in inspiratory neurons (Koshiya and Smith 1999, Mironov and Langohr 2005, 
Morgado-Valle et al 2008) but their source is still a matter of debate. Experiments seem to 
suggest that intracellular Ca2+ transients depend on intracellular Ca2+ release in the dendrites 
(Mironov 2008) but not in the soma (Mironov and Langohr 2005, Morgado-Valle et al 2008). 
Inspiratory drive potentials are modulated by precursors of inositol triphosphate (IP3), a second-
messenger known to mediate intracellular Ca2+ release from the endoplasmic reticulum, and this 
effect appears to be ICAN-dependent (Crowder et al 2007). Inspiratory drive potentials are also 
modulated by antagonists of IP3 receptors, the channels on the ER through which intracellular 
Ca2+ release occurs, and after this antagonism FFA had no further effect (Pace et al 2007). The 
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network rhythm does not appear to critically depend on intracellular Ca2+ release, however 
(Beltran-Parrazal et al 2012). 
Na+/K+ pump current (IPump) 
 IPump represents the hyperpolarizing current due to the Na+/K+ pump, and has only 
recently been taken seriously as having a functional role other than maintaining ionic 
concentrations. Experiments have shown it can play such a role in neural systems, including the 
spinal cord (Johnson et al 1992, Tsai and Chen 1995, Ballerini et al 1997, Darbon et al 2003). In 
respiration, Moseley et al (2003) and Ikeda et al (2004) have shown the Na+/K+ pump to play a 
role, but their work suggests an indirect role not involving the electrogenic effect of IPump. More to 
the point is the work of Del Negro et al (2009), who characterized IPump in slices of neonatal mice 
containing the pre-BotC, and Krey et al (2010) which showed that IPump and other activity-
dependent adaptive currents play an important role in burst termination in slices containing the 
preBotC. 
Glutamatergic AMPA receptors (AMPARs) 
 Glutamatergic AMPA receptors are critical for network rhythms in the pre-BotC (Funk et 
al 1993), providing a mechanism for synaptic interaction through postsynaptic depolarization. 
This is in contrast to NMDA receptors, which do not appear to be necessary (Ibid.). AMPAR 
stimulation was also found to be critical for an ICa-, ICAN-, and IP3R-dependent enhancement of 
evoked potentials in inspiratory neurons (Pace and Del Negro 2008). 
metabotropic glutamate receptors (mGluRs) 
 There is an extensive literature suggesting that mGluRs are present and modulate rhythms 
in the brainstem and spinal cord (Anwyl 1999, Nistri et al 2006). There are a wide variety of 
mGluRs and a number of different pathways by which they can act. One particular pathway that 
has received a lot of attention recently is the IP3 signaling pathway resulting in intracellular Ca2+ 
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release through IP3Rs, which can be initiated by group I metabotropic glutamate receptor 
mGluR5 activation. Group I mGluRs (mGluR1/5) are expressed in the preBotC (Ben-Mabrouk et 
al 2012). Antagonists of group I mGluRs were found to have an effect on inspiratory drive 
potentials (Pace et al 2007, Mironov 2008). In particular, the effect attributed to mGluR5 was 
linked to intracellular Ca2+ release (Pace et al 2007). However, mGluRs are not critical for 
network activity (Pace et al 2007, Mironov 2008, Ben-Mabrouk et al  2012). 
1.4 Three models of rhythmogenesis in brainstem slices containing the preBotC 
 We now introduce three of the most influential models designed to gain an understanding 
of the basic mechanisms of network activity in brainstem slices containing the preBotC. These 
are conceptual models which may or may not have been formulated into a mathematical model. 
Two of these are variations of the hybrid pacemaker-network model (Smith et al 1992, 2000) 
which is built on the premise that both intrinsic bursters and network interactions play an 
important role in the rhythm. The other, the group-pacemaker model (Rekling & Feldman 1998), 
emphasizes the criticality of network interactions.  
The hybrid pacemaker-network model: INaP-dependent intrinsic bursters   
 The fact that the network rhythm found in brainstem slices containing the preBotC is 
independent of synaptic inhibition, critically depends on excitatory synaptic transmission, and 
that neurons were found with endogeneous bursting properties suggested a model in which a 
subset of neurons with endogeneous bursting properties due to some intrinsic current could 
synchronize and recruit a larger population of neurons to generate rhythmic bursting at the 
network level (Smith et al 1992, Smith et al 2000). This concept was formalized in a 
mathematical model in which INaP was proposed as such a burst-generating current, and in which 
it was demonstrated that INaP could generate bursting in a single neuron when combined with an 
appropriate burst termination mechanism such as its own inactivation (Butera et al 1999a), and in 
the context of a heterogeneous network in which all, some, or none of the neurons are intrinsic 
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bursters (Butera et al 1999b, Purvis et al 2007). This model received experimental support when 
INaP was characterized in neurons of the preBotC (Del Negro et al 2002a, Rybak et al 2003a ), and 
intrinsic bursters were found to be sensitive to the INaP-blocker riluzole (Del Negro et al 2002b). 
Del Negro's experiment cast doubt on the model, however, when it was found that the network 
rhythm was insensitive to riluzole. This result has been reproduced by some groups (Pena et al 
2004, Ben-Mabrouk et al 2012) but not by others (Rybak et al 2003b, Koizumi & Smith 2008), 
leading to a controversy.  
The hybrid pacemaker-network model: INaP - and ICAN -dependent intrinsic bursters cooperate to 
generate the rhythm  
 Del Negro's results showed that riluzole was not able to block the network rhythm at 
concentrations at which it could block the rhythm in intrinsic bursters (Del Negro et al 2002b), 
suggesting that the network rhythm did not depend on intrinsic bursters. Pena's results suggested 
something different. Could it be that not all intrinsic bursters are riluzole-sensitive? In fact, 
bursters had been found that were apparently Ca2+-dependent, as they were sensitive to cadmium 
(Thoby-Brisson and Ramirez 2001). Pena showed that these bursters were insensitive to riluzole. 
In addition, he and his collaborators showed that although the network rhythm was insensitive to 
riluzole or FFA applied separately, it could be abolished by a coapplication of the two drugs. This 
suggested a model in which there were two types of intrinsic bursters which generated the 
network rhythm, and that each type were able to generate the rhythm when intrinsic bursters of 
the other type were blocked by riluzole or FFA.    
 This idea has not met formal expression in a mathematical model which can simulate 
such a network rhythm. This is an explicit goal of this work, however. A mathematical model 
does exist which can simulate ICAN-dependent bursting at the single neuron level (Toporikova & 
Butera 2010). This model hypothesized that ICAN could be periodically activated by endogeneous 
intracellular Ca2+ oscillations involving intracellular Ca2+ release. These oscillations were the 
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result of the Ca2+- and IP3-dependence of the intracellular Ca2+ release and a hypothesized 
Ca2+-dependent inactivation of this release, existing within a narrow range of constant IP3 (Li & 
Rinzel 1994). This was combined with the Butera model of INaP-dependent bursting to simulate 
neurons which are sensitive to riluzole, neurons which are sensitive to FFA, and neurons which 
are sensitive only to the coapplication of the two, depending on the relative expression of these 
currents (Toporikova and Butera 2010). This result could not be extended to the network level, 
however, as it was not clear how such endogeneous calcium oscillations could be synchronized so 
that ICAN-dependent intrinsic bursters could generate a network rhythm. 
The group-pacemaker model 
 Pena's results suggested that intrinsic bursters play an important role in the network 
rhythm of brainstem slices containing the preBotC, and that the riluzole-insensitive network 
rhythm of Del Negro could be explained by riluzole-insensitive intrinsic bursters. However, the 
expression of riluzole-insensitive bursters was found to depend on age (Pena et al 2004, Del 
Negro et al 2005), being primarily found in P6-P15 mice from which Pena derived his 
preparations, and being exceedingly rare in neonatal mice (P0-P5) from which Del Negro derived 
his preparations. Thus, the model suggested by Pena could not account for the results of Del 
Negro, since Pena would agree that Del Negro's preparations probably did not include riluzole-
insensitive bursters. Moreover, Del Negro then used preparations derived from the same age 
group as in Pena et al, confirmed the presence of riluzole-insensitive intrinsic bursters, 
corroborated that the network rhythm could be abolished by coapplication of riluzole and FFA, 
but then showed that it could be restored by the excitatory neurotransmitter Substance-P (SP), in a 
way that suggested that SP did not bestow intrinsic bursting properties to neurons in the 
population (Del Negro et al 2005). Del Negro interpreted his results to support the group-
pacemaker model (Rekling and Feldman 1998), in which intrinsic conductances which are not 
expressed strongly enough to support bursting in uncoupled individual neurons are recruited by 
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phasic synaptic input to generate bursting in the context of a coupled network. Del Negro went 
further and suggested a mechanism in which ICAN was synaptically activated by metabotropic 
glutamate receptors initiating the IP3 signaling pathway resulting in intracellular Ca2+ release 
(Del Negro et al 2002, Feldman & Del Negro 2006). A mathematical model was constructed in 
which synaptic activation led directly to changes in intracellular Ca2+ which could activate ICAN 
in individual neurons of the network (Rubin et al 2008). Since only synaptic activation could 
generate the changes in intracellular Ca2+, bursting at the uncoupled single neuron level is 
impossible in this model. Nevertheless, it was shown that under certain circumstances involving 
spontaneous activity in the network, an ICAN -dependent network burstig could be generated with 
an appropriate burst termination mechanism such as the hyperpolarizing Na+/K+ pump current.  
1.5 Our view 
 Our view is that each of the three conceptual models presented above have merit, and 
may provide an accurate description of rhythmogenesis in brainstem slices containing the 
preBotC under different conditions involving the state or composition of the preparation. It might 
be the case that when excitatory drive to a network is high, rhythmic bursting may exist in the 
network even when the average value of a burst generating conductance is so low that none of the 
neurons are capable of bursting in isolation from the network. This case would be accurately 
described by a group-pacemaker model. On the other hand, there may be conditions under which 
the average value of a burst generating conductance must be high enough so that it might provide 
intrinsic bursting capability to some of the neurons; such a case would be accurately described by 
a hybrid network-pacemaker model. The dependence of a network rhythm on one or two types of 
intrinsic bursters might also be explained by a difference in the excitatory state of two 
preparations, if one type of intrinsic burster generally requires a higher level of excitatory drive to 
exist. Alternatively, this may be explained by a difference in the composition of the network, if 
one of the preparations is without one type of intrinsic burster. 
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 With these considerations, we constructed a model incorporating many of the burst 
generating mechanisms based on intrinsic membrane currents and intracellular processes that 
have been suggested by the experiments discussed above to play a role in network rhythms of the 
preBotC. We constructed a network of model neurons, varying the distributions of key 
parameters in order to investigate how the behavior of the network might depend on the relative 
expression of these cellular properties across the network. We will show that our mathematical 
model is consistent with each of the three conceptual models discussed above, under different 
conditions involving the state or composition of the network. 
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CHAPTER 2. METHODS 
2.1 The Model 
 In this section, we will give a brief description of the model, including only those details 
which are important for understanding the results of our work. A more detailed description is 
given in the Appendix. 
The membrane potential is determined by the current-balance equation 
synLPumpCANCaKNaPNa IIIIIIII
dt
dV
C  , (1) 
INa is the fast Na+ current, INaP is the persistent Na+ current, IK is the delayed-rectifying K+ 
current, ICa is the high voltage activated Ca2+ current, ICAN is the Ca2+ activated nonspecific 
cation current, IPump is  the cation current due to the Na+/K+ ATPase, IL is the leak current, and 
Isyn is the (excitatory) synaptic current. These currents are described as follows: 
 ),(),(
  ;)(
))()((
);()(
);(),(),(
);(),(
);(),(),(
; )(),(),(
4
3
synpresynSyn
LLL
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CANiCANCANCAN
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

 (2) 
With the exception of IPump, all of these are ohmic currents written as the product of a 
conductance and the potential difference between the membrane and the reversal potential. This 
conductance may have activation and inactivation variables which are functions of the membrane 
potential and time, or in the case of ICAN, free intracellular Ca2+ (Cai), or in the case of Isyn, 
presynaptic voltages (Vpre) and time.  IPump has an activation function which is a function of the 
intracellular Na+ concentration (Nai). See Appendix for details. 
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 The Ca2+ dynamics are described by:  
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where Catot is the total (free and bound in the endoplasmic reticulum (ER)) intracellular Ca2+ 
concentration, CaER is the concentration of intracellular Ca2+ bound in the ER, JERin is the flux of 
Ca2+ from the ER to the cytoplasm, JERout is the flux of Ca2+ from the cytoplasm to the ER, IP3 
is the intracellular concentration of inositol triphosphate, and l is the Ca2+-dependent inactivation 
variable (See Appendix for names and values of other parameters). This description takes into 
consideration Ca2+ exchange with the extracellular medium via ICa and membrane pumps, and 
Ca2+ release from and reuptake by internal stores in the endoplasmic reticulum.  
 The intracellular sodium ion concentration Nai  is determined by the sum of all Na+ 
currents: 
)3( PumpCANNaPNaNa
i IIII
dt
dNa
  , (4) 
Neurons receive excitatory drive and interact with each other via Isyn, whose 
conductance is given by:  
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This includes two components: one, gtonic, represents tonic synaptic input from outside the 
network, and the other represents excitatory synaptic inputs from all N neurons of the population 
(including itself). According to this equation, each spike occurring in neuron j at time tkj increases 
the excitatory synaptic conductance in neuron i by wji, which represents the weight of the synaptic 
connection from neuron j to neuron i.  
Qualitative summary of the model 
 Fig. 1 summarizes the potential bursting mechanisms provided by the model described 
above. An INaP-dependent mechanism is based on a positive feedback loop between activation of 
INaP and the membrane potential, and negative feedback provided by voltage-dependent 
inactivation of INaP, and accumulation of intracellular Na+ and activation of the Na+-dependent 
IPump. An ICa/ICAN-dependent mechanism is based on a positive feedback loop between Cai and 
intracellular Ca2+ release, and negative feedback provided by Ca2+-dependent inactivation of 
intracellular Ca2+ release, which provides a mechanism for Cai oscillations, which can affect the 
membrane potential by periodically activating ICAN. This periodic activation of ICAN also feeds into 
the negative feedback mechanism provided by accumulation of intracellular Na+ and activation 
of IPump. Note also that a positive feedback loop exists between ICa and ICAN, and that synaptic 
input can activate either of these mechanisms through its direct effect on membrane potential. 
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Figure 1. Model schematic 
Diagram showing different feedback routes between currents and cellular variables in our model. See equations above 
for definitions. 
 
 
Parameters 
 The values for most of the parameters that are fixed in our investigation are given with 
justifications in the Appendix. There are a few key parameters that are a subject of the 
investigation, however, which may get varied in order to study the dependence of model behavior 
on the parameter, or may be distributed as part of a network. In such cases, these parameters were 
constrained within a range of possible values according to experimental measurements, where 
available, and fixed at some basic value within this range when not the focus of the investigation, 
or not distributed within a network.   NaP was varied from 0–5nS in accord with the measurements 
of Rybak et al (2003a) and fixed at the value 5nS when other parameters were varied. gL was 
15 
varied from 2–3nS in accord with measurements of the input resistance by Mazza et al (2000) and 
Del Negro et al (2002a) and fixed at 2.5nS when other parameters were varied.   Ca was varied 
from 0–.01nS and fixed at the value .005nS when other parameters were varied.   CAN was fixed at 
the value 1nS, and constrained within a range 0–5nS. RPump was generally fixed at the value 
200pA, which is of the order of measurements of Del Negro et al (2009), but occasionally varied 
from 0–400pA. wji was set at a basic value of .05nS, and sometimes varied, but there was no need 
for a constraint since values not much greater than this often eliminated the possibility of 
bursting.  
2.2 General Techniques 
 Simulations of model neuron and network behavior are made by numerically integrating 
the equations over time with a personal computer and recording relevant variables such as 
membrane potential, Cai, Nai, and particular activation or inactivation variables such as those for 
INaP (Eq. 2). We are typically interested in the behavior of a neuron over a range of baseline 
membrane potentials or a network over a range of excitatory drive. Both of these things can be 
controlled by the parameter gtonic (Eq. 5), which represents a source of excitatory drive to the 
neuron or to each neuron in the network due to tonic synaptic input. Therefore, in most of our 
simulations, gtonic is slowly varied over time, and the behavior of the neuron, as determined from 
the activity of the membrane potential, is categorized as silent, bursting, or tonic spiking (See 
Appendix for details). Examples are often given in which the records of the relevant variables are 
plotted along with the membrane potential so that one can see how the fluctuations of these 
variables are related to the activity.  
Isolation of rhythmogenic mechanisms 
 We have presented a mathematical model with many potential mechanisms for rhythm 
generation involving the membrane currents INaP, ICAN, and IPump. In order to isolate particular 
mechanisms for study, we will eliminate other mechanisms by setting the appropriate current to 
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zero. In the case of INaP, ICAN, and ICa, this is done by setting the maximal conductance   NaP,   CAN, 
and   Ca, respectively, to zero. In the case of IPump, this is done by setting d/dt(Nai) = 0 in Eq. 4 and 
fixing Nai = 15mM. In the case of the inactivation variables hNaP and l, whose fluctuations can 
cause burst termination, we set d/dt(hNaP) = 0 (Appendix Eq. 4) and d/dt(l) = 0 (Appendix Eq. 
13), and set hNaP = .4 and l = .8, which are typical average values of these variables when 
allowed to fluctuate. In order to investigate the effect of a particular mechanism, we will compare 
the behavior of the model when that mechanism has been eliminated to the model when that 
mechanism is present.  
Critical dependence of bursting on a current. simulation of riluzole, cadmium, and FFA 
application 
 In our model, the critical dependence of bursting on a particular current will be 
determined by setting that current equal to zero, and testing whether the bursting persists. 
Experiments which suggest the critical dependence of bursting on INaP, ICa, or ICAN have typically 
used the drugs riluzole, cadmium, and FFA to block bursting at the single neuron or network 
level, and the authors of these experiments have based their conclusions on the premise that 
riluzole, cadmium, and FFA completely and selectively blocks INaP, ICa, and ICAN, respectively.  
While fully cognizant that these assumptions may not be completely accurate, when attempting to 
simulate these experiments, we will make the same assumptions, and model riluzole application 
by setting INaP = 0, cadmium application by setting ICa = 0, and FFA application by setting ICAN = 
0.  
Raster Plots of Bursting 
 In addition to being interested in the behavior of a neuron over a range of baseline 
potentials, we are often interested in how the behavior depends on the value of a key parameter 
such as the maximal conductance of a current. To do this, we run a number of simulations at 
incrementally different values of that parameter in which we slowly vary gtonic over time, 
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recording the times and values of gtonic at which bursts occurred, making a raster plot of this 
information in the space of (gtonic (time), key parameter) (See Figure 1C, for example). This is a 
raster plot, because what is plotted are the times (and thus values of gtonic) at which each burst 
occurred. It is not to be confused with a raster plot of spiking, however, in which the times of 
spikes are recorded for each unit in the network which is indexed along the y-axis. In addition, 
some relevant output parameter such as the period of each burst can be assigned as a value to 
each point in the raster plot, and be represented by a third dimension such as color. If the 
increment of the key parameter is small enough, and the total time of the simulation is long 
enough relative to the period of bursting, these raster plots will look like two dimensional color 
plots. These raster plots are useful, because one can see the transitions from silence to bursting to 
tonic spiking as gtonic is slowly increased, and how this depends on the key parameter. One can 
also see how the output parameter such as period changes with slow increases in gtonic, and 
changes in the key parameter. Moreover, if gtonic is varied slowly enough, then the region 
occupied by the points in the space of (gtonic (time), key parameter) will approach the actual 
region of bursting in the space of (gtonic, key parameter), and the values of the points 
corresponding to the output parameter will approach the true value of the output parameter of 
bursting (as measured by simulations run over an extended period of time at fixed values of gtonic 
and the key parameter). When making these raster plots of bursting, we varied gtonic slowly 
enough so that any halving of this rate did not significantly alter the boundaries of the bursting 
region obtained in this way, or the output parameter of bursts occurring at similar values of (gtonic, 
key parameter). Thus, our raster plots are very good approximations of maps of the bursting 
regions in the space of (gtonic, key parameter) containing information about some output parameter 
as a function of these two variables. 
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CHAPTER 3. RESULTS: SINGLE NEURON MODEL BEHAVIOR 
 The behavior of the model at the uncoupled single neuron level can be investigated by 
considering one neuron and removing the coupling term in Equation 5. Various bursting 
mechanisms exist in this model which depend on INaP and/or ICa/ICAN. We will isolate the INaP-
dependent bursting mechanisms by setting ICa = ICAN = 0, and investigate their dependence on key 
parameters such as   NaP, RPump, and gL. We will also isolate the ICa/ICAN-dependent bursting 
mechanisms by setting INaP = 0, and investigate their dependence on key parameters such as   Ca, 
  CAN, RPump, and gL. We will then consider the model when all mechanisms are potentially present, 
investigating how the presence, absence, dominance, or cooperation of the various mechanisms 
depends on the relative expression of the key parameters   Ca,   NaP, and gL.  
3.1 INaP-dependent bursting  
 When ICa = ICAN = 0 in the single neuron model, an 
INaP-dependent bursting exists under certain conditions of 
the baseline membrane potential (Fig. 2), determined by 
gtonic and gL. Burst initiation is provided by positive 
feedback between the voltage-dependent activation of INaP, 
a depolarizing current, and the membrane potential, which 
lifts the membrane potential above the threshold for 
spiking determined by INa and IK (see traces of m and V 
in Fig. 2). This spiking then slowly inactivates INaP, and 
causes accumulation of intracellular Na+ (see traces of h 
and Nai) and subsequent activation of the hyperpolarizing IPump, both of which feedback 
negatively on the activity in the membrane potential, leading to burst termination. After this, 
inactivation and Na+ accumulation will relax,  and activation will recover, resetting the cycle for 
bursting. Since this bursting mechanism is obviously voltage-dependent, the period of bursting   
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Figure 2. INaP-dependent bursting in the single neuron model 
Traces of relevant variables (m and h refer to activation and inactivation of INaP) and raster plot of bursting of a model 
neuron with ICa = ICAN = 0 and gL = 2.5nS (  NaP = 5nS for traces). In each plot, gtonic was increased linearly with time, 
and this is represented by placing both of these variables along the x-axis, one on the major and one on the minor axis. 
The time window of the middle panels corresponds to the gray region of the upper panels. Color (representing period) 
is discretized so that a single color represents a range of values shown in the colorscale.  
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decreases as baseline potentials are increased by raising gtonic. Note that the range of bursting over 
baseline potentials (gtonic) increases as   NaP is increased. We also learn that in this model there are 
only two possible sequences of oscillatory regimes as excitatory drive is increased: from  
silence to tonic spiking if   NaP is below the minimum for bursting, and from silence to bursting to 
tonic spiking otherwise. 
3.1.1 Dependence of output parameters on drive,   NaP, RPump, and gL when ICa = ICAN = 0 
 Figure 3 shows the dependence of bursting period, duration, duty cycle, and spikes per 
burst on gtonic and   NaP, when RPump = 200pA and gL = 2.5nS (ICa = ICAN = 0). The period decreases 
with gtonic, and is relatively constant with respect to   NaP. The dependence of duration on both 
gtonic and   NaP is confounded by the fact that the number of spikes per burst decreases with 
increasing gtonic and decreasing   NaP in discrete steps, and after each drop the duration decreases 
dramatically, and then paradoxically rises again before the next drop in spikes per burst, but the 
overall drift is downward (kind of the inverse of the concept of "going down the up escalator" 
popular in climate science). This rise in duration when the number of spikes per burst is constant 
is an effect caused by the last spike evolving with longer and longer interspike intervals as gtonic 
(  NaP) is increased (decreased). The overall pattern, however, is that duration follows the number 
of spikes per burst in that it decreases with increasing gtonic and decreasing   NaP. For most of the 
bursting region, the duty cycle (defined as the ratio of duration to period) is very low, and only 
sees significant changes near the transition from bursting to tonic spiking. 
 Figure 4 shows the dependence of period, duration, duty cycle, and spikes per burst on 
gtonic and RPump, when   NaP = 5nS, and gL = 2.5nS (ICa = ICAN = 0). Recall that RPump appears in the 
expression for IPump, the hyperpolarizing current due to the Na+/K+ pump (Eq. 2), and that the 
effect of increasing RPump is to increase the strength of this current. The shape and size of this 
region contains some important information that should be discussed. First of all, one can see that  
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Figure 3. Dependences of output parameters on   NaP and gtonic for the single neuron model 
with ICa = ICAN = 0  
Raster plots of bursting for a single neuron with ICa = ICAN = 0, gL = 2.5nS, RPump = 200pA. The title of each plot refers 
to the output parameter represented by color, which is discretized so that a single color represents a range of values as 
shown in the respective colorscales. In simulations, gtonic was increased linearly from 0–1nS over 2000s 
 
 
 
the bursting region extends all the way to the RPump = 0 axis, which reflects the fact that in our 
model, inactivation of INaP is strong enough to provide burst termination alone  (albeit at a 
range of lower values of gtonic). Secondly, both the location of the borders representing the 
transition from silence to bursting, and bursting to tonic, and the width of the bursting region are 
most sensitive to RPump when RPump is at its lowest values. Initially, both borders shift to the right, 
reflecting the fact that both transitions occur at higher values of gtonic when RPump is increased, due 
to the increased hyperpolarization provided by IPump. After RPump reaches a moderate value, 
however (RPump ≈ 25pA)  both bor ers become rel tively i  epe  e t of RPump. 
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Figure 4. Dependences of output parameters on RPump and gtonic for the single neuron model 
with ICa = ICAN = 0  
Raster plots of bursting for a single neuron with ICa = ICAN = 0, gL = 2.5nS,   NaP = 5nS. The title of each plot refers to 
the output parameter represented by color, which is discretized so that a single color represents a range of values as 
shown in the respective colorscales. In simulations, gtonic was increased linearly from 0–1nS over 2000s 
 
 
 One can see that in all 4 panels, the dependence of the output on gtonic does not itself 
depend on RPump, and is qualitatively the same as the case where RPump = 200pA, which was 
discussed above in Fig. 3. Also in all 4 panels, the output parameter decreases with increasing 
RPump, but similarly to the effect described above, this dependence is most sensitive at relatively 
low values of RPump, becoming relatively constant at higher values of RPump, such as the value at 
which RPump is fixed for most of this work (RPump = 200pA). As discussed in Methods, this value is 
of the order of experimental measurements of RPump. 
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 Figure 5 shows the dependence of period, duration, duty cycle, and spikes per burst on 
gtonic and gL, when   NaP = 5nS, and RPump = 200pA (ICa = ICAN = 0). Similarly to the case of   NaP, gL 
was constrained by experimental measurements to be between 2-3nS. Over this range, the 
dependence of everything on gL is straightforward. Both the left and right borders of the bursting 
region shift fairly linearly to the right with increasing gL, and all four output parameters shown 
increase in a way that does not itself depend on gL.  
 
Figure 5. Dependences of output parameters on gL and gtonic for the single neuron model 
with ICa = ICAN = 0 
Raster plots of bursting for a single neuron with ICa = ICAN = 0,   NaP = 5nS, RPump = 200pA. The title of each plot refers 
to the output parameter represented by color, which is discretized so that a single color represents a range of values as 
shown in the respective colorscales. In simulations, gtonic was increased linearly from 0–1nS over 2000s. 
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3.1.2 Effects of the burst termination mechanisms on INaP-dependent bursting 
 As discussed for the mechanisms underlying INaP-dependent bursting in our model (see 
section 3.1), there are two dynamical processes which contribute to, and can by themselves cause 
burst termination: one is the slow voltage-dependent inactivation of INaP (the h-dependent burst 
termination mechanism); the other is activity-dependent accumulation of Nai activating the Na+-
dependent and hyperpolarizing Na+/K+ pump current (IPump-dependent mechanism). We analyzed 
the effects of these processes by eliminating each one separately, and comparing the resulting 
behavior of the model to the behavior of the model when both processes are present. Figure 6 
summarizes these investigations. The center column of Figure 6 contains all of the plots found in 
Figure 2, sans the plots of activation of INaP. These results are flanked on the left by the results of 
the investigation done for the case where the effects of activity-dependent changes in Nai and 
activation of the Na+-dependent IPump were eliminated by setting Nai = 15mM = constant, so that 
burst termination is solely provided by inactivation of INaP, as in the Butera model, and on the 
right by the results obtained in the case where the effects of inactivation of INaP were eliminated 
by setting hNaP = .4 = constant, so that burst termination is solely provided by the IPump-
dependent mechanism (hNaP was set to the particular value of .4 in order to compare this model 
in the space of (gtonic,   NaP) to the other models in which h = .4 is a typical average value). What 
we learn from this figure is that the burst termination mechanisms can have a strong effect on 
both the size and shape of the bursting region, the dependence of period on   NaP, and the possible 
sequences between different oscillatory regimes when the system is perturbed by increasing drive 
or suppressing INaP. 
IPump greatly increases the width of the bursting region  
 The figure shows that adding the Na+/K+ pump-dependent burst termination mechanism 
to the model greatly increases the range in gtonic for which we have bursting, for most values of 
  NaP. The IPump -containing models are much more robust with respect to changes in excitatory  
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 Figure 6. Effects of the burst termination mechanisms on INaP-dependent bursting in the 
single neuron model  
Traces of relevant variables (h is the inactivation of INaP) and raster plots of bursting of a model neuron with ICa = ICAN 
= 0 and gL = 2.5nS, for the separate cases when the h-dependent burst termination mechanism has been isolated by 
fixing Nai = 15mM (left column), when both burst termination mechanisms are present (center), and when the IPump-
dependent burst termination mechanism has been isolated by fixing h = .4 (right column). For the traces,   NaP = 5nS. In 
each plot, gtonic was increased linearly with time, and this is represented by placing both of these variables along the x-
axis, one on the major and one on the minor axis. The middle 3 plots of each column correspond to the gray region of 
the upper 3 plots. The color scale on the bottom right applies to all 3 raster plots and is discretized so that a single color 
represents a range of values.   
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drive, and bursting exists over a greater range of baseline membrane potentials. This suggests that 
the IPump-dependent mechanism is a more robust burst termination mechanism than the h-
dependent one. Interestingly, the additional presence of inactivation of INaP in the model 
containing both mechanisms only reduces this effect. It might seem paradoxical that the model 
with two burst termination mechanisms would have a more narrow bursting range than the model 
with only the IPump-dependent mechanism, but this can be understood by the effect of INaP on IPump 
through its effect on Nai. Recall from Eq. 4 that INaP is one of the main sources for Na+ influx 
during a burst. Comparing the two Nai traces in the center and right columns shows how this 
works. As gtonic is increased, INaP becomes more and more inactivated (see trace of h in the center 
column), so that Na+ influx is reduced during each successive burst, and the amplitude of each 
corresponding Nai transient decreases in the center column. Thus, the presence of inactivation of 
INaP only weakens IPump-dependent burst termination as gtonic is increased. 
IPump has a profound effect on the shape of the bursting region 
  Note the orientation of the right border representing the transition from bursting to tonic 
spiking in the three models. This has a negative slope in the left column, but a positive slope in 
the IPump -containing models. This again is due to the effect of INaP on IPump through its effect on 
Nai. Greater values of   NaP lead to greater influxes of Na+ through INaP, and thus a stronger IPump, 
which can provide termination to support bursting at higher values of gtonic, hence the positive 
slope of the right border of the bursting region. In the model without IPump on the other hand, INaP 
is purely a depolarizing factor, and thus, a greater   NaP will bring the transition from bursting to 
tonic spiking at a lower value of gtonic.  
Possible sequences between silence, bursting, and tonic spiking 
 The shape of the bursting region is important, because it reflects the possible transitions 
between silence, bursting, and tonic spiking as the neuron is perturbed by increasing excitatory 
drive or suppressing INaP. Because the right border of the bursting regions in the IPump -containing 
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models has a positive slope, one can move from a region of bursting to tonic spiking upon a 
reduction in   NaP, which is impossible in the bursting region on the left. There is an important 
physical implication of this modeling result which should be stressed: experimental results at the 
single neuron level which show a transition from bursting to tonic spiking with suppression of 
INaP through drugs such as riluzole (as in Pena et al 2004) strongly suggest that burst termination 
cannot be provided by inactivation of INaP alone. 
  Another feature of the bursting regions which should be noted is that for the bursting 
region on the right for the model containing only the IPump-dependent burst termination 
mechanism, there is a range of   NaP (approximately 2.75 <   NaP < 3.25) for which the sequence is 
silence to tonic spiking to bursting to tonic spiking as we increase gtonic. It is usually assumed by 
experimenters looking for intrinsic bursting that the progression is from silence to bursting to 
tonic spiking, and thus a transition directly from silence to tonic spiking is often used as a 
criterion for a null result in experimental tests of bursting. Our results should throw caution to this 
view.  
Dependence of period on   NaP 
 The models differ from one another when it comes to the dependence of period on   NaP, 
the period increasing with   NaP for the model with only the h-dependent mechanism, relatively 
constant for the model with both mechanisms, and decreasing with   NaP for the model with only 
the IPump-dependent mechanism. This demonstrates that the burst termination mechanism may 
play an important role in governing the period of bursting, because the same variables which are 
responsible for the hyperpolarization which terminates the burst, may have to be recovered from 
before the initiation of the next burst. For the model without IPump, the only thing that needs to be 
recovered from is inactivation of INaP. Increasing   NaP should have no direct effect on this, but 
should rather increase INaP, which in this model, is only a depolarizing factor, and an increase in 
  NaP should therefore reduce the period by depolarizing the membrane potential at a greater rate 
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during the interburst period due to the tonic, subthreshold component of INaP. In the model 
containing the IPump-dependent mechanism only, on the other hand, an increased IPump due to the 
buildup of Nai during the burst must be recovered from, and since INaP is a leading source of this 
buildup, an increase in   NaP will increase the amplitude of the Nai transients, resulting in a longer 
recovery time before the next burst, and thus a greater interburst interval. Apparently this effect is 
stronger than the depolarizing effect of increased INaP in this model. In the model containing both 
mechanisms, however, it appears that the depolarizing and hyperpolarizing effect of increased 
INaP counterbalance one another.   
3.2 ICa/ICAN-dependent bursting 
 Cai oscillations involving short, high amplitude 
spikes of Cai are critical for bursting in our single neuron 
model when INaP = 0. This can be seen from the green 
curve in Fig. 7E which indicates a single transition from 
silence to tonic spiking spanning the entire region when 
Cai oscillations are eliminated by setting IP3 = 0. A 
positive feedback loop exists between Cai and the Ca2+-
dependent intracellular Ca2+ release, providing the 
upstroke for the Cai spike. Whether this positive 
feedback loop will be activated depends on the baseline 
level of Cai, which is determined by ICa and IP3. This 
dependence on voltage-dependent Ca2+ influx through 
ICa makes Cai oscillations depend on the parameters   Ca 
and gtonic in our model, for a fixed level of IP3 (See figure 7E). The negative feedback loop which 
provides for the downstroke of the Cai spike exists between Cai and the Ca2+-dependent 
inactivation of intracellular Ca2+ release (l, Eq.3). Reuptake of Ca2+ by the ER and extrusion by 
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membrane pumps also play a role. This negative feedback loop is activated at very high levels of 
Cai, and the interaction of these two feedback mechanisms results in an oscillation of high 
amplitude spikes in Cai in which Cai reaches levels high enough for significant activation of ICAN, 
having an effect on the membrane potential. The fact that Cai oscillations depend on ICa, and Cai 
oscillations can only have an effect on the membrane potential through ICAN, provides the link 
between ICa and ICAN in our model. 
ICAN activation-generated bursting 
 These Cai oscillations can provide a basis for bursting through the periodic activation and 
deactivation of ICAN. Fig. 7A shows an example of bursting in which burst initiation critically 
depends on ICAN activation. Burst termination depends on ICAN deactivation due to termination of 
the Cai spike, and activity-dependent accumulation of Na+ leading to activation of the Na+-
dependent IPump. This type of bursting is married to the underlying Cai oscillation so that the 
active phase of bursting is synonymous with the active phase of the Cai oscillation, and the 
interburst interval is equal to the inter-Cai spike interval. The insets on the right of 6B offer a 
stretched view showing the details of a single burst occurring in these traces, with vertical and 
horizontal line segments demarcating the time of the first spike and the Cai threshold for high 
amplitude Cai spiking. These insets show that during a burst, spiking does not occur until after 
Cai has reached the threshold for high amplitude Cai spiking, demonstrating that dynamic 
activation of ICAN is the primary factor in burst initiation. The second membrane potential trace is 
given for the case IP3 = 0, eliminating intracellular Ca2+ release and Cai oscillations, which 
establishes that activity in the membrane potential, and thus burst initiation, critically depends on 
the dynamic activation of ICAN occurring during Cai oscillations.  
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 Figure 7. ICa/ICAN-dependent bursting in the single neuron model 
A–D: Examples of the different types of ICa/ICAN-dependent bursting when INaP = 0,   CAN = 1nS, gL = 2.5nS (See text), 
showing traces of the relevant variables under control conditions, and under the condition IP3 = 0 (eliminating Cai 
oscillations), or gNaF = constant (eliminating spiking). Insets are included showing the details of bursting under a 
shorter range of time, including a vertical dashed line marking the time of first spike, and a horizontal one marking the 
threshold for Cai spike (1e-4mM). E: Raster plot of bursting in which regions corresponding to the different types of 
bursting are labeled. Color is discretized so that a single color represents a range of values shown in the colorscale. 
Also shown in the panel is the transition from silence to tonic spiking when IP3 = 0 (green curve), and the boundary of 
the region of Cai oscillations when gNaF = constant (blue curve). The white circles labeled A–D correspond to the 
values of   Ca and the ranges of gtonic shown for each of the four examples above. In each plot, gtonic was increased 
linearly with time, and this is represented by placing both of these variables along the x-axis, one on the major and one 
on the minor axis.  
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Tonic-bursting 
 The paragraph above describes the situation where Ca2+ influx through ICa plays a 
passive role by regulating the baseline Cai. The fact that ICa is high voltage-activated means that 
Ca2+ influx can play a more dynamic role, however, since its impact is most felt during a 
depolarizing event such as an excitatory postsynaptic potential, a spike in the membrane 
potential, or a train of spikes. Under these circumstances, the sudden influx of Ca2+ can interact 
with the Ca2+-dependence of the intracellular Ca2+ release to induce a high amplitude Cai spike 
in a very short amount of time. It is for this reason that activity in the membrane potential 
generated by some other means can induce a high amplitude Cai spike. In this case, burst 
initiation does not critically depend on ICAN activation, but is rather the cause of it. If this is 
combined with some burst termination mechanism such as the activity-dependent accumulation 
of Na+ activating IPump, then this can serve as a Cai oscillation-generating mechanism as well. 
 This burst termination mechanism may itself depend on the occurrence of a high 
amplitude Cai spike activating ICAN and ramping the spiking frequency enough for accumulation 
of intracellular Na+. In that case, the activity in the membrane potential, which is spontaneous 
and induces the Cai spike, depends on this induced Cai spike for its own termination, existing as 
tonic spiking without it. In fact, if Cai oscillations were eliminated by setting IP3 = 0, the activity 
would be tonic spiking (Fig. 7B–C). We call such bursting "tonic-bursting" (Fig. 7B–C). Note 
that in these examples, the active phase of bursting encompasses but can be much longer than the 
active phase of the Cai oscillation, and the interburst interval is not equal to the inter-Cai spike 
interval. The insets on the right of both traces showing bursting under normal conditions show 
that during a burst, spiking in the membrane potential begins long before Cai has reached a 
threshold for a high amplitude Cai spike, resulting in bursts with an initial tonic-like phase. It is 
interesting to note that at lower values of   Ca in the bursting region in figure 7E, this type of 
bursting can occur after a transition from tonic spiking as gtonic is increased.  
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 The Cai spike, or the active phase of the Cai oscillation, can be induced to occur far in 
advance of when it would have occurred in the absence of spiking, dramatically increasing the 
frequency of the Cai oscillation (compare Cai traces in fig. 7B), or could be induced to occur 
when it never would have occurred at all (compare Cai traces in fig. 7C). In the latter case, the 
Cai oscillations critically depend on activity in the membrane potential. This is true of the 
bursting region below the blue curve in figure 7E. Nevertheless, bursting in this region still 
critically depends on the induced Cai oscillations, since the activity would be tonic spiking 
without them. We mention this in connection with the results of Morgado-Valle et al (2008), who 
found Cai spikes to depend on activity in the membrane potential. Our work shows that one 
cannot conclude from this that bursting may not still depend on Cai oscillations. 
Bursting without Cai spiking 
 For one type of bursting shown in Fig. 7, some of the active phases are not associated 
with any high amplitude Cai spikes (Fig. 7D). There is still Cai oscillation, which generates 
bursting based on activation and deactivation of ICAN, but there is another type of bursting 
occurring during the quiet phase of the Cai oscillation in which dynamic activation and 
deactivation of ICAN apparently plays no role in either burst initiation or termination. This bursting 
is still ICAN-dependent, however, because such bursting is impossible when INaP = ICAN = 0 at the 
values of gNaF, gL, and RPump used in our model. It is also ICa -dependent, because such bursting 
disappears when Cai oscillations are eliminated either by reducing ICa or setting IP3 = 0. While 
ICa and ICAN are necessary for this type of bursting, they appear to play only an auxiliary role in 
the fundamentally IPump-based mechanism, which is that spontaneous activity in the membrane 
potential of the neuron due to a high level of excitatory drive results in accumulation of Nai and 
activation of IPump, which terminates the activity, leading to relaxation of Nai and cycle resetting.   
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3.2.1 Dependence of output parameters on drive,   Ca,   CAN, gL, and RPump when INaP = 0 
 In this section, we will see that for many of the output parameters, the dependence on the 
input parameters itself depends on the type of bursting, strengthening our argument that different 
types of ICa/ICAN-dependent bursting need to be distinguished from each other. As we did for INaP-
dependent bursting, we plotted the other output parameters duration, interburst interval, and 
spikes per burst in the 2d space of (gtonic, x) where x =   Ca,   CAN, gL, or RPump. In addition, we 
added two output parameters which are relevant to ICAN-dependent bursting only: active phase 
subthreshold for Cai spike, defined as the fraction of time during the burst for which Cai is below 
the threshold for a high amplitude Cai spike (See, for example, Fig 7B), and Cai spikes per burst, 
in which a Cai spike is defined as the crossing from below of this threshold (1e-4mM, See Fig 
7D). The results of this investigation for ICAN-dependent bursting are shown in figures 8–11. 
gtonic and   Ca control period by controlling underlying Cai oscillations 
 In the upper left panel of Figure 8, one can see that the period decreases with gtonic and 
  Ca, regardless of bursting type. The fact that the dependence is similar across bursting regions 
reflects the fact that gtonic and   Ca govern the period of the underlying Cai oscillations. We will 
see, however, that whether this control of period is exercised through control of duration, or 
through control of interburst interval, depends on bursting type. 
for ICAN activation-generated bursting, gtonic and   Ca control period through control of interburst 
interval 
 The parameters gtonic and   Ca control the period of the Cai oscillations by controlling the inter-Cai 
spike interval rather than the duration of the Cai spike. This is because these parameters control 
Ca2+ influx through voltage-gated membrane channels, which plays a key role in determining the 
length of this interval, influencing the rate of subthreshold Cai accumulation before the Cai spike. 
These same parameters have little effect on the duration of the Cai spike, which is mostly 
determined by the dynamics of intracellular Ca2+ release. What is different among bursting types 
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is the relationship between the active phase of the membrane potential (the burst duration) and the 
active phase of the Cai oscillation (the width of the Cai spike). For ICAN activation-generated 
bursting, since the active phase of bursting is initiated and circumscribed by the Cai spike, 
interburst interval is equal to inter- Cai spike interval, so   Ca and gtonic control the period of 
bursting in the same way that they control the period of the Cai oscillation: through control of the 
interburst interval with very little effect on the burst duration. This is reflected in the plots of 
duration (and spikes per burst) and interburst interval (note the vertical isolines showing 
independence from   Ca in the ICAN activation-generated bursting region of the duration and spikes 
per burst plots, and the minute changes of this output over gtonic, represented in the colorscale).  
For tonic-bursting, gtonic and   Ca control period through control of duration 
 For tonic-bursting, on the other hand, since the beginning of the active phase of bursting 
can occur long before the Cai spike, burst duration is not equal to the width of the Cai spike alone, 
but includes some of the inter-Cai spike interval, and thus   Ca and gtonic can exercise some control 
of the burst duration. In this case the interburst interval is mainly controlled by the direct effects 
of gtonic on the membrane potential (rather than on Cai) and the decreasing IPump due to relaxation 
of Nai. Being independent of the inter-Cai spike interval, it is therefore independent of   Ca, and 
only mildly dependent on gtonic, through the effect of gtonic on the membrane potential rather than 
on Cai. This is also reflected in the plots of duration (and spikes per burst) and interburst interval 
(again note the vertical isolines showing independence from   Ca in the tonic-bursting region of 
the plot of interburst interval, and the relatively small changes of that output over gtonic which they 
signify, represented in the colorscale).   
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 Figure 8. Dependences of output parameters on   Ca and gtonic for the single neuron model 
with INaP = 0 
Raster plots of bursting for a single neuron with INaP = 0,   CAN = 1nS, gL = 2.5nS, RPump = 200pA. The title of each plot 
refers to the output parameter (see text) represented by color, which is discretized so that a single color represents a 
range of values as shown in the respective colorscales. In simulations, gtonic was increased linearly from 0–1.5nS over 
3000s  
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Active phase subthreshold for Cai spike, a parameter which defines ICAN activation-generated 
bursting 
 The active phase subthreshold for Cai spike, we repeat, is the fraction of the time during 
the burst for which Cai is below a threshold for a high amplitude Cai spike. As we would expect 
from the definition of ICAN activation-generated bursting, in which activity in the membrane 
potential is a result of ICAN activation due to endogeneous Cai oscillation, the value of this output 
is zero for the entire ICAN activation-generated bursting region, which means that for this type of 
bursting, Cai is above the threshold for a Cai spike for the entire burst duration, as in Fig. 7A. 
This gives us another means for detecting ICAN activation-generated bursting: instead of setting 
IP3 = 0 and testing whether or not there is activity in the membrane potential, the plot shows that 
all we need to do is to determine that the value of  this output is equal to 0. The plot also shows 
that this value is nonzero for tonic-bursting, steadily increasing to 1 as   Ca is reduced (with mild 
dependence on gtonic as well). This shows that for the extreme range of tonic-bursting, in which 
Cai oscillations are induced (See Fig. 7C), the Cai spike occupies only a small part of the total 
burst duration, and thus the strong dependence of burst duration and spikes per burst on   Ca and 
gtonic makes more sense in light of the discussion above. ICAN activation-generated bursting and 
this extreme form of tonic-bursting can be thought of as two sides of the same coin: similar 
periods, determined by the period of the Cai oscillation, which is determined by   Ca and gtonic, but 
differing in the percentage of the inter- Cai spike interval occupied by the active phase of 
bursting. Both types are marked by a wide range of periods with sensitive dependence on   Ca and 
gtonic, but ICAN activation-generated bursting is marked by very small duty cycles, and this 
dependence on   Ca comes by way of interburst interval, whereas the extreme tonic bursting is 
marked by very large duty cycles, and the dependence comes by way of duration.   
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Cai spikes per burst 
 A plot of Cai spikes per burst was included as another way to show the bursting region 
which contains a mixture of bursting with and without Cai spiking. To again clarify, Cai spikes 
here refers to high amplitude Cai spikes involving Ca2+-induced Ca2+ release, rather than 
smaller spikes due to increased Ca2+ influx associated with membrane potential spiking (See Fig 
7D). The value of this output should thus be either 0 or 1, depending on whether a high amplitude 
Cai spike occurred during a burst or not. Thus bursting without Cai spikes will produce a value of 
0, and the other types of bursting will give values of 1. Black dots thus indicate bursting without 
Cai spikes, and the triangular region at intermediate values of   Ca and gtonic that is speckled with 
black dots corresponds to the region of mixture of bursting with and without Cai spiking in Fig. 
7E. 
  CAN is not a good parameter for revealing different bursting types 
 The dependences on gtonic and   CAN are shown in Figure 9. The shape of the bursting 
region is very simple compared to the shape of the bursting region in the space of (gtonic,   Ca). The 
left border representing the transition from silence to bursting appears to extend along the almost 
straight line projection of the border representing the transition from silence to tonic spiking at 
lower values of   CAN, and the right border representing the transition from bursting to tonic 
spiking displays a monotonic relationship with   CAN. This simplicity suggests that changing   CAN 
does not fundamentally change the mechanism by which we have bursting as changing   Ca does. 
For the vast majority of the bursting region, the values of the outputs and their dependences on 
gtonic are like that of tonic-bursting. Nevertheless, there is a very thin sliver of a region at high   Ca 
and low gtonic, above the mixture of bursting types region, in which the values of the outputs and 
their dependences on gtonic are like that of ICAN activation-generated bursting: long periods marked 
by short durations, with sensitive dependence of period and interburst interval on gtonic, with no  
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 Figure 9. Dependences of output parameters on   CAN and gtonic for the single neuron model 
with INaP = 0 
Raster plots of bursting for a single neuron with INaP = 0,   Ca = .005nS, gL = 2.5nS, RPump = 200pA. The title of each 
plot refers to the output parameter represented by color, which is discretized so that a single color represents a range of 
values as shown in the respective colorscales. In simulations, gtonic was increased linearly from 0–1.5nS over 3000s  
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evidence of any dependence of duration. One can also distinguish a line over which the 
dependences on   CAN changes dramatically in the plots of duration, spikes per burst, and active 
phase subthreshold for Cai spike. The only reason that one can see any splitting of the region is 
that   Ca = .005nS is near the minimum value for which we have ICAN activation-generated bursting 
in the space of (gtonic,   Ca). This suggests that   CAN may have an effect on bursting type by way of 
interaction with   Ca. It is our experience that if   Ca is set at another value much greater than 
.005nS, that is, more firmly in the region of ICAN activation-generated bursting, the ICAN activation-
generated bursting region may exist over the entire range of   CAN (at low values of gtonic), or if   Ca 
is set at a value much lower than .005nS, that is, more firmly in the tonic-bursting region,  it may 
disappear altogether in the space of (gtonic,   CAN).  
Dependence of bursting period on   CAN  
 Increasing   CAN has a depolarizing effect due both to the backgound component of ICAN 
resulting from subthreshold nonzero basal levels of Cai, and the dynamic component of ICAN 
activated by high amplitude Cai spikes. Thus we would expect period to decrease with   CAN, 
similarly to its dependence on gtonic. While we see this at low values of gtonic in the bursting range, 
for the vast majority of the bursting region, period is relatively constant with respect to   CAN. This 
can be most easily explained by closely examining the dependences of the two components of 
period, duration and interburst interval, on   CAN. 
Dependence of duration and interburst interval on   CAN depends on bursting type 
 For ICAN activation-generated bursting, in which burst duration is largely determined by 
the width of the Cai spike, which is primarily governed by the dynamics of intracellular Ca2+ 
release, we see no dependence on   CAN. The interburst interval, however, which is equal to the 
inter-Cai spike interval, decreases with   CAN, and this is because of the depolarizing background 
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component of ICAN due to subthreshold Cai levels, which increases the rate of Ca2+ influx. The 
overall effect is that for ICAN activation-generated bursting, period decreases with   CAN. 
 For tonic-bursting, on the other hand, period decreases with   CAN only at low values of 
  CAN and gtonic; for the vast majority of the tonic-bursting region, there is no dependence. Both of 
these relationships can be understood by the dependence of duration and interburst interval on 
  CAN for tonic-bursting, however. Recall that for tonic-bursting, much of the active phase of 
bursting occurs before the Cai spike, giving   CAN an opportunity to exercise some control. Note 
that the number of spikes per burst is relatively independent of   CAN. This is because   Ca largely 
determines this output, by governing how much Cai increments after each spike, which 
determines the number of spikes before threshold for the Cai spike is reached. Increasing   CAN 
increases the frequency of this pre-Cai spike activity, thus reducing burst duration. 
 Recall also that for tonic-bursting, the interburst interval is independent of the inter-Cai 
spike interval, being more determined by the state of relaxation of IPump. Increasing   CAN increases 
the amplitude of the Nai transients activating IPump during the bursts. Therefore increasing   CAN 
should increase the interburst interval, for tonic-bursting, and this is what we see. Now we can 
understand the relationships between period and   CAN for tonic-bursting. Increasing   CAN 
decreases duration and increases interburst interval. For most of the bursting region, these effects 
are marginal, and largely cancel out. For low values of   CAN and gtonic, however, which is occupied 
by the extreme form of tonic-bursting in which the period is dominated by the active phase of 
bursting, period decreases with   CAN.  
Outputs involving Cai 
 The plot of active phase subthreshold for Cai spike shows the likely divisions of the 
regions of different types of bursting. Note that for the tonic-bursting region, there is not the same 
range in this output as there was in the plot for this region in the space of (gtonic,   Ca), there being 
no values below .5. This is another indicator that   Ca is the key input parameter to vary in order to 
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obtain the full range of possible behaviors of ICa/ICAN-dependent bursting in our model. The plot 
of Cai spikes per burst exhibits the region of mixture of bursting types, as di discussed before.  
Dependences on gtonic and RPump 
 The dependences on gtonic and RPump when   Ca is fixed at .005nS, gL = 2.5nS, and   CAN = 
1nS are shown in Figure 10. Similarly to the case for INaP-dependent bursting, the bursting region 
extends all the way to RPump = 0, which implies that the mechanisms which terminate the Cai 
spike are enough to provide burst termination (See below), albeit over a much reduced range of 
gtonic. Also similarly to the case of INaP-dependent bursting, most of the sensitivity of the 
dependences on RPump (including the position of the borders) are found at very low values of 
RPump, and as RPump is increased to the value used in our basic model (200pA), all of the output 
parameters, and the borders of the bursting region, become relatively constant with respect to 
further changes. The simplicity of this region, notwithstanding the behavior as RPump approaches 
zero, suggests that, like   CAN, RPump at the values close to the basic value used in our model, is also 
not an important parameter in governing bursting type. 
Dependences on gtonic and gL 
 The dependences on gtonic and gL when   Ca is fixed at .005nS, RPump = 200pA, and   CAN  = 
1nS are shown in Figure 11. Increasing the value of gL over the range shown in the figure simply 
shifts the boundaries of the bursting region and the dependences of the output parameters to the 
right, suggesting that the effect of increasing gL is merely counter to the effect of increasing gtonic 
on baseline membrane potential. There does not appear to be any partitioning of the region into 
subregions occupied by the different types of bursting, either, except for the mixture of bursting 
types region, which is independent of gL. The whole space seems to be occupied by the same type 
of bursting found along the   Ca = .005 axis in Fig. 8 (or the   CAN = 1 axis in Fig. 9, or RPump = 200 
in Fig. 10). This suggests that the mechanisms governing bursting type are completely 
independent of gL over this range. 
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Figure 10. Dependences of output parameters on RPump and gtonic for the single neuron model 
with INaP = 0 
Raster plots of bursting for a single neuron with INaP = 0,   Ca = .005nS, gL = 2.5nS,   CAN = 1nS. The title of each plot 
refers to the output parameter represented by color, which is discretized so that a single color represents a range of 
values as shown in the respective colorscales. In simulations, gtonic was increased linearly from 0–1.5nS over 3000s   
43 
 
Figure 11. Dependences of output parameters on gL and gtonic for the single neuron model 
with INaP = 0 
Raster plots of bursting in the space of (gtonic (time), gL) for a single neuron with INaP = 0,   Ca = .005nS,   CAN = 1nS, 
RPump = 200pA. The title of each plot refers to the output parameter represented by color, which is discretized so that a 
single color represents a range of values as shown in the respective colorscales. In simulations, gtonic was increased 
linearly from 0–1.5nS over 3000s 
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3.2.2 Effects of the burst termination mechanisms on ICa/ICAN-dependent bursting 
 As was the case for INaP-dependent bursting, there are two dynamical processes which 
contribute to, and can by themselves cause burst termination in ICa/ICAN-dependent bursting. One 
of these is the same activity-dependent accumulation of Nai resulting in activation of the 
hyperpolarizing IPump. The other one is analogous to the voltage-dependent inactivation of INaP: 
Ca2+-dependent inactivation of intracellular Ca2+ release, represented in our model by the 
variable l (See Appendix Eq and Eq. 3) provides a mechanism for termination of the Cai spike, 
which provides a mechanism for burst termination through deactivation of ICAN (the l-dependent 
mechanism). As was done for the case of INaP-dependent bursting, we analyzed the effects of 
these different burst termination mechanisms on the behavior of ICAN -dependent bursting in the 
model by eliminating each one separately, and comparing the resulting behavior to that of the 
model when both mechanisms are present. This is summarized in Fig. 12, whose center column 
contains results of the model with both mechanisms present, as presented throughout this 
subchapter, and is flanked on the left by the results obtained in the case where the effects of 
activity-dependent changes in Nai and the Nai -dependent IPump were eliminated by setting Nai = 
15mM = constant, so that burst termination is solely provided by the l-dependent mechanism, and 
on the right by the results obtained in the case where the l-dependent mechanism has been 
eliminated by setting l = .8 = constant, so that burst termination is solely provided by the IPump-
dependent mechanism (l was set to the particular value of .8 in order to compare this model in the 
space of (gtonic,   Ca) to the other models in which l = .8 is a typical average value). 
 In the case where the IPump-dependent mechanism was eliminated, one can see from the 
insets on the right of Fig. 12A, that the last spike of an individual burst occurs after Cai has 
dropped well below the half-activation for ICAN. This illustrates that in this case, burst termination 
is due to deactivation of ICAN ultimately caused by the inactivation of the intracellular Ca2+ 
release. In the case in which both mechanisms are present, the insets on the right of Fig. 12B 
show that the last spike of a burst is coincident with the maximum of a Nai transient, and that the 
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level of Cai is still on par with the half-activation of ICAN, which means that there is still a strongly 
depolarizing component of ICAN upon burst termination. Inactivation of intracellular Ca2+ release 
still plays a role in burst termination, however, because Cai has significantly decreased well 
before it. In the case where inactivation of intracellular Ca2+ release has been eliminated (Fig 
12C), we see that the last spike of a burst is also coincident with a maximum in Nai, which 
provides enough hyperpolarization through IPump to terminate the burst in spite of persistent 
activation of ICAN. We might expect that in this case, there would be no decrease in Cai before 
burst termination, but there is a decrease, albeit at a rate much lower than in the case when 
inactivation of intracellular Ca2+ release is present. Evidently there are other mechanisms besides 
inactivation of intracellular Ca2+ release which contribute to termination of the Cai spike, such as 
increased Ca2+ extrusion through membrane and ER pumps, but these are not sufficient to 
provide burst termination in the absence of IPump (not shown), which is why we call the burst 
termination mechanism based on termination of the Cai spike the l-dependent mechanism. One of 
the effects of inactivation of intracellular Ca2+ release on the output parameters of bursting is 
shown by the dramatic change in burst duration in the model when this mechanism is removed, 
which can be seen by comparing Fig. 12C to 12B, which were taken at the same values of   Ca and 
over the same range in gtonic. This effect is due to the decrease in the rate of decrease of Cai before 
burst termination in the model without inactivation. 
IPump greatly increases the width of the bursting region 
  Similarly to the case where inactivation of INaP is the only mechanism providing burst 
termination in INaP -dependent bursting (See Fig 6A), inactivation of intracellular Ca2+ release 
can only provide burst termination in a very narrow region of (gtonic,   Ca) space. Nai accumulation 
and activation of IPump, on the other hand, can provide termination over a much wider region. Also 
similarly to INaP-dependent bursting, the presence of inactivation of intracellular Ca2+ release 
serves to weaken the IPump-dependent burst termination mechanism through its adverse effect on 
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ICAN and thus Nai levels. This is why for most of the region in (gtonic,   Ca) space below   Ca = 
.008nS, the bursting region is larger in the case where the IPump-dependent mechanism operates 
alone without inactivation. The reason for the discrepency above   Ca = .008, and the sharply 
negative slope in the border marking the transition from bursting to tonic spiking in the bursting 
region for the case when IPump operates alone is not because burst termination is compromised, but 
because of overexcitation due to a high steady state of Cai (that is, the Cai dynamics have passed 
from a low steady state level through an oscillatory regime to a high steady state level).  
IPump has a profound effect on the shape of the bursting region, and possible sequences between 
silence, bursting, and tonic spiking 
 Also similarly to IPump's effect on INaP-dependent bursting, IPump dramatically changes the 
shape of the bursting region for ICa/ICAN-dependent bursting. The most prominent feature of the 
raster plots of bursting for the IPump -containing models in figure 12 is the appearance of a tail that 
dips into the tonic spiking region, which reflects the ability of the IPump-dependent burst 
termination mechanism to generate bursting after a transition from tonic spiking when excitatory 
drive is increased. For this reason also, we find transitions from bursting to tonic spiking when 
  Ca is reduced only in the IPump -containing cases. Thus, an experimental result showing a 
transition from bursting to tonic spiking upon the application of cadmium argues strongly that 
burst termination cannot be provided by inactivation of intracellular Ca2+ release alone.  
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Figure 12. Effects of the burst termination mechanisms on ICa/ICAN-dependent bursting in 
the single neuron model  
Traces of relevant variables and raster plots of bursting of a model neuron with INaP = 0,   CAN = 1nS, gL = 2.5nS, for the 
separate cases when the l-dependent burst termination mechanism has been isolated by fixing Nai = 15mM (left 
column, A), when both burst termination mechanisms are present (center, B), and when the IPump-dependent burst 
termination mechanism has been isolated by fixing l = .8 (right column, C). In each plot, gtonic was increased linearly 
with time, and this is represented for the traces by placing both of these variables along the x-axis, one on the major and 
one on the minor axis. For the raster plots, gtonic was varied from 0 to 1.5nS over 3000s. The values of   Ca and the 
ranges of gtonic shown in the traces are indicated by the white circles labeled A, B, and C on the raster plots. The insets 
employ a vertical dashed line marking the time of last spike, and a horizontal one marking the half-activation Cai for 
ICAN (.00074mM). The color scale on the bottom right applies to all 3 raster plots and is discretized so that a single 
color represents a range of values.  
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3.3 Bursting in the full single neuron model 
 An important question is how the behavior of the model depends on the relative 
expression of the currents responsible for burst generation. To investigate this question, we 
randomly assigned values for the maximal conductances of INaP, ICa, and IL for 1000 model 
neurons from the same ranges within which these conductances were varied in the previous 
investigations (See Methods). We chose to randomly assign the value for   Ca while leaving   CAN 
fixed at   CAN = 1nS because the two currents ICa and ICAN are linked in our model so that changing 
one should have an effect on the other, and we felt that it was preferable to vary   Ca, since our 
previous investigation of ICAN-dependent bursting showed that a greater range of possible 
behaviors and types of bursting could be found when changing   Ca rather than   CAN (see text 
discussing Fig. 9). The conductance gL was varied because other investigations have found that 
the relationship of gL to other key parameters such as   NaP is an important variable which may 
determine the behavior of neurons in both models and in nature (Purvis et al 2007). These 1000 
neurons were then subjected to the same slow increase of gtonic as in our previous investigations to 
determine whether there were one, none, or multiple bursting ranges, and if there were, it was 
recorded whether a bursting range occurred after a transition from silence or tonic spiking, 
whether the bursts occurred with Cai spikes, and whether a bursting range contained a mixture of 
bursts with and without Cai spikes.  
3.3.1 Sensitivity of bursting to blockade of INaP and/or ICAN 
 In order to determine whether the bursting in a model neuron with nonzero INaP, ICa, and 
ICAN was generated by a fundamentally INaP -dependent mechanism, a fundamentally ICa/ICAN-
dependent mechanism, or was in fact generated by a combination of both mechanisms, we 
repeated this procedure for all 1000 neurons under the conditions   NaP = 0,   CAN = 0, and   NaP = 
  CAN = 0, to test whether the bursting in a neuron critically depended on one, both, or neither of 
these currents (recall that in our model, setting   CAN = 0 is equivalent to setting   Ca = 0). The 
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results of this investigation are summarized in Figure 13, where each neuron is represented by a 
colored symbol at its point in the space of (  NaP/gL^1/2,   Ca) (See below for an explanation of why 
  NaP/gL^1/2 was used). If a model neuron did not have a single bursting range under control 
conditions, it was classified as a nonburster, and was represented by a black square. We would 
expect this to be true of neurons which were assigned values of the key parameters governing 
both INaP-dependent and ICAN-dependent bursting mechanisms too low to support bursting under 
any circumstances, and indeed figure 13 shows that 80/1000 neurons with the smallest values of 
  Ca and   NaP/gL^1/2 were classified thusly. If a burster under control conditions, lost that bursting 
under the condition   NaP = 0, but not under   CAN = 0, this was classified as an INaP blockade-
sensitive burster, and was represented by a triangle. Evidently, such neurons possess INaP -
dependent bursting mechanisms which are strong enough to support bursting on their own, but 
any ICAN-dependent mechanisms they may possess are not strong enough to support bursting in 
the absence of INaP. Figure 13 shows that 35/1000 neurons with relatively large values of 
  NaP/gL^1/2, and relatively small values of   Ca were classified in this way. The circled symbol 
labeled 1 represents such a neuron, whose membrane potential and Cai traces under control 
conditions, blockade of INaP, and blockade of ICAN during a relevant range of slowly increasing 
gtonic are shown in Figure 14. The traces establish that bursting exists under control conditions at 
relatively low values of gtonic, and this bursting is abolished when INaP = 0, being replaced by a 
single transition from silence to tonic spiking when gtonic is increased which is not followed by 
any later transition from tonic spiking to bursting. When ICAN is blocked, there is a slight decrease 
in the frequency of the bursting, which nevertheless persists over the same range in gtonic.  
 Conversely, if a burster under control conditions, lost that bursting under the condition 
  CAN = 0, but not under   NaP = 0, this was classified as an ICAN blockade-sensitive burster, and 
represented by a circle. Figure 13 shows that 609/1000 neurons with relatively small values of 
  NaP/gL^1/2, and relatively large values of   Ca were classified in this way. The circled symbols 2, 
3, and 4 represent such neurons, which are distinguished from each other by a further 
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classification scheme discussed below. Their membrane potential and Cai traces are also shown 
in Figure 14, confirming that all these neurons have in common that their bursting, though 
somewhat perturbed in the INaP = 0 case, is only abolished when ICAN = 0. 
  Finally, if a neuron was a burster under all three of these conditions, losing the bursting 
only under the condition   NaP =   CAN = 0, this was classified as an INaP + ICAN blockade-sensitive 
neuron, and represented by a cross. Such neurons must possess both INaP- and ICAN -dependent 
bursting mechanisms which are strong enough to support bursting in the absence of the other, so 
that both must be blocked in order to eliminate bursting. As we would expect, figure 13 shows 
that 276/1000 neurons with relatively large values of both   Ca and   NaP/gL ^1/2 were classified in 
this way. The circled symbols 5, 6, and 7 represent such neurons, whose membrane potential and 
Cai traces are shown in Figure 14. Each of these neurons exhibit bursting under all three 
conditions, though possibly under different ranges of gtonic. Bursting in these neurons could only 
be eliminated by blocking both INaP and ICAN (not shown). None of the 1000 neurons in our 
investigation showed bursting which persisted under the condition   NaP =   CAN =0. 
 Figure 13 shows that when model neurons were classified based on their sensitivity to the 
blockade of INaP and/or ICAN, neurons of the same classification were found in relatively 
nonoverlapping regions in the space of (  NaP/gL ^1/2,   Ca). The fact that the ICAN blockade-
sensitive and the INaP + ICAN blockade-sensitive bursting regions, which have in common an ICAN-
dependent bursting mechanism and are the only regions which do, can be separated from the 
nonbursting and the INaP blockade-sensitive bursting regions by a horizontal line argues that   Ca is 
the only parameter among the three that were varied that determines whether the neuron will 
possess an ICAN-dependent bursting mechanism. Similarly, the fact that the INaP blockade-sensitive 
and the INaP + ICAN blockade sensitive bursting regions can be separated from the nonbursting and 
the ICAN blockade-sensitive bursting regions by a vertical line argues that the specific combination 
  NaP/gL^1/2 may determine whether a model neuron will possess an INaP-dependent bursting 
mechanism. When these neurons are mapped in the space of (  NaP,   Ca) or even (  NaP/gL,   Ca) (not 
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shown), there is significant overlap between the regions which possess INaP-dependent bursting 
mechanisms and the regions which do not, so that a vertical line cannot be drawn separating the 
two. 
3.3.2 Classifying  bursters by bursting characteristics  
 From the simple analysis presented above, one can only say for certain that bursting in a 
particular neuron critically depends on INaP, ICAN, or neither by itself. To further understand how 
INaP- and ICa/ICAN-dependent mechanisms may cooperate, or how the different types of ICa/ICAN-
dependent bursting (See section 3.2) may work to generate bursting in the full model, bursters 
were further categorized based on characteristics of the bursting such as the number of bursting 
ranges over gtonic, the presence or absence of high-amplitude Cai spiking, and transitions from 
silence to bursting, or tonic spiking to bursting, as drive to the neuron is increased by slowly 
increasing gtonic. This analysis was applied independently of the analysis based on current 
blockade, so that in some cases, neurons from different groups based on current blockade 
sensitivity could be classified together. In other cases, it was found that the new category 
corresponded to one of the old categories based on current blockade sensitivity. 
Type 1 bursters 
 If under control conditions, a model neuron displayed a single bursting range in which 
none of the bursts were associated with high-amplitude Cai spikes, that neuron was classified as a 
Type 1 burster, and assigned the color salmon. Although it is conceivable that neurons with 
ICa/ICAN-dependent bursting mechanisms could be classified in this way, since such bursting is 
found in mixture with bursts associated with Cai spikes (See Section 3.2.3 or Figure 7D), all of 
the neurons classified in this way were also classified as INaP blockade-sensitive neurons, and all 
of the INaP blockade-sensitive neurons were classified as Type 1 bursters, so that in our model 
under this range of parameters, these classifications are one and the same.  
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 Neuron 1 in Figures 13 and 14 is an example of a Type 1 burster. Note from the Cai 
traces in the control and ICAN =0 conditions that there are Cai spikes associated with bursting, but 
these are low amplitude Cai spikes due entirely to the increased Ca2+ influx through voltage-
  te  C 2+ ch   els  uri   bursti    well below the threshol  (≈1e-4mM) for high amplitude 
Cai spiking involving intracellular Ca2+ release as in the purely ICAN-dependent model. This 
means that, although in this model neuron under control conditions,   Ca and   CAN are nonzero,   Ca 
is not high enough to express the ICAN-dependent bursting mechanism. 
Type 2 bursters 
 If, on the other hand, under control conditions the neuron exhibited a single bursting 
range in which, during every burst a high amplitude Cai spike occurred, and this bursting range 
occurred after a transition from silence, this neuron was classified as a Type 2 burster, and 
assigned the color blue. Not surprisingly, only neurons from the two groups that possessed 
ICa/ICAN-dependent bursting mechanisms were classified in this way. These are bursters which, in 
the INaP = 0 condition, show ICAN activation-generated bursting over the initial portion of their 
bursting range over gtonic (See Figure 7E or section 3.2.1), so it is not surprising that such bursters 
were found among both ICAN blockade-sensitive and INaP + ICAN blockade-sensitive neurons with 
high values of   Ca. It might seem tempting to equate Type 2 bursters with ICAN activation-
generated bursting, but recall that the defining characteristic of ICAN activation-generated bursting 
is that the active phase of bursting is directly caused by activation of ICAN, and it is not clear that 
when INaP is nonzero that it won't contribute to burst initiation, even if it is not great enough to 
generate INaP-dependent bursting on its own. It should also be pointed out that, even in the INaP = 0 
condition, Type 2 bursters will exhibit ICAN activation-generated bursting only under a limited 
range of gtonic, and tonic-bursting (See section 3.2.2) over the rest (See Fig. 7E). Neurons 2 and 5 
in figures 13 and 14 are examples of Type 2 bursters, from the groups of ICAN blockade-sensitive 
neurons (2) and INaP + ICAN blockade-sensitive neurons (3) respectively. Note from the Cai traces 
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in the conditions when ICAN is nonzero the presence of high amplitude Cai spikes correlated with 
each burst. The traces of neuron 5 under control conditions are particularly interesting, because 
the bursting occurs over a range of gtonic and at a frequency suggesting INaP-dependent 
mechanisms, and indeed INaP seems to be necessary over this range of gtonic, as the   NaP = 0 traces 
show that gtonic had to be increased before the ICAN-dependent mechanism was able to restore 
bursting. Yet even at the low range of gtonic shown in the control condition, high amplitude Cai 
spikes which activate ICAN are associated with each burst, which implies that even though only 
INaP is critical for bursting at this range of gtonic, the ICAN-dependent bursting mechanism is 
operating in addition. Moreover, our criteria for the classification of this bursting type implies 
that high amplitude Cai spikes, and the consequent activation of ICAN, must occur over the entire 
bursting range, and not just the limited range displayed in the figure. Evidently the INaP-dependent 
and the ICAN -dependent bursting mechanisms can cooperate to generate a seamless type of 
bursting over a single range of gtonic whose INaP- and ICAN -dependent components cannot be easily 
disentangled.  
Type 3 bursters 
 If, like Type 2 bursters, a neuron under control conditions exhibited a single bursting 
range with one to one Cai spiking, but this bursting range occurred after a transition from tonic 
spiking, this neuron was classified as a Type 3 burster, and assigned the color green. These are 
neurons which, in the INaP = 0 condition, exhibit only tonic-bursting (See section 3.2.2) over their 
entire bursting range in gtonic, so it is not surprising that Type 3 bursters were found only among 
ICAN blockade-sensitive neurons with relatively low values of   Ca. Neuron 3 in figures 13 and 14 
is an example of a Type 3 burster. From the traces in figure 14 one can see many of the same 
characteristics of tonic-bursting discussed in the section on ICAN -dependent bursting (3.2.2), such 
as large duty cycle, and the tonic-like initial phase before the spike-frequency ramping associated 
with the Cai spike and activation of ICAN. Since the presence of a small nonzero INaP would only 
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act to promote spiking in the membrane potential before the Cai spike, it is safe to say that Type 3 
bursters exhibit tonic-bursting throughout their bursting range.  It might require some explanation 
why Type 3 bursters were not found among INaP + ICAN blockade-sensitive neurons, whereas Type 
2 bursters were found among both groups. The reason for this is that Type 3 bursters require a 
single bursting range at relatively high values of gtonic after a transition from tonic spiking to 
bursting. If there were any INaP -dependent bursting mechanisms expressed by the neuron, they 
would occur at lower values of gtonic after a transition from silence, so there would be two distinct 
bursting ranges (See Type 5 bursting). 
Type 4 bursters 
 If a model neuron showed a mixture of bursting with and without Cai spikes over the 
same range of gtonic, this neuron was classified as a Type 4 burster, and assigned the color 
magenta. It is not surprising that such neurons are found among the INaP + ICAN blockade-sensitive 
neurons. It is also not surprising that such neurons are found among the ICAN blockade-sensitive 
neurons, since we found this in the purely ICa/ICAN-dependent bursting discussed in the previous 
section (3.2.3, or Figure 7D). Neurons 4 and 6 in figures 13 and 14 are examples of this type of 
burster, from among the group of ICAN blockade-sensitive neurons (4), and INaP + ICAN blockade-
sensitive neurons (6), respectively. The bursting of neuron 4 shown in figure 14 under the control 
condition looks similar to the bursting shown in figure 7D and discussed in the section on 
ICa/ICAN-dependent bursting (See section 3.2.3). Blocking INaP in this model neuron has little effect 
on this type of bursting, which is now generated by precisely the same mechanisms as discussed 
in that section. The bursting of neuron 6 under the control condition looks quite different, 
however, in that the spike-frequency of the bursts without Cai spikes is comparable to that of the 
bursts with Cai spikes. Other differences include a reduced ratio of bursts without Cai spikes to 
bursts with Cai spikes, and the presence of a significant envelope of depolarization in the Cai 
spike-negative bursts. These differences suggest significant activation of INaP during the Cai 
55 
spike-negative bursts, and indeed, the traces in the INaP = 0 condition confirm that these effects 
are INaP-dependent. Moreover, the traces under the ICAN = 0 condition demonstrate that the INaP-
dependent mechanism which is evidently at work in the Cai spike-negative bursts is sufficient to 
generate bursting over the same range of gtonic as shown in the control condition, whereas the ICAN-
dependent mechanism requires higher drive to the neuron in order to generate bursting without 
INaP. Apparently, the INaP -dependent mechanism is able to periodically induce and cooperate with 
the ICAN-dependent mechanism during bursts with Cai spikes only.  
Type 5 bursters 
 Another possibility is that a model neuron might show bursting without Cai spiking over 
one range of gtonic, and bursting with Cai spiking over another. Such neurons were found among 
INaP + ICAN blockade-sensitive neurons at relatively low values of   Ca, were classified as Type 5 
bursters, and assigned the color red. Neuron 7 is an example of this type of burster, and its traces 
were given over ranges of relatively low gtonic, and relatively high gtonic in figure 14, in order to 
show both of the bursting ranges it possesses in the control condition. The bursting without Cai 
spiking occurred over a range of lower values of gtonic, after a transition from silence to bursting 
(not shown). The traces in the INaP = 0 and ICAN = 0 conditions show that the bursting over this 
range is generated by an INaP -dependent mechanism. Note that the traces in the INaP = 0 condition 
show that if we were to simply block INaP without increasing drive to the neuron, one might 
mistakenly categorize this as an INaP-blockade sensitive neuron. The bursting with Cai spiking 
occurred over a range of higher values of gtonic, after an intervening tonic spiking range (not 
shown), which identifies its bursting as tonic-bursting. The traces in the INaP = 0 and ICAN = 0 
conditions show that the bursting over this range is generated by an ICAN-dependent mechanism. 
Note that the traces in the ICAN = 0 condition show that if one were to simply block INaP without 
hyperpolarizing the neuron, one might mistakenly categorize this as an ICAN -blockade sensitive 
neuron. Note also that the two types of bursting occurring at two different ranges of gtonic have 
56 
very different characteristics from each other, the bursting at the  lower range of gtonic having very 
small durations, number of spikes per burst, and duty cycles, the bursting at the higher range of 
gtonic exhibiting the large durations and duty cycles of tonic-bursting. Evidently, in Type 5 
bursting, the INaP-dependent and ICAN-dependent bursting mechanism operate independently over 
different ranges of drive. 
 
Figure 13. Different types of bursters: Dependence on   Ca,   NaP, and gL 
Scatterplot of the values of   Ca and   NaP/gL^1/2 randomly assigned for 1000 model neurons subject to the simulation 
protocols discussed in the text. Model neurons were plotted with a symbol indicating whether the neuron was a burster, 
and the sensitivity of the bursting to blockade of a current (see figure key, and text for details of how this was 
determined), and this symbol was colored to indicate the type of bursting when classified by bursting characteristics as 
in section 3.3.2. Vertical and horizontal lines were placed over the plot dividing it into regions based on the sensitivity 
of the bursters to blockade of particular currents. The circled symbols labeled 1–7 correspond to representative neurons 
of each type, appearing in Figure 14 as well. 
57 
 
Figure 14. Different types of bursters: membrane potential and Cai traces 
Traces of V and Cai for the representative neurons of Figure 13 under control conditions when   Ca,   NaP, and gL are as 
assigned according to the location of the corresponding symbol in the space of (  NaP/gL^1/2,   Ca) on Figure 13 (left), 
and under the conditions   NaP = 0 (center) and   CAN = 0 (right). For each neuron, gtonic was increased from 0–1nS over 
1000s, these examples showing only a portion of this. 
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CHAPTER 4. RESULTS: NETWORK MODEL BEHAVIOR 
 In order to investigate the behavior of a fully coupled network of neurons like those 
described in the previous chapter, we distributed the maximal conductances   NaP,   Ca, and gL 
governing the INaP- and ICa/ICAN-dependent bursting mechanisms found at the single neuron level, 
among a network of 50 neurons in which every model neuron was connected to every other 
neuron, including itself, by the coupling term in the expression for synaptic current, with average 
weight of connection w = .05nS (Equation 5). As done for the uncoupled single neuron, we 
investigated versions of the model in the separate cases where INaP-dependent cellular bursting 
mechanisms have been isolated by setting ICa and ICAN =0 across the network, and where ICa/ICAN-
dependent cellular mechanisms have been isolated by setting INaP =0 across the network. In so 
doing, we found that our network model was capable of bursting when all of these currents which 
generate the different types of bursting at the uncoupled single neuron level have been blocked 
(INaP = ICa = ICAN = 0), isolating a network-dependent bursting mechanism that critically depends 
on the Na
+
/K
+
 Pump current (IPump)-dependent burst termination mechanism. We also investigated 
the model when the parameters   NaP,   Ca, and gL have been uniformly distributed with mimimum 
and maximum values as in section 3.3, so that the model network may contain neurons of all the 
different types categorized by current blockade sensitivity and bursting characterisitics 
investigated in the previous chapter. 
4.1 Na
+
/K
+
 Pump-dependent network bursting when INaP = ICa = ICAN = 0 
 In the coupled network model, when INaP = ICa = ICAN = 0, the spontaneous activity of a 
few neurons and excitatory synaptic coupling in the network can form a positive feedback loop 
which can cause an upstroke in the network activity, or average firing rate of a neuron in the 
network, usually manifesting itself as synchronized bursting. The resulting spike frequency 
ramping causes a buildup of Nai in each neuron in the network, activating the hyperpolarizing  
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Figure 15. Na+/K+ Pump-dependent bursting in the network model 
A–B: Network activity (see text), and traces of relevant variables of a single neuron in the network defined in Chapter 
4 (opening paragraph) and section 4.1,with RPump equal to A: 200pA, and B: 50pA, in every neuron. C–D: the same 
traces over the range of time covered by the shaded regions of A and B. Bottom panel: Raster plot of network bursting 
(See Methods). In simulations, gtonic was increased linearly with time, and this is represented by placing both of these 
variables along the x-axis, one on the major and one on the minor axis. Color is discretized so that a single color 
represents a range of values shown in the colorscale. The horizontal line segments labeled A and B correspond to the 
above panels A and B, marking the value of RPump and the range of gtonic displayed. The gray rectangles C and D 
likewise correspond to the panels C and D. 
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IPump which suppresses activity across the network, leading to a downstoke of network activity. 
The resulting oscillations of network activity are what we mean by "network bursting". 
 In order to investigate this type of bursting, we set   NaP =   Ca =   CAN = 0 in every neuron, 
and distributed gL uniformly from 2–3nS across the network as in section 3.3. We then 
constructed a raster plot of the network bursting in the space of (gtonic (time), RPump), so that we 
could see how the behavior of the network over a range of excitatory drive encompassing all of 
the different oscillatory regimes depended on the key parameter RPump, governing the strength of 
IPump. One can see from figure 15 that, unlike the case for INaP- and ICAN-dependent bursting in 
the single neuron model, this bursting critically depends on IPump, since there is no bursting at 
RPump = 0. This obviously follows from the fact that there is no other possible burst termination 
mechanism due to inactivation of INaP or deactivation of ICAN, since INaP = ICAN =0. Similarly to 
the single neuron model, however, after RPump re ches   cert i  v lue (≈100pA)  both the 
boundaries of the bursting region and the dependences of the output parameters become relatively 
independent of RPump. In the region of sensitive dependence, however, both duration and period 
decrease with increasing RPump.  
4.2 Network bursting when ICa = ICAN = 0 
 In order to investigate networks with a heterogeneous expression of INaP and INaP -
dependent cellular bursting mechanisms, we took the network of the previous section (with RPump 
= 200pA) and distributed   NaP uniformly from 0 to some nonzero number Max[  NaP] no greater 
than the physiological limit 5nS (see Methods) across the network constructed above, and built a 
raster plot of the network bursting in the space of (gtonic, Max[  NaP]). Since the behavior of the 
network should depend more on Mean[  NaP] then Max[  NaP], we did not change the seed for 
different values of Max[  NaP], to ensure a one to one relationship between Max[  NaP] and 
Mean[  NaP], so that any effects seen from changes in Max[  NaP] could be attributed to differences 
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in Mean[  NaP]. Since there is a minimum value of   NaP which can generate INaP-dependent 
bursting at the single neuron level, this enables us to consider networks with different numbers of 
INaP-dependent intrinsic bursters, depending on the value of Max[  NaP], including those with 
none. We stress that our modeling study is a qualitative one not aiming to model the precise 
distribution of conductances in respiratory networks.  
 The bursting region in the space of (gtonic, Max[  NaP]) splits into an INaP-dependent 
bursting region (See Figure 16), where bursting is eliminated when INaP is blocked in every 
neuron (C), and an INaP -independent bursting region, where bursting persists when INaP is 
blocked in every neuron (D). Notice that in the INaP-independent bursting region, the bursting 
period is independent of INaP as well, and the only effect of INaP which can be seen from the 
figure is to increase the amplitude of activity (compare the activity traces in B and D). 
The relationship between INaP-dependent intrinsic bursters and INaP -dependent network bursting  
 The finding of an INaP -dependent bursting region in figure 16 does not necessarily imply 
that bursting in this region critically depends on INaP -dependent intrinsic bursters. Adding INaP to 
neurons in the network has multiple effects which can promote network bursting. Even if INaP is 
not strong enough to generate bursting in some neurons when isolated from the network, in the 
context of a coupled network, it would increase the strength of synaptic interactions by increasing 
the potential spiking frequency of those neurons possessing it. Furthermore, the subthreshold 
component of INaP that is open at resting membrane potentials is like an additional source of tonic 
excitatory drive. 
 We investigated the relationship between INaP-dependent intrinsic bursters and network 
bursting in our model by counting the number of intrinsic bursters in our network at each value of 
Max[  NaP], superimposing a graph of the fraction of such bursters. The first burster did not  
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Figure 16. Network bursting when ICa = ICAN = 0  
A–D: Network activity, and traces of relevant variables of a single neuron in the network defined in section 4.2, where 
  NaP is uniformly distributed from 0 to Max[  NaP], and the values of gtonic and Max[  NaP] (see text) are A: gtonic =.4nS, 
Max[  NaP]=5nS, B: gtonic =.6nS, Max[  NaP]=5nS, C: gtonic =.4nS, Max[  NaP]=0nS, and D: gtonic =.6nS, Max[  NaP]=0nS. 
Each trace shows a 10s time window after 100s of simulation time to eliminate any transient effects. Bottom panel: 
Raster plot of bursting (See Methods) for the network defined above. In simulations, gtonic was increased from 0 to 1nS 
over 2000s. Color is discretized so that a single color represents a range of values as shown in the colorscale. 
Superimposed on the plot of bursting is a graph representing the fraction of units in the network (the x2 axis) which 
were capable of bursting when isolated from the network, as a function of Max[  NaP]. This plot is inverted so that the 
independent variable (Max[  NaP]) is on the y axis. The dots labeled A–D correspond to the sample traces given above, 
marking the values of gtonic and Max[  NaP] for the networks in each of those examples.   
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appear until Max[  NaP] = 3.4nS, and when Max[  NaP] = 5nS, the limit constrained by 
experimental measurements, the fraction of INaP-dependent intrinsic bursters equaled .38. 
In spite of this, we were able to increase the bursting range over gtonic by increasing Max[  NaP] 
from 0 to values below that at which the first intrinsic burster appears, so that much of our INaP-
dependent bursting region is in fact independent of INaP-dependent intrinsic bursters. This 
demonstrates that INaP can be critical for bursting in a network even if it is not strong enough to 
generate bursting in individual neurons isolated from the network. This is due to the other effects 
which INaP has on the network such as providing an additional source of tonic excitatory drive, 
and amplifying phasic network synaptic interactions as discussed above. This increase in the 
bursting range is linear, however, reflected by the leftward lean of the left boundary of the 
bursting region, which has a constant negative slope until Max[  NaP] is just above 3nS. After the 
value of Max[  NaP] at which the first intrinsic burster appears is reached, however, the increase in 
the bursting range becomes nonlinear, which suggests that adding INaP to increase the number of 
intrinsic bursters in a network has an effect on increasing the bursting range which goes beyond 
simply providing an additional source of excitatory drive, and amplifying synaptic interaction.  
4.2.1 Effects of the cellular burst termination mechanisms when ICa = ICAN =0 
 Recall from section 3.1.2 that at the cellular level, there are two dynamical processes 
which can cause burst termination for INaP-dependent bursting: one is the slow voltage-
dependent inactivation of INaP (the h-dependent burst termination mechanism); the other 
is activity-dependent accumulation of Nai activating the Na+-dependent and 
hyperpolarizing IPump (IPump-dependent mechanism). We have already discussed the latter 
mechanism in relation to Na+/K+ Pump-dependent network bursting that can occur when 
INaP = ICa = ICAN =0. In the present section, where we consider the effect of adding INaP, 
we must also consider the former. Similarly to what was done in section 3.1.2 , we 
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investigated the effects of these cellular burst termination mechanisms on network bursting by 
eliminating each one separately, and comparing the resulting behavior of the model to the 
behavior of the model when both processes are present. Figure 17 summarizes these 
investigations. 
  For the most part, the results of this investigation are very similar to the results of the 
same investigation at the single neuron level (See section 3.1.2 and compare Figure 6). The IPump-
containing models (B and C) have a much greater input range over gtonic, and possess qualitatively 
different dependences of bursting period on Max[  NaP]. Some unique features of the network 
investigation which were not found at the single neuron level, however, include bursting found at 
Max[  NaP]=0 in the IPump-containing models. It is no surprise that this type of bursting is found 
only in the IPump-containing models, since this is the same type of Na+/K+ pump-dependent 
bursting discussed in section 4.1. Network bursting in the model without IPump is only possible 
when Max[  NaP] is near  the minimum value for INaP-dependent bursting at the uncoupled single 
neuron level.  In addition to being limited in the input range, network bursting in the model 
without IPump is limited in the output range of possible periods, especially when compared with 
that of the uncoupled single neuron (compare figure 6A). This may reflect the fact that since   NaP 
is uniformly distributed from 0 to Max[  NaP], even when Max[  NaP] = 5nS, the majority of 
neurons in the network do not possess intrinsic bursting properties, and we know from other 
studies that the presence of intrinsic bursters tends to increase both the input and output range of 
bursting in a network (Purvis et al 2007). The output range of bursting in the IPump containing 
models is also not very great, but is comparable to the output range of the corresponding models 
in the uncoupled single neuron case.  
Dependence of amplitude on gtonic 
 Another feature of the network investigation which is not applicable at the single neuron 
level is that the h-dependent mechanism-containing models (A and B) show a decrease in 
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amplitude of activity as gtonic is increased, either throughout the bursting range (A) or at least the 
first half (B), which is entirely missing in the model without the h-dependent mechanism (C). 
Recall that network activity is defined as the number of spikes occurring in a bin of time, divided 
by the length of time of that bin and the number of neurons in the network, so that activity can be 
interpreted as the average spiking frequency of a neuron in the network. There are two things 
which could cause a decrease in this quantity: either the percentage of neurons participating in 
network bursts, or the spiking frequency of individual neurons could decrease. In our model, 
which has bidirectional, all to all connections, and requires strong synaptic interactions in order to 
synchronize the widely heterogeneous INaP-dependent cellular bursting mechanisms, there is only 
ever a single mode of oscillation with full participation, ruling out the former possibility. The 
reason that the amplitude of activity decreases as gtonic increases in the models possessing the h-
dependent mechanism is that the spiking frequency of individual neurons decreases. When gtonic is 
increased, tonic depolarization decreases the period of bursting. This allows hNaP less time to 
recover between bursts, so that at the beginning of the next burst, INaP is less than it would be 
otherwise, resulting in a reduced maximum spiking frequency.   
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Figure 17. Effects of the burst termination mechanisms on network bursting when ICa = ICAN 
= 0 
A–F: Network activity, and traces of relevant variables of a single neuron in a network like the ones defined in section 
4.2 (Max[  NaP] = 5nS), for the case when the IPump-dependent burst termination mechanism has been removed in every 
neuron by setting Nai = 15mM = constant (A and D) when both burst termination mechanisms are present (B and E) 
and when the h-dependent mechanism has been removed in every neuron by setting hNaP = .4 = constant (C and F). 
D–F present details of the bursting over the corresponding shaded regions of A–C. Bottom panels: Raster plots of 
network bursting (See Methods) for each of the three models presented in A–C. In simulations, gtonic was increased 
linearly with time, and this is represented by placing both of these variables along the x-axis, one on the major and one 
on the minor axis. Color is discretized so that a single color represents a range of values as shown in the colorscale. The 
colorscale for the plot corresponding to the model in C applies to the plot corresponding to B, but not A. The gray 
rectangles labeled D–F correspond to the sample traces given in D–F , marking the range of gtonic and Max[  NaP] for the 
networks in each of those examples. 
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4.3 Network bursting when INaP = 0 
 We found it worthwhile to consider two different distribution patterns when investigating 
the effect of adding ICa and ICAN to neurons in the network. In one case, we considered the model 
defined in section 4.1 (with RPump = 200pA) with a uniform distribution of   Ca from 0 to some 
nonzero number Max[  Ca] no greater than the limit .01nS, similarly to what we did in the 
previous section with Max[  NaP], while fixing   CAN = 1nS across the network, in accordance with 
what we did in section 3.3 and explained there, in order to investigate the effects of adding ICa, 
ICAN, and ICa/ICAN-dependent cellular bursting mechanisms in the general case when these 
properties are widely distributed across the network. We also considered a homogeneous 
distribution, so that every neuron had the same value of   Ca. We stress that this did not result in a 
homogeneous network, however, since gL was still uniformly distributed from 2–3nS. When this 
was done, we found different types of bursting at the network level depending on   Ca and gtonic 
similarly to what was found at the single neuron level.  
 Since in both of these cases, we introduced to the network ICa/ICAN-dependent cellular 
mechanisms of bursting, which critically depend on Cai oscillations (see section 3.2), we found it 
useful to define a quantity "Cai activity" to be the number of neurons in the network undergoing a 
high amplitude Cai spike during a given time window equal to that used in measuring network 
activity. This gave us a measure of synchronization of Cai oscillations on a time scale relevant for 
bursting.  
4.3.1 Network bursting in a model with distributed   Ca 
 When we considered networks with a heterogeneous distribution of   Ca from 0 to some 
nonzero number Max[  Ca], so that we could study the effects of different average values of   Ca 
and different numbers of ICa/ICAN-dependent intrinsic bursters, we found that the plot of bursting 
in the space of (gtonic (time),Max[  Ca]) was partitioned into a region of ICa/ ICAN-independent 
bursting, and regions of ICa/ICAN-dependent bursting to the right and left of this region (See 
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Figure 18). In the ICa/ICAN-dependent bursting region to the left, network activity was eliminated 
when Max[  Ca] = 0. (See Figure 18A, and recall that in our model, setting ICa = 0 is equivalent to 
setting ICAN = 0, and vice versa.) In the ICa/ ICAN-independent region, bursting is fundamentally 
based on the Na+/K+ pump/network-dependent mechanism of section 4.1, which it reduces to 
when   Ca = 0 across the network, but evidently ICa and ICAN play a role in the frequency, duration, 
and amplitude of the network activity (See Figure 18B). In the ICa/ICAN-dependent bursting 
region to the right, network activity lost its rhythmicity, and became suprathreshold, when ICa 
was blocked in every neuron (See Figure 18C), as the neurons became tonically spiking, which 
indicates that here ICa and ICAN support bursting by promoting burst termination, specifically the 
IPump-dependent burst termination mechanism. Recall that activation of ICAN during Cai spiking 
can promote this mechanism through its effect on Na+ influx during bursting.  
The relationship between ICa/ICAN-dependent intrinsic bursters and ICa/ICAN-dependent network 
bursting 
 Similarly to the previous section, the presence of ICa/ICAN-dependent bursting regions in 
figure 18 does not imply that the bursting in such regions critically depends on ICa/ICAN-
dependent intrinsic bursters. Adding ICa and ICAN to neurons in the network has multiple effects, 
including an increase in tonic excitatory drive due to background activation of ICAN at 
subthreshold Cai levels, and amplification of synaptic interactions due to the ability of activity in 
the membrane potential generated by some other means to induce a Cai spike. 
 In this case, we have the ability to determine what effects are due to ICa/ICAN-dependent 
intrinsic bursting and what effects are due to the increase in tonic drive and amplification of 
synaptic interaction by setting IP3 = 0 across the network, which eliminates intracellular Ca2+ 
release and the high amplitude Cai spikes which are critical for ICa/ICAN-dependent bursting at 
the uncoupled single neuron level, as we saw in section 3.2, while having minimal effects on the 
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basal level of Cai. When this was done, there was a leftward shift of the bursting region, as both 
the transition between silence and bursting and the transition between bursting and nonbursting 
activity shifted to the left as Max[  Ca] was increased (See green lines on Figure 18). Both of these 
leftward shifts are explainable by the ICAN-dependent increase in excitatory drive provided by 
increasing ICa throughout the network. The left boundary of the IP3 = 0 bursting region also 
closely followed the left boundary of the IP3 = nonzero bursting region to just beyond Max[  Ca] 
= .004nS, after which the IP3 = nonzero bursting region deviated nonlinearly to the left. This 
establishes that the lefthand ICa/ICAN-dependent bursting region below Max[  Ca] = .004nS is 
simply due to the ICAN-dependent increase in excitatory drive provided by increasing ICa 
throughout the network, whereas above this value, ICa/ICAN-dependent intrinsic bursters 
evidently play a role. The ICa/ICAN-dependent bursting region to the right, however, is most 
certainly not due to the increase in excitatory drive by increasing ICa. 
 Similarly to what we did in the previous section, we investigated the relationship between 
the different types of ICa/ICAN-dependent intrinsic bursters (as defined in section 3.3.2) and 
network bursting in our model by counting the number of each type of intrinsic burster in our 
network at each value of Max[  Ca] and superimposing a graph of the fraction of such bursters on 
the plot of bursting in figure 18. When we did this, we found some interesting correspondences 
between the appearance of certain types of bursters and some of the regions in our plot of 
bursting. 
Type 3 bursters play no role in ICa/ICAN-dependent bursting on the left, but are critical for ICa/ICAN-
dependent bursting on the right 
 For instance, the appearance of Type 3 bursters around   Ca = .001nS had no effect greater 
than the effect due to increasing Max[  Ca] while IP3 = 0 on the leftward shift of the bursting 
region, which is responsible for creating the ICa/ICAN-dependent bursting region to the left. This 
implies that the bursting in this region critically depends on ICa/ICAN simply due to the additional 
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source of tonic excitatory drive provided by ICa and ICAN when Cai oscillations are abolished, and 
does not depend on the presence of Type 3 ICa/ICAN-dependent bursters at all. The appearance of 
this type of burster is, however, associated with the sudden extension of the bursting region to the 
right around   Ca = .001nS, which is responsible for forming the ICa/ICAN-dependent bursting 
region to the right, which can therefore truly be labeled as a Type 3 burster-dependent region. 
Recall that Type 3 bursters were defined as bursters which showed a single bursting range over 
gtonic after a transition from tonic spiking, and that in the INaP = 0 condition, this bursting was that 
of tonic-bursting (Section 3.2) in which ICa and ICAN generate bursting by promoting the IPump-
dependent burst termination mechanism. It is not surprising, then, that this type of burster plays 
no role in the leftward extension of the bursting region, since at the relatively low values of gtonic 
in that region, such bursters would be in tonic spiking mode if uncoupled from the network. It is 
also not surprising that this type of bursters would be associated with a region in which network 
activity transforms from rhythmic bursting to the supratheshold nonrhythmic tonic spiking of the 
constituent neurons when ICa has been eliminated in all of them.  
Types 2 and 4 bursters are critical for bursting in a large portion of the ICa/ICAN-dependent 
bursting region to the left 
 Above Max[  Ca] = .004, the left border of the bursting region begins to deviate from the 
left border of the bursting region when IP3 = 0, and this happens to coincide with the appearance 
of Type 4 and Type 2 bursters in the network. This implies that bursting in this region critically 
depends on ICa and ICAN for reasons which go beyond the additional source of tonic excitatory 
drive that these two currents provide. A significant portion of the ICa/ICAN-dependent bursting 
region to the left however, contains bursting that would persist even when all ICa/ICAN-dependent 
cellular mechanisms are blocked by setting IP3 = 0 (the region between the right green line and 
the vertical black line). This is why only a part of the ICa/ICAN-dependent bursting region to the 
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Figure 18. Network bursting when INaP = 0 in a model with distributed   Ca 
A–F: Network activity, Cai activity (see text), and traces of relevant parameters of a single neuron in the network 
defined in section 4.3, in which   Ca is uniformly distributed from 0–Max[  Ca], and the values of gtonic and Max[  Ca] are 
A: gtonic =.45nS, Max[  Ca]=.01nS, B: gtonic =.65nS, Max[  Ca]=.01nS, C: gtonic =.95nS, Max[  Ca]=0nS, D: gtonic =.45nS, 
Max[  Ca]=0nS, E: gtonic =.65nS, Max[  Ca]=0nS, and F: gtonic =.95nS, Max[  Ca]=0nS. Each trace shows a 10s time 
window after 100s of simulation time to eliminate any transient effects. Bottom panel: Raster plot of network bursting 
(See Methods) for the network defined above. In simulations, gtonic was increased from 0 to 1.1nS over 2200s. Color is 
discretized so that a single color represents a range of values as shown in the colorscale on the right. Superimposed on 
the plot of bursting are graphs representing the fraction of units in the network (the x2 axis) which could be classifed as 
ICa/ICAN-dependent bursters of the three different types discussed in section 3.3.2, as a function of Max[  Ca]. These plots 
are inverted so that the independent variable (Max[  Ca]) is on the y axis. Green lines represent the boundaries of the 
bursting region when IP3 = 0. Vertical line represents the left boundary of the ICa/ICAN-independent bursting region. 
The dots labeled A–F correspond to the sample traces given above, marking the values of gtonic and Max[  Ca] for the 
networks in each of those examples.    
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left was labeled a Type 2 and 4 burster-dependent bursting region (the part to the left of 
the green line). 
4.3.2 Network bursting when INaP = 0 in a model with uniform   Ca 
 We were able to identify three types of network bursting based on whether synchronized 
Cai oscillations exist in the network, and the relationship between these synchronized Cai 
oscillations and rhythmic network activity: network bursting without synchronized Cai 
oscillations, network bursting with N to 1 synchronized Cai oscillation, and network bursting with 
1 to 1 synchronized Cai oscillation. 
Network bursting without synchronized Ca2+ oscillations 
 From section 4.1, we know that network bursting exists when INaP = ICa = ICAN = 0, due 
to the phenomenon of Na+/K+ Pump-dependent network bursting. This is the type of bursting 
found in the raster plot of figure 19 at   Ca = 0. Not surprisingly, this type of bursting is without 
any Cai oscillations, since   Ca is too low to support them. Network bursting without synchonized 
Cai oscillations is also present in figure 19 at nonzero values of   Ca below the level to support Cai 
oscill tio s  t the u couple  si  le  euro  level (≈.001 S See Fi ures 19, 13, and 7), and values 
of   Ca above this level, at low levels of gtonic (the black region in Figure 19), and this bursting 
must be due to the same Na+/K+ pump/network-dependent mechanism. The reason that such 
bursting is found at values of   Ca just above the threshold for supporting Cai oscillations, at low 
values of gtonic, is apparently due to the fact that in the single neuron, the Cai oscillations are 
generated at relatively high values of gtonic after a tonic spiking regime (See Figure 7). Since the 
Na+/K+ pump/network-dependent bursting depends on spontaneous activity in the network, it 
can be seen how tonic spiking at the lower values of gtonic would lend itself to this type of bursting 
in the network.  
Network bursting with N to 1 synchronized Cai oscillations 
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 Figure 19B shows an example of network bursting with synchronized Cai oscillations of 
a frequency much lower than that of the bursting, which is based on the same Na+/K+ 
pump/network-dependent mechanism as discussed above. This is similar to what was found at the 
single neuron level (See figure 7D), except in that case, such bursting was only found in 
conjunction with lower frequency Cai oscillations, and could not exist on its own. In general, the 
active phase of the Cai oscillation is preceded and initiated by an active phase of the bursting, 
approximately every nth burst, resulting in a burst of network activity with a distinctive biphasic 
shape, increased duration, and enhanced postburst interval, as midburst ICAN activation in the 
constituent neurons renews the drive for network activity, and results in greater Nai transients at 
burst termination to be recovered from. This type of bursting is found in a subregion of the 
bursting region in figure 19, depending on the values of   Ca and gtonic, and the ratio of the active 
phase of the bursting to the active phase of the Cai oscillation (the value n) decreases as either 
gtonic or   Ca is increased.  
Network bursting with synchronized Cai oscillations 
 Network bursting with synchronized Cai oscillations were found at high values of   Ca or 
high values of gtonic above a threshold   Ca (≈.001 S ). The  e ree of sy chro iz tio  v rie  
depending on   Ca and gtonic, high degrees being favored by high   Ca especially. Figure 19C shows 
an example of this, with a high degree of synchronization so that at some time during the burst, 
all 50 neurons were in the process of Cai spiking. Comparison with 18A, which was taken at the 
same value of gtonic, but a lower value of   Ca, shows that these synchronized Cai oscillations have 
a significant effect on amplitude of network activity, duration, and frequency. Otherwise, 
however, the same comparison implies that such Cai oscillations are not necessary for bursting, 
which can be generated by the same Na+/K+ pump/network-dependent mechanism in 18A. There 
are other regions of the bursting region in which bursting does seem to critically depend on some 
degree of synchronization of Cai oscillations, however.  
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 Figure 19. Different types of network bursting when INaP = 0 in a model with 
uniform   Ca  
A–C: Network activity, Cai activity (see text), and traces of relevant variables of a single neuron in the network with 
homogeneous   Ca defined in section 4.3, for three different values of   Ca and gtonic (A:   Ca = .0015, gtonic = .5, B:   Ca = 
.005, gtonic = .5, and C:   Ca = .0015, gtonic = .7). In these examples, gtonic was fixed and the simulation was run for 100s, 
before recording a 20s time window. Bottom panel: Raster plot of network bursting (See Methods) for the network 
defined above. Color is discretized so that a single color represents a range of values as shown in the colorscale on the 
right. The points labeled A–C mark the (gtonic,   Ca) values for each of the examples given above. 
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4.3.3 Effects of the burst termination mechanisms when INaP = 0: Na
+
/K
+
 Pump necessary 
for bursting in a network with vastly distributed   Ca. 
 Recall  that at the single neuron level, there are two dynamical processes which can cause 
burst termination for ICa/ICAN-dependent bursting: the Ca2+-dependent inactivation of intracellular 
Ca2+ release (l-dependent mechanism), and the activity-dependent accumulation of Nai activating 
the Na+-dependent Na+/K+ pump (IPump-dependent mechanism). When we eliminated the IPump-
dependent mechanism from all the neurons in the network by setting Nai = 15mM = constant 
across the network, network bursting was abolished in both of the networks presented in this 
section: the network with homogeneous ICa parameters with total synaptic weight Nw = 2.5nS, 
and the network with   Ca distributed from 0 to .01nS. When we did a preliminary search to find 
the conditions of both the distribution of   Ca and the total network synaptic weight under which 
network bursting in the model with INaP = 0 was possible without the IPump-dependent burst 
termination mechanism, we failed to find bursting in any network with   Ca distributed from 0 to 
some nonzero number Max[  Ca] up to .01nS, under any total network synaptic weight. For the 
network with homogeneous ICa parameters, however, we found that reducing the total network 
synaptic weight to Nw = 2nS was enough to reveal a narrow window of bursting over a range of 
relatively low values of gtonic (See Figure 20A), which further decreases in Nw did not lengthen. 
We then investigated how much we could broaden the distribution by varying the minimum value 
of   Ca, while fixing the maximum value at .01nS. We found that we could reduce Min[  Ca] to just 
below .005nS and still find a measureable bursting range in gtonic, although the length of this 
bursting range tended to decrease as Min[  Ca] was reduced (See Figure 20). It is interesting to 
note that at this value of Min[  Ca], all of the neurons in the network would be capable of ICa/ICAN-
dependent intrinsic bursting at different frequencies and over different ranges of gtonic, and 
moreover, although we did not classify intrinsic bursters when the IPump-dependent mechanism 
was removed from them, all of them would be like Type 2 intrinsic bursters in that they would 
show ICAN activation-generated  
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Figure 20. Synchronization of ICa/ICAN-dependent bursters when IPump = 0 
A–B: Network activity, Cai activity (see section 4.3), and traces of relevant parameters of a single neuron in the 
network defined in section 4.3.3, in which the IPump-dependent burst termination mechanism has been removed, and 
changes have been made to the distribution of   Ca, and the synaptic weights, from the other networks discussed in 
section 4.3. The value of   Ca is A: equal to .01nS in every neuron, and B: uniformly distributed from .006–.01nS. In 
simulations, gtonic was increased linearly with time, and this is represented by placing both of these variables along the 
x-axis, one on the major and one on the minor axis. Bottom panel: Raster plot of bursting (See Methods) for the 
network defined above, in which   Ca is uniformly distributed from Min[  Ca] to .01nS. The values of Min[  Ca] and 
ranges of gtonic shown in the examples A and B above are represented by gray rectangles.  
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bursting, that is, none of them would display only tonic-bursting after an initial tonic spiking 
regime as Type 3 bursters do (See Figure 12A). This is because tonic-bursting critically depends 
on ICAN promoting the IPump-dependent burst termination mechanism. In support of similar results 
above, these results demonstrate that synchronization of ICa/ICAN-dependent bursters does occur in 
our model, and furthermore, this is not just the result of the participation of these bursters in a 
rhythm which is fundamentally of the Na+/K+ pump-dependent nature and does not depend upon 
ICa and ICAN. However, this synchronization of ICa/ICAN-dependent bursters exists in an extremely 
narrow range of the parameter space representing excitatory drive, total network synaptic weight, 
and the distribution of ICa parameters, and apparently cannot exist when some of the neurons are 
not intrinsic bursters. 
4.4 Network bursting in the full model  
 In the previous sections, we investigated the different rhythmogenic mechanisms in 
isolation, controlling the expression of the isolated mechanism throughout the network by 
manipulating the maximum value in the uniform distribution of the conductance governing that 
mechanism. In order to investigate the behavior of a heterogeneous network with all of the 
different rhythmogenic mechanisms in the full potential of their expression throughout the 
network in our model, we considered a network of 50 neurons with the parameters   NaP,   Ca, and 
gL uniformly distributed from 0–5nS, 0–.01nS, and 2–3nS, respectively, as in section 3.3 (see also 
Methods). Interested in the effects of synaptic interactions on the behavior of this network with a 
fixed distribution of the conductances, and since, for a network with all to all connections, the 
relevant quantity in determining the total effects of synaptic interactions is the product of the 
number of neurons and the average weight of connection Nw, we constructed raster plots of 
bursting in the space of (gtonic (time), Nw). Similarly to what we did in section 3.3 for the single 
neuron, we constructed these raster plots under the intact condition of   CAN = 1 across the 
network, and  
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  NaP distributed as above, and under the conditions   NaP = 0 across the network,   CAN = 0 across 
the network, and   NaP =   CAN = 0 across the network.  
 The results of this investigation are shown in Figure 21, where the plots of bursting in the 
different conditions listed above (A–D) are lined up in a column, and the plot in the intact 
condition is repeated at the bottom (E), where it has been partitioned into regions based on the 
critical dependence of network bursting on INaP and/or ICAN, found by overlaying the 
corresponding plots (B–D) when INaP and/or ICAN has been blocked. Thus, the blue region, found 
by overlaying the plot of bursting in the   NaP = 0 condition and taking the difference, is the region 
where INaP is critical for network bursting. Similarly, the brown region, found by overlaying the 
plot of bursting in the   CAN = 0 condition and taking the difference, is the region where ICAN is 
critical for network bursting. The green region, where bursting requires either INaP or ICAN, was 
found by taking the intersection of plots A–C, and subtracting the plot of bursting when   NaP = 
  CAN = 0 (D). This plot of bursting corresponds to the gray region, where bursting is independent 
of both INaP and ICAN, being generated by the Na+/K+ pump-dependent mechanism of section 4.1.  
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Figure 21. Dependence of network bursting in 
the full model on INaP and/or ICAN as a function of 
gtonic and Nw 
Raster plots of network bursting (See Methods) for the network 
defined in section 4.4 under the conditions A:   NaP uniformly 
distributed from 0–5nS and   CAN = 1nS across the network 
(intact), B:   NaP = 0 and   CAN = 1nS across the network, C:   NaP 
uniformly distributed from 0–5nS and   CAN = 0 across the 
network, and D:   NaP = 0 and   CAN = 0 across the network. E: 
Bursting region under the intact condition (A), partitioned into 
colored subregions based on the critical dependence of the 
bursting on INaP and/or ICAN, deduced from comparisons of the 
regions above (see text).  
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CHAPTER 5. MODELING EXPERIMENTAL RESULTS 
 One of our goals was to address the controversies regarding the role of INaP, ICa, and ICAN 
in rhythms of the pre-BotC at both the network and uncoupled single neuron level. Recall from 
the Introduction that experimental results suggest that there are neurons with INaP-dependent 
intrinsic bursting properties, neurons with ICa/ICAN-dependent intrinsic bursting properties, and 
neurons with both of these mechanisms generating bursting in the uncoupled condition. At the 
network level, evidence suggests that in some preparations the network rhythm is INaP-dependent, 
in some the network rhythm requires either INaP or ICAN, and in others, the network rhythm persists 
in spite of the blockade of INaP and ICAN. Our model can accomodate all of these results, and 
reconcile them with one another. At the uncoupled single neuron level, the discovery of intrinsic 
bursters which are sensitive to the blockade of different currents can be explained by there being 
a distribution of the maximal conductances of these currents in the network, so that some neurons 
may depend on one of these currents more than the others. At the network level, our work shows 
that the dependence of the rhythm on INaP and/or ICAN may itself depend on the conditions of 
excitatory drive and the total strength of synaptic interaction. With these things in mind, we 
attempted to simulate a network which, in the uncoupled condition, contained neurons of all the 
types found in experiments (including nonbursters), and which, in the coupled condition, was 
capable of network bursting that responded to the blockade of INaP and/or ICAN in all of the 
different ways that have been found, depending on the conditions of excitatory drive and the total 
strength of network synaptic interactions. To do this, we found that we could use the same 
network of 50 neurons that was used in section 4.4. 
5.1 Modeling a network containing neurons of all the different types found in experiments   
 Figure 13 shows that if we have a network with   NaP,   Ca, and gL distributed as shown, we 
should expect to find nonbursters, and bursters that are sensitive to the blockade of INaP and/or 
ICAN, as long as we have enough neurons in our network. Based on the statistics found in section 
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3.3.1 for N = 1000, in a network of 50 neurons we would expect to find (80/1000)x50 = 4 
nonbursters, (35/1000)x50 = 2 neurons sensitive to the blockade of INaP only, (609/1000)x50 = 30 
neurons sensitive to the blockade of ICAN only, and (276/1000)x50 = 14 neurons sensitive only to 
the blockade of both INaP and ICAN. When we repeated the procedure used to construct Figure 13 
with our network of 50 neurons to confirm that we indeed had neurons of all the different types, 
we found 7 nonbursters, 7 INaP-dependent bursters, 24 ICAN-dependent bursters, and 12 bursters 
with both mechanisms present.  
 
  
 
Figure 22. Intrinsic behavior of the neurons in the network of section 4.4 
Neurons in the network of section 4.4 were uncoupled and subjected to the same tests for bursting as in section 3.3 (See 
figure 13): Neurons were assigned a symbol in the space of (  NaP/gL,   Ca) indicating whether the neuron possessed INaP- 
and/or ICAN-dependent bursting mechanisms based on the sensitivity of the bursting to blockade of these currents (see 
figure key, and text for details). The circled symbols labeled 1–3 correspond to representative neurons of each type, 
appearing in Figures 23 and 24 as well. 
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 The experimental results that suggest that some intrinsic bursters are INaP- or ICa/ICAN-
dependent have used the drugs riluzole, cadmium, and FFA, which are blockers for INaP, ICa, and 
ICAN, respectively, and the designers of those experiments have suggested that their results are due 
to the specific blockade of these currents rather than any potential side effects. If we take this at 
face value, then setting   NaP = 0 in every neuron, and setting   CAN = 0 in every neuron, as we did 
in our procedure to construct Figures 13 and 22, is an appropriate model for riluzole and FFA 
application, respectively, and we have thus simulated the different experiments using drugs to 
suggest INaP - and/or ICa/ICAN-dependent intrinsic bursting. Figure 23 gives examples involving the 
three model neurons circled in Fig 22, representing (1) INaP-dependent intrinsic bursters, whose 
bursting is critically sensitive to blockade of INaP, but not ICAN, (2) ICAN-dependent intrinsic 
bursters, whose bursting is critically sensitive to blockade of ICAN, but persists when INaP is 
blocked, and (3) INaP- and ICAN-dependent intrinsic bursters, which possess bursting mechanisms 
based on both currents which can maintain bursting when the other is blocked. These results show 
that in our model, we have bursters which depend on INaP, ICa, and ICAN in the way shown. 
Whether or not the experiments imply this, however, depends on the caveat that their results are 
indeed due to the specific blockade of these currents as discussed. 
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 Figure 23. Simulation of experiments suggesting INaP- and/or ICAN-dependent intrinsic 
bursting 
 (A1-C3) Membrane potential traces of specific model neurons in Fig 22 representing (1) INaP-dependent intrinsic 
bursters, (2) ICAN-dependent intrinsic bursters, and (3) INaP and ICAN-dependent intrinsic bursters under (A) the control 
condition where   NaP and   CAN are both nonzero, (B) the simulation of riluzole application where   NaP =0, and (C) the 
simulation of FFA application where   CAN =0. In traces verifying nonbursting (B1 and C2), gtonic is slowly increased 
near the transition from silence to tonic spiking. In all other traces, gtonic is fixed at some value in the bursting regime. 
(A4-C5) Actual membrane traces from intracellular recordings in experiments. 
84 
5.2 Modeling an INaP-dependent, an INaP+ ICAN blockade-sensitive, and an INaP+ ICAN-
independent network rhythm 
Figure 21 showed that the plot of bursting of our model in the space of (gtonic,Nw) was partitioned 
into a region where network bursting could be abolished by eliminating INaP (blue), a region 
where blocking both INaP and ICAN was required to stop the rhythm (green), and a region where the 
rhythm would persist in spite of the blockade of both of these currents (gray). Moreover, these 
regions are positioned in the space of (gtonic,Nw) so that the blue region is characterized by 
relatively low excitatory drive and strength of synaptic interactions, the green region by 
intermediate excitatory drive and strength of synaptic interactions, and the gray region by 
relatively high values of these two quantities. This immediately offers a possible explanation of 
the different results seen in experiments: they may be due to differences in the preparations or 
experimental conditions. Supporting this idea is the fact that one of the experiments which 
suggest an INaP-dependent network rhythm was found in thin slices of rats (Koizumi and Smith 
2008), where presumably both excitatory drive and the strength of synaptic interactions is 
diminished, the results of Pena et al (2004) suggesting an INaP + ICAN blockade-sensitive rhythm 
was found in thicker slices of mice, where the difference in thickness is compounded by the 
smaller size of the pre-BotC in mice, and the network rhythm which is apparently independent of 
both INaP and ICAN (Del Negro et al 2005) was found only after increasing excitatory drive to the 
network by adding the excitatory neurotransmitter Substance-P. That these experimental results, 
which used the drugs riluzole, FFA, and Substance-P, really support this idea, is of course, 
subject to the proviso that the results of these experiments are due to the specific blockade of INaP 
by riluzole, ICAN by FFA, and an increase in excitatory drive to the population without any 
specific effects on the intrinsic bursting capability of individual cells by Substance-P.  
 Figure 24 shows the results of a simulation of three separate experiments performed 
under different conditions of excitatory drive and strength of synaptic interactions, yielding the 
three different results consistently with the possible explanation provided above. Each of the three 
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major rows showing the activity of the network and the membrane potential traces of the three 
representative neurons shown in Figures 22 and 23 corresponds to one of the points marked by 
gold circles in Figure 21. The first row corresponds to the point in the blue region, showing 
network bursting that is eliminated when   NaP = 0 across the network, despite the presence of 
unsynchronized bursting in the neurons with an ICa/ICAN-dependent bursting mechanism. The 
second row corresponds to the point in the green region, and shows network bursting that is 
eliminated only when both INaP and ICAN are blocked across the network. The third row 
corresponds to the point in the region of bursting independent of INaP and ICAN, which shows 
network bursting that persists under all three conditions. Note that the three gold points on Figure 
21 are positioned relative to one another in accord with the interpretation of the three different 
results being due to differences in experimental conditions of excitatory drive and total network 
synaptic weight. Specifically the point in the green region is separated from the point in the blue 
region by a difference in Nw, which is consistent with the different results of bursting which is 
critically sensitive to the blockade of INaP and bursting which is sensitive only to the combined 
blockade of INaP and ICAN being due to a difference in the thickness of slice. Similarly, the point in 
the green region is separated from the point in the gray region by a difference in gtonic, which is 
consistent with the different results of bursting which is sensitive only to the combined blockade 
of INaP and ICAN and bursting which is insensitive to this blockade being due to a difference in 
excitatory level. A look at Figure 21 shows that there are other ways that we could have achieved 
these results. Starting from the point in the blue region, we could have simply raised gtonic to reach 
a point in the green region, which would be consistent with the different results corresponding to 
those two regions being due to a difference in excitatory level. From there, we could either 
increase Nw while fixing gtonic, or increase gtonic while keeping Nw fixed, to reach a point in the 
gray region, which would be consistent with the different results being due to a difference in 
thickness of slice, or a difference in excitatory level. 
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Figure 24. Simulation of three different experiments suggesting different dependences of 
network bursting on INaP and ICAN 
Network activity and membrane potential traces of the three representative neurons of figures 22 and 23 as part of the 
coupled network in section 4.4, corresponding to the point on figure 21 at (A1–A4) gtonic = .4nS, Nw = 2.0nS, (B1–B4) 
gtonic = .4nS, Nw = 5.0nS, and (C1–C4) gtonic = .5nS, Nw = 5.0nS, simulating (A1–C1) the control condition where   NaP 
is uniformly distributed from 0–5ns and   CAN = 1nS across the network as in section 4.4, (A2–C2) riluzole application 
where   NaP =0 and   CAN = 1nS across the network, (A3–C3) FFA application where   NaP is uniformly distributed as in 
section 4.4 and   CAN =0 across the network, and (A4–C4) riluzole and FFA coapplication where   NaP =0 and   CAN = 0 
across the network.  
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5.3 Modeling INaP-dependent and INaP-independent rhythms in a network without ICa/ICAN-
dependent bursting mechanisms 
 The results of Pena et al (2004) suggested that some network rhythms in preparations 
derived from mice of a certain age may not critically depend on INaP due to the presence of 
ICa/ICAN-dependent bursters which can provide for network rhythm generation when INaP-
dependent bursters have been blocked. This cannot explain the apparent contradiction between 
the results of Koizumi and Smith (2008) and Del Negro et al (2002b) over the dependence of the 
network rhythm on INaP, however, because these two experiments used preparations derived from 
neonatal rats, in which such bursters are exceedingly rare. Nevertheless, figures 21 and 24 can be 
presented in a different way to simulate these contradictory results. The model under the 
condition   CAN = 0 in every neuron simulates a network without any ICa/ICAN-dependent bursters. 
If we consider this to be our control condition, and the condition   NaP =   CAN = 0 to be our model 
of riluzole application in a network without ICa/ICAN-dependent bursters, then we confine 
ourselves to panels C and D in Fig. 21, and A3–C4 in Fig. 24. Panel E in Fig. 21 then partitions 
into two regions: the blue and green regions combine to form a single INaP-dependent region, the 
gray region becomes the INaP-independent region, and the brown region disappears. Fig. 24 now 
simulates the case where INaP-independent bursting is separated from two examples of INaP-
dependent bursting by a higher level of excitatory drive. Fig. 21 shows that we could have also 
picked a different point for INaP-dependent bursting (e.g. Nw = 2, gtonic = .5) to simulate the case 
where bursting becomes independent of INaP due to being of a larger network.  
5.4 Modeling fictive sighing 
Recall from the introduction that in some preparations of slices containing the preBotC, a 
low frequency, high amplitude, long duration bursting is found coupled to a high frequency, low 
amplitude, short duration bursting at regular intervals and in such a way that the coupled bursts 
are biphasic in shape, and that this rhythm has been proposed to be a form of fictive sighing. Also 
recall from section 4.3.1 that when we made   Ca homogeneous throughout the network, we were 
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able to obtain low frequency synchronized Cai oscillations that were coupled to a higher 
frequency rhythmic bursting so that the active phase of a Cai oscillation appeared to be preceded 
and induced by roughly every nth active phase of the bursting, giving a distinctive biphasic shape 
to and roughly doubling the duration of the resulting burst, and increasing the length of the 
subsequent interburst interval. We also saw that this phenomena existed in a limited area of the 
bursting region in (gtonic,   Ca) (See Figure 18), so that it could be disrupted or induced by 
perturbations of either parameter, and in particular, that it critically depended on   Ca. Also recall 
from section 3.2.3 that we found a similar phenomenon of Cai oscillations which appeared at a 
different frequency from membrane potential oscillations, causing similar enhancements of 
duration, spiking frequency, and afterburst interval (See Figure 7D). 
These circumstances suggest that this feature of our model may provide a plausible 
model for fictive sighing, but there is still room for improvement. For example, the model 
presented in Figure 18 does not show any enhancement of amplitude of the biphasic bursts, 
whereas in experiments, this is one of the most striking features of the fictive-sigh bursts. The 
model can also be criticized for the fact that   Ca is equal in every neuron, which is probably not 
very realistic. 
With these considerations, we changed some of the parameters in our model, and 
distributed   Ca over the still narrow, but nonzero range of .0006–.0007nS. We also distributed 
  NaP from 0–5nS, as in the full model, and gL from 2.25–2.75nS. We increased   CAN by a factor of 
three, finding that this improved the ramping of the spiking frequency across the network, which 
was critical for the enhancement of amplitude. We also increased IP3 by the same factor to 1.5e-
3mM, finding this to be helpful. We did not seek to optimize the parameters in a systematic way, 
considering this to be a subject for future investigations and beyond the scope of the present one. 
Figure 25 shows an example of the network bursting in this model at gtonic = .7nS, Nw = 2.5nS. 
One can see that the amplitude of activity during the second peak of the biphasic burst is 
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enhanced. This enhancement is due to an increase in spiking frequency in all of the neurons 
which undergo a Cai spike. The raster plot shows that this is not due to an increase in the number 
of neurons participating in the burst, as it would be if this phenomenon were an example of 
"subharmonic coordination" (Lofaro et al 1994), in which subgroups of neurons participate in a 
mode of oscillation at a higher frequency but a lower participation than the mode which receives 
full participation. This type of phenomenon has been seen in other models, being an artifact of 
weak synchronization, and has been previously suggested as a model of sighing (See Fig. 4 of 
Butera et al 1999b; Fig. 8 of Rybak et al 2003b). In our model, although it can be said that there 
are two modes of oscillation here, every neuron participates in both modes, the difference 
between modes being the presence of synchronized Cai spiking.  
Figure 25. Modeling Fictive Sighing 
Network activity (A), raster plot of spiking (E), and membrane potential, intracellular concentration of free calcium 
[Ca2+]in and sodium [Na+]in ions (B–D) of a single neuron in the network presented in section 5.4 at gtonic = .7nS. A1–
E1: The same items over a smaller window of time corresponding to the shaded region in A–E. 
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Figure 26 confirms that the network bursting does not critically depend on INaP or ICAN, 
but the sigh-like bursts are eliminated when ICAN = 0. Recall that in our model, eliminating ICa has 
the same effect as eliminating ICAN, so that if the rhythm is sensitive to blockade of ICAN, it will be 
sensitive to blockade of ICa as well. This is consistent with experiments showing the cadmium- 
and FFA-sensitivity, and riluzole-insensitivity of fictive sighing, provided that such experimental 
results are due to the specific blockade of ICa, ICAN, and INaP, respectively, rather than any side-
effects of these drugs as discussed before.   
 
 
 Figure 26. Dependence of Sigh-like Rhythm on INaP and ICAN 
Activity of the network in figure 25 in the intact case (A) and while simulating riluzole application by setting   NaP = 0 
across the network (B) and FFA application by setting   CAN = 0 across the network (C). D–E: Examples from real 
experiments showing the sensitivity of fictive sighing to the ICa, INaP, and ICAN blockers cadmium (Cd2+), riluzole, and 
FFA, respectively. 
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Figure 27 is a raster plot of bursting in the space of (gtonic (time),N  ) for the model with 
the parameter set as above. We can see in this a map of the “si hi   re io ” by the dramatic 
perturbations in color on the graph, which correspond to the great differences in period between 
the bursts which h ve bee  i e tifie   s “ orm l bursts”     “si h bursts”. We can also see that 
the sigh-like rhythm is robust in the overall bursting region, able to withstand large perturbations 
of both gtonic and Nw, and that the frequency of the sigh-bursts can be controlled by both of these 
parameters. The figure also suggests that the sigh-like rhythm tends to appear in a region of high 
excitatory drive. Figure 18, however, suggests that this may depend on the average value of   Ca. 
A "sighing region" may also be discerned in that figure (note the speckled region), and at larger 
values of   Ca, this region appears closer and closer to the left border of the bursting region. 
 
 
  
 
Figure 27. Dependence of Sigh-like Rhythm on gtonic and Nw 
Raster plot of network bursting (See Methods) for the network in section 5.3 in which color represents period. Sigh-like 
bursts have been identified and assigned values corresponding to the period of the sigh-like bursts, and can be 
distinguished in the figure by their relatively high values (warm colors) standing out against a background of relatively 
low ones (blue). 
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CHAPTER 6. DISCUSSION 
6.1 Implications of our work on understanding rhythmic bursting in excitatory networks 
 Although our model was motivated and in some aspects calibrated by studies confined to 
understanding rhythmic bursting in the pre-BotC, some principles implied by our results may 
apply to understanding rhythms in other areas of the brain, particularly the brainstem and spinal 
cord where rhythmic bursting at the network level is prevalent, and may depend on some of the 
same or very similar mechanisms. 
The Role of Burst generating currents like INaP and ICAN in network rhythms may be conditional  
 We have addressed the controversy regarding the role of INaP and ICAN in network rhythms 
of the pre-BotC by showing that the dependence of bursting on one of these currents in a model 
with multiple potential rhythmogenic mechanisms may itself depend on the level of excitatory 
drive and overall strength of network synaptic interactions. This implies that, rather than 
contradicting each other, the various experimental results which have suggested different 
mechanisms for network bursting in the pre-BotC may each be correct, their differences being the 
consequence of differences in the preparations or experimental conditions. In our model, 
excitatory drive was controlled by the parameter gtonic (Eq. 5), explicitly representing tonic 
synaptic input from outside the network, but in experiments excitatory drive could differ between 
preparations due to differences in the temperature, ionic concentration of the extracellular 
medium, or parts of the respiratory network included in the slice preparation. Other factors which 
may explain some of the results may include the age and species of the animals from which the 
preparations were derived, which would affect the composition of the network in terms of cellular 
mechanisms of bursting. The general principle suggested by our work is that the dependence of 
rhythms in excitatory networks on a particular mechanism may not be absolute, but may depend 
on many factors.  
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The Role of intrinsic bursting mechanisms vs network-dependent mechanisms 
 Related to the question about the role of burst generating currents in excitatory network 
rhythms is the question about the role of intrinsic bursters which may depend on these currents in 
such rhythms. Our results showed that these two questions are not one and the same, because we 
have shown that increasing the maximum value of   NaP or   Ca in the distribution can extend the 
bursting range in the excitatory drive dimension, that is, create an INaP- or an ICa/ICAN-dependent 
bursting region, without increasing the number of intrinsic bursters. Figure 16 showed a 
particularly good example of this, as the bursting range extends to the left as Max[  NaP] is 
increased long before it reached the value at which the first intrinsic burster appeared. This was 
explained by the other effects that increasing the average level of a depolarizing current like INaP 
or ICa/ICAN has on a network besides producing or increasing the number of intrinsic bursters, such 
as the increase in the level of excitatory drive or the amplification of synaptic interactions. 
Therefore, a network rhythm which is sensitive to blockade of INaP or ICAN does not necessarily 
imply that that this rhythm depends on INaP- or ICAN -dependent intrinsic bursters; it may be that 
the rhythm is eliminated due to the reduction of excitatory drive and the overall strength of 
synaptic interactions, rather than the loss of intrinsic bursters, when either of these currents are 
blocked. 
 We have also shown that increasing Max[  Ca] over some ranges can increase the number 
of intrinsic bursters, without extending the bursting range in a way that is greater than the 
extension due to the additional source of excitatory drive and amplification of synaptic 
interactions provided by the increase in the average value of   Ca. This was shown in Figure 19, 
where the bursting range extends to the left when Max[  Ca] is raised from .001 to .004nS, but by 
no more than when ICa/ICAN-dependent intrinsic bursting is eliminated by setting IP3 = 0. In this 
case, the increase in the number of intrinsic bursters is merely coincidental, and network bursting 
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in this region cannot be said to critically depend on them, since it will persist when they are 
blocked by setting IP3 = 0 (but not by setting ICa or ICAN = 0). 
 On the other hand, we have shown that increasing the number of intrinsic bursters can 
sometimes have an effect which is greater than that due to the additional source of excitatory 
drive or amplification of synaptic interactions. Figures 16 and 19 both show that the extension of 
the bursting range to the left as Max[  NaP] or Max[  Ca] is increased becomes nonlinear and 
deviates from the course of this extension due to the additional source of excitatory drive and 
amplification of synaptic interaction when certain types of intrinsic bursters are added to the 
network. In Figure 19, the extension of the bursting range to the right that appears with the 
addition of Type 3 bursters is actually contrary to the effect due to the additional source of 
excitatory drive, which would be to move the transition from bursting to superthreshold activity 
to the left, as happens before the appearance of the first Type 3 burster, and in the IP3 = 0 case. 
 In our model of network bursting which is sensitive only to the combined blockade of 
INaP and ICAN, as suggested by the experiment of Pena et al (2004), the model is consistent with the 
proposed explanation of this behavior offered in that paper, that in this case, the network rhythm 
depends on INaP-dependent bursters, if ICAN is blocked, and the ICa/ICAN-dependent bursters found 
in that study, if INaP is blocked (Type 2 bursters, in our model). However, an alternative 
explanation is that the ICa/ICAN-dependent bursters correspond to our Type 3 bursters, and we have 
shown that the bursting region which accounts for the dependence of the network rhythm on ICAN 
when INaP is blocked (the ICAN-dependent bursting region on the left in Figure 19) is independent 
of Type 3 bursters, so the presence of ICa/ICAN-dependent intrinsic bursters is merely coincidental, 
and is not the reason for network bursting if INaP is blocked, but this is rather due to the additional 
source of excitatory drive and network synaptic weight provided by ICAN. 
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ICa/ICAN-dependent bursting  
 As discussed in Background, Toporikova and Butera (2011) proposed a model of ICAN-
dependent bursting at the single neuron level, in which ICAN is periodically activated by 
endogeneous Cai oscillations which are the natural consequence of the Ca2+-dependence of the 
intracellular Ca2+ release and the inactivation of this release, existing within a narrow range of 
constant IP3 and Catot. This was a seminal proposal which largely inspired this work, but it left 
out two important details. First, since Ca2+ exchange with the extracellular medium was not 
explicitly modeled, the model cannot explain the link between ICa and ICAN in the ICa/ICAN-
dependent bursting mechanism suggested by experiments (Thoby-Brisson and Ramirez 2001; 
Pena et al 2004; Pace and Del Negro 2008). Second, no mechanism was offered for how such 
endogeneous Cai oscillations could be synchronized by synaptic input, leaving the model 
inadequate to explain ICAN-dependent bursting at the network level. 
 In attempting to address these details, we included a description of Ca2+ exchange with 
the extracellular medium to the Toporikova and Butera model, incorporating a high voltage 
activated ICa as characterized by Elsen and Ramirez (1998), and Ca2+ clearance by membrane 
pumps consistent with the measurements of Frermann et al (1999). This created an explicit link 
between ICa and ICAN, since if ICa were blocked, Cai would go to zero, effectively shutting off ICAN. 
In addition, this allowed the possibility of a different mechanism for burst initiation. Instead of 
Cai spiking and ICAN activation leading burst initiation, it is possible for spontaneous activity in 
the neuron to induce a Cai spike and ICAN activation, whose activation is necessary for promoting 
the IPump-dependent burst termination mechanism as we have seen. This has the potential to 
explain many things seen in experiments, such as the ramping of spike frequency during the early 
part of the burst in many ICa/ICAN-dependent bursters, the apparent dependence of Cai spikes on 
activity in the membrane potential (Morgado-Valle et al 2008), and the generation of bursting 
from a background of tonic activity revealed by suppression of ICa or ICAN (Pena et al 2004). We 
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would like to stress again that even in this alternative mechanism of bursting where activity leads 
Cai spiking, the resulting ICAN activation is still critical for bursting, justifying its nomenclature as 
ICa/ICAN-dependent bursting. 
 Moreover, the addition of ICa to the model made Cai oscillations voltage-dependent, 
providing a mechanism for their synchronization through ordinary ionotropic synaptic input. 
This avoids the problems of a synchronization mechanism which relies on a dynamic role for 
metabotropic glutamate receptor activation, which involves many second messengers before 
affecting Cai. While we have shown that such synchronization does occur in our model, even 
without IPump, our results suggest that IPump plays an important role in making this synchronization 
robust.  
Burst termination mechanisms 
 Burst termination mechanisms are often overlooked in the investigation of burst 
generation mechanisms in favor of currents responsible for burst initiation. Yet with an 
appropriate burst termination mechanism, a network can generate bursting without the help of any 
intrinsic conductances. Our work shows that burst termination mechanisms can have a great 
effect on the input range of bursting, and the dependence of frequency on burst generating 
conductances such as INaP, and synchronization of bursters. Burst termination mechanisms can 
also explain many features of bursting such as transitions from bursting to tonic spiking as 
excitatory drive or burst generating conductance is decreased. 
 In many models, burst termination is based on the inactivation or deactivation of the 
current which is responsible for burst initiation. In the classical model of Butera et al. (1999a, 
Model 1) and in many later models (e.g. Rybak et al., 2003b, Dunmyre et al., 2011, Toporikova 
& Butera, 2011, etc.), burst termination was based on the inactivation of INaP. In models of ICAN-
dependent bursting, deactivation of ICAN, due to a decrease of Cai either through inactivation of 
intracellular Ca2+ release (Toporikova & Butera 2011) or synaptic depression (Rubin et al 2008) 
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is the basis or plays a role in burst termination. Often chosen for mathematical simplicity, these 
ideas do not have direct experimental support, since neither the slow INaP inactivation or 
inactivation of intracellular Ca2+ release has been characterized in pre-BötC excitatory neurons. 
Moreover, our results have shown that when inactivation of INaP or deactivation of ICAN is the sole 
basis for burst termination, bursting exists in a very narrow range of excitatory drive when 
compared with models with more robust burst termination mechanisms, at both the single neuron 
and network levels, and in the case of ICAN-dependent bursting, there may be serious problems 
with synchronization at the network level. Our results also show that such models cannot account 
for a transition from bursting to tonic spiking in the uncoupled single neuron when INaP or ICAN is 
suppressed, as some experiments suggest (Pena et al 2004). Therefore, even if inactivation of INaP 
or deactivation of ICAN exists, they are unlikely to be the only mechanism for burst termination.  
 In addition to inactivation of INaP, and deactivation of ICAN due to inactivation of 
intracellular Ca2+ release as in Toporikova, we modeled a Na+-dependent Na+/K+ pump current 
(IPump), following Rubin. There is a growing body of indirect evidence supporting this and other 
Na+-dependent burst termination mechanisms in both the spinal cord and pre-BotC (e.g., 
Moseley et al 2003, Ikeda et al 2004, Wallen et al., 2007, Ballerini et al., 1997; Darbon et al., 
2003; Krey et al., 2010). In addition, this current has been measured in the pre-BotC in mice (Del 
Negro et al. 2009). In fact, the basic value of RPump in our model was chosen to yield currents 
consistent with those measured there. Adding IPump to the model gave it a richness and robustness 
that made it possible for us to achieve the partitioning of the bursting region as in Figure 21, and 
the rhythm in Figure 25 which we proposed as a model of fictive-sighing. 
The group-pacemaker model 
 The original concept of the group-pacemaker as stated in (Rekling & Feldman 1998) was 
that of an excitatory network of neurons with voltage-dependent conductances that were not 
strong enough to bestow intrinsic bursting properties to individual neurons, but which in the 
98 
context of the network could be recruited by phasic synaptic input to generate synchronized 
bursting in all of the neurons of the network. What this describes is the positive feedback between 
phasic synaptic input and voltage-dependent conductances, that, when combined with an 
appropriate burst termination mechanism, can generate bursting in a network in which none of the 
constituent neurons are capable of bursting. This has been verified in other modeling studies 
(Butera et al 1999) and it has even been shown that phasic synaptic input by itself (without any 
intrinsic conductances besides those necessary for spiking), when combined with a burst 
termination mechanism, is enough to generate bursting in a network (Kosmidis 2004, and the 
present work). However, an idea has arisen that the synaptic recruitment of intrinsic conductances 
as envisioned by the group-pacemaker model is by different means than the synaptic recruitment 
of a voltage-dependent conductance by ordinary postsynaptic depolarization. This may have its 
roots in the same paper (Rekling & Feldman 1998) in the note of a conductance which appeared 
to be synaptically recruited, but could not be induced by current injection
1
. This idea was pursued 
by Del Negro, who proposed that ICAN may be a current which is synaptically recruited by 
metabotropic glutamate receptors (Del Negro et al 2005). However, we would like to point out 
that this note by Rekling was in reference to a hyperpolarizing conductance, rather than a 
depolarizing conductance like ICAN. In our model, IPump is an intrinsic conductance which is 
synaptically activated in a way that does not directly depend on ordinary postsynaptic 
depolarization, because it results from increased Na+ influx as a consequence of the spiking due 
to the synaptic activation. In our opinion, our model, which is capable of bursting when INaP = 
                                                          
1 Of interest are the type-1 neurons, with the earliest onset 
prior to inspiration, because they exhibit a prolonged postinspiratory hyperpolarization 
that lasts throughout expiration. This long-lasting hyperpolarization 
does not reverse at hyperpolarized potentials (JC Rekling, unpublished data) 
and therefore appears to result from activation of an intrinsic conductance by the 
phasic depolarization produced by the inspiratory synaptic drive. Interestingly, 
long-lasting hyperpolarizations in type-1 neurons are not elicited by transient 
somatic current injection, i.e. with the same duration as an inspiratory burst, 
suggesting that the currents flowing or transmitters released during inspiration 
recruit a different set of intrinsic conductances than current injection at the 
soma. from: Rekling et al 1998 
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ICAN = 0, so that none of the individual neurons have intrinsic bursting properties, and which 
depends on a synaptically activated hyperpolarizing current IPump, represents a manifestation of 
the original concept of the group-pacemaker as envisioned by Rekling.   
Fictive sighing   
 There were enough similarities regarding the frequency, duration, amplitude, postsigh 
interval, burst shape, pharmacological profile, and response to excitatory drive, for us to propose 
the model in section 5.3 as a model of fictive sighing.  This model offers a novel hypothesis for 
the basic mechanism underlying sigh generation. It has been known from the first report of fictive 
sighing in slice preparations that low concentrations of Cd2+ remove sighs from the rhythm 
(Lieske et al 2000), and it is possible that this is due to a reduction in the strength of synaptic 
interactions, as suggested by (Lieske and Ramirez 2006a). Alternatively, our model suggests that 
these low concentrations of Cd2+ could be enough to block a relatively weak ICa in pre-BotC 
neurons that is just strong enough to support low frequency Cai oscillations. In this model, it is 
the intracellular Ca2+ release-dependent high amplitude Cai spike occurring selectively during 
the sigh-bursts that is responsible for their distinctive shape and characteristics.    
Fictive sighing in an isolated single neuron? 
 One of the reasons that many lean toward a network explanation of fictive sighing is that 
the early reports failed to find sighing in isolated neurons. There have been a few reports since, 
however, of bursting in isolated single neurons which could be interpreted as sighing (Tryba et al 
2008). Curiously, these "sigh-pacemakers" are riluzole-sensitive. Our model network that exhibits 
a sigh-like rhythm also failed to include any units which showed a sigh-like rhythm over any 
range of excitatory drive (not shown). Nevertheless, at parameters other than the ones allowed by 
the restrictive ranges used for that model, we have shown neurons with bursting behavior that 
could be interpreted as sigh-like (e.g. the Type 4 bursters of section 3.3; see Figs. 13 and 14). A 
possible explanation also presents itself for why these sigh-pacemakers might be classified as 
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riluzole-sensitive. It is possible that such neurons possess both an INaP -dependent bursting 
mechanism, which underlies their regular "eupneic" bursts, and an ICa/ICAN-dependent mechanism, 
which underlies the bursts which are deemed as "sighs". An experimenter applying Cd2+ would 
see that the neuron is Cd2+-insensitive, without having to manipulate the excitatory state, because 
as our work has shown, the INaP -dependent mechanism covering for the loss of the ICa/ICAN-
dependent mechanism generally operates over a lower range of excitatory drive. An experimenter 
applying riluzole, on the other hand, would likely first see a transition to tonic spiking, and would 
only see a return to bursting after a substantial increase in excitatory drive  (See neuron 6 in Fig. 
14, for example). If that experimenter were operating under the assumption that all bursters transit 
from silence to bursting to tonic spiking as excitatory drive is increased, however, he/she would 
reduce excitatory drive to the neuron, find silence, and thus classify the burster as riluzole-
sensitive. Another possibility is that the ICa/ICAN-dependent mechanism may be so weakly 
expressed that the reduction in excitatory drive resulting from blockade of INaP may be enough to 
eliminate it in such a way that restoration of drive by application of current is not able to rescue it. 
In that case, the neuron would be correctly classified as riluzole-sensitive, but still express both 
mechanisms under control conditions. 
6.2 Predictions of the model 
 Our model predicts the existence of an ICa/ICAN-dependent burster whose bursting regime 
appears after a transition from tonic spiking as excitatory drive is increased. Such bursting may 
also exist after an INaP-dependent bursting regime over a lower range of excitatory drive. Such 
behavior would be a consequence of the interaction between high voltage activated ICa, Ca2+-
dependent intracellular Ca2+ release, and the Na+/K+ pump current or other Na+-dependent 
hyperpolarizing currents. 
 The model predicts that there may be INaP-dependent bursters whose frequency does not 
decrease with suppression of INaP.  
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 The model predicts that a network rhythm which is sensitive only to the combined 
blockade of INaP and ICAN, may be sensitive to the blockade of INaP only, if excitatory drive to the 
network is decreased. Conversely, a network rhythm sensitive to blockade of INaP only, may 
become sensitive only to the combined blockade of INaP and ICAN if excitatory drive is increased. 
If there are no ICa/ICAN-dependent bursters in the preparation, an INaP-dependent network rhythm 
may become INaP-independent, it excitatory drive to the network is increased, and conversely, an 
INaP-independent rhythm may become sensitive to the blockade of INaP if excitatory drive to the 
network is reduced. 
 The model predicts that in preparations which show fictive sighing, a high amplitude Cai 
spike that depends on intracellular Ca2+ release may occur in most neurons during a sigh-burst, 
while being absent in most neurons during eupneic-bursts. This should be the case in isolated 
"sigh-pacemakers" as well.   
6.3 Limitations of the model 
Parameters 
 Although many of the mathematical expressions and parameters describing the many 
currents and intracellular processes in our model have been derived from experimental data in the 
mammalian preBotC, such as those describing INaF, activation of INaP, and ICa, others such as 
those describing IKdr, ICAN, and IPump have been taken from data obtained from other neural 
systems. While this has the advantage of showing that the behavior of our model is plausible if 
these currents are expressed in the preBotC in the same way that they are expressed in other 
systems, this does not rule out other behavior if these currents are expressed differently in the 
preBotC. For some parameters, such as those describing the inactivation of INaP, there are 
apparently no empirical constraints. These were then chosen to obtain reasonable values of the 
output parameters such as bursting frequency and duration. 
Hypothetical cellular processes 
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 The activation of some currents requires intracellular processes for which there is little 
evidence in the preBotC. Burst termination based on the activation of IPump, for example, depends 
on activity-dependent accumulation of Nai. Outside of Mironov and Langohr (2005), there is little 
evidence of activity-dependent Nai transients. Similarly, ICAN activation in our model depends on 
Cai transients that reach an amplitude that can only be reached if intracellular Ca2+ release is 
involved, but it is not clear that such Cai transients occur in the preBotC, and what function they 
might have. 
Experimental characterization of ICAN 
 Although there is much indirect evidence for an important role for ICAN in the preBotC, 
there have been no experimental characterizations of this current at the whole cell level. The 
closest thing we have is a characterization of this current in rat sensory neurons (Cho et al 2003) 
from which, following Toporikova and Butera (2011), we took the mathematical expression for 
the activation of ICAN (Appendix Eq. 9), but the value for the half-activation Cai measured there is 
three orders of magnitude too high to be useful for us. There are also no experimental constraints 
on the value of the maximal conductance for this current.  
 The most direct evidence for ICAN in the preBotC is at the molecular level. There is 
disagreement about what channels carry it, however, and this has implications on modeling the 
mechanism of ICAN activation. mRNA for TRPM4/5 channels, candidate carriers of ICAN (Launey 
et al 2002), have been found in preBotC neurons (Crowder et al 2007), and the unitary 
conductance of single channels is consistent with their expression (Mironov 2008). Another 
group obtained a null result when looking for expression of TRPM4/5 however, finding TRPC3/7 
instead (Ben-Mabrouk & Tryba 2010). These channels are Ca2+-permeable and, although 
modulated by IP3-dependent intracellular Ca2+ release, are directly sensitive to diacylglycerol 
(DAG) rather than Ca2+ (Hofmann et al 1999, Zitt et al 1997), which suggests that they are not a 
candidate carrier of classical ICAN. We should say, however, that the field of TRPCs is a young 
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and rapidly evolving one, and there may be other signaling pathways that activate TRPC3/7 (for 
review see Dietrich et al 2005). Our model of ICAN resembles the classical ICAN carried by 
TRPM4/5. Following Toporikova and Butera (2011), the half-activation Cai in our model of ICAN 
activation is of the order of that found in typical characterizations of TRPM4/5 channels (Prawitt 
et al 2003). 
Distribution of maximal conductances 
 Little is known about the distribution of the maximal conductances for most currents in 
the preBotC rhythm-generating network.   NaP and gL appear to be ubiquitously expressed, but 
normally distributed about some mean which, in the case of   NaP,  is specific for intrinsic bursters 
and nonbursters (Purvis et al 2007, Koizumi and Smith 2008). There is to our knowledge no data 
about the maximal conductance of   CAN or   Ca. This presents us with a limitation that restricts our 
investigation to being a qualitative one concerned with general questions about the behavior of a 
network with different cellular mechanisms of bursting.  
Connectivity 
 For simplicity, we used an all to all connection scheme in which every neuron was 
coupled to every other neuron, including itself. Experiments exist, however, which suggest that 
the actual connectivity is much more sparse (Segers et al 2008) with perhaps a bias towards 
clustering (Hartelt et al 2008), which makes the connectivity in our model rather unrealistic. This 
is mitigated by the fact that, from the persective of a neuron in the network, the important 
quantity which determines the overall strength of synaptic interactions from the network is the 
product of the average weight of connection w and the expected number of neurons which 
interact with that neuron Np (where N is the total number of neurons in the network, and p is the 
probability of a connection), so that the behavior of an all to all connected network (where p = 1) 
should be very similar to the behavior of a sparsely connected network with either a greater 
number of neurons or a higher average weight of connection, and our network of 50 neurons is 
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small in comparison to most published estimates of the size of the preBotC network (See Hayes et 
al 2012, for example). Although these circumstances mitigate the artificiality of the all to all 
connection scheme in our model, it is still unable to address questions about the functional role of 
clustering in the preBotC (Hartelt et al 2008), and cannot reproduce some features of the timing 
of activity in individual neurons relative to the activity of the network, as seen in (Carroll & 
Ramirez 2012) 
Single compartment model 
 Our model neurons are spherical, equipotential surfaces with no distinction or separation 
made between soma and dendrite. As a single compartment model, it cannot address issues 
related to the structure of individual neurons, such as the presence of certain currents and 
intracellular processes in the dendrites. Experiments suggest that ICAN and intracellular Ca2+ 
release primarily occur in the dendrites (Mironov 2008, Del Negro et al 2011), with any 
intracellular Ca2+ release occurring in the soma being a consequence of activity in the membrane 
potential (Morgado-Valle et al 2008). There is some controversy about whether the Cai transients 
occurring in the dendrites affect the membrane potential in the soma through the generation of a 
relatively slow moving Cai wave (≈70μm/s) and the subsequent activation of somatic ICAN 
(Mironov 2008), or through instantaneous activation of dendritic ICAN and the faster propagation 
of changes in voltage (≈700μm/s Del Negro et al 2011). If the former, then a single compartment 
model is inadequate, and it is problematic to assume that Cai transients affect the membrane 
potential instantaneously. If the latter, then a single compartment model provides a good 
approximation to the actual time it takes for a Cai transient to affect the membrane potential, 
which is tens of milliseconds. 
Metabotropic glutamate receptors 
 Our model does not include an explicit description of metabotropic glutamate receptor 
activation or its consequential IP3 production, IP3 being a fixed parameter. While we feel that 
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this is a strength of the model, since it shows that such processes may not be necessary for the 
basic rhythm generating mechanisms even of ICa/ICAN-dependent bursting, this is also a limitation, 
if one is concerned about the modulatory effects of mGluRs. It is also conceivable that there may 
be some features of bursting that can only be simulated by a model including phasic mGluR 
activation. 
Fictive sighing 
 Our model of sighing shown in Fig. 25 has a period of roughly 20 seconds with a ratio of 
roughly 10 normal bursts for every 1 sigh-burst. Although this is consistent with some 
observations of fictive sighing (Doi & Ramirez 2010), others have found periods of the order of 
minutes and much greater ratios of eupneic-bursts to sigh-bursts (Lieske et al 2000, Pena et al 
2004). In our model, it is hard to achieve such periods with any decent regularity. Another flaw of 
the model is that in experiments, the amplitude of sigh-bursts can be 2–3 times larger than the 
amplitude of eupneic-bursts, whereas we have only been able to achieve enhancements of 20–
50%. A third feature of the model which is not ideal is that the sigh-like rhythm occurs over a 
range of very high values of gtonic, where the network rhythm is almost certainly independent of 
INaP and ICAN (like in the gray region of Fig. 21), yet the results of Pena et al (2004) show fictive 
sighing when the network rhythm critically depends on INaP or ICAN (like in the green region of 
Fig. 21). A look at the study of the underlying synchronized Cai oscillations occurring at a lower 
frequency than the oscillations of network activity in Fig. 18 shows that this is because of the low 
average value of   Ca used in the model of sighing. When we tried to fix this by using a higher 
average value of   Ca, which would allow for a sigh-like rhythm at a lower value of gtonic (relative 
to the minimum value of gtonic for which there is bursting), we found a tradeoff between this 
reduction of the gap between the beginning of bursting and the beginning of sighing and the 
maximum period of the sighing. This tradeoff would probably be acceptable if we could fix the 
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first flaw listed above, that the period of the sigh-like rhythm is generally too low. All of these 
deficiencies might be fixed by an optimization of the parameters influencing sighing. 
6.4 Future Directions 
Other distributions 
 In this work we investigated the effects of networks with different compositions of INaP-
dependent and ICa/ICAN-dependent bursters by varying the maximum value in the uniform 
distribution of   NaP or   Ca from zero. We also examined other types of distributions such as the 
homogeneous distribution of   Ca in section 4.3.1 and the narrow distribution of   Ca between two 
nonzero numbers in our model of sighing (section 5.4). We have not gone very far, however, in 
investigating different types of distributions such as normal distributions, and distributions 
starting from some nonzero minimal value. These distributions may help the model to better 
simulate networks with percentages of ICa/ICAN-dependent bursters more consistent with 
experimental observations.  
Other connection schemes 
 In the previous section we justified our use of an all to all connectivity pattern by arguing 
the mathematical equivalence between this and a sparsely connected network with a larger 
number of neurons or average weight of connection. It should be pointed out, however, that there 
are other network topologies besides all to all and sparse, such as small world, scale free, and the 
Hartelt topology measured in the pre-BotC. The effects of different network topologies could 
impact such things as the behavior of the amplitude of network activity, the dispersion in the 
onset of activity of the constituent neurons during a network burst, and sighing. For these reasons, 
it is worthwhile to investigate different network topologies.  
Effects of other Na+ and Ca2+ parameters 
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 Our model depends strongly on the dynamics of both Nai and Cai, which are influenced 
by a number of different parameters. Some of these, such as RPump in the case of Nai, and   Ca in 
the case of Cai, have been investigated in this work. Others have not. These include the 
p r meters αNa     αCa, which should be fixed by the geometry of the cell, but could be different, 
depending on the location of the cell (e.g. soma or dendrites) where the relevant concentrations 
occur. Another important parameter in determining the Nai  y  mics is τCa, which determines the 
rate of Ca2+ efflux through membrane Ca2+ pumps. 
Metabotropic glutamate receptors 
 Since there is a growing body of evidence that metabotropic glutamate receptors play a 
role in rhythms of the brainstem and spinal cord, we are interested in investigating the effects of 
mGluR activation on the behavior of our model. This would necessitate an equation describing 
the dynamics of IP3 as well. 
Optimization of sighing 
 While some attempt was made to study the sigh-like rhythm in the general case of 
excitatory drive and strength of synaptic interactions in Fig. 27, and the underlying synchronized 
Cai oscillations occurring at a lower frequency than the oscillations of network activity in the 
general case of excitatory drive and maximal conductance of ICa in Fig. 18, there are a number of 
other important parameters whose effect on the sigh-like rhythm has not been investigated. These 
may include the parameters which influence the underlying Cai dynamics as discussed above. In 
addition to a thorough investigation of the effect of other parameters on the sigh-like rhythm, an 
investigation of network topology may also yield results relevant to an optimization of the sigh-
like rhythm in our model, such as those which might increase the enhancement of the amplitude 
of sigh-bursts, for example. Consideration of phasic mGluR activation may also prove helpful.  
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Appendix: Method Details 
 
A: Mathematical Model 
The membrane potential is determined by the current-balance equation 
synLPumpCANCaKNaPNa IIIIIIII
dt
dV
C  , (1) 
where C=36pF is the capacitance (Kawai et al. 1999), V is the membrane potential, INa is the fast 
Na+ current, INaP is the persistent Na+ current, IK is the delayed-rectifying K+ current, ICa is the 
high voltage activated Ca2+ current, ICAN is the Ca2+ activated nonspecific cation current, IPump is  
the cation current due to the Na+/K+ ATPase, IL is the leak current, and Isyn is the (excitatory) 
synaptic current. These currents, except for PumpI , are described as follows: 
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 (2) 
where gNa = 150nS,   NaP = 0–5nS, gK = 160nS,   Ca = 0–.01nS,   CAN = 0–5nS, gL =2–3nS, and 
gsyn (See Eq. 16) are maximal conductances of the corresponding channels. In the case of   NaP, 
and gL, these ranges of values were chosen to be consistent with the limits suggested by 
experiments (Mazza et al 2000, Del Negro et al 2002, Rybak et al 2003, Koizumi and Smith 
2008).   and ,,,, , synELCANCaKNa EEEEEE are reversal potentials of the corresponding 
channels: 
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In the above equations: R = 8.314 J/(mol
.
K) is the universal gas constant; T = 308 K is the 
temperature; F = 96.485 kC/mol is the Faraday constant. This makes FRT 26.54 mV.  
Na, K, and Ca represent concentrations of sodium (Na
+
), potassium (K
+
), and calcium (Ca
2+
) ions, 
respectively. I  exes “o” (or “out”)     “i” (or “i ”) i  ic te the co ce tr tio s of these io s 
outside and inside the cell, respectively. In the case of Cai, this is the "free" intracellular Ca2+ not 
bound in stores. In our model: Nao= 120 mM; Cao= 4 mM; Ko= 4 mM; Ki= 140 mM, and Nai and 
Cai are dynamical variables.  
Activation (m) and inactivation (h) variables for most ionic channels are described as:  
 hmyyVy
dt
dy
Vy ,  );)(()(   . (4) 
For INa and INaP, steady state activation ( m ) and inactivation ( h ) and their time 
constants are described as: 
. )/)(cosh(/)(
));/)(exp(1/(1)(
 2/1 max
2/1
yyyy
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kVVV
kVVVy
 

 (5) 
For INa, Vm1/2=-43.8, km=6, τm=.25, Vmτ1/2=-43.8, kmτ=14, Vh1/2=-67.5, kh=-10.8, τh=8.46, Vhτ1/2=-
67.5, khτ=12.8 (units mV,ms). For INaP, Vm1/2=-47.1, km=3.1, τm=1, Vmτ1/2=-47.1, kmτ=6.2, Vh1/2=-
60mV, kh=-9, τh=5000, Vhτ1/2=-60, khτ=9 (units mV,ms). These parameters are derived from 
measurements in the rostroventrolateral medulla (which contains the preBotC) of rats (Rybak et 
al 2003), except for the parameters for inactivation of INaP, which were chosen to provide 
reasonable values for burst duration and frequency. 
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 For ICa, m∞ and h∞ are as in Eq. (5), with Vm1/2=-27.5, km=5.7, Vh1/2=-52.4, kh=-5.2 (units 
mV), but for τm and τh, 
max)( yy V     (6) 
where τm=.5 and τh=18 (ms). These parameters are derived from measurements in preBotC 
neurons (Elsen and Ramirez 1998). 
For the non-inactivating IK: 
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The form of these equations and the corresponding parameter values, Aα=.01, Aβ=.17, Bα=44mV, 
Bβ=49mV, kα=5mV, kβ=40mV, are derived from measurements of this current in rat thalamic relay 
and cortical pyramidal neurons (Huguenard and McCormick 1991). 
ICAN has instantaneous activation, which depends on Cai and not on voltage: 
))/(1/(1 niCANCAN CaKm  ,  (9) 
where KCAN  represents the half-activation concentration of Cai, and n is the Hill coefficient. The 
form of this equation, and the value of the parameter n = .97, was derived from an experimental 
characterization of this current in rat sensory neurons (Cho et al 2003). The value of the 
parameter KCAN = .74μM is taken from Toporikova and Butera (2011). 
The form of the expression for IPump is taken from a modeling study of this current in 
dopaminergic neurons (Li et al 1996). This model neglected the K+ component in the dependence 
of activation: 
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where Na0=15mM is the equilibrium Na+ concentration, RPump =200pA is the maximal 
conductance, and KP=15mM is the half activation concentration. The parameter Kp was taken 
from Li et al (1996). The value of RPump was taken from Rubin et al (2009) and is of the order of 
experimental measurements of this current in the preBotC (Del Negro et al 2009).  
The description of Ca2+ dynamics (Li and Rinzel 1994) takes into consideration Ca2+ 
exchange with the extracellular medium via ICa and membrane pumps, and Ca2+ release from 
internal stores in the endoplasmic reticulum. This necessitates the consideration of the total 
concentration of intracellular Ca2+ (Catot), which is composed of free cytosolic Ca2+ (Cai) and 
Ca2+ bound in the endoplasmic reticulum (CaER) : 
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In these equations, αCa is a parameter which represents the effect of ICa on intracellular Ca2+ 
concentration, and is determined by the geometry of the cell. For a spherical cell of 36pF, whose 
dimensions can be  etermi e  from usi   the  e er l rel tio  1μF/cm2 for the capacitance of 
cellular membranes, αCa = .000025mM/fC is a reasonable value for determining the effect of ICa 
o  the co ce tr tio  of C 2+ i    thi  shell exte  i   .1μm below the membr  e surf ce (Koch 
and Segev 1998). The parameter τCa =500 ms is the time constant for the first order membrane 
calcium pump mediating Ca2+ extrusion (Frermann et al 1999; Rybak et al 2007), fCa = .000025 
is the fraction of free to bound Ca
2+
 in the cytosol, and σCa=.185 is the ratio of cytosolic to ER 
volume (Toporikova and Butera 2011).  JERin and JERout represent the flux per unit volume of Ca
2+
 
from the endoplasmic reticulum (ER) into the cytoplasm, and vice-versa, respectively. JERin is 
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hypothesized to be mediated by a Ca2+-dependent receptor for inositol triphosphate (IP3), which 
is modeled by 
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
  (12) 
where LIP3R =.37/ms is the leak constant of the IP3 receptor, PIP3R = 31000/ms is the maximal 
permeability of the IP3R, Ka =.0004mM is the half concentration of Ca2+ activation, KI =.001mM 
is the half concentration of IP3 activation, and IP3 =.0005mM (unless otherwise specified) is the 
intracellular concentration of the second-messenger inositol triphosphate. The calcium-dependent 
inactivation variable l, follows the equation 
))(( did KCalKAdtdl 
 (13) 
where A=5/(mM*ms) and Kd=.0004mM. The flux of Ca2+ back into the ER from the cytoplasm 
is hypothesized to be mediated by ER membrane pumps (SERCA). 
)( 222 iSERCAiSERCAERout CaKCaVJ   (14) 
where VSERCA =.4mM/ms is the maximal flux through the SERCA pumps, and KSERCA =.0002mM 
is the half activation Cai.  This description of intracellular Ca2+ release and reuptake by the ER 
and the values of the parameters in Eqs. 12–14 are borrowed from (Toporikova and Butera 2011). 
 The intracellular sodium ion concentration  Nai  is governed by the following differential 
equation: 
)3( PumpCANNaPNaNa
i IIII
dt
dNa
  , (15) 
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Here 
5105 Na mM/fC, differing from αCa by a factor of the valence ratio between the 
sodium and calcium ion. The factor of 3 multiplying IPump reflects the fact that the sodium current 
due to the pump is three times the ionic current due to the pump, since 3 sodium ions are 
exchanged for every 2 potassium ions (Li et al 1996). 
The total synaptic conductance of each neuron i (gsyn) includes two components: one,
tonicg , represents tonic synaptic input from outside the network, a source of excitatory drive, and 
the other represents excitatory synaptic inputs from all N neurons of the population (including 
itself):  

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tt
Synkj
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j
jitonicSynEi
kj
ttwgtg )/)(exp()(
1
   (16) 
According to this equation, each spike occurring in neuron j at time tkj increases the excitatory 
synaptic conductance in neuron i by jiw , which represents the weight of the synaptic connection 
from neuron j to neuron i. τSyn = 5 ms is the decay time constant.  
Network 
 To simulate a network, we considered 50 sets of Eqs. 1–16 with certain key parameters 
such as   NaP,   Ca, and gL uniformly distributed over a range of values, as given in the text, and 
initial values for all dynamical variables uniformly distributed within the physiologically realistic 
ranges of values for each variable, using a random number generator from the standard library of 
the Intel C++ compiler.   
B. Simulations and Data Acquisition 
 The equations were writte  i  C++      umeric lly i te r te  over time usi   Euler’s 
exponential method by a personal computer running a Linux-based operating system, using a time 
step of .1ms. In simulations which were run for the purpose of data acqisition for later analysis 
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and characterization of output parameters, the input parameter gtonic (Eq. 16) was usually slowly 
varied over time in order to sweep a range of baseline membrane potentials. Here "slowly" was 
defined by a rate of change such that any halving of this rate had a negligible effect on the output 
parameters. Most simulations were run for a period of time (20–100s) before data were recorded, 
to avoid transient effects of numerical soution. Numerical stability was checked by halving the 
time step, and checking for significant deviation of the solution. Spikes in the membrane potential 
of individual neurons were recognized by a crossing of a threshold (-35 mV) from below. For 
simulations of single neurons, the value of gtonic as a linear function of the time of a threshold 
crossing (spike time) was recorded, along with the interval of time from the preceding spike 
(interspike interval), and sometimes the value of Cai at that spike time. Other variables such as 
membrane potential, intracellular Na+ and Ca2+ could be recorded for later analysis or 
presentation as well. For simulations of networks, the number of spikes occurring in a bin of time 
(usually 50ms), normalized by the number of neurons, and the length of a time bin, were recorded 
for the network (network activity), and sometimes the number of neurons with Cai > .0001mM at 
the end of each time bin (Cai activity).  
C. Data analysis 
Burst recognition and quantification of output parameters at the single neuron level 
 Due to the complex nature of the bursting at the single neuron level found in our model, 
which includes such things as mixed oscillations and tonic-like activity preceding bursts, we 
found that a simple threshold based on a fixed interval was not enough to distinguish interburst 
intervals from interspike intervals, so we used an algorithm which defined an interburst interval 
as an interspike interval which is at least twice as long as the preceding and succeeding intervals, 
respectively. This algorithm was often checked by visual inspection of the membrane potential. 
This interval was summed together with all preceding intervals which did not meet this condition 
to define burst period, and subtracted from this sum to define burst duration, and these two 
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quantities could be divided to obtain duty cycle. The number of intervals which did not meet the 
condition could be counted to determine spikes per burst. If, during a burst, Cai (recorded at each 
spike time, see above) crossed a threshold (.0001mM) from below, a Cai spike was counted and 
associated with that burst. The interspike intervals before the threshold crossing could also be 
summed and divided by the duration to determine the output parameter, active phase subthreshold 
for Cai spike.  
Burst recognition and quantification of output parameters at the network level 
 At the network level, the onset of a burst was recognized by the network activity (see 
section B of this appendix) crossing a threshold (usually 10 spikes per neuron per second) from 
below. Duration is determined by the number of  time intervals the activity stays above this 
threshold, amplitude is defined as the maximum value of the activity when above threshold, and 
period is defined as the time between two consecutive onsets. Again, due to the complex nature of 
the rhythmic activity in our model, which includes mixed oscillations involving bursts of different 
durations, amplitudes, and periods, we did not subject the bursting recognized by our algorithm to 
any constraints of regularity. The algorithm could be easily checked, however, by visual 
inspection of the activity records. 
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