Abstract. Since the proof, at the end of the 80's, of the finiteness of the number of attractors for C 3 maps of the interval having negative Schwarzian derivative, it has been generally considered that the same result could be true for maps with discontinuities. In the present paper we show that this is indeed the case.
Introduction and statement of results
Attractors play a fundamental role in the study of dynamical systems for understanding the evolution of initial states. Along this line, stressing the importance of attractors, it was conjectured by Palis in 1995, in a conference in honour of Adrien Douady (see [36, 37] ) that, in compact smooth manifolds, there is a dense set D of differentiable dynamics such that any element of D has finitely many attractors whose union of basins of attraction has total probability.
In the one-dimensional case we can expect the finiteness of attractors to be valid for a much larger range of maps and similarly concerning other important properties. As a consequence, we can obtain a more comprehensive description of generic parametrized dynamics in the case of quadratic maps, like the density of hyperbolic dynamics (GraczykSwiatek [12] and Lyubich [25] ), together with stochastic dynamics in the complement (Lyubich [26] ). See also [3, 4, 18, 19, 27, 43, 41] .
Going beyond the quadratic case, the finiteness of the number of attractors for smooth non-flat maps of the interval began to be established at the end of the 80's and early 90's. Fundamental results were obtained by Blokh and Lyubich [7, 8] and Lyubich [22] . [33] ) with a single critical point and negative Schwarzian derivative, then there is a (minimal) attractor whose basin of attraction contains Lebesgue almost every point of the interval [0, 1] . Main contributions were also due to de Melo and van Strien [29] , Guckenheimer and Johnson [16] , Keller [20] and others. The Schwarzian derivative Sf (x) of a C 3 map f at a point x with f (x) = 0 is defined by
For C 3 non-flat maps with more than a critical point and without the condition of negative Schwarzian derivative, Lyubich [23] and van Strien and Vargas [40] showed that the number of non-periodic attractors is finite.
In contrast with the C 3 case, the problem of the finiteness of the number of attractors remained open until now for maps with discontinuities or another kind of "lack of regularity" (as displayed in Figure 1 : c 3 , c 4 and c 6 are non-regular points), the exception being the simplest case: the contracting Lorenz map (see Figure 2) . Indeed, St. Pierre has shown [42] (see also [21] ) that a C 3 non-flat contracting Lorenz map f with negative Schwarzian derivative has at most two attractors and, if it does not have a periodic attractor, then f has only a single attractor with a full measure basin of attraction.
We note that maps of the interval with discontinuities come naturally from smooth vector fields. For instance, it can appear as the quotient by stable manifolds of Poincaré maps of C r dissipative flows with singularities induced by contracting Lorenz flows (see for instance [11, 38] ). The only critical point of f t is c = 1/2. In the picture, we draw the graphic of f t with t = 0.9. Notice that f t is C ∞ , f (n) t (1/2) = 0 ∀ n ≥ 1 and Sf (x) = −(8/(1 − 2x) 4 ). Thus, f t is a family of flat S-unimodal maps.
below. With techniques developed in the present paper, we also provide in Theorem B a new proof of this fact in a slightly broader context, encompassing the case of a flat critical point (see Figure 3) . To state this theorem we have to introduce the notion of cycle of intervals. A cycle of intervals is a transitive finite union of non-trivial closed intervals and it is a common type of attractor for maps of the interval that is associated to the existence of an absolutely continuous invariant measure. A point p ∈ [0, 1] is called right-periodic with period n for f if n is the smallest integer ≥ 1 such that p = lim 0<ε→0 sup{f ((p − ε, p)) ∩ [0, p)}. Similarly, p is called left-periodic with period n if n is the smallest integer ≥ 1 such that p = lim 0<ε→0 inf{f ((p, p + ε)) ∩ (p, 1]}. We say that a point p is periodic-like if it is a left or a right-periodic point. A fixed-like point is a periodic-like point with period equal to one.
We shall deal with two types of finite minimal attractors: one of them corresponds to the ordinary attracting periodic orbit, and the other is when it contains at least one point of the exceptional set C f . In this last case we have an attracting periodic-like orbit that is not a periodic orbit of f .
Thus, in Figure 4 , we have that A = {c} is a periodic-like attractor with β f (A) = (0, 1). Furthermore, as c = lim 0<ε→0 sup {f ((c − ε, c)) ∩ [0, c)}, it follows that c is a fixed-like attracting periodic point.
We say that f : [0, 1] \ {c} → [0, 1], 0 < c < 1, is a contracting Lorenz map if f (0) = 0, f (1) = 1 and f is an orientation preserving C 2 local diffeomorphism. If such a map is Figure 4 . An example of an attracting periodic-like (indeed a fixed-like) orbit which is not an attracting periodic orbit.
C 3 with negative Schwarzian derivative and it does not have periodic attractors, we prove that there is only a single (minimal) attractor whose basin of attraction has full Lebesgue measure. Notice that our result extends the one in [42] , since we do not require the nonflatness condition on the critical point. n (c ± ε) ; n ≥ 0}.
1.
2. An outline of the paper. Our main results are stated in the introduction above.
In Section 2, we state some basic results in one-dimensional dynamics, like Koebe's Lemma, Singer and Mañe's Theorems, as well as the Homterval Lemma. We also introduce some notation to deal with lateral limits and lateral periodic orbits. In particular, we make use of some dynamical operations involving complex numbers to simplify our computations. Finally, we also present in this section some facts on cycles of intervals.
In Section 3, we prove the Interval Dichotomy (Proposition 13), which is one of the main ingredients of the paper. To do that, firstly we make a brief study of the ergodicity with respect to the Lebesgue measure of complete Markov maps adapted to our context (Lemmas 11 and 12) and use it to prove the dichotomy. As a consequence of the interval dichotomy, the omega-limit set of almost every point x ∈ [0, 1], outside the basins of attraction of the periodic-like attracting orbits and the cycles of intervals, is contained in the closure of the union of the exceptional set (Corollary 14) . This gives a sketch of the locus of the omega-limit of almost every point and this information is fundamental in the subsequent sections.
In Section 4, we apply the interval dichotomy to give a straightforward proof of the uniqueness of the attractor of a S-unimodal map (Theorem B), even if this map has a flat critical point.
In Section 5, we prove our main theorem (Theorem A). The strategy of most proofs in this section is a sort of a "parallax argument". Parallax is the technique to make precise the position of an object by comparing the projections of this object on the background from two different viewpoints. In our context, the object to be considered is the omegalimit set of typical orbits, indeed some conveniently chosen subset V of it, the background is the interval [0, 1] and the projection is given by Corollary 14 commented above. The first viewpoint is given by the original map f . To get a second one, we construct a suitable auxiliary map g that has a distinct exceptional set C g = C f but keeps unchanged the omegalimit set of the points in V . Applying Corollary 14 to both f and g, and comparing the omega-limit set with respect of the closure of the exceptional sets of f and g, we are able to make precise the omega-limit set of the points that are not attracted by periodic-like attracting orbits or cycles of interval (Theorem 1). With that, we prove Theorem A.
The last section of the paper, Section 6, is dedicated to the contracting Lorenz maps and the proof of Theorem C. This Section has three parts. In the first part we have the main ingredient of this Section that is the induced map given by Lemma 25. This induced map is crucial to prove the principal results of this Section. In the second part we study the contracting Lorenz maps without periodic-like attractor, proving the uniqueness of the attractor for those maps (Corollary 28). In the third part we study the basin of attraction of the periodic-like attractors, concluding the proof of Theorem C.
Setting and preliminary facts
; j ≥ 0} and the omega limit set of x, denoted by ω f (x), is the set of accumulating points of the sequence {f n (x)} n . That is,
If this is not the case, the point p is called non-wandering. The non-wandering set of f , Ω(f ), is the set of all non-wandering points x ∈ [0, 1]. One can easily prove that Ω(f ) is compact and that
We denote the set of periodic points of f by Per(f ), that is,
We now quote some classic results that we shall use in the sequel.
Theorem (Koebe's Lemma [33] ). For every ε > 0 ∃K > 0 such that the following holds: let M , T be intervals in [0, 1] with M ⊂ T and denote respectively by L and R the left and right components of T \M and let U be an open subset of the interval [a, b] and f : U → [a, b] be a map with negative Schwarzian derivative. If f n | T is monotonous for a given n ≥ 1 and
Theorem (Singer's Theorem [5] ). Consider an interval I = [a, b] and a finite set C f ⊂ (a, b). If f : I \ C f → I is a C 3 local diffeomorphism with negative Schwarzian derivative and f (∂I) ⊂ I, then
(1) the immediate basin of any attracting periodic orbit contains a point of C f or a boundary point of I; (2) each neutral periodic point p / ∈ ∂I is attracting (indeed, it is a saddle-node periodic point); (3) there exists no interval of periodic points (indeed, # Fix(f n ) < ∞ ∀ n ≥ 1).
In particular, the number of non-repelling periodic orbits is bounded if the number of critical points of f is finite.
is an open neighborhood of the critical points of f and every periodic point of [a, b] \ U is hyperbolic and expanding then ∃ C > 0 and λ > 1 such that, for any n > 0,
Considering any
Mañe's theorem to it, we conclude that |Df
Thus, we get the following version of Mañe's theorem: 
local diffeomorphism with C f ⊂ (0, 1) being a finite set. If f has negative Schwarzian derivative and there are no saddle-nodes then ω f (x) ∩ C f = ∅ for Lebesgue almost every x ∈ [0, 1] \ B 0 (f ), where B 0 (f ) is the basin of attraction of all attracting periodic orbits.
Proof. As Sf < 0, there are no weak repellers nor, by hypothesis, saddle-nodes and so, either a periodic orbit is a hyperbolic repeller or it is an attracting periodic orbit. Furthermore, the number of attracting periodic orbits is finite by the adapted Singer's theorem.
where A 0 is the union of the attracting periodic orbits of f and B 1/n (A 0 ∪ C f ) = p∈A 0 ∪C f B 1/n (p). Thus, if x does not belong to the basin of attraction of an attracting periodic orbit and O + f (x) ∩ C f = ∅ then there is some n ∈ N such that x ∈ U n . As each U n is an uniformly expanding set and all uniformly expanding set of a C 1+ map of the interval has zero Lebesgue measure, we have that Leb(
\ {c} ∀ ε > 0 and so, lim 0<ε→0 f (c + ε) or lim 0<ε→0 f (c−ε) belongs to ω f (x) but not necessarily f (c). That is, if c ∈ ω f (x) the omegalimit set of such a typical point x does not involve the image of the exceptional set (the exceptional values f (C f )), but their lateral exceptional values V f = {lim 0<ε→0 f (c ± ε) ; c ∈ C f }.
Because of that, we can consider f as a map from [0, 1] \ C f to [0, 1], instead of a map of the interval to itself. As a consequence, we have:
with negative Schwarzian derivative, f ({0, 1}) ⊂ {0, 1} and C f being a finite subset of (0, 1), as in Figure 5 . The set C f is called the exceptional set of f .
Extended orbits. Now we will introduce some notation to deal with lateral limits, lateral periodic orbits and other relevant concepts. We shall make use of some dynamical operations involving complex numbers, which we believe simplify our presentation.
In the remaining part of this section let f :
, where Re(α) is the real part of α ∈ C.
Using the notation above, we can rewrite the definition of periodic-like and fixed-like points given in Section 1.1 as follows.
If the period is one, p is called a left or right-fixed point.
Definition 2 (Lateral exceptional set). Define the lateral exceptional set as the complexified exceptional set, that is,
Lemma 5 (Homterval Lemma). Suppose that Fix(f n ) has empty interior ∀ n ≥ 1. Let J = (a, b) be a homterval of f . If I is not a wandering interval then I \ B 0 (f ) has empty interior, where B 0 (f ) is the union of the basins of attraction of all attracting periodic-like orbits of f . Furthermore, if f is C 3 with Sf < 0, and I is not a wandering interval, then the set I \ B 0 has at most one point.
Proof. A homterval (as named by Misiurewicz) is an interval on which f j is monotone ∀j ≥ 0, see, for example, [15] . Suppose I is not a wandering interval. Then, there will be k < for which f
If there is no integer n such that c ∈ f n (I), we can then consider the union (a, b)
, and this is an interval, as their intersection is non-empty.
Then
is a positively invariant homterval. Let F is be the con-
, we can see that T \ R is open and dense in T and so, I \R is open and dense in I.
is the set of all attracting fixed point of F 2 . If Sf < 0 then the condition Fix(f n ) has empty interior ∀ n ≥ 1 is automatic satisfied. Furthermore, as the extension F , given in the former paragraph, also has negative Schwarzian derivative, it follows that #R ≤ 1, proving the lemma.
As we are dealing with subsets of the interval, if the ω-limit of a point is not totally disconnected then its interior is not empty. This implies, by Lemma 7 below, that either ω f (x) is a totally disconnected set or it is a cycle of intervals. 
is a cycle of intervals. Furthermore, each cycle of intervals contains at least one point of C f in its interior.
Proof. Suppose, for instance, that Interior(ω f (x)) ∩ C f = ∅. In this case, let J be any connected component of the interior of ω f (p). As ω f (p) ⊃ J, we have that
is an open set, we would have C * = ∅. As f n 0 | J is monotonous we would have that
would be connected, which is impossible, as J is a connected component of Interior(ω f (c)). Then we have that f n 0 (J) ⊂ J, impossible because it implies that f n 0 | J is a homeomorphism of J into itself and, as a consequence, ω f (x) is finite for every x ∈ J contradicting the fact that O
Given c ∈ C * , let J c be the maximal open interval containing c and contained in ω f (p). Observe that J c is the connected component of ω f (p) that contains c.
Suppose
is positively invariant. Observe that W is a finite union of open intervals and that
A is a cycle of intervals, it follows from the definition that A = ω f (a) for some a ∈ A. As a consequence, Interior(ω f (a)) = ∅ and so, Interior(A)
A cycle of intervals may not be a minimal attractor (or even an attractor in Milnor's sense). Indeed, this is the case of the so called wild attractors [9] . Nevertheless, as every
cycle of intervals contains a critical point in its interior, it follows from Lemma 8 above that the number of cycles of intervals for f is always finite.
Corollary 9. f has at most #C f distinct cycles of intervals.
If A is an attracting periodic-like orbit, then Singer's result assures that A = Re(ω f (c−i)) or Re(ω f (c + i)) for some c ∈ C f . On the other hand, if A is not a periodic-like attractor neither a cycle of intervals then we can use Theorem 1 to generated A in terms of a subset of C f . A cycle of intervals is the unique attractor that may not be traced by the critical orbits. 
Markov maps and the interval dichotomy
Let X be a compact metric space and µ a finite measure defined on the Borel sets of X. Let F : V → X be a measurable map defined on a Borel set V ⊂ X with full measure (i.e., µ(V ) = µ(X)), to which we shall refer. Note that we are not requiring µ to be F -invariant. The map F is called ergodic with respect to µ (or µ is called ergodic with respect to F ) if
= 0 or 1 for every F -invariant Borel set U , noting that here F -invariant means
Proposition 10. If a measure µ is ergodic with respect to F (not necessarily invariant) then there is a compact set A ⊂ X such that ω F (x) = A for µ almost every x ∈ X.
Indeed, taking U = {x ; ω F (x) ∩ U = ∅} we have that U is invariant and then, by ergodicity, either µ( U ) = 0 or µ( U ) = µ(X). Note that if ω F (x) ∩ U = ∅ for every open set U and µ almost every x, then ω F (x) = X almost surely, proving the proposition. Thus, we may suppose the existence of a non-empty open U ⊂ X such that ω F (x) ∩ U = ∅ for µ almost every x. Let W be the maximal open set such that ω F (x) ∩ W = ∅ for µ almost every x ∈ X. Now, we shall show that ω F (x) = A for µ almost every x ∈ X, where A = X \ W . Indeed, given p ∈ A we have that necessarily ω F (x) ∩ B ε (p) = ∅ for µ almost every x ∈ X and any ε > 0, for otherwise we would have ε > 0 such that
We have that µ(W n ) = µ(X), ∀ n ∈ N, and thus, µ( n W n ) = µ(X). As every x ∈ ( n W n ), we have that dist(p, ω F (x)) = 0 for any x ∈ n W n and then p ∈ ω F (x) = ω F (x) proving Proposition 10.
Lemma 11. Let a < b ∈ R and V ⊂ (a, b) be an open set. Let P be the set of connected components of a Borel set V . Let G : V → (a, b) be a map satisfying:
(
where P n (x) is the connected component of
≤ K, for all n, and p, q ∈ P n (x), and
Proof. Firstly, we show that Claim 1. Every positively invariant set U ⊂ V with positive measure has measure |b − a|.
Proof. Suppose that U ⊂ V is positively invariant with positive measure. Note that necessarily U ⊂ j≥0 G −j (V ). By the Lebesgue Density Theorem, there is p ∈ U (indeed for Lebesgue almost every p ∈ U ) such that
By the bounded distortion hypothesis, item (2b), since U is positively invariant, it follows from (1) that
Here the inequality (2) follows from the fact that
And the last equality we get by writing
It follows from the claim above that Leb((a, b) \ V ) = 0 because V itself is a positively invariant set with positive measure. Thus, Leb(V ) = Leb(V ) = Leb([a, b]). As an invariant set is also a positively invariant set, it also follows from the claim that every invariant subset of [a, b] with positive measure has full measure. That is, G is ergodic with respect to Lebesgue measure (more precisely, with respect to Leb | [a,b] ).
From Proposition 10 there is a compact set
As A is positively invariant and Leb(A) > 0, by Claim 2 it follows from Claim 1 that Leb(A) = |b − a|. As A is a compact set, it follows that
for Lebesgue almost every x, proving the Lemma. Proof. Let I = (a, b) and choose a < a < b < b such that Leb(V ) > 0, where V = {x ∈ V ; ω F (x) ∩ (a , b ) = ∅}. Write J = (a , b ) (we will consider J ⊂ I instead of I, so that we can apply Koebe's Lemma). As F * Leb is an absolutely continuous measure,
Proof of the claim. As F (T ) = I for every T ∈ P, we also have F n (T ) = I for any connected component T of F −n (I). On the other hand, as F J is also the first return map to J by F , we have , such that
). As Sf < 0, it follows from Koebe's Lemma that there is K, depending only on
Proof of the claim. Suppose that there is a Lebesgue density point x of V such that
is an open interval with
This implies, since SF < 0, that F J | M has one, p 1 , or at most two attracting fixed-like points p 1 , p 2 such that Leb( M \β(A)) = 0, where A = {p 1 } or {p 1 , p 2 }. Therefore, Lebesgue almost every point of the neighborhood of x is containing in the basin of attraction of some attracting periodic-like orbit, contradicting the fact that V does not intersect the basin of the any periodic-like attractor (recall that x is a density point of V ).
It follows from Claim 4 and 5 that F J satisfies the hypothesis of Lemma 11 and thus
As we can take a as close to a and b as close to b as we want, we may conclude that ω
Let B 0 (f ) be the union of the basins of the periodic-like attractors for f . Denote by V f the set of "lateral exceptional values" of f , i.e., V f = {f (α) ; α ∈ C f }, and let O + f (V f ) = {f n (α) ; α ∈ C f and n ≥ 1}.
Proof. Let F : I * → I be the first return map to I, with I * = {x ∈ I ; O + f (f (x)) ∩ I = ∅}. Let P be the set of connect components of I * .
Claim 6. F is a local diffeomorphism having negative Schwarzian derivative and F (P ) = I for ∀P ∈ P.
Proof of the claim. As f is a local diffeomorphism with Sf < 0, it follows that F is also a local diffeomorphism with SF < 0. Given P ∈ P, there is some m > 0 such that
, and assume that Leb(V ) > 0. Note that V is a F -positively invariant set with positive measure and it does not intersect the basin of attraction of any periodic-like attractor of F . Thus, the first return map F satisfy all the hypotheses of Lemma 11. As a consequence, Leb(I \ V ) = 0 and ω f (x) ⊃ ω F (x) = I ⊃ I for almost every x ∈ I.
As before, let B 0 (f ) be the union of the basins of attraction of all periodic-like attractors.
is a cycle of intervals. In particular, B 1 (f ) is contained in the union of the basins of attraction of all cycles of intervals.
Proof. As the collection P of all connected components of [0, 1] \ α∈C f Re(O + f (α)) is a countable set of intervals, it follows from the interval dichotomy that Leb({x
Corollary 15 (Avoiding isolated points). If q is an isolated point of α∈C
Suppose, for instance, that Leb(U 0 ∩U) > 0 (the proof for Leb(U 1 ∩U) > 0 is analogous). Writing I = (q − ε, q), we can observe that
follows from Proposition 13 that ω f (x) ⊃ I for almost all x ∈ I. As this implies that I is contained in a cycle of intervals, we have I ⊂ B 1 (F ), contradicting that Leb(I ∩ U) ≥ Leb(U 0 ∩ U) > 0.
Unimodal maps
, is called a S-unimodal map if it has negative Schwarzian derivative and a single critical point c ∈ (0, 1). By Singer's theorem, such a map f has at most one attracting periodic orbit. In Lemma 16 below, we shall make use the interval dichotomy to prove that if f has an attracting periodic orbit, then its basin of attraction has full Lebesgue measure.
We observe that this lemma is not a straightforward application of Mañe's theorem, at least in the presence of a saddle-node. Because of the negative Schwarzian derivative, f cannot have weak repellers and so, the only type of non-hyperbolic periodic orbit allowed is the saddle-node one. Nevertheless, if f has a saddle-node, the closure of the complement of the basin of attraction contains the saddle-node. This implies that the complement of the basin is not an uniformly expanding set and so, it is not straightforward that it has zero Lebesgue measure. We claim that O Figure 7 .
Let
Thus, by the interval dichotomy, ω g (x) ⊃ I t 0 for almost every x ∈ I t 0 . This implies that I 0 does not intersect the basin of attraction of a periodic attractor nor it is a wandering interval. Thus, by the homterval lemma, there is some n ≥ 0 such that g n | It 0 is a diffeomorphism and {a, b, c} ∩ g n (I t 0 ) = ∅, but this implies that g n (I t 0 ) ∩ J = ∅ and as a consequence the orbit (with respect to g and also f ) of almost Therefore, we may suppose that f has a cycle of intervals U = I 1 ∪ · · · ∪ I n , I j = [a j , b j ], and also that Leb(B 1 (f )) > 0. It follows from Corollary 9 that this cycle of intervals is unique. Thus, As Interior(ω f (c)) = ∅, we can pick an open interval I = (a, b) contained in U \ ω f (c). As O + f (c) ∩ I = ∅ and we know that Leb({x ; ω f (x) ⊃ U ⊃ I}) > 0, it follows from the interval dichotomy (Proposition 13) that ω f (x) ⊃ I for almost every x ∈ I. By the homterval lemma, either c ∈ I or there is some ≥ 1 such that f | I is a diffeomorphism and c ∈ f (I). Thus, ω f (x) ⊃ f (I) for almost every x ∈ I and also for almost every x ∈ T := f (I). As a consequence, Interior(ω f (x)) ∩ Interior(U) = ∅ for almost every x ∈ T . Therefore, it follows from Lemma 8 that ω f (x) = U for almost every x ∈ T . Let T = {x ∈ T ; ω f (x) = U}. As T is an open interval containing c, it follows from Mañe's theorem that Leb( n≥0 f −n (T )) = 1 and so, Leb( n≥0 f −n (T )) = 1 (because f * Leb Leb). That is, Leb([0, 1] \ B 1 (f )) = 0, contradicting our assumption.
It follows from the claim that A := U is a minimal attractor and β f (A) contains almost every point of [0, 1], concluding the proof of the theorem. 
where
Proof. Note that
Let n 0 ≥ 0 be such that Re(g n (η)) ∈ I for all n ≥ n 0 and all η ∈ C g (I).
for all
Thus, we can conclude that
As K is a compact set, W is a finite set and K ∩ W = ∅, it follows that every point of W is an isolated point of α∈Cg Re(O + g (α)). Thus, follows from Corollary 15 that Leb({x ∈ D ; ω g (x) ⊂ K}) = 0. By definition, if J is a wandering interval then J ∩ C f = ∅. Nevertheless, the border of J, ∂J, may contain some c ∈ C f . In this case, we have either c − i ∈ J or c + i ∈ J. Let W f be the set of all α ∈ C f contained in a wandering interval. If α = c − i ∈ W f , define p γ as the infimum of all 0 < t < c such that (t, c) is a wandering interval and define J γ = (p γ , c). Analogously, if α = c + i ∈ W f , define p γ as the supremum of all c < t < 1 such that (c, t) is a wandering interval and define J γ = (c, p γ ). The maximal wandering interval J α is called the exceptional wandering interval associated to α. Given α ∈ C f define the shadow of α as
Definition 18 (Ewi attractors).
We say that A is an Ewi (exceptional wandering interval) attractor if A = Re(ω f (α)) for some α ∈ W f . Notice that the basin of attraction of A, Figure 9 . In the picture of the left side, we have the graphic of a contracting Lorenz map f whose restriction to the interval J, the interval with boundary on the critical values, is a gap map. In the right side of the picture we have the map F as in the Example 19. This map F has an Ewi attractor, as the wandering interval I has an exceptional point a in its boundary. 
see Figure 9 . The interval I is a wandering interval for F with the exceptional point a belonging to the boundary of I. Thus, F has an Ewi attractor.
Let B 2 (f ) = α∈W f {x ; ω f (x) = Re(ω f (α))} and define 
We may assume that γ n = c − i for some c ∈ C f , the case c + i is analogous. Let c ∈ C f and ≥ 0 be such that f (p γn ) = c. Write I = (p γn , c) and q = 
where σ = (2 sup |f |) −1 . Note that C g = C f ∪{p γn −i, p γn +i}, q is an attracting fixed point for g and I belongs to the basin of attraction of q. In particular, α∈{pγ n +i,γn} Re(
where C g (I) = {η ∈ C g ; Re(O + g (η)) ∩ I = ∅}. As C f ∩ J γn = ∅ (because J γn is a wandering interval) and as f (p γn − i) ∈ C f , we obtain that
Thus, it follows from Lemma 17 that
for almost all
and it follows from (7) that
Thus, assume that γ n − i / ∈ C g (I) and let
Furthermore, using (6) we also get
From (7) and (8) follows that
) is compact and
we get that any y ∈ K(g)\ α∈C f \Cg(I) Re(O + g (α)) is an isolated point of α∈Cg Re(O + g (α)). Thus, it follows from Corollary 15 that
As a consequence, for almost all
it and set U (y) = {x ∈ [0, 1] \ B(f ) ; y ∈ ω f (x)}. If Leb(U (y)) > 0 then it follows from Corollary 15 that
With this, we finish the proof of the induction step, as well the proof of the lemma.
. Thus, Lemma 20 can be rewritten as:
Given
To prove the claim above, we may assume Leb(U(γ)) > 0. By Lemma 20, that γ ∈ C 0 f . We can also assume that γ = c − i for some c ∈ C f , the case c + i is analogous.
Take any n ≥ n 0 so that Leb(U(γ, n)) > 0 and choose a point q
. By the maximality of J γ , the interval (c − 1/n, p γ ) is not a wandering one. Thus, either (c−1/n, p γ ) is contained in the basin of a periodic-like attractor, or (c−1/n, p γ )∩O − f (C f ) = ∅. The first situation is impossible, as it would imply that p γ would be attracted by the periodic-like attractor and then J γ wouldn't be a wandering interval. So, we have (c − 1/n, p γ ) ∩ O − f (C f ) = ∅ and we are free to choose q as above. Taking I = (q, c), we shall now consider two functions, g : Figure 11 . In this picture we have in the left side a map f and in the right side the associated map g which is equal to f outside the interval [q, c], has p γ ∈ (q, c) as a fixed point and C f ∪{q} as its exceptional set (see Lemma 21) .
where σ = (2 sup |f |) −1 . In Figure 11 we can compare the maps f and g. Notice that g| I is a contraction and ω g (x) = p γ ∀ x ∈ I. Applying Lemma 17, we get for almost all
and in this case, for almost all x ∈ U(γ, n) we have
. So, we may suppose that q − i / ∈ C g (I). In this case,
and so,
Let ≥ 1 be so that f (q) ∈ C f and write K(g) = {q, · · · , f −1 (q)}. Thus,
This implies that Re(O
) and so, it follows from (12) and (13) that
As K 0 is a finite set and A(C f \ C g (I)) is compact, we get that every
) is an isolated point of α∈Cg Re(O + g (α)). Thus, it follows from Corollary 15 that
Therefore, it follows from (11), (14), (15) and γ ∈ C g (I) that
proving the claim as well as the theorem.
Using Lemma 21, we get
for almost all x ∈ [0, 1] \ B(f ), proving the theorem.
Notice that we did not use Mañe theorem to prove Theorem 1 above. Indeed, we only use Mañe's result in the proof of the uniqueness of the attractor for S-unimodal maps in Theorem B. As a consequence, the corollary below does depend on Mañe's theorem. 
On the other hand, by Lemma 7, Interior(ω f (x)) ∩ C f = ∅ for every x ∈ B 1 (f ) and so, we conclude the proof.
Now we can prove our main theorem.
Proof of Theorem A. Using the adapted Singer's theorem, we can conclude that the basin of attraction of each periodic-like attractor contains at least one element of C f \ W f . This means that, writing
Moreover, each cycle of intervals contains at least one point c ∈ C f (Lemma 7), and so it contains at least two elements of C f \ W f , i.e., c ± i. By the definition of Ewi attractors, each of them contains at least one element of C f . Furthermore, if C 0 is the set of all α ∈ C f contained in the basin of a periodic-like attractor and C 1 is the set of all c ∈ C f contained in the interior of a cycle of intervals then
Thus, f has at most 2 #C f attractors that are periodic-like attractors or cycle of intervals or Ewi attractors. Let {A 1 , · · · , A s } be the collection of all periodic-like attractors, cycle of intervals and Ewi attractors, where 0 ≤ s ≤ 2 #C f .
On the other hand, if x ∈ [0, 1] \ B(f ), it follows from the Theorem 1 that almost sure we have
Thus, for almost all x ∈ [0, 1]\B(f ) there is some A ∈ {A(U ) ; U ∈ U} such that ω f (x) = A.
; U ∈ U} and n = s + t then, for almost all x ∈ [0, 1] we have
In particular,
Contracting Lorenz maps
In this section we shall deal with orientation preserving maps of the interval. We say that
The notion of nice intervals was introduced by Martens [31] to study induced maps of the interval. In most of the results of this section, like Lemma 23, 24 and 25, we are not asking the intervals to be nice, but only "partially" nice, that is, the orbit of one of the points in the boundary of the interval should not intersect the interval. This is important to prove Proposition 27 and to conclude that contracting Lorenz maps do not admit Ewi attractors. 
n | I and let T = (t, s ) with s ≤ s be the maximal interval such that f n | T is a homeomorphism and that F n (T ) ⊂ J. If s < s then there is some 1 ≤ < n such that f (T ) ∩ J = ∅. As f (I) ∩ J = ∅ (because n is the first return to J for the points of I), we get J ⊃ f (T ). As c / ∈ f (T ), because f n | T is a diffeomorphism, and as f is orientation preserving, we get f (t) < f (s) < a < f (s ). But this implies that f n− (a) ∈ (a, b), contradicting our assumption. So, s = s and T = I. Now, suppose that F (I) = J. By the maximality of T there is some 0 ≤ < n such that c ∈ f (∂T ). As f j (I) ∩ J = ∅ ∀ 1 ≤ j < n, we get c ∈ ∂I, i.e., I = T = (t, c) and so, F (I) = (F (t + ), F (c − )). Furthermore, as t = c and as f j (I) ∩ (a, b) = ∅ ∀ 0 ≤ j < n, it follows that f j (t) = c ∀0 ≤ j < n. So,
Claim. f n (t) = a.
Proof of the claim. As f n (t) is well defined, f is orientation preserving and f n ((t, c))
which contradicts the fact that I is a connected component of J * .
Thus, the proof of the lemma follows from (17) and the claim above. 
Proof. If a ∈ Per(f ) there is nothing to prove. Thus, we may assume that a / ∈ Per(f ).
Proof of the claim. First note that a ∈ ∂J does not belong to the boundary of any connected component of
So, F (a + i) = a + i implies that f n (a) = a, contradicting our assumption. Assume that J * ∩ (a, c) has more than one connected component. In this case, let I = (p, q) be a connected component of J * such that q < c. Then, by Lemma 23, F (I) = J ⊃ I. This implies that either F has a fixed point y ∈ I (proving the claim) or that p = a and F (a + i) = a + i. As we have seen before, F (a + i) = a + i implies that f n (a) = a (where F | I = f n | I ), contradicting our assumption. Now, suppose that J * ∩ (a, c) has only one connected component. Let I = (p, q) be this single connected component and let n ≥ 1 be such that F | I = f n | I . We may suppose that F | I does not have a fixed point. Let I = (p, c) for some p ∈ [a, c). By Lemma 23, c must belongs to the boundary of I or we have that p = a and also F (a + i) = a + i. Again F (a + i) = a + i implies that a ∈ Per(f ), contradicting our assumption. Thus, a < p < c.
As F (I) = (a, F (c − )) (Lemma 23) and as
So, q := lim n (F n (x 0 )) belongs to (a, c) and satisfies F (q + ) = q ≥ p > a. Furthermore, as F (p + ) = a (Lemma 23), we get q ∈ (p, c) = I. Therefore, q is indeed a fixed point of F , proving the claim.
To finish the proof of the lemma, let q 0 ∈ Fix(F ) ∩ [a, c) and let n be the period of q 0 with respect to f . As F (q 0 ) = f n (q 0 ) = q 0 and F is the first return map to (a, b), we get ) and the domain U has to contain all the points of (a, c) or (c, b) that will return to (a, b). 
Proof. Our purpose in this lemma is to construct an induced map F : U → (a, b), with U ⊂ (a, c) or (c, b) as sketched in Figure 12 . The induced map F will not be the restriction of the first return map to (a, b) and it will be constructed inductively. For this, suppose that a ∈ Per(f ), c − does not belong to the basin of a periodic-like attractor, c − ∈ ω f (c − ) and O + f (c − ) ∩ (c, b) = ∅ (the other case is analogous). Let r : U → N be the first return time to (a, b) (r(x) = min{j ≥ 1 ; f j (x) ∈ (a, b)}), where U is the set of x ∈ (a, b) \ {c} such that f n (x) ∈ (a, b) for some n ∈ N. Let F : U → (a, b) be the first return map to (a, b), that is, F(x) = f r (x) (see Figure 13 for a sketch of some possible graphics of F).
Let U 0 = U ∩ (a, c) and P 0 be the collection of connected components of U 0 . As a ∈ Per(f ) and O + f (c − ) ∩ (a, c) = ∅, there are I a , I 0 ∈ P 0 such that a ∈ ∂I a and c ∈ ∂I 0 . Write I a = (a, α) and I 0 = (t 0 , c). Note that F(I) = (a, b) ∀I ∈ P 0 \ {I 0 } and, as f preserves orientation, F(I 0 ) = (a, f r(I 0 ) (c − )) ⊂ (a, c). Furthermore, I 0 = I a . Otherwise I 0 = (a, c) and, as F(I 0 ) ⊂ (a, c), this will imply the existence of a periodic-like attractor, contradicting our hypothesis. Set R 0 = r| (a,c) and
We now construct a sequence F n : U n → (a, b) of f -induced maps defined on open sets U n ⊂ (a, c), with induced time R n . The collection of connected components of U n will be Figure 13 . In this picture we have sketches of some possible graphics of the first return map F to the interval (a, b) (see Lemma 25) .
denoted by P n , n ∈ N. For each n ≥ 0 there will be an element of P n , denoted by I n , such that c ∈ ∂I n . This sequence will satisfy the following properties:
(1) I a ∈ P n ∀ n;
, 0 is precisely the first return time with respect to F 0 of c − to (α, c).
, where I is the element of P 0 containing F 0 0 (c − ). By construction, I 0 I 1 ∈ P 1 , c ∈ ∂I 1 and Figure 14) . Inductively, suppose that F n−1 : U n−1 → (a, b) is already defined. Let n−1 = 1+max{j ≥ 1 ; F j n−1 (I n ) ⊂ I a }, i.e., n−1 is the first return time with respect to F n−1 of c − to (α, c).
Rn (x), P n be the collection of connected components of U n and I n = ((F n−1 ) n−1 | I n−1 ) −1 (I), where I is the element of P n−1 containing (F n−1 ) n−1 (c − ). By construction, I n−1 I n ∈ P n , c ∈ ∂I n and R n (I n ) = R n−1 (I n−1 )
Claim 7. t n → c. Proof. Otherwise f j | (t∞,c) will be a homeomorphism for all j ∈ N, where t ∞ = lim n t n (because F k is monotone on (t ∞ , c) ∀ k ≥ 1 and R k ((t ∞ , c)) = R k (I k ) → ∞). That is, (t ∞ , c) is a homterval. It follows from the Homterval Lemma that (t ∞ , c) is either a wandering interval or (t ∞ , c) belongs to the basin of a periodic-like attractor. As (t ∞ , c) can not be a wandering interva, because c − ∈ ω f (c − ), we get that (t ∞ , c) belongs to the basin of a periodic-like attractor. But this implies that c − belongs to the basin of a periodic-like attractor, which contradicts the hypothesis of the Lemma.
To finish the proof, set t −1 = a, U = n≥0 U n ∩ (t n−1 , t n ) and F : U → (a, c) by
Notation. To make it short, instead of writing p ± i ∈ ω f (x) as in Definition 3, we will write p ± ∈ ω f (x). That is, we write (a, c) is not wandering and it is not contained in the basin of attraction of a periodic-like orbit. It follows from the homterval lemma that there is some n ≥ 1 such that c ∈ f n ((a, c)) and that f n | (a,c) is a diffeomorphism. Therefore, c ∈ ω f (x) for every x ∈ f n ((a, c))\O − f (c). Let I = (a max , b max ) be the maximal open interval such that
Let t 0 , t 1 ≥ 0 be the smaller integers such that f t 0 ((a max , c)) ∩ I and f t 1 ((c, b max )) ∩ I = ∅ (because of (18), these numbers are well defined). Furthermore, it follows from the maximality that I is a nice interval and f t 0 ((a max , c))
As f is an orientation preserving map, I = (a max , b max ) is a nice interval and f does not admit attracting periodic-like orbits, we get f t 0 (a max ) = a max < c < f
and that both F 0 := f t 0 | (amax,c) and
, is given by
and it is conjugated to a contracting Lorenz map.
accumulates on c from both sides.
Contracting Lorenz maps without periodic attractors. To prove Theorem C we shall consider two main cases: maps with or without periodic-like attractors. Firstly, we will prove the uniqueness of attractors for maps without periodic-like attractor (Corollary 28). Thereafter, we study maps with periodic-like attractors, showing that we get one or, at most, two attractors. ∈ ω f (x) ∀ x ∈ W (the case where c − / ∈ ω f (x) for a positive set of points x ∈ [0, 1] is analogous). As Leb({x ; c / ∈ ω f (x)}) = 0 (Corollary 1), we get that c − ∈ ω f (x) for Lebesgue almost every x ∈ W . Thus, there is some ε > 0 and V ⊂ W , with Leb(V ) > 0, such that
and
, then the proof follows from Lemma 26. Thus, we may assume that this is not the case. That is, for every δ > 0 there are a δ ∈ (c − δ, c) so that c / ∈ O + f (a δ ). First, suppose that c − is not recurrent, i.e., c − / ∈ ω f (c − ). In this case, let δ ∈ (0, ε) be such that O 
and R : U → N be given by Lemma 25. In this case, we also have F (I) = J for every connected component of U .
Note that, independently of c − being recurrent or not, V ⊂ U . Let C 0 ⊂ (c, b) be a finite set and g : (c, b) \ C 0 → (c, b) be any C 3 orientation preserving local diffeomorphism with
Because G n (x) = F n (x) ∀ x ∈ V and ∀ n ∈ N, we get G(V ) ⊂ V . Let P be the collection of connected components of U. Notice that G(P ) = (a, b) ∀ P ∈ P. Thus, as SG < 0 and Contracting Lorenz maps with periodic attractors. By Singer's theorem, a contracting Lorenz map can have at most two attracting periodic-like orbits. In Figure 15 we give some simple examples of contracting Lorenz maps with one or two periodic-like fixed points. In these examples it is not difficult to guess that the union of the basins of attraction of the attracting periodic-like orbits contains almost every point. Nevertheless, it is not obvious that this is the case when a contracting Lorenz map has attracting periodic orbits with large periods. Assuming the non-flatness condition, this was proved in [42] . Here we present a proof of this result without the additional hypothesis of non-flatness of the critical point. 
It is easy to check that the maximality of (a, b) implies that a, b ∈ Per(f ) (indeed, the first return map to [a, b] is conjugated to a contracting Lorenz map).
Similarly to the proof of Lemma 16, we claim that
) and C g = {c} ∪ ∂J, see Figure 16 . Letting U = [0, 1] \ B 0 (f ) and assuming by contradiction that Leb(U) > 0, one can show (following the proof of Lemma 16) the existence of a connected component
Thus, by the interval dichotomy (Proposition 13), ω g (x) ⊃ I t 0 for almost every x ∈ I t 0 . By homterval lemma, we get n ≥ 0 such that g n | It 0 is a Figure 16 . In the left side we have a contracting Lorenz map and in the right side the associated map g that is equal to f outside the interval J, see Lemma 29.
diffeomorphism and C g ∩ g n (I t 0 ) = {a, b, c} ∩ g n (I t 0 ) = ∅ and so, g n (I t 0 ) ∩ J = ∅. As a consequence the orbit (with respect to g and also f ) of almost every point of U ∩ I t 0 intersects J, contradicting the definition of U. First suppose that ∃ δ > 0 such that (c − δ, c) belongs to the basin of attraction of a periodic-like attractor A 2 (A 2 may be equal to A 1 ). We then apply Lemma 29 and conclude the proof.
Thus, we may assume that, for every δ > 0, (c − δ, c) is not contained in the basin of attraction of a periodic attractor. In particular this implies, by Singer's theorem, that A 1 is the unique periodic-like attractor of f .
Claim. If (a, c) is a homterval for some a < c, then Leb(β f (A 1 )) = 1.
Proof of the claim. Let I = (a , c) be the maximal homterval containing (a, c). As I is a homterval, ω f (x) = ω f (y), ∀ x, y ∈ I. Thus, if I ∩ β f (A 1 ) = ∅ then I ⊂ β f (A 1 ) and by Lemma 29 
As Re(ω f (c + i)) = A 1 , if c − i / ∈ Re(ω f (c − i)) then ∃ 0 < a < c such that Re(O + f (V f )) ∩ (a, c) = ∅, where V f = {f (c − i), f (c + i)}. Thus, by the interval dichotomy, ω f (x) ⊃ (a, c) for almost every x ∈ (a, c). This implies the existence of a cycle of intervals, which is a contradiction. As a conclusion we have c − i ∈ Re(ω f (c − i)).
Claim. If #A 1 ≥ 2 then c / ∈ A 1 .
Proof of the claim. Suppose that c ∈ A 1 and let n ≥ 2 be the period of c+i. Let T := (c, t) the be the maximal interval such that f n | T in a diffeomorphism. We claim that f n (t − ) > t. Indeed, by the maximality of T either t = 1 or ∃ 1 ≤ < n such that f n (t) = c. As t = 1 implies that n = 1, we conclude that f (t) = c, for some 1 ≤ < n. As f is a preserving orientation map, we get that f (T ) = f ((c, t)) = (f (c + ), c) =: I and also that f n (T ) = (f n (c + ), f n (t − )) = f n− ((f (c + ), c)) = (f n (c + ), f n− (c − )). Thus, if f n (t − ) ≤ t − then either t−i is a periodic-like point with c−i ∈ O + f (t−i) or c < f n− (c − ) = f n (t − ) < t. The first case is impossible because it implies the existence of a second attracting periodic-like orbit, and we are assuming the A 1 is the unique one. On the other hand, c < f n− (c − ) = f n (t − ) < t implies that c < f k n (x) < f (k−1)n (x) < · · · < f n (x) < x for every x ∈ (c, t) and this means that T = (c, t) ⊂ β f (A 1 ). As a consequence, T = f (T ) ⊂ β f (A 1 ) which contradicts the assumption that (c − δ, c) is not contained in the basin of attraction of a periodic-like attractor ∀ δ > 0.
Notice that, A 1 ∩ (0, c) = ∅ if and only if A 1 is an attracting fixed-like point q ∈ [c, 1]. As we are assume that p is the unique attracting periodic-like point it is easy to see that if A 1 is a fixed-like point then f (c − ) > c and that (c, 1) ⊃ β f (q). In this case one can conclude easily that β f (q) = (0, 1).
So, we may assume that A 1 ∩ (0, c) = ∅ and, by the claim just above, we get that c / ∈ A 1 . Let J := (p, q) be the connected component of (0, 1) \ A 1 containing c. Thus, J is a nice interval containing c and p ∈ Per(f ). By Singer's theorem, (c, q) ⊂ β f (A 1 ) and so, O + f (c − ) ∩ (c, q) = ∅. As we also have that q ∈ Per(f ), c − does not belong to the basin of attraction of A 1 (the unique periodiclike attractor of f ) and c − ∈ ω f (c − ), we can consider U ⊂ (p, c), F : U → (p, q) and R : U → N as in Lemma 25 . Note that V (p) ⊂ U . Let C 0 ⊂ (c, q) be a finite set and g : (c, q) \ C 0 → (c, q) be any C 3 orientation preserving local diffeomorphism with Sg < 0.
Set U = U ∪ (c, q) \ C 0 and G : U → (p, q) by
Because G n (x) = F n (x) ∀ x ∈ V (p) and ∀ n ∈ N, we get G(V (p)) ⊂ V (p). Let P be the collection of connected components of U. As, G(P ) = (p, q) ∀ P ∈ P, SG < 0 and Leb n≥0 G −n (U) ≥ Leb(V (p)) > 0, it follows from Lemma 12 that ω F (x) = ω G (x) = [p, q] for almost every x ∈ V (p). In particular, the ω-limit set of almost every x ∈ V (p) is a cycle of intervals. This is a contradiction, as f can not admit a cycle of intervals. Thus, we necessary have Leb([0, 1] \ β f (A 1 )) = 0, which concludes the proof. Further comments. Here we have dealt with metrical attractors. On the other hand, notice that for non-flat C 3 maps of the interval [0, 1] with negative Schwarzian derivative it is known that the number of topological attractors is bounded by the number of critical points [15, 22] . Also notice that the topological attractors and the metrical ones may not be the same, as is the case of the wild attractors [9] . For maps with discontinuities, Brandão showed in [5] that contracting Lorenz maps have either one single topological attractor (with its basin of attraction being a residual subset of the interval) or two attracting periodic orbits whose union of basins of attraction is a residual subset of the interval. In the context of topological attractors, the question of finiteness of the number of attractors for discontinuous maps with more than one critical point remains largely open.
