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FORMULAS FOR MULTIPLIER IDEALS ON SINGULAR
VARIETIES
SHUNSUKE TAKAGI
Dedicated to Professor Kei-ichi Watanabe on the occasion of his sixtieth birthday.
Abstract. We prove a generalization of Demailly-Ein-Lazarsfeld’s subadditivity
formula [DEL] and Mustat¸aˇ’s summation formula [Mu] for multiplier ideals to the
case of singular varieties, using characteristic p methods. As an application of our
formula, we improve Hochster-Huneke’s result [HH4] on the growth of symbolic
powers of ideals in singular affine algebras.
Introduction
Multiplier ideals satisfy several nice properties related to vanishing theorems,
making them an important tool in higher dimensional geometry. They are defined
as follows: let X be a Q-Gorenstein normal variety over a field of characteristic zero
and let a ⊆ ØX be an ideal sheaf of X . Suppose that f : X˜ → X is a log resolution
of (X, V (a)), that is, f is proper and birational, X˜ is nonsingular and f−1V (a) = F
is a divisor with simple normal crossing support. If KX˜/X is the relative canonical
divisor of f , then the multiplier ideal of a with coefficient t ∈ R>0 is
J (at) = J (t · a) = f∗ØX˜(⌈KX˜/X − tF ⌉) ⊆ ØX .
The reader is referred to [La] for general properties of multiplier ideals.
Demailly, Ein and Lazarsfeld [DEL] proved a subadditivity property of multiplier
ideals on smooth varieties, which states that the multiplier ideal of the product of
two ideals is contained in the product of their individual multiplier ideals. Their
strategy is as follows: first the problem is pulled back to the product X × X and
then the desired formula on X is recovered by restricting to the diagonal. This proof
relies heavily on the fact that the diagonal embedding is a complete intersection
and so it works only on nonsingular varieties. Indeed, several counterexamples
to their formula are known on singular varieties (see [TW]). Later Mustat¸aˇ [Mu]
also proved a formula for the multiplier ideal of a sum of two ideals analogous to
Demailly-Ein-Lazarsfeld’s formula. Though his proof uses a more subtle argument,
it follows essentially the same idea as above, and therefore the assumption that X is
nonsingular is also necessary for his proof. In this paper, we prove a generalization
of the above two formulas for multiplier ideals to the case of singular varieties, using
the theory of tight closure.
The notion of tight closure is a powerful tool in commutative algebra introduced
in 1980’s by Hochster and Huneke [HH1] using the Frobenius map. In this theory,
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the test ideal τ(R) plays a central role. Hara and Yoshida [HY] introduced a gen-
eralization of the test ideal, the ideal τ(at) associated to a given ideal a with real
exponent t > 0, and they showed that this ideal corresponds to the multiplier ideal
J (at) via reduction to characteristic p≫ 0. By virtue of their result, we can study
local properties of the multiplier ideal J (at) by examining those of the ideal τ(at).
First we prove subadditivity and summation formulas involving the Jacobian ideal
for τ(at) on singular affine algebras, by taking advantage of arguments developed in
[HH4] and [HT]. After that, via the above correspondence, we obtain the following
formulas for multiplier ideals.
Theorem 0.1. Let X be a normal Q-Gorenstein variety over a field K of charac-
teristic zero and let J(X/K) be the Jacobian ideal sheaf of X over K. Let a, b ⊆ ØX
be two nonzero ideal sheaves on X and fix any real numbers s, t > 0.
(1) (Subadditivity formula)
J(X/K)J (atbs) ⊆ J (at)J (bs).
(2) (Summation formula)
J ((a+ b)t) =
∑
λ+µ=t
J (aλbµ).
In particular,
J(X/K)J ((a+ b)t) ⊆
∑
λ+µ=t
J (aλ)J (bµ).
As an application of our subadditivity formula, we prove a generalization of the
result due to Ein-Lazarsfeld-Smith [ELS] and Hochster-Huneke [HH4] concerning
the growth of symbolic powers of ideals in affine K-algebras. Hochster and Huneke
proved that if h is the largest height of an associated prime of an ideal a ⊆ R and
J is the Jacobian ideal of R over K, then Jn+1a(hn) ⊆ an for all n ≥ 0. Here, if
W is the complement of the union of the associated primes of a, a(t) denotes the
contraction of atRW to R, where RW is the localization of R at the multiplicative
system W . They then asked whether the exponent n + 1 used on the Jacobian
ideal is best possible. Recently Hara [Ha2] defined a variant of τ(at) corresponding
to asymptotic multiplier ideals and applied it to give an alternative proof of their
result in the case where R is regular. Employing the same strategy (which can be
traced back to the method in [ELS]), we use our subadditivity formula to improve
Hochster-Huneke’s result by decreasing the exponent on the Jacobian ideal by 1.
Theorem 0.2. Let R be an equidimensional reduced affine algebra over a perfect
field K of positive characteristic and J = J(R/K) be the Jacobian ideal of R over
K. Let a ⊆ R be any ideal which is not contained in any minimal prime ideal. Let
h be the largest analytic spread of aRP as P runs through the associated primes of
a. Then, for every integer m ≥ 0 and every integer n ≥ 1,
Jna(hn+mn) ⊆ (a(m+1))n.
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1. Preliminaries on a generalization of test ideals
In this section, we briefly review the definition and fundamental properties of a
generalization of test ideal τ(at) which we need later. We refer the reader to [HY]
and [HT] for the proofs.
In this paper, all rings are excellent reduced commutative rings with unity. For
a ring R, we denote by R◦ the set of elements of R which are not in any minimal
prime ideal. Let R be a ring of characteristic p > 0 and F : R → R the Frobenius
map which sends x ∈ R to xp ∈ R. For an integer e > 0, the ring R viewed as
an R-module via the e-times iterated Frobenius map F e : R→ R is denoted by eR.
Since R is assumed to be reduced, we can identify F e : R → eR with the natural
inclusion map R →֒ R1/p
e
. We say that R is F-finite if 1R (or R1/p) is a finitely
generated R-module.
Let R be a ring of characteristic p > 0 and M an R-module. For each integer
e > 0, we denote Fe(M) = FeR(M) := M ⊗R
eR and regard it as an R-module by
the action of R on eR from the right. Then we have the induced e-times iterated
Frobenius map F eM : M → F
e(M). The image of z ∈ M via this map is denoted by
zq := F e(z) ∈ Fe(M), where q = pe. For an R-submodule N of M , we denote by
N
[q]
M the image of the induced map F
e(N)→ Fe(M).
Now we recall the definition of at-tight closure.
Definition 1.1 ([HY, Definition 6.1]). Let a be an ideal of a ring R of characteristic
p > 0 such that a ∩ R◦ 6= ∅ and let N ⊆ M be R-modules. Given a real number
t > 0, the at-tight closure N∗a
t
M of N in M is defined to be the submodule of M
consisting of all elements z ∈M for which there exists c ∈ R◦ such that
czqa⌈tq⌉ ⊆ N
[q]
M
for all large q = pe, where ⌈tq⌉ is the least integer which is greater than or equal to
tq. The at-tight closure of an ideal I ⊆ R is just defined by I∗a
t
= I∗a
t
R .
Remark 1.2. (1) When a is the unit ideal, at-tight closure is nothing but classical
tight closure. The reader is referred to Hochster-Huneke’s original paper [HH1] for
the classical tight closure theory.
(2) (Several exponents) The real exponent t for at-tight closure in Definition 1.1 is
just a formal notation, but it is compatible with “real” powers of the ideal. Namely,
if b = an for n ∈ N, then at-tight closure is the same as bt/n-tight closure. This allows
us to extend the definition to several real exponents: given ideals a1, . . . , ar ⊆ R
with ai ∩ R 6= ∅ and real numbers t1, . . . , tr > 0, if ti = tni for t ∈ R>0 and
ni ∈ N with i = 1, . . . , r, we can define a
t1
1 . . . a
tr
r -tight closure to be (a
n1
1 . . . a
nr
r )
t-
tight closure. If N is a submodule of R-module M , then an element z ∈M is in the
a
t1
1 . . . a
tr
r -tight closure N
∗a
t1
1 ...a
tr
r of N in M if and only if there exists c ∈ R◦ such
that czqa
⌈t1q⌉
1 . . . a
⌈trq⌉
r ⊆ N
[q]
M for all q = p
e ≫ 0.
Now using the at-tight closure of the zero submodule, we define two ideals τ(at)
and τ˜ (at).
Proposition-Definition 1.3 ([HY, Proposition-Definition 1.9], cf.[HH1]). Let R
be an excellent reduced ring of characteristic p > 0, let a ⊆ R be an ideal with
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a∩R◦ 6= ∅ and let t > 0 be a real number. Let E =
⊕
m
ER(R/m) be the direct sum,
taken over all maximal ideals m of R, of the injective hulls of the residue fields R/m.
Then the following ideals are equal to each other and we denote them by τ(at).
(i)
⋂
M
AnnR(0
∗at
M ), where M runs through all finitely generated R-modules.
(ii)
⋂
M⊂E
AnnR(0
∗at
M ), where M runs through all finitely generated submodules of
E.
(iii)
⋂
J⊆R
(J : J∗a
t
), where J runs through all ideals of R.
Definition 1.4 ([HT, Definition 1.4]). Let E =
⊕
m
ER(R/m) be as in Definition-
Theorem 1.3. Then we define the ideal τ˜(at) by
τ˜(at) = AnnR(0
∗at
E ).
In general τ˜(at) ⊆ τ(at), and we have no example in which these two ideals
disagree.
Theorem 1.5 ([HY, Theorem 1.13], cf.[AM]). Let R be an excellent normal Q-
Gorenstein ring of characteristic p > 0. Then, for every real number t > 0 and
every ideal a ⊆ R such that a ∩ R◦ 6= ∅,
τ(at) = τ˜ (at).
Next we define the notion of at-test elements, which is useful to study the ideal
τ(at). We refer the reader to [HY, Theorem 1.7, 6.4] and [HT, Corollary 2.4] for the
existence of at-test elements.
Definition 1.6 ([HY, Definition 6.3]). Let a be an ideal of a ring R of characteristic
p > 0 such that a ∩ R◦ 6= ∅ and let t > 0 be a real number. An element d ∈ R◦ is
called an at-test element if for every finitely generated R-module M and z ∈M , the
following holds: z ∈ 0∗a
t
M if and only if dz
qa⌈tq⌉ = 0 for all powers q = pe of p.
A criterion for the existence of at-test elements given in [HT, Corollary 2.4] also
works for “test elements for 0∗a
t
E .”
Theorem 1.7. Let (R,m) be an F-finite reduced local ring of characteristic p > 0
and let E = ER(R/m) be the injective hull of the residue field R/m.
(1) (cf. [HH2, Theorem 3.3]) Let d ∈ R◦ be an element such that the localized
ring Rd is regular. Then some power d
n of d belongs to τ˜ (R).
(2) (cf. [HT, Corollary 2.4]) Let d ∈ R◦ be an arbitrary element of τ˜ (R). Then,
for all ideals a ⊆ R such that a ∩R◦ 6= ∅ and for all real numbers t > 0, the
following holds: for every element z ∈ E, z ∈ 0∗a
t
E if and only if dz
qa⌈tq⌉ = 0
for all powers q = pe of p.
Proof. The proofs are essentially the same as those of [HH2, Theorem 3.3] and [HT,
Corollary 2.4]. 
The following lemma gives a characterization of the ideal τ˜(at).
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Lemma 1.8 ([HT, Lemma 2.1]). Let (R,m) be an F-finite reduced local ring of
characteristic p > 0, let a ⊆ R be an ideal such that a ∩ R◦ 6= ∅ and let t > 0
be a real number. Let d ∈ R◦ be an element of τ˜ (R). Fix a system of generators
x
(e)
1 , . . . , x
(e)
re of a
⌈tq⌉ for each q = pe. Then an element c ∈ R belongs to τ˜ (at) if and
only if there exist an integer e′ > 0 and R-linear maps φ
(e)
i ∈ HomR(R
1/pe, R) for
0 ≤ e ≤ e′ and 1 ≤ i ≤ re such that
c =
e′∑
e=0
re∑
i=1
φ
(e)
i ((dx
(e)
i )
1/pe).
As applications of Lemma 1.8, we can show that the ideal τ˜ (at) commutes with
localization and completion.
Proposition 1.9 ([HT, Proposition 3.1]). Let (R,m) be an F-finite reduced local
ring of characteristic p > 0, let a ⊆ R be an ideal such that a∩R◦ 6= ∅ and let t > 0
be a real number. Let W be a multiplicatively closed subset of R. Then
τ˜ ((aRW )
t) = τ˜ (at)RW .
Proposition 1.10 ([HT, Proposition 3.2]). Let (R,m) be an F-finite reduced local
ring of characteristic p > 0, let a ⊆ R be an ideal such that a∩R◦ 6= ∅ and let t > 0
be a real number. Let R̂ denote the m-adic completion of R. Then
τ˜ ((aR̂)t) = τ˜ (at)R̂.
Also we have Skoda’s theorem for τ˜(at) with the aid of Lemma 1.8.
Theorem 1.11 ([HT, Theorem 4.2]). Let R be an F-finite reduced ring of charac-
teristic p > 0. Let a ⊆ R be an ideal such that a ∩R◦ 6= ∅ and assume that a has a
reduction generated by l elements. Let b be an ideal of R such that b ∩ R◦ 6= ∅ and
let t > 0 be a real number. Then
τ˜(albt) = τ˜ (al−1bt)a.
Set up 1.12. Let R be an algebra essentially of finite type over a field k of charac-
teristic zero, let a ⊆ R be an ideal and let t > 0 be a real number. One can choose
a finitely generated Z-subalgebra A of k and a subalgebra RA of R essentially of
finite type over A such that the natural map RA ⊗A k → R is an isomorphism and
aAR = a where aA = a ∩ RA ⊆ RA. Given a closed point s ∈ Spec A with residue
field κ = κ(s), we denote the corresponding fibers over s by Rκ, aκ. Then we refer
to such (κ,Rκ, aκ) for a general closed point s ∈ Spec A with residue field κ = κ(s)
of sufficiently large characteristic p ≫ 0 as “reduction to characteristic p ≫ 0” of
(k, R, a), and the pair (Rκ, aκ
t) inherits the properties possessed by the original pair
(R, at). Furthermore, given a log resolution f : X˜ → X = Spec R of (X, at), we can
reduce this entire setup to characteristic p≫ 0.
Hara and Yoshida prove the multiplier ideal J (at) coincides, after reduction to
characteristic p≫ 0, with the ideal τ(at) (or equivalently τ˜(at)).
Theorem 1.13 ([HY, Theorem 6.8], cf.[Ha1], [Sm]). Let (R,m) be a Q-Gorenstein
normal local ring essentially of finite type over a field of characteristic zero. Let
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a ⊆ R be a nonzero ideal and let t > 0 be a real number. Then, after reduction to
characteristic p≫ 0,
τ(at) = τ˜(at) = J (at).
2. Subadditivity formula on singular varieties
In this section, we consider a generalization of Demailly-Ein-Lazarsfeld’s subad-
ditivity formula [DEL] for multiplier ideals to the case of singular varieties via the
ideal τ(at). The following two propositions are key propositions.
Proposition 2.1. Let (R,m) be a complete reduced local ring of characteristic p > 0,
let a ⊆ R be an ideal of positive height and let t > 0 be a real number. Then, for all
ideals b ⊆ R of positive height and for all real numbers s > 0,
τ(at)∗a
t
τ(atbs) ⊆ τ(at)τ(bs).
Proof. The proof is similar to that of [HT, Theorem 4.1]. First we will see that
(0a
t
b
s
M : τ(a
t)∗a
t
)M ⊇ (0
b
s
M : τ(a
t))M
for any (not necessarily finitely generated) R-module M . Let z ∈ (0b
s
M : τ(a
t))M ,
that is, τ(at)z ∈ 0b
s
M . Then there exists c ∈ R
◦ such that cb⌈sq⌉τ(at)[q]zq = 0 in
Fe(M) for all q = pe ≫ 0. On the other hand, by definition, there exists d ∈ R◦
such that da⌈tq⌉(τ(at)∗a
t
)[q] ⊆ τ(at)[q] for all q = pe ≫ 0. Hence, one has
cda⌈tq⌉b⌈sq⌉(τ(at)∗a
t
)[q]zq ⊆ cb⌈sq⌉τ(at)[q]zq = 0
in Fe(M) for all q = pe ≫ 0, namely z ∈ (0a
tbs
M : τ(a
t)∗a
t
)M . Thus we have (0
atbs
M :
τ(at)∗a
t
)M ⊇ (0
b
s
M : τ(a
t))M .
Now assume that (R,m) is a complete local ring and let E = ER(R/m) be the
injective hull of the residue field R/m. Then by Matlis duality, AnnE(τ(b
s)) is equal
to the union of 0∗b
s
M taken over all finitely generated R-submodulesM of E. Hence, if
z ∈ AnnE(τ(a
t)τ(bs)), then there exists a finitely generated submodule M ⊂ E such
that z ∈ (0∗b
s
M : τ(a
t))E . Replacing M by M +Rz ⊂ E, one has z ∈ (0
∗bs
M : τ(a
t))M ⊆
(0∗a
t
b
s
M : τ(a
t)∗a
t
)M . Consequently, AnnE(τ(a
t)τ(bs)) is contained in the union of
(0∗a
tbs
M : τ(a
t)∗a
t
)M taken over all finitely generated submodules M ⊂ E. Therefore,
by Matlis duality again,
τ(at)∗a
t
τ(atbs) =
⋂
M⊂E
AnnR((0
∗atbs
M : τ(a
t)∗a
t
)M)
⊆ AnnR(AnnE(τ(a
t)τ(bs)))
= τ(at)τ(bs).

Proposition 2.2. Let R be an F-finite reduced ring of positive prime characteristic
p. Let a be an ideal of R such that a∩R◦ 6= ∅ and let t > 0 be a real number. Then,
for all ideals b ⊆ R with b ∩ R◦ 6= ∅ and for all real numbers s > 0,
τ˜ (at)∗a
t
τ˜ (atbs) ⊆ τ˜(at)τ˜(bs).
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Proof. Since taking annihilator is preserved under localization, we may assume that
R is a local ring with the maximal ideal m. By Proposition 1.10, we can also assume
that R is complete. By the proof of Proposition 2.1, one has (0a
t
b
s
E : τ˜(a
t)∗a
t
)E ⊇
(0b
s
E : τ˜ (a
t))E , where E = ER(R/m) is the injective hull of the residue field R/m.
By Matlis duality, we have
τ˜(at)∗a
t
τ˜(atbs) = AnnR((0
atbs
E : τ˜ (a
t)∗a
t
)E) ⊆ AnnR((0
bs
E : τ˜ (a
t))E)
= τ˜ (at)τ˜ (bs).

Remark 2.3. The proof of Proposition 2.1 (resp. Proposition 2.2) tells us that
I∗a
t
τ(atbs) ⊆ Iτ(bs) (resp. I∗a
t
τ˜ (atbs) ⊆ Iτ˜(bs)) holds for any ideal I ⊆ R under
the assumption of Proposition 2.1 (resp. Proposition 2.2).
As one of applications of Propositions 2.1 and 2.2, we give a new proof of Hara-
Yoshida’s subadditivity formula [HY, Thoerem 4.5] for τ(at) on regular rings.
Theorem 2.4 ([HY, Theorem 4.5]). Let R be a complete regular local ring of char-
acteristic p > 0 or F-finite regular ring of characteristic p > 0. Then for any two
ideals a, b of R and for any two positive real numbers t, s,
τ(atbs) ⊆ τ(at)τ(bs).
Proof. Thanks to Propositions 2.1 and 2.2, it suffices to show that τ(at)∗a
t
is the
unit ideal for every ideal a ⊆ R and every real number t > 0. We may assume
without loss of generality that (R,m) is a complete regular local ring as in the proof
of Proposition 2.2. Let E be the injective hull of the residue field of R. Since R is
regular, E ∼= Hdm(R) and E⊗R
eR ∼= Hdm(
eR). We can identify E with E⊗R
eR via the
identification of R with eR. Since the e-times iterated Frobenius map F e : R→ eR
is flat (because R is regular: cf. [Ku]), via the identification of R ∼= eR, we have
(0 : τ(at))E ⊗R
eR ∼= (0 : τ(at)[q])E in E ⊗R
eR ∼= E. Let F eE : E → E ⊗R
eR ∼= E be
the e-times iterated Frobenius map induced on E. Then F eE((0 : τ(a
t))E) generates
(0 : τ(at)[q])E in E.
On the other hand, (0 : τ(at)) = 0a
t
E by Matlis duality, because R is complete.
Since the unit 1 is an at-test element by [HY, Theorem 1.7], a⌈tq⌉F eE((0 : τ(a
t))E) = 0
in E for all q = pe > 0. Thus a⌈tq⌉(0 : τ(at)[q])E = 0 for all q = p
e > 0, which implies
a⌈tq⌉ ⊆ τ(at)[q] for all q = pe > 0 by Matlis duality again. 
Next we consider a subadditivity property on singular affine algebras. The fol-
lowing result due to Hochster and Huneke is very useful to handle the Jacobian
ideal.
Theorem 2.5 ([HH4, Theorem 3.4], cf.[HH5]). Let R be a geometrically reduced
equidimensional affine algebra over a field K of characteristic p > 0. Let L be an
infinite extension field of K, and let RL = R ⊗K L. Let J(RL/L) be the Jacobian
ideal of RL over L. Then, for any element c ∈ J(RL/L), there exists a regular
subring A of RL (depending on c) such that RL is module-finite and generically
e´tale over A. Moreover, A satisfies the following properties:
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(1) c(RL)
1/q ⊆ A1/q[RL] for every q = p
e > 0.
(2) A1/q[RL] ∼= A
1/q ⊗A RL is flat over RL for every q = p
e > 0.
Lemma 2.6. Let R be an equidimensional reduced affine algebra over a perfect field
K of characteristic p > 0. Let J(R/K) be the Jacobian ideal of R over K. Then,
for all ideals a ⊆ R with a∩R◦ 6= ∅ and for all real numbers t > 0, the ideal J(R/K)
is contained in the at-tight closure τ˜ (at)∗a
t
of τ˜(at).
Proof. Let x be an indeterminate over K, let L = K(x) and let RL = R⊗K L. Since
K is a perfect field, R and RL are F-finite. Fix an arbitrary element c ∈ J(R/K)
and any power q of p. Then, by Theorem 2.5, there exists a flat RL-algebra Sq such
that RL ⊆ Sq ⊆ (RL)
1/q and c(RL)
1/q ⊆ Sq. First note that the issues are unaffected
by replacing R by RL. In order to check this, we need the following claim.
Claim (cf.[HH3]).
τ˜((aRL)
t)[q] ∩ R = τ˜ (at)[q].
Proof of Claim. Fix any maximal ideal m of R. Since K is algebraically closed in
L, RL/mRL = R/m ⊗K L is a field, that is, mRL is a maximal ideal of RL. Let
SL = (RL)mRL and let S = Rm. We can check the assertion locally, so it is enough to
show that τ˜ ((aSL)
t) = τ˜((aS)t)SL, because SL is faithfully flat over S. Let EL (resp.
E) be the injective hull of the residue field of SL (resp. S). Then EL = E ⊗K L.
Hence it is easy to see that 0
∗(aSL)
t
EL
= 0
∗(aS)t
E ⊗K L and we obtain the assertion. 
By the above claim, the condition J(R/K) ⊆ τ˜(at)∗a
t
is equivalent to saying that
J(R/K)RL = J(RL/L) ⊆ τ˜((aRL)
t)∗(aRL)
t
, because RL is faithfully flat over R.
Thus we may assume without loss of generality that there exists a flat R-algebra Sq
such that R ⊆ Sq ⊆ R
1/q and cR1/q ⊆ Sq. Since R is F-finite, Sq is finite free as
R-module. Moreover, we can check the assertion locally, even passing to completion
by virtue of Proposition 1.10. Thus we may reduce to the case where R is a complete
local ring with the maximal ideal m.
Let E = ER(R/m) be the injective hull of the residue field R/m. By Matlis duality,
(0 : τ˜(at))E = 0
at
E , because R is a complete local ring. Let F
e
E : E → E ⊗E R
1/q
be the e-times iterated Frobenius map induced on E. Let d ∈ R◦ be an element of
τ˜ (R) (such an element exists by Theorem 1.7 (1)). Then, by definition and Theorem
1.7 (2), one has d1/qa⌈tq⌉/qF eE((0 : τ˜(a
t))E) = 0 in E ⊗E R
1/q. Here we consider the
following R-module homomorphism.
φq : E
F eE−→ E ⊗R R
1/q ×c−→ E ⊗R Sq.
Since φq factors through F
e
E, one has d
1/qa⌈tq⌉/qφq((0 : τ˜(a
t))E) = c(d
1/qa⌈tq⌉/qF eE((0 :
τ˜ (at))E)) = 0 in E ⊗R Sq. On the other hand, since Sq is flat over R,
(0 : τ˜(at))E ⊗R Sq = (0 : τ˜(a
t)Sq)E⊗RSq .
Hence φq((0 : τ˜ (a
t))E) generates c(0 : τ˜(a
t)Sq)E⊗RSq in E ⊗R Sq, because φq is
factorized into E → E ⊗R Sq
×c
−→ E ⊗R Sq. Thus
d1/qa⌈tq⌉/qc(0 : τ˜(at)Sq)E⊗RSq = 0
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in E ⊗R Sq. Now we have an isomorphism HomR(Sq, E) ∼= E ⊗R Sq, because Sq is
a finite free R-module. We apply Matlis duality to Sq via this isomorphism so that
d1/qa⌈tq⌉/qc ⊆ AnnSq(0 : τ˜ (a
t)Sq)E⊗RSq = τ˜ (a
t)Sq ⊆ τ˜(a
t)R1/q,
namely da⌈tq⌉cq ∈ τ˜(at)[q]. 
As a direct consequence of Lemma 2.6, we obtain a subadditivity formula involving
the Jacobian ideal for τ˜ (at) on singular affine algebras.
Theorem 2.7. Let R be an equidimensional reduced affine algebra over a perfect
field K of characteristic p > 0. Let J(R/K) be the Jacobian ideal of R over K.
Then, for any two ideals a, b of R such that a∩R◦ 6= ∅ and b∩R◦ 6= ∅, and for any
two positive real numbers s, t,
J(R/K)τ˜ (atbs) ⊆ τ˜(at)τ˜(bs).
Proof. Apply Lemma 2.6 to Proposition 2.2. 
Remark 2.8. Let R be as in Theorem 2.7 and let I =
⋂
a⊆R
⋂
t>0 τ˜(a
t)∗a
t
⊆ R, where
a runs through all ideals of R and t runs through all positive real numbers. Then,
by Proposition 2.2, Iτ˜ (atbs) ⊆ τ˜(at)τ˜(bs) holds for any two ideals a, b of R such
that a ∩R◦ 6= ∅ and b∩R◦ 6= ∅, and for any two positive real numbers s, t. Thanks
to Lemma 2.6, we know that the Jacobian ideal J is contained in I. Compared with
J , how big is this ideal I? Furthermore, is it possible to interpret I geometrically?
Furthermore, thanks to Theorem 1.13, Theorem 2.7 gives a subadditivity formula
for multiplier ideals on singular varieties.
Theorem 2.9. Let X be a normal Q-Gorenstein variety over a field K of charac-
teristic zero. Let J(X/K) be the Jacobian ideal sheaf of X over K. Then, for any
two nonzero ideal sheaves a, b of X, and for any two positive real numbers s, t,
J(X/K)J (atbs) ⊆ J (at)J (bs).
Example 2.10. Consider the A2n-singularity R = C[X, Y, Z]/(XY − Z
2n+1) with
n ≥ 2. The Jacobian ideal J(R/C) is (x, y, z2n). Let a = (x, y2n, y2n−1z, . . . , z2n).
Then J (a) = a = (x, y2n, y2n−1z, . . . , z2n) and J (a1/2) = (x, yn, yn−1z, . . . , zn).
Therefore, J(R/C) multiplies J (a) into J (a1/2)2 but (x, y, z) does not because
xz /∈ J (a1/2)2. Thus we cannot replace the Jacobian ideal J(R/K) by its radi-
cal ideal
√
J(R/K) in Theorem 2.9.
3. Summation formula on singular varieties
When a ring is not necessarily regular, we prove a summation property of the
ideal τ˜((a+ b)t) with the aid of Lemma 1.8.
Theorem 3.1. Let R be an F-finite reduced ring of characteristic p > 0 and a, b ⊆ R
be two ideals such that a∩R◦ 6= ∅ and b∩R◦ 6= ∅. Fix any real number t > 0. Then
τ˜ ((a+ b)t) =
∑
λ+µ=t
τ˜(aλbµ).
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Proof. By definition, it immediately follows that τ˜ ((a + b)t) ⊃ τ˜ (aλbµ) for any
λ, µ ≥ 0 with λ+ µ = t, because a⌈λp
e⌉b⌈µp
e⌉ ⊂ (a+ b)⌈tp
e⌉ for every q = pe.
Therefore, we will show τ˜((a + b)t) ⊆
∑
λ+µ=t τ˜ (a
λbµ). We may assume without
loss of generality that R is a local ring. Fix an arbitrary element c ∈ τ˜((a + b)t).
Let x
(e)
1 , . . . , x
(e)
re be a system of generators of (a + b)
⌈tq⌉ for each q = pe. We may
assume that x
(e)
i belongs to an ideal a
k
(e)
i bl
(e)
i for some integers k
(e)
i , l
(e)
i ≥ 0 such that
k
(e)
i + l
(e)
i = ⌈tp
e⌉ for all e ≥ 0 and all 1 ≤ i ≤ re. Let d ∈ R
◦ be an element such
that the localized ring Rd is regular. Then, by Theorem 1.7 (1), some power d
n of
d is an element of τ˜ (R). By Lemma 1.8, there exist an integer e′ > 0 and R-linear
maps φ
(e)
i ∈ HomR(R
1/pe , R) for 0 ≤ e ≤ e′ and 1 ≤ i ≤ re such that
c =
e′∑
e=0
re∑
i=1
φ
(e)
i ((dx
(e)
i )
1/pe).
Denote λ
(e)
i = k
(e)
i /p
e and µ
(e)
i = (l
(e)
i + tp
e − ⌈tpe⌉)/pe for all 0 ≤ e ≤ e′ and all
1 ≤ i ≤ re. Since ⌈λ
(e)
i p
e⌉ = k
(e)
i , ⌈µ
(e)
i p
e⌉ = l
(e)
i and λ
(e)
i + µ
(e)
i = t, by Lemma 1.8
again,
φ
(e)
i ((d
nx
(e)
i )
1/pe) ∈ τ˜ (aλ
(e)
i bµ
(e)
i ) ⊂
∑
λ+µ=t
τ˜(aλbµ)
for all 0 ≤ e ≤ e′ and all 1 ≤ i ≤ re. Thus we have c ∈
∑
λ+µ=t τ˜ (a
λbµ). 
By virtue of Theorem 1.13, the above formula for the ideal τ˜((a + b)t) leads us
to the following generalization of Mustat¸aˇ’s summation formula [Mu] for multiplier
ideals.
Theorem 3.2. Let X be a normal Q-Gorenstein variety over a field K of charac-
teristic zero and a, b ⊆ ØX be two nonzero ideal sheaves on X. Fix any real number
t > 0. Then
J (X, (a+ b)t) =
∑
λ+µ=t
J (X, aλbµ).
In particular, by Theorem 2.9,
J(X/K)J ((a+ b)t) ⊆
∑
λ+µ=t
J (aλ)J (bµ),
where J(X/K) is the Jacobian ideal of X over K.
Proof. First we will show that J (X, (a + b)t) ⊃ J (X, aλbµ) for all real numbers
λ, µ ≥ 0 with λ+µ = t. Take a common log resolution f : X˜ → X of a, b and a+ b
so that aØX˜ = ØX˜(−Fa), bØX˜ = ØX˜(−Fb) and (a+b)ØX˜ = ØX˜(−Fc) are invertible,
and write Fa =
∑
aiEi, Fb =
∑
biEi and Fc =
∑
ciEi. Then ci = min{ai, bi}. Thus,
for all λ, µ ≥ 0 with λ+ µ = t, one has
⌈KX˜/X − tFc⌉ ≥ ⌈KX˜/X − λFa − µFb⌉,
which implies the inclusion J (X, (a+ b)t) ⊃ J (X, aλbµ).
Now we will prove the reverse inclusion J (X, (a+b)t) ⊆
∑
λ+µ=t J (X, a
λbµ). The
question is local, so we may assume that X = Spec R, where R is a Q-Gorenstein
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normal local ring of essentially of finite type over a field of characteristic zero. We
denote by (R˜, a˜, b˜) reduction to characteristic p ≫ 0 of (R, a, b) (see Setup 1.12).
Then it follows from Theorem 3.1 and [HY, Theorem 6.8, 6.9] that
J (Spec R˜, (a˜+ b˜)t) = τ(R˜, (a˜+ b˜)t) =
∑
λ+µ=t
τ(R˜, a˜λb˜µ)
⊆
∑
λ+µ=t
J (Spec R˜, a˜λb˜µ).
This means a similar inclusion holds in characteristic zero, that is,
J (Spec R, (a+ b)t) ⊆
∑
λ+µ=t
J (Spec R, aλbµ).

4. Asymptotic case and its application
Ein, Lazarsfeld and Smith [ELS] introduced the notion of asymptotic multiplier
ideals, which is a variant of multiplier ideals defined for a graded family of ideals. In
this paper, a graded family a• = {am}m≥1 of ideals on a Noetherian ring R means
a collection of ideals am ⊆ R, satisfying a1 ∩ R
◦ 6= ∅ and ak · al ⊆ ak+l for all
k, l ≥ 1. Just for convenience, we decree that a0 = R. A graded family of ideals on
an algebraic variety is also defined similarly. One of the most important examples
of graded families of ideals is a collection of symbolic powers a(•) = {a(m)}m≥1.
Let a• = {am} be a graded family of ideals on a Q-Gorenstein normal variety
X over a field of characteristic zero and let t > 0 be a real number. Then the
asymptotic multiplier ideal sheaf J (at•) of a• with exponent t is defined to be the
unique maximal member among the family of ideals {J (a
t/m
m )} for m ≥ 1 with
respect to inclusion. The reader is referred to [ELS] and [La] for details (cf. Remark
4.2). Let b• be another graded family of ideals on X and let s > 0 be another
real number. Then the “mixed” asymptotic multiplier ideal sheaf J (at•b
s
•) is defined
to be the unique maximal member among the family of ideals {J (a
c/m
m b
d/m
m )} for
m ≥ 1.
Recently Hara defined a variant of the ideal τ(at) corresponding asymptotic mul-
tiplier ideals. In order to define this variant, Hara introduced a variant of at-tight
closure defined for a graded family of ideals.
Definition 4.1 ([Ha2, Definition 2.7]). Let a• = {am} be a graded family of ideals
on a Noetherian reduced ring R of characteristic p > 0 and let t > 0 be a real
number. Let N ⊆ M be R-modules. The at•-tight closure of N in M , denoted by
N
∗at
•
M , is defined to be the submodule of M consisting of all elements z ∈ M for
which there exists c ∈ R◦ such that
ca⌈tq⌉z
q ⊆ N
[q]
M
for all large q = pe.
Remark 4.2 ([Ha2, Observation 2.8]). Let a• = {am} be a graded family of ideals
on Noetherian ring R of characteristic p > 0. Then given any real number t > 0 one
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has the inclusion τ(a
t/k
k ) ⊆ τ(a
t/kl
kl ) (resp. τ˜(a
t/k
k ) ⊆ τ˜ (a
t/kl
kl )) for all integers k, l ≥ 1
(because ca
⌈tq/k⌉
k ⊆ a
⌈tq/kl⌉
kl for some c ∈ R
◦ and every q = pe). This implies that the
family of ideals {τ(a
t/m
m )}m≥1 (resp. {τ˜(a
t/m
m )}m≥1) has a unique maximal element
with respect to inclusion: the existence of at least one maximal member follows from
the ascending chain condition on ideals (because R is Noetherian).
Proposition-Definition 4.3 ([Ha2, Proposition-Definition 2.9]). Let a• = {am} be
a graded family of ideals on a Noetherian excellent reduced ring R of characteristic
p > 0 and let t > 0 be a real number. Let E =
⊕
m
ER(R/m) be the direct sum,
taken over all maximal ideals m of R, of the injective hulls of the residue fields R/m.
We define
τ(at•) = τ(t · a•) =
⋂
M⊂E
AnnR(0
∗at
•
M ),
where the intersection on the right hand side is taken over all finitely generated
R-submodules M of E. Also we define
τ˜ (at•) = τ˜ (t · a•) = AnnR(0
∗at
•
E ).
Then τ(at•) (resp. τ˜ (a
t
•) ) is equal to the unique maximal element among the set of
ideals {τ((am)
t/m}m≥1 (resp. {τ˜((am)
t/m}m≥1 ) with respect to inclusion.
Then we have a formula for “asymptotic τ” similar to Theorem 2.7.
Proposition 4.4. Let R be an equidimensional reduced affine algebra over a perfect
field K of characteristic p > 0 and let J = J(R/K) be the Jacobian ideal of R over
K. Let a• = {am} be a graded family of ideals on R. Fix positive integers k and l,
and a real number t > 0. Then
Jτ˜ (at(k+l)• ) ⊆ τ˜ (a
tk
• )τ˜ (a
tl
• ).
In particular,
J l−1τ˜ (atkl• ) ⊆ τ˜ (a
tk
• )
l
for every l > 0.
Proof. We can choose sufficiently large m ≫ 0 so that τ˜(a
t(k+l)
• ) = τ˜(a
t(k+l)/m
m ).
Then, by our subadditivity formula (Theorem 2.7), we have
Jτ˜(at(k+l)/mm ) ⊆ τ˜ (a
tk/m
m )τ˜ (a
tl/m
m ).
Thus Jτ˜(a
t(k+l)
• ) ⊆ τ˜(atk• )τ˜(a
tl
• ) as required. 
Before stating an application of Proposition 4.4, we include the next lemma for
further reference, whose proof is immediate from definition.
Lemma 4.5. Let a• = {am} be a graded family of ideals on a Noetherian reduced
ring R of characteristic p > 0 and let t > 0 be a real number. Then for all integers
k, l ≥ 0,
akτ˜(a
l
•) ⊆ τ˜ (a
k+l
• ).
Proof. It is enough to show that (0
∗al
•
E : ak) ⊇ 0
∗a
(k+l)
•
E , but it is immediate because
a
q
kalq ⊆ a(k+l)q for every q = p
e. 
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As an application of our subadditivity formula, we obtain an answer to Hochster-
Huneke’s question [HH5] concerning the growth of symbolic powers of ideals in
singular affine algebras.
Theorem 4.6. Let R be an equidimensional reduced affine algebra over a perfect
field K of characteristic p > 0 and J = J(R/K) be the Jacobian ideal of R over K.
Let a ⊆ R be any ideal such that a ∩R◦ 6= ∅. Let h be the largest analytic spread of
aRP as P runs through the associated primes of a. Then, for every integer m ≥ 0
and every integer n ≥ 1,
τ˜ (R)Jn−1a(hn+mn) ⊆ (a(m+1))n.
In particular, one has
Jna(hn+mn) ⊆ (a(m+1)))n
for all n ≥ 1.
Proof. We consider the graded family a(•) = {a(m)} of symbolic powers of a. By
Proposition 4.4 and Lemma 4.5,
τ˜ (R)Jn−1a(hn+mn) ⊆ Jn−1τ˜((hn +mn) · a(•)) ⊆ τ˜((h +m) · a(•))n.
Therefore, it suffices to show that τ˜((h+m)·a(•)) ⊆ a(m+1). Let t be an indeterminate
over K, let L = K(t) and let RL = R⊗K L. Note that the issues are unaffected by
replacing R by RL as in the proof of Lemma 2.6. Thus we may assume without loss
of generality that the residue field of each of the rings RP is infinite when P is an
associated prime of a, and it follows that for each associated prime P of a, aRP has
a reduction ideal generated by at most h elements. Then, by virtue of Proposition
1.9 and Theorem 1.11,
τ˜((h +m) · a(•))RP = τ˜ ((h+m) · a
(•)RP ) = τ˜ ((aRP )
h+m)
⊆ am+1RP
for every associated prime P of a, because after localization at P the symbolic and
ordinary powers of a are the same. Thus one has τ˜((h + m) · a(•)) ⊆ a(m+1), as
required.
For the latter assertion, it is enough to show that J is contained in τ˜(R). Although
it follows from essentially the same argument as the proof of [HH5, (1.5.5)] which
states that J ⊆ τ(R), we give a slightly different proof here with the aid of Lemma
1.8. Fix any element c ∈ J . By Theorem 2.5 and an argument similar to the
proof of Lemma 2.6, we may assume without loss of generality that there exists a
regular subring A of R such that R is module-finite and generically e´tale over A,
cR1/q ⊆ A1/q[R] and A1/q[R] ∼= A1/q ⊗A R is flat over R for every q = p
e > 0.
Moreover, we can assume that R is local. Let d ∈ R◦ be an element of A ∩ τ˜ (R).
Then there exists a power q of p such that R
d1/q
−−→ A1/q[R] splits as an R-module
homomorphism (because A is regular: cf. [HH2]), so we have an R-linear map
R1/q → R sending d1/q to c. By Lemma 1.8, this implies that c ∈ τ˜(R). 
Remark 4.7. Hochster and Huneke illustrate in [HH4, Example 3.8] that the expo-
nent n− 1 used on the Jacobian ideal in Theorem 4.6 cannot be replaced by n− 2
in general: the exponent n− 1 in Theorem 4.6 is best possible.
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Via reduction to characteristic p ≫ 0, we obtain similar uniform bounds on the
behavior of symbolic powers of ideals in affine algebras of characteristic zero.
Theorem 4.8. Let R be a normal Q-Gorenstein affine domain over a field K of
characteristic zero and J = J(R/K) be the Jacobian ideal of R over K. Let a ⊆ R
be any nonzero ideal. Let h be the largest analytic spread of aRP as P runs through
the associated primes of a. Then, for every integer m ≥ 0 and every integer n ≥ 1,
J (R)Jn−1a(hn+mn) ⊆ (a(m+1))n.
In particular, one has
Jna(hn+mn) ⊆ (a(m+1))n
for all n ≥ 1.
In the latter half of this section, we study a summation property of asymptotic
multiplier ideals (resp. “asymptotic τ”) analogous to Theorem 3.2 (resp. Theorem
3.1).
Given two graded families a• = {am} and b• = {bm}, the graded family a•+ b• =
{(a• + b•)m} is given by
(a• + b•)m =
∑
k+l=m
akbl.
Proposition 4.9. Let a• = {am} and b• = {bm} be graded families of ideals on an
F-finite reduced ring R of characteristic p > 0. For each real number t > 0, one has
τ˜((a• + b•)
t) =
∑
λ+µ=t
τ˜ (aλ•b
µ
• ).
Proof. First we will show that τ˜((a•+b•)
t) ⊃ τ˜(aλ•b
µ
• ) for any λ, µ ≥ 0 with λ+µ = t.
Take sufficiently large m ≫ 0 so that τ˜ (aλ•b
µ
• ) = τ˜(a
λ/m
m b
µ/m
m ). Then, by Theorem
3.1,
τ˜(aλ/mm b
µ/m
m ) ⊂ τ˜ ((am + bm)
t/m) ⊂ τ˜((
∑
k+l=m
akbl)
t/m).
Thus we have τ˜ (aλ•b
µ
•) ⊂ τ˜ ((a• + b•)
t).
Conversely, we will prove that τ˜ ((a•+ b•)
t) ⊆
∑
λ+µ=t τ˜(a
λ
•b
µ
• ). If m is sufficiently
large and divisible, then by Theorem 3.1 again,
τ˜ ((a• + b•)
t) = τ˜ ((
∑
k+l=m
akbl)
t/m) =
∑
t0+···tm=t/m
τ˜(
m∏
i=0
(aibm−i)
ti).
Since (ai)
m!/i ⊆ am! for all 1 ≤ i ≤ m and (bm−i)
m!/(m−i) ⊆ bm! for all 0 ≤ i ≤ m−1,
τ˜(
m∏
i=0
(aibm−i)
ti) ⊆ τ˜(
m∏
i=0
a
iti
m!
m!b
(m−i)ti
m!
m! ) = τ˜(a
∑m
i=0
iti
m!
m! b
∑m
i=0
(m−i)ti
m!
m! ).
Since
∑m
i=0
iti
m!
+
∑m
i=0
(m−i)ti
m!
= t
m!
for all t0, . . . , tm ≥ 0 with
∑m
i=0 ti = t, one has
τ˜ ((a• + b•)
t) ⊆
∑
λ+µ=t
τ˜ (a
λ/m!
m! b
µ/m!
m! ) ⊆
∑
λ+µ=t
τ˜(aλ•b
µ
• ).

FORMULAS FOR MULTIPLIER IDEALS ON SINGULAR VARIETIES 15
We can easily derive from Theorem 3.2 a generalization of Mustat¸aˇ’s summation
formula for asymptotic multiplier ideals, while the original proof of his formula is a
little complicated.
Proposition 4.10. Let a• = {am} and b• = {bm} be graded families of ideals on
a Q-Gorenstein normal variety X over a field of characteristic zero. For each real
number t > 0, one has
J ((a• + b•)
t) =
∑
λ+µ=t
J (a•
λb•
µ).
In particular,
J(X/K)J ((a• + b•)
t) ⊆
∑
λ+µ=t
J (a•
λ)J (b•
µ),
where J(X/K) is the Jacobian ideal sheaf of X over K.
Proof. The proof is essentially the same as that of Proposition 4.9. 
Remark 4.11. Statements similar to the results in Section 2 and 3 also hold for
“asymptotic τ ,” and these give alternative proofs of the results in Section 4.
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