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Abstract
We examine common supercyclic vectors for a path of operators. In particular, we show that the path consisting of convex
combinations of two arbitrary unilateral weighted backward shifts has a dense Gδ set of common supercyclic vectors. Moreover,
we show there exists a path with a dense Gδ set of common supercyclic vectors between a unilateral weighted backward shift
which satisfies the Supercyclicity Criterion, and an operator which does not. Lastly, we provide an example of a path of unilateral
weighted backward shifts that fails to have a common supercyclic vector.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Let X be a separable, infinite dimensional Banach space over the scalar field F = C or R. A bounded linear
operator T :X → X is hypercyclic if there exists a vector x ∈ X such that its orbit Orb(T , x) = {T nx: n  0} is
dense in X. Such a vector x is called a hypercyclic vector for T . If the set {λT nx: n  0, λ ∈ F} is dense in X
for some vector x ∈ X, then the operator T is supercyclic, and such a vector x is called a supercyclic vector for T .
We use HC(T ) to denote the set of all hypercyclic vectors for T . Likewise, we use SC(T ) to denote the set of all
supercyclic vectors for T . It is well known that both HC(T ) and SC(T ) are either empty or a dense Gδ set; see
Kitai [16, Theorem 2.1].
Recently, there has been much attention given to the following problem: If F is a family of hypercyclic operators,
when does there exist a vector that is hypercyclic for each operator in F? That is, when is ⋂T ∈F HC(T ) = ∅?
For examples, see Abakumov and Gordon [1], Bayart [2,3], Bayart and Matheron [4], Chan and Sanders [8],
Costakis [10], Costakis and Sambarino [11], León-Saavedra and Müller [17]. In the present paper, we examine when⋂
T ∈F SC(T ) = ∅ if F is an uncountable family of supercyclic operators with continuity maintained within the fam-
ily. To be more precise, let B(X) be the algebra of all bounded linear operators on the Banach space X, and let I be
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given by F(t) = Ft is continuous with respect to the usual topology on the real numbers and the operator norm
topology on B(X). If I = [a, b], then the path {Ft ∈ B(X): t ∈ I } is a path of operators between Fa and Fb . If a
vector x ∈ X is supercyclic for every operator along a given path, then the vector x is a common supercyclic vector
for the path. That is, x is a common supercyclic vector if x ∈⋂t∈I SC(Ft ).
In Section 2, we obtain a sufficient condition for a path of operators to have a dense Gδ set of common super-
cyclic vectors, using an equivalent condition [8, Theorem 2.1] for the existence of common universal vectors. As
it turns out, every operator in the path must satisfy the Supercyclicity Criterion of Salas [21]. Hence our sufficient
condition is a path generalization of the Supercyclicity Criterion. In Section 3, we apply the sufficient condition from
Section 2 to paths consisting of unilateral weighted backward shifts. For a definition, let {ej : j  0} be the canonical
basis of p with p  1. That is, ej is the sequence (0, . . . ,0,1,0, . . .), where the 1 is in the j th position in the se-
quence. A bounded linear operator T :p → p is a unilateral weighted backward shift if there exists a positive weight
sequence {wj : j  1} such that
T e0 = e0 and T ej = wjej−1 for all j  1.
Hilden and Wallen [15, Theorem 3] showed every unilateral weighted backward shift is supercyclic. In Theorem 3.1
below, we show that between any two unilateral weighted backward shifts T0 and T1, there exists a path of such shifts
between them with a dense Gδ set of common supercyclic vectors, and particularly the path consists of all convex
combinations of T0 and T1. Salas [21, Corollary 2.8] proved that every unilateral weighted backward shift satisfies the
Supercyclicity Criterion. On the other hand, Salas and Montes-Rodríguez [18, Proposition 2.6] proved that there exist
supercyclic operators that fail to satisfy the Supercyclicity Criterion. In Proposition 3.2 below, we construct a path
with a dense Gδ set of common supercyclic vectors between a unilateral weighted backward shift and an operator
that fails to satisfy the Supercyclicity Criterion. Lastly, in Section 4, we provide an example of a path of unilateral
weighted backward shifts that fails to have a common supercyclic vector, which justifies the results in Section 3.
2. Common supercyclic vectors
Hypercyclicity and supercyclicity are instances of the more general notion of universality. Given an index set J ,
a collection (Tα)α∈J of operators on X is universal if there exists a vector x ∈ X such that the set {Tαx: α ∈ J } is
dense in X. Such a vector x ∈ X is called a universal vector for (Tα)α∈J , and we use U(Tα) to denote the set of
all universal vectors for (Tα)α∈J . If we let J = N and Tα = Tn = T n for a single operator T in B(X), then T is
hypercyclic if and only if (Tα)α∈J is universal. If we let J = N × F and let Tα = T(n,λ) = λT n, then the operator T is
supercyclic if and only if (Tα)α∈J is universal. For more details about universality, one may refer to Große-Erdmann’s
survey article [13].
For the case when the index set J = N, we [8, Theorem 2.1] established a necessary and sufficient condition for the
family {(Ft,n)n∈J : t ∈ [a, b]} to have a dense Gδ set of common universal vectors provided continuity is maintained
within the family. However, the same result holds true for any index set J with almost the same proof. To make our
discussion complete, we include the statement here without repeating the argument.
Theorem 2.1. Let J be an index set. For each t ∈ [a, b], let (Ft,α)α∈J be a collection of nonzero bounded linear
operator on a Banach space X. Suppose that for each α ∈ J , the map t → Ft,α defines a path of operators on [a, b].
The set
⋂
t∈[a,b] U(Ft,α) of common universal vectors is a dense Gδ set if and only if for each pair of nonempty open
sets U1,U2, there exist a partition P = {a = t0 < t1 < · · · < tk = b}, indices α1, α2, . . . , αk in J , and a nonempty open
set V such that V ⊆ U1 and Ft,αi (V ) ⊆ U2, whenever 1 i  k and t ∈ [ti−1, ti].
Remarks.
1. Within the proof of Theorem 2.1, the set
⋂
t∈[a,b] U(Ft,α) is shown to be a Gδ set, whenever the map t → Ft,α
defines a path of operators on [a, b] for each α ∈ J , and as a result, the set of common universal vectors for the
family {(Ft,α)α∈J : t ∈ [a, b]} is a Gδ set.
2. Theorem 2.1 can be applied to a family of operators which is parametrized by a multidimensional parameter u in
a compact cube of Rn. All we need to do is to use a space filling curve u = u(t) to reparametrize the family by a
real parameter t in a compact interval [a, b].
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write I as a countable union of compact intervals. Correspondingly, to each of these intervals, Theorem 2.1
provides a dense Gδ set of common universal vectors. By the Baire Category Theorem, the intersection of all
those dense Gδ sets provides the desired result. The same argument applies to Theorem 2.2 below as well.
To show that a path {Ft : t ∈ [a, b]} of nonzero operators has a dense Gδ set of common supercyclic vectors, one
can apply Theorem 2.1 with the index set J = N × (F \ {0}) and operators Ft,(n,λ) = λFnt . Following these lines,
we can use Theorem 2.1 to establish a sufficient condition for a path of operators to have a dense Gδ set of common
supercyclic vectors; see Theorem 2.2 below. Moreover when a = b, the path has exactly one operator and Theorem 2.2
becomes a Supercyclicity Criterion.
Salas [21, Lemma 2.6] established the Supercyclicity Criterion which is a sufficient condition for an operator to
be supercyclic. For other versions of the Supercyclicity Criterion, one may refer to Bermúdez, Bonilla, and Peris [6,
Theorem 3.2] and Montes-Rodríguez and Salas [18, Theorems 2.2, 2.4]. One version of the criterion is the following:
An operator T ∈ B(X) is supercyclic if there exist dense subsets D1,D2, an increasing sequence (mk)∞k=1 of positive
integers, and maps Sk :D1 → X such that
(i) ‖T mkf ‖‖Skh‖ → 0 for each h ∈ D1 and f ∈ D2,
(ii) T mkSkh → h for each h ∈ D1.
We now generalize this version of the criterion to the setting of a path of operators.
Theorem 2.2. Let {Ft : t ∈ [a, b]} be a path of nonzero bounded linear operators on a separable, infinite dimensional
Banach space X. Suppose there exists a dense set D1 such that for each h ∈ D1 and  > 0, there are δ > 0, a dense
set D2, an increasing sequence (mk)∞k=1 of positive integers, and a set of maps {St,k :D1 → X: t ∈ [a, b], k  1}
satisfying
(i) for each t ′ ∈ [a, b] and f ∈ D2, we have ‖Fmkt f ‖‖St ′,kh‖ → 0 uniformly for all t ∈ [a, b] as k → ∞,
(ii) for each t ′ ∈ [a, b] and integer K  1, there is k K such that ‖Fmkt St ′,kh − h‖ < , whenever |t − t ′| < δ.
Then the set
⋂
t∈[a,b] SC(Ft ) of common supercyclic vectors is a dense Gδ set.
Proof. Let U1,U2 be two nonempty open sets in X. Choose h ∈ D1 \ {0} and ρ > 0 such that B(h,ρ) ⊆ U2. From the
hypothesis of the theorem, there exist δ > 0, a dense set D2, an increasing sequence (mk)∞k=1 of positive integers, and
maps St,k :D1 → X satisfying conditions (i) and (ii) for this vector h and  = min{ρ3 , ‖h‖2 }. Choose a partition P ={a = t0 < t1 < · · · < tn = b} of [a, b], where max{|ti − ti−1|: 1 i  n} < δ.
Claim. For a fixed integer i with 1  i  n, a fixed nonempty open set V , and a fixed integer K  1, there exist a
nonempty open set V ′ ⊆ V , a scalar λ > 0, and an integer k K with λFmkt (V ′) ⊆ U2, whenever t ∈ [ti−1, ti].
Proof of Claim. Choose f ∈ D2 and r > 0 such that B(f, r) ⊆ V . By setting t ′ = ti in conditions (i) and (ii), we see
that there exists k K such that∥∥Fmkt f ∥∥‖Sti ,kh‖ < r2 for all t ∈ [ti−1, ti], (2.1)
and ∥∥Fmkt Sti ,kh − h∥∥<  for all t ∈ [ti−1, ti]. (2.2)
Since  = min{ρ3 , ‖h‖2 } and h = 0, we get Sti ,kh = 0 by (2.2). Let λ = 2r ‖Sti ,kh‖ > 0. Let g = f + 1λSti ,kh, and
V ′ = B(g, 
γ
) ∩ V ⊆ V , where γ = sup{λ‖Fmkt ‖: t ∈ [ti−1, ti]} > 0.
To show the open set V ′ is nonempty, observe that
‖g − f ‖ = 1
λ
‖Sti ,kh‖ =
r
2
< r,
and so g ∈ B(g,  ) ∩ B(f, r) ⊆ B(g,  ) ∩ V = V ′.
γ γ
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< λ
∥∥Fmkt f ∥∥+  by (2.2)
= 2
r
∥∥Fmkt f ∥∥‖Sti ,kh‖ +  by the definition of λ
<
2
r
r
2
+  by (2.1)
= 2,
and so if g′ ∈ V ′ and t ∈ [ti−1, ti], then∥∥λFmkt g′ − h∥∥ λ∥∥Fmkt ∥∥‖g′ − g‖ + ∥∥λFmkt g − h∥∥
< sup
{
λ
∥∥Fmkt ∥∥: t ∈ [ti−1, ti]} 
γ
+ 2
= 3 by definition of γ
 ρ.
Therefore, λFmkt (V ′) ⊆ B(h,ρ) ⊆ U2, whenever t ∈ [ti−1, ti] and this concludes the proof of the claim. 
To finish the proof of the theorem, consider the nonempty open set V0 = U1. From the claim, there exist a nonempty
open set V1 ⊆ V0, a scalar λ1 > 0, and an integer k1  1 such that λ1Fmk1t (V1) ⊆ U2, whenever t ∈ [t0, t1]. Again, from
the claim, there exist a nonempty open set V2 ⊆ V1, a scalar λ2 > 0 and an integer k2 > k1 such that λ2Fmk2t (V2) ⊆ U2,
whenever t ∈ [t1, t2]. Repeating this process n times yields nonempty open sets Vn ⊆ Vn−1 ⊆ · · · ⊆ V1 ⊆ V0 = U1,
scalars λ1, λ2, . . . , λn > 0, and integers 1 k1 < k2 < · · · < kn such that λiFmkit (Vi) ⊆ U2, whenever 1 i  n and
t ∈ [ti−1, ti]. Note that Vn ⊆ U1 and λiFmkit (Vn) ⊆ λiFmkit (Vi) ⊆ U2, whenever t ∈ [ti−1, ti]. The result now follows
from Theorem 2.1. 
As we have mentioned in the introduction, not every supercyclic operator satisfies the Supercyclicity Criterion.
Nevertheless, this property is enjoyed by the operators in Theorem 2.2.
Proposition 2.3. Let {Ft : t ∈ [a, b]} be a path of operators which satisfy the hypothesis of Theorem 2.2. Then each
operator Ft satisfies the Supercyclicity Criterion.
Proof. Let {λi : i  1} be a countable dense set in F \ {0}, and for any given t ∈ [a, b], let (Tn) be an enumeration of
the set {λiF jt : i, j  1}. The Universality Criterion [7] states that the sequence (Tn) is universal if there exist dense
sets D′1,D′2 and an increasing sequence (nk)∞k=1 of positive integers such that
(i) for each h ∈ D′1, we have Tnkh → 0 as k → ∞,
(ii) for each f ∈ D′2, there exists a sequence (uk) in X such that uk → 0 and Tnkuk → f as k → ∞.
To show the operator Ft satisfies the Supercyclicity Criterion, we first note that if the sequence (Tn) satisfies the
Universality Criterion, then the operator Ft satisfies the Supercyclicity Criterion; see Montes-Rodríguez and Salas [18,
Theorems 2.2, 2.5, Proposition 2.5]. Thus, it suffices to show the sequence (Tn) satisfies the Universality Criterion.
Since TnTm = TmTn for all m,n  1, Bernal-González and Große-Erdmann [7, Theorem 3.4] proved the se-
quence (Tn) satisfies the Universality Criterion if and only if for every nonempty open sets U,V,W, with 0 ∈ W , there
exists n ∈ N such that Tn(U)∩W = ∅ and Tn(W)∩V = ∅. Since we assumed the hypothesis of Theorem 2.2, we can
choose h ∈ D1 \ {0} and 0 <  < ‖h‖ such that B(h, ) ⊆ V and B(0, ) ⊆ W . For those h and , there exist δ > 0,
a dense set D2, an increasing sequence (mk)∞k=1 of positive integers, and maps {Su,k :D1 → X: k  1, u ∈ [a, b]}
satisfying conditions (i) and (ii) in Theorem 2.2. Hence, we can choose f ∈ D2 ∩ U and an integer k  1 such that
∥∥Fmkt f ∥∥‖St,kh‖ < 2 and ∥∥Fmkt St,kh − h∥∥< . (2.3)2
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1

‖St,kh‖ < λ < 2

‖St,kh‖.
Then λFmkt = Tn for some integer n 1. Note that f ∈ U and
‖Tnf ‖ =
∥∥λFmkt f ∥∥< 2

∥∥Fmkt f ∥∥‖St,kh‖ < 2

2
2
= ,
which gives us Tn(U) ∩ W = ∅. Also, observe that∥∥λ−1St,kh∥∥< ,
and so λ−1St,kh ∈ W . Furthermore,∥∥Tn(λ−1St,kh)− h∥∥= ∥∥Fmkt St,kh − h∥∥< .
Therefore, Tn(W) ∩ V = ∅, and this concludes the proof. 
If a path consists of a single operator that satisfies the Supercyclicity Criterion, then it clearly satisfies the hypoth-
esis of Theorem 2.2. From Proposition 2.3, we get the converse. That is, if the operator satisfies the hypothesis of
Theorem 2.2, then it satisfies the Supercyclicity Criterion. Therefore, we get the following corollary.
Corollary 2.4. The operator T ∈ B(X) satisfies the Supercyclicity Criterion if and only if there exists a dense set D1
such that for each h ∈ D1 and  > 0, there are a dense set D2, an increasing sequence (mk)∞k=1 of positive integers,
and maps Sk :D1 → X satisfying
(i) for each f ∈ D2, we have ‖T mkf ‖‖Skh‖ → 0,
(ii) for each integer K  1, there is k K with ‖T mkSkh − h‖ < .
Proposition 2.3 may appear to imply that it is hopeless to apply Theorem 2.2 if not every operator Ft with t ∈ [a, b]
satisfies the Supercyclicity Criterion. This is not the case. In fact, Theorem 2.2 can still be applied when the operator Fa
or Fb at the end points t = a or b does not satisfy the Supercyclicity Criterion. Such an example is given in the proof
of Proposition 3.2 below.
3. Unilateral shifts
In this section, we apply the results of Section 2 to paths of unilateral weighted backward shifts. As stated in
the introduction, Hilden and Wallen [15, Theorem 3] proved that every unilateral weighted backward shift on 2 is
supercyclic, and so if T0 and T1 are two such shifts, the family {(1 − t)T0 + tT1: t ∈ [0,1]}, consisting of all the
convex combinations of T0 and T1, is a path of supercyclic operators between T0 and T1. In fact, using Theorem 2.1,
we can prove a stronger result.
Theorem 3.1. Let T0, T1 :2 → 2 be two unilateral weighted backward shifts. The set of common supercyclic vectors
for the whole path {(1 − t)T0 + tT1: t ∈ [0,1]} of unilateral weighted backward shifts between T0 and T1 is a dense
Gδ set.
Proof. First, observe that the path in the statement is given by{
(1 − t)T0 + tT1: t ∈
[
0,2−1
]}∪ {(1 − t)T1 + tT0: t ∈ [0,2−1]},
and so, by symmetry and an argument involving the Baire Category Theorem, it suffices to show {(1 − t)T0 + tT1:
t ∈ [0, 12 ]} has a dense Gδ set of common supercyclic vectors. Let {wj : j  1} and {vj : j  1} be the weight sequences
for T0 and T1, respectively. For each t ∈ [0, 1 ], let Ft = (1− t)T0 + tT1. Note that Ft is a unilateral weighted backward2
K.C. Chan, R. Sanders / J. Math. Anal. Appl. 337 (2008) 646–658 651shift with the weight sequence {w(t)j : j  1} given by w(t)j = (1 − t)wj + tvj . Next, observe that
⋂
t∈[0, 12 ]
SC(Ft ) = SC(T0) ∩
[⋂
n∈N
⋂
t∈[ 1
n+2 ,
1
2 ]
SC(Ft )
]
.
Again, by another argument involving the Baire Category Theorem, it only remains to show the family {Ft : t ∈ [r, 12 ]}
with 0 < r < 12 has a dense Gδ set of common supercyclic vectors.
Let r ∈ (0, 12 ) and let U1,U2 be two nonempty open sets. Choose h1, h2 ∈ span{ej : j  0} \ {0}, and 0 < 1, 2 <‖h2‖ such that B(h1, 1) ⊆ U1 and B(h2, 2) ⊆ U2. Choose x > 0 such that
e−x > 1 − 2
8‖h2‖ and e
x < 1 + 2
8‖h2‖ . (3.1)
Then choose an integer N  1 such that
〈h1, ej 〉 = 〈h2, ej 〉 = 0, whenever j N, (3.2)
∣∣∣∣e−x −
(
1 − x
n
)n∣∣∣∣< 28‖h2‖ , whenever nN, (3.3)
and ∣∣∣∣ex −
(
1 + x
n
)n∣∣∣∣< 28‖h2‖ , whenever nN. (3.4)
Set t0 = r and let ti = ti−1(1 + xiN ) for all integers i  1. There exists an integer k  1 such that r = t0 < t1 < · · · <
tk−1 < 12  tk because ti ↗ ∞; see, for example, [9, p. 166]. For each t ∈ [r, 12 ], define St : span{ej : j  0} → 2 by
Stej = 1
w
(t)
j+1
ej+1. Inductively define scalars λ1, λ2, . . . , λk > 0 such that
1
λi
∥∥SiNti−1h2∥∥< 12i , whenever 1 i  k, (3.5)
and
λj
λi
sup
{∥∥FmNt ∥∥: 1m k, t ∈ [r,2−1]} · ∥∥SiNti−1h2∥∥< 22i+2 , (3.6)
whenever 2 i  k and 1 j  i − 1. Let g = h1 +∑ki=1 1λi SiNti−1h2.
Consider the partition P = {r = t0 < t1 < · · · < tk−1 < 12 } of [r, 12 ] and the open set V = B(g, δ)∩U1 ⊆ U1, where
δ = 2
2
[
sup
{
λi
∥∥F iNt ∥∥: 1 i  k, t ∈ [r,2−1]}]−1.
To show the open set V is nonempty, observe that
‖h1 − g‖
k∑
i=1
1
λi
∥∥SiNti−1h2∥∥<
k∑
i=1
1
2i
< 1,
by the definition of the vector g and inequality (3.5). Thus g ∈ B(g, δ) ∩ B(h1, 1) ⊆ B(g, δ) ∩ U1 = V .
To finish the proof using Theorem 2.1, it suffices for us to show λi0F
i0N
t (V ) ⊆ U2, whenever 1  i0  k and
t ∈ [ti0, ti0−1]. Observe that, by (3.2), we get F i0Nt h1 = 0 and F i0Nt SiNti−1h2 = 0, whenever i < i0. Hence, by the
definition of g,
∥∥λi0F i0Nt g − h2∥∥ ∥∥F i0Nt Si0Nti0−1h2 − h2∥∥+
k∑
i=i +1
λi0
λi
∥∥F i0Nt ∥∥∥∥SiNti−1h2∥∥. (3.7)
0
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k∑
i=i0+1
λi0
λi
∥∥F i0Nt ∥∥∥∥SiNti−1h2∥∥
k∑
i=i0+1
λi0
λi
sup
{∥∥FmNt ∥∥: 1m k, t ∈ [r,2−1]}∥∥SiNti−1h2∥∥
<
k∑
i=i0+1
2
2i+2
by (3.6)
<
2
4
. (3.8)
To estimate ‖F i0Nt Si0Nti0−1h2 − h2‖ in (3.7), we first need to prove a claim involving the weight sequence
{w(t)j : j  1}.
Claim. For each integer j  1 and each t ∈ [ti0−1, ti0], we have(
1 − x
i0N
)

w
(t)
j
w
(ti0−1)
j

(
1 + x
i0N
)
.
Proof of Claim. Recall that w(t)j = (1 − t)wj + tvj for all t ∈ [0, 12 ], and so w(t)j is increasing if wj  vj , and w(t)j is
decreasing if wj  vj . For this reason, we proceed in two different cases. We first discuss the case when wj  vj .
Observe that for any t ∈ [ti0−1, ti0], we have(
1 − x
i0N
)
 1
w
(t)
j
w
(ti0−1)
j
= (1 − t)wj + tvj
(1 − ti0−1)wj + ti0−1vj
= wj + t (vj − wj)
wj + ti0−1(vj − wj)
 wj + ti0(vj − wj)
wj + ti0−1(vj − wj)
= wj + ti0−1(1 +
x
i0N
)(vj − wj)
wj + ti0−1(vj − wj)
= 1 + x
i0N
ti0−1(vj − wj)
wj + ti0−1(vj − wj)
 1 + x
i0N
.
For the second case when wj  vj , we begin with an observation that if t ∈ [ti0−1, ti0], then 1− ti0  1− t  1− ti0−1.
Also, note that
(1 − t) −
(
1 − x
i0N
)
(1 − ti0−1) (1 − ti0) −
(
1 − x
i0N
)
(1 − ti0−1)
= 1 − ti0−1
(
1 + x
i0N
)
−
(
1 − x
i0N
)
(1 − ti0−1)
= x
i0N
− 2ti0−1
x
i0N
 0,
where the last inequality holds because ti0−1 < 12 . Thus, if t ∈ [ti0−1, ti0], then (1− xi0N )(1− ti0−1) 1− t  1− ti0−1.
Moreover,
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1 + x
i0N
)
 1
w
(t)
j
w
(ti0−1)
j
= (1 − t)wj + tvj
(1 − ti0−1)wj + ti0−1vj
= vj + (1 − t)(wj − vj )
vj + (1 − ti0−1)(wj − vj )

vj + (1 − xi0N )(1 − ti0−1)(wj − vj )
vj + (1 − ti0−1)(wj − vj )
= 1 − x
i0N
(1 − ti0−1)(wj − vj )
vj + (1 − ti0−1)(wj − vj )
 1 − x
i0N
,
and this completes the proof of the claim. 
From the claim, we get
(
1 − x
i0N
)i0N

i0N∏
m=1
w
(t)
j+m
w
(ti0−1)
j+m

(
1 + x
i0N
)i0N
, (3.9)
for all integers j with 0 j N . From (3.1), (3.3), and (3.4), we have
(
1 − x
i0N
)i0N
> e−x − 2
8‖h2‖ > 1 −
2
4‖h2‖
and (
1 + x
i0N
)i0N
< ex + 2
8‖h2‖ < 1 +
2
4‖h2‖ .
Combining the two above inequalities with (3.9) yields∣∣∣∣∣
i0N∏
m=1
w
(t)
j+m
w
(ti0−1)
j+m
− 1
∣∣∣∣∣< 24‖h2‖ ,
for every integer j with 0 j N . Therefore, by the definition of Ft and St ,
∥∥F i0Nt Si0Nti0−1h2 − h2∥∥2 =
N∑
j=0
∣∣∣∣∣
i0N∏
m=1
w
(t)
j+m
w
(ti0−1)
j+m
− 1
∣∣∣∣∣
2∣∣〈h2, ej 〉∣∣2
<
(
2
4‖h2‖
)2
‖h2‖2
=
(
2
4
)2
. (3.10)
Putting (3.8) and (3.10) into (3.7) yields
∥∥λi0F i0Nt g − h2∥∥< 24 + 24 = 22 . (3.11)
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< sup
{
λi
∥∥F iNt ∥∥: 1 i  k, t ∈ [r,2−1]}δ + 22
= 2
2
+ 2
2
by our definition of δ
= 2.
Hence, λi0F
i0N
t (V ) ⊆ B(h2, 2) ⊆ U2, whenever t ∈ [ti0−1, ti0] and this finishes the proof of the theorem. 
Theorem 3.1 gives us a major distinction between hypercyclicity and supercyclicity in terms of paths of unilateral
weighted backward shifts. In fact, there are two hypercyclic unilateral weighted backward shifts T0 and T1 on 2
whose convex combination 12T0 + 12T1 is not even hypercyclic; see [8].
Recently, Read and Rosa [19] and Bayart and Matheron [5] showed there exists hypercyclic operators that do not
satisfy the Hypercyclicity Criterion. Montes-Rodríguez and Salas [18, Proposition 2.6] showed that there exist super-
cyclic operators that do not satisfy the Supercyclicity Criterion. However, Salas [21, Corollary 2.8] showed that every
unilateral weighted backward shift does satisfy the Supercyclicity Criterion. Since all the paths given in this section
consist entirely of unilateral weighted backward shifts, all the operators along these paths satisfy the Supercyclicity
Criterion. In the proposition below, we show there does exist a path with a dense Gδ set of common supercyclic vec-
tors between a unilateral weighted backward shift and an operator that does not satisfy the Supercyclicity Criterion.
Indeed, the shift is even hypercyclic.
Proposition 3.2. Let T0 :2 → 2 be a hypercyclic unilateral weighted backward shift. There exists a supercyclic
operator T1 :2 → 2 and a path of operators between T0 and T1 such that the set of common supercyclic vectors
for the whole path is a dense Gδ set. Moreover, every operator along the path except T1 satisfies the Supercyclicity
Criterion.
Proof. Let T0 :2 → 2 be a hypercyclic unilateral weighted backward shift with the weight sequence {wj : j  1}.
Define T1 :2 → 2 by T1e0 = e0, T1e1 = 0 and T1ej = wjej−1 for all j  2. Let T be the unilateral weighted
backward shift on {e1, e2, . . .} defined by T e1 = 0 and T ej = wjej−1 for all j  2. Then T1 = I ⊕ T , where I is the
identity operator on the one-dimensional linear span of e0. Salas [20, Theorem 2.5] proved that a unilateral weighted
backward shift is hypercyclic if and only if its weight sequence {vj : j  1} satisfies sup{∏ni=1 vi : n  1} = ∞.
Since T0 is hypercyclic, it follows from Salas’ result that the operator T is also hypercyclic on the closed linear span
of {e1, e2, . . .}. By a result of Herrero [14, Lemma 3.2], we get T1 is a supercyclic operator. Moreover, by a result of
Montes-Rodríguez and Salas [18, Proposition 2.6], the operator T1 fails to satisfy the Supercyclicity Criterion.
Consider the family {Ft : t ∈ [0,1]}, where Ft is given by
Ftej =
⎧⎨
⎩
te0, if j = 0,
(1 − t)w1e0, if j = 1,
wj ej−1, if j  2.
Clearly {Ft : t ∈ [0,1]} is a path of nonzero bounded linear operators between T0 and T1. Observe that
⋂
t∈[0,1]
SC(Ft ) =
[ ⋂
n∈N
⋂
t∈[0, n
n+1 ]
SC(Ft )
]
∩ SC(T1).
To finish the proof, we only need to show that the family {Ft : t ∈ [0, r]}, where 0 < r < 1 has a dense Gδ set of
common supercyclic vectors and every operator in this family satisfies the Supercyclicity Criterion. To do this, we
will use Theorem 2.2 and Proposition 2.3.
Let 0 < r < 1, and let D1 = span{ej : j  0} \ {0}. Let h ∈ D1 and let  > 0. Since T0 is hypercyclic, there exists a
strictly increasing sequence (nk)∞k=1 of positive integers such that limk→∞ w1w2 · · ·wnk = ∞. Since each wj satisfies
0 < wj  ‖T0‖ < ∞, we see that for each integer k  1, there is an integer mk  1 such that
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i=1
1
wj+i
< 1, whenever 0 j  k, (3.12)
and
m1 < m2 < m3 < · · · .
Let D2 = D1, and define St :D1 → 2 by
Stej =
{ 1
(1−t)w1 e1, if j = 0,
1
wj+1 ej+1, if j  1.
To establish condition (i) in Theorem 2.2, let f ∈ D2 and let t ′ ∈ [0, r], where 0 < r < 1. Choose an integer N  1
such that 〈f, ej 〉 = 〈h, ej 〉 = 0 for all j N + 1. Observe that by (3.12) and because 0 t ′  r < 1, we have
∥∥Smk
t ′ h
∥∥2 = 1
(1 − t ′)2
mk∏
i=1
1
w2i
∣∣〈h, e0〉∣∣2 + N∑
j=1
mk∏
i=1
1
w2j+i
∣∣〈h, ej 〉∣∣2
 1
(1 − t ′)2 ‖h‖
2, (3.13)
for each k N . Next, observe that from the definition of Ft , we have
FNt ej =
{
tNe0, if j = 0,
[tN−j (1 − t)∏ji=1 wi]e0, if 1 j N ,
and so
FNt f =
N∑
j=0
〈f, ej 〉FNt ej
=
(
tN 〈f, e0〉 +
N∑
j=1
tN−j (1 − t)
j∏
i=1
wi〈f, ej 〉
)
e0
= Cte0, for some scalar Ct .
Moreover, since t ∈ [0, r], the scalar Ct satisfies the inequality
|Ct | (N + 1)M‖f ‖,
where M = max{1,w1,w1w2, . . . ,w1w2 · · ·wN }. Thus, for each nN and t ∈ [0, r], we have∥∥Fnt f ∥∥= ∥∥CtFn−Nt e0∥∥
= |Ct |tn−N
 (N + 1)M‖f ‖rn−N. (3.14)
Combining (3.13) and (3.14), we get
∥∥Fmkt f ∥∥∥∥Smkt ′ h∥∥ (N + 1)Mrmk−N‖f ‖‖h‖1 − t ′ → 0 uniformly for all t ∈ [0, r] as k → ∞,
because 0 < r < 1.
To prove condition (ii) in Theorem 2.2, let t ′ ∈ [0, r] and observe that
Fnt S
n
t ′ej =
{
1−t
1−t ′ e0, if j = 0,
ej , if j  1,
for all t ∈ [0, r]. Thus
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∣∣∣∣ 1 − t1 − t ′ − 1
∣∣∣∣
= |〈h, e0〉|
1 − t ′ |t − t
′|
 ‖h‖
1 − r |t − t
′|.
It follows that if we set δ = (1−r)‖h‖ , then∥∥Fmkt Smkt ′ h − h∥∥< ,
whenever k  1 and |t − t ′| < δ. The remainder of the proposition now follows from Theorem 2.2 and Proposi-
tion 2.3. 
Combining Theorem 3.1 with Proposition 3.2, we get that given an arbitrary unilateral weighted backward shift T ,
there exists a path of operators having a dense Gδ set of common supercyclic vectors between T and an operator that
does not satisfy the Supercyclicity Criterion.
4. No common supercyclic vectors
In Section 2, we have established criteria for a path of supercyclic operators to have a dense Gδ set of common
supercyclic vectors. However, not every path of supercyclic operators has a common supercyclic vector. For an exam-
ple, start with a path {Ft ∈ B(2): t ∈ [a, b]} of hypercyclic operators with no common hypercyclic vector; see [8].
Consider the path {I ⊕ Ft ∈ B(F ⊕ 2): t ∈ [a, b]}. Herrero [14, Lemma 3.2] showed a general result that if x is a
hypercyclic vector for an operator T , then 1 ⊕ x is a supercyclic vector for I ⊕ T . González, León-Saavedra, and
Montes-Rodríguez [12, Theorem 5.2] extended this result by showing μ ⊕ x is a supercyclic vector for αI ⊕ T if
and only if μ = 0 and x is a hypercyclic vector for 1
α
T . Since {Ft ∈ B(2): t ∈ [a, b]} is a path of hypercyclic oper-
ators without a common hypercyclic vector, it immediately follows that {I ⊕ Ft ∈ B(F ⊕ 2): t ∈ [a, b]} is a path of
supercyclic operators without a common supercyclic vector.
In Section 3, we have mainly examined paths of unilateral weighted backward shifts. It is natural for us to show
even for this type of path, we are still not guaranteed to have a common supercyclic vector.
Theorem 4.1. There exists a path of unilateral weighted backward shifts having no common supercyclic vector.
Proof. For each t ∈ [0, 14 ], let Ft be the unilateral weighted backward shift with the weight sequence {w(t)j : j  1}
given by w(t)1 = 1 and w(t)j = ( 12 + t)j
2 for every integer j  2. To show {Ft : t ∈ [0, 14 ]} is a path of operators, observe
that by the mean value theorem, for any t, t ′ ∈ [0, 14 ], we have
∣∣w(t)j − w(t ′)j ∣∣ j2
(
3
4
)j2−1
|t − t ′|.
Since
∑∞
j=1 j2( 34 )
j2−1 < ∞, there exists M > 0 such that∣∣w(t)j − w(t ′)j ∣∣M|t − t ′|,
whenever j  1 and t, t ′ ∈ [0, 14 ]. Hence,
‖Ft − Ft ′ ‖ = sup
{∣∣w(t)j − w(t ′)j ∣∣: j  1}M|t − t ′|,
which shows the map t → Ft is continuous on [0, 14 ].
We are to show that any vector h = (h0, h1, h2, . . .) in 2 is not a common supercyclic vector for the path {Ft : t ∈
[0, 14 ]}. To begin, observe that if h were a common supercyclic vector for the path, then Fkt h is a supercyclic vector
for Ft , whenever k  1 and t ∈ [0, 1 ]. For that reason, we consider the set Ah,k defined by4
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{
t ∈ [0,1/4]: ∃λ ∈ C s.t. ∥∥λFkt h − 2e0 − 2e1∥∥< 1}, (4.1)
and observe that our theorem is proved if we can show that the Lebesgue outer measure m∗ of these sets satisfy
m∗
( ∞⋃
k=n
Ah,k
)
<
1
4
= m∗[0,1/4],
for a sufficiently large integer n. For that, we need a claim.
Claim. Let k  1 and suppose t, t ′ ∈ Ah,k with t < t ′. Then t ′ − t < 91/k2 − 1.
Proof of Claim. Since t ∈ Ah,k , there exists λ ∈ C with∥∥λFkt h − 2e0 − 2e1∥∥< 1. (4.2)
Thus from the definition of Ft , we have∣∣λhkw(t)1 w(t)2 · · ·w(t)k − 2∣∣< 1
and ∣∣λhk+1w(t)2 w(t)3 · · ·w(t)k+1 − 2∣∣< 1.
Hence,
1 < |λhk|w(t)1 w(t)2 · · ·w(t)k < 3
and
1 < |λhk+1|w(t)2 w(t)3 · · ·w(t)k+1 < 3.
Taking the ratio with the middle expressions in the above two inequalities and using the definition that w(t)1 = 1, we
get
1
3
<
|hk+1|
|hk| w
(t)
k+1 < 3.
Since t ′ ∈ Ah,k , using the exact same argument, we get
1
3
<
|hk+1|
|hk| w
(t ′)
k+1 < 3.
Again, by taking the ratio of the two above inequalities, we see that
1
9
<
w
(t ′)
k+1
w
(t)
k+1
< 9,
which implies that( 1
2 + t ′
1
2 + t
)(k+1)2
< 9.
It follows that
1 + t
′ − t
1
2 + t
< 91/(k+1)2,
and hence
t ′ − t <
(
1
2
+ t
)(
91/(k+1)2 − 1)< 91/k2 − 1,
because t ∈ [0, 1 ]. This finishes the proof for our claim. 4
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m∗(Ah,k) 91/k
2 − 1.
Hence,
m∗
( ∞⋃
k=n
Ah,k
)

∞∑
k=n
m∗(Ah,k)

∞∑
k=n
(
91/k2 − 1)
=
∞∑
k=n
1
k2
(
91/k2 − 1)k2,
which is convergent because limk→∞(91/k
2 − 1)k2 = ln 9. Therefore, there exists a large enough integer n such that
m∗(
⋃∞
k=n Ah,k) < 14 , and this finishes the whole proof. 
As an immediate consequence of Theorem 4.1, we point out that between any two unilateral weighted backward
shifts, there is a path of such operators having no common supercyclic vector, in contrast to Theorem 3.1. To show
that, one just needs to join each of the two shifts by a path to one of the two operators at the two ends of the path in
Theorem 4.1, say by taking convex combinations as in Theorem 3.1.
All the results in the previous two sections were stated in terms of unilateral weighted backward shifts on 2. With
a simple modification of the proofs, one can adapt the results to p with 1 p < ∞.
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