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The changes in the two-dimensional~2D! 4He phase diagram due to the introduction of impurities~C
atoms! are estimated using path-integral Monte Carlo simulations. Our results indicate that when we increase
the concentration of Cs atoms, the liquid-gas coexistence zone decreases in size and eventually disappears for
sCs;0.005 Å






















































There are many studies on the phase diagram of4He films
adsorbed on various substrates.1–10 The picture that emerge
is that the two-dimensional~2D! fluid separates into a pur
2D liquid and a gas at low temperatures and coverages
between those two stable phases, there is a sizable coe
ence region. The position of the critical point and of t
coexistence region are relatively independent of the part
lar substrate used. In this paper, we raise the questio
whether the liquid-gas transition is inevitable, or whether o
can find a substrate which is characterized by only a sin
fluid phase. If so, one would have the possibility of realizi
a very low density 2D superfluid, analogous to Bose cond
sation in atom traps or4He in vycor. One cannot have su
perfluid gases for systems which have a liquid-gas crit
point because the maximum density of the gas decrease
ponentially with temperature@s} exp(2eB /KT) with eB the
binding energy of the liquid#, so that the conditions neede
for the Kosterlitz-Thouless transition temperature (TKT}s)
cannot be met.
In this paper, we report the results using the path integ
Monte Carlo~PIMC! method, of a purely 2D4He film on a
surface with a finite density of Cs impurities (0.003 Å22
,sCs,0.012 Å
22). The 4He coverage was in the rang
0.0,sHe,0.06 Å
22, approximately where the liquid-ga
coexistence region is known experimentally to be. This
also the region in which the influence of the substrate
weaker and the helium film is more accurately described
a 2D model.9 Since the interaction between helium atom
and alkali metal atoms is primarily repulsive, the binding
helium to the metal is very weak. By changing the numbe
alkali metal atoms, one can vary the effect of this repuls
and change the4He phase diagram. Our calculations pred
that impurities reduce the critical temperature of the liqu
gas phase transition. With enough impurities, the criti
point disappears altogether, allowing the possibility of a v
low density 2D super gas.
The PIMC method allows one to make reliable estima
of the pressure and energy from an assumed interaction
tential, thus mapping out the phase diagram. Practical de
are given elsewhere.12 The Cs-He interaction was modele
by a 12:6 Lennard-Jones potential. We deduced the value
s ande from Ref. 13.s53.8 Å was taken so that the min
mum of the potential is the average of the atomic radii of
two species ande50.9 K was determined by the potenti


























we used the Aziz potential.14 In any case, the results ar
insensitive to these values. Note that the model is stric
two-dimensional. The simulation cell was the same as u
in Ref. 11: a 17.32320.0 Å22 rectangle, in which we lo-
cated 1, 2, or 4 Cs impurities. That implies cesium conc
trations of 0.003, 0.006, and 0.012 Å22. We also used a cel
with a smaller area (230 Å22) with only one Cs atom
(sCs50.0043 Å
22).
To establish the boundaries of the liquid-gas coexiste
zone, we looked at the behavior of the pressure as a func
of coverage at different temperatures. In a homogeneous
tem, the pressure must be a monotonically increasing w
coverage along an isotherm. On the contrary, if (dp/ds)
,0, then there is instability to phase separation. The li
between these two behaviors~the critical temperature! is
marked by a flat isotherm. Figure 1 shows the change in
isotherms atT50.25 K when we increase the number
impurities from 0 ~diamonds, Ref. 15!, to 1 ~crosses!, 2
~pluses!, and 4 ~squares!. We see that when we have on
impurity or less, the coverage dependence of pressure i
cates the presence of a coexistence region. The zero-pre
liquid coverage changes fromsHe50.044 Å
22 for the pure
helium case tosHe50.029 Å
22 whensCs50.003 Å
22.
FIG. 1. Calculated pressure versus He (s) and Cs coverages a
T50.25 K: pure helium, L; sCs50.003 Å
22, 3; sCs
50.006 Å22, 1; sCs50.012 Å
























































PRB 59 8417BRIEF REPORTSOn the other hand, when we increase the number of
purities~for the same size of the simulation cell! from 1 to 2
(sCS50.003 Å
22), the behavior of the pressure isotherm
changes considerably, e.g., atT50.25 K the pressure is
monotonically increasing with helium coverage, indicating
lack of phase separation. If we repeat the calculations foT
50.125 K, we obtain virtually the same values of the pr
sure, hence we are close to the ground state. This is simil
what happens when the concentration of impurities
0.012 Å22; the only difference is that the values of the pre
sure increase even further. We conclude that the liquid-
coexistence zone disappears and the ground state of a
4He film is not a self-bound liquid. Such a state will have
flat isotherm whenT→0. With the help of additional simu
lations~including one Cs impurity in the 230 Å22 cell!, we
estimate that the liquid-gas critical temperature disappe
when the Cs concentration is in the range 0.0043,s
,0.006 Å22.
The presence of impurities also affects the superfluid d
sity. Figure 2 shows the temperature dependence of the
perfluid fraction ss /sHe as a function of temperature fo
three systems with different Cs coverages. The superfl
density ss is proportional to the mean-square windin
number;12 winding paths are those that wrap around the
riodic boundary conditions. When there are no external
stacles~impurities! to the formation of the winding paths, a
atoms eventually contribute to the superfluid fraction16 at
low enough temperatures. However, the introduction of o
one impurity in the simulation cell makes;29% of the He
atoms respond to perturbation normally. That number
creases up to;60% for four impurities per cell. That con
centration of impurities was used in Ref. 11 to obtain sup
fluid molecular hydrogen. The He coverage is also v
similar to the H2 coverage used in that work (sH2
50.038 Å22), and the dependence of the superfluid fract
on the temperature is virtually identical. This suggests t
the superfluid density is primarily determined by the geo
etry of the system, not by the interaction between partic
~providing we have a fluid!. There is another effect of impu
rities on the superfluid film, namely that there exist oth























topological quantities besides the winding number, such
the phase picked up by the wave function as an atom
circles an impurity. It would be of interest to calculate th
mean-square value of these phases in equilibrium with p
integrals.
As we mentioned above, whensCs,0.006 Å
22, some of
the isotherms have a coverage range in which (dp/ds),0,
indicating a two-phase coexistence. We determined the
its of this region by matching the chemical potentials of t









wheresG and sL are the equilibrium coverages of the g
and liquid phases, respectively. The integrals were p
formed by fitting the pressure to a polynomial in tempe
ture. The boundaries of those regions are displayed in Fig
The solid line represents the limits whensCs50.003 Å
22,
and the dotted line those same boundaries whensCs
50.0043 Å22. The dashed line indicates the data for t
pure system.15 In agreement with the above discussion, w
observe that the area of the two-phase region shrinks as
impurity concentration increases and the liquid-gas criti
temperature decreases:Tc50.75 K in the first case, and 0.3
K in the second, versus 0.87 K~Ref. 15! for the pure system.
We observe also that forsCs50.0043 Å
22, there is a low-
temperature stable gas phase.
The two diagonal lines at the right part of the figure a
the limits of the superfluid region. They are defined by fitti
the simulation results for each impurity concentration~sym-
bols! to two straight lines. The boundary in the pure case,
shown here for simplicity, lies in between the two lines15
The critical temperatures is determined by the edge of
plateau in the superfluid density versus temperature~e.g.,
Fig. 2!. We have not performed a detailed finite-size ana
sis, nevertheless, this is a good estimate of when
Kosterlitz-Thouless transition will occur.
in FIG. 3. Phase versus temperature and helium (s) and Cs cov-
erage: diamonds and dashed line, pure helium system~Ref. 15!;
crosses and solid line,sCs50.003 Å


















































8418 PRB 59BRIEF REPORTSThere have been suggestions that if the liquid-gas crit
temperature is decreased enough and a low density p
becomes stable, this phase could be a second superfluid17 in
equilibrium with the liquid superfluid. However, our resul
do not show superfluid coexistence, at least for the impu
concentrations presented here. The lowering of the liquid-
critical temperature is accompanied by a lowering of the l
of critical temperature for the superfluid transition. Howev
since when we further increase the concentration of imp
ties ~see below! we get a superfluid gas with no liquid-ga
coexistence zone, it is not inconceivable that there will
such a low density coexisting superfluid phase for so
value of impurity concentration.
Figure 4 shows the phase diagram whensCs
50.012 Å22. As shown in Fig. 1 the pressure is a mon
tonically increasing function of the coverage for low tem
peratures. The energies and pressures at 0.25 and 0.125
virtually identical, indicating that the system is in the grou
state with no sign of phase separation. The fact that the
tem is a gas is also supported by the energy shown in Fig
FIG. 4. Same as in Fig. 3 withsCs50.012 Å
22.
FIG. 5. Total energy per simulation cell versus helium covera














the kinetic energy is greater than the potential one, and
total energy is positive.
As the helium coverage is increased at fixed density
localized phase occurs. In the PIMC simulation, we obse
this phase by a dramatic change in the structure factor fro
smooth curve to a function with large peaks. We performe
Maxwell construction~see Fig. 5! to obtain the limits of the
‘‘solid’’-fluid coexistence region obtaining 0.042 an
0.069 Å22. The densities do not change appreciably ov
the temperature interval shown. We used the energy in
Maxwell construction because the entropy term in the f
energy is not important, for temperatures less than 1 K.
The symbols with error bars in the fluid part of the pha
diagram are our estimates of the superfluid-normal fl
phase transition temperature obtained as in Fig. 3: they
resent the temperature at which the superfluid density flat
out. For He concentrations below 0.015 Å22, we do not
observe a nonzero superfluid density, possibly due to in
equate convergence of the PIMC calculation. The dotted
represents a fit of the data for the five concentrations fr
which we can obtain a value forTc . The fit was forced to
pass through the origin.
In principle, a bosonic system could have a gas~not a
condensed liquid! ground state providing that its de Boe
parameter (\2/meLJsLJ
2 ) is large enough.18 We think that we
have fulfilled that condition because the effective attract
between helium atoms is lowered by the Cs impurities.
verify this, we performed an additional series of simulatio
using a single Xe atom as a impurity in the same simulat
cell employed above. We found that, for a given tempe
ture, the pressure decreases in relation to the values o
pure He case, i.e., the size of the liquid-gas coexistence z
increases instead of disappearing.
Another way of decreasing the de Boer parameter is
keep the interparticle interaction constant but reduce the d
sity of the system by diluting with3He. In that case, one
would expect a similar behavior to what we see with
impurities. In fact, the experimental data of Ramos, Eb
e
FIG. 6. The pair-correlation function for He~solid line! and H2
~Ref. 11! ~dashed line!. Both systems are at a coverages



























PRB 59 8419BRIEF REPORTSand Vilches5 show such an effect. They observe a significa
lowering of the critical temperature of the liquid-gas tran
tion as the molar fraction of3He increases. Their results als
indicate that they would need a much larger concentratio
3He than Cs to reduce the critical temperature by the sa
amount.
That leaves us with the problem of finding an adequ
substrate to observe these effects. We modeled the cell
4 Cs atoms after a low-temperature phase found in Rb
Cs atoms adsorbed on Ag~111!.19 Any substrate, even a non
metallic one, where the alkali metal atoms are not ioniz
and are uniformly spread on the surface should have
effect of reducing the liquid density. We think our 2D mod
captures the important effects of such a system.11 In Ag~111!
the lowest experimental coverage tried was ab
0.008 Å22 for Cs,20 but there could be less dense phas
allowing one experimentally to approach the concentratio















Recent calculations on a 2D film of H2 ~Ref. 11! indicate
that K and Cs impurities on a smooth metal surface w
stabilize a liquid phase of H2 at low temperatures and pre
vent the solidification characteristic of a clean layer of H2 .
Hence, the fluid becomes superfluid below 1 K. In Fig. 6
compare the radial distribution functions of the fluid He a
H2. Both functions are characteristic of a strongly correla
quantum fluid, but it is seen that H2 is more strongly corre-
lated, due to the larger size and intermolecular interaction
H2 . Because of the stronger attraction, it is not likely that2
will have a low density super-gas phase.
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