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Abstract
For systems modeled by partial dierential equations (PDE's), the location and shape of
the actuators can be regarded as a design variable and included as part of the controller
synthesis procedure. Optimal actuator location is a special case of optimal design. Appro-
priate actuator location and design can improve performance and signicantly reduce the
cost of the control in a distributed parameter system.
For linear partial dierential equations, the existence of an optimal actuator design for
a number of cost functions has been established. However, many dynamics are aected
by nonlinearities and linearization of the PDE can neglect some important aspects of
the model. The existing literature uses the nite-dimensional approximation of nonlinear
PDE's to address the optimal actuator design problem. There are new theoretical results
on the optimal actuator design of nonlinear PDE's in Banach spaces.
This thesis describes new results on optimal actuator design for abstract nonlinear
systems on reexive Banach spaces. Two classes of PDE's have been studied. In the rst
class, semi-linear systems, a weak continuity assumption on nonlinearities is imposed to
establish optimality results. Two examples are provided for this class including nonlinear
railway track model and nonlinear wave equation in two space dimensions. The second class
is nonlinear parabolic PDE's. For this class, the weak continuity assumption is relaxed at
the cost of imposing assumptions on the linear part of the system. The examples provided
for this class are Kuramoto-Sivashinsky equation and nonlinear diusion in two space
dimensions.
Furthermore, a thorough study of optimal actuator location for nonlinear railway track
model was conducted. The study begins with investigating the well-posedness and stability
of solutions to this model. It is shown that under certain conditions on inputs, solutions to
the railway track model are stable. Further on, using optimization algorithms and numer-
ical schemes, an optimal input and actuator location are computed. Several simulations
are run for various physical parameters. The simulations show that the optimal actuator
location is not at the center of the track, contrary to a common belief. They also show




I would like to thank my supervisor, Kirsten for her guidance and support. I also would
like to thank the members of the examining committee, Professor Brian Ingalls, Professor




To my parents, Akram and Kamal, who taught me by example the value of compassion
and hard work. This thesis is a product of their love and encouragement.
vii
Table of Contents
List of Figures x
List of Symbols xii
1 Introduction 1
2 Background 6
2.1 Operator Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2 Semigroup of Operators . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.3 Linear Control Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.3.1 Linear-Quadratic Optimal Control . . . . . . . . . . . . . . . . . . 11
2.3.2 Linear-Quadratic Optimal Actuator Design . . . . . . . . . . . . . . 13
2.4 Nonlinear Control Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.4.1 Semilinear Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.4.2 Nonlinear Parabolic Systems . . . . . . . . . . . . . . . . . . . . . . 17
3 Optimal Actuator Design for Semilinear Systems 21
3.1 Main Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.2 Estimate on the Solution . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.3 Existence of an Optimizer . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.4 Optimality Conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
viii
3.5 Examples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.5.1 Railway Track Model . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.5.2 Nonlinear Waves . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.6 Concluding Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4 Optimal Actuator Design for Nonlinear Parabolic Systems 53
4.1 Nonlinear Parabolic Systems . . . . . . . . . . . . . . . . . . . . . . . . . . 54
4.2 Optimal Actuator Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.3 Examples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
4.3.1 KuramotoSivashinsky Equation . . . . . . . . . . . . . . . . . . . 66
4.3.2 Nonlinear Diusion . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
4.4 Concluding Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
5 Optimal Control and Actuator Location for Railway Tracks 74
5.1 Well-posedness and Stability of Railway Track Model . . . . . . . . . . . . 74
5.1.1 Mathematical Model . . . . . . . . . . . . . . . . . . . . . . . . . . 76
5.1.2 Stability of Classical Solutions . . . . . . . . . . . . . . . . . . . . . 78
5.1.3 Stability of Mild Solutions . . . . . . . . . . . . . . . . . . . . . . . 85
5.2 Optimal Control and Actuator Location . . . . . . . . . . . . . . . . . . . 87
5.2.1 Optimization Algorithms . . . . . . . . . . . . . . . . . . . . . . . . 88
5.2.2 Approximation Scheme . . . . . . . . . . . . . . . . . . . . . . . . . 92
5.2.3 Simulation Results . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
5.3 Concluding Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
6 Conclusion and Future Research 103
6.1 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103




1.1 Actuators are used to control the vibrations of a exible structure, [28,
Figure 12]1(actuators are indicated in the photo). . . . . . . . . . . . . . . 2
1.2 Deection of railway track [72, Figure 7]2. . . . . . . . . . . . . . . . . . . 4
3.1 Schematic of an actuator on the railway track beam. . . . . . . . . . . . . 40
3.2 Schematic of an actuator on the wave region. . . . . . . . . . . . . . . . . . 47
5.1 Graph of the the initial condition for the simulations. . . . . . . . . . . . . 96
5.2 Convergence of the numerical scheme for dierent orders of approximation
in undamped beam. No signicant improvement is observed for 4th order
approximation or higher. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
5.3 Convergence of the numerical scheme for dierent orders of approximation
in damped beam. No signicant improvement is observed for 6th order
approximation or higher. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
5.4 Comparison of the optimal input and cost function in linear and nonlinear
damped beam. The cost of control increases by increasing the nonlinearity. 99
5.5 Comparison of the optimal input and cost function in linear and nonlinear
undamped beam. The cost of control increases by increasing the nonlinearity. 99
5.6 Eect of nonlinearity on the cost function. The optimal actuator locations
do not change signicantly despite the change in the cost. . . . . . . . . . . 100
5.7 Eect of viscous damping on the cost function. The optimal actuator loca-
tions move away from center as the damping is decreased. . . . . . . . . . 100
5.8 Eect of Kelvin-Voigt damping on the cost function. If Cd = 0, the beam
models is hyperbolic. The optimal actuator locations move away from center
as the damping is decreased. . . . . . . . . . . . . . . . . . . . . . . . . . . 101
x
5.9 Comparison of optimal inputs: optimal location vs center. Actuators on






X Reexive Banach space.
L(X) The space of bounded linear operators on X.
X∗ Dual of X.
H Hilbert space.
‖·‖ Norm on X or L(X).
‖·‖p Norm on Lp(0, τ ;X) or Lp(0, τ ;U).
〈·, ·〉 Inner product on H.
→ Strong convergence on X.
⇀ Weak convergence on X.
X1 ↪→ X2 Dense and continuous embedding of X1 into X2.
A, Q Linear operators on Banach spaces.
A∗ Adjoint of A.
A(·), F(·) Nonlinear operators on Banach spaces.
x(t) State evolving in a Banach space.
xo, uo Optimal state and optimal input, respectively.
x̃ State of a linearized system.
Cm(I;X) The space of m times continuously dierentiable X-valued
xii
function over the interval I.
C(0, τ ;X) Short notation for C([0, τ ];X).
Lploc(I;U) The space of strongly measurable functions u : I → U, t→ u(t),
for which ‖u(t)‖U is in L
p
loc(I,R).
Lp(0, τ ;U) Short notation for Lp([0, τ ];U).
PC(R+;U) The space of all bounded, piecewise continuous U-valued
functions over R+.
Cs(I;X) The space of Hölder continous X-valued functions
with the exponent s.
cs(I;X) The space of little Hölder continous X-valued functions
with the exponent s.
Wm,p(I;X) The space of all strongly measurable functions x : I → X for




Actuator location and design are important design variables in controller synthesis for dis-
tributed parameter systems. Finding the best actuator location to control a distributed
parameter system can signicantly reduce the cost of the control and improve its eec-
tiveness [43, 97, 98, e.g.]. For example, a static control with a properly located actuator
yields better performance on a structure than dynamic control with actuation at a dierent
location [43]. There is a considerable interest in this problem in engineering [48, 117], in
particular, in vibration suppression of exible structures, see Figure 1.1.
Optimal actuator design involves nding the best control input. An optimal control in-
put that can be expressed as a feedback law is more desirable. For linear partial dierential
equations (PDE's) and for quadratic cost functions, feedback laws can be determined by
solving the so-called Riccati equations. The existence of a solution to the Riccati equations
and its properties are discussed in [78, 77]. If the objective is to reduce the response of the
linear system to disturbances, H2 and H∞ cost functions are considered, [122, 118].
The optimal actuator design problem has been discussed by many researchers in vari-
ous contexts. The existence of an optimal actuator location for a number of cost functions
has been established. In [95], it is proven that an linear-quadratic optimal actuator lo-
cation exists if the control operator continuously depends on actuator locations. Further
conditions on operators and cost functions are stated that guarantee the convergence of
optimal locations calculated using numerical schemes to an optimal location for the original
PDE, see [95]. Similar results have been obtained for H2 and H∞ controller design objec-
tives in [96, 68]. Optimal actuator shape design of linear parabolic PDE's is considered
in [66]. There are other objectives such as maximizing controllability or stability margin
[31, 58, 106, e.g.].
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Figure 1.1: Actuators are used to control the vibrations of a exible structure, [28, Figure
12]1(actuators are indicated in the photo).
Many papers have discussed optimal control for nonlinear distributed parameter sys-
tems; but few have looked into actuator design problem of such systems. Using a nite-
dimensional approximation of the original PDE model, optimal actuator location in nonlin-
ear PDE's has been addressed for some applications including the Kuramoto-Sivashinsky
equation, semilinear transport-reaction equation as well as composite piezo-elastic plates
[7, 83, 6, 94, 108]. These papers do not discuss the existence of an optimizer and optimality
in innite-dimensions and consider only a nite-dimensional approximation of the model.
To our knowledge, there are no theoretical results on optimal actuator design of nonlinear
distributed parameter systems. This thesis develops results on the theory of concurrent
optimal actuator/controller design for nonlinear PDE's. This extends earlier results for
linear PDE's, as well as insight into optimality equations. It also provides a theoretical
framework for numerical studies.
1DOI: 10.1088/0964-1726/22/3/035001 c©IOP Publishing. Reproduced with permission. All rights
reserved.
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One motivator for research into optimal actuator design for nonlinear systems is the
signicant eect that nonlinearities have on dynamics of some systems. These systems can-
not be accurately modelled by linear dierential equations. Control of systems modelled
by nonlinear PDE's has been studied for a number of applications, including wastewa-
ter treatment systems [85], steel cooling plants [116], oil extraction through a reservoir
[80], solidication models in metallic alloys [13], thermistors [62], Schlögl model [14, 17],
FitzHughNagumo system [17], micro-beam model [36], static elastoplasticity [29], type-II
superconductivity [120], Fokker-Planck equation [47], Schrödinger equation with bilinear
control [23], Cahn-Hilliard-Navier-Stokes system [60], wine fermentation process [88], time-
dependent Kohn-Sham model [112], elastic crane-trolley-load system [70], and railway track
model [39]. In these papers, a cost function is being minimized subject to a nonlinear PDE
model.
A review of PDE-constrained optimization theory can be found in the books [61, 79,
115]. The theory on optimal control of nonlinear PDE's has focused on PDE models with
specic structures. For example, in [15, 107], rst order dierential equations with elliptic
operators was considered. State-constrained optimal control of specic nonlinear PDE
models has also been studied. In [12], the authors investigated the structure of Lagrange
multipliers for state constrained optimal control problem of linear elliptic PDE's. Second
order optimality conditions have also been discussed for specic nonlinear PDE models.
In [16], second order optimality conditions are derived for nonlinear rst-order elliptic
and parabolic PDE models in space dimensions equal or less than three. Optimal control
of dierential equations in abstract spaces has been discussed only in a few papers. In
[89], a nonlinear parabolic system in abstract Banach spaces has been studied. In [16],
second order optimality conditions have been derived for a general optimization problem
with equality, inequality, and point-wise constraints. This thesis discusses the concurrent
optimal control and actuator design for dierential equations on abstract reexive Banach
spaces.
Another motivator is the application of actuators on exible structures, see Figure 1.1.
Various models for exible structures have been suggested including linear and nonlin-
ear Euler-Bernoulli and Timoshenko beam models [69, 74, 36, e.g.]. In nonlinear exible
structures, the nonlinearity typically is on deformations, not on the rate of deformations.
The space in which deformations evolve is compactly embedded in that of rate of defor-
mations. As a result, the nonlinear terms are weakly continuous in the underlying state
space. This property will be exploited in this thesis to study the optimal actuator design
for exible structures. One application of the results in this study is to the development of
an optimal control strategy for the vibration suppression of railway tracks [5, 27, 39]. The
railway track model predicts the dynamic behavior of railway tracks and its underneath
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foundation, see Figure 1.2. The behavior of the foundation introduces nonlinearity into the
model. This application is primarily motivated by the need for an optimal control strategy
in the vibration suppression of railway tracks [27].
Sensors 2015, 15 20123
3. Estimation of Rail Stress and Monitoring Assessment Using Numerical Models
Simulating a train passage requires modelling track dynamic stress and vibration propagation through
a track structure (Figure 7). The frame orientation is recommended as follows: x for horizontal parallel
to the track, y for horizontal perpendicular to the track and z for vertical downward. When attempting
to model track vibration, the complex wavefields generated by the three-dimensional track geometries
(e.g., sleepers and ballast) can hardly be modelled using direct analytical expressions. To overcome these













Figure 7. Track deflection generated by the passing of a train.
Figure 8 presents various track models used in analytical and numerical solutions to compute track
dynamics. As the vertical loading dominates the dynamic track response, the simplified track structure is
most often defined as a bi-dimensional model in the vertical plane along the track (a similar classification
can be done in the horizontal plane for lateral loading). Two categories of tracks are proposed, depending
on whether the rail is assumed to be continuously or discretely supported. This distinction is imposed
by the discrete nature of sleepers along the track direction. Continuously supported models are intended
to simulate the entire track and neglect the effect of sleepers. On the contrary, sleeper effects can be
modelled using a discontinuous support, which increases the accuracy at higher frequencies. In both
cases, the rail is considered as a flexible beam which is either finite (the problem is solved in the time
domain) or infinite (in the frequency/wavenumber domain). One of the most straightforward approaches
to rail modelling is to use an Euler beam (this modelling approach allows calculating the load-carrying
and the small deflection characteristics of a beam). However, Grassie et al. [22] concluded that this
model is deficient in several aspects in the high frequency range (>100 Hz). This was confirmed by [23]
by comparing several numerical models. An alternative approach is the Timoshenko beam, a more
general theory including shear deflection and rotational inertia of the rail [24] (Euler beam theory is a
special case of Timoshenko beam theory). Several layers are used in the model to distinguish the masses
of each component (sleeper, rail, ballast, foundation). It is well admitted by the scientific community
that the dynamic behaviour of the elastic elements (railpads and ballast) is complex but they can be
generally assumed to be massless and are introduced as elastic components, with linear stiffness and
damping properties in many applications. Alternatively, the ballast may be included by introducing an
additional layer by volume continuity models where the ballast is considered as elastic linear, using
discrete element modelling approaches [25] or with additional mass, spring and damper elements [26].
Figure 1.2: Deection of railway track [72, Figure 7]2.
The contribution of this thesis is threefold. Chapter 3, Chapter 4, and Chapter 5
present each contribution. The content of each chapter is submitted and published in peer-
reviewed journals [37, 38, 39]. Chapter 3 describes n w results on optimal actuator design
for semilinear systems on bstract spaces. The existing lite ature lacks heoretical results on
optimal actuator design of nonlinear systems. In this chapter, a general assumption on the
linear part of the system is made that will include both hyperbolic and parabolic systems.
The specic examples given in this chapter have not been discussed elsewhere. Chapter 4
presents new results on concurrent optimal control and actuator design of parabolic systems
on abstrac spaces. Optimal control of abstract parabolic sy tems has already been studied
in the literature; however, t is chapter relax some of the xisting ass mption , and also
extends these results to optimal actuator design. The specic examples given in this chapter
have already been studied using nite-dimensional approximations, but not in an innite-
dimensional setting. This chapter derives optimality conditions in innite-dimensional
spaces. In addition, new results on the existence of a solution to abstract nonlinear systems
were obtained. These results are presented in Section 2.4 to improve the ow of the
contents; however, they are in fact part f the results in Chapters 3 and 4. Chapter 5
studies the optimal control and actuator design of the railway track model. The studies
on vibration control of railway tracks are limited to passive vibration strategies not active
ones. The literature also lacks study on stability of the nonlinear railway track model in
the presence of an input. This chapter begins with results on well-posedness and stability
of a nonlinear controlled railway track model. Further on, using optimization algorithms
and numerical schemes, the optimal input and actuator location are computed.
The thesis is organized as follows: Chapter 2 is the mathematical background of the
thesis. Chapter 3 investigates the optimal actuator design for semilinear systems. Two
2This is an open access article distributed under the Creative Commons Attribution License: https:
//creativecommons.org/licenses/by/4.0/legalcode.
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examples are provided in this section including the nonlinear railway track model and
nonlinear wave equation in two space dimensions. Chapter 4 focuses on nonlinear parabolic
systems; the examples in this chapter are Kuramoto-Sivashinsky equation and nonlinear
diusion in two space dimensions. These examples do not satisfy the assumptions of
the previous chapter. Chapter 5 studies the optimal control and actuator design for the
nonlinear railway track model in more detail. Numerical simulations are presented in this
chapter. The thesis concludes with Chapter 6 where a summary of results as well as future




This thesis focuses on abstract dierential equations on reexive Banach spaces over the
eld of complex numbers. These spaces are denoted by blackboard letters such as X and
Y. This chapter provides a review of these spaces as well as the control systems dened
on such spaces. The materials of Section 2.1 and Section 2.3.1 are in [26]; Section 2.2 is in
[104], and Section 2.3.2 is in [95]. In addition, new results on the existence of a solution
to abstract nonlinear systems were obtained. These results are presented in Section 2.4 to
improve the ow of the contents; however, they are in fact part of the results in Chapters 3
and 4.
2.1 Operator Theory
Operators on Banach spaces can be categorized as linear and nonlinear operators.
Denition 2.1.1. A linear operator A from X to Y is a map A : D(A) ⊂ X → Y, such
that D(A) is a subspace of X, and for all x1, x2 ∈ D(A) and scalars α, it holds that
A(x1 + x2) = Ax1 +Ax2, (2.1)
A(αx) = αAx. (2.2)
A bounded linear operator on a Banach space is dened over the whole space, whereas
an unbounded operator is only dened on a subspace of the underlying Banach space.
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Denition 2.1.2. Let A be a linear operator from D(A) to Y, A is a bounded linear
operator if D(A) = X, and there exists a real number c such that for all x ∈ X
‖Ax‖Y ≤ c ‖x‖X . (2.3)
A bounded linear functional, f , is a bounded linear operator from X to C.
Denition 2.1.3. The Banach space L(X,Y) is the space of all bounded linear operators




A consequence of the previous denition is that
‖Ax‖Y ≤ ‖A‖L(X,Y) ‖x‖X . (2.5)
Denition 2.1.4. The Banach spaces X and Y are isometrically isomorphic if there exists
a linear bounded map R : X→ Y with properties
1. If Rx = 0 then x = 0,
2. Range(R) = Y,
3. ‖Rx‖Y = ‖x‖X for all x ∈ X.
The space L(X,C) is referred to as the (algebraic) dual of X, and is denoted by X∗.
The dual of X∗ is denoted by X∗∗. Each element x ∈ X gives rise to a bounded linear
functional fx in X∗∗ by
fx(g) = g(x), ∀g ∈ X∗. (2.6)
It can be shown that the mapping x 7→ fx is an isometric isomorphism of X into X∗∗. This
mapping is called the natural embedding of X in X∗∗.
Denition 2.1.5. A Banach space X is reexive if its second dual, X∗∗, is isometrically
isomorphic to X under the natural embedding.
From now on, the Banach spaces X and Y are reexive.
Continuity and boundedness are equivalent concepts for linear operators.
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Theorem 2.1.6. [109, Theorem 5.6.4 and Lemma 5.6.5] If A : D(A) ⊂ X→ Y is a linear
operator, then
a. A is continuous if and only if A is bounded.
b. If A is continuous at a single point, it is continuous on X.
Contraction mappings are a particular class of linear or nonlinear operators on Banach
spaces.
Denition 2.1.7. The nonlinear operator G(·) is a contraction mapping on X, if there are
m ∈ N and α < 1 such that G(·) satises
‖Gm(x2)− Gm(x2)‖ ≤ α ‖x2 − x1‖
for all x1, x2 ∈ X.
Theorem 2.1.8 (Contration Mapping Theorem). [100, Theorem 3.15.2 and Corollary
3.15.3] If G(·) is a contraction mapping on X, then there exists a unique x∗ ∈ X such that
G(x∗) = x∗; x∗ is the xed point of G(·).
A compact set is a closed bounded set containing only sequences that have at least one
convergent subsequence. A set is relatively compact if its closure is compact.
Denition 2.1.9. An operator A ∈ L(X,Y) is said to be a compact operator if A maps
bounded sets of X onto relatively compact sets of Y.
An equivalent denition is that A is linear and for any bounded sequence {xn} in X,
{Axn} has a convergent subsequence in Y.
2.2 Semigroup of Operators
Semigroup theory provides an abstract setting for studying innite-dimensional dynamical
systems.
Denition 2.2.1 (strongly continuous semi-group). [26, Denition 2.1.2] A strongly con-
tinuous semigroup (also C0-semigroup or simply semigroup) is an operator-valued function
T (t) from R+0 (the non-negative real line) to L(X) that satises the following properties:
T (t+ s) = T (t)T (s), for t, s ≥ 0,
T (0) = I,
‖T (t)x0 − x0‖ → 0 as t→ 0+, ∀x0 ∈ X.
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Theorem 2.2.2. [104, Theorem 2.2 and Corollary 2.3] Let T (t) be a C0-semigroup.
1. There exist constants ω ≥ 0 and M ≥ 1 such that
‖T (t)‖ ≤Meωt
for 0 ≤ t <∞.
2. For every x ∈ X, t 7→ T (t)x is a continuous function from R+0 into X.
In the last theorem, if M = 1 and ω ≤ 0, the semigroup is said to be a semigroup of
contraction. If ω < 0, the semigroup is said to be an exponentially stable semigroup.
The innitesimal generator of a C0-semigroup T (t) is the linear operator A dened by
D(A) =
{











, ∀x ∈ D(A). (2.7)
A C0-semigroup is not necessarily uniformly bounded; this is, the limit
lim
t↓0
‖T (t)− I‖ = 0.
may not hold for some C0-semigroups.
Theorem 2.2.3. [104, Theorem 1.2] A linear operator A is the innitesimal generator of
a uniformly continuous semigroup if and only if A is a bounded linear operator.
Denition 2.2.4. A linear operator A is dissipative if and only if ‖(λI − A)x‖ ≥ λ ‖x‖
for all x ∈ D(A) and λ > 0.
Theorem 2.2.5 (Lumer-Phillips). Let A be a linear operator with dense domain D(A) in
X. If A is dissipative and there is a λ0 > 0 such that the range of λ0I − A is X, then A
is the innitesimal generator of a C0-semigroup of contraction on X.
The next lemma on adjoint of a semigroup will be used in future chapters.
Theorem 2.2.6. [104, Lemma 10.5 and Corrolary 10.6] Let X be a reexive Banach space
and let T (t) be a C0-semigroup on X with innitesimal generator A. The adjoint semigroup
T (t)∗ of T (t) is a C0-semigroup on X∗ whose innitesimal generator is A∗ the adjoint of
A.
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Analytic semigroups are an important class of semigroups and will be used later in this
thesis.
Denition 2.2.7. Let ∆ = {z ∈ C : ϕ1 < arg(z) < ϕ2, ϕ1 < 0 < ϕ2} be a sector in the
complex plane, and for z ∈ ∆, let T (z) be a bounded linear operator. The family T (z),
z ∈ ∆ is an analytic semigroup in ∆ if
1. z → T (z) is analytic in ∆.
2. T (0) = I and lim
z→0
z∈∆
T (z)x = x for every x ∈ X.
3. T (z1 + z2) = T (z1)T (z2) for z1, z2 ∈ ∆
A semigroup T (t) is said to be analytic if it is analytic in some sector ∆ containing the
non-negative real axis.
2.3 Linear Control Systems
A linear control system with a state trajectory x(t) and input u(t), state operator A :
D(A)→ X and input operator B : U→ X is described by{
ẋ(t) = Ax(t) + Bu(t),
x(0) = x0 ∈ X.
(2.8)
Dierent notions of solution can be dened for a linear system.
Denition 2.3.1 (classical solution). [26, Denition 3.1.1][104, Denition 4.2.1] A func-
tion x : [0, τ) → X is a classical solution to (2.8) on [0, τ) if x is continuous on [0, τ),
continuously dierentiable on (0, τ), x(t) ∈ D(A) for 0 < t < τ , and (2.8) is satised.
Certain conditions must hold in order to ensure that a linear system has a classical
solution.
Theorem 2.3.2. [104, Theorem 2.4 and Corollary 2.5] Let A be the innitesimal generator
of a C0-semigroup T (t), and let B ∈ L(U,X). If u(t) is continuously dierentiable on [0, τ ]
then (2.8) has a classical solution on [0, τ ] for every x0 ∈ D(A).
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Denition 2.3.3 (mild solution). [104, Denition 6.1.1][26, Denition 3.1.4] Let A be
the innitesimal generator of a strongly continuous semigroup T (t), x0 ∈ X, B ∈ L(U,X),
and u ∈ L1(0, τ ;U). The state trajectory x(t) satisfying
x(t) =T (t)x0 +
∫ t
0
T (t− s)Bu(s)ds, (2.9)
denes a mild solution to (2.8).
2.3.1 Linear-Quadratic Optimal Control
Consider the linear system (2.8) on a Hilbert space H. Let A with domain D(A) generates
a strongly continuous semigroup T (t) on H, and let B ∈ L(U,H). Let R be a linear, self-
adjoint, coercive, bounded operator on U, and C ∈ L(X,Y) be a linear, bounded operator.




〈Cx(t), Cx(t)〉Y + 〈Ru(t),u(t)〉U dt. (2.10)
subject to (2.8) over all inputs in L2(0, τ ;U). That is, minu∈L2(0,τ ;U) J(x,u)s.t. ẋ(t) = Ax(t) + Bu(t), x(0) = x0. (OP)
It is known that there is a unique input uo ∈ L2(0, τ ;U) that solves (OP), see [26, Theorem
6.1.4].
Lemma 2.3.4. [26, Lemma 6.1.5] Let uo(t) be the minimizing input function of problem




T ∗(s− t)C∗Cxo(s)ds. (2.11)
Lemma 2.3.5. [26, Lemmas 6.1.7 and 6.1.9] Let xo(t) be the optimal state trajectory in




T ∗(s− t)C∗Cxo(s)ds. (2.12)
This operator has the following properties
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a. Π(t) ∈ L(X) for all t ∈ [0, τ ]
b. The following relationships hold between the optimal state and the optimal input tra-
jectory
uo(t) = −R−1B∗Π(t)xo(t). (2.13)
c. The following relationship holds between the minimum cost and Π(τ)
J(xo,uo) = 〈x0,Π(τ)x0〉 (2.14)
d. Π(τ) is a self-adjoint, non-negative operator
e. If 0 ≤ t1 ≤ t2 ≤ τ , then Π(t2) ≤ Π(t1)
f. ‖Π(t2)‖L(X) ≤ ‖Π(t1)‖L(X)
g. Π(·) is strongly continuous from the right in [0, τ ], i.e.,
lim
h↓0
Π(t+ h)x0 = Π(t)x0
for all x0 ∈ X and t ∈ [0, τ ].
h. For every x1, x2 ∈ D(A) and t ∈ (0, τ) the function 〈x1,Π(t)x2〉 is dierentiable
and satises the dierential Riccati equation
d
dt
〈x2,Π(t)x1〉 = −〈x2,Π(t)Ax1〉 − 〈Ax2,Π(t)x1〉






Furthermore, it is the unique solution of this dierential Riccati equation in the class
of strongly continuous, self-adjoint operators in L(X) such that 〈x1,Π(t)x2〉 is dif-
ferentiable for x1, x2 ∈ D(A) and t ∈ (0, τ).
Since the time interval considered in (OP) is nite, the problem is also referred to as





〈Cx(t), Cx(t)〉Y + 〈Ru(t),u(t)〉U dt. (2.15)
The stability of the system is important in the study of the innite-time optimal control
problem.
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Denition 2.3.6. The system (2.8) with cost (2.10) is optimizable if for every x0 there
exists u ∈ L2(0,∞;U) such that the cost is nite.
Denition 2.3.7. The pair (A,B) is stabilizable if there exists P ∈ L(X,U) such that
A− BP generates an exponentially stable semigroup.
It is straightforward to show that the assumption of optimizability in the last theorem
is equivalent to stabilizability.
Denition 2.3.8. Let C ∈ L(X,Y). The pair (A, C) is detectable if there exists P ∈
L(Y,X) such that A−PC generates an exponentially stable semigroup.
Theorem 2.3.9. [26, Thms. 6.2.4 and 6.2.7] If system (2.8) with cost (2.10) is optimiz-
able and detectable, then the cost function has a minimum for every x0 ∈ X. Let uo(t) be
the optimal input and xo(t) be the corresponding optimal state trajectory. There exists a
self-adjoint non-negative operator Π ∈ L(H) such that
J(uo,xo) = 〈x0,Πx0〉 . (2.16)





, ∀x1, x2 ∈ D(A). (2.17)
Moreover, dening K = R−1B∗Π, the corresponding optimal control is u(t) = −Kx(t) and
A− BK generates an exponentially stable semigroup.
2.3.2 Linear-Quadratic Optimal Actuator Design
Let r be an actuator design parameter taking values in some topological space. Consider
a linear system with a control operator B(r) that depends on the actuator location r:{
ẋ(t) = Ax(t) + B(r)u(t),
x(0) = x0.
(2.18)
There are dierent ways of dening a cost function to be minimized over actuator choices
[95]. Linear-quadratic optimal actuator location minimizes the cost (2.15) with respect to








where x(t) solves (2.18). Applying Theorem 2.3.9 and noting that the Riccati operator






J(x,u) = ‖Π(r)‖ . (2.20)





Theorem 2.3.10. [95, Theorem 2.6] Let B(r) ∈ L(U,X) be a family of compact input
operators such that for any r0 ∈ Ω
lim
r→r0
‖B(r)− B(r0)‖ = 0. (2.22)
If (A,B(r)) is stabilizable for all r ∈ Ω and (A, C) is detectable, then the Riccati operator
Π(r) is continuous function of r in the operator norm as follows:
lim
r→r0
‖Π(r)− Π(r0)‖ = 0 (2.23)




A dierent cost is considered for random initial conditions. If the initial condition is
random, with zero mean and variance V , the cost to be minimized over the actuator choice
is
µ(r) = trace(V 1/2Π(r)V 1/2). (2.25)
Since the Riccati operator is self-adjoint and non-negative,




where ‖·‖1 indicates the nuclear norm. Assuming that the variance is unity, V = 1, the
cost to be minimized becomes
‖Π(r)‖1 . (2.26)
Theorem 2.3.11. [95, Theorem 2.10] Let B(r) ∈ L(U,X), r ∈ Ω, be a family of input
operators such that for any r0 ∈ Ω
lim
r→r0
‖B(r)− B(r0)‖ = 0. (2.27)
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Assume that (A,B(r)) are all stabilizable and that (A, C) is detectable. If U and Y are
nite-dimensional, then the corresponding Riccati operator Π(r) is continuous function of
r in the nuclear norm:
lim
r→r0
‖Π(r)− Π(r0)‖1 = 0, (2.28)
and there exists an optimal actuator location ro such that
‖Π(ro)‖1 = infr∈Ω ‖Π(r)‖1 . (2.29)
The optimal actuator design also involves designing the shape of the actuators. In this
case, the actuator parameter design belongs to a topological space. Papers [99, 66] discuss
actuator shape design and present various examples.
2.4 Nonlinear Control Systems
An important class of nonlinear control systems consists of a nonlinear operator A :
D(A) → X, control operator B : U → X, state x(t), t > 0, input u(t), and initial
condition x0 ∈ X. It is described by{
ẋ(t) = A(x(t)) + Bu(t), t > 0,
x(0) = x0.
(2.30)
In this section, it is assumed that the operator B is bounded. In what follows, dierent
types of nonlinear control systems are discussed.
2.4.1 Semilinear Systems
A semilinear system is often dened as a system withA(x) = Ax+F(x) where the operator
A : D(A)→ X is linear and generates a C0-semigroup, and the operator F(x) : X→ X is
nonlinear and continuous [104]. System (2.30) becomes{
ẋ(t) = Ax(t) + F(x(t)) + Bu(t), t > 0,
x(0) = x0.
(2.31)
A common notion of solution for such systems is the mild solution.
15
Denition 2.4.1 (mild solution). [104, Denition 6.1.1] A function x : [0, τ ]→ X is said
to be a mild solution of (2.31) if x is in C(0, τ ;X) and satises






T (t− s)Bu(s)ds. (2.32)
The following theorem modies [104, Theorem 6.1.4] which only allows continuous
inputs.
Theorem 2.4.2. [37, Thm 3.1] Let A be the innitesimal generator of a C0-semigroup,
F(·) be locally Lipschitz continuous on X, and B : U → X be a bounded linear operator,
x0 ∈ X, and u ∈ Lploc(0,∞;U). For any R > 0, ‖u‖p ≤ R, there is τ > 0 such that IVP
(2.31) admits a mild solution over [0, τ ] .
Proof. The idea of the proof is similar to [104, Theorem 6.1.4], with a slight modication
that here u(t) is in Lp(0, τ ;U). For any x0 ∈ X choose constants δ0 > 0 and τ > 0 such
that for all t ∈ [0, τ ]
‖T (t)x0 − x0‖ ≤ δ0.
Let S be the closed bounded subset of C(0, τ ;X) dened as
S = {x ∈ C(0, τ ;X)| x(0) = x0, ‖x(t)− x0‖ ≤ 2δ0, ∀t ∈ [0, τ ]} . (2.33)
Dene the operator G on S to be
G(x)(t) = T (t)x0 +
∫ t
0
T (t− s)F(x(s)) ds+
∫ t
0
T (t− s)Bu(s) ds. (2.34)
It will be shown that for suciently small τ , G maps S into S and is a contraction on S.
Use the triangle inequality and write
‖G(x)(t)− x0‖ ≤‖T (t)x0 − x0‖+
∥∥∥∥∫ t
0





T (t− s)Bu(s) ds
∥∥∥∥ .
There exist a number MT > 0 that ‖T (t)‖ ≤ MT for all t ∈ [0, τ ]. Also, there is LFδ > 0
so that ‖F(x(s))‖ ≤ LFδ‖x(s)‖ on a ball of radius δ = ‖x0‖+ 2δ0 centered at the origin.
This gives a bound for the second term on the right hand side of the inequality (2.35)∥∥∥∥∫ t
0
T (t− s)F(x(s)) ds
∥∥∥∥ ≤MT LFδδτ. (2.36)
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An upper bound for the third right hand side term is∥∥∥∥∫ t
0
T (t− s)Bu(s) ds
∥∥∥∥ ≤MT ‖B‖L(U,X) ‖u‖p τ (p−1)/p. (2.37)
Applying these bounds to inequality (2.35), it follows for all u ∈ BR that
‖G(x)(t)− x0‖ ≤ δ0 +MT LFδδτ +MT ‖B‖L(U,X) Rτ
(p−1)/p. (2.38)
Choose τ small enough that the right hand side in (2.38) is less than 2δ0. For such τ ,
G : S→ S.
Because of the local Lipschitz continuity of F(·)




T (t− s) (F(x2(s))−F(x1(s))) ds
∥∥∥∥
≤MT LFδτ ‖x2 − x1‖C(0,τ ;X) . (2.39)
Choosing τ so MT LFδτ < 1 yields that G is a contraction on S. Thus, the operator G has
a unique xed point in S that satises
x(t) = T (t)x0 +
∫ t
0
T (t− s)F(x(s)) ds+
∫ t
0
T (t− s)Bu(s) ds . (2.40)
Therefore, x(t) is the unique local mild solution of (3.1).
2.4.2 Nonlinear Parabolic Systems
In nonlinear parabolic systems, the operator F(x) is dened on the space D(F), where
D(F) is densely embedded in X. Stronger assumption on the linear part of the system will
be imposed. It is assumed that A is the generator of an analytic semigroup eAt on X.




x ∈ X : t 7→ v(t) :=
∥∥t1−α−1/pAetAx∥∥ ∈ Lp(0, 1)} ,
‖x‖DA(α,p) = ‖x‖+ ‖v‖Lp(0,1) .
(2.41)
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Theorem 2.4.3. [35, Theorem 4.1] Let A generate an analytic semigroup on X. Then,
for every u ∈ Lp(0, τ ;X) and x0 ∈ DA(1/p, p), the linear system{
ẋ(t) = Ax(t) + u(t), a.e. on (0, τ),
x(0) = x0.
(2.42)
admits a unique solution x(t) in Lp(0, τ ;D(A)) ∩W 1,p(0, τ ;X).
Denition 2.4.4 (strict solution). [11, Denition 3.1.i] If the mild solution to (2.30) is
in W 1,p(0, τ ;X) ∩ Lp(0, τ ;D(A)), and for almost every t ∈ (0, τ ]: x(t) is in D(A) and
satises (2.31), it is said to be a strict solution of (2.31).
Lemma 2.4.5. [24, Proposition 2.2 and Corollary 2.3] Let τ0 > τ and p ∈ (1,∞) be given.
If A generate an analytic semigroup on X, then there exists a constant cτ0 independent of
τ such that for all τ ∈ (0, τ0] and v ∈ W 1,p(0, τ ;X) ∩ Lp(0, τ ;D(A)),
‖v̇‖L2(0,τ ;X) + ‖Av‖L2(0,τ ;X)
≤Mτ0
(
‖v̇ +Av‖L2(0,τ ;X) + ‖v(0)‖DA(1/p,p)
)
.
Furthermore, if v(0) = 0,
‖v‖C(0,τ ;DA(1/p,p)) ≤Mτ0
(
‖v̇‖L2(0,τ ;X) + ‖Av‖L2(0,τ ;X)
)
.




u ∈ Lp(0, τ ;U) : ‖u‖p ≤ R1
}
, (2.43)
BV(R2) = {x0 ∈ V : ‖x0‖V ≤ R2} . (2.44)
The following theorem modies [24, Theorem 2.1] which only considers a xed initial
condition.
Theorem 2.4.6. [38, Theorem 2] Let A generate an analytic semigroup on X, and F(·) :
V→ X be locally Lipschitz continuous, and DA(1/p, p) ↪→ V. For every pair R1 > 0, R2 >
0, there is τ > 0 and δ > 0 such that (2.31) admits a unique strict solution x ∈ W(0, τ),
‖x‖W(0,τ) ≤ δ for all (u, r,x0) ∈ BLp(0,τ ;U)(R1)×K ×BV(R2).
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Proof. The proof of this theorem follows the same line as that of [24, Theorem 2.1] with
some modications. Let w solve the linear equation{
ẇ(t) = Aw(t) + F(x0) + B(r)u(t), t ∈ (0, τ ],
w(0) = x0.
(2.45)
Dene for an arbitrary number ρ > 0 the set
Σρ,τ =
{
v ∈W(0, τ) : v(0) = x0, ‖v −w‖W(0,τ) ≤ ρ
}
. (2.46)
Because w(·) ∈ W(0, τ), w(·) ∈ C(0, τ ;V). Dene φ(τ ;R1, R2) = ‖w − x0‖C(0,τ ;V)
where here x0 indicates the constant function in C(0, τ ;V) that equals x0. Note that
lim
τ→0
φ(τ ;R1, R2) = 0. (2.47)
According to Lemma 4.1.3, there is a constant M independent of τ such that
‖v − x0‖C(0,τ ;V) ≤Mρ+ φ(τ ;R1, R2), ∀v ∈ Σρ,τ . (2.48)
Consider the mapping γ : W(0, τ)→W(0, τ), x(·) 7→ v(·) dened by{
v̇(t) = Av(t) + F(x(t)) + B(r)u(t), t ∈ (0, τ ],
v(0) = x0.
(2.49)
It will now be shown that for some numbers ρ and τ the mapping γ denes a contraction
on Σρ,τ and hence has a unique xed point.
Consider the linear equation{
v̇(t)− ẇ(t) = A(v(t)−w(t)) + F(x(t)), t ∈ (0, τ ],
(v −w)(0) = 0,
Use Lemma 4.1.3 together with Lipschitz continuity of F , let LF be the Lipschitz constant




p (Mρ+ φ(τ ;R1, R2)). (2.50)
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Furthermore, for any x1,x2 ∈ Σρ,τ , dene v1 = γ(x1) and v2 = γ(x2), then Lemma 4.1.3
yields
‖v2 − v1‖W(0,τ) ≤M
2LFτ
1
p ‖x2 − x1‖W(0,τ) . (2.51)






p (Mρ+ φ(τ ;R1, R2)) ≤ ρ.
The Contraction Mapping Theorem ensures that the mapping γ has a unique xed point
in Σρ,τ . This xed point is the unique solution x to (2.31). Also, from the denition (2.46),
every x in Σρ,τ satises
‖x‖W(0,τ) ≤ ‖w‖W(0,τ) + ρ. (2.52)
Let LF be the Lipschitz constant of F over the ball B(0, ‖x0‖). Proposition 2.2 in [24]
yields
‖w‖W(0,τ) ≤M(‖x0‖V + ‖F(x0) + B(r)u(t)‖p)
≤M(‖x0‖V + τ
1














yields the required upper-bound on ‖x‖W(0,τ).
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Chapter 3
Optimal Actuator Design for Semilinear
Systems
Semilinear partial dierential equations model a wide spectrum of physical systems with
distributed parameters. Theory for concurrent optimal control and actuator design of a
class of controlled semilinear PDE's is described in this chapter. The research described
extends previous work on optimal control of PDE's in that the system is in a general form
and the linear part of the equation is not necessarily an elliptic dierential operator. A
general class of PDE's with weakly continuous nonlinear part is considered in this chapter.
It is shown that under certain conditions on the nonlinearity and the cost function, an
optimal control input together with an optimal actuator choice exists. Optimality equations
explicitly characterizing the optimal control and actuator are obtained. The results are
applied to optimal actuator and controller design in a nonlinear railway track model as
well as semilinear wave models.
The chapter is organized as follows. After a short paragraph on notation, the problem
denition as well as the main results are stated in Section 3.1. Section 3.2 briey discusses
the existence of a solution to the semilinear equation as well as an estimate on the solution.
The existence of an optimizer is established in Section 3.3. First-order necessary conditions
for the optimizer are provided in Section 3.4. In Section 3.5, the results of the previous
sections are applied to the railway track model and semilinear wave models, respectively.
Concluding remarks are made in Section 3.6.
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3.1 Main Results
Consider a semilinear system with state x(t) on a separable reexive Banach space X:
ẋ(t) = Ax(t) + F(x(t)) + B(r)u(t), x(0) = x0 ∈ X, (3.1)
The function u(t) is the input to the system, and takes values in a reexive Banach space
U. Control operator B(r) depends on a parameter r that takes values in an open set K in
a topological space K. The parameter r typically has interpretation as possible actuator
designs. The operators A, F(·), and B(·) satisfy the following assumptions.
Assumption A.
1. The state operator A with domain D(A) generates a strongly continuous semigroup
T (t) on X.
2. Let F(0) = 0; the nonlinear operator F(·) is locally Lipschitz continuous on X; that
is, for every positive number δ, there exists LFδ > 0 such that
‖F(x2)−F(x1)‖ ≤ LFδ ‖x2 − x1‖ ,
for all ‖x2‖ ≤ δ and ‖x1‖ ≤ δ.
3. For each r ∈ K, the input operator B(r) is a linear bounded operator that maps the
input space U into the state space X. This family of operators is uniformly bounded
over K, i.e., there exist a positive number MB such that ‖B(r)‖L(U,X) ≤ MB for all
r ∈ K.
In some cases, due to lack of regularity of the input u, a classical solution to (3.1) is
not assured.
Denition 3.1.1. If x ∈ C(0, τ ;X) satises






T (t− s)B(r)u(s)ds, (3.2)
for every x0 ∈ X, it is said to be a mild solution to (3.1).
In Theorem 2.4.2, the existence of a unique mild solution to the initial value problem
(IVP) (3.1) is proven for u(t) in the ball
BR = {u ∈ Lp(0, τ ;U) : ‖u‖p ≤ R},
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where 1 < p <∞.
Theorem 2.4.2: Under assumption A, for each x0 ∈ X and positive number R, there
exists τ > 0 such that (3.1) admits a unique local mild solution x ∈ C(0, τ ;X) for all
u ∈ BR and all r ∈ K.




φ(x(t)) + ψ(u(t)) dt.
The optimization problem is to minimize J(u, r;x0) over an admissible control input set
Uad and an admissible actuator design setKad, subject to (3.1) with a xed initial condition
x0 ∈ X. That is,
min J(u, r;x0)





To guarantee the existence of an optimizer, further assumptions are needed on the operators
F(·), B(·), the sets Uad and Kad, and on the cost function J(u, r;x0).
Assumption B.
1. Let xn(t) be a bounded sequence in C(0, τ ;X) such that xn(t) ⇀ x(t) in Lp(0, τ ;X).
Then, F(xn(t)) ⇀ F(x(t)) in Lp(0, τ ;X).
2. The set Kad is a compact subset of K, and the set Uad is a closed and convex subset
of BR\∂BR. Also, letting r2 → r1 with respect to the topology on K, the family of




‖B(r2)− B(r1)‖L(U,X) = 0.
3. The functionals φ(·) and ψ(·) are weakly lower semi-continuous non-negative func-
tionals on X and U, respectively.
It is shown in Section 3.3 that under these assumptions, an optimal control and actuator
design exist.
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Theorem 3.3.1: For initial condition x0 ∈ X, let τ be such that the mild solution exists
for all u ∈ BR and all r ∈ K. Under assumptions A and B, there exists a control input
uo ∈ Uad together with an actuator design ro ∈ Kad, that solves the optimization problem
P.
To characterize an optimizer to the optimization problem, further assumptions on dif-
ferentiability of the nonlinear operators F(·) and B(·), and the cost function are needed.
Assumption C.
1. The nonlinear operator F(·) is Gâteaux dierentiable on X ([61, Denition 1.29]).
Indicate the Gâteaux derivative of F(·) at x in the direction p by F ′xp. Furthermore,
the mapping x 7→ F ′x is bounded; that is, bounded sets in X are mapped to bounded
sets in L(X).
2. The space K is a Hilbert space, K is an bounded subset of K, and Kad is convex.
Also, the control operator B(r) is Gâteaux dierentiable with respect to r from K to
L(U,X). Indicate the Gâteaux derivative of B(r) at ro in the direction r by B′ror.
Furthermore, the mapping ro 7→ B′ro is bounded; that is, bounded sets in K are
mapped to bounded sets in L(K,L(U,X)).
3. The spaces X and U are Hilbert spaces, and p=2. Also, in the cost function, set
φ(x) = 〈Qx,x〉 , ψ(u) = 〈Ru,u〉U , (3.3)
where the linear operator Q is a positive semi-denite, self-adjoint bounded operator
on X, and the linear operator R is a coercive, self-adjoint bounded operator on U.
Since X, U, and K are assumed to be Hilbert spaces, the dual of each of these spaces
can be identied with the space itself. The operator (B′rou)∗ : X→ K is dened as
〈(B′rou)∗p, r〉K = 〈p, (B
′
ror)u〉 , ∀(u,p, r) ∈ U× X×K.
The following theorem is proven in Section 3.4. In this theorem x = S(u; r,x0) denotes
the control-to-state map (see Denition 3.4.1).
Theorem 3.4.7: Suppose assumptions A1 and C hold. For any initial condition x0 ∈ X,
let the pair (uo, ro)∈ Uad ×Kad be a local minimizer of the optimization problem P with
the optimal trajectory xo = S(uo; ro,x0) and let po(t), the adjoint state, indicate the mild
solution of the nal value problem
ṗo(t) = −(A∗ + F ′∗xo(t))po(t)−Qxo(t), po(τ) = 0.
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Then (uo, ro) satises〈
uo +R−1B∗(ro)po,u− uo
〉
L2(0,τ ;U) ≥ 0, ∀u ∈ Uad,〈∫ τ
0
(B′rouo(t))∗po(t) dt, r − ro
〉
K
≥ 0, ∀r ∈ Kad.
If the optimizer (uo, ro) is in the interior of Uad ×Kad, the optimality conditions become
the equality conditions presented in Corollary 3.4.8.
3.2 Estimate on the Solution
In the existing literature, the existence of a unique local solution to (3.1) is guaranteed
for continuously dierentiable control inputs (see e.g. [104, Theorem 6.1.5]). Requiring
that u ∈ C1(0, τ ;U) is too restrictive for establishing existence of an optimal control.
Theorem 2.4.2 ensures that under assumption A, for each x0 ∈ X and positive number R,
there exists τ > 0 such that (3.1) admits a unique local mild solution x ∈ C(0, τ ;X) for
all u ∈ BR and all r ∈ K. The following lemma provides an estimate on the solution to
be used in the next sections. Gronwall's Inequality is used in the proof.
Lemma 3.2.1 (Gronwall's Inequality). [121, Theorem 1.4.1] Let c be a number and g(t)











, t ∈ [0, τ ]. (3.6)
Lemma 3.2.2. Under assumption A, for all u ∈ BR, there exists a positive number cτ
such that the mild solution to (3.1) satises





Proof. Let τ be as in Theorem 2.4.2. Take the norm of both sides of (3.2) and apply
assumption A together with the triangle inequality to obtain
‖x(t)‖ ≤ ‖T (t)x0‖+
∥∥∥∥∫ t
0
T (t− s)F(x(s)) ds
∥∥∥∥+ ∥∥∥∥∫ t
0





‖x(s)‖ ds+MT τ (p−1)/p ‖B(r)‖L(U,X) ‖u‖p . (3.8)
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Dening the constant












Taking supremum of both side over [0, τ ] results in (3.7).
3.3 Existence of an Optimizer
In the previous section assumptions A were shown to imply existence of a solution. It is
now shown, that if in addition assumptions B are satised, the optimization problem P
has a solution and there exists an optimal control input uo ∈ Uad together with an optimal
actuator design ro ∈ Kad.
Theorem 3.3.1. For initial condition x0 ∈ X, let τ be such that the mild solution exists
for all u ∈ BR and all r ∈ K. Under assumptions A and B, there exists a control input
uo ∈ Uad together with an actuator design ro ∈ Kad, that solves the optimization problem
P.
Proof. The cost function J(u, r;x0) is bounded from below, and thus it has an inmum,
say j(x0). This inmum is nite by assumption. As a result, there is a sequence of inputs
un ∈ Uad and actuator design rn ∈ Kad such that
lim
n→∞
J(un, rn;x0) = j(x0). (3.10)
The set Uad is a bounded subset of the reexive space L
p(0, τ ;U), 1 < p < ∞, and
hence it is weakly sequentially compact [119, Theorem 9.4.3]. Since Uad is closed and
convex, it is also weakly closed [115, Theorem 2.11.]. These statements mean that there
is a subsequence of un that converges weakly to some element u
o ∈ Uad. To simplify the
notation, we denote the weakly convergent subsequence by un:
un(t) ⇀ u
o(t) as n→∞. (3.11)
The compactness of Kad implies that there is also a subsequence of rn that converges to
some ro in Kad with respect to the topology on K. This subsequence is also indicated by
rn; that is
rn → ro as n→∞. (3.12)
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Using assumption B2, it follows that
B(rn)un(t) ⇀ B(ro)uo(t) in Lp(0, τ ;X) as n→∞. (3.13)
According to Proposition 1.84 of [9], every continuous linear map is weakly continuous,
yielding∫ t
0
T (t− s)B(rn)un(s)ds ⇀
∫ t
0
T (t− s)B(ro)uo(s)ds in C(0, τ ;X). (3.14)
Moreover, by Theorem 2.4.2, for every pair (un, rn), there exists a state xn(t) ∈
C(0, τ ;X). The sequence {xn(t)} is also bounded in C(0, τ ;X) by Lemma 3.2.2; that
is
‖xn‖C(0,τ ;X) ≤ cτ (‖x0‖+MBR) . (3.15)
The sequence xn(t) is bounded in C(0, τ ;X) and so in Lp(0, τ ;X) as well. The latter is
a reexive Banach space; this means that a subsequence of xn(t), denote it by xn(t) for
simplicity, weakly converges to an element of xo in Lp(0, τ ;X). By assumption B1, it
follows that
F(xn(t)) ⇀ F(xo(t)) in Lp(0, τ ;X), (3.16)
and also by Proposition 1.84 of [9]∫ t
0
T (t− s)F(xn(s))ds ⇀
∫ t
0
T (t− s)F(xo(s))ds in C(0, τ ;X). (3.17)
Recall that each (xn,un, rn) satises






T (t− s)B(rn)un(s)ds. (3.18)
Apply (3.14) and (3.17) to (3.18), it follows that xo(t) is in C(0, τ ;X). Note that the
mild solution is unique; thus, xo(t) is the mild solution to IVP (3.1) with input uo(t) and
actuator design ro, satisfying






T (t− s)B(ro)uo(s)ds. (3.19)
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It remains to show that (xo(t),uo(t), ro) minimizes J(u, r;x0). Recall from denition
of the sequence un and rn that












From assumption B3, the cost function is weakly lower semi-continuous in x and u. This







ψ(uo(t)) dt = J(uo, ro;x0). (3.21)
Since j(x0) was dened to be the inmum,
j(x0) = J(u
o, ro;x0).
Therefore, for every initial condition x0 ∈ X, there exists an control input uo(t) to-
gether with an actuator design ro, with corresponding mild solution xo(t) that achieves
the minimum value of the cost function.
For a linear partial dierential equation and quadratic cost, the optimal actuator prob-
lem may not be convex; see for example [95, Fig. 7]. Uniqueness of the optimal control
and actuator is not guaranteed.
3.4 Optimality Conditions
In order to establish the rst order optimality condition for an optimizer (uo, ro), further
regularity on the control-to-state map is needed.
Denition 3.4.1. For each initial condition x0 ∈ X, and actuator design r ∈ K, the
control-to-state operator is the operator S(u; r,x0) : BR ⊂ (Lp(0, τ ;U))→ Lp(0, τ ;X) that
maps every input u ∈ BR to the state x ∈ Lp(0, τ ;X). It is described by








In next two theorems, it is proven that under certain assumptions, the control-to-state
map is Lipschitz continuous in both u and r. For the Lipschitz continuity with respect to
the actuator design, a stronger assumption on the input operator B(r) than continuity in
r is needed.
Proposition 3.4.2. (a) Under assumption A, for any initial condition x0 ∈ X, the
control-to-state map S(u; r,x0) is Lipschitz continuous in u, i.e., there exists a positive
constant Lu such that
‖S(u2; r,x0)− S(u1; r,x0)‖C(0,τ ;X) ≤ Lu ‖u2 − u1‖p , (3.22)
for all u1 and u2 in BR, and r ∈ K.
(b) Under extra assumption C2, the control-to-state map S(u; r,x0) is Lipschitz contin-
uous in r, i.e., there exists a positive constant Lr such that
‖S(u; r2,x0)− S(u; r1,x0)‖C(0,τ ;X) ≤ Lr ‖r2 − r1‖K , (3.23)
for all r1 and r2 in K, and u ∈ BR.
Proof. For x0 ∈ X and r ∈ K, consider x1(t) and x2(t) as the mild solutions to (3.1)
corresponding to the inputs u1(t) and u2(t), respectively. The inputs are in a ball of radius
R contained in Lp(0, τ ;U), 1 < p <∞; consequently, by Lemma 3.2.2 and assumption A3,
the states x1(t) and x2(t) are contained in a ball of radius
δ = cτ (‖x0‖+MBR). (3.24)








T (t− s)B(r) (u2(s)− u1(s)) ds. (3.25)
Recall that T (t) satises ‖T (t)‖ ≤ MT for all t ∈ [0, τ ] and some number MT > 0. Also,
remember that the operator F(·) is locally Lipschitz continuous, and B(r) is uniformly
bounded in X for all r ∈ K. Taking the norm in X of both sides of this equation yields





(p−1)/p ‖u2 − u1‖p . (3.26)
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By Gronwall's Lemma [121, Theorem 1.4.1], it follows that
‖x2 − x1‖C(0,τ ;X) ≤ Lu ‖u2 − u1‖p . (3.28)
This is in fact the inequality (3.22).
Similarly, for a xed initial condition x0 ∈ X and control input u ∈ BR, consider x1(t)
and x2(t) as the mild solutions to (3.1) corresponding to the actuator designs r1 and r2,
respectively. Use local Lipschitz continuity of F(·) and growth condition on semigroup
T (t) and obtain





(p−1)/p ‖u‖p ‖B(r2)− B(r1)‖L(U,X) . (3.29)
Assumption C2 implies that the control operator B(r) is locally Lipschitz continuous with
respect to r. That is, letting
LB = sup{‖B′r‖L(K,L(U,X)) : r ∈ K},
operator B(r) for all r1 and r2 in K satises
‖B(r2)− B(r1)‖L(U,X) ≤ LB ‖r2 − r1‖K . (3.30)
Accordingly, the inequality (3.29) can be re-written as





(p−1)/pRLB ‖r2 − r1‖K . (3.31)




Use Gronwall's Lemma [121, Theorem 1.4.1] to derive
‖x2 − x1‖C(0,τ ;X) ≤ Lr ‖r2 − r1‖K . (3.33)
This is in fact the inequality (3.23).
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Gâteaux dierentiability of the control-to-state map as well as its derivatives need to
be formulated in order to characterize an optimizer.
For any xo ∈ C(0, τ ;X) dene the time-varying operator operator F ′xo(t). At any t > 0,
this operator is linear on X. Consider the time-varying IVP
˙̃x(t) = (A+ F ′xo(t))x̃(t) + B(r)ũ(t), x̃(0) = 0. (3.34)
The mild solution is described by a two-parameter family of operators, say U(t, s), known
as an evolution operator.
The following lemma relies on the existence results: Theorem 5.5.6 and Theorem 5.5.10
in [46].




U(t, s)B(r)ũ(s) ds, (3.35)
in which U(t, s) is a strongly continuous evolution operator on X for 0 ≤ s ≤ t ≤ τ .
(b) Let f ∈ L1(0, τ ;X), and consider the following nal value problem (FVP) backward
in time
˙̃p(s) = −(A∗ + F ′∗xo(s))p̃(s)− f(s), p̃(τ) = 0, (3.36)




U∗(t, s)f(t) dt, (3.37)
where U∗(t, s) is the adjoint of U(t, s) on X for every 0 ≤ s ≤ t ≤ τ .
Proof. The time-invariant part of the state operator in (3.34), A, is the generator of an
strongly continuous semigroup. According to [46, Theorem 5.5.6], in order for a strongly
continuous evolution operator U(t, s) to exist so that (3.35) is the mild solution to the
(3.34), it is sucient that for every x̃ ∈ X the mapping t 7→ F ′xo(t)x̃ is strongly measurable
and that a function α(t) ∈ L1(0, τ) exists such that∥∥F ′xo(t)∥∥ ≤ α(t), t ∈ [0, τ ]. (3.38)
By assumption C1, since the state xo(t) is uniformly bounded, the operator norm of F ′xo(t)
admits an upper bound for all t ∈ [0, τ ]. Consequently, a strongly continuous evolution
operator U(t, s) exists so that (3.35) is the mild solution to (3.34).
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Since the state space X is a separable reexive Banach space, Theorem 5.5.10 of [46]
implies that the mild solution of (3.36) is described by an evolution operator. Moreover, for
every 0 ≤ s ≤ t ≤ τ , this evolution operator is the adjoint on X of the evolution operator
U(t, s).
Proposition 3.4.4. Under assumptions A and C1, for every initial condition x0 ∈ X and
actuator design r ∈ K, the control-to-state map S(u; r,x0) is Gâteaux dierentiable with
respect to u in Uad. The Gâteaux derivative of S(u; r,x0) at uo in the direction ũ is
S ′uoũ = x̃, ∀ũ ∈ Lp(0, τ ;U), (3.39)
where, dening xo(t) = S(uo; r,x0), x̃ is the mild solution to the IVP
˙̃x(t) = (A+ F ′xo(t))x̃(t) + B(r)ũ(t), x̃(0) = 0. (3.40)
The mild solution to this equation is given by the evolution operator U(t, s) in Lemma 3.4.3(a).
Proof. For suciently small ε, there is a mild solution to IVP (3.1) with input uo + εũ.
Denote by x = S(uo + εũ; r,x0) the mild solution to the IVP
ẋ(t) = Ax(t) + F(x(t)) + B(r)(uo(t) + εũ(t)), x(0) = x0. (3.41)
The state xo = S(uo; r,x0) is by denition the mild solution of the IVP
ẋo(t) = Axo(t) + F(xo(t)) + B(r)uo(t), xo(0) = x0. (3.42)
Dene xe = (x−xo)/ε− x̃, subtract the equations (3.42) and (3.40) from (3.41) to obtain
















Assumption C1 ensures that for each t ∈ [0, τ ], eF(t)→ 0 as ε→ 0. It will be shown that
eF(t) is uniformly bounded. By Lemma 3.2.2, the norm of the states x(t) and x
o(t) is
uniformly bounded over [0, τ ] by some number δ,
δ ≤ cτ (‖x0‖+MBR) . (3.45)
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≤ LFδLu ‖ũ‖p . (3.46)




∥∥F ′xo(t)(x(t)− xo(t))∥∥ ≤MF ′Lu ‖ũ‖p . (3.47)
Combining (3.46) and (3.47) leads to
‖eF(t)‖ ≤ (LFδ +MF ′)Lu ‖ũ‖p , ∀t ∈ [0, τ ]. (3.48)
Now substitute (3.44) into (3.43). The state xe is the mild solution to the IVP
ẋe(t) = (A+ F ′xo(t))xe(t) + eF(t), xe(0) = 0. (3.49)
Recall that the mild solution of this evolution equation is described by an evolution operator
U(t, s) by Lemma 3.4.3(a). Let MU be an upper bound for the operator norm of U(t, s)
over 0 ≤ t ≤ s ≤ τ , the mild solution to (3.49) satises the estimate






Since limε→0 ‖eF(t)‖ = 0 for each t ∈ [0, τ ] and ‖eF(t)‖ is uniformly bounded over [0, τ ]









‖xe‖Lp(0,τ ;X) = 0.
This proves that S ′uoũ is the Gâteaux derivative of S(u; r,x0) at uo in the direction ũ.
Proposition 3.4.5. Under assumptions A, C1, and C2, for every initial condition x0 ∈ X
and control input u ∈ BR, the control-to-state map S(u; r,x0) is Gâteaux dierentiable in
r in Kad. The Gâteaux derivative of S(u; r,x0) at ro in the direction r̃ is
S ′ro r̃ = ỹ, ∀r̃ ∈ K, (3.51)
where, dening xo(t) = S(u; ro,x0), ỹ is the mild solution to the IVP
˙̃y(t) = (A+ F ′xo(t))ỹ(t) + (B′ro r̃)u(t), ỹ(0) = 0. (3.52)
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Proof. Let number ε be small enough so that ro+εr̃ ∈ K. Denote by x = S(u; ro+εr̃,x0)
the mild solution to the IVP
ẋ(t) = Ax(t) + F(x(t)) + B(ro + εr̃)u(t), x(0) = x0. (3.53)
The state xo = S(u; ro,x0) is the mild solution of the IVP
ẋo(t) = Axo(t) + F(xo(t)) + B(ro)u(t), xo(0) = x0. (3.54)
Dene xe = (x− xo)/ε− ỹ, subtract the equations (3.54) and (3.52) from (3.53), obtain










(B(ro + εr̃)− B(ro))− B′ro r̃
)
u(t), xe(0) = 0. (3.55)











(B(ro + εr̃)− B(ro))− B′ro r̃. (3.56b)
Assumption C1 and C2 ensure that as ε→ 0
‖eF(t)‖ → 0, ∀t ∈ [0, τ ], (3.57a)
‖eB‖L(U,X) → 0. (3.57b)
Also, similar to inequality (3.48), using Proposition 3.4.2(b), and letting δ = cτ (‖x0‖ +
MBR) and MF ′ = sup{‖F ′xo(t)‖ : t ∈ [0, τ ]}, the following upper bounded can be obtained
‖eF(t)‖ ≤ (LFδ +MF ′)Lr ‖r̃‖K , ∀t ∈ [0, τ ]. (3.58)
Rewrite (3.55) as follows
ẋe(t) =(A+ F ′xo(t))xe(t) + eF(t) + eBu(t), xe(0) = 0. (3.59)
According to Lemma 3.4.3(a), the mild solution of this evolution equation is described by









Let MU be an upper bound for the operator norm of U(t, s) over 0 ≤ t ≤ s ≤ τ ,





‖eF(t)‖+ τ 1/pMU ‖eB‖L(U,X) ‖u‖1 . (3.61)
As a result of (3.57a) and (3.58), the rst integral in (3.61) tends to zero by the bounded









‖xe‖Lp(0,τ ;X) = 0.
This shows that S ′ro r̃ is the Gâteaux derivative of S(u; r,x0) at ro in the direction r̃.
In order to place the problem in a Hilbert space, assumptions C2 and C3 are used,
assuming that the spaces are Hilbert spaces and dening a cost function. It will also
be assumed that p = 2, considering inputs in L2(0, τ ;U). It is shown in the following
lemma that this cost function is consistent with previous assumptions on the cost function
(assumption B3).
Lemma 3.4.6. The cost function in assumption C3 satises assumption B3; that is, it is
weakly lower semi-continuous in x and u.
Proof. The cost function J(u, r;x0) in assumption C3 is continuous and convex function





〈Qx(t),x(t)〉 dt as xn → x in L2(0, τ ;X),
〈λQx1 + (1− λ)Qx2, λx1 + (1− λ)x2〉 ≤ λ 〈Qx1,x1〉+ (1− λ) 〈Qx2,x2〉 ,
and a similar argument for u. According to Theorem 13.2.2 in [119] and the corollary
thereafter, if a functional dened on a Banach space is continuous and convex; then, it is
also weakly lower semi-continuous. Therefore, the cost function J(u, r;x0) is weakly lower
semi-continuous in both x and u.
The next theorem derives the rst order necessary conditions for an optimizer of the
optimization problem P.
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Theorem 3.4.7. Suppose assumptions A1 and C hold. For any initial condition x0 ∈ X,
let the pair (uo, ro)∈ Uad ×Kad be a local minimizer of the optimization problem P with
the optimal trajectory xo = S(uo; ro,x0). Let po(t), the adjoint state, indicate the mild
solution of the nal value problem
ṗo(t) = −(A∗ + F ′∗xo(t))po(t)−Qxo(t), po(τ) = 0.
Then (uo, ro) satises〈
uo +R−1B∗(ro)po,u− uo
〉
L2(0,τ ;U) ≥ 0, ∀u ∈ Uad, (3.62a)〈∫ τ
0
(B′rouo(t))∗po(t) dt, r − ro
〉
K
≥ 0, ∀r ∈ Kad. (3.62b)
Proof. To derive the optimality conditions (3.62), the Gâteaux derivative of the cost func-
tion J(u, r;x0) with respect to u ∈ Uad and r ∈ Kad is calculated. Using assumption
C3, the cost function is sum of two inner products in the Hilbert spaces L2(0, τ ;X) and
L2(0, τ ;U); that is
J(u, r;x0) = 〈Qx,x〉L2(0,τ ;X) + 〈Ru,u〉L2(0,τ ;U) . (3.63)
Thus, the Gâteaux derivative of J at uo in the direction hu is
J ′uohu = 2 〈QS(uo; ro,x0),S ′uohu〉L2(0,τ ;X) + 2 〈Ru
o,hu〉L2(0,τ ;U)
= 2 〈S ′∗uoQS(uo; ro,x0) +Ruo,hu〉L2(0,τ ;U) . (3.64)
To calculate the adjoint operator S ′∗uo , let ũ(t) ∈ L2(0, τ ;U), x̃(t) ∈ L2(0, τ ;X) be arbitrary.
Using Lemma 3.4.3,




































U∗(t, s)x̃(t)dt. By Lemma 3.4.3(b), p̃(s) is the mild solution of the fol-
lowing FVP solved backward in time
˙̃p(s) = −(A∗ + F ′∗xo(s))p̃(s)− x̃(s), p̃(τ) = 0. (3.66)
It follows that
(S ′∗uox̃)(s) = B∗(ro)p̃(s). (3.67)
Use (3.67) in (3.64) to obtain
J ′uohu = 2 〈B∗(ro)po(s) +Ruo,hu〉L2(0,τ ;U) . (3.68)
Applying [61, Theorem 1.46] yields the optimality condition
〈B∗(ro)po +Ruo,u− uo〉L2(0,τ ;U) ≥ 0, ∀u ∈ Uad, (3.69)
where po(s) solves
ṗo(s) = −(A+ F ′xo(s))∗po(s)−Qxo(s), po(τ) = 0. (3.70)
Since R is positive-denite, and hence, invertible, inequality (3.62a) follows.
Taking the directional derivative of J(uo, · ;x0) at ro in the direction hr yields
J ′rohr = 2 〈QS(uo; ro,x0),S ′rohr〉L2(0,τ ;X)
= 2 〈S ′∗roQS(uo; ro,x0),hr〉K . (3.71)
To calculate the adjoint operator S ′∗ro , use Lemma 3.4.3(b), and proceed as follows





















〈po(s), (B′rohr)uo(s)〉 ds. (3.72)
For each u ∈ U, (B′rohr)u is an element of X. This denes a bounded linear map from
hr ∈ K to X. There exists a bounded linear operator (B′rou)∗: X→ K satisfying




Incorporate this into (3.72) to obtain











This gives an explicit form of the adjoint operator S ′∗ro . Again, by Theorem 1.46 of [61],
the inner product (3.18) must be non-negative for any direction r − ro in Kad yielding
(3.62b).
Corollary 3.4.8. If the minimizer (uo, ro) is in the interior of Uad×Kad, then the following
set of equations characterizes (xo,po,uo, ro):
ẋo(t) = Axo(t) + F(xo(t)) + B(ro)uo(t), xo(0) = x0,
ṗo(t) = −(A∗ + F ′∗xo(t))po(t)−Qxo(t), po(τ) = 0,
uo(t) = −R−1B∗(ro)po(t),∫ τ
0
(B′rouo(t))∗po(t) dt = 0.
(3.75)
Proof. In the interior of Uad ×Kad, all directions u− uo ∈ L2(0, τ ;U) and r − ro ∈ K are
permitted. Thus, the inner products in (3.62) are non-negative only if
uo(t) +R−1B∗(ro)po(t) = 0,∫ τ
0
(B′rouo(t))∗po(t) dt = 0.
If the control space U and actuator design space K are separable Hilbert spaces, the
optimizing control and actuator can be characterized further. Let eKj , e
U
i , and e
X
k be
orthonormal bases for K, U, and X, respectively. Then there exists bi(r) ∈ X, r ∈ K so








Since the operator B(·)u : K→ X is Gâteaux dierentiable with respect to r, each bi(·) is
a Gâteaux dierentiable map from K to X. Denote the Gâteaux derivative of bi(r) at ro



















Corollary 3.4.9. Assume further that the input space U and actuator design space K are




k be orthonormal bases for K, U, and X, respectively. Dene








































k(s) ds = 0, for each j. (3.79b)
























〈bi(ro),p〉 eUi . (3.81)




















3.5.1 Railway Track Model
Railway tracks are rested on ballast which are known for exhibiting nonlinear viscoelastic
behavior [5]. If a track beam is made of a Kelvin-Voigt material, then the railway track
















+ kw + αw3 = b(ξ; r)u(t), ξ ∈ (0, `),
w(ξ, 0) = w0(ξ),
∂w
∂t
(ξ, 0) = v0(ξ), ξ ∈ (0, `),




(0, t) + Cd
∂3w
∂ξ2∂t
(0, t) = EI
∂2w
∂ξ2
(`, t) + Cd
∂3w
∂ξ2∂t
(`, t) = 0, t ≥ 0.
where the positive constants E, I, ρ, a, and ` are the modulus of elasticity, second moment
of inertia, density of the beam, cross-sectional area, and length of the beam, respectively.
The linear and nonlinear parts of the foundation elasticity correspond to the coecients
k and α, respectively. The constant µ ≥ 0 is the viscous damping coecient of the
foundation, and Cd ≥ 0 is the coecient of Kelvin-Voigt damping in the beam. The track
deection is controlled by an external force u(t); u(t) will be assumed to be a scalar input
in order to simplify the exposition. The shape inuence function b(ξ; r) is a continuous
function over [0, `] parametrized by the parameter r that describes its dependence on
actuator location. For example, as shown in Figure 3.1, the control force is typically
localized at some point r and b(ξ; r) models the distribution of the force u(t) along the
beam. The function b(ξ; r) is assumed continuously dierentiable with respect to r over R
(assumptions B2 and C2); a suitable function for the case of actuator location is illustrated
in Figure 3.1.
Figure 3.1: Schematic of an actuator on the railway track beam.
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w ∈ H4(0, `)|w(0) = w(`) = 0, wξξ(0) = wξξ(`) = 0
}
, (3.83)
where the subscript ·ξ denote the derivative with respect to the spatial variable. As a
result, the state operator associated with the Kelvin-Voigt beam is













2 + ρav2 dξ. (3.85)
Accordingly, the domain of the state operator is
D(AKV ) :=
{
(w, v) ∈ X| v ∈ H2(0, `) ∩H10 (0, `), EIw + Cdv ∈ D(A0)
}
. (3.86)
The underlying state space X is separable since the spaces H2(0, `)∩H10 (0, `) and L2(0, `)
are separable. Furthermore, dene the linear operators K, B(r), and the nonlinear operator
F(·) as
K(w, v) := (0,− 1
ρa
(µv + kw)), (3.87)
B(r)u := (0, 1
ρa
b(ξ; r)u), (3.88)
F(w, v) := (0,− α
ρa
w3). (3.89)
The operator K is a bounded linear operator on X. For each r, operator B(r) is also a
bounded operator that maps an input u ∈ R to the state space X. Since the space H2(0, `)
is contained in the space of continuous functions over [0, `], the the nonlinear term w3
is in L2(0, `). Thus, the nonlinear operator F(·) is well-dened on X. Lastly, dene the
operator A = AKV + K, with the same domain as AKV . With these denition and by
setting x = (w, v), the state space representation of the railway model is
ẋ(t) = Ax(t) + F(x(t)) + B(r)u(t), x(0) = x0 ∈ D(A). (3.90)
It is straightforward to show that the operator A0 is closed, densely-dened, self-adjoint,
and positive; it also has a compact resolvent. As a result, the operator AKV will be a
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special case of the operator AB in [21] with α = 1. According to Theorem 1.1 in [21],
such operators are generator of an analytic semigroup (also see [8, Section 3] for a dierent
approach). Furthermore, the operator AKV +K is a bounded perturbation of the operator
AKV . By Corollary 3.2.2 in [104], AKV +K also generates an analytic semigroup.
The railway track model in [5] neglects the Kelvin-Voigt damping in the beam (i.e.
Cd = 0), and only includes Kelvin-Voigt damping in the ballast. In this case, the semigroup
generated by A is not analytic. The results of this chapter hold true for both models.
The following result is due to Simon [110, Theorem 3], and will be used to check
assumption B1.
Theorem 3.5.1. [110, Theorem 3] Let X and Y be Banach spaces, and Y ↪→ X with
compact embedding. Assume X ⊂ Lp(0, τ ;X) where 1 ≤ p ≤ ∞, and
X is bounded in L1loc(0, τ ;Y), (3.91)∫ τ−h
0
‖x(t+ h)− x(t)‖pX dt→ 0 as h→ 0 uniformly for x ∈ X. (3.92)
Then, X is relatively compact in Lp(0, τ ;X) (and in C(0, τ ;X) if p =∞).
Lemma 3.5.2. The operator F(·)
1. is continuously Fréchet dierentiable on X; the Fréchet derivative of this operator at
x = (w, v) maps every p = (f, g) to F ′xp = (0,−3αw2f/ρa),
2. the mapping x 7→ F ′x is bounded, and
3. F(·) satises assumption B1.
Proof. If F ′x is the Fréchet derivative of F(·) at x, this operator must satisfy
lim
p→0
‖F(x + p)−F(x)−F ′xp‖
‖p‖
= 0. (3.93)








Notice that functions f and w are in H2(0, `), and thus, continuous on [0, `]. Use triangle
inequality, and Hölder's inequality to obtain
‖f 3 + 3f 2w‖L2 ≤ ‖f 3‖L2 + ‖3f 2w‖L2
≤ ‖f‖3L6 + 3‖f‖2L8‖w‖L4 . (3.95)
Apply the Sobolev embedding result H2(0, `) ↪→ Lp(0, `) and let cp be the embedding
constant
‖f 3 + 3f 2w‖L2 ≤ c36‖f‖3H2 + 3c28c4‖f‖2H2‖w‖H2 , (3.96)
As a result, the expression in (3.94) is bounded above according to
‖f 3 + 3f 2w‖L2
‖f‖H2
≤ c36‖f‖2H2 + 3c28c4‖w‖H2‖f‖H2 . (3.97)
This shows that the limit in (3.94) holds, and the operator F(·) is indeed Fréchet dieren-
tiable.
Furthermore, select x1 = (w1, v1), x2 = (w2, v2), and p = (f, g) as generic elements of
X. The Fréchet derivative of F(·) at x2 − x1 is




Take the norm of F ′x2−x1p, and use Hölder's inequality to obtain
∥∥F ′x2−x1p∥∥ = 3α√ρa
(∫ `
0





‖w2 − w1‖2L8 ‖f‖L4 . (3.98)
Applying the Sobolev embedding result H2(0, `) ↪→ Lp(0, `) yields∥∥F ′x2−x1p∥∥ ≤ 3α√ρac28c4 ‖w2 − w1‖2H2 ‖f‖H2
≤ 3α√
ρa
c28c4 ‖x2 − x1‖
2 ‖p‖ . (3.99)
The last inequality indicates that the operator norm of F ′x continuously depends on x.
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This shows that the mapping x 7→ F ′x is bounded.
To show that the nonlinear operator F(·) satises assumption B1, consider a bounded
sequence xn(t) = (wn(t), vn(t)) in C(0, τ ;X) weakly converging to some element x(t) =
(w(t), v(t)) in Lp(0, τ ;X). It is shown that the sequence wn(t) satises conditions of The-
orem 3.5.1. The sequence wn(t) is by assumption bounded in C(0, τ ;H
2(0, `) ∩H10 (0, `)),
and so in C(0, τ ;L6(0, `)). This ensures that for all p ∈ [1,∞)∫ τ−h
0
‖wn(t+ h)− wn(t)‖pL6(0,`) dt→ 0 as h→ 0 uniformly for all n. (3.101)
Also, the space H2(0, `) ∩ H10 (0, `) is compactly embedded in L6(0, `) by the Rellich-
Kondrachov Theorem [1, Chapter 6]. According to Theorem 3.5.1, wn(t) has a strongly
convergent subsequence in Lp(0, τ ;L6(0, `)). Recall that wn(t) weakly converges to w(t) in
L2(0, τ ;H2(0, `)∩H10 (0, `)) as well. A weak limit is unique; thus, wn → w in Lp(0, τ ;L6(0, `)).
This further implies that w3n → w3 in Lp(0, τ ;L2(0, `)). The nonlinear operator F(·) maps
xn(t) to




Thus, the sequence F(wn(t), vn(t)) strongly (and so weakly) converges to F(w(t), v(t)) in
L2(0, τ ;X).
The previous lemma implies that the nonlinear operator F(·) of the railway track model
satises assumption A2. Therefore, Theorem 2.4.2 ensures that for every initial condition
x0 ∈ X and positive number R, there exists τ > 0 such that for all u ∈ L2(0, τ), ‖u‖2 ≤ R,
the railway track model has a unique mild solution x ∈ C(0, τ ;X). If the viscous damping
coecient µ is positive, then the existence of a mild solution for all time intervals, initial
conditions and inputs was established in [39].
Theorem 3.5.3. [39, Theorem 4] If µ > 0, then the railway track model admits a unique
mild solution x ∈ C(0, τ ;X) for all τ > 0, all x0 ∈ X, and all u ∈ L2(0, τ).
The nonlinear operator in the railway track model also satises assumptions B1 and C1.
As a result, the existence of an optimal pair (uo, ro) together with an optimal trajectory xo
follows from Theorem 3.3.1. Also, using Theorem 3.4.7, the optimal pair (uo, ro) satises
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the optimality conditions (3.62). In order to characterize the optimizers (3.75), some














for all (f, g) in the domain
D(A∗) =
{
(f, g) ∈ X| g ∈ H2(0, `) ∩H10 (0, `), EIf − Cdg ∈ D(A0)
}
. (3.104)
Let xo(t) = (wo, vo) be the optimal trajectory evaluated at time t. To calculate the adjoint
of the operator F ′xo(t) for every t on X, take the inner product F ′xo(t)(w, v) with (f, g) ∈ X;
that is 〈






For any g ∈ L2(0, `), consider the function h ∈ H2(0, `)∩H10 (0, `) satisfying the dierential
equation
EIhξξξξ(ξ) + kh(ξ) = −3α(wo(ξ))2g(ξ),
h(0) = h(`) = 0,
hξξ(0) = hξξ(`) = 0. (3.106)









(2`2η − 3`η2 + η3)ξ + (η − `)ξ3, ξ ≤ η
(η3 − `2η)ξ + ηξ3, ξ > η . (3.107)
With this calculation, for any (w, v) ∈ X,
〈(w, v), (h, 0)〉 =
∫ `
0
EIwξξ(ξ)hξξ(ξ) + kw(ξ)h(ξ) dξ
= EI[hξξwξ]
`
0 − EI[hξξξw]`0 +
∫ `
0






Comparing this equation to (3.105); the adjoint of F ′xo(t) is dened by
F ′∗xo(t)(f, g) = (h, 0). (3.109)




b(ξ; r)g(ξ) dξ. (3.110)
Also, denote br(ξ; r) to be the derivative of b(ξ; r) with respect to r and let p
o(t) = (f, g)




br(ξ; r)g(ξ)dξ, ∀(f, g) ∈ X. (3.111)
Furthermore, let q1 ∈ C2([0, `]) and q2 ∈ C([0, `]) be some non-negative functions. Set
Q(w, v) = (q1w, q2v) and R = 1 in the cost function of assumption C3.
Now applying Theorem 3.4.7 and assuming that (uo, ro) is in the interior of Uad×Kad,










= b(ξ; ro)uo(t), ξ ∈ (0, `),
wo(0, t) = wo(`, t) = 0, t ≥ 0,
EIwoξξ(0, t) + Cdw
o
tξξ(0, t) = 0, t ≥ 0,
EIwoξξ(`, t) + Cdw
o
tξξ(`, t) = 0, t ≥ 0,
wo(ξ, 0) = w0(ξ), w
o
t (ξ, 0) = v0(ξ), ξ ∈ (0, `),
(IVP)





= −ρaq1(ξ)wo, ξ ∈ (0, `),
ρagot + (EIf
o
ξξ − Cdgoξξ)ξξ − µgo + kf o = −ρaq2(ξ)wot , ξ ∈ (0, `),
f o(0, t) = f o(`, t) = 0, go(0, t) = go(`, t) = 0, t ≥ 0,
EIf oξξ(0, t)− Cdgoξξ(0, t) = EIf oξξ(`, t)− Cdgoξξ(`, t) = 0, t ≥ 0,















Nonlinear waves occur in many applications, including uid mechanics, electromagnetism,
elasticity, and also relativistic quantum mechanics. Let the wave evolve on a region Ω that
is a bounded, open, connected subset of R2. It is assumed that Ω has a Lipschitz boundary
separated into ∂Ω = Γ0 ∪ Γ1 where Γ0 ∩Γ1 = ∅ and Γ0 6= ∅. Denote by ν the unit outward
normal vector eld on ∂Ω. Figure 3.2 illustrates the region and the shape of an actuator.
Dene K = L2(Ω) and let r(ξ), ξ ∈ Ω, be the actuator shape design. There are many
possible choices of admissible shapes. One is
Kad = {r ∈ C1(Ω) : ‖r‖C1(Ω) ≤ 1}.
A nonlinear wave model with initial conditions w0(ξ) and v0(ξ) is
∂2w
∂t2
(ξ, t) = ∆w(ξ, t) + F (w(ξ, t)) + r(ξ)u(t), (ξ, t) ∈ Ω× (0, τ),
w(ξ, 0) = w0(ξ),
∂w
∂t
(ξ, 0) = v0(ξ), ξ ∈ Ω,
w(ξ, t) = 0, (ξ, t) ∈ Γ0 × [0, τ),
∂w
∂ν
(ξ, t) = 0, (ξ, t) ∈ Γ1 × [0, τ).
Figure 3.2: Schematic of an actuator on the wave region.
Let X = H1Γ0(Ω)× L
2(Ω) and dene A : D(A)→ X as
A(w, v) = (v,∆w), (3.112)
D(A) =
{











The operator A is skew-adjoint and generates a strongly continuous unitary group on X;
see for example, [41, Theorem 3.24].
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Assumption D.
1. The function F (ζ) is twice continuously dierentiable over R; denote its derivatives
by F ′(ζ) and F ′′(ζ).
2. There are numbers a0 > 0 and b > 1/2 such that |F ′′(ζ)| ≤ a0(1 + |ζ|b).
The nonlinear operator F(·) : X→ X is dened as
F(w, v) = (0, F (w)). (3.113)
Assumption D is needed to ensure that F(·) : X→ X and satises assumption B1 and that
the Gâteaux derivative of F(·) is also an operator on X. Some examples of F (·) satisfying
this assumption are F (w) = sin(w) in the Sine-Gordon equation and F (w) = |w|kw, k ≥ 2
in the Klein-Gordon equation [109, Section 5.2].
Lemma 3.5.4. Under assumption D,
1. the operator F(·) is Gâteaux dierentiable on X, with the Gâteaux derivative at x =
(w, v) in the direction p = (f, g) given by F ′xp = (0, F ′(w)f),
2. the mapping x 7→ F ′x is bounded, and
3. F(·) satises assumption B1.















(F (w(ξ) + εf(ξ))− F (w(ξ)))− F ′(w(ξ))f(ξ)
∣∣2 dξ = 0. (3.115)
Recall that because of the continuous embedding H1Γ0(Ω) ↪→ L
p(Ω), the functions f and w
belong to Lp(Ω) for all p ∈ [1,∞). Use of assumption D, applying Taylor's theorem with
























Applying Hölder's inequality shows that integral (3.116) is bounded above by a number,
and also converges to zero as ε→ 0.






F ′2(w(ξ))f 2(ξ)dξ. (3.117)
Assumption D2 ensures that there is a number a1 > 0 such that |F ′(ζ)| ≤ a1(1 + |ζ|b+1).
















Apply the embeddings H1Γ0(Ω) ↪→ L
p(Ω); letting cp indicates the embedding constants for







































This inequality shows that the mapping x 7→ F ′x is bounded.
It will now be shown that F(·) satises assumption B1. Consider a bounded se-
quence xn(t) = (wn(t), vn(t)) in C(0, τ ;X) that weakly converges to some element x(t) =
(w(t), v(t)) in Lp(0, τ ;X). The sequence wn(t) is bounded in C(0, τ ;H1Γ0(Ω)) and so it is
in C(0, τ ;Lq(Ω)) for all q ∈ [1,∞). This together with the bounded convergence theorem
ensures that for every p ∈ [1,∞)∫ τ−h
0
‖wn(t+ h)− wn(t)‖pLq(Ω) dt→ 0 as h→ 0 uniformly for all n. (3.121)
The space H1Γ0(Ω) is compactly embedded in L
q(Ω) by Rellich-Kondrachov compact em-
bedding theorem [1, Chapter 6]. By Theorem 3.5.1, this embedding together with (3.121)
ensures that wn(t) has a strongly convergent subsequence in L
p(0, τ ;Lq(Ω)). The sequence
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wn(t) by assumption converges weakly to w(t) in L
p(0, τ ;H1Γ0(Ω)); a weak limit is unique,
so wn(t) converges strongly to w(t) in L
p(0, τ ;Lq(Ω)). The nonlinear operator F(·) maps
xn(t) to
F(wn(t), vn(t)) = (0, F (wn(t))). (3.122)
Use Taylor's theorem with integral reminder, and let h(ξ, t; η) = w(ξ, t) + η(wn(ξ, t) −
w(ξ, t)), η ∈ [0, 1], to obtain
|F (wn(ξ, t))− F (w(ξ, t))| ≤
(∫ 1
0
|F ′(h(ξ, t; η))|dη
)
|wn(ξ, t)− w(ξ, t)|. (3.123)
Let








Taking integral of both side of (3.123) and using Hölder inequality yield









≤ ‖M1‖pL2p(0,τ ;L4(Ω)) ‖wn − w‖
p
L2p(0,τ ;L4(Ω)) . (3.124)
Note that ‖M1‖L2p(0,τ ;L4(Ω)) < ∞ since w(ξ, t) and wn(ξ, t) are in Lp(0, τ ;Lq(Ω)) for all
p ∈ [1,∞) and q ∈ [1,∞). From (3.124), it follows that F (wn) strongly converges to
F (w) in Lp(0, τ ;L2(Ω)). Therefore, the sequence F(wn(t), vn(t)) strongly (and so weakly)
converges to F(w(t), v(t)) in Lp(0, τ ;X).
The rst part of Lemma 3.5.4 implies that the nonlinear operator F(·) satises as-
sumption A2. Therefore, Theorem 2.4.2 implies that for every initial condition x0 ∈ X
and positive number R, there exists τ > 0 such that for all u ∈ L2(0, τ), ‖u‖2 ≤ R, the
nonlinear wave equation has a unique mild solution x ∈ C(0, τ ;X). The existence of a
solution over an innite time interval when damping is present has been discussed in the
literature; see for example, [51, 52, 53].
Let xo(t) = (wo, vo) at time t ∈ [0, τ ]. As for the railway track example, in order to
obtain an expression for the adjoint of the operator F ′xo(t), the following boundary-value
problem needs to be solved:
∆h(ξ) = −F ′(wo(ξ))g(ξ), ξ ∈ Ω,
h(ξ) = 0, ξ ∈ Γ0,
∂h
∂ν
(ξ) = 0, ξ ∈ Γ1.
(3.125)
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The adjoint with respect to X of F ′xo(t) is
F ′∗xo(t)(f, g) = (h, 0), (3.126)
where h solves (3.125). Dene U = R and the input operator B(r) ∈ L(U,X) by
B(r)u = (0, r(ξ)u). (3.127)




r(ξ)g(ξ)dξ, ∀(f, g) ∈ X. (3.128)
Let po(t) = (f, g) at time t ∈ [0, τ ]. Use Corollary 3.4.9 to nd
(B′ru)∗po(t) = ug. (3.129)
Furthermore, let q1 ∈ C1(Ω) and q2 ∈ C(Ω) be some non-negative functions. Set
Q(w, v) = (q1w, q2v) and R = 1 in the cost function of assumption C3.
If the optimal control uo and optimal actuator design ro are in the interior of Uad×Kad,
then by Corollary 3.4.9 the following equations are satised:
∂2wo
∂t2
(ξ, t) = ∆wo(ξ, t) + F (wo(ξ, t)) + ro(ξ)uo(t), (ξ, t) ∈ Ω× (0, τ ],
wo(ξ, 0) = w0(ξ),
∂wo
∂t
(ξ, 0) = v0(ξ), ξ ∈ Ω,
wo(ξ, t) = 0, (ξ, t) ∈ Γ0 × [0, τ ],
∂wo
∂ν





(ξ, t) = −go(ξ, t)− ho(ξ, t)− q1(ξ)wo(ξ, t), (ξ, t) ∈ Ω× (0, τ ],
∂go
∂t
(ξ, t) = −∆f o(ξ, t)− q2(ξ)
∂wo
∂t
(ξ, t), (ξ, t) ∈ Ω× (0, τ ],
f o(ξ, τ) = 0, go(ξ, τ) = 0, ξ ∈ Ω,
f o(ξ, t) = 0, (ξ, t) ∈ Γ0 × [0, τ ],
∂f o
∂ν






ro(ξ)go(ξ, t)dξ, t ∈ [0, τ ],∫ τ
0




Optimal control of semilinear innite-dimensional systems was considered in this chapter
where the optimal controller design involves both the controlled input and the actuator
design. It was shown that the existence of an optimal control together with an optimal
actuator design is guaranteed under some assumptions. Moreover, rst-order necessary
optimality conditions were obtained. The theory was illustrated with several applications.
Future work is concerned with developing numerical methods for solution of the opti-
mality equations and also the consideration of a wider class of nonlinearities. Extension of
these problems to situations where the input operator is not bounded on the state space
is also of interest.
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Chapter 4
Optimal Actuator Design for Nonlinear
Parabolic Systems
Many physical systems are modeled by nonlinear parabolic dierential equations. One
example is the Kuramoto-Sivashinsky (KS) equation. In this chapter, the existence of
a concurrent optimal controller and actuator design is established for nonlinear parabolic
systems. Optimality equations are provided. Also, unlike most work on the optimal control
of nonlinear systems, this chapter includes the eect of the worst initial condition on the
cost.
The results of this study are also applied to Kuramoto-Sivashinsky (KS) equation. This
equation was derived by Kuramoto to model angular phase turbulence in reactiondiusion
systems [73], and by Sivashinsky for modeling plane ame propagation [111]. It also
models lm layer ow on an inclined plane [25], directional solidication of dilute binary
alloys [102], growth and saturation of the potential of dissipative trapped-ion [76], and
terrace edge evolution during step-ow growth [10]. From system theoretic perspective,
Christodes and Armaou studied the global stabilization of KS equation using distributed
output feedback control [22]. Lou and Christodes investigated the optimal actuator/sensor
placement for control of KS equation by approximating the model with a nite dimensional
system [83]. Gomes et al. also studied the actuator placement problem for KS equation
using numerical algorithms [54]. Controllability of KS equation has also been studied
[18, 19]. Optimal control of KS equation using maximum principle was studied in [113].
Optimal control of KS equation with point-wise state and mixed control-state constraints
was studied in [50]. Liu and Krstic studied boundary control of KS equation in [82]. Al
Jamal and Morris studied the relationship between stability and stabilization of linearized
and nonlinear KS equation [3].
53
Previous research on optimal control of PDE's, such as [15, 107], has focused on partial
dierential equations with certain structures. Optimal control of dierential equations in
abstract spaces has rarely been discussed [89]. This chapter extends previous results to
abstract dierential equations without an assumption of stability.
The chapter is organized as follows. Section 4.1 introduces the nonlinear abstract
parabolic equations, and discusses the conditions for existence of a solution. Section 4.2
discusses the existence of an optimal input together with an optimal actuator design.
Examples are presented in Section 4.3 which includes Kuramoto-Sivashinsky equation and
nonlinear heat equation. Concluding remarks are made in Section 4.4.
4.1 Nonlinear Parabolic Systems
Let x(t) and u(t) be the state and input taking values in reexive Banach spaces X and
U, respectively. Also, let r denote the actuator design parameter that takes value in a
compact set Kad of a topological space K. Consider the following initial value problem
(IVP): {
ẋ(t) = Ax(t) + F(x(t)) + B(r)u(t), t > 0,
x(0) = x0.
(4.1)
Denition 4.1.1. The operator A : D(A) → X is said to have maximal Lp regularity if
for every f ∈ Lp(0, τ ;X), 1 < p <∞, the equation{
ẋ(t) = Ax(t) + f(t), t > 0,
x(0) = x0,
(4.2)
admits a unique solution in W(0, τ) that satises (4.2) almost everywhere on [0, τ ].
The linear operator A : D(A) → X is assumed to have maximal Lp regularity. In
particular, if A is associated with a sesquilinear form that is bounded and coercive with
respect to V ↪→ X, it generates an analytic semigroup on X [109, Lemma 36.5 and Theorem
36.6].
Let A be the generator of an analytic semigroup eAt on X. For every p ∈ [1,∞] and
α ∈ (0, 1), the interpolation space DA(α, p) is dened as the set of all x0 ∈ X such that
the function
t 7→ v(t) :=
∥∥t1−α−1/pAetAx0∥∥ (4.3)
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belongs to Lp(0, 1) [84, Section 2.2.1]. The norm on this space is
‖x0‖DA(α,p) = ‖x0‖+ ‖v‖Lp(0,1) .
The Banach space W(0, τ) is the set of all x(·) ∈ W 1,p(0, τ ;X) ∩ Lp(0, τ ;D(A)) with
norm [11, Section II.2]
‖x‖W(0,τ) = ‖ẋ‖Lp(0,τ ;X) + ‖Ax‖Lp(0,τ ;X) .
The nonlinear operator F(·) maps a reexive Banach space V to X where DA(1/p, p) ↪→
V ↪→ X. The operator F(·) is locally Lipschitz continuous; that is, for every bounded set
D in V, there is a positive number LF such that
‖F(x2)−F(x1)‖X ≤ LF ‖x2 − x1‖V , ∀x1,x2 ∈ D. (4.4)
When there is no ambiguity, the norm on X will not be explicitly indicated.
For each r ∈ K, the input operator B(r) is a linear bounded operator that maps the
input space U into the state space X and it is continuous with respect to r :
lim
rn→r0
‖B(rn)− B(r0)‖ = 0, (4.5)
where the convergence rn → r0 is with respect to the topology on K.
For any positive numbers R1 and R2, dene the sets
BLp(0,τ ;U)(R1) =
{
u ∈ Lp(0, τ ;U) : ‖u‖p ≤ R1
}
, (4.6)
BV(R2) = {x0 ∈ V : ‖x0‖V ≤ R2} . (4.7)
Denition 4.1.2. [11, Denition 3.1.i](strict solution) The function x(·) is said to be a
strict solution of (4.1) if x(0) = x0, x ∈W(0, τ), and x(t) satises (4.1) for almost every
t ∈ [0, τ ].
Lemma 4.1.3. [24, Proposition 2.2 and Corollary 2.3] Let τ0 > τ and p ∈ (1,∞) be given.
If A has maximal Lp regularity, then there exists a constant cτ0 independent of τ such that
for all τ ∈ (0, τ0] and v ∈ W 1,p(0, τ ;X) ∩ Lp(0, τ ;D(A)),
‖v̇‖L2(0,τ ;X) + ‖Av‖L2(0,τ ;X)
≤Mτ0
(
‖v̇ +Av‖L2(0,τ ;X) + ‖v(0)‖DA(1/p,p)
)
.
Furthermore, if v(0) = 0,
‖v‖C(0,τ ;DA(1/p,p)) ≤Mτ0
(




Theorem 2.4.6 ensures that for every pair R1 > 0 , R2 > 0, there is τ > 0 and δ > 0
such that the IVP (4.1) admits a unique strict solution x ∈W(0, τ), ‖x‖W(0,τ) ≤ δ for all
(u, r,x0) ∈ BLp(0,τ ;U)(R1)×Kad ×BV(R2).
Denition 4.1.4. Let x(t) be the strict solution to (4.1). The mapping S(u, r,x0) :
BLp(0,τ ;U)(R1)×Kad ×BV(R2)→W(0, τ), (u(t), r,x0) 7→ x(t), is called the solution map.
An embedding D(A) ↪→ X where D(A) is compact in X ensures that the space
W 1,p(0, τ ;X)∩Lp(0, τ,D(A)) is compactly embedded in cs(0, τ ;V), 0 ≤ s < 1 [4, Theorem
5.2]. Since cs(0, τ ;V) ↪→ C(0, τ ;V), it follows that the space W 1,p(0, τ ;X)∩Lp(0, τ,D(A))
is compactly embedded in C(0, τ ;V).
Theorem 4.1.5. If the embedding D(A) ↪→ X is compact then the solution map is weakly
continuous in (u(t), r, x0).
Proof. The weak continuity of the solution map with respect to u(t) is shown in [89,
Lemma 2.12]. Weak continuity with respect to (u(t), r,x0) follows from a similar proof.
Choose any weakly convergent sequences {un(t)} ⊂ Lp(0, τ ;U), {xn0} ⊂ V, and {rn} ⊂ K.
Since sets BLp(0,τ ;U)(R1) and BV(R2) are bounded, closed, convex subsets of Banach spaces
Lp(0, τ ;U) and V, respectively; these sets are weakly closed [115, Theorem 2.11]. This
implies that there are uo ∈ BLp(0,τ ;U)(R1) and x0 ∈ BV(R2) such that
un ⇀ u
o in BLp(0,τ ;U)(R1), (4.8)
xn0 ⇀ x0 in BV(R2). (4.9)
Since the set Kad is a compact subset of K
rn → ro in Kad. (4.10)
It will be shown that Brnun(t) converges weakly to Brouo(t) in Lp(0, τ ;X). For every
z ∈ Lq(0, τ ;X), 1/q = 1− 1/p,
I := 〈z,Brnun − Brouo〉Lq(0,τ ;X∗ ),Lp(0,τ ;X)
= 〈z,Brnun − Broun〉Lq(0,τ ;X∗ ),Lp(0,τ ;X) (4.11)
+ 〈z,Broun − Brouo〉Lq(0,τ ;X∗ ),Lp(0,τ ;X) .
Taking the adjoint and norm yield







〈B∗roz(t),un(t)− uo(t)〉U∗ ,U dt
∣∣∣.
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Use Hölder inequality and let v(t) = B∗roz(t), it follows that
I ≤ ‖Brn − Bro‖L(U,X) ‖un‖Lp(0,τ ;U) ‖z‖Lq(0,τ ;X)
+| 〈un − uo,v〉Lp(0,τ ;U),Lq(0,τ ;U∗ ) |.
The convergence of the rst term follows from (4.5). The second term converges to zero
because un ⇀ u
o in Lp(0, τ ;U). Combining these yields
Brnun ⇀ Brouo in Lp(0, τ ;X). (4.12)
Using Theorem 2.4.6, the corresponding solution xn(t) is a bounded sequence in the
reexive Banach space Lp(0, τ ;D(A))∩W 1,p(0, τ ;X). Thus, there is a subsequence of xn(t)
such that
xnk ⇀ x in W(0, τ). (4.13)
This in turn implies that the sequence xn(t) strongly converges to x(t) in C(0, τ ;V). This
together with Lipschitz continuity of F(·) yields
F(xnk(t))→ F(x(t)) in Lp(0, τ ;X). (4.14)
This strong convergence also yields weak convergence in the same space, that is
F(xnk(t)) ⇀ F(x(t)) in Lp(0, τ ;X). (4.15)
Now apply (4.8), (4.12), (4.13), and (4.15) to the IVP (4.1); take the limit; notice that a
solution to the IVP is unique; it follows that x = S(u, r,x0). Deleting elements {xnk(t)}
from {xn(t)} and repeating the previous processing, knowing that a weak limit is unique,
it follow that xn(t) ⇀ x(t) in W(0, τ).
4.2 Optimal Actuator Design
Consider a cost function J(x,u, r) : W(0, τ)×Lp(0, τ ;U)×K→ R that is bounded below
and weakly lower-semicontinuous with respect to x, u, and r. For a xed initial condition
x0 ∈ BV(R2), consider the following optimization problem over the admissible input set
Uad and actuator design set Kad
min J(x,u, r)
s.t. x = S(u, r,x0),
(u, r) ∈ Uad ×Kad.
(P)
The set Uad will be assumed a convex and closed subset of BLp(0,τ ;U)(R1)\∂BLp(0,τ ;U)(R1).
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Theorem 4.2.1. For every x0 ∈ BV(R2), there exists a control input uo ∈ Uad together
with an actuator design ro ∈ Kad that solve the optimization problem P.
Proof. The proof of this theorem follows from standard analysis; see for example, [61,
Theorem 1.45] and [37, Theorem 4.1] for a similar argument. Dene
j(x0) := inf
(u,r)∈Uad×Kad
J(S(u, r,x0),u, r). (4.16)
and let (un, rn) be the minimizing sequence:
lim
n→∞
J(S(un, rn,x0),un, rn) = j(x0). (4.17)
The set Uad is closed and convex in the reexive Banach space L
p(0, τ ;U), so it is weakly
closed. This implies that there is a subsequence of un, denote it by the same symbol, that
converges weakly to some elements uo in Uad. Because of compactness of Kad, there is also
a subsequence of rn, denote it by the same symbol, that strongly converges to r
o. Theo-
rem 2.4.6 and Theorem 4.1.5 state that the solution map is bounded and weakly continuous
in each variable. Thus, the corresponding state xn = S(un, rn;x0) also weakly converges
to xo = S(uo, ro;x0) in W(0, τ). The cost function is weakly lower semi-continuous with
respect to each x, u, and r, this ensures that (xo,uo, ro) minimizes the cost function.
Therefore, (uo, ro) is a solution to the optimization problem P.
Denition 4.2.2. [61, Denition 1.29] The operator G : X → Y is said to be Gâteaux
dierentiable at x ∈ X in the direction p ∈ X, if there is a linear bounded operator G ′x such
that for all real ε
lim
ε→0
‖G(x + εp)− G(x)− εG ′xp‖Y = 0. (4.18)
The optimality conditions are derived next after assuming that the problem has certain
properties. Consider the assumptions:
A1. The spaces X, U, and K are Hilbert spaces, and p = 2.
A2. Let a : V× V → C be a sesquilinear form (see [75, Chapter 4]), where V ↪→ X, and
let there be positive numbers α and β such that
|a(x1,x2)| ≤ α ‖x1‖V ‖x2‖V , ∀x1,x2 ∈ V,
Re a(x,x) ≥ β ‖x‖2V , ∀x ∈ V.
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The operator A has an extension to Ā ∈ L(V,V∗) described by〈
Āv,w
〉
V∗ ,V = a(v,w), ∀v,w ∈ V, (4.19)
where V∗ denotes the dual of V with respect to pivot space X.
A3. The cost function J(x,u, r) is continuously Fréchet dierentiable with respect to
each variable.
A4. The nonlinear operator F(·) is Gâteaux dierentiable. Indicate the Gâteaux deriva-
tive of F(·) at x in the direction p by F ′xp. Furthermore, the mapping x 7→ F ′x is
bounded; that is, bounded sets in V are mapped to bounded sets in L(V,X).
A5. The control operator B(r) is Gâteaux dierentiable with respect to r from Kad to
L(U,X). Indicate the Gâteaux derivative of B(r) at ro in the direction r by B′ror.
Furthermore, the mapping ro 7→ B′ro is bounded; that is, bounded sets in K are
mapped to bounded sets in L(K,L(U,X)).
Using these assumptions, the Gâteaux derivative of the solution map with respect to a
trajectory x(t) = S(u(t), r,x0) is calculated. The resulting map is a time-varying linear
IVP. Let g ∈ Lp(0, τ ;X), consider the time-varying system{
ḣ(t) = (A+ F ′x(t))h(t) + g(t),
h(0) = 0.
(4.20)
Lemma 4.2.3. [32, Corollary 5.2] Let assumptions A1 and A2 hold. Also, let P(·) :
[0, τ ]→ L(V,X) be such that P(·)x is weakly measurable for all x ∈ V, and there exists an
integrable function h : [0, τ ]→ [0,∞) such that ‖P(t)‖L(V,X) ≤ h(t) for all t ∈ [0, τ ]. Then
for every x0 ∈ V and g ∈ L2(0, τ ;X), there exists a unique x in W(0, τ) such that{
ẋ(t) = (A+ P(t))x(t) + g(t),
x(0) = x0.
(4.21)
Moreover, there exists a constant c > 0 independent of x0 and g(t) such that
‖x‖2W(0,τ) ≤ c
(






Since W(0, τ) is embedded in C(0, τ ;V), the state x(t) is bounded in V for all t ∈ [0, τ ].




∥∥F ′x(t)∥∥L(V,X) ≤MF . (4.23)
Thus, replacing the operator P(t) with F ′x(t) and noting that
‖P(t)‖L(V,X) ≤MF , (4.24)
shows that the conditions of Lemma 4.2.3 hold. Thus, there is a positive number c inde-
pendent of g such that
‖h‖W(0,τ) ≤ c ‖g‖L2(0,τ ;X) . (4.25)
Proposition 4.2.4. Under assumption A, the solution map S(u(t), r;x0) is Gâteaux dif-
ferentiable with respect to each u(t) and r in Uad ×Kad. Let x(t) = S(u(t), r,x0).
a. The Gâteaux derivative of S(u(t), r;x0) at r in the direction r̃ is the mapping S ′r :
K→ L2(0, τ ;D(A)) ∩W 1,2(0, τ ;X), r̃ 7→ z(t), where z(t) is the strict solution to{
ż(t) = (A+ F ′x(t))z(t) + (B′rr̃)u(t),
z(0) = 0.
(4.26)
b. The Gâteaux derivative of S(u(t), r;x0) at u(t) in the direction ũ(t) is the mapping
S ′u : L2(0, τ ;U) → L2(0, τ ;D(A)) ∩ W 1,2(0, τ ;X), ũ(t) 7→ h(t), where h(t) is the
strict solution to {
ḣ(t) = (A+ F ′x(t))h(t) + B(r)ũ(t),
h(0) = 0.
(4.27)
Proof. a) Let ε be suciently small such that r + εr̃ ∈ Kad. Dene xε(t) = S(u(t), r +
εr̃,x0), this state solves{
ẋε(t) = Axε(t) + F(xε(t)) + B(r + εr̃)u(t), t > 0,
xε(0) = x0.
(4.28)











(B(r + εr̃)− B(r))− B′rr̃.
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The state e(t) = (x(t)− xε(t))/ε− z(t) satises{
ė(t) = (A+ F ′x(t))e(t) + eF(t) + eBu(t), t > 0,
e(0) = 0.
(4.30)
Assumption A4 and A5 ensure that as ε→ 0
‖eF(t)‖ → 0, ∀t ∈ [0, τ ], (4.31a)
‖eB‖L(U,X) → 0. (4.31b)
It will be shown that limε→0 ‖e‖W(0,τ) = 0. First, consider x(t)− xε(t), which satises
ẋ(t)− ẋε(t) = A(x(t)− xε(t)) + F(x(t))−F(xε(t))
+ (B(r)− B(r + εr̃))u(t),
x(0)− xε(0) = 0.
Lemma 4.1.3 implies that there is a number cτ depending only on τ such that for all




‖ẋ− ẋε‖L2(0,t;X) + ‖A(x− xε)‖L2(0,t;X)
)
. (4.33)
Also, use [24, Proposition 2.2], there is a number dτ depending only on τ such that for all
t ∈ [0, τ ]
‖ẋ− ẋε‖L2(0,t;X) + ‖A(x− xε)‖L2(0,t;X) (4.34)
≤ dτ ‖ẋ− ẋε −A(x− xε)‖L2(0,t;X) .
Combine (4.33) and (4.34) to obtain
‖x(t)− xε(t)‖V ≤ cτdτ ‖F(x)−F(xε)‖L2(0,t;X) (4.35)
+ cτdτ ‖(B(r)− B(r + εr̃))u‖L2(0,t;X) .
Theorem 2.4.6 implies that the states x(t) and xε(t) belong to some bounded set inW(0, τ)
and so in C(0, τ,V). Let D ⊂ V be a bounded set that contains the trajectories x(t) and
xε(t). Let LF be the Lipschitz constant of F(·) on D. Since the set Kad is compact and





is nite. This together with [119, Theorem 12.1.1 and Corollary 3] yields
‖B(r)− B(rε)‖L(U,X) ≤ LB ‖r − rε‖K ≤ LBε. (4.37)
Use these to obtain the inequality






























Assumption A4 ensures that MF is nite. Take the norm of the right side of (4.29a) in X.
It follows that








F cτdτLB ‖u‖L2(0,τ ;U) . (4.40)





‖eF(t)‖2 dt = 0. (4.41)
Statements (4.41) and (4.31b), and Lemma 4.2.3 can be applied to conclude
lim
ε→0
‖e‖W(0,τ) = 0. (4.42)
This shows that S(u, r,x0) is Gâteaux dierentiable at r in the direction r̃ with derivative
z(t) = S ′rr̃.
b) This part is proven in [89, Theorem 3.4] assuming that ∂t+A is invertible. However,
the result is still true without assuming the invertibility of ∂t + A. Let ε be suciently
small such that u + εũ ∈ Uad. Dene xε(t) = S(u(t) + εũ(t), r,x0), this state solves{




Let e(t) = (x(t)− xε(t))/ε− h(t). Following the same steps as in part (a) yields
lim
ε→0
‖e‖W(0,τ) = 0. (4.44)
This means that S(u, r,x0) is Gâteaux dierentiable at u in the direction ũ with derivative
h(t) = (S ′uũ)(t).
Assumption A1 implies that the dual of each of X, U, and K will be identied with the
space itself. The operator (B′rou)∗ : X→ K is dened as
〈(B′rou)∗p, r〉K = 〈p, (B
′
ror)u〉 , ∀(u,p, r) ∈ U× X×K.
Theorem 4.2.5. Suppose assumption A holds, and identify the derivatives J ′x, J
′
u, and
J ′r by elements jx ∈ W∗(0, τ), ju ∈ L2(0, τ ;U) and jr ∈ K, respectively. For any initial
condition x0 ∈ X, let the pair (uo, ro) ∈ Uad×Kad be a local minimizer of the optimization
problem P with the optimal trajectory xo = S(uo; ro,x0) and let po(t) indicate the strict
solution in W∗(0, τ) of the nal value problem
ṗo(t) = −(A∗ + F ′xo(t)
∗
)po(t)− jxo(t), po(τ) = 0. (4.45)
Then (uo, ro) satises




(B′rouo(t))∗po(t) dt, r − ro
〉
K
≥ 0, ∀r ∈ Kad.
Proof. Let
G(u, r) = J(S(u, r,x0),u, r).
The Gâteaux derivative of G(u, r) with respect to u has been obtained in the proof of [89,
Proposition 4.13]. Using the chain rule to take the Gâteaux derivative of G(u, r) at uo in
the direction ũ yields
G ′uoũ = J ′uoũ + J ′xoS ′uoũ. (4.47)
Identify the functionals G ′uo : L2(0, τ ;U)→ R and J ′uo : L2(0, τ ;U)→ R with elements of
L2(0, τ,U). That is
G ′uoũ = 〈guo , ũ〉L2(0,τ ;U) , (4.48)
J ′uoũ = 〈juo , ũ〉L2(0,τ ;U) . (4.49)
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Also, identifying the functional J ′xo : L
2(0, τ ;X) → R with an element of W∗(0, τ) =
L2(0, τ ;D(A∗)) ∩W 1,2(0, τ ;X) yields
J ′xoS ′uoũ = 〈jxo ,S ′uoũ〉L2(0,τ ;X) . (4.50)
The adjoint operator S ′∗uo can be obtained as follows. Use (4.45) in the following inner
product and let h(t) = S ′uoũ










Taking the adjoint and integration by parts yield

















S ′∗uojxo = B∗(r)po(t). (4.51)
Combine (4.48), (4.49), (4.50) and use (4.51), equation (4.47) is written using the func-
tionals as
〈gu, ũ〉L2(0,τ ;U) = 〈juo + B
∗(ro)po, ũ〉L2(0,τ ;U) . (4.52)
Applying [61, Theorem 1.46] and letting ũ = u− uo for all u ∈ Uad yields
〈juo + B∗(ro)po,u− uo〉L2(0,τ ;U) ≥ 0. (4.53)
Using the chain rule to take the Gâteaux derivative of G(u, r) at ro in the direction r̃
yields
G ′ro r̃ = J ′ro r̃ + J ′xoS ′ro r̃. (4.54)
Similarly, identify the functionals G ′ro : K→ R and J ′ro : K→ R with elements of gro and
jro in K, and take the adjoint of S ′ro . It follows that
gro = S ′∗rojxo(t) + jro . (4.55)
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The adjoint operator S ′∗ro can also be derived explicitly. Consider the inner product
〈jxo ,S ′ro r̃〉L2(0,τ ;X) =
∫ τ
0
〈jxo(t),S ′ro r̃〉X dt.
Let z(t) = S ′ro r̃. Substitute for jxo(t) from (4.45) into this integral. Perform integration
by parts to obtain ∫ τ
0
〈


































(B′rouo(t))∗po(t)dt+ jro . (4.58)
The optimality conditions now follow by substituting the Gâteaux derivatives g′ro in [61,
Theorem 1.46].
Corollary 4.2.6. If the minimizer (uo, ro) is in the interior of Uad×Kad, then the following
set of equations characterizes (xo,po,uo, ro):
ẋo(t) = Axo(t) + F(xo(t)) + B(ro)uo(t), xo(0) = x0,
ṗo(t) = −(A∗ + F ′xo(t)
∗)po(t)−Qxo(t), po(τ) = 0,
uo(t) = −R−1B∗(ro)po(t),∫ τ
0
(B′rouo(t))∗po(t) dt = 0.
Proof. If the optimizer (uo, ro) is in the interior of Uad×Kad, then the optimality conditions
of Theorem 4.2.5 hold if and only if




(B′rouo(t))∗po(t) dt = 0. (4.60)
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The derivatives J ′xo(t) : L
2(0, τ ;X)→ R and J ′uo(t) : L2(0, τ ;U)→ R are
J ′xox̃ = 〈Qxo, x̃〉L2(0,τ ;X) , (4.61)
J ′uoũ = 〈Ruo, ũ〉L2(0,τ ;U) . (4.62)
Identify these functionals with elements jxo = Qxo(t) and juo = Ruo(t), and notice that
jro = 0. Substituting the derivatives in (4.59) and (4.60) yields the optimality conditions.
4.3 Examples
4.3.1 KuramotoSivashinsky Equation
For every actuator location r ∈ (0, 1), let the function b(·; r) be in C1[0, 1]. Consider the
controlled KuramotoSivashinsky equation with Dirichlet boundary conditions and initial











= b(ξ; r)u(t), t > 0,
w(0, t) = w(1, t) = 0, t ≥ 0,
∂w
∂ξ
(0, t) = ∂w
∂ξ
(1, t) = 0, t ≥ 0,
w(ξ, 0) = w0(ξ), ξ ∈ [0, 1].
(4.63)
Dene the state x(t) := w(·, t), the state space X := L2(0, 1). Let the state operator
A : D(A)(⊂ X)→ X be
Aw := −wξξξξ − λwξξ,
D(A) = H4(0, 1) ∩H20 (0, 1). (4.64)
Also, the control space is U := R. The actuator design space is K := R. Dene V :=
H10 (0, 1); the nonlinear operator F(·) : V→ X and the input operator B(·) : K→ L(U,X)
are dened as
F(w) := −wwξ, (4.65)
B(r)u := b(ξ, r)u. (4.66)
The state space representation of the model will then be (4.1).
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The operator A : D(A)→ X is a self-adjoint operator, is bounded from below, and has
compact resolvent. According to Theorem [109, Theorem 32.1], A generates an analytic
semigroup on X. Since the operator A is analytic on a Hilbert space, Theorem 4.1 in
[35] ensures that this operator enjoys maximal parabolic regularity. Also, by Rellich-
Kondrachov compact embedding theorem [1, Chapter 6], the space D(A) is compactly
embedded in X. The operator A is also associated with a form described in A2.
Lemma 4.3.1. The nonlinear operator F(·) is Gâteaux dierentiable from V to X. The
Gâteaux derivative of F(·) at w in the direction f is F ′wf = −wfξ − wξf .
Proof. The operator F ′w, if exists, needs to satisfy
lim
ε→0




Substituting in (4.65), inside the limit becomes∥∥∥∥1ε (wwξ − (w + εf)(wξ + εfξ))− wfξ − wξf
∥∥∥∥
L2
= ‖εffξ‖L2 . (4.68)
Note that f ∈ H10 (0, 1). Embedding H10 (0, 1) ↪→ C[0, 1] means that f is a continuous




ε ‖ffξ‖L2 = 0. (4.69)
The lemma now follows from the uniqueness of Gâteaux derivative.
Note that DA(1/2, 2) = H
2
0 (0, 1) ↪→ V (see [20, Corollary 4.10]). The operator F(·) :
V→ X is not however weakly continuous, and does not satisfy assumption B1 of [37].
For all functions f and w in H10 (0, 1) and g in H






= 〈F ′wf, g〉L2 =
∫ 1
0
(−wfξ − wξf)gdξ. (4.70)
Performing integration by parts yields∫ 1
0





The operator F ′w
∗ maps D(F ′w
∗) = H1(0, 1) to L2(0, 1) as follows
F ′w
∗









br(ξ; r)f(ξ)dξ, ∀f ∈ V. (4.74)
Also, dene
Kad := {r ∈ [a, b] : 0 < a < b < 1} . (4.75)
Global stability of an uncontrolled KS equation has been studied extensively, see e.g.
[3, 82, 44, 2]. Theorem 2.1 of [82] proves that for λ < 4π2, the uncontrolled KS equation is
globally exponentially stable. Proof of this theorem can be modied to ensure that there
is solution to the controlled KS equation over [0, τ ] for all initial conditions in V. The
following lemma ensures that for some parameters λ there is a solution to the KS equation
for all initial conditions and inputs over arbitrary time intervals.
Lemma 4.3.2. Let λ < 4π2 and σ(λ) be the smallest eigenvalue of −A. For all initial
conditions w0 ∈ V and inputs u ∈ L2(0, τ), the strict solution to the KS system (4.63)
satises






Proof. Theorem 2.4.6 ensures that there is a solution w ∈ W(0, τ) over [0, τ ] to the KS





w2(ξ, t) dξ. (4.76)
Since w ∈ W 1,2(0, τ ;X), the function E(t) is dierentiable. Taking the derivative of E(t)
and applying [82, Lemma 3.1] yield
Ė(t) ≤ −2σ(λ)E(t) + 2
∫ 1
0
w(ξ, t)b(ξ; r)u(t)dξ. (4.77)
Apply Young's inequality to the integral term, for every ε > 0,





Let ε = σ(λ). Taking an integral over [0, τ ] yields the desired inequality in the lemma.
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Since the KS system satises Assumptions A1-A5, Corollary 4.2.6 can be applied to























= b(ξ; ro)uo(t), t > 0






(1, t) = 0, t > 0












= −wo(ξ, t), t > 0






(1, t) = 0, t > 0









o)fo(ξ, t) dξdt = 0.
4.3.2 Nonlinear Diusion
Consider the transfer of heat in a bounded, open, connected set Ω ⊂ R2. It is assumed
that Ω has a Lipschitz boundary separated into ∂Ω = Γ0 ∪ Γ1 where Γ0 ∩ Γ1 = ∅ and
Γ0 6= ∅. Denote by ν the unit outward normal vector eld on ∂Ω. The class of nonlinear
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∆w(ξ, t) + F (w(ξ, t)) + r(ξ)u(t), (ξ, t) ∈ Ω× (0, τ ],
w(ξ, t) = 0, ξ ∈ Γ0 × [0, τ ],
∂w
∂ν
(ξ, t) = 0, ξ ∈ Γ1 × [0, τ ],
w(ξ, 0) = w0(ξ), ξ ∈ Ω.
Dening K = L2(Ω), a set of admissible actuator shapes is
Kad = {r ∈ C1(Ω) : ‖r‖C1(Ω) ≤ 1}.
The set Kad is compact in K with respect to the norm topology [1, Chapter 6].
Let X := L2(Ω), U := R, and the state x(t) := w(·, t). The operator A : D(A)→ X is
dened as
Aw = ∆w, (4.80a)
D(A) =
{
w ∈ H2(Ω) ∩H1Γ0 :
∂w
∂ν
= 0 on Γ1
}
. (4.80b)
The operator A self-adjoint, non-negative and has compact resolvent. Thus, it generates
an analytic semi-group on the Hilbert space L2(Ω) [109, Theorem 32.1], and has maximal
Lp regularity.
Dene V = H1Γ0(Ω) and assume that the nonlinear operator F(·) : V → X. The proof
of the following lemma is the same as that of [37, Lemma 7.1.1].
Lemma 4.3.3. Let V = H1Γ0(Ω). Assume that
1. F (ζ) is twice continuously dierentiable over R; denote its derivatives by F ′(ζ) and
F ′′(ζ);
2. there are numbers a0 > 0 and b > 1/2 such that |F ′′(ζ)| ≤ a0(1 + |ζ|b).
Then F(·) is Gâteaux dierentiable from V to X. The Gâteaux derivative of F(·) at w(ξ)
in the direction f(ξ) is F ′wf = F ′(w)f .
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= 〈g,F ′wf〉 , ∀f, g ∈ V. (4.81)






(B′ru)∗f = uf. (4.83)
For every initial condition in V, a strict solution over [0, τ ] to the nonlinear heat equation
is not guaranteed. The following lemma states a condition under which there is a solution
to the diusion equation for all initial conditions and inputs over arbitrary time intervals.
Lemma 4.3.4. If the function F (ζ) satises ζF (ζ) ≤ 0 for all ζ ∈ R, then there is cΩ > 0
such that the strict solution to the nonlinear heat equation satises






Proof. Theorem 1 in [86] proves that the nonlinear equation in one spatial dimension is
input-to-state stable. This lemma extends Theorem 1 of [86] to two-spatial dimension.




w2(ξ, t) dξ. (4.84)
The function E(t) is dierentiable since w ∈ W 1,2(0, τ ;X). Take the derivative of this



















w(ξ, t) (F (w(ξ, t)) + r(ξ)u(t)) dξ. (4.85)
71
Apply the boundary conditions. Use Poincaré inequality and let cΩ be its constant. Also,
use Young's inequality for all ε > 0
Ė(t) ≤ −2 (cΩ − ε)E(t) +
2
ε
u2(t) ‖r‖22 . (4.86)
Set ε = cΩ/2. Taking the integral over [0, τ ] of (4.86) then yields the desired inequality.
The nonlinear heat equation satises Assumptions A1-A5, and thus, Corollary 4.2.6















∆wo(ξ, t) + F (wo(ξ, t)) + ro(ξ)uo(t), (ξ, t) ∈ Ω× (0, τ ],
wo(ξ, t) = 0, ξ ∈ Γ0 × [0, τ ],
∂wo
∂ν
(ξ, t) = 0, ξ ∈ Γ1 × [0, τ ],
wo(ξ, 0) = w0(ξ), ξ ∈ Ω.
∂fo
∂t
(ξ, t) = −∆fo(ξ, t)
− F ′(w(ξ, t))fo(ξ, t)− wo(ξ, t), (ξ, t) ∈ Ω× (0, τ ],
fo(ξ, t) = 0, ξ ∈ Γ0 × [0, τ ],
∂fo
∂ν
(ξ, t) = 0, ξ ∈ Γ1 × [0, τ ],




ro(ξ)fo(ξ, t) dξ, t ∈ [0, τ ],∫ τ
0
uo(t)fo(ξ, t)dt = 0, ξ ∈ Ω.
4.4 Concluding Remarks
Optimal actuator design for quasi-linear innite-dimensional systems was considered in
this chapter. It was shown that the existence of an optimal control together with an
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optimal actuator design is guaranteed under some assumptions. Moreover, rst-order nec-
essary optimality conditions were obtained. The theory was illustrated with application to
Kuramoto-Sivashinsky (KS) equation and nonlinear heat equation.
Future work is concerned with developing numerical methods for solution of the opti-
mality equations. Extension of these problems to situations where the input operator is
not bounded on the state space is also of interest.
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Chapter 5
Optimal Control and Actuator Location
for Railway Tracks
Railway tracks rest on a foundation known for exhibiting nonlinear viscoelastic behavior.
Railway track deections are modeled by a semilinear partial dierential equation. This
chapter studies the stability of solutions to this equation in presence of an input. It furthers
applies the results of previous chapters to compute an optimal control and actuator loca-
tion. The stability results are obtained with the aid of a suitable Lyapunov function. The
existence and exponential stability of classical solutions is established for certain inputs.
The Lyapunov function is further used to nd an a-priori estimate of the solutions, and
also to study the input-to-state stability (ISS) of mild solutions.
The chapter is organized as follows: Section 5.1 begins with a review of the literature on
stability of nonlinear PDE's that model the vibration of exible structures, in particular
railway tracks. Further on, the well-posedness and stability of dierent solutions to a
railway track model are discussed in this chapter. Section 5.2 discusses the optimal control
and actuator location for the railway track model. Numerical schemes and optimization
algorithms are presented in this section. The chapter ends with some concluding remarks
in Section 5.3.
5.1 Well-posedness and Stability of Railway Track Model
Stability analysis of nonlinear partial dierential equations (PDE's) modeling exible struc-
tures has attracted attention in the past few decades. To name but a few of the publications
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in this eld; in [49], boundary stabilization of a nonlinear beam clamped at one end and
supported by a nonlinear bearing at the other end is studied. In [45], authors investigated
asymptotic behavior of a semilinear viscoelastic beam model including a memory term.
The nonlinearity is assumed to satisfy some growth assumption. In [114], asymptotic sta-
bility of Falk model of shape memory alloys is studied using energy method. In [40, 36],
boundary stabilization of a nonlinear micro-beam model is studied using linearizion tech-
nique together with Lyapunov method. The von Karman model of slender beams has also
been investigated in many papers. In a recent study, Liu et al. considered asymptotic
stability of von Karman beam with thermo-viscoelastic damping [81]. Nonlinear PDE's
with a fourth order spatial derivative are not limited to exible structures; an example is
Cahn-Hilliard equation with inertial term which describes the phase separation of binary
uids; see for example, [55].
The nonlinear railway track model in this chapter was described in [5]. The nonlinearity
in this model is caused by the railway support ballast which is known for highly nonlinear
viscoelastic behavior [27]. Another nonlinear model for railway tracks has been suggested
[34]. Unlike the previous model, this model also includes shear deformations in exible
track beams. This railway track model was used to study the eect of passing vehicles on
pavements [33]. There are also studies devoted to the vibration monitoring and control
of railway tracks [72, 123]. Track deections induced by train passage are a cause of
ride discomfort, fatigue in railway, and disturbances to nearby buildings [72]. Thus, the
vibrations need to be carefully monitored and controlled.
This chapter focuses on well-posedness and stability, with respect to both initial con-
ditions, and inputs of this model. Input-to-state stability (ISS) does not generalize in a
straightforward way to innite dimensions; see [91] for counter examples. Input-to-state
stability theory has been extended in recent years to include systems of innite dimension.
In [93], a comparison between ISS theory of nite-dimensional systems and that of innite-
dimensional systems is presented. In [64], ISS of a class of linear innite dimensional
control systems with nonlinear feedbacks is discussed. The nonlinear feedback satises a
sector condition that does not apply to the nonlinearity in this chapter. In [86], strict
Lyapunov functions were used to investigate the stability of nonlinear heat equation; also,
such Lyapunov functions were used to establish a robust stability of the equation in pres-
ence of a convection term and uncertainties. Integral input-to-state stability is a weaker
property than ISS. In [92], integral ISS is discussed. In [63], the relation between iISS and
ISS is discussed for linear systems with an unbounded control operator. ISS with respect to
boundary inputs and disturbances has also been studied in [67, 103, 105]. In [105], ISS of
the reaction-diusion-advection equation with boundary and in-domain point-wise sensing
and actuation is considered.
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In this section, a Lyapunov function is used to establish ISS for the nonlinear controlled
railway track model. To construct the Lyapunov function, the multiplier method [71] is
used. Furthermore, a density argument is used to prove the ISS of the model when the
inputs are not dierentiable. In such cases, the Lyapunov function is also non-dierentiable.
A density argument was also used in [90, Lemma 2.2.3], where the control system is assumed
to have a transition map that continuously depends on both initial conditions and inputs.
5.1.1 Mathematical Model
In this section, Euler-Bernoulli beam model is used for vibrations of railway tracks. Since
tracks rest on ballast which is known to exhibit nonlinear viscoelastic behavior, the Kelvin-
Voigt damping will be considered in the model. The semilinear partial dierential equation
governing the motion of the track w(ξ, t) with initial deection w0(ξ) and rate of deection














+ kw + αw3 = u(ξ, t),
w(ξ, 0) = w0(ξ),
∂w
∂t
(ξ, 0) = v0(ξ),




(0, t) + Cd
∂3w
∂ξ2∂t




(`, t) + Cd
∂3w
∂ξ2∂t
(`, t) = 0.
(5.1)
where the positive constants E, I, ρ, a, and ` are the modulus of elasticity, second moment
of inertia, density of the beam, cross-sectional area, and length of the beam, respectively.
The linear and nonlinear parts of the foundation elasticity correspond to the positive
coecients k and α, respectively. The constant µ > 0 is the damping coecient of the
foundation, and Cd ≥ 0 is the coecient of Kelvin-Voigt damping in the beam. The
external force exerted on the railway track by moving trains, active dampers, or other
external force, is denoted by u(ξ, t). The model considered here diers from that in [5] by
the inclusion of Kelvin-Voigt damping in the beam if Cd has a non-zero value, although
Cd > 0 is not assumed in the analysis.





2 + ρav2 dξ, (5.2)
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w ∈ H4(0, `)|w(0) = w(`) = 0,
wξξ(0) = wξξ(`) = 0} , (5.3)
and also dene










(w, v) ∈ X| v ∈ H2(0, `) ∩H10 (0, `),
EIw + Cdv ∈ D(A0)} . (5.5)
Also, let u ∈ U := L2(0, `), and dene the linear operators K, A, B, and the nonlinear
operator F(·) as
K(w, v) := (0,− 1
ρa
(µv + kw)), (5.6)
A := AKV +K, with D(A) = D(AKV ), (5.7)
Bu := (0, 1
ρa
u), (5.8)
F(w, v) := (0,− α
ρa
w3). (5.9)
With these denitions and by setting the state x(t) = (w(·, t), v(·, t)), initial condition
x0 = (w0(·), v0(·)), and the input u(t) = u(·, t), the state space representation of the
railway track IVP is {
ẋ(t) = Ax(t) + F(x(t)) + Bu(t), t > 0,
x(0) = x0 ∈ X.
Notice that the nonlinear term w3 is in L2(0, `) since H2(0, `) ⊂ C([0, `]). Thus, the
nonlinear operator F(·) is well-dened on X. It is also locally Lipschitz continuous; see
[37, Lem. 6.1] where it is shown to be continuously Fréchet dierentiable on X. Also, the
bounded operator B maps an input u ∈ L2(0, `) into the state space X. This input space
is used in many applications.
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It is well known that AKV generates a strongly continuous contraction semigroup on X;
see [21]. The operator K is a bounded linear operator on X and so the operator A, with the
same domain as AKV , generates a strongly continuous semigroup on X [104, Cor. 3.2.2].
The assumption that µ > 0 implies that A generates an exponentially stable semigroup.
Theorem 5.1.1. [37, Theorem 3.1] Let A be the innitesimal generator of a strongly
continuous semigroup. If the nonlinear operator F(·) is locally Lipschitz continuous on X,
then for every x0 ∈ X and positive number R, there exist T > 0 such that (IVP) admits a
unique mild solution x ∈ C([0, T ];X) for all u ∈ Lp(0, T ;U), ‖u‖Lp(0,T ;U) ≤ R, 1 < p <∞.
Thus, by Theorem 5.1.1, a unique local (in time) mild solution to railway IVP is ensured.
If the input admits further regularity, a mild solution is also a classical solution.
Theorem 5.1.2. [104, Theorem 6.1.5] Let A be the innitesimal generator of a strongly
continuous semigroup T (t) on X. If u ∈ C1([0, T ];U) and the nonlinear operator F(·) is
continuously Fréchet dierentiable on X, then the mild solution of (IVP) with x0 ∈ D(A)
is a classical solution.
5.1.2 Stability of Classical Solutions
The comparison function sets K, K∞, L , and K L are dened as
K :={γ : R+ → R+| γ is continuous,
strictly increasing, and γ(0) = 0}, (5.10)
K∞ :={γ ∈ K| γ is unbounded}, (5.11)
L :={γ : R+ → R+| γ is continuous,
strictly decreasing, and lim
t→∞
γ(t) = 0}, (5.12)
K L :={β : R+ × R+ → R+| β is continuous,
β(·, t) ∈ K, β(r, ·) ∈ L , ∀t ≥ 0, ∀r > 0}. (5.13)
Let x indicate the state, and u the input. For linear operators A : D(A) ⊂ X → X,
B : U → X, and possibly nonlinear operator F(·) : X → X, consider the initial value
problem {
ẋ(t) = Ax(t) + F(x(t)) + Bu(t), t > 0,
x(0) = x0 ∈ X.
(IVP)
In the following denitions, it is assumed that a unique mild solution to (IVP) exists
for any u ∈ PC(R+;U).
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Denition 5.1.3. [93, Denition 9] (Input-to-state Stability) The (IVP) is input-to-state
stable (ISS) if there exist β ∈ K L and γ ∈ K such that for all x0 ∈ X, u ∈ PC(R+;U),
and t > 0 the mild solution satises







Denition 5.1.4. [93, Denition 11] (ISS Lyapunov Function) Let B̄r be a closed ball
in X centered at origin with radius r, and B̄r,pc be a closed ball in PC(R+;U) centered at
origin with radius r. Also, let the function V̇u(x0),




(V (x(t))− V (x0)), (5.15)
be the derivative of V : D(⊂ X)→ R+ along trajectories of (IVP). A continuous function
V : D(⊂ X)→ R+ is an ISS Lyapunov function on D, if there exist ψ1, ψ2 ∈ K∞, α ∈ K∞,
and σ ∈ K such that
ψ1(‖x0‖) ≤ V (x0) ≤ ψ2(‖x0‖), (5.16)
and







for all x0 ∈ B̄r ⊂ D and u ∈ B̄r,pc.
The existing literature does not predict the existence of a global solution to the railway
track PDE model. To investigate the existence and stability of a global solution, a Lya-
punov method [30] together with the multiplier method [71] is used. Let c be a constant





2 + kw2 +
α
2
w4 + ρav2 + 2cwv dξ. (5.18)
Lemma 5.1.5. If c in (5.18) satises
0 < c <
√
ρka, (5.19)
then, there exist positive numbers cl, cu, and ch such that for every x ∈ X,
cl ‖x‖2 ≤ V (x) ≤ cu ‖x‖2 + ch ‖x‖4 . (5.20)
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Proof. Young's inequality implies that for all ε1 > 0∣∣∣ ∫ `
0
2cwv dξ































The condition (5.19) on c implies that there exists a number ε1 satisfying c/ρa < ε1 < k/c,
which ensures that cl > 0. The inequality (5.22) can then be re-written as
V (x) ≥ cl ‖x‖2 . (5.24)




















Recall the continuous embedding H2(0, `) ↪→ L4(0, `). Letting ce be the embedding con-
stant,

















Set ch = αce/2(EI)
2 in the above inequality to complete the proof.
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The derivative of the Lyapunov function along trajectories of the railway track IVP
exists for every x0 ∈ D(A) and continuously dierentiable input. In the next lemma, if
Cd = 0, set 1/Cd =∞.
Lemma 5.1.6. Let [0, T ] be the interval of existence of the classical solution x(t) to the
railway track IVP with x0 ∈ D(A) and u ∈ C1([0, T ];U). Then, the Lyapunov function
V (x(t)) is dierentiable with respect to time. Moreover, let c satisfy












Then, there are positive constants ε3 and ω such that the derivative V̇ (x(t)) satises for
all t ∈ [0, T ]
V̇ (x(t)) ≤ ε3 ‖u(t)‖2U − ωV (x(t)). (5.28)
Proof. Since x0 ∈ D(A) and u ∈ C1([0, T ];U), the state x(t) is dierentiable on [0, T ].
The derivative of the Lyapunov function along trajectories of the railway track IVP is
V̇ (x(t)) = 2
∫ `
0
EIwξξẇξξ + kwẇ + αw
3ẇ + ρav̇v
+ cẇv + cwv̇ dξ. (5.29)
Substituting the time derivatives from the railway track model (5.1) leads to
V̇ (x(t)) = 2
∫ `
0
EIwξξvξξ + kwv + αw
3v
− v((EIw + Cdv)ξξξξ + kw + µv + αw3 + u(ξ, t))
+ cv2 − c
ρa
w((EIw + Cdv)ξξξξ + kw + µv
+ αw3 + u(ξ, t)) dξ. (5.30)
Performing repeated integration by parts and using the boundary conditions lead to






























w4 + (µ− c)v2
+ Cdv
2

















Young's inequalities (such as inequality (5.21)) are used to bound the product terms.
Letting ε1, ε2 and ε3 be positive constants,

















































The constant ω0 needs to be positive. Thus, the constants ε1, ε2, and ε3 are required to
satisfy
















There is a positive number ε2 satisfying (5.35) if




Also, inequalities (5.34) and (5.36) have a solution for ε1 and ε3 if










Inequality (5.32) can then be re-written as





2 + kw2 + αw4 + ρav2 + Cd(vξξ)
2 dξ.
Using Young's inequality, an upper bound on the Lyapunov function is




2 + kw2 + αw4 + ρav2 dξ, (5.40)
where






Use this upper bound in (5.39)




Set ω = ω0/r to complete the proof.
The next theorem uses the Lyapunov function to show that a unique classical solution
exists on arbitrary intervals of time for a large class of inputs. It also ensures exponential
stability of the solution for some inputs.
Theorem 5.1.7. Let cl, cu, ch, ω, and ε3 be the same constants as in Lemma 5.1.5 and
Lemma 5.1.6. If x0 ∈ D(A) and u ∈ C1(R+;U), then the unique classical solution x(t) to
















Moreover, if there are positive constants u0 and δ so that ‖u(t)‖U ≤ u0e−δt, then ‖x(t)‖
exponentially decays to zero.
Proof. For every T̄ > 0, consider the input u over the bounded interval [0, T̄ ] and dene
R := ‖u‖L2(0,T̄ ;U). According to Theorem 5.1.1 and 5.1.2, for every x0 ∈ D(A) and
u ∈ C1([0, T̄ ];U), with ‖u‖L2(0,T̄ ;U) ≤ R, there is an interval [0, T ], T = T (x0, R) ≤ T̄ ,
over which a classical solution to the railway track model (5.1) exists.
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Now use Lemma 5.1.6, and apply Grönwall's lemma [121, Theorem 1.4.1] to inequality
(5.28) to obtain
V (x(t)) ≤ e−ωtV (x0) + ε3
∫ t
0
e−ω(t−s) ‖u(s)‖2U ds, (5.44)
for all t ∈ [0, T ]. This yields






















This classical solution is of course also a mild solution on [0, T ]. Note that ‖x(t)‖ ≤ M
whereM is independent of T. Using [104, Theorem 6.1.4] the solution x(t) can be extended
to [0, T̄ ]. Since T̄ was arbitrary, the mild solution exists for all t > 0. Since x0 ∈ D(A)
and u ∈ C1(R+;U), Theorem 5.1.2 then implies that this mild solution is also a classical
solution.
Furthermore, if there are positive constants u0 and δ so that ‖u(t)‖U ≤ u0e−δt, inequal-
ity (5.44) yields
V (x(t)) ≤ e−ωtV (x0) + ε3u20
{
e−2δt−e−ωt
ω−2δ ω 6= 2δ
e−ωt ω = 2δ
.
This shows that the Lyapunov function exponentially decays to zero. Since the Lyapunov
function V (x) bounds the norm of the state by Lemma 5.1.5, the state will also exponen-
tially decay to zero.
For inputs with supt≥0 ‖u(t)‖U <∞, Lemma 5.1.5 and Lemma 5.1.6 result in
V̇ (x(t)) ≤ −ωcl ‖x(t)‖2 + ε3 sup
t≥0
‖u(t)‖2U . (5.47)
From Denition 5.1.4, this inequality shows that the Lyapunov function is an ISS Lyapunov
function on D = D(A).
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5.1.3 Stability of Mild Solutions
If the initial condition is not in D(A) or the input is not continuously dierentiable,
there may be a unique mild solution to (IVP) even though a classical solution may not
exist. In this case, the Lyapunov function from Theorem 5.1.7 may not be dierentiable.
Thus, exponential decay cannot be shown through manipulating the derivative of Lyapunov
function. However, the proof of Theorem 5.1.7 can be modied to yield a result that ensures
the existence and stability of global mild solutions for initial conditions in X and inputs in
L2loc(0,∞;U).
Theorem 5.1.8. Let cl, cu, ch, ω, and ε3 be the same constants as in Lemma 5.1.5 and
Lemma 5.1.6. If x0 ∈ X and u ∈ L2loc(0,∞;U), then the unique mild solution, x(t), to the
railway track IVP exists globally. For every t > 0, the mild solution satises













Proof. For every T̄ > 0, consider the input u over the bounded interval [0, T̄ ] and dene
R := ‖u‖L2(0,T̄ ;U). According to Theorem 5.1.1, for every x0 ∈ X and R, there is an interval
[0, T ], T ≤ T̄ , over which a unique mild solution x(t) to the railway track IVP exists. Pick
a sequence un ∈ C1([0, T ];U), with ‖un‖L2(0,T ;U) ≤ R, for all n ∈ N, that converges to u
in L2(0, T ;U). Also, pick a sequence of initial conditions xn0 ∈ D(A) that converges to x0
in X. Such sequences always exist since C1([0, T ],U) is dense in L2([0, T ];U), and D(A)
is densely embedded in X. Corresponding to each initial condition xn0 and input un(t)
is a unique classical solution xn(t), t ∈ [0, T ], ensured by Theorem 5.1.2. This sequence
of solutions also satises the equation (2.32) of mild solutions. The mild solution (2.32)
is continuous with respect to x0 ∈ X and u ∈ L2(0, T ;U). See [104, Theorem 6.1.2]
for Lipschitz continuity with respect to initial conditions, and [37, Proposition 5.2] for
Lipschitz continuity with respect to inputs. It follows that
xn → x in C([0, T ];X) (5.49)
as xn0 → x0 in X and un → u in L2(0, T ;U).
The Lyapunov function is dierentiable for every pair (xn(t),un(t)), and from Lemma
5.1.6, its derivative satises
V̇ (xn(t)) ≤ ε3 ‖un(t)‖2U − ωV (xn(t)), (5.50)
85
for all t ∈ [0, T ]. Taking the integral yields







V (xn(s)) ds. (5.51)
From Lemma 5.1.5, the Lyapunov function satises
|V (x2)− V (x1)| ≤cu
∣∣‖x2‖2 − ‖x1‖2∣∣
+ ch
∣∣‖x2‖4 − ‖x1‖4∣∣ ,
for all x1 and x2 in X. After some manipulation, it follows that
|V (x2)− V (x1)| ≤ (5.52)(
cu + ch(‖x2‖2 + ‖x1‖2)
)
(‖x2‖+ ‖x1‖) ‖x2 − x1‖ .
Thus, for every s ∈ [0, T ], the sequence V (xn(s)) converges to V (x(s)). The convergence
is also uniform; that is, dene
r = sup
n
‖xn‖C([0,T ];X) , (5.53)
nd that
|V (xn(s))− V (x(s))| ≤ max
s∈[0,T ]






‖xn − x‖C([0,T ];X) .
Thus, by the uniform convergence theorem, the integral in (5.51) converges. These together
with (5.49) imply that
V (x(t)) + ω
∫ t
0




for all t ∈ [0, T ]. Apply Lemma 5.1.5 to this inequality and take the maximum of both
side over [0, t] to obtain
cl ‖x‖2C(0,t;X) + ωcl ‖x‖
2
L2(0,t;X) ≤ cu ‖x0‖
2 + ch ‖x0‖4
+ ε3 ‖u‖2L2(0,t;U) . (5.54)
This inequality shows that the mild solution can be extended to the interval [0, T̄ ] [104,
Theorem 6.1.4]. Since T̄ was arbitrary, the mild solution exists globally.
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For inputs in PC(R+;U), a similar density argument can be applied to prove the ISS
of railway track IVP.
Corollary 5.1.9. The railway track IVP is input-to-state stable (ISS) in the sense of
Denition 5.1.3.
Proof. For every T > 0, PC([0, T ];U) ⊂ L2loc(0,∞;U); thus, Theorem 5.1.8 ensures that
a unique mild solution x(t) exists for all inputs u in PC([0, T ];U). Consider a sequence
of initial conditions xn0 ∈ D(A) converging to x0 in X, and also a sequence of inputs
un ∈ C1([0, T ];U) converging uniformly to u ∈ PC([0, T ];U). Let xn(t) be the classical
solution to railway track IVP with initial condition xn0 and input un(t). This solution also
satises (2.32) which ensures that
xn → x in C([0, T ];X) (5.55)
as xn0 → x0 in X and un(t)→ u(t) uniformly.
See [104, Theorem 6.1.2] for Lipschitz continuity with respect to initial conditions, and



















This inequality continuously depends on the norm of initial conditions and inputs. Taking
the limit yields a similar inequality for x(t) with x0 and u(t) replaced. Knowing that
supt≥0 ‖u(t)‖U <∞, the ISS property in Denition 5.1.3 follows immediately.
5.2 Optimal Control and Actuator Location
In this section, we apply the results of previous sections to compute an optimal control
and actuator location for the vibration suppression of the track. As discussed in chapter 3,
the problem of nding the best control and actuator location is the optimization problem
min J(u, r;x0)




The tst order optimality conditions were derived in chapter 3. The optimality conditions
use the derivative of the cost function with respect to the input and the actuator location.
In that, the adjoint of the IVP needs to be calculated. The adjoint equation is the following
nal value problem (FVP):
ṗ(t) = −(A∗ + F ′∗x(t))p(t)−Qx(t), p(T ) = 0 (FVP)
For every x0 ∈ X, the derivatives of the cost function with respect to u and r evaluated at
u ∈ int(Uad), r ∈ int(Kad) are linear operators DuJ(u, r;x0) and DrJ(u, r;x0), respec-
tively. Identifying each operator with an element of its underlying space, they are derived
as






Several optimization algorithms were suggested in the literature for solving PDE-constrained
optimization problems, see [59]. In this section, two common optimization algorithms for
solving P will be discussed. These are projected gradient method and nonlinear conjugate
gradient method. In projected gradient (or steepest descent) method, the negative of the
gradient is considered as the search direction. This algorithm reads as follows:
Algorithm 1. (Projected Gradient Method)
1. input initial guesses u1 ∈ Uad and r1 ∈ Kad
2. Set n = 1
3. while a criteria is met do
4. Solve the IVP with un and rn, and nd xn
5. Solve the FVP with xn, and nd pn
6. Evaluate dun := −DuJ(un, rn,x0) and drn := −DrJ(un, rn;x0) from (5.67) and
(5.68)
7. Obtain step lengths sun and s
r
n by one of the line search methods discussed below
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Projected gradient method is typically converging to an optimizer slowly, whereas the
nonlinear conjugate gradient method promises faster convergence [101]. The nonlinear
conjugate gradient method reads as follows:
Algorithm 2. (Nonlinear Conjugate Gradient Method)
1. input initial guesses u1 ∈ Uad and r1 ∈ Kad
2. Set n = 1
3. Set dun = h
u
n := −DuJ(un, rn,x0) and drn = hrn := −DrJ(un, rn;x0)
4. while a criteria is met do
5. Solve the IVP for un and rn, and nd xn
6. Solve the FVP for xn, and nd pn
7. Obtain step lengths sun and s
r
n using, e.g., secant method in (5.64a)









9. Solve the IVP for un+1 and rn+1, and nd xn+1
10. Solve the FVP for xn+1, and nd pn+1
11. Evaluate hun+1 := −DuJ(un+1, rn+1,x0) and hrn+1 := −DrJ(un+1, rn+1;x0) from
(5.67) and (5.68)
12. Determine step lengths βun+1 and β
r
n+1 using, e.g., Fletcher-Reeves or Polak-
Ribière formula [101, Section 5.2]





















L2(0,T ;U) ≤ 0 then











K ≤ 0 then






Several choices exist for selecting the step length βun+1 (similarly β
r
n+1) of the previous
algorithm [57]. Letting γun+1 = h
u
n+1 − hun , the following are for selecting the step length
βun+1 (similarly β
r

















































min {0.01, ‖hun‖U} .
Then, the formula is







Furthermore, several schemes have been proposed to choose the step length sun (similarly
srn) in each iteration of previous algorithms including bisection, (strong) Wolfe conditions,
Secant method.
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1. Bisection [14]: In each iteration n of the algorithms, initialize sun,1 and s
r
n,1. Set








n, and J(un,m, rn,m;x0). If
J(un,m, rn,m;x0) ≤ J(un, rn;x0), (5.60)










2. Wolfe conditions [101, Section 3.1]: In each iteration n of the algorithms, initial-
ize sun,1 and s
r









n together with h
u
n,m = −DuJ(un,m, rn,m;x0)
and hrn,m = −DrJ(rn,m, rn,m;x0). Iterate the step size sun,m and srn,m until the fol-
lowing conditions are met


































3. Strong Wolfe conditions [101, Section 3.1]: Similar to Wolfe conditions except



























4. Secant method: The step lengths can be approximate minimizers of the function
θ(su, sr) := J(un + s
udun , rn + s
rdrn;x0). For instance, letting σ
u and σr be some




θsu(σu, 0)− θsu(0, 0)
, sr =
θsr(0, 0)
θsr(0, σr)− θsr(0, 0)
, (5.63)
where the subscripts indicate partial derivatives. In the rst iteration, the constants
σu and σr are chosen arbitrary; in next iterations, they are set to the values of su and
sr found in the previous iteration [59]. Accordingly, from the denition of θ(su, sr),
and by arbitrary initializing su0 and s
r
0 , it follow that
sun = −
〈hun , dun〉U〈
























In each iteration, the IVP and FVP are solved numerically. To nd a numerical solution
to the IVP and FVP, a nite-dimensional approximation is needed. Let nz, nu, and nr
indicate the dimension of nite-dimensional subspaces of X, U, and K, respectively. To
avoid multiple subscripts, let n = [nz, nu, nr], and denote the subspaces by Xn, Un, and
Kn. Also, let Pz : X → Xn, Pu : U → Un, and Pr : K → Kn be the projection of X,
U, and K onto Xn, Un, and Kn, respectively. Dene sets Kad,n and Uad,n in a similar
way. For every r ∈ Kad,n, consider the nite-dimensional linear operators An ∈ L(Xn) and
Bn(r) ∈ L(Un,Xn), and Qn := Q|Xn .
There are dierent techniques to handle the nonlinear operators F(·), F ′· , B(·), and B′·.
A common way is to approximate the nonlinear operator F(·) with an operator Fn(·) that
coincides with F(·) on Xn. The operators F ′· , B(·), and B′· can be approximated in similar
ways.
Then, the approximated IVP and FVP are governed by
ẋ(t) = Anx(t) + Fn(x(t)) + Bn(r)u(t), x(0) = xn0 := Pnx0,
ṗ(t) = −(A∗n + F ′∗n,x(t))p(t)−Qnx(t), p(T ) = 0.
(5.65)








, ∀(u,p, r) ∈ Un × Xn ×Kn. (5.66)
Then, letting Rn := R|Xn , the approximated optimality conditions are





These operators should satisfy a set of assumption to be qualied as an approximation of
the operators in the original system. Assumptions A1-A3 in [95] ensures this for a linear
system with innite horizon cost function.
By means of a basis for the underlying spaces, the approximation can be fully realized.
This yields an approximation that satises assumptions A1-A3 in [95]. Using i ∈ Nn
to enumerate the bases, let eXi , e
U
i , and e
K
i denote orthonormal bases of X, U, and K,
respectively. It is assumed that eXi ∈ D(A) for all i ∈ Nn. Denoted by xi and pi are
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projections of the state x and adjoint state p onto the one-dimensional subspaces spanned




 , p˜ :=
p1...
pn
 , u˜ :=
u1...
un


































, dF ij(x˜) := 〈F ′xeXj , eXi 〉 , (5.71)
matrix B(r˜) with i = 1, ..., nz and j = 1, ..., nu as
Bij(r˜) := 〈B(r)eUj , eXi 〉 . (5.72)
The superscript ∗ will denote conjugate transpose, A∗ = ĀT . A nite-dimensional state-
space representation of the approximated IVP and FVP is
ẋ˜(t) = Anx˜(t) + Fn(x˜(t)) +Bn(r˜)u˜(t), x˜(0) = x˜0,
ṗ˜(t) = −(A∗n + dF ∗n(x˜(t)))p˜(t)−Qnx˜(t), p˜(T ) = 0. (5.73)






The optimality condition (5.67) becomes
DuJn(u˜, r˜;x˜0) = B∗(r˜)p˜(t) +Ru˜(t). (5.75)
To write the optimality condition (5.68) in a vector form, use the sesquilinear form (5.66)
together with Corollary 5.8 in [37], let i = 1, ..., nu, j = 1, ..., nr, and k = 1, ..., nz, dene
the array dBn(r˜) as
dBijk(r˜) = 〈b′i,reKj , eZk〉 , (5.76)
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see [37] for the denition of b′j,r. This optimality condition becomes








Knowing the components of the above optimality condition, this equation is compactly
written as









EIπ4i4 + k`4 + ρa`4π4i4
. (5.79)



























, i ∈ N. (5.80b)
Set Q(w, v) = (cww, cvv) andR = cu in the cost function for some positive constants cw, cv,
and cu. Then, the FVP and the optimality conditions (5.67) and (5.68) follow immediately.











q1i = ci(cv − cw)ρa`4n4π4 + cw/c2i , q2i = ci(cv + cw)ρa`4n4π4 − cw/c2i ,





































































For the derivative of the input operator with respect to the actuator location, let br(ξ; r)












The function b(ξ; r) is chosen as follows:
b(ξ; r) =
{
(ξ − r + δ)2(ξ − r − δ)2, |ξ − r| ≤ δ
0 otherwise
(5.84)
Also, it follows that Rn = cu. Now, the approximate IVP and FVP is governed by (5.73);
the optimality conditions are given by (5.75) and (5.77).
In the railway track model, if the variables w, t, and ξ are appropriately substituted
with dimensionless variables, a dimensionless PDE model for the railway track can be















+ c3w + c4w
3 = u(ξ, t),
w(ξ, 0) = w0(ξ),
∂w
∂t
(ξ, 0) = v0(ξ),
w(0, t) = w(1, t) = 0,
∂2w
∂ξ2
(0, t) + c1
∂3w
∂ξ2∂t
(0, t) = 0,
∂2w
∂ξ2
(1, t) + c1
∂3w
∂ξ2∂t
(1, t) = 0.
(5.85)
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The relative value of the coecients is important. The coecients are chosen with nominal
values
c1 = 10
−4, c2 = 0.1, c3 = 1, c4 = 10. (5.86)
The coecients c1, c2 and c4 will be changed in simulations to observe their inuence.
Moreover, the nal interval time is set to τ = 10. This gives the state of the controlled
system enough time to settle. In addition, we choose δ = 5× 10−5 so that the input force
is concentrated on a relatively small region on the track. In the cost function, we choose
the same weights for the deection, rate of deection, and input; so cw = cv = cu = 1 is
selected for the simulations.
Given an order of approximation, the initial conditions are chosen such that all modes





























The order of approximation is equal to the dimension of an initial condition. For example,











The initial condition is illustrated in Figure 5.1 for the 10th order approximation.
Figure 5.1: Graph of the the initial condition for the simulations.
Simulations were conducted using the software MATLAB. The ODE solver ode15s was
used to solve the nite-dimensional approximation of the system. MATLAB optimization
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routine fmincon was also used as the optimization algorithm. The convergence of the
approximation method is illustrated in Figures 5.2 and 5.3. It is observed that beyond 6th
order approximation, increasing the approximation order will not make a noticeable dier-
ence. Figures 5.4 and 5.5 compare the cost and optimal input for the linear and nonlinear
model in the presence and absence of damping. These gures indicate a signicant change
in the cost of control and in the optimal input. Figure 5.6 shows how the cost and optimal
location of actuators change when the coecient of nonlinearity, α, is increased. As a
general rule of thumb, increasing α increases the cost of control. Moreover, Figures 5.7
and 5.8 show how the cost and location of actuators change when the coecient of viscous
and Kelvin-Voigt damping are decreased. Simulations show that the optimal location of
actuators moves away from the center as the damping is decreased. Also, an interesting ob-
servation is made in Figure 5.8 where local optimizers appear by decreasing the coecient
of Kelvin-Voigt damping. Lastly, Figure 5.9 shows the improvement in the performance
of the control system when the optimal location is chosen for the actuator over the center
location.
Figure 5.2: Convergence of the numerical scheme for dierent orders of approximation in un-
damped beam. No signicant improvement is observed for 4th order approximation or higher.
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Figure 5.3: Convergence of the numerical scheme for dierent orders of approximation in damped
beam. No signicant improvement is observed for 6th order approximation or higher.
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Figure 5.4: Comparison of the optimal input and cost function in linear and nonlinear damped
beam. The cost of control increases by increasing the nonlinearity.
Figure 5.5: Comparison of the optimal input and cost function in linear and nonlinear undamped
beam. The cost of control increases by increasing the nonlinearity.
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Figure 5.6: Eect of nonlinearity on the cost function. The optimal actuator locations do not
change signicantly despite the change in the cost.
Figure 5.7: Eect of viscous damping on the cost function. The optimal actuator locations move
away from center as the damping is decreased.
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Figure 5.8: Eect of Kelvin-Voigt damping on the cost function. If Cd = 0, the beam models is
hyperbolic. The optimal actuator locations move away from center as the damping is decreased.
Figure 5.9: Comparison of optimal inputs: optimal location vs center. Actuators on optimal
locations improve the control input.
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5.3 Concluding Remarks
The stability and well-posedness of a nonlinear railway track model was studied in this
chapter. Using a suitable Lyapunov function, it was proved that the model admits a
global (in time) classical solution for a continuously dierentiable input. The solution
is also exponentially stable. For less regular inputs, belonging only to L2loc(0,∞;U) or
PC(R+;U), existence and stability of a mild solution as well as input-to-state stability
(ISS) of the model were established.
Furthermore, the optimal control and actuator design which were derived in chapter
3 were numerically calculated in this chapter. Numerical simulations were conducted for
various physical parameters. The simulations show that the optimal actuator location is
o-center, and improves the performance of the control system signicantly.
Future work is concerned with optimal shape design of actuators and development of
suitable numerical schemes. Shape of actuators is particularly important if the model is in
two or three space dimension.
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Chapter 6
Conclusion and Future Research
6.1 Summary
Optimal actuator design for nonlinear innite-dimensional systems was studied in this
thesis. The underlying state space was an abstract reexive Banach space. The nonlinear
system was described by{
ẋ(t) = Ax(t) + F(x(t)) + B(r)u(t), t > 0,
x(0) = x0,
(6.1)
where x(t) and u(t) are the state and input with values in reexive Banach spaces X and
U, respectively. Also, r is the actuator design parameter that takes value in a topological
space K. It was assumed that the linear operator A : D(A) → X is the generator of a
strongly continuous semigroup T (t). The nonlinear operator F(·) : V→ X was dened on
a space V ↪→ X (the symbol ↪→ denotes continuous embedding). For each r ∈ K, the input
operator B(r) is a linear bounded operator that maps the input space U into the state
space X. This family of input operators B(·) : K→ L(U,X) is continuous with respect to
r in the operator norm topology. A cost function J(u, r;x0) was introduced to evaluate
the cost of a control input and actuator design. In the cost function, two convex continuous




φ(x(t)) + ψ(u(t)) dt
The admissible input set was dened as
Uad = {u ∈ Lp(0, τ ;U) : ‖u‖p ≤ R, 1 < p <∞} . (6.2)
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Let Kad be a compact and convex subset of K. For a xed initial condition x0, an optimal
actuator design problem was dened as follows
min J(u, r;x0)
s.t. (6.1),
(u, r) ∈ Uad ×Kad.
(P)
The existence of an optimal control together with an optimal actuator design for two
general classes of systems was guaranteed under some assumptions.
In Chapter 3, the rst class of systems, semilinear systems, was studied. In semilinear
systems, the nonlinear operator F(·) is dened on the whole state space so V = X, and it
is locally Lipschitz continuous. That is, for every open set D in X, there is LD > 0 such
that
‖F(x2)−F(x1)‖ ≤ LD ‖x2 − x1‖ , ∀x1,x2 ∈ D. (6.3)
Examples of such PDE's include the railway track model [39], Gordon family of equations
[37], and some nonlinear plate equations [65]. The conditions under which the existence
of a solution is guaranteed were derived in Section 2.4. If the nonlinear operator F also
satises the following assumptions, then the existence of an optimal actuator design and
control is guaranteed. If xn(t) is bounded in C(0, τ ;X) and weakly convergent to x(t) in
Lp(0, τ ;X) then F(xn(t)) weakly converges to F(x(t)) in Lp(0, τ ;X). This assumption is
implied by weak continuity of F . See [42, Chapter 1] for some examples concerning weak
continuity. As an example, a system satisfying this condition is a semilinear wave equation
on [0, 1]. For any b(·, r) ∈ L2(0, 1) and for all 0 < r < 1, consider
wtt(ξ, t)
= wξξ(ξ, t) + w
3(ξ, t) + b(ξ, r)u(t), ξ ∈ (0, 1), t > 0,
w(0, t) = w(1, t) = 0, t ≥ 0,
w(ξ, 0) = w0(ξ), wt(ξ, 0) = v0(ξ), ξ ∈ [0, 1].
A state space for this problem with state x := (w,wt) is X = H10 (0, 1)× L2(0, 1). Because
of the compact embedding of H1(0, 1) in C(0, 1) and [110, Theorem 3], if a sequence wn
in C(0, τ ;H10 (0, 1)) weakly converges to w in L
p(0, τ ;H10 (0, 1)), then w
3
n converges weakly
to w3 in Lp(0, τ ;L2(0, 1)). The required condition on F follows immediately. A similar
argument can be used to establish the required regularity for other second-order in time
PDE's. The optimality conditions for such systems were derived in [37, Theorem. 5.7].
In Chapter 4, the second class of systems, nonlinear parabolic systems, was studied.
In nonlinear parabolic systems, the nonlinear operator F(·) is not continuous with respect
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to the norm on the state space. The conditions ensuring the existence of a solution were
derived in Section 2.4. Extra assumptions on the linear part A are required to obtain
existence of solutions to the PDE; see, for example [89]. Similar assumptions also imply a
solution to the optimization problem (P). It is assumed that the operator A has maximal
Lp regularity, see Denition 4.1.1. Every generator of an analytic semigroup on a Hilbert
space X has maximal Lp regularity [35, Theorem 4.1]. Some examples of PDE's where the
linear part generates an analytic semigroup are Burger's equation, Kuramoto-Sivashinsky
equation, and Euler-Bernoulli beams with Kelvin-Voigt damping. As an example, consider
Burger's equation with periodic boundary conditions
wt(ξ, t) + w(ξ, t)wξ(ξ, t)
= wξξ(ξ, t) + b(ξ, r)u(t), ξ ∈ (−π, π), t > 0,
w(−π, t) = w(π, t), t ≥ 0,
w(ξ, 0) = w0(ξ), ξ ∈ [−π, π].
A suitable state space is X = L2per(−π, π). The nonlinear operator F(x) = −wwξ is not
strongly continuous from X to X. However, dening V = H1per(−π, π), it is strongly con-
tinuous from V to X. The linear part of the PDE
Aw = wξξ, D(A) = H2per(−π, π),
generates an analytic semigroup [109, Theorem 32.1]. It therefore has maximal Lp regu-
larity [35, Theorem 4.1]. Assume that F(·) is dened on V, where D(A) ↪→ V ↪→ X, and
is locally Lipschitz continuous with respect to V; that is, for every open set D ⊂ V there
is a positive number LD such that
‖F(x2)−F(x1)‖ ≤ LD ‖x2 − x1‖V , ∀x1,x2 ∈ D. (6.4)
If also the domain D(A) is compactly embedded in X, then there is an optimal control and
actuator design for (P). The optimality conditions for such systems were derived in [38,
Theorem. 5.7].
In Chapter 5, an in-depth study of optimal control and actuator location for nonlinear
railway track model was conducted. The study begins with investigating the well-posedness
and stability of classical and mild solutions to a nonlinear railway track model. Further
on, the optimality conditions characterizing the optimal control and actuator location
were derived for this model. The optimal control and actuator location were computed for
various parameters of the model. It was observed that the optimal actuator locations are
o-center, contrary to intuition.
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6.2 Future Research
This thesis could have an impact on the development of numerical methods and optimiza-
tion algorithms for optimal control and actuator design. The numerical theory for control
of nonlinear PDEs is still in early stages. The existing numerical results are only for specic
nonlinear PDE models. The conditions derived in this thesis for the existence of an optimal
control and actuator design can initiate the investigation of convergence and stability of
suitable numerical schemes. Proving the convergence of a numerical scheme often follows
similar steps as proving the existence of a solution. The abstract optimization setting in
this thesis will also facilitate the investigation of convergence of optimization algorithms
formulated in Banach spaces. Proving the convergence of an optimization algorithm is
also linked to proving the existence of an optimizer. Computation of actuator shapes, as
opposed to locations, for PDE models has also not yet been developed for nonlinear PDE
models. This thesis also provides an abstract framework for numerical computation of
actuator shapes.
This thesis also helps to better understand the dierence between the nite-dimensional
and innite-dimensional models of a nonlinear system. In this thesis, the existence and
optimality conditions were stated for an abstract reexive Banach space. However, the nu-
merical schemes for nite-dimensional systems sometimes fail to approximate the solution
of an innite-dimensional system. This is also true when computing the optimal control
and actuator design for an innite-dimensional system.
There are still many open problems in this eld. Establishing that a given nonlinear
PDE falls into one of the classes discussed here is not always straightforward, particularly
for problems in several space dimensions. There are also nonlinear PDEs that do not fall
into any of these classes. Also, the existence of a solution to the optimality conditions
is important, yet unknown. In some systems, the actuators should be installed on the
boundary. This yields unbounded input operators which violate one of the assumptions in
this thesis. Extension of the results to unbounded input operators is interesting. Moreover,
extension of the current results to optimal sensor design is interesting, yet challenging.
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