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Abstract
This thesis introduces a new approach to designing a Message Handling Assistant (MA). It
presents a model of an MA and an intention extraction function for text messages, such as
emails and Newsgroups articles.
Based on a speech act theory and the belief-desire-intention (BDI) theory of rational agency,
we define a generic MA. By interpreting intuitive descriptions of the desired behaviours of an
MA using the BDI theory and speech act theory, we conjecture that intentions of messages
alone provide enough information needed to capture user models and to reason how messages
should be processed.
To identify intentions of messages written in natural language, we develop a model of an in-
tention extraction function that maps messages to intentions. This function is modelled in two
steps. First, each sentence in a message is converted into a tuple (performative, proposition)
using a dialogue act classifier. Second, the sender’s intentions are formulated from the tuples
using constraints for felicitous human communication.
As an investigation of the use of machine learning technologies for designing the intention
extraction function, four dialog act classifiers are implemented and evaluated on Newsgroups
articles.
The thesis also proposes a semantic communication framework, which integrates the agent
and Internet technologies for automatic message composing and ontology exchange services.
Specifically, the major contributions of the thesis are:
• A new approach to designing a personal assistant (PA) and a message handling assistant
(MA). It demonstrates the use of the BDI theory and speech act theory in specifying
smart personal assistants in general.
• A new algorithm in formulating intentions from dialog acts of on-line messages based
on speech act theory.
• The application of the dialog act classifiers on Newsgroups articles. To our best knowl-
edge, this is the first study on the application of the dialog act classifiers on on-line
messages.
• To our best knowledge, for the first time, a comparison of four dialog act classifiers is
made for on-line messages.
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Chapter 1
Introduction
This thesis introduces a new approach to designing a Message Handling Assistant (MA). It
presents a model of an MA and an intention extraction function for text messages, such as
emails and Newsgroups articles. The model is to help guide the design of MAs based on
the belief-desire-intention (BDI) theory of rational agency and the speech act theory of hu-
man communication. This thesis also proposes a semantic communication framework which
integrates agent and Internet technologies for automated messaging management. As an in-
vestigation of the use of machine learning technologies in extracting intentions from free text
messages, two kinds of dialog-act classifiers are developed and evaluated on Newsgroups ar-
ticles.
Our approach of designing Personal Assistants (PAs) and MAs departs from the current
ad-hoc application specific approaches. The models and implementations are applicable to
designing smart personal assistants in general, not just to message handling assistants. The
theoretical development of the intention extraction function provides a new way to extract
intentions from text messages written in natural languages.
1.1 Designing a Message Handling Assistant
1.1.1 Overview
This thesis applies the BDI theory of rational agency to interpret a set of intuitive descriptions
of the roles of an MA and the relationships between the MA, its user, and other agents with
whom the user communicates. This interpretation provides a specification for a generic MA
and a motivation for the development of an intention extraction function.
We developed a model of an intention extraction function using the speech act theory,
which is a study about constraints between utterances and mental attitudes of rational agents.
The intention extraction function maps messages to intentions. This function is modelled in
two steps. First, each sentence in a message is converted into tuples of (performative, propo-
sition) using a probabilistic dialogue act classifier. Second, the sender’s intentions are formu-
lated from the tuples using constraints for felicitous human communication. The dialog-act
classifier classifies sentences into a set of predefined set of performatives. The classification is
a generalization of human communication. For example, the performative “request” is a gen-
eralization of human communication act rather than a keyword. For instance, “please close
1
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the door” and “give me a pen” have the same performative, request.
An automated message handling is a relatively new problem, most existing approaches
are ad-hoc and only address very limited services. In particular, little effort has been made
to develop message handling systems based on the popular human communication models of
speech act and rational agent theory. Furthermore, to our knowledge, no research has been
conducted in the use a dialog act classifier for online text message handling.
1.1.2 Introduction to Message Processing
The basic message management tasks that average e-mail users perform on daily basis include:
• Classification. E-mail users usually maintain a set of folders into which incoming mes-
sages are classified and placed. Given a set of such training samples, a classifier can
automatically build a classification criteria with which new messages can be classi-
fied. Another example of classification is message filtering which classifies messages
to be either rejected or accepted. Different implementations of this task are given in
[40, 60, 53, 13].
• Clustering. Clustering is a classification task that assigns similar messages to the same
group. Unlike supervised classification, clustering does not require a set of training data
to build a classification criteria [17, p.517]. It uses an intrinsic classification criteria,
such as proximity relation in feature space.
• Threading. Threading is grouping messages that belong to a thread of conversation.
Threading in email is discussed in [36]
• Prioritizing. Prioritizing is ordering messages in the order of urgency or importance
defined by the users. In [25], this task is observed as one of the main tasks that human
email assistants perform.
Although the tasks listed above can be called message processing, here we use the term
message processing to describe those tasks that require more reasoning, such as replying vo-
cation notes to senders, based on the user’s schedule, sending particular product catalogues
to customers who ask for it, and forwarding customer support messages to particular service
departments. In [26], these tasks are referred to as pending tasks. The author also points out
that these tasks are handled poorly in the current email systems.
Figure 1.1 shows the entities involved in message processing: a user, a message han-
dling assistant (MA), and the correspondents with whom the user communicates. The MA
builds a user profile by observing all the relevant messages (the dashed arrows) which include
messages between the user and other objects, such as an e-mail client. The MA is certainly
interested in messages such as “print this article” sent to the e-mail application.
Messages carry sender’s intentions, such as an assertion (“Yesterday was sunny”) and a
request (“Shut the door”). The speech act theory defines certain constraints between utterances
and the mental attitude of both speakers and hearers. The BDI theory provides a way to
represent how an agent’s mental attitude evolves to bring about a world state that satisfies its
goals.
An MA extracts intentions of messages to update its mental attitude, such as beliefs, de-
sires, and intentions. For example, if the MA believes that its user intends to send a product
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Figure 1.1: Entities involved in message processing
catalogue to whoever asks and it has just received a message containing an intention that is
asking for a product catalogue; the appropriate action for the MA is to send the catalogue to
the sender of the message.
The abstraction provided by the BDI theory captures the appropriate behaviours for the
MA situated in a particular environment. For instance, a cooperative MA. The speech act
theory provides the MA with a way to translate utterances to intentions. Furthermore, the BDI
theory provides a way to deduce other agent’s beliefs and desires from current and recurring
intentions.
Therefore, we now have an MA that has the models of the mental attitudes of its user and
the senders of the messages. It also knows the intentions of the current message. As a result,
the MA knows what state of affairs it has to bring about as a rational and cooperative MA.
What actions the MA can do, and how to perform them, depend on a particular implementation
of the BDI theory.
1.1.3 Problems and The Scope of This Thesis
Maes [40] introduced the Personal Assistant (PA) metaphor in 1994 in an attempt to reduce
the gap between limited user attention and an ever complex collection of software and data.
A PA is an automated assistant agent that learns the user’s preferences and goals for itself by
observing the user’s behaviour. It then fulfils tasks autonomously avoiding the need for user
supervision. PAs are self-motivated agents in the sense that they create and pursue their own
agendas. In [16, p. 17], such agents are called autonomous agents. Several PAs have been
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Figure 1.2: The scope of this thesis.
developed in the last decade to help users manage information. Examples are email assistants
[3, 40], a calendar agent [44], and web browsing assistants [37, 7]. In this thesis, we focus
on Message Handling Assistants (MAs). An MA is a class of PA that focusses on processing
incoming messages on behalf of its user.
Almost every user of the Internet is using one or more text messaging services. These
include email, Newsgroups, and instant messaging. In 1999, an estimated 3 billion email
messages were sent every day in the USA [26]. The study by Kraut et al. [34] showed
that interpersonal communication is a stronger driver of Internet use than are information and
entertainment applications. If we also include the mobile telephones’s Simple Messaging
Service (SMS), text messaging services are virtually everywhere and constantly demanding
our attention as messages arrive. This ubiquity and the accelerating growth in the number of
text messages make it important that we develop an MA to automate the message processing
tasks.
Text messages are a vital contact and information source for most people nowadays.
Through text messaging services, we receive crucial information daily, such as: news ticks,
stock price tracking, new products and services, and conference information. The information
contained in emails and other text messages, the user sends and receives is often closely re-
lated to their daily schedule, or intentions and preoccupations. Messages also often explicitly
express both the user’s and the correspondent’s intentions. For PAs as well as for MAs, user
intentions are useful for building user models. For an MA, the intentions are essential for
deciding what to do with the messages.
Unfortunately, the unstructured nature of such messages makes it hard for a machine to
access its contents. Thus this rich source of user information is largely untapped, most mes-
sage management tasks are left to the user and PAs have to look elsewhere for their user data.
There are two approaches for solving this problem. One is to develop technologies that can
help users structure their message contents into a machine accessible form. In [32], this ap-
proach is discussed; and the development of a formal language based on speech act theory
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for structuring communication messages is also suggested. We address this approach in this
thesis when we discuss the use of the agent technology for integrating agent and semantic web
technologies, such as ontology and agent communication languages.
The other approach is to develop a technology for natural language understanding. There
are two approaches to extracting information from text messages written in natural languages:
the knowledge based approach and the machine learning approach. In this thesis, we concen-
trate on the machine learning approach. In particular, this thesis is concerned with learning
a model of a dialog act classifier from Newsgroups articles. As in agent communication lan-
guages and speech act theory, performatives, which are central components of dialog acts, play
an important role identifying senders’ intentions. The senders’ intentions in turn are crucial
information for both the user modelling and the message processing. Therefore, the dialog
act classification of online text messages is an important process for developing sophisticated
automatic message handling systems. Figure 1.2 shows the overall scope of this thesis.
1.1.4 The Contributions of Thesis
The major contributions of this thesis are:
• A new approach to designing a personal assistant (PA) and a message handling assistant
(MA). Particulary, this thesis presents a generic model of a message handling assistant
and demonstrates the use of the BDI theory and speech act theory in specifying smart
personal assistants in general.
• A new algorithm in formulating intentions from dialog acts of text messages. We present
an algorithm that translates a text message to intentions using the normative constraints
for the felicitous communication proposed by Singh [62].
• The application of the dialog act classifiers on Newsgroups articles. To our best knowl-
edge, this is the first study on the application of the dialog act classifiers on non-spoken
electronic messages. Since Newsgroups articles are similar to emails and many other
messages on electronic bulletin services, the implementation can easily be applied to
many customer supporting systems.
• Implemented and compared, four dialog act classifiers for non-spoken electronic mes-
sages. One of the classifiers is a non-linear classifier. We showed that non-linear classi-
fier does not perform well in dialog act classification. To our best knowledge, this is the
first time that a comparison of four dialog act classifiers is made for on-line messages.
• Identified key technologies that are viable for creating automatic message processing
assistants. This thesis also proposes a Semantic Communication Framework (SCF)
that integrates semantic web, ontology, the BDI system, and agent communication lan-
guages.
1.2 Organization of Thesis
Figure 1.3 shows a general framework of the construction of the message handling assistant
(MA). Agent oriented analysis, the intention extraction, semantic communication framework,
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Figure 1.3: Message Handling Assistant (MA) construction framework.
and dialog act classification are four major stages. Each stage contains several sub stages
underneath it. We define a generic message handling assistant (MA) using the BDI theory,
which leads to a need for an intention extraction function. Two approaches for extracting the
intentions of messages are then discussed. One approach is structuring messages: Semantic
communication framework. The other approach is the use of probabilistic dialog act classi-
fiers.
Chapter 2 reviews existing work related to the thesis. It surveys the fields of intelligent
agent, speech act theory, ontology, agent communication language (ACL), text classification,
dialog act classification, and e-mail message assistant.The first four reviews lead to propos-
ing Semantic Communication Framework (SCF). Four machine learning approaches (Naive
Bayes, Neural networks, Support Vector Machines and Rule learning) are reviewed for dialog
act classification. This chapter also defines the terms used in describing message handling
assistant.
Chapters 3 to 5 present the main contributions in this thesis. Chapter 3 defines a generic
message handling assistant using the BDI (belief-desire-intention) model of rational agency
and speech act theory. A set of intuitive description of a PA is interpreted in terms of the
BDI model. A set of assumptions is then made regarding the relationship of the mental states
between the PA and its user. It then specializes the PA to an MA by defining additional as-
sumptions which covers other agents with whom its user is communicating. Also a model
of an intention extraction function is proposed. The model describes relations between utter-
ance and speaker mental states, and the type of utterance (speech acts) based on normative
constraints for felicitous communication.
Chapter 4 investigates existing technologies to find the best way of structuring messages
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so that machines can access message contents clearly. From this investigation, it proposes
Semantic Communication Framework as a feasible solution.
Chapter 5 describes the design and implementation of dialog act classifiers for News-
groups articles. It first describes the sequence of tasks performed at the data preprocessing
step, such as lexical analysis, stop word removal, and stemming. Next it defines a data presen-
tation suitable as an input to classifier algorithms. It then describes the process of constructing
dialog act classifiers and estimating model parameters of the classifiers from Newsgroups ar-
ticles.
Chapter 6 summarizes the results of this thesis, draws a few conclusions and presents some
suggestions for the further research.
Materials covered in chapter 3 and chapter 4 appear in [64].
Chapter 2
Related Work
In this chapter we review artificial intelligent technologies that are viable to be used in text
message management. We then review existing work on text classification and dialog act clas-
sification. Section 2.1 discusses agent oriented software engineering approaches and provides
reasons for choosing the belief-desire-intention (BDI) model of rational agency for designing
a message handling assistant with it. Section 2.2 overviews the speech act theory which is a
popular human communication model, and then reviews ontology for knowledge exchange.
Structuring text messages to make them machine accessible is an alternative approach to text
message processing. Section 2.4 discusses agent communication languages, which are based
on the speech act theory. We review this technology since its use of performatives are based
on speech act theory. Section 2.5 outlines existing text classification methods. Most of the
concepts developed for text classification are closely related to the dialog act classification.
Three major approaches to dialog act classification are introduced in Section 5.2.
2.1 Intelligent Agents.
In this section, we review various agent technologies. Section 2.1.1 discusses agent oriented
software engineering approaches and provides reasons for the use of rational agent theories in
designing an intelligent personal assistant for processing text messages. In Section 2.1.2, we
describe the belief-desire-intention (BDI) model of rational agency, which we use to model a
message handling assistant in Chapter 3.
2.1.1 Agent Oriented Software Engineering
Over the decades, one of the major struggles in computer science has been developing sound
and efficient abstraction mechanisms that can be used in engineering complex systems. Object
oriented software engineering is one such example. However, among the many areas that cur-
rent abstraction mechanisms cannot capture, behaviours of intelligent beings have remained
difficult to capture.
William James (1842-1910) was the first to bring a view of the brain as an information-
processing device; his view became a principle characteristic of cognitive psychology. Al-
though this view was dismissed as unscientific “folk psychology” by the behaviourism com-
munity, it is now a common view that “a cognitive theory should be like a computer program”
8
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[57].
Based on a theoretical [8] and philosophical [5] study on understanding and describing
rational agents, Shoham [61], in 1991, introduced a new computational framework called
agent-oriented programming as a specialization of object-oriented programming. He also
called it a new programming paradigm for describing and modelling complex systems, such
as concurrency systems, by promoting a societal view of computation. In this framework,
agents are described in terms of their mental attitude, such as beliefs, capabilities, choices and
commitments.
To understand what abstractions the agent orientation can bring about, we discuss the issue
of developing abstraction mechanisms that can capture the internals of the intelligent mind. In
[71], three levels of abstraction are compared: physical stance, design stance, and intentional
stance. We are already familiar the ways to design various machines using the physical and
design stance. For example, one of the popular software engineering approaches, using design
stance, is object orientation, which we use to specify the purpose of the systems rather than
physical laws.
We, humans, use intentional stance all the time to reason about intelligent beings. For
example, consider giving an explanation about the behaviour of a dog hiding his food. We
could say that, the dog believes that no one will find the food if he hides the food there. The
dog desires the food not to be found by other dogs. So, the dog intended to hide and dig the
ground. Here we used three mental attitudes: belief, desire and intention. The digging action
is a result of the intention.
Petrie [48] explains how agent theory, agent model, and legacy application are related in
an agent-based approach. He describes agent-based approach is interpreting agent theory on
legacy application to produce agent model which can be re-used for similar applications. He
further argues that agent-theory, agent communication language, and agent internal languages
provide crucial guidance for building complex software that is otherwise intractable, when
using traditional approaches. He and other agent researchers [71] also argue that agent theory
and architecture provide a kind of framework in which other AI technologies can be easily
integrated together.
2.1.2 The Belief-Desire-Intention (BDI) Model of Rational Agency
Having had recognized that intentional stance can provide a good abstraction mechanism for
modelling intelligent agents, many formalizations of the theory have been made. Based on the
belief-desire-intention (BDI) theory of Bratman [5], Rao and Georgeff [50], in 1991, devel-
oped the formal BDI theory using multi-modal logic, which is influenced by the intentional
logic of Cohen and Levesque [8]. It can be said that almost all recent agent formal theories
are influenced or based on the intentional logic.
Based on the BDI agent theory, several agent architectures are proposed: Procedural Rea-
soning System (PRS) [29], dMARS, and Bratman’s IRMA [5]. PRS and dMARS have been
applied in air-combat simulation [22]. PRS has been used in developing the air-traffic control
system for Sydney’s defense air force.
Figure 2.1.2 shows the algorithm proposed by Wooldridge [71, p. 76] for a BDI agent
system. In PRS, the agent’s mental states are represented in data structures that correspond
to its belief, desire and intention. The agent’s beliefs are a model of its environment, usually
represented in first-order logic as predicates. The agent updates its beliefs when it senses
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Algorithm: Practical Reasoning Agent Control Loop
1. B ← B0 /* Initial Beliefs */
2. I ← Io /* Initial intentions */
3. while true do
4. p← see(); /* get next percept */
5. B ← brf(B, p); /* belief revision */
6. D ← options(B, I); /* option generation */
7. I ← filter(B,D, I); /* filtering */
8. pi ← plan(B, I,Ac); /* plan selection */
9. while not (empty(pi) or succeeded(I,B) or impossible(I,B)) do
10. α← hd(p); execute(α); pi ← tail(pi);
11. p← see();
12. B ← brf(B, p);
13. if reconsider(I,B) then
14. D ← options(B, I);
15. I ← filter(B,D, I);
16. end-if
17. if not sound(pi, I,B) then
18. pi ← plan(B, I,Ac);
19. end-if
20. end-while
21. end-while
Figure 2.1: Practical reasoning agent control loop
changes in its environment. Based on these beliefs and its intentions (committed goals), it
considers possible options (desires). The agent may drop intentions or adopt new ones, based
on its beliefs, options (desires), and its current commitments (intentions). In PRS, desires and
intentions are given as a plan library which consists of a body and various conditions. The
body of a plan is the actual plan that specifies a series of actions or sub-goals to be achieved.
The conditions are used to choose some plans as options and others as committed plans.
2.1.3 SOAR
BDI agent theory is relatively new and an active research area. Another practical agent archi-
tecture that is still in active development and that is used in many large problems is SOAR.
It has been in use since 1983. SOAR is a model of human cognition and a general cognitive
architecture for developing systems that exhibit intelligent behaviour. It has been developed
in an attempt to design and apply a unified theory of human and artificial intelligent. SOAR
makes the uniformity assumptions, that is, SOAR assumes all tasks as problem spaces, all
long-term memory as productions, and all learning as Chungking. Historically, SOAR repre-
sented a significant theoretical advance by providing the first proposals for physical systems
that could, in principle, satisfy the functional constraints of exhibiting intelligence.
Tambe [22] points out the following key differences between SOAR and BDI. Soar re-
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BDI
Subsumption
SENSOR ACTUATOR
Agent
Figure 2.2: A vertically layered hybrid agent that combines subsumption and BDI architecture.
search has typically appealed to cognitive psychology and practical applications for rational-
izing design decisions. In contrast, BDI architectures have appealed to logic and philosophy.
Furthermore, SOAR takes an empirical approach to building systems and then some under-
lying principles are understood, whereas BDI systems appear to first clearly understand the
logical or philosophical underpinnings and then build the system.
2.1.4 Hybrid Agents
In [45], thirty agent architectures are compared and classified into five categories: reactive
agents, deliberative agents, interacting agents, layered approaches, and others. The former
four categories are called architectural paradigms. The former three categories suffer from
different shortcomings. For example, while a purely reactive system has a limited scope, most
deliberative systems are not tractable and are much less reactive.
One way of solving this problem is to combine various agent architectures to overcome
the shortcomings of each specific architectures [45][71, p. 97]. Figure 2.2 shows a possible
example of layered hybrid agent architecture. In the figure, the agent is divided into two
layers, i.e. a BDI layer and a subsumption layer. The BDI layer represents a deliberation
behaviour which takes longer to respond to its stimuli. The subsumption layer represents a
reactive behaviour which responses quickly to its stimuli, such as being hot.
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2.2 Speech Act Theory
Speech act theory is a human communication model which models the relationship between
human communication messages and agents’ mental states. According to speech act theory
[12], a communication act has three parts: an act of producing a message (locution), the
intended meaning of the message by the sender (illocution), and the action that results from
the locution (Perlocution). This communication model provides the right way to say a message
and how one should interpret communication messages.
Speech act theory views natural language as actions. It treats communication as an action,
such as requests, suggestions, commitments and replies. “Verbal actions” of this kind are
called speech acts [63]. That is, communications are modelled as actions that alter the mental
state of communication participants [71].
For example, saying “open the door” alters both the speaker and sender’s mental status. It
is requesting the hearer to perform an action. The speaker usually does so because the speaker
believes that the hearer will perform the action, or speaker believes that he or she can make
the hearer believe that the hearer wants to open the door. If we assume some relationship
between speaker and hearer, the act of speaking can make the speaker believe that, sometime
in the future, the door might be opened. The request, “open the door”, might become the
hearer’s intention if there are no other intentions that contradict the request, then the hearer
will execute the request, that is, open the door.
Speech act theory is originated from philosophical theories proposed by Philosopher John
Austin, in 1962, and Searle [59], in 1969. They noted that a certain class of natural language
utterances (speech acts) had the characteristics of actions, in the sense that they change the
state of the world in a way analogous to physical actions.
Austin identified a number of performative verbs, which correspond to various different
types of speech acts, for example, request, inform, and promise [71]. He distinguished the
three different aspects of speech acts: the locutionary act (act of making utterance), the illocu-
tionary act (action performed in saying something), and perlocution (effect of the act). He also
defined felicity conditions which are the conditions required for the successful completion of
performatives:
• There exists an accepted conventional procedure for the performative.
• The procedure must be executed correctly and completely.
• The act must be sincere, and any uptake required must be completed, insofar as is
possible.
Searle extended Austin’s work in his 1969 book Speech Acts. He described properties that
must hold for a speech act performed between a hearer and a speaker to succeed:
• The hearer is able to hear the request and the act is performed in normal circumstances.
• The preparatory condition: what must be in the world in order for the speaker to choose
the act correctly.
• Sincerity condition of the speaker.
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He also proposed classification types of speech acts including:
• Representatives: the speaker commits to the truth of an expressed proposition. e.g.
informing.
• Directives: gets the hearer to do something, e.g. requesting.
• Commissives: commits the speaker to a course of action, e.g. promising.
• Expressives: expresses some psychological state, e.g. thanking.
• Declarations: changes in an institutional state of affairs, e.g. declaring war.
2.2.1 Plan-Based Theory of Speech Acts
Speech act theory and the development of planning theory in the late 1960s (e.g. STRIPTS)
was combined in 1979 by Cohen and Perrault [12] to provide an interaction between planning
systems and humans. They took the view that people plan speech acts to affect their listener’s
beliefs, goals and emotional states to satisfy their own goals. In their view, intentions are
treated as plans, and people communicate to alter their mental status to eventually alter their
intentions that lead to actions. Thus, such language use is modelled by viewing speech acts as
operators in a planning system, thus allowing both physical and speech acts to be integrated
into plans. Their aim was to develop a theory that formally models the possible intentions un-
derlying speech acts. The formalism chosen by them was the STRIPTS notations, in which the
properties of an action are characterized via preconditions and postconditions. They demon-
strated how the preconditions and postcondition of speech acts, such as a request, could be
represented in a multimodal logic, containing operators for describing the beliefs, abilities
and wants of the participants in the speech act. The following is an example used by Cohen
and Perrault [12]:
REQUEST(SPEAKER, HEARER, ACT)
CANDO.PR: SPEAKER BELIEVE HEARER CANDO ACT
WANT.PR: SPEAKER BELIEVE SPEAKER WANT request-instance
EFFECT: HEARER BELIEVE SPEAKER BELIEVE SPEAKER WANT ACT
The interpretation is that SPEAKER uses the speech act REQUEST to let HEARER believe
that SPEAKER wants the action ACT. For such communication to be useful or meaningful,
the CANDO and WANT preconditions must be met. That is, SPEAKER must believe that
HEARER can do ACT. Furthermore, SPEAKER must believe that SPEAKER actually wants
the ACT to happen. However, the result does not cause ACT to happen unless HEARER wants
to do ACT. That is, HEARER will decide whether to perform the action or not. This is defined
as:
CAUSE-TO-WANT(ACT1, AGT, ACT)
CANDO.PR: AGT BELIEVE (AGT1 BELIVE (AGT1 WANT ACT))
AND
AGT BELIEVE (AGT CANDO ACT)
EFFECT: AGT BELIEVE (AGT WANT ACT)
This says that AGT (the HEARER in this situation) will only do the action ACT if the agent
AGT believes that someone wants ACT and AGT can do ACT.
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2.2.2 Intention Based Theory of Speech Acts
In 1990, Cohen and Levesque [9] developed a theory in which speech acts were modelled
as actions performed by rational agents in the furtherance of their intentions, based on their
intentional logic [8]. Unlike their previous plan-based speech act theory, this theory is rooted
in a more general theory of rational action [71]. The foundation upon which they built this
model of rational action was their theory of intention [8]. The theory was formalized in modal
logic using their logic of intention.
Although semantics of intentional logic itself were given in possible worlds semantics in
[8, 50], it was Singh [62] who proposed semantics of speech acts, i.e., their conditions of
satisfaction. He proposed several useful constraints on communication. One of the interesting
constraints proposed is the normative constraints for felicitous communication. An example
is shown below:
comm(x, y, 〈directive, p〉)→ intends(x, p)
This says that if x directs y to achieve p, x intends p. He proposes six such constraints
arguing that these constraints restrict the possible models to the agents that we can assume to
be rational. That is, if an agent is rational, the agent saying a directive speech act must be
intending what the agent is saying. We develop an intention extraction function for message
handling assistants based on these constraints in Section 3.2.2.
2.3 Ontology
To support the sharing and reuse of formally represented knowledge among AI systems, it
is useful to define the common vocabulary in which shared knowledge is represented. A
specification of a representational vocabulary for a shared domain of discourse—definitions
of classes, relations, functions and other objects—is called an ontology [23]. Ontology has
a long history in philosophy, in which it refers to the subject of existence. It is also often
confused with epistemology, which is about knowledge and knowing [24]. In the context of
knowledge sharing, an ontology is a description (like a formal specification of a program)
of the concepts and relationships that can exist for an agent or a community of agents. An
ontology consists of terms, their definitions, and axioms relating to them; terms are normally
organized in a taxonomy [35].
Fensel et al. [20] provides more technical essence of ontology: “An ontology is a formal,
explicit specification of a shared conceptualization.” They refer to conceptualization as an
abstract model of some phenomenon in the world that identifies that phenomenon’s relevant
concepts. Thus explicit is that type of concept used and the constraints on their use are explic-
itly defined, with formal being that the ontology should be machine understandable. Shared
reflects the notion that an ontology captures common knowledge.
Therefore, ontology can help people and machine to communicate concisely by defining
shared, common domain terminologies, and constraints that they use to describe the domain.
However, despite the fact that the growth rate of current Web technology, as a worldwide
communication medium is expected to be one billion people and penetrate not just computers
but also other devices such as computers, cars, refrigerators, and even clothes, the current
state of Web technology does not provide easy knowledge sharing, thus generating serious
obstacles due to the lack of semantic [15]. The lack of the semantic markup of the Web and
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the development of Xtensible Markup Language (XML) led Tim Berners-Lee [4] to the idea
of the semantic Web. This then lead to the need for an explicit representation of the semantic
data, accompanied by domain theory (that is, ontologies). Since then, many works have begun
on several ontology tools and languages.
2.3.1 Ontolingua Server
Ontolingua server [18] is a Web-service that is intended to provide a common platform in
which ontologies, developed by different groups, can be shared. It is a software tool that
allows a user to develop KIF ontologies. It provides a distributed collaborative environment to
browse, create, edit, modify and use ontologies. The library of ontologies on the Ontolingua
server is expressed in the Ontolingua ontology definition language, which is based on KIF
[71].
2.3.2 Ontology Inference Layer (OIL)
OIL is a a Web-based ontology language. In [20], Ontology Inference Layer (OIL) is pro-
posed for a joint standard for specifying and exchanging ontologies to support information
exchanges across various networks. OIL combines modelling primitives from frame-based
systems and automated reasoning services of a description logic [19]. To allow interoperabil-
ity with existing Web languages, it uses the syntax of XML and extends RDF Schema (RDFS),
which provides a syntax for writing ontologies and domain modelling primitives. Resource
Description Framework (RDF) is a standard for Web metadata (www.w3c.org/rdf). It defines
the data model based on triples: object, property and value.
In [20], it is argued that the three main application areas of ontology technology are:
knowledge management, Web commerce and electronic business. OIL can be used for all
three application areas.
The following is an example ontology in OIL. It defines a bird ontology:
class-def Bird
slot-def NoOfLegs
domain Bird
slot-def CanFly
domain Bird
class-def Penguin
subclass-of Bird
slot-constraint NoOfLegs
has-value "2"
slot-constraint CanFly
has-value "False"
It defines that a Penguin is a Bird, has two legs, and cannot fly.
2.3.3 Other Languages and Tools for Expressing Ontologies
Other languages and tools for expressing ontologies are Xtensible Markup Language (XML)
and its close relative, the DARPA Agent Markup Language (DAML) [71, P.180]. XML is
2. Related Work 16
a subset of Standard Markup Language (SGML). SGML is a language for defining other
languages. Using languages like XML, a text document can be structured so that machines
not only can format its content to display it on a screen, but also can access the information,
contained in the document, to process the document in a meaningful way by allowing custom
tags for semantic information.
2.4 Agent Communication Language (ACL)
An ACL provides agents with a means of exchanging information and knowledge [35]. It has
also been used to equate the agency with the ability to exchange knowledge using an ACL.
Many ACL has been directly informed and influenced from Speech act theories [71]. Labrou
et al. [35] believes ACLs stand a level above CORBA, for two reasons: (i) ACLs handles
propositions, rules, and actions instead of simple objects with no semantics associated with
them; (ii) an ACL message describes a desired state in a declarative language, rather than a
procedure or method. Further, instead of single-message exchanges, ACLs have conversa-
tions, task-oriented, shared sequences of messages that they follow, such as a negotiation or
an auction. As they are based on Speech act theory, such conversations directly influence an
agent’s mental status.
The origin of ACLs started around 1990 by the US-base DARPA-funded Knowledge Shar-
ing Efforts (KSE). KSE aimed to develop protocols for the exchange of represented knowl-
edge between autonomous information systems [71]. The KSE produced agent outer language
KQML (Knowledge Query and Manipulation Language) and inner language KIF (Knowledge
Interchange Format). In 1995, the Foundation for Intelligent Physical Agents (FIFA) proposed
FIFA ACL to address problems identified from KQML.
2.4.1 KQML
KQML is developed by the Knowledge Sharing Effort (KSE) in 1990. In [71, p.169], KQML
is described as an outer language for agent communication that defines an ‘envelope’ format
for messages; it uses Knowledge Interchange Format (KIF) to form the content part of KQML
messages. A KQML message has three conceptual layers: communication layer, message
layer, and content layer [35]. Among the three layers, the message layer is the core of the
KQML. The content layer specifies the language and ontology to interpret the content of the
message. Further, KQML is independent of the transport mechanism (TCP/IP, SMTP, IIOP,
or another) and it is also independent of the content language and ontology. An example of a
KQML message borrowed from [71, p.170] is shown below:
(ask-one
:content (PRICE IBM ?price)
:receiver stock-server
:language LPROLOG
:ontology NYSE-TICKS
)
where “ask-one” is called performative. The performatives are similar to speech acts. “:con-
tent” corresponds to the message body of an email. It contains information that the local agent
can interpret using the given language and ontology.
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Although the multiagent systems community has used KQML and several KQML-based
implementations were developed, it had a number of problems [71, p.175]. For example,
performatives specified in KQML are considered ad-hoc causing incompatibilities between
developers. KQML also provides only informal and partial semantics [35].
2.4.2 FIFA ACL
In 1995, the FIFA ACL was developed to address some of the problems identified in KQML.
Like KQML, FIFA ACL is based on speech act theory. It is superficially similar to KQML
but has less performatives and is allowed to use any language for its message content [35]. In
FIFA ACL, the communication primitives are called communication acts, or CAs for short.
Semantics of FIFA ACL is specified by a formal language called SL. SL is a quantified, mul-
timodal logic with modal operators that allow one to represent beliefs, desires and uncertain
beliefs of the agents, as well as the actions that the agents perform. Each communicative act is
specified as sets of SL formulae that describe the act’s feasibility preconditions and its ratio-
nal effect. The feasibility preconditions describe the necessary conditions for the sender. The
rational effect represents the effect that an agent can expect to occur, if the receiver chooses
to perform the request. The use of multimodal logic to specify preconditions and effects are
similar to the formal speech act theory of rational agents proposed by Cohen and Levesque
[9] in 1990 and the plan-based speech act theory by Cohen and Perrault [12] in 1979.
2.5 Text Classification
In this section, general issues in text classification, such as feature selection, and five types
of text classification methods are reviewed: Naive Bayes (NB) classifiers, a neural network
approach, associative classifiers, the Support Vector Machines (SVM), and the RIPPER rule-
learning system. Naive Bayes classifiers are the most popular in the applications of email
[58, 14, 53] and dialog act classification [21, 68, 52, 66]. The document generation models
for unigram dialog act classifiers are similar to the text classifiers discussed here. Therefore,
a detailed exploration of the text classifiers is important in designing a dialog act classifier.
2.5.1 Overview of Text Classification
Text categorization is a supervised learning task, defined as modelling a classifier from a pre-
labelled training data set. The classifier is a simple function that provides a mapping from a
feature space to a class space. Usually the learning is finding optimum parameter values for a
function that has a fixed structure. For example, in neural networks, the network topology is
fixed and the training algorithm finds the weights of the neurons.
Typically, classification takes three steps. First, the problem space is mapped to a feature
space. For example, in text classification, documents are usually converted to term frequency
vectors. Second, a classifier is trained on a training data set which is usually a set of labelled
feature vectors. Third, the trained classifier is used to assign one or more categories to each
of unseen documents. To evaluate the accuracy of the classifiers, a sample data set is divided
into a training data set and a test data set. After the classifier is trained on the training data set,
the classifier is tested on the test data set to evaluate its accuracy.
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The performance of a classifier is commonly measured for three criteria: accuracy, training
time and classification time. Both training time and classification time are important for real
time applications, while slow classifiers can be used in batch mode.
Classifiers can be categorized into three types: binary-classifier, multi-class classifier, and
multi-category classifier. Multi-class classifiers assign exactly one category to each of the
documents like binary-classifiers, but there are more than one category. Multi-category clas-
sifiers assign each of the documents zero or more categories. SVM classifiers are naturally
binary-classifiers, whereas NB classifiers are naturally multi-class classifiers.
2.5.2 Feature Selection
A major difficulty in text categorization is the high dimensionality of the feature space [73].
The native feature space of a text categorization problem consists of the unique terms (words
or phrases) that occur in documents. Because the size of this feature space is too huge to be
used directly by most text classifiers, many automatic feature selection methods have been
proposed. For example, the removal of non-informative terms according to corpus statistics,
and the construction of new features which combine lower level features into higher level
orthogonal dimensions.
Yang and Pedersen [73] conducted a comparative study on feature selection in text cate-
gorization. Some of the methods mentioned in their paper are: the use of an information gain
measure to reduce the document vocabulary; the use of mutual information and χ2 statistics
to select features for the input of neural networks; and the use principal component analysis
to find orthogonal dimensions in the vector space of documents.
Almost all probabilistic classifiers assume “term independence assumption”, which states
that each word in a document is independent of all other words in the document. This assump-
tion is fundamental in removing the intractability of determining which word pairs are relevant
and which word pairs are not. In [66], it was shown that performance enhancement from term
order information (Unigram vs. Bigram) is not significant in dialog act classification. That is,
most of the information is in terms, but not in the order of the terms.
2.5.3 Naive Bayes Classifiers
Naive Bayes (NB) probabilistic classifiers are widely used due to their simplicity, efficiency
and updatability. It is the most popular classifier for text classification tasks [1, 58, 73, 2,
54, 47, 41]. Although NB classifiers make strong assumptions about how the data is gener-
ated, they have been found to perform surprisingly well in a variety of applications [41]. NB
classifiers are naturally multiclass text classifiers that assign exactly one of m > 2 categories
to each test document. There are two different, widely used, first-order probabilistic models
for NB approaches: multi-variate Bernoulli and the multinomial. McCallum and Nigam [41]
have shown that the multinomial probabilistic model performs even better at larger vocabulary
sizes.
Probabilistic Generative Model
Before we can setup what parameters need to be estimated for the given probability model,
we need to define a probabilistic generative model for the data (i.e. documents). In [47,
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41], a document generation model for both the Bernoulli and multinomial approaches are
described. In the model, the probability distribution consists of a mixture of components
cj ∈ C = {c1, ..., c|C|}. That is, the number of probability distribution is |C| and each
distribution is parameterized by a disjoint subset of parameters θ. For example, if they are
Gaussian distributions, each distribution cj is parameterized by means µj and variances σ2j .
If cj corresponds to a document class and each component cj is parameterized by a disjoint
subset of parameters θ, the probability of cj given parameters θ is written as P (cj |θ). This
value can be estimated empirically:
θˆcj ≡ P (cj |θˆ) =
Nj
|D| ,
where θˆ is estimated parameters, Nj is the number of documents labelled as cj , and |D| is
the total number of documents in the training set. However, the counts in both the numerator
and the denominator need to be smoothed using Laplace smoothing [47] to avoid 0 and 1
probabilities:
θˆcj ≡ P (cj |θˆ) =
1 +
∑|D|
i=1 P (cj |di)
|C|+ |D| ,
where |D| is the total number of documents in the training set, |C| is the total number of doc-
ument classes. P (cj |di) can be given by the document’s class label, if we assume a document
belongs to only one class. Its value is 0 if di is not labelled as cj , 1 otherwise. Therefore, this
can be empirically obtained using the following equation:
θˆcj ≡ P (cj |θˆ) =
1 +Nj
|C|+ |D| ,
where Nj is the number of documents labelled as cj .
The likelihood of a document, di, is modelled as:
P (di|θ) =
|C|∑
j=1
P (cj |θ)P (di|cj ; θ)
which is a sum of total probability over all mixture components. P (di|cj ; θ) can be computed
from a training data set using the event models described in the following sections which
present two event models that are described by McCallum and Nigam [41].
Multi-variate Bernoulli event model
In the multi-variate Bernoulli event model, a document is a binary vector over the space of
words. That is, given a document feature vector (B1, .., Bt, .., B|V |) for a vocabulary V , Bt is
either 0 or 1. If Bt is 1, it means the i-th word occurred in the document. The probability of
document di given its class cj can be calculated by multiplying probabilities of each dimension
appearing in the feature vector. For example, if we have a document labelled as class cj and
it contains “cat cat cat”, for V = {“dog”, “cat”}, its feature vector is represented as (0, 1), and
the probability of the feature vector is given by
P (d|cj) = (1− P (w0|cj))× P (w1|cj).
2. Related Work 20
These are calculated from training sets to build a classification model.
More generally, the probability of a document di given class cj is
P (di|cj ; θ) =
|V |∏
t=1
Ptj
Bit · (1− Ptj)(1−Bit),
where Ptj is the probability of wt appearing in documents of class cj , Bit is either 0 if wt
does not appear in the document or 1 if wt appears in the document. Given a set of labelled
document samples, Ptj is obtained using the following equation:
Ptj = P (wt|cj ; θ) = θˆwt|cj = P (wt|cj ; θ)
=
1 +
∑|D|
i=1BitP (cj |di)
2 +
∑|D|
i=1 P (cj |di)
=
1 +Ntj
2 +Nj
,
where Ntj is the number of class cj documents which contain wt, Nj is the number of class
cj documents in the sample.
The Multinomial Model
The multinomial model accounts word frequency information in documents for probability
estimation. In the multinomial model, a document is an ordered sequence of word events,
drawn from the same vocabulary V . The event model is simplified by the Naive Bayes as-
sumption that the order of word events can be ignored, i.e. we do not account for the order of
word events in the probability model.
To represent this event model formally, let us suppose there are k distinctive words in the
vocabulary V . Then, a document is formed by picking, randomly, words from the vocabulary
V , one word at a time. We can model this process as tossing a dice which has k sides and the
probability of each side of the dice is given as Pt, which is the probability of a word wt in
a single trial. Each dice represents a particular class of document. That is, a document class
represents a probability distribution of words. This probability distribution is multinomial
distribution. By definition, the multinomial distribution has the probability function
f(x1, ..., x|V |) = |d|!
|V |∏
t=1
pxit
xt!
,
where |d| =
|V |∑
t=1
xt, xt is the number of word wt appearing in the document, pt is the prob-
ability of word wt appearing in a single trial in the document class, and |V | is the number
of words in vocabulary V . The probability function f(∗) is the probability that a series of
independent trials of the k sided dice produce x1 times word w1, x2 times word w2, and so
on. That is, f(∗) is the value of the chance that the document is possibly formed from the
particular dice. For each particular outcome {x1, ..., x|V |}, the total number of outcomes with
the same probability, but with different orders is |d|!
|V |∏
t=1
1
xt!
.
If we assume that cj ∈ C = {c1, ..., c|C|} corresponds to a document class and that the
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lengths of documents are independent of classes, we obtain:
P (di|cj ; θ) = P (|di|)|di|!
|V |∏
t=1
pxttj
xt!
,
where ptj = p(wt|cj ; θ), xt is the total number of times the word wt occurs in di. P (|di||cj)
is the probability that the length of the document is |di| given the document class cj . Here,
ptj = p(wt|cj ; θ) is the estimate of the probability of the word wt in the class cj and it can be
calculated from the training set using:
P (wt|cj ; θˆ) = 1 +Ntj|V |+ |Nj | ,
where Ntj is the frequency with which wt occurs in all class cj documents, |V | is the total
number of distinct words found within the training data, |Nj | is the total number of words
in all training examples whose class is cj . Here, to avoid 0 or 1 probability values for small
sample sizes, m-estimate [43, p. 179] with uniform priors and with m equal to |V | is used.
Then, a document is classified by computing:
cj = argmax
cj
P (cj |di; θˆ),
where
P (cj |di; θˆ) = P (cj |θˆ)P (di|cj ; θˆ)
P (di|θˆ)
=
P (cj |θˆ)
[
P (|di|)|di|!
|V |∏
t=1
p
xt
tj
xt!
]
|C|∑
r=1
[
P (cr|θˆ)
[
P (|di|)|di|!
|V |∏
t=1
p
xt
tr
xt!
]]
=
P (cj |θˆ)
|V |∏
t=1
pxttj
|C|∑
r=1
[
P (cr|θˆ)
|V |∏
t=1
pxttr
] = P (cj |θˆ)
|di|∏
t=1
p(wt|cj ; θˆ)
|C|∑
r=1
[
P (cr|θˆ)
|di|∏
t=1
p(wt|cr; θˆ)
] .
Since the denominator is the same for all classes, the classification task becomes
cj = argmax
cj
P (cj |θˆ) |di|∏
t=1
p(wt|cj ; θˆ)
 . (2.1)
2.5.4 Neural Network Classifier
Since the first introduction of the Artificial Neural Networks by McCulloch and Pitts (1943),
neural networks has become one of the most popular and effective forms of learning system
[57, p. 737]. Neural networks are composed of simple units, called neurons, connected by
directed links. Neural networks are classified by the ways the neurons are interconnected. In
Figure 2.3, a perceptron and multilayer feed-forward perceptrons are shown. The perceptron
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Figure 2.3: Artificial Neural Network (ANN).
in the figure has N weighted inputs and one bias. The perceptron sums up the weighted inputs
and the bias, and then passes the result to an activation function to produce the neuron’s output.
Activation functions are typically nonlinear functions such as step functions and sigmoidal
functions. The perceptron can be expressed as a simple function:
y = f(
N∑
i=1
wixi + b),
where y is the output of the perceptron, f is the activation function of the perceptron, N is the
number of inputs, wi is the weight of the i-th input, xi is the i-th input, and b is the bias of
the perceptron.
In [42], it was shown that perceptrons can only learn linear mappings. Therefore, per-
ceptrons cannot be used to learn non-linear mappings. This limitation can be overcome by
using multilayer perceptrons (MLP), but at a cost. The Error Backpropagation (EBP) learning
algorithm [56] for MLP does not guarantee the optimal solution and tends to get stuck in local
minimums. The MLP shown in Figure 2.3 has three layers: the input layer with N neurones,
the hidden layer with M neurones, and the output layer with J neurones. The output of the
MLP can be obtained by the forward pass algorithm defined as follows:
ym = f1(
N∑
n=1
(wnmxn + b1m)), (2.2)
zj = f2(
M∑
m=1
(umjym + b2j)), (2.3)
where f1 and f2 are the activation functions of the hidden layer and the output layer, respec-
tively, ym and zm are the outputs of the hidden layer and the output layer, respectively, wnm
is a weight for n-th input to m-th neuron in the hidden layer, umj is the weight for the m-th
input to the j-th neuron in the output layer. b1m and b2j are biases of the hidden layer and
output layer, respectively. Therefore, the output of the MLP can be calculated using the simple
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Error Backpropagation Algorithm
1. Initialize weights: wnm, umj , b1m and b2j
2. Present an input vector x1, ..., xN and a desired output vector o1, ..., oJ .
3. Calculate actual output (ym and zj) using the forward pass.
4. Adjust weights (reverse process):
umj(t+ 1) = umj(t) + η · δj · ym,
δj = zj(1− zj)(oj − zj),
wnm(t+ 1) = wnm(t) + η · δm · xn,
δm = ym(1− ym)
∑J
j=1 δjumj ,
where η is a gain term or learning rate. δj and δm are error terms for
the output node j and for the hidden node m, respectively.
5. Repeat going to step 2.
Figure 2.4: Error Backpropagation (EBP) algorithm
functions given an input vector, Xk = (xk1, ..., xkN ), and the network parameters, wnm, umj ,
b1m and b2j .
The parameters (wnm, umj , b1m and b2j) of the MLP are estimated (learned) using the
EBP algorithm from a set of training data. Figure 2.5.4 shows an EBP algorithm for the MLP
shown in Figure 2.3.
Training a neural network is much more time consuming than the other classifiers, such as
Naive Bayes (NB) probabilistic classifiers, k-nearest neighbor (k-NN) classifier, and Support
Vector Machines (SVM) [72]. Yang et al. [72] also show that SVM and kNN outperform
ANN in text classification. In this thesis, a test of an MLP on dialog act classification task is
conducted and compared it with NB classifiers, which are linear classifiers.
2.5.5 Associative Classifiers
Liu et al. [38], in 1998, developed a Classification and Association Rules (CARs) classifier
that combines two data mining problem: association rule mining and classification rule min-
ing. In association rule mining, a rule is an implication whose antecedent and consequences
are items in a data set. CAR restricts consequences to be only class labels. Then, it searches
all training data for rules that satisfy the user-specified minimum support (called minsup) and
minimum confidence (called minconf) constraints, to build a classifier from the CARs. The
CAR system has two algorithms: rule generator and classifier builder algorithms.
Rule Generator
In CAR, a rule item is of the form < condset, y >, where condset is a set of items which are
a subset of the set of all items I , y ∈ Y is a class label and Y is the set of class labels. Let
rulesupCount be The number of cases in D that contain the condset and are labelled with
class y. Then, the support of a rule is given as:
support = (rulesupCount)/|D|,
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where |D| is the total number of training documents. Let condsupCount be the number of
cases in D that contain the condset. Then, the confidence of the rule item is given as:
confidence = (rulesupCount)/(condsupCount).
These measures are used to generate rules from the training data set by searching; they use
several heuristic criteria to filter out redundant and competing rules.
Classifier Builder
Once a set of rules are generated, a classifier builder algorithm needs to produce the best clas-
sifier out of the whole set of rules. To overcome the complexity of such a process, they order
rules in high precedence and use the highest precedence rule that matches the antecedence to
classify the test data. Therefore, their classifier is of the following format:
< r1, .., rn, default class >,
where ri are rules and higher index value means higher precedence. Liu et al. [38] claim that
their empirical study shows that CAR produces more accurate classification rate than does the
decision tree classifier C4.5.
2.5.6 Support Vector Machine
The Support Vector Machine (SVM) is a classifier that finds a maximal margin separating
the hyperplane between two classes of data. The subject can be said to have started in 1979
by Vapnik; it is only now receiving increasing attention since the book, written by Vapnik
in 1995. Burges [6] gives a tutorial on Support Vector Machines and its application on pat-
tern recognition. Joachims [30], in 1997, published that SVM out performed all other major
classifiers in text classification. Although SVM is a naturally binary-classifier, Rennie and
Rifkin [54] have applied SVM to multi-class text classification and compared it with a Naive
Bayesian classifier. In their experiment, the SVM gave much lower error scores than Naive
Bayes.
SVM is based on the structural minimization principle from computational learning the-
ory. The idea of structural risk minimization is to find a hypothesis for which we can guarantee
the lowest true error. An SVM is trained via the following optimization problem:
argmin
w
1
2
||~w||2 + C
∑
i
ξi
with the following constraints for all i,
yi(~xi · ~w + b) ≥ 1− ξi
where is ~xi an example vector, ~w and b are the parameters of the learning machine that need
to be estimated by training.
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2.5.7 RIPPER
RIPPER [13] is a rule-learning system. The advantage of RIPPER is that the rules are human
readable, thus users can extend or modify a learned classifier. The author claims that the gen-
eralization performance is comparable to traditional classifiers, based on TF-IDF weighting,
such as the Naive Bayes classifier. However, when adapted to text, RIPPER may not be effi-
cient for the sort of on-line classification that mail filtering requires. Of particular concern is
RIPPER’s ability to learn rules iteratively; Cohen mentions the need to post-process a set of
constructed rules. Such a process is effective when training can be done in large batches [53].
2.5.8 Summary
Yang and Liu [72] conducted a controlled study on five text categorization methods: the Sup-
port Vector Machines (SVM), a k-Nearest Neighbor(kNN), a neural network (NNet) approach,
the Linear Least squares Fit (LLSF) mapping and a Naive Bayes (NB) classifier. Their study
showed that Support Vector Machines (SVM), kNN, and LLSF significantly outperform NNet
and NB, when the number of positive training instances per category is small (less than ten).
All the methods perform comparably when categories are sufficiently common (over 300 in-
stances). Joachims [30] also gave evidence that Support Vector Machines (SVMs) can readily
be applied to text classification to achieve error rates significantly below traditional techniques
such as kNN, C4.5 and Naive Bayes.
For training efficiency, Naive Bayes classifiers are faster than SVM since no optimization
is required; only a single pass over the training set is needed to gather word counts [54]. Naive
Bayes is characterized by its iteratively learning ability, simplicity and scalability. Both Naive
Bayes and the linear SVM are highly efficient and are suitable for large-scale text systems
[54].
Although much research has been done in applying text classifiers on email handling,
little effort has been made to develop on-line message handling systems that can extract inten-
tions of messages and process them according to the assumptions we can make based on the
conditions for felicitous human communication.
2.6 Dialog Act Classification
Traditionally syntactic and semantic processing approaches have been used for dialogue act
classification, but they are error prone [52] and require intensive human effort in defining
linguistic structures and developing grammar [68]. Recently, many statistical understanding
approaches for dialog act classification have been proposed to overcome these problems [21,
52, 68, 66, 65]. All of these approaches use unigram Naive Bayesian classifiers, except [68],
which uses the ngram model with dynamic programming algorithm. Another advantage of the
probabilistic approaches over the traditional syntactic and semantic processing approaches is
that no expensive and error-prone deep processing is involved.
Garner et al. [21] developed a probabilistic dialog act classifier in 1996. Their classifier
takes each sentence of a speaker and classifies it into one of a number of pre-defined dialog
acts. Their classifier is simply a Bayesian:
D = argmax
D′
P (W |D′)P (D′)
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where D is the most probable dialogue act describing the illocution of a string of certain
words W. Examples of dialogue acts are given like this: THANK INIT, GREET, INTRO-
DUCE NAME, BYE. Their classifier showed a recognition rate of 50% using a very simple
unigram model. They proposed to use a more involved N-gram Markov model to improve the
recognition rate.
Reithinger et al. [52] developed a dialog act classifier used in VERBMOBIL in 1997.
VERBMOBIL is a translation system for face-to-face human dialog translation. They claim
that its recognition rate for their predefined 43 dialog acts is 75% with English dialogues.
Their classifier uses dialogue act dependent language models for the recognition of dialogue
acts and a Bayesian classifier. To improve the accuracy of the classifier, dialog history is
memorized by the classifier. The classifier takes word strings as input and output the most
probable dialogue act among predefined 43 acts.
Wang et al. [68] proposed a statistical model for dialogues and a dynamic programming
algorithm for bracketing a dialogue into segments and labelling each segment with a speech
act. They consider a dialogue as a sequence of utterances which are assumed to be a dialogue
participant’s turn-taking. Rather than classifying a given utterance to a speech act, the dy-
namic programming algorithm estimates a Viterbi structure for a dialogue. The segmentation
performance on a scheduling dialogue, consisting of 177 utterances, is reported to be around
80% with 800 training utterances. The speech act classification rate on the dialogue is reported
to be 89% with the same amount of training sample.
Fukada et al. [66] consider Dialog Act (DA) as a multilingual translation interchange for-
mat which is used by their machine translation system as an intermediate representation. They
define DAs as tuples of (speechact, concept, argument) where concepts are like attributes
and arguments are values of the attributes. For example, given a text “Sydney was sunny
yesterday”, the DA can be written as
[give− information, (place, temporal), (place = Sydney, temporal = yesterday)].
They have developed a scheme for two-agent travel planning domain dialogues in which a
travel agent and a customer are involved in various travel scenarios. The scheme consists
of predefined sets of 26 speech acts, 64 concepts and 77 arguments. These predefined sets
are selected for the two-agent travel planning domain. They have also defined combinations
of speech acts, speech acts and concepts to form new ones. Their unigram model of Naive
Bayesian speech act classifier showed a correct classification rate of 58.8% with 1,742 train-
ing dialogue units whereas conventional knowledge based methods performed at a 50.1%
rate. The concept classification rate, with the same training data, was 57.5%, whereas con-
ventional methods performed at 55.0%. From the results, the authors claim that their method
gives a better performance and more robust for erroneous texts, compared to the conventional
grammar-based approach. Additionally they report that bigram models do not perform signif-
icantly better than unigram models.
In summary, probabilistic dialog act classifiers, based on a simple bigram Naive Bayesian
model, have improved to the point that they now outperform grammar-based approaches,
which require intensive human effort in defining linguistic structures and developing gram-
mars. The use of a bigram model does not improve significantly the classification rate.
2. Related Work 27
2.7 Personal Email Assistant
Since Maes [40] introduced the word “Personal Assistant” in 1994, intelligent agents, ma-
chine learning and text classification have been applied in handling email and other personal
information for individuals and teams. The large number of papers, system and experiments
show that this continues to be a rich area for experimentation with powerful techniques [3].
In this thesis, three personal email assistant systems that have been developed recently are
reviewed: CoolAgent, IFILE and MailCat (SwiftFile).
2.7.1 CoolAgent
CoolAgent, developed by Bergman et al. [3], includes a Personal Email Assistant (PEA)
which supports the following email-related tasks using text classification and rules:
• Prioritization – prioritize incoming messages.
• Filtering – filter unwanted mail, such as “junk” mail.
• Indexing/retrieving – user may search with a Google-like interface.
• Re-filing – automatically move messages to appropriate folders.
• Vacation notification – automatically send vacation messages.
Their email assistant system was built as part of a larger Personal Information Assistant
that, in turn, will be part of the Personal Assistant. The assistant agent interacts with other web
services, like contact and calendar services, which are built on top of a commercial system,
namely Microsoft Exchange. The multiagent approach is used to decompose and provide
interaction among their systems. For example, there is a separate vacation agent which will be
activated only when the user is on vacation. They claim that their system accomplishes useful
tasks via the agent interaction. Authors noted that the key contributions of their work are in
the rich features provided to handle email, in the use of interacting agents, in the way in which
the assistants work to augment the experience using the user’s favorite email tools, and in the
combination of information retrieval, machine learning, RB and AB techniques. However,
their system is only capable of simple message processing and the following are future tasks
they envision:
• Summary and digest (especially when lots of email arrives about a topic)
• Apply (e.g. emails trigger and run specified actions)
• Notify (e.g. send a summary or alert about selected emails to the user’s pager or voice-
mail).
Smart Vacation responds to people with a tailored response. For example, co-workers may
receive alternate contact information, known contacts may receive a return date, but unknown
senders merely receive the information that the user is on vacation.
The Meeting Minder monitors incoming email for messages about scheduled meetings.
This agent may collate all messages, discussions and documents relevant to the meeting and
make this information available to the user at the time of the meeting.
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The goal of CoolAgent project was to build a framework to combine several implemen-
tations of information retrieval, machine learning, rule-based and agent-based (collaborative)
techniques. The system consists of vacation agent, email search agent, email indexing agent,
and two supporting agents: contacts agent and calendar agent.
Several mail classifiers are used in the system. For rule-based classification, open source
software, called WEKA is used. WEKA provides both a machine learning framework and a
collection of machine learning algorithms for data mining problems. For text classification, a
SVM package called LIBSVM is used.
The system is more complex than other existing systems. It consists of several agents
and uses all types of classifiers, machine learning algorithms and even hand-coded rules. In a
sense, their approach is basically ad-hoc rather than being based on theoretical grounds or any
reasonable design principles. Therefore, other than their own usefulness tests, it is difficult to
verify if their framework is either sound or good.
Furthermore, they have not justified or provided why they have chosen to use agent ar-
chitecture for their system, what sort of agent architectures they used, nor if the complexity
introduced by multi-agent interactions provided any help in designing their system. Their
comment on agent issues was that agent communication language (ACL) messages compli-
cated event-handling scenarios, and required superb exception handling and failure recovery
in their agent environment.
The authors noted that a mail delivery system (email handling) is extremely dynamic, thus
a challenging environment. For example, a user might move or delete folders and emails
while the mail handling system is processing them, or the mail server and any other part of the
system may fail to respond.
2.7.2 IFILE
Rennie’s ifile [53] is an email filter that adaptively filters email based on previous user actions
and some preferences. Ifile works with a mail client to capture the way the user tends to
organize mail. The classifier used in ifile is a multi-class classifier based on the multinomial
Naive Bayes model. The classifier is given a fixed set of document classes and a set of pre-
labelled email messages during training. Given a test message, the classifier returns the best
match class for the message. When a new message is classified by the user by moving to one
of his or her mail folder or when he or she deletes or move existing mail between folders, ifile
adjusts only the classes corresponding the folders rather than retraining from the whole set of
mail.
The classifier, used in ifile, makes two assumptions as it is based on multinomial Naive
Bayes model. One is “word independence”, i.e. each word in documents occurs indepen-
dently. The other is document independence and uniform occurrence, i.e. all messages con-
sidered occur equally and likely, and independent of each other. These two assumptions allows
the following simple equation to be used in the classification of messages in the ifile system:
argmax
cj
α |V |∏
t=1
P (wt|cj)
Njt!
 ,
where |V | is the total size of the corpus vocabulary, wt is a word in the test message, cj
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is a class from a predefined set of classes C, Njt is the number of times wt occurs in the
documents of class cj . Njt! and P (wt|cj)are pre-calculated before the classification from
existing messages in user’s folder.
Rennie claims that the classifier builds a model of 7000+ email messages in 27 seconds.
Compared to MailCat/SwiftFile described below, this figure reflects its good efficiency. The
reported classifier accuracy ranged from 80% to 90%, similar to MailCat.
The author explained the reason for choosing Naive Bayes classifier for the e-mail filter-
ing as follows. Personal e-mail filtering is an iterative process where the classifier must be
constantly kept up-to-date and training and classification are highly intertwined. One classifi-
cation algorithm that provides efficient training, quick classification and easy extensibility to
iteratively learning is Naive Bayes.
To reduce feature dimension, he dropped infrequent words using “word age” statistics.
Ifile keeps a record of how long each word has been in its database and drops a word if the
occurrence so far is less than (log2(age)− 1). That is, old and infrequent words are dropped
while young or old frequent words are kept. Rennie claims that this feature selection cutoff
improves efficiency without noticeably affecting classification performance.
2.7.3 MailCat (SwiftFile)
MailCat [60] is an email classification assistant that reduces the cognitive burden and the
time required for organizing electronic mail into folders. MailCat uses a text classifier that
adapts dynamically to a user’s observed mail-filing habits to suggest the three folders that are
most likely to be appropriate for a given message and provides shortcut buttons that facilitate
filing that message into one of its predicted folders. If a user has many mail folders, this will
greatly help the user to locate and decide an appropriate folder for each new email arrives.
The accuracy of MailCat’s prediction reported to be roughly 80% to 90%, even for users with
as many as 60 folders.
When MailCat is first installed, it treats the user’s previously-filed messages as a corpus
of labelled documents and uses standard techniques to develop a TD-IDF text classifier. For
a corpus of one thousand filed messages, MailCat demanded about four minutes in initial
training on a Pentium II 400 MHz processor. MailCat adapts to changing conditions (e.g.
user deleting folders and moving emails to different folders) by using a classifier that supports
incremental learning. That is, MailCat’s classifier updates itself as each new message is filed.
They claim that the cost of the update is linear in the length of the message.
MailCat’s classifier is a TF-IDF style multi-category classifier. Given a fixed number of
document categories and a test message, the classifier returns similarity measures between
the test message and each category. The MailCat’s classifier then chooses the top three cate-
gories. The similarity measure between the message vector and the weighted folder vectors is
computed using a variation of cosine distance proposed by Salton (1983) called SIM4.
The authors of MailCat pointed out that both the initial training time and the adaptability
of an email classifier is important in the usability of the classifier.
2.7.4 Summary
Most text classifiers used in email handling must be trained to learn how messages are typ-
ically organized. Maes [40] discusses that acquiring the training data for learning can take
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a substantial amount of time and effort, and has pointed out that this is a significant barrier
against the acceptance of mail agent technologies. Although, MailCat [60] claims that, by
training their classifier, based on the user’s database of previously-filed messages, it still re-
quires the user to have well organized previously-filed messages. Despite the fact that one
of the main purposes of email messages is to communicate the user’s intention, little effort
has been made in developing a general classifier that can classify messages according to com-
monly used performatives (e.g. informing, requesting) in human communication.
Although many different kinds of text classifiers are used in email assistants, their clas-
sification accuracies are similar, ranging from 80% to 90%. The differences are whether the
classifier supports iterative learning and the complexity in both space and time. Rennie [53]
avoids using Support Vector Machines and rule-learning classifiers for the reason that they are
difficult to be used where iterative learning is required.
Chapter 3
Message Handling Assistant
In this chapter, we define and characterize a generic model of a Personal Assistant (PA) and
a Message Handling Assistant (MA), based on speech act theory [62, 9, 10, 11] and the BDI
model of rational agency [70, 51, 8]. This simple model demonstrates why and how identify-
ing the intentions of messages plays a crucial role in user modelling, and in designing PAs and
MAs. In addition, we develop a simple function that extracts intentions from text messages
using speech act theory and probabilistic dialogue act classifiers.
As a more grand vision towards fully mechanized message processing and composing, in
Chapter 4, we propose a semantic communication framework (SCF) that combines key AI
technologies: multiagent, agent communication language, ontology and semantic Web.
We believe that the exploration presented in this chapter provides a model for message
handling systems that can provide more sophisticated services than are currently available.
This chapter is organized as follows: Section 3.1 defines and characterizes a generic MA.
Section 3.2 develops a model of an intention extraction function. The chapter finishes with a
summary in Section 3.3.
3.1 Modelling Message Handling Assistant
This section defines and characterizes a generic model of a message handling assistant (MA).
It uses the abstraction mechanism provided by the BDI model and speech act theory to express
the desired behaviours of an MA and the relationships between an MA, its user, and other
human agents with whom the user interacts through message exchange.
This enables us to clearly understand the characteristics of an MA, how to model a user,
and how to design an MA that satisfies certain requirements. In particular, we are interested
in the role of the intentions contained in the messages that the user exchanges with other
human agents. The result of this analysis provides justification for why and how identifying
the intentions of messages plays a crucial role in user modelling and the design of an MA.
3.1.1 Belief-Desire-Intention (BDI) Model of Rational Agency
We adapt the BDI framework described by Wooldridge [70], which is based on Rao and
Georgeff’s belief-desire-intention (BDI) framework [51] of rational agency. Their theory is
based on the intentional logic which was developed by Cohen and Levesque [8], in 1990, to
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build their speech act theory [9, 10]. Speech act theory is a popular human communication
model and it is the basis of agent communication languages (ACLs) [28]. The best-known im-
plementation of the BDI model is the Procedural Reasoning System (PRS) and its descendants
[67, p.140]: JAM, dMARS, AgentSpeak(L).
The availability of practical implementations of the BDI model, and its compatibility with
speech act theory, make it a viable choice for designing a message handling system that is
based on speech act theory and agent communication language.
The Belief, Desire, Intention Component of a BDI theory
We give a brief description of modal connectives or modalities that are used to extend first-
order logic to represent the beliefs, desires, and intentions of agents. This overview is based
on [70, p.50] which gives a concise introduction to a BDI logic.
One of the components of a BDI logic is the following modal connectives:
(Bel i ϕ)
(Int i ϕ)
(Des i ϕ)
where i is an agent (a term of the BDI logic), ϕ is a modal formula (a formula of the BDI
logic) and the modal connectives Bel, Int and Des represent beliefs, intentions and desires
of agents, respectively. Therefore, (Bel i ϕ) means that i believes ϕ; (Int i ϕ) means that i
intends ϕ; (Des i ϕ) means that i desires ϕ. We use these connectives to express some of our
assumptions in later sections.
Agent environment
We make the following assumptions about the agent and its environment to isolate unnecessary
issues:
1. The environment of the agent consists only of objects. An agent is an object with its
own thread of control, mental status [16]. Users are also agents.
2. Messages are the only sensor input and action output of agents and objects. Therefore
the only way an agent can get input is through messages from other objects, and the
only way an agent can perform actions is by sending messages to other objects.
Furthermore, we are only interested in the messages that are related to assisting users. In
addition, we only consider those messages that carry senders’ intentions similarly to agent
communication language (ACL). In this model, human communication messages (for exam-
ple, email, news, instant messaging, and mobile telephone SMS) are also viewed as messages
exchanged between human agents that carry senders’ intentions. This view removes many
unnecessary complexities in modelling agents, while retaining the expressiveness to model
most agents of interest.
To clarify how this view will remove many unnecessary complexities in modelling agents
while retaining expressiveness to model most of agents of interest, we give an example that
describes interactions between objects, and between objects and the user.
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An intention of an agent is a committed goal of the agent. A goal is a state of affairs that
the agent wishes to bring about. For example, when a user clicks on a mouse, among many
and varied events that occur after the mouse is clicked, the only important information for a
personal assistant is the user’s intention of doing such action. For instant, after various things
are sorted out, the mouse click event eventually results in a state of affairs (e.g. download
all emails) that the user wishes to bring about. In our model, the whole process is simply
described as a message sent by the user. Importantly, the message carries the user’s intentions.
For another example, we consider a user typing on a keyboard. Some possible examples
of key typing actions on an editor, expressed in first-order logic, are Insert(“A”, loc, text)
and Add(“A”, text) where loc is the location where the letter “A” need to be inserted in
the text. Thus, each such action (typing) that the user does to the system can be represented
as messages with intentions, insert and add. However, not all the user’s intentions are clear.
For example, the intention of a user who tries to draw a triangle, with messages such as
Drawline(x1, y1, x2, y2), is not easily captured as DrawTriangle(x1, y1, height, width).
That is, a series of messages sent from a user to applications can be part of one intention.
3.1.2 Personal Assistant (PA)
We define the characteristics that capture our intuition about the roles and behaviours of a
generic PA. In 1994, Maes [40] described a PA as:
“a personal assistant who is collaborating with the user in the same work envi-
ronment [...] gradually more effective as it learns the user’s interests, habits and
preferences.”
We would not have much difficulty using this description for describing human assistants.
Here we make more precise descriptions of a PA in terms of the BDI model of agents. Partic-
ularly, we are interested in defining what the properties of PA are and what distinguishes PA
from other agents.
In short, the purpose of a PA is to assist its user. What it is supposed to assist with defines
its type. For example, a message handling assistant assists in its user’s message processing.
A PA also needs to know how it is supposed to assist. Intuitively, knowing the following is
crucial to learning how to assist and what to assist:
1. What the user is doing.
2. What the user is going to do.
3. What the user might need later and what the user might want to do later.
In terms of the BDI theory, the above items can be described as the following: (1) is
what the user has just intended. This can be acquired by capturing intentions of the messages
sent by the user to other objects or to the assistant; (2) describes the user’s current intentions;
and (3) fits into the user’s desires. The user’s desires can be built from the user’s recurring
intentions. This intuition tells us that intentions convey most of the information required to
know how to assist the user.
Furthermore, through the BDI theory, an agent’s intentions can be used to deduce other
mental states of the agent. For instance, the BDI model of rational agency defines various
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properties and assumptions about the interrelationships between the beliefs, desires, and in-
tentions of agents that might be appropriate for rational agents. Some examples are shown
below:
(Int user ϕ)⇒ (Bel user ϕ) (3.1)
(Int user ϕ)⇒ (Des user ϕ) (3.2)
Formula (3.1) is called intention-belief consistency [5]. It says that an agent believes what it
intends. Although not all assumptions are appropriate in every situations [70, p.101], they can
be used to deduce other mental states from the intentions captured.
How a PA should view its user’s intentions can be captured by the following two assump-
tions:
(Int user ϕ)⇒ (Bel pa (Int user ϕ)) (3.3)
(Int user ϕ)⇒ (Bel pa ϕ) (3.4)
Formula (3.3) says that if user intends ϕ, then pa should believe that user intends ϕ. (3.4)
makes the somewhat stronger assumption that if user intends ϕ, then pa should believe ϕ.
Finally, we define a PA to be a structure written as:
PA ≡ 〈ms,mr,mrel, F,B0, I0, D0〉,
where ms,mr,mrel are the sets of messages that a PA can send, can accept, and must pursue
to observe, respectively. The three sets are defined by what a PA is intended to assist with
and what are relevant to it. B0, I0, and D0 are the initial beliefs, intentions and desires,
respectively. F is a set of functions that include a belief revision function, an option generator,
etc.
3.1.3 Message Handling Assistant
A Message Handling Assistant (MA) is a type of a PA with more specific descriptions of
what it is supposed to do. Intuitively, we can say that an MA is a PA that processes incoming
messages on behalf of its user. The set of messages that an MA is interested in includes
communication messages that its user exchanges with other human agents.
To process incoming messages on behalf of a user, an MA must observe incoming mes-
sages to find out what the intentions of the message are. An MA should view intentions of
other agents differently from its user’s intentions. The following two assumptions capture how
an MA should view other agent’s intentions for its user:
(Int x (Int user p))⇒ (Bel ma (Int x p)) (3.5)
(Int x (Bel user p))⇒ (Bel ma (Bel x p)) (3.6)
Formula (3.5) says that if agent x has an intention that user should intend p, ma believes that
x intends p. (3.6) says that if x has an intention that user should believe p, ma should believe
that x believes p. (3.5) and (3.6) are compatible with the request speech act and the assertion
speech act defined in [9], respectively.
We give a simple scenario to demonstrate how a message can be handled if the intention
of the message can be identified. Let us suppose that an MA has just received a message,
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containing the following two sentences, from x for its user.
I am a customer interested in your products.
Please send me a product catalogue.
The intention of the first sentence is that the sender wants the user to believe that the sender
is a customer. The intention of the second sentence is that the sender wants a catalogue to be
sent from the user’s computer. These intentions can be written as:
1: (Int x (Bel user customer(x)))
2: (Int x (Int user send(catalogue, x))
If the MA has a belief that the user intends to send a product catalogue to anyone who asks,
the MA can intend to send a catalogue to x. This rule can be written as:
((Bel ma (Int x send(catalogue, x))⇒ (Int user send(catalogue, x)))
⇒ (Int ma send(catalogue, x))
where x is a sender of a message. An MA learns this kind of rule by capturing its user’s
intentions using formula (3.3) and (3.4), and senders’ intentions using formula (3.5) and (3.6).
3.1.4 Related Works
Recently, various email assistant systems have been developed to provide automatic E-mail
classification and processing. MailCat [60] relies on text classifiers to classify incoming
emails into a predefined set of classes. Bergman et al. attempted to integrate various agents to
build email and personal assistants to provide more sophisticated services like vacant notifi-
cation using user’s schedule information [3]. However, little effort has been made to consider
E-mails as human communication acts and process them, based on both a human communi-
cation model and a rational agent model.
3.2 Extracting Intentions from Messages
In this section, we propose a model of an intention extraction function, Iext, that maps hu-
man communication messages (e.g. email) to a set of intentions. The development of the
model takes two steps. First, we use speech act theories developed by Singh [62], Cohen and
Levesque [9, 10, 11], to model a function that maps performatives to intentions. We then
discuss the use of dialog act classifiers for extracting performatives from messages.
3.2.1 The Intention Extraction Function: Iext
The intention extraction function, Iext, defines a relationship between messages and sender’s
intentions. Let us suppose each sentence in a message contains only one performative verb,
that is, we do not consider compound sentences that contain several performatives. Then,
since all sentences in a message could be put in the form of performatives by using appropriate
performative verbs [62], a sentence can be written as a pair 〈a, p〉, where a is a performative
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and p is a proposition. A message can contain several sentences. Thus, a message, m, can
be represented as an ordered set of 〈ai, pi〉, i.e., m = (〈a1, p1〉, . . . , 〈an, pn〉), where n is
the number of sentences in the message. Assuming messages are independent, we can define
intention extractor Iext as a function that maps a message to a set of intentions:
Iext :M → P (I),
where M is the set of all messages, I is the set of all intentions and P (I) is the power set of
I . If we assume naively sentence independence, Iext can be defined as:
Iext : S → I,
where S is the set of all sentences.
3.2.2 Intentions From Speech Acts
In this section, we discuss how speech act theory can be used to deduce the message sender’s
intentions. Then, we propose a simple algorithm for the intention extraction function Iext(m).
Speech act theory is an attempt to build a logical theory that would explain dialogue phenom-
ena in terms of the participants’ mental states [10]. The theory models how a speaker’s mental
state leads to communicative actions on what assumptions the speaker makes about the hear-
ers.
To clarify terms used in speech act theory, let us consider an example of a speech act:
“Please shut the door.” This sentence can be rewritten as “I request you to shut the door.”
Here, the performative verb used is “request” and the proposition is “shut the door”. We can
classify the speech act of the sentence as directive illocutionary force. In this paper, we adapt
the classification made by Singh [62].
Using the formal speech act theory developed by Cohen and Levesque [9, 10, 11], we can
deduce speakers’ intentions from their speech acts. For example, upon receiving a sentence
containing a request speech act and a proposition prop, we can deduce the following mental
states of the speaker using the definition of the request action in [9]:
(Bel speaker ¬p ∧ ¬q),
(Int speaker p),
(Des speaker ¦ q),
where q is ∃e(Done hearer e; prop?), and p is a mutual belief between speaker and hearer
about certain conditions for the speech act to be appropriate. The intuition is that when certain
conditions meet (e.g. hearer is cooperative), hearer will do an action e to bring about prop.
With their definitions, we could try to build a complete model of message handling. In
fact, various agent communication models have been developed (e.g. KQML, FIPA-ACL)
based on their speech act theory. However, human communication messages do not have
clear definitions of the sender’s intended communication act. Using knowledge-based natural
language parser is not only too complex, but also error prone [52].
Here we propose a simple method that can acquire a sender’s intentions for an MA by
adapting normative constraints for felicitous communication proposed by Singh [62]. First,
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we introduce some notions to define an illocutionary force extractor function, Fext. Let
A = F × Prop be the set of all speech acts, where F is the set of all illocutionary forces
and Prop is the set of all propositions. If a ∈ A is a speech act, it is defined as a = 〈i, p〉,
where i is an illocutionary force and p is a proposition. Then, the illocutionary force extractor
function, Fext, is defined as:
Fext : S → A,
where S is the set of all sentences. This function is modelled in Section 3.2.3 using dialog act
classifiers.
In Section 2.2.2, we discussed briefly the semantics of speech acts that Singh [62] pro-
posed. His semantics of speech acts are for a speaker and a hearer, but we need to find an
interpretation for an MA who reads a message received for its user from a sender. The follow-
ing is my interpretation of the types of illocutionary forces for an MA.
If we have the type of the speech act identified for a sentence, we can reason what the
sender’s intention is for saying the sentence. That is, if the illocutionary force of a sentence is
directive (e.g. I request you p), the intention of the sender is to make the user intend p. If it is
assertive (e.g. I inform you p), the intention is to make the user believe p. If it is commissive
(e.g. I promise you p), the intention is to make the user believe that the sender intends p, so it
will be true in some future time. If it is permissive, the intention is to make the user believe
that the user is not obliged to the sender not to intend. If it is prohibitive, the intention is to
make the user believe that the user is obliged to the sender not to intend p. From this, we
can formulate an algorithm for the intention extraction function, Iext, shown in (Figure 3.1).
Formula (3.1), (3.2), (3.5), and (3.6) can be used to deduce the sender’s mental states from the
intentions extracted.
Function Iext(message): Returns a set of intentions, I.
1 Set I := { };
2 Set x := Sender(message);
3 For every sentence s in message;
4 < i, p >← Fext(s);
5 If i is directive, add (Int x (Int user p)) to I;
6 If i is assertive, add (Int x (Bel user p)) to I;
7 If i is declarative, add (Int x (Bel user p)) to I;
8 If i is commissive, add (Int x (Bel user (Int x p))) to I;
9 If i is permissive, add (Int x E(♦(Int user p))) to I;
10 If i is prohibitive, add (Int x A(¤¬(Int user p))) to I;
11 End For;
12 Return I;
Figure 3.1: Intention extraction function: Iext
Once an MA acquires the sender’s intentions and if the MA is required to satisfy the
intentions, it needs to know if the intention can be satisfied or not. Singh [62] proposed a
formal semantics for speech acts that describes what it means by a speech act is satisfied in
terms of possible world semantics. For example, “shut the door” is whole-heartedly satisfied
if the hearer knows how to shut the door, intends to shut the door, and the door is shut by the
hearer in some future after the speaker utters the speech act. In regard to an MA, a speech
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act of a message is whole-heartedly satisfied if the MA knows how to bring about the goal,
intends to perform it, and performs it in some future time.
3.2.3 Dialog Act Classifiers
Traditionally syntactic and semantic processing approaches have been used for dialogue act
classification, but they are error prone [52] and require intensive human effort in defining
linguistic structures and developing grammars [68]. Several statistical approaches have been
proposed to overcome these problems.
Garner et al. [21] developed a probabilistic dialog act classifier. Their classifier takes
an utterance of a speaker and classifies it into one of a set of pre-defined dialog acts. Their
classifier is simply a Bayesian:
D = argmax
D′
P (W |D′)P (D′)
whereD is the most probable dialogue act describing the illocution of a string of certain words
W. Their classifier showed a recognition rate of 50% using a very simple unigram model. They
proposed to use a more involved N-gram Markov model to improve the recognition rate.
Reithinger et al. [52] developed a dialog act classifier used in VERBMOBIL. VERBMO-
BIL is a translation system for face-to-face human dialog translation. They claim that the
recognition rate for their predefined 43 dialog acts is 75% with English dialogues. In [66],
both the dialog act and the concepts of a sentence are extracted by Bayesian classifiers. It
reports that the recognition rate of 26 dialog acts is 58% on travel arrangement conversations,
whereas the conventional grammar-based approach achieves the rate of 50%.
Another advantage of probabilistic approaches over traditional syntactic and semantic pro-
cessing is that no expensive and error-prone deep processing is involved. Using these classi-
fiers, we can define our illocutionary force extractor function, Fext:
Function Fext(sentence): Returns a speech act <i, p>.
(D,c) <- DialogueAct(sentence);
p <- Proposition(sentence,D,c);
i <- Illocution(D);
Return <i, p>;
DialogAct(sentence) is a function that returns the performative of the sentence and a con-
cept. It can be implemented using the probabilistic dialog act classifier [66]. The function
Proposition(sentence,D, c) parses the sentence syntactically for arguments and returns a
proposition. Illocution(D) is an indexing function that simply maps performative verbs into
predefined illocutionary forces.
3.3 Summary
We have developed a simple model of a generic message handling assistant from an intuitive
description of their characteristics and desired behaviours. The simple model enabled us to
see how intentions can be used in user modelling and how the intentions of both the user and
the sender can be used in processing messages.
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From this motivation, we proposed a model of an intention extraction function that extracts
intentions contained in messages. The function first converts each sentence of a message to
a tuple of (performative, proposition). The tuples are then converted to intentions using the
normative constraints for felicitous communication proposed by Singh [62].
Chapter 4
Semantic Communication Framework
Many of the difficulties in messages processing are not only from the complexity of the system
itself, but are also from the difficulties in interpreting human written messages. Despite the
increasing number of communication messages that a human has to handle, machine inacces-
sible messages virtually leave all messages to be handled manually.
Although some simple approaches, based on semantic access, have been developed, such
as electronic data interchange (EDI), tagged messages, and formal language for business com-
munication (FLBC) [32], there has been little effort in generalizing the integration of semantic
access and message handling. In this chapter, we attempt to find a framework that provides
both semantic access and message handling.
4.1 The Problem and Motivation
The difficulties caused by machine inaccessible formats of documents have been already rec-
ognized in Web technologies. The simplicity of Web technology, despite its successes, has
already caused bottlenecks that hinder searching, extracting, maintaining and generating in-
formation [15]. In 1999, Tim Berners-Lee [4] envisioned a Semantic Web after observing
the problems in Web technology. He proposed a semantic representation of data accompa-
nied with ontologies. Already much effort has been made towards such a vision and several
representation standards of the Semantic Web have been developed: XML, XMLS, RDF, and
RDFS. Furthermore, ontology languages, such as OIL, DAML, and DAML + OIL. DAML +
OIL, have been proposed as the basis of a semantic working group of the W3C [15].
On the other hand, agent communication languages (e.g. KQML, FIPA-ACL) have been
developed based on speech act theory. Speech act theory helped define the type of message by
using the concept of the illocutionary force, which constraints the semantics of the commu-
nication act itself [28, p.87]. In this way the sender’s intended communication act is clearly
defined, and MAs can understand the type of message sent.
Similarly, those approaches can be applied to structuring human communication messages
to simplify designing message handling systems. That is, if the sender’s intentions are clearly
defined and the content of the messages are machine accessible, message processing can be
much simplified.
However, forcing humans to structure their messages will simply not work. Fortunately,
recent developments on ontology tools for the semantic Web shows some hope of making this
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Figure 4.1: Semantic Communication Framework (SCF).
approach feasible. That is, if there are tools available that can provide free semantic mark-ups
for composing messages, users can structure their messages without much additional effort.
This issue in Web page authoring has been discussed by Hendler [27].
From this discussion, we conclude that combining the semantic Web technology and an
agent communication language might provide a solution for full automatic message process-
ing. The semantic Web provides both layout and semantic data. Standards developed for agent
communication languages can be used to provide the overall control structure.
4.2 Structuring Messages
Based on the conclusion made in the previous section, we propose Semantic Communication
Framework (SCF). In this framework, Message Handling Assistants (MAs) facilitate the ex-
change of ontologies and Web forms between users. Messages are also structured as semantic
Web forms with constructs borrowed from agent communication languages. Furthermore,
MAs help users compose messages with ontologies and Web forms that have been retrieved
from other users. Unlike Web servers, MAs do not run scripts in Web form, and they must
work asynchronously, on-line or off-line, and have access to local resources.
The main purpose of the framework is to envisage how ontology, semantic Web tech-
nology and agent technology can be integrated to provide automatic message processing and
composing. The major components of the framework is shown in (Figure 4.1). The figure
shows Smart Email Assistants (SEAs) and Smart Domain Assistant (SDA) providing a con-
trol structure for the ontology exchange service. In the figure, the email assistants retrieve
recipients’ ontologies and web forms in order to assist their users in composing semantic mes-
sages which not only define clearly what the senders’ intentions are, but also provide a way to
access messages for information they carry.
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4.3 Discussion
The proposed framework provides an overall control structure for automatic message com-
posing and processing. The model of message handling assistants (MAs) and the intention
extraction function developed in the previous chapter can provide how MAs learn users’ pref-
erences and how actually messages should be processed based on the preferences. Therefore,
the framework, the model of MAs and the intentions extraction function combined together
will help guide the creation of fully automated message handling systems.
At first, we may wonder why we do not use web server applications which already have
the technology for incorporating ontology. One of the reason that we do not put it into our
framework was that web server application services are not portable and there is no well
defined structure that can provide easy and reliable off-line message exchange. It is also
difficult for an individual user to control what is to be done on the user’s data once the user’s
ontology, representation and preference data are uploaded into the application server. In this
regard, the user will be reluctant to put all of their ontology and preferences on public servers
where individuals have limited control.
Nevertheless, eventually, all data must be downloaded into a local personal assistant for
it to perform coherent knowledge updates and to process messages. It also requires local
resources such as printers and local databases to process messages. That is, web application
services can cover only part of user communication with a distinct feature such as real-time
online autonomous services, whereas local personal communication assistants can be both
on-line and off-line, and can deal with virtually all aspects of personalized communication
services.
Most notably, a local communication assistant can be portable just as a user can carry
around a document file in a disk. Further more, message processing and knowledge compiling
is based on up-to-date local user information under the user’s full control. In this regard, we
view the web sever application services as just an other legacy applications that the personal
assistant can interact with.
Chapter 5
Probabilistic Dialog Act Extraction
There has already been much research in the field of dialog act extraction for spoken or typed
language processing systems [21, 52, 68, 31, 66]. However the research related to classify-
ing online messages with dialog acts and extracting dialog acts from online communication
messages is very limited. Therefore, in this chapter, we provide an alternative method in
classifying online messages and a function for the intention extraction function (discussed in
Section 3.2.3) for message handling assistants.
5.1 Data Preprocessing
In this section, we discuss the process of transforming the Newsgroups articles into a repre-
sentation suitable for the dialog act classifiers. Figure 5.1 shows the overall data extraction
process. Section 5.1.1 outlines the overall data preprocessing, pre-filtering, segmentation, and
data presentation, while feature extraction process is described in section 5.1.2.
Prefiltering SegmentationNews Article
Data
Presentation
Stoplist Word
Removal
Stemming
Feature
Selection
Feature Vector
Extraction
Feature
Vectors
Sender &
Subject
Figure 5.1: Process of data extraction.
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5.1.1 News Article Data Extraction and Presentation
News articles are parsed and segmented into sentences. The feature vector extraction process
converts each sentences to a feature vector suitable for a dialog act classifier algorithm. The
final data presentation consists of a sender, a subject and feature vectors.
Prefiltering and Segmentation
The prefiltering step extracts non-text attributes and text attributes by parsing the standard
Newsgroups article format. Text attributes are the subject and the message body. A sender is
a non-text attribute. It also removes unnecessary formatting letters and decorations from the
text attributes. The sender and the subject are sent directly to the final data presentation step
without further processing.
The segmentation step segments the message body into sentences, and then into dialog
units. A sentence might contain one or more dialog acts, however a dialog unit contains only
one dialog act. If m is a message body and d is a dialog unit, then a message m is defined as a
list of dialog units [d1, d2, .., dn]where n is the number of dialog units inm. The segmentation
process is then defined as a mapping from messages to dialog units:
Seg :M → P (D),
whereM is the set of all messages, D is the set of all dialog units and P (D) is the power set of
D. In this thesis, we assume naively that each sentence is a dialog unit and is independent of
the order of the sentences in the message body. Therefore, our implementation uses a simple
segmentation function provided by Java language to segment a message body into an ordered
list of sentences. This list is then regarded as a list of dialog units.
Data Presentation
The sender and subject from the prefiltering step, and a list of feature vectors from the feature
vector extraction step are wrapped into a list called A = [sender, subject, FL], where FL =
[f1, f2, ..., fl] is a list of feature vectors. Each feature vector f = (v1, v2, ..., vk) is a tuple
of term frequencies where, vj is the frequency of the j-th word in the common vocabulary
V , which is a list of words. The dimension of the feature vectors and the dimension of the
vocabulary are the same, that is, |f | = |V |.
5.1.2 Feature Extraction
After a message body is segmented into a set of dialog units, each dialog unit goes through
this feature vector extraction process. As shown in Figure 5.1, this process has four sub
processes: lexical analysis, stoplist removal, stemming and feature selection. The lexical
analyzer converts each dialog unit to a list of tokens or words which are to be considered
candidate terms for the feature selection process. Before the tokens are used in the feature
selection process, they are checked by stoplist word removal and stemming process to remove
non-informative words. The purpose of the stoplist word removal and stemming is to reduce
the dimension of the feature vector without affecting the classification process by removing
terms regarded as non-informative.
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Lexical Analysis
The lexical analysis step strips out all non-word annotations and converts the text into a list
of words or tokens that are to be considered terms in a domain. The criteria, that what are
considered to be terms in a domain, is set by an expert as a list of rules. Below is a list of
processes performed in the lexical analyzer used in the thesis:
• Upper case letters are converted to lower case, so “Australia” becomes “australia”.
• For simplicity, all words containing non-letter characters are removed including hy-
phenated words and words with underscore in the middle of them. For example, all the
following terms are removed: “high-level”, “total score”, “*remark”, “i386”.
• All punctuation are replaced with space characters to be treated as token delimiters. For
example, “that’s fantastic!!!” becomes “that s fantastic”.
Stop Word Removal
The stop word removal removes non-informative words, such as prepositions, pronouns, con-
junctions and too frequent terms. These stop words (“a”, “an”, “and”, “the”, etc.) increase
feature space and add little or no additional information for the text classification process.
However, unlike text classification tasks, a dialog act classifier uses very short text containing
only about ten to twenty words. Therefore, stop word removal has a more significant impact
on the classification. Instead of using an extensive list of domain specific stop words, we only
removes a small selection of prepositions, pronouns and conjunctions.
Stemming
The stemming step removes suffixes from terms to replace terms like “documented” and “doc-
uments” with the stem form “document”. The effect of this step is the significant reduction
in the size of the feature dimension and the boosting of term frequencies for rare terms [57,
p. 844]. Rather than “document”, “documented” and “documents” being counted separately,
their frequencies are added to represent just one term “document.” The booting of term fre-
quencies affects the feature selection process, if it removes infrequent terms. In this study, we
used Porter stemming algorithm [49]. The Java version of the algorithm, written by Martin
Porter, was used in the system.
Feature Selection
The purpose of a feature selection process is to reduce the dimensionality of the feature space
by eliminating features that add little or no additional information [33].
In [73], five feature selection methods in statistical learning of text categorization are eval-
uated, including term selection based on document frequency thresholding (DF), information
gain (IG), mutual information (MI), a χ2-test (CHI), and term strength (TS). DF thresholding
is the simplest process, whereas other feature selection methods use more computationally ex-
pensive probabilistic measures to test the usefulness of the terms. In [73], it was found that IG
and CHI are most effective in terms of removal, up to 98%, without losing categorization ac-
curacy. However, they also found that the simplest feature selection method DF thresholding
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was as good as IG and CHI, with up to 90% term removal. The follow up study by Rogati and
Yang [55] suggests using filter methods which combine CHI with DF or IG, and eliminating
the rare words.
The simplest feature selection method DF thresholding is used in the system to remove
infrequent terms. DF thresholding simply counts the number of documents containing the
feature and remove it if the count is less than certain threshold.
5.2 Dialog Act Classifier Model Building
In this section, we describe the design and implementation of two kinds of dialog act classifiers
for the Newsgroups articles: Naive Bayesian probabilistic classifiers and Artificial Neural
Network classifiers. The dialog act classifiers assign one of the predefined dialog acts to each
feature vector representing a dialog unit, which is extracted from a Newsgroups article by the
data preprocessing step described in the previous section.
The goal of a dialog act classifier is to find the most likely dialog act, δ, given a sequence
of words W . If f is a feature vector representing a sequence of words of a dialog unit, a dialog
classifier is defined as a function DA(f):
DA : F → ∆,
where F is the set of all feature vectors and ∆ is the set of all dialog acts. The classifier simply
takes a feature vector f and returns a dialog act δ ∈ ∆.
In Section 3.2.3, we have introduced the dialog act function DialogAct(sentence) which
returns a dialog act represented as a tuple of (D, c) where D is a performative and c is a con-
cept. Therefore, the total number of dialog acts is given as the total number of performatives
multiplied by the total number of concepts.
Defining full set of performatives and concepts usually requires extensive domain knowl-
edge, for example, in [66], 24927 dialog acts are defined by 26 performatives and 64 concepts
for agent planning system.
However, in our experiment, we focus on identifying the six types of performatives used
in the intention extraction function in Section 3.2.2. Therefore, the number of dialog acts,
which are required to be assigned to sentences, is small.
Section 5.3 presents two dialog act classifiers based on Naive Bayes probabilistic classifi-
cation. Section 5.4 presents a dialog act classifier based on Artificial Neural Networks.
5.2.1 Problems
There have been many studies on dialog act classification for spoken words [65, 21, 52, 68,
66], but the use of such classifiers on non-spoken words has not been investigated. The primary
difference between conversational speech (e.g. telephone conversation) and electronic text
messages (e.g. email, Newsgroups articles) is that the speaker turns (i.e. who is talking) are
explicitly specified by the non-text field (i.e. sender) of the messages. Therefore, there is no
need to identify the speaker turns. Another difference is that text messages contain longer and
more descriptive sentences than conversational speech. That is, a text message is a mix of
conversational speech and normal text documents.
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5.3 Naive Bayes Dialog Act Classifier
In this section, we describe the design of the dialog act classifiers based on the Bayesian learn-
ing framework. In particular, we consider the two most popular document generation models
for the task of text classification: multi-variate Bernoulli model and multinomial model. The
details of these models are presented in Section 2.5.3. Therefore, we refer to the equations
presented in Section 2.5.3 and repeat some of them for the reader’s convenience. The main
focus of this section is on the description of how we estimate model parameters from a set of
training data, classify test samples with estimated model parameters, and the presentation of
detailed algorithms for them.
5.3.1 Probabilistic Generative Model of Dialog Units
We assume that the probabilistic generative model of dialog units is the same as the document
generation model defined in Section 2.5.3. Therefore, if we have a set of dialog acts defined
as C = {c1, ..., c|C|}, the priori probability (prior to the message but posterior to the data) of
a dialog unit di is defined as:
P (di) =
|C|∑
j=1
P (cj)P (di|cj), (5.1)
where P (cj) is the priority probability of a class cj and it can be estimated by the following
equation:
P (cj) =
1 +Nj
|C|+ |D| , (5.2)
where |D| is the total number of dialog units in the training set, |C| is the total number of
dialog acts, Nj is the number of dialog units labelled as cj . P (di) is the probability that the
estimated model generates dialog unit di. P (cj) is the probability that the estimated model
generates dialog units of dialog act cj . P (di|cj) is the probability that the estimated model
generates dialog unit di given dialog act cj . The computation method of P (di|cj) depends on
what event model we choose to use. We evaluate two versions of the NB classifiers: multi-
variate Bernoulli model and multinomial mixture model.
5.3.2 Classification
Given the above estimates, the classification task is defined as
cJ = argmax
cj
P (cj |di),
where cJ is the best estimate of the dialog act given a dialog unit di and the estimated model
parameters. P (cj |di) is the probability that given a dialog unit di, it is of the dialog act cj .
This can be rewritten using the Bayes rule:
P (cj |di) = P (cj)P (di|cj)
P (di)
.
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where the priori probability P (cj) is estimated by (eq. 5.2) and P (di) is given by (eq. 5.1).
Therefore, the classification task becomes:
cJ = argmax
cj
P (cj)P (di|cj)
P (di)
,
= argmax
cj
P (cj)P (di|cj).
Since the function log is monotonic, we get
cJ = argmax
cj
log(P (cj)) + |di|∑
t=1
log(p(wt|cj))
 . (5.3)
5.3.3 Multi-variate Bernoulli Model
In this section, we present a multi-variate Bernoulli model and an algorithm to estimate
P (di|cj) under the model. P (di|cj) is the likelihood of dialog unit di given dialog act cj .
If we use the same representation for the feature vectors defined in Section 2.5.3, a feature
vector di is defined as di = (Bi1, .., Bit, .., Bi|V |) where Bit is either 0 or 1, and V is the
vocabulary. If Bit is 1, it means the t-th word in V occurred in dialog unit di. Then, we have
P (di|cj) =
|V |∏
t=1
Ptj
Bit · (1− Ptj)(1−Bit),
Ptj =
1 +Ntj
2 +Nj
, (5.4)
where Ptj = P (wt|cj) is the probability that the t-th word of V occurs in class cj dialog
units, Ntj is the number of class cj dialog units which contain wt, and Nj is the number of
dialog units of dialog act cj in the training data. By equation 5.2, 5.3 and 5.4, the classification
task becomes
cJ = argmax
cj
log( 1 +Nj|C|+ |D|
)
+
 |V |∑
t=1
log (BitPtj + (1−Bit)(1− Ptj))
 .
From this, we define the Bernoulli dialog act classifier CSb that consists of the model param-
eters and two functions:
CSb = 〈C,Nc,N, Pw, Pc, Trainb(FL), Classifyb(f)〉
where
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FUNCTION: Trainb(FL)
FL = {f1, .., fi, .., fn} is a set of labelled feature vectors.
fi = {Bi0, .., Bit, .., Bi|V |} is a labelled feature vector.
N = |FL|;
FOR EACH feature vector fi IN training set FL
cj ← classLable(fi);
FOR EACH Bit IN feature vector fi
IF Bit IS 1, ADD 1 TO Ntj ;
INCREMENT Nj BY 1;
END FOR
END FOR
FOR EACH class cj IN C
FOR EACH t-th term frequency Ntj of j-th class.
Ptj ← (1 +Ntj)/(2 +Nj);
END FOR
P (cj) = log(
1+Nj
|C|+N );
END FOR;
Figure 5.2: Training Function for Naive Bayes Multi-Variate Bernoulli Classifier.
C is the set of class labels.
Nc = {Nj | Nj = the total number of training samples for class cj ∈ C}.
N =
∑
Nj = the total number of training samples.
Pw = {Ptj = P (wt|cj)| wt ∈ V, cj ∈ C}.
Pc = {P (cj)| cj ∈ C}.
TrainB(FL) : This training function takes a set of training samples FL.
FL is a set of labled feature vectors.
ClassifyB(f) : This classification function takes a feature vector f ,
and returns the estimated class lable c ∈ C.
The algorithm Trainb(FL), shown in Figure 5.3.3, estimates the model parameters. The
complexity of the training algorithm is O(|FL| ∗ |V | + |C| ∗ |V |) ≈ O(|FL| ∗ |V |) since
|C| ¿ |FL|. The classification algorithm Classifyb(f) is shown in Figure 5.3.3. The
complexity of the classification algorithm is O(|V | ∗ |C|).
5.3.4 Multinomial Model
In this section, we present a multinomial model and an algorithm for estimating P (di|cj)
under the multinomial model. P (di|cj) is the likelihood of a dialog unit di given a dialog act
cj . If we use the same representation for the feature vectors defined at Section 2.5.3, a feature
vector di is defined as di = (xi1, .., xit, .., xi|V |), where xit is the frequency of the t-th word
(wt) in the vocabulary V and occurs in the dialog unit di. For example, if the value of xit is
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FUNCTION: Classifyb(f)
Input: a feature vector f = {B1, .., Bt, .., B|V |}.
Output: a dialog act I ∈ C.
maxP ← −∞;
FOR EACH class cj IN C.
p← 0;
P (f |cj)← 0;
FOR EACH Bt IN f
IF Bt IS 1, ADD log(Ptj) to P (f |cj);
ELSE, ADD log(1− Ptj) to P (f |cj);
END IF
p = P (cj) + P (f |cj);
IF p IS GREATER THAN maxP ,
maxP ← p;
I ← cj ;
END IF
END FOR
RETURN I;
Figure 5.3: Classification Function for Naive Bayes Multi-Variate Bernoulli Classifier.
five, it means the t-th word in V occurred five times in the dialog unit di. Then, we have
Ptj = P (wt|cj) = 1 +Ntj|V |+ |Nj | , (5.5)
where Ntj is the frequency with which wt occurs in all class cj dialog units, |V | is the total
number of distinct words found within the training data, |Nj | is the total number of words in
all training examples whose classes are of cj . By equation 5.2, 5.3 and 5.5, the classification
task becomes
cJ = argmax
cj
log( 1 +Nj|C|+ |D|
)
+
|di|∑
t=1
log(
1 +Ntj
|V |+ |Nj |)
 .
From this, we define the multinomial dialog act classifier CSm that consists of model param-
eters and two functions:
CSm = 〈C,Nc,N, Pw, Pc, Trainm(FL), Classifym(f)〉
where
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C is the set of class labels.
Nc = {Nj | Nj = the total number of training samples for class cj ∈ C}.
N =
∑
Nj = the total number of training samples.
Pw = {Ptj = P (wt|cj)| wt ∈ V, cj ∈ C}.
Pc = {P (cj)| cj ∈ C}.
Trainm(FL) : This training function takes a set of training samples FL.
FL is a set of labelled feature vectors.
Classifym(f) : This classification function takes a feature vector f ,
and returns the estimated class lable.
The algorithm Trainm(FL) shown in Figure 5.3.4 estimates the model parameters. The
complexity of the training algorithm is O(|FL| ∗ |V | + |C| ∗ |V |) ≈ O(|FL| ∗ |V |) since
|C| ¿ |FL|. The classification algorithm Classifym(f) is shown in Figure 5.3.4. The
complexity of the classification algorithm is O(|C| ∗ |V |).
FUNCTION: Trainm(FL) :
FL = {f1, .., fi, .., fn} is a set of labelled feature vectors.
fi = {xi0, .., xit, .., xi|V |} is a labelled feature vector.
FOR EACH feature vector fi IN training set FL
cj ← classLable(fi);
FOR EACH xit IN feature vector fi
NTtj ← xit +NTtj ;
NTj ← xit +NTj ;
END FOR
ND ← ND + 1;
NDj ← NDj + 1;
END FOR
FOR EACH class cj IN C
FOR EACH t-th term frequency Ntj of j-th class.
Ptj ← (1 +NTtj)/(|V |+NTj)
END FOR
P (cj) = log(
1+NDj
|C|+ND );
END FOR:
Figure 5.4: Training Function for Naive Bayes Multinomial Classifier.
5.4 Neural Network Dialog Act Classifier
In this section, we describe the design and implementation details of a multilayer perceptron
(MLP) dialog act classifier. The MLP classifier that we implemented was also used for single
layer perceptrons (SLP) by setting the number of hidden layers to zero. The main purpose of
this experiment was to compare the accuracy of a non-linear dialog act classifier (multilayered
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FUNCTION: Classifym(f).
Input: a feature vector f = {x1, .., xt, .., x|V |}.
Output: a dialog act I ∈ C.
maxP ← −∞;
FOR EACH class cj IN C.
p← 0;
P (f |cj)← 0;
FOR EACH xt IN f
P (f |cj)← P (f |cj) + xt × log(Ptj);
END FOR
p = P (cj) + P (f |cj);
IF p IS GREATER THAN maxP ,
maxP ← p;
I ← cj ;
END IF
END FOR
RETURN I;
Figure 5.5: Classification Function for Naive Bayes Multinomial Classifier.
artificial neural networks) with the linear dialog act classifiers (Naive Bayes) described in the
previous section.
Neural network approaches to text categorization have been evaluated on Reuters-22173
corpus in [69, 46]. In [69], non-linear neural network classifiers are used. In [46], single layer
of perceptrons (a linear classifier) is used to classify the corpus. However, to our best knowl-
edge, there have been no known studies in the use of multilayer perceptrons for extracting
dialog acts from online messages such as Newsgroups and E-mail.
5.4.1 Error Backpropagation (EBP) Algorithm
In Section 2.5.4 on page 21, we have introduced the backpropagation algorithm for training
multilayered neural networks. The implementation is based on the backpropagation algorithm.
However, to overcome some problems with the original backpropagation algorithm, such as
slow training and network paralysis, the momentum term α is added to the algorithm and
weights are initialized to small random weights as suggested in [56, 39]. The modified reverse
process part of the backpropagation algorithm is shown below:
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umj(t+ 1) = umj(t) + η · δj · ym + α · (umj − u′mj),
δj = zj(1− zj)(oj − zj),
wnm(t+ 1) = wnm(t) + η · δm · xn + α · (wnm − w′nm),
δm = ym(1− ym)
J∑
j=1
δjumj .
where umj and wnm are the current weight values whereas u′mj and w′nm are the previous
weight values. The differences between the current and previous weight values are weighted
by the momentum α and added to the original backpropagation terms.
5.4.2 Neural Network Parameters
The implemented multilayer perceptron (MLP) dialog act classifier has three layers: an input
layer, a hidden layer and an output layer. The size of the input layer equals to the vocabulary
size |V |. Therefore, the sizes of the feature vectors also equals the vocabulary size. The size of
the output layer equals the total number of categories, i.e. |C|. Given the two parameters (the
numbers of input and output neurons) fixed for an MLP, we need to find the optimum values
for the following parameters: the size of the hidden layer, the learning rate η, the momentum
α, and the initial weight values.
The initial weight values are set to small random values (<0.5) because in [39, p. 156]
it was noted that it is safer to do so to avoid weight drifting during the training. The optimal
value of α is experimental, but depends on η [39, p. 167]. Since large momentum values
tend to create oscillations, we initially set both α and η to 0.1. In [39, p. 317], it is also
recommended to chose the number of neurons in the hidden layer to be
M = 1.7095× log2(2|C|) (5.6)
where |C| is the number of classes.
5.4.3 Feature Extraction
Given a term frequency feature vector fi = (xi1, ..., xi|V |) extracted from a dialog unit di the
same way as the multinomial Naive Bayes classifiers do, we transform the term frequency
feature vector to a form suitable for the input of MLP classifiers. We define an MLP feature
vector (an input to the MLP) for a dialog unit di to be inputi = (fi1, .., fit, .., fi|V |) where fit
is the normalized frequency of the t-th word of the vocabulary V in di. The normalization is
computed using the method proposed in [69] as follows
fit =
√
xit√∑|V |
k=1 xik
, (5.7)
where xit is the number of occurrences of the t-th word of the vocabulary V in di. Therefore,
the denominator is the length of di. In [69], it is noted that this method of normalization damps
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FUNCTION: Trainn(FL):
InitializeWeights();
RMS = +∞;
W ′ ←W ;U ′ ← U ; /* Initializes momentum history */
WHILE iteration IS LESS THAN maxIteration AND RMS < 0.001 DO
FOR EACH feature vector f IN FL
input← Normalize(f);
desired← ClassLable(f);
output← Forward(input);
(Wi,Wh)← BackPrapagation(output, desired);
dSum = dSum+ |output− desired|2;
END FOR
RMS =
√
dSumdiffSum|C|∗|FL| ;
iteration← iteration+ 1;
END WHILE
Figure 5.6: A training function for the multilayer perceptron dialog act classifier (MLP).
the effect of the high counts and removes the effect of variations in the document length.
In this feature extraction process, although we lose the term ordering information within
each dialog units, MLP classifiers do not make the term independence assumption, unlike the
Naive Bayes approaches.
5.4.4 Definition of Neural Network Dialog Act Classifier
We now define the MLP dialog act classifier CSn that consists of the neural network parame-
ters, a training function and a classification function:
CSn = 〈C,M,W,U, η, α, Trainn(FL), Classifyn(f)〉
where C is the set of class labels, M is the number of neurons of the hidden layer, W is
the hidden layer weight matrix, U is the output layer weight matrix, η is the learning rate,
α is the momentum for the backpropagation algorithm, Trainn(FL) is a function that takes
a set of feature vectors FL and adjust the weight matrixes, and Classifyn(f) is a function
that classify the input feature vector f to the predefined set of dialog acts. The algorithm of
Trainn(FL) is shown in Figure 5.4.4.
The function InitializeWeights( ) initializes weights to small random values. Normalize(f)
uses the equation 5.7 to normalize a frequency vector f of a dialog unit. ClassLable(f) re-
turns the dialog act assigned to the test example f . Forward(input) is an implementation of
the equation 2.2 and 2.3. Forward(input) takes an input vector and uses the weight matrixes
to calculate the output of the neural networks. BackPrapagation(output, desired) is an
implementation of the modified EBP algorithm described in Section 5.4.1. dSum is used to
calculate the Root-Mean-Square (RMS) error of the iteration. IfRMS is less than 0.001 or the
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total number of iterations reaches the maximum iteration number, the function Trainn(FL)
terminates. The function Classifyn(f) simply normalizes the feature vector f and uses the
Forward(input) function to calculate the output of the neural networks.
According to the equations 2.2 and 2.3 in page 22, the complexity of Forward(input)
is O(M(N + J)), where N is the number of input neurons, M is the number of hidden
neurons, and J is the number of output neurons. According to the EBP algorithm, the com-
plexity of BackPrapagation(output, desired) is O(M × J). Therefore, the complexity of
Trainn(FL) is O(I × |FL| ×M × (N + 2J)) where I is the number of iterations required.
If we assume N = |V |, we can write the complexity as O(I×|FL|×M × (|V |+2J)). If we
also assume that |C| is relatively small so that M and J are very small compared to FL and
|V |, we can approximate the complexity: O(I×|FL|×M×(|V |+2J)) ≈ O(I×|FL|×|V |).
Therefore, assuming that all the MLP classifiers converge in I iterations, we can say that the
single hidden layer MLP text classifiers are I times more complex than the multinomial Naive
Bayes classifiers which have complexity of O(|FL| × |V |).
5.5 Performance Measures
The classifiers that we have implemented are multi-class classifiers. The task is to assign one
of pre-defined classes (dialog acts) to each dialog units. That is, unlike document classification
in which each document can be assigned more than one categories, a dialog unit is assigned
to one dialog act only.
For evaluating the accuracy of category assignments by the dialog act classifiers, we use
% correct defined as below:
Correct% =
CorrectAssignment#
n
where n is the total number of samples. However, accuracy is not a good performance metric
when very high accuracy can be achieved by predicting the negative class. Therefore, we
measure both accuracy and the standard recall-precision measure.
A binary classifier achieves a trade-off between precision and recall by adjusting the de-
cision boundary between the positive and negative class away from its previous default of
P (cj |di; θ) = 0.5. The precision-recall breakeven point is defined as the precision and recall
value at which the two are equal [47].
However, unlike binary classifiers, an n-class multi-class classifier requires n-parameters
to define decision boundaries and this method has not been used widely. Therefore, in this
study, we only measure the recall and precision by setting all decision boundary parameters
a fixed value of 1, i.e., all classes have equal importance and loss risk. In [52], the similar
measure is used to evaluate a dialog act classifier.
5.5.1 Recall and Precision
One of widely used measures for evaluating the accuracy of category assignments is the re-
call, precision, and F-measure [72]. These measures also have been used in evaluating text
classification tasks [46, 69, 41] and dialog act classification tasks [52]. These measure can
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Assignment by the classifier Pre-Labled
Labled as Cj Not labled as Cj
Assigned Cj A B
Not assigned Cj C D
Table 5.1: A contingency table for class Cj
be calculated for each category for binary classification, over categories or globally for multi-
class classification.
Recall, precision, and F-measures are calculated based on contingency tables constructed
from the outputs of the classifiers over a set of test examples. An example of the contingency
table is shown at Table 5.1. In the table, cell A is the number of samples assigned class lable
Cj and the samples are pre-labled as Cj . Cell B is the number of samples assigned Cj , but
actually not pre-labled as Cj . Cell C is the number of samples assigned other than Cj , but
they are actually pre-labled as Cj . Cell D is the number of samples assigned other than Cj
and not pre-labled as Cj .
Recall r, precision p, and F-measure F1 are then calculated from the contingency table as
follows:
r =
A
A+ C
=
CorrectAssignements
PositiveSamples
,
p =
A
A+B
=
CorrectAssignments
PositiveAssignments
,
F1 =
2rp
r + p
.
F1 measure combines recall and precision with an equal weight.
For the case of multi-category classification (assigning more than one class label to each
document), we need to average these measures either over categories (macro-averaging) or
globally (micro-averaging). Micro-averaged F1 has been widely used in cross-method com-
parisons [72]. Micro-averaged F1 is calculated by first obtaining the contingency tables for
each individual category, and then by combining the tables cell by cell to obtain a global
contingency table. From the global contingency table, recall, precision, and F1 measures are
obtained. If we have n samples and m categories, we need to obtain n ×m binary classifi-
cations to form m contingency tables to obtain the global contingency table. Macro-averaged
F1 is calculated by first obtaining recall and precision individually for each category and then
by taking an average across categories.
5.6 Performance study and Experimental Results
5.6.1 Implementation
A total of four classifiers were implemented on Java Language. Two of them were based
on Naive Bayesian approaches: multivariate-Bernoulli (NB-B) and multinomial (NB-M). The
other two were based on the neural network approach: single layer perceptron classifier (SLP)
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Data set DU # in training set (Word #) DU # in test set (Word #) Unknown %
A 233 (2069) 124 (1177) 19.9
B 456 (3938) 237 (2042) 14.8
C . 92 (877) 33.5
Table 5.2: The number of dialog units and the number of words in each data set.
Dialog Act Type of Illocutionary Force Example
0: DECLARATIVE DECLARATIVE I name this door the Golden Gate.
1: COMMISSIVE COMMISSIVE I promise to check the price.
2: PERMISSIVE PERMISSIVE You can download files from the server.
3: PROHIBITIVE PROHIBITIVE You are not allowed to log in.
4: DIR QUESTION Directive How does it cost?
5: DIR ACTION Directive Could you open the door?
6: A FACT Assertive It will work via IR.
7: A SELF SITUA Assertive I bought mine on Thursday.
8: A PREFERENCE Assertive I have liked it so far.
9: A OPINION Assertive I don’t see that ever changing.
10: CONDITION – When I was connected into this TAP
Table 5.3: Dialog acts for the experiment.
and multilayer perceptron classifier (MLP). Only the MLP classifier was a non-linear classi-
fier. All other classifiers were linear classifiers.
5.6.2 Test Data Preparation
Three sets of the DA-annotated English databases on Usenet discussion groups, shown in
Table 5.2, were used for our evaluation. In all data sets, 65% of each data set is used for
training and the rest (35% of the data set) is used for testing. All dialog units (DUs) in the data
set A are either a question for information or a yes-no question. The question dialog units are
collected from various Usenet FAQ forums. All dialog units in data set B are all collected from
the same Usenet discussion group. All dialog units in data set C are collected from another
Usenet discussion group that is different from the data set B. The unknown words for the data
set A, B, and C in the test sets were 19.9%, 14.8%, and 33.5%, respectively.
All the dialog units in the data sets are labelled with 21 dialog acts. Among 21 dialog
acts, we have used only 11 dialog acts because other dialog acts are not useful for message
handling. For example, dialog acts that are realized with some fixed phrases like THANK or
GREETING do not provide any essential information in message handling and trivial in rec-
ognizing them. Compound sentences and unreadable sentences that couldn’t be automatically
segmented are tagged as NO-TAG and not included in the data set. The assertive dialog act is
further classified into four dialog acts to test classification of the combinations of performa-
tives and concepts. The chosen dialog acts for our experiments are listed on the left column in
Table 5.3. The types of the dialog acts and example dialogs are also shown.
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FeatureSet Name Preprocessing Applied Feature Selection
A, B, C, D None None
A-S, B-S, C-S, D-S Stop Word Removal None
A-SS, B-SS, C-SS, D-SS Stop Word Removal None
A-SSF, B-SSF, C-SSF, D-SSF Stop word removal + Stemming DF Threshoulding
Table 5.4: Feature set names and preprocessing steps applied.
Feature Set |V| Training # Test # Unknown %
A 693 233 124 19.9
A-S 687 233 124 27.6
A-SS 621 233 124 24.6
A-SSF 139 233 124 40.2
B 1041 456 236 14.8
B-S 1033 456 236 26.1
B-SS 880 456 237 22.6
B-SSF 273 454 236 35.5
C 1041 . 92 33.5
C-S 1033 . 92 42.6
C-SS 880 . 92 36.4
C-SSF 273 . 91 46.7
Table 5.5: Statistics of prepared feature sets.
5.6.3 Preprocessing and Feature Selection Process
In the following experiments on the database, the preprocessing steps that we have described
in Section 5.1 were applied to all the data set: (1) stopwords were removed; (2) stemming was
performed to remove suffix from terms; and (3) the feature selection was performed to reduce
infrequent terms.
To evaluate how the preprocessing might affect the performance of the classifiers, we
prepared four feature sets from each of the three data sets. The first feature set was produced
without any preprocessing, except for removing the non-letter characters and conversion to
lower case. In the second feature set, the stop words were removed. In the third feature
set, both the stop word removal and the stemming was performed. The forth feature set was
produced with all the preprocessings.
Table 5.4 shows all the feature sets prepared for the test. In the table, the first letter of
each feature set is the data set label. The following letters indicate what preprocessing steps
are performed: S means stopword removal is performed; SS means stopword removal and
stemming is performed; and SSF means all the preprocessings are performed including the
feature selection. The size of the vocabulary of each feature set is shown in Table 5.5. The
number of feature vectors in each feature set for both the training set and test set is also shown.
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5.6.4 The Effect of Preprocessing
Figure 5.7 shows the effect of preprocessings accuracies. Stop word removal and stemming
tends to reduce the accuracies a bit, whereas applying DF thresholding tends to increase ac-
curacies. Figure 5.8 shows the effect of preprocessings on training time. Both the training
time and vocabulary sizes are significantly reduced. In overall, application of preprocessings
resulted slight increase in performance and significant reduction in both the vocabulary sizes
and the training time.
5.6.5 Neural Network Experimental Results
Unlike Naive Bayes classifiers, the neural network classifiers (i.e. SLP and MLP) have a few
parameters that have to be set manually from some empirical study. We found that both SLP
and MLP classifiers converge reasonably within 1000 iterations. We set both the learning rate
η, the momentum α to 0.1 in all our tests.
The number of hidden units used for each data set is shown in Table 5.7. In Table 5.6, the
accuracies (% Correct) of MLP classifiers with varying number of hidden units are shown. For
neural network classifiers, each test was conducted ten times and the results were averaged.
As can seen from the table, having more than one hidden unit does not improve the accuracy
of MLP classifiers on test data set much. According to equation 5.6, if we have 11 classes,
the number of hidden units should be 1.7095× log2(22) = 7. 623 4 ≈ 8. However, we set the
number of hidden units to 4 because having more than 4 hidden units does not improve the
performance and it might overfit the training data.
5.6.6 Comparison of Classifiers
In Table 5.7, the overall estimation performance (%Correct) for dialog acts is shown. The
average training time and classification time is shown in Table 5.8. Test results of neural
network classifiers are averages over ten tests.
As shown in Table 5.8, while Naive Bayes classifier can be trained in less than 1 second,
neural network classifiers require significantly longer time to be trained.
As we can see from Table 5.7, in overall, the SLP classifier outperformed all other classi-
fiers in accuracy (% Correct). Surprisingly, the MLP classifier (the only non-linear classifier)
did not perform well. In fact, it was the worst classifier. The highest accuracy in each feature
set is highlighted.
The SLP classifier recognized 60 dialog acts correctly from 91 dialog units in C-SSF
feature set, i.e., 66%. Even though the data set C was collected from a different site that is
independent from the training data set B, the test result was better than the result of [66] which
claims accuracy of 58% on performative classification and 39.7% in dialog act classification.
Table 5.9 shows the recall (rec) and precision (prec) measures for dialog acts for the feature
set B-SSF. As we can see form the table, the SLP classifier again performs the best having an
average recall of 42%, with 48% precision. The NB-M classifier comes to the second having
an average recall rate of 38%, with 42% precision. However, unlike the accuracy measure, the
MLP classifier had higher recall and precision rate.
Table 5.10 shows a confusion matrix for the classification experiment using the multino-
mial Naive Bayes classifier on the feature set B-SSF. Table 5.11 shows a confusion matrix
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Feature Hidden Output Input Momentum Training % Correct
Set Units # Units # Units# & Learning Rate Time (sec) Training Test
A 1 2 693 0.1, 0.1 22 95.28 84.48
A 2 2 693 0.1, 0.1 31 95.28 85.48
A 3 2 693 0.1, 0.1 42 94.85 87.10
A 4 2 693 0.1, 0.1 53 95.27 84.68
A 5 2 693 0.1, 0.1 62 90.12 86.29
A-SSF 1 2 139 0.1, 0.1 5 94.42 83.87
A-SSF 2 2 139 0.1, 0.1 7 94.85 84.68
A-SSF 3 2 139 0.1, 0.1 9 95.71 87.10
A-SSF 4 2 139 0.1, 0.1 12 96.14 88.71
A-SSF 5 2 139 0.1, 0.1 14 93.13 80.65
B-SSF 1 11 273 0.1, 0.1 21 60.04 47.80
B-SSF 2 11 273 0.1, 0.1 29 71.56 47.80
B-SSF 3 11 273 0.1, 0.1 38 76.28 50.01
B-SSF 4 11 273 0.1, 0.1 46 77.89 48.86
B-SSF 5 11 273 0.1, 0.1 54 78.81 49.49
B-SSF 6 11 273 0.1, 0.1 63 79.27 48.68
B-SSF 8 11 273 0.1, 0.1 79 79.25 49.06
B-SSF 9 11 273 0.1, 0.1 86 78.65 49.87
Table 5.6: Estimation performance of MLP (max 1000 iterations) (%).
for the classification experiment using the SLP classifier on the feature set B-SSF. The ta-
bles show that the classifiers tends to assign A FACT (assert facts) to directive dialog units
and A SELF SITUA (assert self situation) to commissive dialog units. An OPINION dia-
log units are equally misclassified as either commissive or assertive. A SELF SITUA and
A FACT tends mob up dialog units of other classes. This tendency was so severe in the NB-
B classifier that most of dialog units belonging to infrequent classes are classified either as
A SELF SITUA or A FACT.
5.7 Conclusion
We have proposed four Dialog Act extraction methods for Newsgroups articles: two of them
(NB-B and NB-M) based on probabilistic approaches and the other two (SLP and MLP) based
on neural network approaches. Among them, MLP was the only non-linear classifier whereas
the others were linear classifiers.
The experimental results showed that the non-linear classifier (MLP) does not give a better
performance and the single layer perceptron (SLP) classifier performs better than all other
classifiers we have tested.
Although, in text classification community, it has been known that non-linear classifiers do
not perform better than linear classifiers [54], it was surprising that the non-linear dialog act
classifier (MLP) did not perform as much as the other linear classifiers for extracting dialog
acts from Newsgroups articles. We have varied the number of hidden layer neurons to see
whether the result could be improved, but we were not be able to observe any improvement.
5. Probabilistic Dialog Act Extraction 61
Feature set % Correct
NB-B NB-M SLP MLP Hidden
Train Test Train Test Train Test Train Test Unit #
A 89 86 97 90 99 93 97 88 1
A-SS 88 87 96 89 100 93 96 86 1
A-SSF 91 90 92 91 99 94 94 83 1
B 59 53 84 56 97 60 72 46 4
B-SS 61 54 84 60 96 55 71 43 4
B-SSF 68 59 82 62 93 57 72 48 4
C 37 51 64 46 4
C-SS 40 49 61 45 4
C-SSF 51 56 66 44 4
Table 5.7: Performance comparison (%).
Feature Training Time (sec)
Data set |V| NB-B NB-M NN-P NN-M (4 hidden)
A 693 <1 <1 31 22
A-SSF 139 <1 <1 7 5
B 1041 <1 <1 464 157
B-SSF 273 <1 <1 101 46
Table 5.8: Training time comparison (sec).
Dialog Act DU NB-B NB-M SLP MLP
# rec prec rec prec rec prec rec prec
0: DECLARATIVE 7 0 0 0 0 0 0 0 0
1: COMMISSIVE 13 0 0 31 44 23 27 23 27
2: PERMISSIVE 2 0 0 0 0 50 100 50 100
3: PROHIBITIVE 1 0 0 100 100 100 100 0 0
4: DIR QUESTION 33 51 68 63 68 58 70 48 47
5: DIR ACTION 10 0 0 10 25 0 0 0 0
6: A FACT 67 99 56 85 63 76 59 69 60
7: A SELF SITUA 64 86 63 88 64 73 65 59 62
8: A PREFERENCE 5 0 0 0 0 0 0 0 0
9: A OPINION 20 5 33 10 33 20 33 15 16
10: CONDITION 14 7 50 29 67 64 69 42 32
Total/Average 236 23 25 38 42 42 48 28 31
Table 5.9: Recall and precision rates for all dialog acts.
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Labled Assigned Total
0 1 2 3 4 5 6 7 8 9 10
0: DECLARATIVE (0) 0 0 0 1 0 3 3 0 0 0 7
1: COMMISSIVE 0 (4) 0 0 0 0 0 8 0 0 1 13
2: PERMISSIVE 0 0 (0) 0 1 1 0 0 0 0 0 2
3: PROHIBITIVE 0 0 0 (1) 0 0 0 0 0 0 0 1
4: DIR QUESTION 0 0 0 0 (21) 0 9 2 0 1 0 33
5: DIR ACTION 0 0 0 0 1 (1) 6 2 0 0 0 10
6: A FACT 0 0 0 0 2 1 (57) 5 0 2 0 67
7: A SELF SITUA 0 1 0 0 0 0 7 (56) 0 0 0 64
8: A PREFERENCE 0 0 0 0 1 0 0 4 (0) 0 0 5
9: AN OPINION 0 4 0 0 2 1 6 4 0 (2) 1 20
10: CONDITION 0 0 0 0 2 0 3 4 0 1 (4) 14
Total 0 9 0 1 31 4 91 88 0 6 6 236
Table 5.10: Confusion matrix for dialog acts (NB-M, B-SSF).
Labled Assigned Total
0 1 2 3 4 5 6 7 8 9 10
0: DECLARATIVE (0) 0 0 0 0 1 3 2 0 1 0 7
1: COMMISSIVE 1 (3) 0 0 1 0 0 6 0 0 2 13
2: PERMISSIVE 0 0 (1) 0 1 0 0 0 0 0 0 2
3: PROHIBITIVE 0 0 0 (1) 0 0 0 0 0 0 0 1
4: DIR QUESTION 0 0 0 0 (19) 0 11 2 0 1 0 33
5: DIR ACTION 0 0 0 0 1 (0) 8 1 0 0 0 10
6: A FACT 1 1 0 0 4 2 (51) 4 2 2 0 67
7: A SELF SITUA 2 2 0 0 0 1 8 (47) 0 3 1 64
8: A PREFERENCE 0 0 0 0 1 0 0 3 (0) 1 0 5
9: A OPINION 0 5 0 0 0 2 5 3 0 (4) 1 20
10: CONDITION 0 0 0 0 0 0 1 4 0 0 (9) 14
Total 4 11 1 1 27 6 87 72 2 12 13 236
Table 5.11: Confusion matrix for dialog acts (SLP, B-SSF)
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Since SLP uses the same EBP algorithm and the feature selection procedure as MLP, we
believe that the reason could not be a faulty implementation of MLP.
Although the SLP classifier performed the best, because of the long training time of the
neural network classifiers, we conclude that it will be difficult to use neural network classifiers
on on-line message processing. NB-M (Naive Bayes multinomial) classifier showed similar
performance to SLP and had training time less than 1 second.
In collecting the test databases, it was found that the most frequent type of performatives
appeared in our test set of Newsgroups articles is the assertive performatives followed by the
directive performatives. The most infrequent types of performatives were the prohibitive and
permissive performatives.
We believe that the risk of misclassifying each type of performatives depends on users’
situation such as relationship between senders and receivers and their environment. In this
study, we have assumed the risk of misclassifying each type of performatives are the same.
However considering some type of performatives does not occur frequently, it will be worth
of studying the risk amounts either to remove such type of performatives or to treat them as a
first-class dialog acts (i.e., having a better chance of being classified to).
Although our test database is quite small, the test results has shown that the classification
accuracy is better than the grammar based approach (knowledge based approach) compared
to the result shown in [66], which claims accuracy of 50% in performative classification and
37.8% in dialog act classification.
From this study we conclude that the use of dialog act classifiers in identifying the types of
performatives and concepts of the dialog units of non-spoken online communication messages
is possible. The performance of one of our dialog act classifier also has shown to be similar to
the dialog act classifiers for spoken word dialog units that have been developed so far.
Chapter 6
Conclusions
6.1 Discussions
Despite the somewhat obvious current trends, there has been little effort in building message
handling systems based on sound theories. Most approaches are rather ad-hoc in that the
main principle of those approaches is to support particular application needs for very specific
domains.
The approaches taken in this study depart from existing approaches by stating the main
purposes of the communication messages and the important criteria that need to be identified
for both automatic message processing and user modelling. The approach was to develop mes-
sage handling systems based on sound formal theories of human communication and rational
agency. Our simple, but general, model captures an intuitive description of the desired charac-
teristics of a message handling system in interpreting intentions of messages and processing
messages based on it.
Interpreting a theory of rational agency on a problem to develop a generic agent model,
that can be reused, is called an agent-based or agent-oriented approach [48]. In this study, not
only have we applied an agency theory to a software agent description, but we have also used
it to characterize the relationships between software agents and human agents. In addition, we
have used speech act theory to identify appropriate relationships between an MA, its user, and
the other human agents with whom the user exchanges messages.
The proposed model of an intention extraction function defines how the intentions of mes-
sages can be extracted without using complex knowledge-based approaches. Not only can this
function provide a new message classification framework, it can also provide vital information
on what needs to be done with each message.
Further, our brief introduction to a semantic communication framework identifies the fun-
damental problems in automatic message handling and the key technologies that can be com-
bined to provide a feasible solution for future automatic message composing and handling
systems.
6.2 Summary of The Results
We have developed a simple model of a generic message handling assistant from an intuitive
description of their characteristics and desired behaviours. The simple model enabled us to
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see how intentions can be used in user modelling and how the intentions of both a user and
message senders can be used in processing messages.
From this motivation, we proposed a model of an intention extraction function that ex-
tracts intentions contained in messages written in natural language. The function first converts
each sentence of a message into (performative, proposition). The pairs are then converted
into intentions based on the normative constraints for felicitous communication proposed by
Singh[62].
To investigate the use of dialog act classifiers on on-line messages for extracting dialog
acts, four dialog act classifiers are developed and tested on Newsgroups articles. The test
result shows that dialog act classifiers can be applied to on-line messages.
We further discussed how agent communication language, ontology, and semantic Web
technology can be combined into a semantic communication framework in which smart per-
sonal message handling assistants provide a control structure facilitating ontology exchange.
6.3 Conclusions From This Work
There are five main conclusions from this work:
• In Section 3.1.2 on page 33, we derived that that intentions convey most of the informa-
tion required to know how to assist the user. That is, intentions alone provide most of
information needed for modelling users and to process messages.
• A message handling assistant can learn how to process messages from intentions us-
ing: the BDI assumptions (e.g. formula 3.1 and 3.2) and the proposed assumptions for
message handling assistants and personal assistants (formula 3.3, 3.4, 3.5 and 3.6).
• Intentions can be formulated from dialog acts of on-line messages based on normative
constraints for felicitous communication.
• Single layer perceptrons (SLP) perform the best in dialog act classification for News-
groups articles.
• It is possible to apply dialog act classifiers to on-line messages.
6.4 Suggestions for Future Research
6.4.1 Possible Applications
Dialog act classifiers are mainly used for speech recognition or machine translation tasks.
Since the accuracy of dialog act classifiers is not reliable enough, the use of such classifiers
are mainly to reduce the amount of work that users have to do manually.
Similarly, dialog act classifiers for on-line messages can be used to reduce the number of
messages that users have to manage by suggesting what actions should be taken for each mes-
sage. If a suggestion is correct, the user just need to accept the decision made by the machine.
If it’s not correct, the user have to decide what actions should be taken. The latter takes longer
time and more effort than simply accepting decisions made by the machine. Therefore, if the
suggestions are correct 50 percent of the time, the user’s workload is reduced to 50 percent
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of the original amount. If there are 1000 dialog acts, randomly assigning dialog acts to mes-
sages only can achieve an accuracy of 0.1 percent. Therefore, an accuracy of 50 percent is
significant if there are many dialog acts to be considered.
As messaging services are ubiquitous, the possible application areas of the dialog act
classifiers, the proposed models for a message handling assistant and the intention extraction
function are virtually endless spanning from assistant applications for individuals to on-line
customer support systems for large companies, such as air ticket booking services, hotel book-
ing services and customer help centers.
6.4.2 The Use of Semantic Message Framework
While the dialog act classifiers developed showed that they can be used on on-line messages,
they are not reliable enough like most of the existing natural language parsing, machine learn-
ing, or data mining technologies. The Semantic Communication Framework (SCF), discussed
in Chapter 4, proposes that a messaging system assists its user in message composing to struc-
ture the messages to explicitly express the user’s intentions and contexts unambiguously, for
both human beings and machines. While many issues remain, we believe that the framework
will provide a guide to building fully automated message processing systems in the future.
6.4.3 Security Issues
In this study, we have not addressed security issues regarding message processing. If a mes-
sage handling assistant does whatever a sender intends, its user is at risk of opening the door
wide open to anyone. However, unlike running macros downloaded from other users, agents
interpret received messages, reason, and decide what actions are to be taken based on its user’s
intentions. The real difficulty would be detecting whether a sender is really sincere about the
content of the message or lying.
In the case of the Semantic Communication Framework (SCF), as long as the agent code
is not maliciously modified by unauthorized users, SCF provides a much safer environment
than the current email client applications. Encryption can be incorporated easily using existing
public key encryption software similarly to the current email client applications do.
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