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 Abstract 
 
An American option is a type of option that  can be exer cised at any 
time up to its expiration. American options are generally hard to value, as 
there is no closed-form solution for the price of an American option. When 
there are multiple stochastic factors in the equation, the usual solution 
methods –  binomial trees and finite difference approaches –  become 
infeasible.  Therefore, only estimators based on Monte Carlo simulation can 
provide good quali ty results.  
The Least-square Monte Carlo  method (LSM) is the most widely used 
Monte Carlo-based algorithm in the f inancial industry. In this thesis, the 
LSM algorithm and associated literature are reviewed and analysed. The first 
major contribution is the identification of the basic powers polynomial of 4
t h
 
order as the most efficient basis polynomial for the least -squares regression 
within the LSM simulation. The conclusion is also drawn that the 
performance of LSM depends on both the number of time -steps and the 
number of simulated paths. Another significant finding in this thesis is that, 
for every option being valued with a predetermined number of paths, an 
„optimal‟ number of time -steps exists for which the estimator‟s mean is 
closest to the exact value of the option. It  is  proved that, in the case of the 
LSM algorithm, the general belief that Monte Carlo simulatio ns become more 
and more efficient with the increase in the number of iterations within the 
simulation does not necessari ly hold.  
The proposed Average of Batch of LSM Estimates  (ABO-LSME) 
approach calculates the average of multiple optimal LSM estimates wit hin the 
same or less time than needed for the original LSM estimate and, 
surprisingly,  yields more precise results than the original LSM approach.  
The basis of the newly introduced Bundled LSM  (BLSM) algorithm is 
an  LSM algorithm in which all of the in -the-money paths at each time-step 
are sorted (similar to Tilley‟s bundling algorithm, except only in -the-money 
paths are sorted) and divided into a predetermined number of bundles, to 
which separate least -squares regressions are applied. This method provides  
much more stable and precise results than the original LSM algorithm. When 
optimal BLSM is compared to the optimal LSM algorithm, the superiority of 
the BLSM estimator becomes clear. BLSM provides results with lower 
relative errors and RMSEs, around two t imes faster than optimal LSM.
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1.  Introduction  
Ever since the Black-Scholes [1] model was introduced, the problem of 
pricing American securities has become ext remely important ,  because many 
financial derivatives traded in the markets are American -style derivatives.  
Corporate finance research has also shown how important it  is to value 
American options since many corporate liabilities can be expressed in terms 
of options or combinations of options,  such as finding the optimal capital 
structure of a firm or valuing real options. Thus, the need for a method that  
can generalise the Black and Scholes analysis to allow for early exercise 
opportunities has been the subj ect of much research.  
This thesis focusses on Monte Carlo simulations applied to the problem 
of valuing American options.   
When the analytical  solution to a problem is not available,  the Monte 
Carlo simulation is one –  amongst other numerical methods –  tool often used 
for estimating the value of the unknown. It can be adjusted easily for similar 
derivatives and evaluations. It will be shown that Monte Carlo simulation can 
give a very close estimate of the value of the derivative being priced.  
Chapter 2 explains the formulation of the pricing of American options 
and the basis of the Monte Carlo simulation. A review of existing Monte 
Carlo methods applied specifically to valuing American options is presented 
in Section 2.5.  
Chapter 3 explains, and performs an in-depth analysis of , the Least-
Squares Monte Carlo (LSM) method developed by Longstaff and Schwartz 
[2], which is st ill  the most widely used Monte Carlo method for valuing 
American options in the financial  industry .  The results show that using any 
set of orthogonal polynomials of the same order provides estimates with ve ry 
similar mean value and variance, regardless of the choice of number of time -
steps used within the simulation, meaning that a certain level of precision is 
obtained, irrespective of the type of the polynomial used. LSM utilised using 
basic powers polynomials is proven to be the fastest among all orthogonal 
polynomials tested (basic powers, Laguerre, Legendre, Chebyshev 1
s t
 and 2
n d
 
kind and Hermite polynomials).   
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The first major contribution to this topic is identifying a basic powers 
polynomial of the 4
t h
 order as the most efficient basis for the least -squares 
regression within the simulation. The results also prove that the algorithm 
suffers from different types of biases and that with the change of the number 
of time-steps and/or number of simulated paths, the performance of the 
estimator varies. In particular, increasing the number of time -steps increases 
the mean of the estimator, while increasing the number of simulated paths 
(having the number of time-steps fixed) decreases the mean of the estimator.  
Most importantly,  it  is shown that for each option being priced there exists 
an optimal number of t ime-steps (when the number of simulated paths is 
already chosen) with the lowest possible  relative error.  
Exploiting these conclusions, Chapter 4 discusses the most efficient 
use of the LSM algorithm when there is  limited time. It is  proved that in the 
case of the LSM algorithm, the general belief that Monte Carlo simulations 
are more and more efficient with an incr eased number of i terations within the 
simulation does not necessari ly hold.  
A significant contribution to the application of LSM is that taking the 
average of as many LSM estimates as possible,  in the given timeframe with 
the minimum optimal number of tim e-steps, yields the most efficient and 
reliable result. No author has ever discussed the optimal number of paths 
within the simulation, as the theory of the Monte Carlo simulation suggests  
that the simulation‟s standard error decreases with the increase of  iterations 
within it (as presented in previous chapters). However, when the sum of all  
biases depends on the number of iterations used within the simulation, 
increasing the number of iterations (without altering the number of time -steps 
and the number of monomials in the regression polynomial) can even reduce 
the level of precision.  
Chapter 5 introduces a new ABO-LSME (Average of Batch of Optimal 
LSM Estimates) approach to obtaining LSM estimates, which arises o ut of the 
conclusion from the preceding chapter.  Calculating the average of multiple 
optimal LSM estimates within the same or less time than needed for the 
original LSM estimate has proven to yield far more precise results than an 
original LSM approach. Relative errors,  RMSEs and computational time of 
the ABO-LSME approach are astonishingly low, in comparison with the 
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original LSM approach. This approach stands as a major contribution to 
practical  application of LSM.  
In Chapter 6, a whole new method is introduced, the Bundling Least -
Squares Method (BLSM). The basis of this algorithm is an LSM algorithm in 
which all  of the in-the-money paths at each time-step are sorted (similar to 
Tilley‟s bundling algorithm  [3],  except  only in-the-money paths are being 
sorted) and divided into a predetermined number of bundles, to which 
separate least -squares regressions are applied. This method provides much 
more stable and precise results than the original LSM algorithm, and it is  
also possible to identify optimal BLSM and apply the ABO -LSME approach 
to it.  When optimal BLSM is compared to an optimal LSM algorithm, with 
the number of simulated paths set to 10,000 , the superiority of the BLSM 
estimator becomes clear. BLSM provides results with lower relative errors 
and RMSEs two times faster than optimal LSM, and stands as a great  
innovative method (based on LSM) to Monte Carlo methods for pricing 
American options.   
The major contributions of this thesis are:  
 
 Identifying 4 t h  order basic powers polynomial as the most 
efficient basis for the least -squares regression in LSM 
 Introduction of the existence of an „optimal‟ set of LSM 
parameters  
 Conclusion that taking the average of as many as possible LSM 
estimates in the given timeframe with the minimum optimal 
number of time-steps yields the most efficient and reliable 
result  
 ABO-LSME approach 
 BLSM method 
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2. Pricing American Options with Monte Carlo 
Methods  
The value of the American option is the value achieved by exercising 
optimally.  Finding this value requires finding the optimal exercise rule, by 
solving an optimal stopping problem and computing the expected discounted 
payoff of the option under this rule. Because no an alytical solution to this 
problem is available, one must find the way to solve it numerically or by 
simulation.  
2.1 American Option Pricing Formulation 
Even though, in practice, many American -type claims are continuously 
exercisable, the American option valu e is approximated by its Bermudan
1
 
counterpart, assuming that it  can only be exercised at  a finite number of 
exercise dates Tttt N  210 ,  by taking N  to be sufficiently large.  
One could define a general class of continuous-time American option 
pricing problems by specifying a process   TttU 0, ,  which should 
represent the discounted payoff if the option is exercised at time t ,  and a 
class of stopping times    with values within the  T,0 .  Put that way, the 
problem becomes finding the optimal expected payoff, which is discounted to 
the starting time, with  QE  being the risk-neutral expectation:  
   

UE Q

sup  (2.1)   
Duffie [18] addressed the arbitrage argument as a justification for 
calling this the option price under appropriate regularity conditions. The 
rational exercise policy is introduced as a solution to the optimal-stopping 
problem.  
We define the payoff to the option holder from exercise at time t  as 
  tXh
~
 for a nonnegative payoff function h
~
.  Then supposing that  an 
                                               
1
  Bermudan options lie between European and continuously exercisable American options, having more 
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instantaneous short rate process   Tttr 0,  exists,  all that is left of the 
pricing problem is the calculation of:  
 
 
  




 

tXheE
duur
Q ~sup 0


 (2.2)   
If  we want to captivate the discounting within the function h
~
,  we 
should just take the discount factor to be a component of X .  That would make 
the exercise decision at  time t  determined by  tX .  
Thus, the classical  American put is, in practical terms, a special  case 
within this formulation. If we wanted to obtain the price of an American put 
option with a strike price K  and the expiration date at  T ,  on a single 
underlying asset  tS ,  then the risk-neutral  dynamics of S  follow geometric 
Brownian motion  2,rGBM ,  with r  a constant risk-free interest rate.  The 
value of that  option at time 0 is then:  
    

 

SKeE rQsup  (2.3)   
where   is the set containing all of the stopping times taking values 
within  T,0 .2  
Setting an optimal exercise boundary 
*b  such that an optimal stopping 
time 
*  is set as:  
     tbtSt ** :0inf   (2.4)   
the requirements of the equation (2.3) are satisfied.  
It  is  normal to write the payoff as    SK  rather than   SK   
because no option holder would exercise an option with a negative ou tcome.  
As a consequence, we have two possibilities for an option payoff at  the 
maturity time: zero payoff and a positive payoff. Thus, we choose the payoff 
function h
~
 to be nonnegative.   
                                               
2
  Stopping times directly depend on S. 
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As a consequence of simulation, the American opt ions we are analysing 
can be exercised at a limited set of dates.
3
 But this does not undervalue the 
precision of the simulation in some cases  (e.g. options on assets with 
discontinuous dividend payments).
4
 But when the option is „fully‟ American, 
one should alternatively try to simulate continuous exercise using as large a 
number of time-steps as possible.  
2.2 Monte Carlo Basis  
The analogy between probability and volume often helps 
mathematicians to calculate the probabil ity of some events by associating an 
event with a set of outcomes, and associating its volume (relative to the 
volume containing all possible outcomes) with the probability that the event 
will occur.   
Going a bit further,  moving from volumes to integrals,  the problem of 
estimating the integral of a function f  over the unit interval can be 
represented as an expectation   UfE ,  having U  uniformly distributed 
between 0 and 1:  
  
1
0
dxxf  (2.5)   
If  we draw n  points in a certain scattered way,  nUUU ,...,, 21 ,  and 
calculate the values of  iUf  for each one of them, then the average value of 
those n  results gives us the Monte Carlo estimate for nˆ :   
  


n
i
in Uf
n 1
1
ˆ  (2.6)   
By the strong law of large numbers (if f  is integrable over  1,0 ), as  
n ,   nˆ  with probabili ty 1. And if f  is square integrable we can set 
the following equation for f :  
                                               
3
  Having an infinite number of exercise dates would lead to infinite computational time. 
4
  It is suboptimal to exercise the option at any other date but the dividend payment dates. 
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    
1
0
22 dxxff   (2.7)   
Given the last  two equations we can say that  the error in the Monte 
Carlo estimate is approximately normally distributed with mean 0 and 
variance 
n
f
2
,  where as n  gets greater , the approximation improves. The 
problem with f  being unknown is solved by using the s ample standard 
deviation 
   




n
i
nif Uf
n
s
1
2ˆ
1
1
  (2.8)   
This means that , with one set of n  function values       nUfUfUf ,...,, 21
we are not only able to estimate the integral  ,  but also to estimate the error  
of this estimate.  
We can see that the standard error of this estimator is 
n
f
,  and that  
reducing the error by a factor of x  requires the number of points drawn to be 
increased by a factor of x
2
 (e.g. adding one decimal place of precision 
requires 100 times as many points).  
Consequently, Glasserman [4] indicated that the steps outlined above 
extend to estimating an integral  over  d1,0  (and even d ) for all dimensions 
d .  Of course,  when we change dimensions , we change f ,  and when we change 
f  we change f ,  but the standard error will still  have the form 
n
f
 for a 
Monte Carlo estimate based on n  draws from the domain  d1,0 .  In particular,  
the  21nO  convergence rate holds for all d .  In contrast , the error in a product 
trapezoidal rule in d  dimensions is   dnO 2  for twice continuously 
differentiable integrands; this degradation in convergence rate wit h 
increasing dimension is characteristic of all deterministic integration 
methods. Thus, Monte Carlo methods are attractive in evaluati ng integrals in 
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high dimensions where the 95% confidence interval for the estimated value V  
is:  
 
n
V
n
f
n
f
n



  ˆˆ  (2.9)   
The fundamental implication of asset  pricing theory is that under 
certain circumstances, the price of a derivative security can be usefully 
represented as an expected value. Valuing derivatives thus reduces to 
computing expectations. In many cases,  if we were to write the relevant 
expectation as an integral, we would find that its  dimension is too large to be 
calculated by any known numerical method. This is precisely the sort  of 
setting in which Monte Carlo methods become attractive.  
Valuing a derivative security by Monte Carlo typically involves 
simulating paths of stochastic processes used to describe the evolution of 
underlying asset-prices, interest  rates,  model parameters, and other factors 
relevant to the security in question. Rather than simply dr awing points 
randomly from  1,0  or  d1,0 ,  we seek to sample from a space of paths.  
Depending on how the problem and model are formulated, the dimension of 
the relevant space may be large or even infinite. The dimension wi ll  
ordinarily be at least  as large as the number of time-steps in the simulation, 
and this could easily be large enough to make the square -root convergence 
rate for Monte Carlo competitive with alternative methods.  
For the most part, there is nothing one can do to overcome the rather 
slow rate of convergence characteristic of Monte Carlo. The quasi -Monte 
Carlo methods are an exception, because under appropriate conditions they 
provide a faster convergence rate. We can, however, look for superior 
sampling methods that reduce the implicit constant in the conver gence rate.   
In order to calculate an expected value of a function  xf ,  given a 
specified distribution density  x  over dx ,  we encounter the following 
integral:   
    
ddxf xx  (2.10)   
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Jackel [5] stated that the easiest form of Monte Carlo integration of 
integrals like this one can be summaris ed as follows:  
 Establish a procedure of drawing variates x  from the target distribution 
density  x .  
 Set up a running sum variable,  a running average variable and a 
counter variable, all with zero starting values.  
 Draw a variate vector x i  and evaluate  ii xff : .  
 Add the computed function value to the running sum variable.  
 Increment the counter variable.  
 Set the running average to be the ratio of the running sum variable and 
the counter variable.  
 Keep iterating until  either the number of paths has been carried out, or 
a specific error estimate has decreased below a predetermined 
threshold.  
If the procedure for drawing variates from the target distribution 
density is adequate and reliable, applying Monte Carlo is already a simple 
and easily adjustable solution to a large numb er of problems.  
2.3 Generating Random Numbers  
Generating random numbers has its impact on the efficiency and 
computational time of Monte Carlo simulation. Different Monte Carlo 
methods give different levels of efficiency for same random number 
generators. That is why choosing random number generator has to be done 
watchfully having proper knowledge about most often used random number 
generators.  
Assuming that coding in C provides the results  that are obtained in the 
minimum computational time, we refer to the  „Numerical Recipes in C ‟  [6] as 
the ground point in understanding the efficient way to generate random 
numbers.
5
 This book provides synopses of many existing methods for fast and 
                                               
5
  Running the simulation in C and Java would yield the same result. The computational time for running 
it in Java would not be substantially greater than that in C. 
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accurate programming in C, including the exhaustive and thorough chapter on 
random number generation.  
As uncertainty in stock prices is normally distributed, we must find the 
most efficient and accurate way to transform a uniform number draw to 
normal. Gentle [7] covered the full spectrum of random number generation 
and its  application to Monte Carlo simulation.  
Tanizaki [8] explained the theory behind several converting methods, 
for which Press [6] gave the most efficient way of coding in C.  Tanizaki also 
pointed out the simplicity of the inverse transform method. The inverse 
transform method takes advantage of the fac t that the standard normal 
cumulative distribution function  xF  calculates the probabil ity that a 
normally distributed number will lie between   and x ,  for any x  given in 
range  x ,  and therefore    1,0xF .  Consequently,  the inverse to that  
function,  xF 1 ,  which uses a uniform random number between 0 and 1 as an 
input, gives us a normally distributed random number.  
A quasi-random sequence (also called low-discrepancy sequence) is a 
sequence of representative samples from a probabili ty distribution. As Hull  
[9] explained ,  the term „quasi -random‟ is a misnomer, because the sequence 
is totally deterministic,  and refer red to i t as just  another variance reduction 
procedure (which will be explained later).  Descriptions of the use of quasi -
random sequences were given by Brotherton-Ratcliffe [10] and Press [6].  
Press illustrated that the sequences of n-tuples that fill  the n-space more 
uniformly than uncorrelated random points are called quasi -random 
sequences. In a precise sense,  the sample points in a quasi -random sequence 
are „maximally avoiding‟ of each other.  Quasi-Monte Carlo simulations are 
basically Monte Carlo simulations that use quasi -random sequences.  
The most often used quasi -random sequences were suggested by 
Halton, Faure, Sobol and Niederreiter, all fully reviewed and discussed by 
Bratley and Fox [11] and Hecker and Rota [12], and applied and compared in 
Jiang and Birge [13] . Other papers implementing the quasi -Monte Carlo 
sampling include Jank [14], Imai and Tan [15] and Joy, Boyle and Tan [16].  
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2.4 Variance Reduction Techniques  
In order to increase the efficiency of the Monte Carlo we can deploy a 
number of variance reduction techniques. Each of these techniques is based 
on reducing the variance of the simulation estimates, thus making the 
simulation more efficient using the same number of estimates (approximately 
the same computational time). However, even though variance reduction 
techniques are easy to bring forward, making a choice require s an 
understanding of the strengths and weaknesses of alternative methods and 
familiarity with examples of effective applications. Introductory explanations 
of the following techniques were given by Wilmott  [17] and Hull  [9]. Further 
descriptions and detailed mathematical framework were very well explained 
by Glasserman [4]  and Haugh [18].  Jackel [5] explained the practical 
applications of various variance reduction techniques in computing. The 
practical application of basic variance reduction  techniques to LSM was 
explained by Tian and Burrage [19] and Areal, Rodrigues and Armada [20].  
In his paper Tuffin [21] explained the method of antithetic variates 
both for uniformly and exponentially distributed variables together with its  
application and numerical examples.  
Hull and White‟s paper [22] pioneered the idea of control variate 
technique applications in options pricing. Pasupathy et al .  [23] introduced 
control variates using estimated control means (CVEMs), whose resulting 
control-variate estimator is unbiased, but in which the accompanying 
sampling error changes the properties of the original estimator . Other works 
discussing this method were presented by  Bolia and Juneja [24], Pellizzari 
[25], Weihs, Calzolari and Rohl [26], Kim and Henderson [27], Ehrlichman 
and Henderson [28].  The application of the control variates method to quasi -
Monte Carlo was explained by Hickernell,  Lemieux and Owen [29]. 
Glasserman, Heidelberger and Shahabuddin [30] combined importance 
sampling based on a change of drift with stratified sampling along a small  
number of key dimensions. Bolia, Juneja and Glasserman [31] presented the 
function-approximation-based importance sampling for pricing American 
options. Juneja and Kalra [32] introduced „perfect‟ control variate and a 
14 
 
„perfect‟ (zero-variance) importance sampling distribution for pricing 
American options with Monte Carlo simulations.  
2.5 Monte Carlo Methods for Pricing American Options  
Despite all of the advances in the valuation of American options and 
acquiring the optimal exercise  boundary of American options, it  remains one 
of the most challenging problems in derivatives finance, especially when 
more than two stochastic factors affect  the value of the option. This is  
primarily because finite difference and binomial techniques beco me 
impractical in situations where there are three or more stochastic factors –   
also known as the curse of dimensionality. With the build -up of the financial  
industry,  multidimensional derivatives are more and more often used, and the 
need for sufficiently accurate methods for pricing them has become 
insatiable.  
When discussing Monte Carlo approaches to pricing American options,  
we must emphasise several advantages these methods deliver. Monte Carlo 
methods can be applied when the value of the option depe nds on multiple 
factors (e.g. assets,  dependencies etc.). They are partic ularly useful for 
multidimensional or exotic, path -dependent options. The underlying state 
variables may follow from the simplest  models, general stochastic processes 
like jump diffusion, to non-Markovian processes or other desired stochastic 
processes, regardless of the level of their complexity. Furthermore, the 
techniques are transparent and are very well suited for performing on 
massively parallel computer systems.  
2.5.1 Origination of Monte Carlo Methods Applied to Pricing 
American Options 
Boyle [33] originated the revolutionary idea of applying Monte Carlo 
simulation to option-pricing problems. He showed that applying Monte Carlo 
simulation to pricing European options can be a simple and flexible 
numerical solution, which is easily modified to adapt to the specific process 
affecting the underlying asset  (i .e. desired diffusion model for the underlying 
asset) under the risk-neutrality assumption. Boyle performed 5,000-path 
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simulations in order to obtain his estimates, and also showed that even a 
European option with a discrete dividend could be evaluated using Monte 
Carlo simulation. Boyle went on to introduce techniques aimed at impro ving 
the efficiency of the simulation (i .e. control variate and antithetic variates 
techniques), which later on led to full -scale research into variance reduction 
techniques.   
 The next step in the evolution of applied Monte Carlo methods in 
finance was pricing options with stochastic volatil ity using multidimensional  
Monte Carlo simulation, which was introduced by Johnson and Shanno [34],  
Scott [35] and Hull and White [36]. Monte Carlo simulations were presented 
as an efficient tool for tackling multidimensional stochastic problems. This  
approach arose as a consequence of the development of stocha stic volatil ity 
models. The only crucial adjustment to Boyle‟s method was in the change of 
the volatili ty through time and consequently, the adjustment in the generation 
of the asset -price paths.
6
 
Later, Bossaerts [37] used simulation to determine the early  exercise 
strategy which maximises the simulated value of the option and Kemna and 
Vorst [38] introduced their new strategy to price average value options by 
Monte Carlo simulation. Then Tilley [3] established the fundamentals of 
understanding the Monte Carlo simulation applications in American options 
pricing, inspiring many others  to tackle the problem of valuing American -
type derivatives with Monte Carlo simulation. The goal of Tilley‟s paper [3] 
was to prove wrong the predominant belief at  that time, that Americ an-style 
options could not be valued efficiently in a simulation model. His paper 
showed how one can use a simulation model for valuing financial  
instruments, by presenting a backwards induction algorithm of stochastic 
dynamic programming for estimating the value of American options on an 
underlying instrument or index.
7
 The major drawback of this algorithm is that 
it  is not clear how could it  be extended to higher -dimension options.  
                                               
6
  From a programmer's point of view, these two modifications amount to the same thing, as when the 
stochastic volatility model is implemented, the asset-price diffusion is automatically adjusted using the current 
value of volatility. 
7
  Tilley previously showed that  the  arbitrage-free  probability  distribution  of  paths through  time  
could  be  simulated. [125] 
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Inspired by Tilley‟s work ,  Keane and Wolpin [39] used regression in a 
simulation context to solve discrete-choice dynamic programming problems. 
Barraquand and Martineau [40] combined Monte Carlo simulation with 
stratified sampling in order to calculate the price of American securities with 
an arbitrary number of underlying assets , thereby making an approximation 
based on the evolution of the option‟s intrinsic value. In their experimental  
results, they presented fitting estimates for options on up to 10 underlying 
assets. In their experimental results they present ed fi tting estimates for 
options on up to 10 underlying assets. Raymar and Zwecher [41] broadened 
the prospect of this paper and used parti tions based on two factors (whereas 
Barraquand and Martineau used only one) .
8
 
Birge [42] showed how to use quasi-Monte Carlo sequences in option 
pricing and presented numerical examples on simple call  options which 
opened the way for wider use of the simulation approach to pricing financial  
derivatives. Joy et al.  [16] introduced a quasi -Monte Carlo method using 
deterministic sequences (i .e. pseudo-random numbers) which was illustrated 
through valuing basket options, Asian options and energy swaps. And 
Carriere [43] introduced a new approach to valuing the optimal stopping time 
for any Markovian process in finite discrete time. It  was shown that a series 
of conditional expectations could be estimated with spline and local non -
parametric regression techniques, and how to approximate them in order to 
determine the early-exercise decision rule.   
2.5.2 Random Tree and Stochastic Mesh Methods  
In 1997 Boyle published a paper together with Broadie and Glasserman 
[44] which was a more generalised version of his ori ginal work, and covered 
Monte Carlo applications to security pricing. Although their work is largely 
theoretical, they showed that Monte Carlo simulation could be used for 
pricing almost every derivative, and extensive research on all of the Monte 
Carlo methods in the financial industry began. They also cri ticised Til ley‟s  
method, explaining that it  gave an upwards push to prices due to using the 
same simulated paths within each bundle for estimating the optimal exercise 
                                               
8
  Although this algorithm has not achieved widespread popularity, it was used by Castillo [198] to value 
firm and corporate bonds. 
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policy; the same applied to the meth od proposed by Barraquand and 
Martineau [40].  
Grant, Vora and Weeks [45] introduced an algorithm that progressed 
inductively backwards in order to approximate the exercise boundary at all  
time-steps except at the maturity of the option. Then it would determine the 
option price going forward through the generated paths using the 
predetermined exercise strategy.  
Random tree methods are basically a way o f implementing the n-nomial 
tree with stochastic branching, and have been introduced as a modification of 
the original lattice methods.
9
 In pretty much the same way, after forming the 
tree, the random tree method seeks to solve the full optimal stopping pr oblem 
and estimate the genuine value of an American option. Broadie and 
Glasserman [46] devised an improved random tree method that  can  measure 
and control the magnitude of error as the computational effort increases.  
With only minimal conditions, the method produces two consistent 
estimators, one biased high and one biased low, both converging to the true 
value.  
The high estimator projects the expected value of the option at the next 
time-step as the arithmetic average of the payoffs of all paths at the next 
time-step. So the exercise decision relies on the simple comparison of the 
value for which the option can be exercised at the current time -step and the 
discounted expected value of the option at t he next time-step. Using Jensen‟s 
inequality,  the authors proved that this estimator has a high bias which 
converges to zero. In practical terms, the high bias arises because 
information about the future time-step is being used. The estimator with the 
low bias separates the branches at each node in two groups. One group is 
used to determine if the option should be exercised, and the other to estimate 
the continuation value of the option (which is calculated only if the decision 
is to hold the option; this s lightly reduces the computational time required 
for the simulation).  This estimator would be unbiased if al l the decisions 
within the simulation were „correct‟ (i.e. optimal),  but having a finite data 
sample results in a positive probabil ity of making a su boptimal decision. An 
                                               
9
  The tree can also be trinomial or with any other preferred number of branches succeeding each node. 
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unbiased estimate of the lower value (based on the suboptimal decision) is  
assigned to the node. Using the biased estimate together with other unbiased 
estimates in order to calculate the expected value of a node gives a low -
biased result.   
The low-biased estimator introduced by the authors in this paper (the θ  
estimator) has a better convergence rate to the true value and is consistent 
(although more time-consuming than the original low-biased estimator).  
Taking only one branch to cal culate the estimated continuation value, the 
continuation value and other b-1 (for a b-nomial tree) to estimate the exercise 
decision and repeating that process –  so that each branch is used as an 
„exercise decision-maker‟ (altogether this process is perfo rmed b times) and 
averaging all b values obtained –  provides the estimate at that specific node. 
The main drawback of this method is that, just as with non -random trees, its  
computational requirements grow exponentially with the number of exercise 
dates,  which severely limits the scope of the method.  
Similarly to the random tree method, Broadie and Glasserman [47]  
devised the stochastic mesh method which creates a stochastic mesh rather 
than a tree. This was based on an idea introduced by Rust [48]. This 
algorithm then solves a randomly sampled dynamic programming problem to 
approximate the price of an American option. The key distinction is that the  
number of nodes at each time-step is limited to the user‟s preference .10 But in 
order to keep the characteristics of a tree, in valuing the option at a node at  
each time-step i ,  the mesh uses values from all nodes at t ime -step i+1 as 
possible successors,  not just the successors of the current node. Thus it  
produces a mesh rather than a tree. This method takes far less computational 
time than the random tree method for problems with an increased number of 
exercise dates, and if the number of paths is kept co nstant, this method does 
not suffer from exponential  growth of the computational requirements.   
Further work and development of the stochastic mesh method was 
presented by Broadie et al .  [49] and [50], Boyle et al.  [51] and [52],  
Avramidis and Hyden [53], Avramidis et al.  [54], Avramidis and Matzinger 
[55], and Marshall  and Reesor [56]. Liu and Hong [57] also derived their 
                                               
10
  Most usually the number of paths is kept constant through all time-steps. 
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„binocular weights‟,  in which the information of both the next and the 
previous time-step is exploited.  
Broadie and Glasserman also proved that there cannot be an unbi ased 
Monte Carlo estimator of the optimal exercise boundary for American -type 
derivatives ([46]), and that the best possible estimators of the value of 
American-type derivatives would have biases whic h converge to zero with the  
increase of the number of time-steps and simulated paths within a simulation 
[58].  
Broadie et al.  [59],  Averbukh [60], Ibanez and Zapatero [61], Carr 
[62], Pizzi and Pelizzari [63] and Garcia [64] also published in the following 
years. These art icles used various stratification or parametrisation techniques 
to approximate the path-dependent options,  transitional density function or 
the early exercise boundary.  
Glasserman et al.  [30] developed the variance reduction technique for 
valuing path-dependent options driven by high-dimensional Gaussian vectors 
by combining importance sampling based on a change of drift vector with 
stratified sampling along a small number of key dimensions. They stated that  
it  was optimal in an asymptotic sense to select  a change of drift through a 
large deviation analysis which would maximise the product of payoff and 
probability, and that such drift vector frequently provided an effective 
direction for the stratification used in the simulation.  
In 2,000, Boyle et al.  [51] introduced an improved stochastic mesh 
method exploiting the uniformity property of the low -discrepancy sequences,  
presenting a high-biased estimator with a higher convergence rate than with 
quasi-Monte Carlo sequences.   
Haugh and Kogan [65] introduced a new duali ty theory for optimal 
stopping problems and designed a general algorithm for constructing upper 
bounds on the true price of the American option , using any approximation to 
the option price.  The method can be used in conjunction with any algorithm 
for evaluating American option prices as it  does not depend on the specifics 
of how the initial  approximation to the option price was calculated. 
Independently,  Rogers [66] presented an algorithm with a very similar idea 
with a dual way of pricing American options, which is based on a 
knowledgeable choice of Lagrangian martingale. Making the optimal choice 
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of the Lagrangian martingale resu lts  in a sharp upper bound to the option‟s 
price, obtained by taking the pathwise maximum of the option‟s payoff, less 
the martingale. Further research on the topic of choosing the „perfect  
martingale‟ was presented by Lamper and Howison [67] . Andersen and 
Broadie [68] presented primal -dial algorithm for pricing multi -dimensional 
American and Bermudan options generating upper and lower bounds , where 
the upper bounds are obtained by an algorithm based on the duality theory 
previously introduced by Haugh and Kogan [65] and Rogers [66].  
Jamshidian [69] and Chen and Glasserman [70] later proposed 
improved primal-dual problem-solving methods. Broadie and Cao [71] used 
LSM as a lower bound and Anderson and Broadie‟s [68] primal-dual 
algorithm as an upper bound, and suggested a local policy enhancement in 
order to use sub-simulation as a tool for making a better continuation 
estimate. Liu and Hong [57] added to  attempts to improve the stochastic 
mesh method, by applying new weights that  use the information of the next 
exercise date and the last exercise date.  
Pellizzari [25] developed a new variance reduction technique, by 
applying univariate payoff as a control variate,  exploiting the fact that when 
all stochastic assets but one are repl aced in the payoff function by their 
mean, the resulting integral  can, in most cases, be calculated in a closed 
form. 
Mallier and Alobaidi [72] proposed a new American Monte Carlo 
technique that approximates the optimal exercise boundary by spli tting the 
boundary into a linear term together with a Fourier sine series.  The method 
also uses stochastic optimisation in the form of a relaxation method to 
calculate the coefficients in the series, where the cos t function used is the 
expected value of the option using the current estimate of the location of the 
boundary.  
Comparison of most broadly used algorithms at that point (i.e. early 
2001) was carried out by Fu et al .  [73] with the most emphasised conclusion 
that  the most effective (in terms of relative error, RMSE and computational 
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time), flexible and easily implementable method was Broadie and 
Glasserman‟s stochastic tree algorithm. 11 
2.5.3 Least-Squares Monte Carlo and Related Work 
The least-squares Monte Carlo simulation approach (LSM) introduced 
by Longstaff and Schwartz [2] is one of the regression-based Monte Carlo 
methods used to price American option s. The key insight underlying this 
approach is the use of least -squares regressions to estimate the conditional 
expectation value from keeping the option alive. Using the least-squares  
based regression to estimate the conditional expected payoff to the opti on 
holder from continuation is the first part of the approach. The other part of 
the approach consisted of the aforementioned Bellman principle, and the 
linear complementari ty approach, according to which one decides whether the 
option should be exercised at a certain moment. This approach is thus readily 
applicable in path-dependent and multifactor situations where traditional 
finite difference techniques cannot be used. This method quickly became the 
most widely used in the financial industry due to its r ate of convergence, 
efficiency in terms of computational time and relative error and 
straightforward applicability to path -dependent derivatives and 
accommodating stochastic processes and complex exercise boundaries.  
Tsitsiklis and Van Roy [74] presented a regression-based Monte Carlo 
algorithm for pricing American options (based on their earlier work [75] and 
[76] and Van Roy‟s [77]) which is very similar to the LSM. The main 
drawbacks of their paper were that  they presented two possible variants of  
the theoretical foundation of their algorithm (although they pointed out that  
the second proposed variant was more economical in terms of computational 
time and memory requirements) and that they did not provide empirical  
results for their algorithm within their paper.
12
 The first variant requires 
simulating a new set  of trajectories during each path, resulting in a parameter 
vector evolving as a time-homogeneous Markov process. The second variant 
uses the same simulated trajectories throughout the simulation, replacing the 
                                               
11
  It should be noted that Fu et al. wrote that Broadie and Glasserman‟s [52] stochastic tree method was 
more efficient than their stochastic mesh method [53]. 
12
  From a practitioner's point of view, assessment of the algorithm requires twice the time and effort. 
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probability measure associated with the expected payoff of the option at the 
next time-step with the empirical measure calculated from the already 
simulated paths.   
Many papers have been published, assessing and improving the  LSM 
algorithm. The most thorough analysis of numerical res ults of LSM were 
presented by Stentoft [78], Moreno and Navas [79] and Areal et al .  [20]. All  
three papers concentrated most on the best choice of the regression 
polynomial and the number of monomials within it.  Interestingly,  none of the 
authors attached any weight to the importance and impact of the choice of the 
number of exercise dates.
13
 Clement et al .  [80], Kusuoka [81], Stentoft [78] 
and [82], Glasserman and Yu [83], Egloff [84], Zanger [85] and Huang and 
Huang [86] addressed the convergence properties. Glasserman and Yu [83]  
examined the required number of basis functions dependent  on the number of 
simulated paths, yet they did not address the impact of the chosen number of 
exercise dates on the final  result within the simulation, ei ther.  
Stentoft [82] also generalised the convergence results by Clement,  
Lamberton and Protter [80] and mathematically proved that the price estimate 
from the LSM method converges to the true price in a two -period setting as 
N→∞ if M=M(N) is  increasing in N,  such that  M→∞ and M3 /N→0.  
In their work, Moreno and Navas [79] focussed on different types of  
polynomials within the LSM‟s least -squares regression. They tested LSM 
using basic powers,  Legendre, Laguerre, Hermite (both probabili tists and 
physicists), Chebyshev of the first kind and Chebyshev of the second kind 
polynomials. Their conclusion was that LSM was very robust tool for valuing 
American-type derivatives, irrelevant of the type of polynomial being used. 
The main drawback of their work is that they did not clearly identify the 
biases occurring within the method. Using 70 time -steps for all of their 
100,000-path simulations valuing American options, they emphasised that  
LSM generates underpriced estimates and that the error vanishes when the 
number of time-steps tends to infinity.   In a separate chapter, they tested 
LSM through of 50,000 simulated paths for deeply in -the-money options and 
reached the same conclusion, of slightly underpriced estimates.  
                                               
13
  This is analysed in depth, later in this thesis. 
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Caflisch and Chaudhary [87] presented how to apply quasi-random 
sequences in LSM. Rasmussen [88] analysed the efficiency of LSM algorithm 
using anthithetic variates and control  variates variance reduction techniques 
and presenting better results than a crude LSM. Moni [89] presented a 
method (based on constructing dynamic control variates) to combine least -
squares regression with variance reduction techniques.  
Tian and Burrage [19] examined the efficiency of different variance 
reduction techniques (i .e. anti thetic variates, control variate and moment 
matching) applied to the LSM algorithm, confirming conclusions made by 
previous papers addressing the same topic: that  each variance reduction 
technique can be efficient, but that improved results are not guaranteed. 
Morales [90] described how to implement importance sampling in the LSM 
framework. Jia [91] and Bilger [92] conducted a relatively superficial  
assessment without presenting any new relevant contribution to the analysis 
or improvement of LSM. Jonen [93]  confirmed the already accepted 
conclusion that  increasing the number of monomials within the p olynomial 
used in the least-squares regression does not necessarily improve the 
efficiency of the LSM algorithm.  
In general LSM needs memory storage of d∙M∙N  at all times. Chan, 
Chen and Yeung [94] proposed a way to reduce the memory requirements for 
the simulation but at  the cost of generating all of the random numbers twice,  
which increases computational time.
14
 Chan, Wong and Yeung [95] showed 
how to reduce it  to (d+1)∙M+N using a Brownian bridge for backwards -path 
generation,  which greatly reduces memory requirements.
15
 Dutt and Welke 
[96] expanded this idea of reverse path -generation and explained the 
implementation of the „just -in- time‟ method in the LSM algorithm to Wiener 
processes, Ornstein-Uhlenbeck processes and stochastic processes in gen eral  
which, by generating a specific stochastic process in reverse, allows an 
immense reduction in storage requirements. The “just -in-time” method is 
suited for valuing options with extremely sensit ive and small  time -steps.  
Chan and Wu [97]  implemented the memory-reduction technique on the 
                                               
14
  Chan has, together with Ma and Wong,  implemented the memory-reduction technique to Tilley‟s 
algorithm as well [123]. 
15
  Where d, M and N stand for number of dimensions, time-steps and simulated paths in the simulation. 
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general class of exponential Levy models (i .e. where American options‟ log -
prices of the underlying assets follow typical Levy processes such as 
Brownian motion, lognormal  jump-diffusion process, and variance gamma 
process).  
Wang and Caflisch [98]  introduced a slight modification to LSM , in 
which the start ing price of the valued asset is randomly generated from an 
adequately chosen distribution, which makes a good platform for efficient 
calculation of the Greeks of the option being priced. Rambharat and 
Brockwell [99] introduced a new method to price American-style options on 
underlying investments governed by stochastic volatility (SV) models. And 
Zhou [100] explained how to use the smoothing spline in the LSM regression 
in order to get better results using low deg ree polynomials. By avoiding 
predetermining the number of knots in the spline, the algorithm „finds‟ the 
polynomial of the third degree as the most effective where the number of  
knots is determined within the algorithm as a minimisation of the sum of 
squared errors and the product of smoothing parameter λ and the integral of 
the squared second derivative of the polynomial function.  
As the financial industry has recognised the LSM algorithm as the most 
efficient and most adjustable method for valuing American -type derivatives,  
research in the field has mostly gravitated towards assessing and improving 
the algorithm, while the question of the optimal choice of the least -squares 
regression polynomial, and the number of time -steps and simulated paths 
altogether within the simulation, remains obscure.  So far, none of the 
published work relating to the LSM algorithm (including assessments,  
analyses and ideas based on modifications of the LSM algorithm) has 
addressed the effect of the choice of the number of exercise dates used wit hin 
the practical implementation of the simulation and the consequential overall 
bias. Longstaff and Schwartz in their original paper [2] used 50, which is the 
number of time-steps also implemented by J ia [91], Rogers [66] and Zhou 
[100] in their papers. Moreno and Navas [79]  used 70, Stentoft [78]  and Chan 
et al .  [95] used 10, Huang and Huang [86] used 30 and 60 in separate 
simulations, Ralph Bilger [92] used 100 and 140 in separate simulations and 
Tian and Burrage [19]  had one choice of the number of exercise dates which 
they used in their implementation of the LSM algorithm, but did not specify 
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it . .
16
 Also, none of the authors has addressed the possibility of „ironing‟ the 
final result by repeating a simulation that requires sh ort computational time 
and taking the average instead of uti lising one simulation with a much greater 
number of simulated paths, which takes the same amount of computational 
time as all the simulations used for „ironing‟, put together. This thesis 
explores these issues in depth and comes up with substantial conclusions.  
2.5.4 LSM-Based Methods for Pricing Other Path-Dependent 
Derivatives 
Many papers have addressed the use of the LSM algorithm for pricing 
different specific path-dependent derivatives, as it  has em erged as the most 
widely used and most easily applicable Monte Carlo method for pricing path -
dependent derivatives.  
Egloff [84] extended LSM by reformulating the problem of optimal  
stopping in discrete time as a generalised statistical learning problem , and 
applying modern concentration inequali ties for empirical  means to study 
convergence rates, consistency criteria and sample complexity estimates.  
Gamba [101] extended the LSM algorithm in such a way as to 
decompose complex multiple real options problems (with interacting options) 
into simple hierarchical sets of individual options. This model also deals with 
switching problems, American and Bermudan options (which are frequent in 
capital budgeting projects) and portfolios of options such as independent, 
compound and mutually exclusive options.  Areal et al.  [20] presented an 
assessment of a modified LSM algorithm which uses two different  
accelerated approximations of least -squares regression algorithms (namely 
LFIT which solves the least-squares problem by the method of normal 
equations,  Gauss-Jordan elimination , and SVD which is the singular value 
decomposition  proposed by Press et al.  [102]) for estimating the early 
exercise boundary instead of the least-squares regression. Two new 
approaches proposed in the paper concerned modifying the process of the 
exercise decision making. One proposition (CONT -CE) compared the 
estimated continuation value, obtained by the least -squares regression, with 
                                               
16
  Chan et al. [94] consider simulating LSM using 50, 100, 150 and 200 time-steps, but only for 
computational time analysis of the simulation, without examining the results obtained with different number of 
time-steps. 
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the estimated value for that time-step, using the regression from the previous 
time-step (instead of comparing it  to the present value of the option, as in 
LSM).
17
 For plain vanilla options, the authors proposed that the modified 
continuation value be set to maximum, between the estimated value of 
continuation obtained by least -squares regression and the value o f the 
European option, with the parameters from that simulation path, and with the 
maturity time being the remainder of the life of the option (i .e.  tN –  t j). The 
authors also applied their approach to valuing portfolios of real  options 
similar to examples given by Gamba [101]. Sabour and Poulin [103]  
discussed valuing real capital investments using the least -squares Monte 
Carlo method. 
Vaugirard [104]  presented a way of implementing the Monte Carlo 
simulation for valuing digital options whose underlying dynamics consist  of 
jump-diffusion processes or mean-reverting processes and may not be traded. 
The extension to stochastic interest  rates points out the fact  that  probabilistic 
techniques and simulations can be tied together to further improve the 
accuracy of the estimation.  Grassell i and Hurd [105] presented a Monte Carlo 
approach that involves learning the optimal portfolio selection strategy on 
simulated Monte Carlo data to optimal portfolio problems , for which the 
dynamic programming is based on the exponential utility function . 
In his paper, Moon [106] presented a new alternative  algorithm for  
pricing specifically barrier options defining the global error as the sum of the 
first hitting time error and the statist ical  error.  Implementing the central l imit 
theorem, the statistical error is limited to:  
 
M
b
cError MS 0  (2.11)   
 
The main advantage of this algorithm is that it  also includes the 
possibility that the asset-price might hit the barrier between the two time -
steps, even when the asset-price computed at these two time-steps is within 
                                               
17
  It is obvious that this proposition increases the simulation‟s computational time. 
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the domain
18
.  The probability that the asset-price may exit the domain in the 
case of the one-dimensional up-and-out barrier option (i.e.   BD , ) is 
computed using the law of the Brownian bridge
19
:  
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having that  1x  is the diffusion part of Xk  with Bx 1 and Bx 2 .  This 
probability is then compared to the generated uniformly distributed random 
number between 0 and 1; when the probability is less than the random 
uniform draw, it is considered that the asset‟s price has exited the domain. In 
the case of the double-barrier option, two probabili ties would have been 
calculated  
l
kP  and 
u
kP  ,  and then compared with two separately generated 
random numbers using the same principle. The option has not exited the 
domain between the time-steps tk  and tk+1  if 
l
k
l
k uP 
 
and 
u
k
u
k uP  .  When 
computing barrier  options in higher dimensions , Moon used an asymptotic 
expansion in 
kt  explained by Baldi [107].  It shows that although Moon‟s 
algorithm is around three times slower than the standa rd Monte Carlo 
simulation
20
,  it  has a significantly higher rate of convergence , compared to 
the standard Monte Carlo simulation.   
Trolle and Schwartz [108] derived a model for pricing commodity 
derivatives in the presence of “unspanned stochastic volatil ity” (based on the 
model by Casassus et al.  [109]), using LSM for handling early exercise 
features. Trolle and Schwartz [110] also introduced a flexible stochastic 
volatility multifactor model of the term structure of interest rates , featuring 
unspanned stochastic volatility factors for pricing interest  rate derivatives.  
Longstaff [111]  showed how LSM could be used to tackle optimal 
portfolio choice problems when investors face liquidity constraints. Schwartz 
and Tebaldi [112] also derived a valuation procedure for liquid and illiquid 
assets and optimal portfolio choice , calculating the value that the agent 
                                               
18
 The domain is defined by the type of the barrier option and its barriers. 
19
  The asymptotics for the Brownian bridge are well explained by Karatsas and Shreve [142]. 
20
  Calculating probabilities and generating random numbers for each path at each time-step increases the 
computational time. 
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assigns to the illiquid asset, that is , the shadow price of illiquidity (and 
providing the first analytical solution to this problem when  the agent has 
power utility of consumption and terminal wealth).  
 For solving discrete-t ime portfolio choice problems involving non -
standard preferences and a large number of state variables with potentially 
path-dependent or non-stationary dynamics (including large number of assets 
with arbitrary return distribution), Brandt et al .  [113] adopted the LSM 
approach to evaluating conditional expectations but t ook these expectations 
as inputs to the portfolio optimisation along each path.  
Jarrow et al.  [114] extended Duffie and Singleton‟s term structure of  
defaultable bonds model [115]  by estimating the call process using callable 
bond prices , using the least -squares method.  
For pricing American employee stock options Leon and Vaello [116]  
adapted the LSM algorithm, considering common characteris tics of ESO 
plans (i.e.  vesting period, departure risk, voluntary suboptimal early exercise ,  
etc.) and implementing GARCH effects on the underlying asset.
21
 
Addressing control  problems Belomestny et al.  [117] adopted the 
discrete time setup as in Rogers [118] (which is also based on the LSM 
approach), and proposed several  regression procedures and prove d for these 
procedures convergence of the value fu nction estimations under some 
additional assumptions.  
Resolving the problem of discretisation and simulation of the 
decoupled forward-backward stochastic differential equation , Bouchard and 
Touzi [119] used LSM to estimate the backward component Y .  The authors 
also extended their analysis to the case of reflected backward stochastic 
differential  equations with z-independent generator f .  
2.6 Summary 
This thesis has thoroughly analysed the LSM algorithm. Firstly several 
different polynomials of orders between 2 and 7 have been tested and  the 
most efficient basis polynomial for the least -squares regression within the 
LSM simulation has been identified . LSM‟s efficiency has also been tested 
                                               
21
 Short-memory models used are  GARCH and asymmetric GJR, and  long-memory model C-GARCH. 
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for different numbers  of time steps implemented in the algorithm, which has 
not been done so far in any related work.  
Another significant finding in this thesis is that,  for every option being 
valued with a predetermined number of paths, an „optimal‟ number of time -
steps exists, for which the estimator‟s mean is closest to the exact value of 
the option. It  is proved that,  in the case of the LSM algorithm, the general  
belief, that Monte Carlo simulations are more and more efficient with an 
increased number of iterations within t he simulation, does not necessarily 
hold.   
The proposed Average of Batch of LSM Estimates (ABO-LSME) in this 
thesis is an approach to making the most out of LSM utilisation,  that  
calculates the average of multiple optimal LSM estimates within the same or 
less time than needed for the original LSM estimate .  
The basis of newly-introduced BLSM algorithm is an LSM algorithm in 
which all  of the in-the-money paths at each time-step are sorted (similar to 
Tilley‟s bundling algorithm, except only in -the-money paths are sorted) and 
divided into a predetermined number of bundles, to which separate least -
squares regressions are applied.  
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3. Least-Squares Monte Carlo Method  
The Least-Squares Monte Carlo (LSM) method [2] is a very powerful 
algorithm for the valuation of the price of American options. Even though i t  
was introduced in 2001, it  is still  the most widely used Monte Carlo 
technique for valuing American -type multi-dimensional financial derivatives.  
This approach can also be applied to the full spectrum of multidimensional, 
exotic and path-dependent options.   
In the first section of this chapter, the LSM algorithm is introduced, 
explaining the algorithm's methodology in detail. A numerical example,  
which demonstrates in detail the practical implementation of the algorithm 
with 10 paths with a three-time-step set, constitutes section 3.2.  
The Results section consists of thorough analysis of the algorithm 
distinguishing the most efficient polynomial . Analysis utilised in this chapter 
inspects the performance of used polynomials to a greater extent than 
previously published papers because it  takes into account different numbers 
of t ime-steps used in a simulation.  
The assessment of the method performed in this thesis identified the 
optimal number of exercise dates for both basic powers and Hermite 
polynomials for 10,000-paths simulations, covering all  levels of an option‟s 
moneyness.  
Results were obtained using 10, 50, 100 and  250 time-steps, in order to 
assure the validity of the conclusion about the most efficient orthogonal 
polynomial used for the least -squares regression. This approach –  where 
different numbers of time-steps are used while assessing an LSM algorithm –  
has not been presented in any other work. Thus the conclusion about the 
crucial  impact of the choice of number of time -steps on the simulation‟s 
precision represents another major contribution to implementation of the 
LSM algorithm, as it  has been missed comple tely by other authors analysing 
LSM.   
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3.1 Method Formulation 
One of the differences between LSM and other regression -based Monte 
Carlo algorithms (e.g. Tsitsiklis and Van Roy [74]) for pricing American-
type derivatives is that it  includes only in -the-money paths in the regression. 
This feature drastically decreases computational time. In addition, Longstaff 
and Schwartz demonstrated the application of the methodology to complex 
derivatives with many underl ying factors and evaluate the accuracy of the 
algorithm by comparing the solutions to finite difference approximations.  
When solving the American option -pricing problem numerically (i .e.  
lattice models and finite difference models), as opposed to analytica l  
approximations, one must decide at each exercise time whether to exercise 
the option immediately or to hold i t.  This decision depends on the 
comparison of the payoff from immediate exercise with the expected payoff  
from continuation, described by Bellman ‟s Principle. Thus, the optimal 
exercise decision relies on the estimation of the continuation value.  
A similar problem arises in simulation pricing as well,  and Longstaff 
and Schwartz [2] provided a valuation algorithm that could be described as a 
process consist ing of the following steps:  
 Simulate a desired number of asset -price paths  
 Calculate the payoffs at  the t ime of maturity (the last time-step) 
 Choose a polynomial function from a set of orthonormal basis 
functions, whose arguments are based on the underlying asset-price, to 
be used in the regressions  
 Repeat the following sub-steps recursively by going back in time 
through each time-step separately 
  Calculate the parameters of the orthonormal polynomial function by 
the least-squares regression, using only the values of the paths that  
are in-the-money 
  Calculate the estimated payoff values for all in-the-money paths 
using the regression parameters previously calculated  
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  Identify the optimal stopping rule for each asset -price path 
separately,  by comparing the estimated values with the values of 
immediate exercise  
 Sum up the discounted cash-flows to time zero of all  paths, and then 
divide that sum by the number of simulation paths to obtain the 
estimated price of the option being valued 
Mathematically,  the authors assumed a finite time horizon  T ,0 ,  in 
which they defined a probabili ty space  PF  , ,  (where the state space   is 
the set of all possible sample paths   ,  F  is the sigma-algebra of events at  
time T  and P  is a probability measure defined on the elements of F ) and an 
equivalent martingale measure Q .  Let  Tts  , ; ,  denote the path of the cash-
flows generated by the option, conditional on the option ‟s  not being 
exercised at  or after time t  and on the option holder‟s  following the optimal 
stopping strategy at all stopping times s  after t  (i .e.  Tst  ).  
In practice American-like claims are continuously exercisable.  
However, when using a simulation for pricing the American option , value is  
approximated by i ts  Bermuda counterpart , assuming that  it  can only be 
exercised at a finite number of exercise dates Tttt N  210 ,  by taking 
N  to be sufficiently large. This is because otherwise the simulation would 
require an infinite number of time-steps, requiring infinite computational 
time to calculate the price of the derivative.  
At the time it ,  where Ni ,,1 ,0  ,  under no-arbitrage conditions,  the 
continuation value is equal to the risk -neutral expectation of the future 
discounted cash-flows  Tts i  , ; , :  
      
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  (3.1)   
where  s ,r  is the riskless interest rate and 
it
F  is the information set  
at time it .  
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Applying the Bellman principle of dynamic programming, the path-
wise optimal policy can be determined by comparing this conditional 
expectation (derived above) against the payoff from immediate exercise.  
Thus, the decision rule at the time-step it  along the 
t h
 path is:  
      iii tstt   ; ;   (3.2)   
Approximating the continuation value by a least -squares regression at  
each time-step is a key in the LSM algorithm. At the t ime 1Nt ,  i t  is assumed 
that  1 ;  Nt  can be expressed as a linear combination of orthonormal basis 
functions  SL j .  Since   is an element of a linear vector space (Hilbert space 
 QFL  , ,2  )22,  then the continuation value  can be represented as:  
 
 
(3.3)   
where the ja coefficients are constants, and jL  is the j -th element in the 
orthonormal basis.  For M  elements (i.e.  monomials) in the basis ( i.e. 
polynomial) used to determine  ,  an approximation of the conditional 
expectation can be obtained in the form of:  
    


 
1
0
1 ;
M
j
jjNJ SLat  (3.4)   
where every ja  can be determined by the least-squares regression.  
This procedure is repeated for each time-step,  using all  in-the-money 
paths at that specific time-step, by going backwards in time until the first  
exercise date 1t .  In practical terms, the  algorithm is  checking at every 
exercise time it  whether early exercise is optimal for an in -the-money path 
,  by comparing the immediate exercise value with the estimated conditional 
expectation).  
                                               
22
  Since 
2L  is a Hilbert space, it has a countable ortho-normal basis. 
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1 ;
j
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Three decisions must be taken to perform the simulation: choice of the 
basis function (which includes both the type of the polynomial and its  
degree),  number of simulated paths and the number of time -steps.  Should 
using different combinations of these parameters  result in price estimates 
with different properties appearing? The answer to this question relies on the 
fact  that the method potentially suffers from three kinds of biases.  The first  
kind of bias is an approximation bias,  because the conditional expectation 
function is being estimated. Theoretically,  this leads to a low bias, which is  
expected to diminish as the number of monomials within the regression 
polynomial increases. The second bias is due to using the same asset -price 
paths to estimate the conditional expectation function and to calculate the 
value of the option at each time-step. Theoretically, this generates an 
upwards bias, which potentially diminishes as the number of asset -price paths 
used in the regression for estimating the conditional expectation function 
increases. The number of in-the-money paths is proportional to the number of 
iterations and the option‟s moneyness.  
Finally,  the third kind of bias arises from the fact that American 
options have a limitless number of exercise t ime -points, but that is not 
manageable using Monte Carlo simulation, as it  would lead to an e ndless 
process. Therefore, using a limited number of exercise times is inevitable,  
leading to a low bias. The level of this bias is determined by the number of 
time-steps used within the simulation, and as the number of time -steps 
increases, this bias is expected to diminish.  
The choices regarding the orthogonal polynomial used for the least -
squares regression, number of simulated paths and number of t ime -steps 
within the simulation might determine the overall  effectiveness and precision 
of the simulation.  
3.2 A Numerical Example 
To provide some intuition, Longstaff and Schwartz have presented a 
numerical example in their paper . Here a different one to theirs is  included 
that also shows how the model is implemented, and how the final option price 
is being determined.  
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Time-step t=0 t=1 t=2 t=3 
Path 1 100 84.3285 * 73.5557 * 77.7810 * 
Path 2 100 94.4223 * 100.2676 96.3691 * 
Path 3 100 90.2786 * 97.3082 * 117.2359 
Path 4 100 123.3057 125.7930 124.7885 
Path 5 100 89.6539 * 77.7539 * 76.7793 * 
Path 6 100 105.6123 100.9634 91.4583 * 
Path 7 100 96.6762 * 96.6494 * 89.2223 * 
Path 8 100 103.1494 104.4845 103.0827 
Path 9 100 100.5105 113.6549 122.7216 
Path 10 100 82.7403 * 83.3474 * 78.6019 * 
Table 3.1 Ten simulated asset-price paths with three time-steps
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An American put option on a non -dividend stock, with a current value 
of 100 is being priced. The strike price is  also 100 and there are three 
possible exercise dates over a year. The continuously compounded risk-free 
interest rate is 4%; the option has a zero dividend yield ; and the option‟s 
volatility is 20%. Simulated paths are shown in the Table 3.1 .  
The option pricing starts from the maturity date , and then scrolls to the 
starting time with backwards recursion.  At the maturity date the value of the 
American option is determined , just  as for its  European counterpart:  
   TSX ,0max  (3.5)   
where X  is the strike price, and T  is the maturity date (in this case, T=3).  
Besides the paths 3,  4, 8 and 9, al l other paths have non -zero values for the 
option payoff at the maturity date. The last column of Table 3.2 shows the 
final pay-offs of a European option, being the first step of the LSM algorithm 
performed at  the last time-step. Discounting these values at  time zero and 
taking their averaging yields 8.626725, which is the Monte Carlo simulation 
(consisting of only 10 paths and 3 time-steps) price of the European option.  
Time-s tep  t=0  t=1  t=2  t=3  
Path 1  -  -  -  22.2189 
Path 2  -  -  -  3 .6308 
                                               
23  The symbol '*' denotes the in-the-money paths. 
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Path 3  -  -  -  0  
Path 4  -  -  -  0  
Path 5  -  -  -  23.2207 
Path 6  -  -  -  8 .5416 
Path 7  -  -  -  10.7776 
Path 8  -  -  -  0  
Path 9  -  -  -  0  
Path 10  -  -  -  21.3980 
Table 3.2 The cash-flow matrix after the first step of the algorithm 
In the next step, the asset -prices at time-step two are compared with 
the strike price (the values are presented in the following table in the column 
t=2). Paths 1, 3, 5, 7 and 10 are distinguis hed as in-the-money. The least-
squares regression is applied to these paths. Number n in this particular case 
is five, because five simulation paths are in -the-money at this time-step. The 
values of X i  and Y i  are presented in Table 3.3.  
Regress ion a t  t=2  Y i =cash-f low i ∙e
- 0 . 0 4 / 3
 Y  X 
Path 1  22.2189∙e - 0 . 0 4 / 3  21.9246 73.5557 
Path 3  0∙e - 0 . 0 4 / 3  0  97.3082 
Path 5  23.2207∙e - 0 . 0 4 / 3  22.9131 77.7539 
Path 7  10.7776 ∙e - 0 . 0 4 / 3  10.6349 96.6494 
Path 10  21.3980 ∙e - 0 . 0 4 / 3  21.1146 83.3474 
Table 3.3 The values used for obtaining the parameters a, b and c at time-step two 
The Y  values are discounted cash-flows from the next time-step at each 
path. The X  values are the current values of the asset-price at  each path.  
The dependent variables which are used for the regression , in order to 
fit the data points around the function curve with the least sum of squared 
differences, are the current asset -price and the option value at the following 
time-step discounted to the current t ime-step.  Here, the solution to the 2
n d
 
orders least-squares problem is presented using the second order basic 
powers polynomial and a constant:  
 2XcXbaY   (3.6)   
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Assuming that  there are at  least three asset-price paths that  are in-the-
money at the considered time-step, we show how to calculate the regression 
parameters a, b and c (i .e. how to determine the least-squares parabola) .  The 
least-squares parabola uses a second-degree curve to approximate the given 
set of data, (x1 ,  y1),  (x2 ,  y2),  … , (xn ,  yn), where n≥3. The best fitt ing curve 
f(x) is considered to be the one with  the least sum of squared errors.  
Mathematically:   
       min
1
22
1
2
 
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i
iii
n
i
ii xcxbayxfy  (3.7)   
Note that a ,  b  and c  are unknown coefficients while all x i  and y i  are 
given.
24
 In order to obtain the least square error, the first derivatives of    
with respect to a, b and c must be calculated, and then find such coefficients 
so these derivatives are all  zero .  Mathematically:  
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(3.10)   
Expanding the above equations, we have:  
 
 
(3.11)   
 
 
(3.12)   
 
 
(3.13)   
Thus, the unknown coefficients a ,  b  and c  can be obtained by solving 
the above l inear equations.   
                                               
24
  Each xi is taken from the asset-price paths matrix and each yi is taken from the matrix which stores the 
values of option for each price-path at each time step. 



n
i
i
n
i
i
n
i
n
i
i xcxbay
1
2
111
1



n
i
i
n
i
i
n
i
i
n
i
ii xcxbxayx
1
3
1
2
11



n
i
i
n
i
i
n
i
i
n
i
ii xcxbxayx
1
4
1
3
1
2
1
2
38 
 
The easiest way to solve this system of equat ions is by expressing the 
coefficients a, b and c as one vector ,  thus representing the whole system in 
matrix form:  
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 (3.14)   
When we reformulate this, we obtain the solution vector , which 
consists of the coefficients a ,  b  and c:  
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 Thus, these constants for each time-step can be calculated 
swiftly, and used for computing the expected option payoff in the next time-
step. Having a second order polynomial with a constant (or a third order 
polynomial without a constant),  would have a 3x3 matrix multiplied with a 
3x1 matrix, yielding a 3x1 matrix with values of a ,  b  and c  as one vector.  
In general , having a (J-1)
t h
 order polynomial with a constant (or a 
polynomial consisting of J  monomials  where P i(x) denotes i
t h
 monomial) 
would lead to a solution vector consist ing of J  values:  
 
39 
 
           
           
           
  
  
  
11
1
1
1
1
0
1
1
11
1
11
1
10
1
11
1
11
1
10
1
01
1
01
1
00
11
1
0




















































































J
n
i
iJi
n
i
ii
n
i
ii
JJ
n
i
iJiJ
n
i
iJi
n
i
iJi
n
i
iiJ
n
i
ii
n
i
ii
n
i
iiJ
n
i
ii
n
i
ii
JJ xPy
xPy
xPy
xPxPxPxPxPxP
xPxPxPxPxPxP
xPxPxPxPxPxP
a
a
a






 
(3.16)   
Applying the least -squares regression to  these values of X i  and Y i ,  
yields the solution for a, b and c :  
 
 
a -284.954  
b 7.842 
c -0 .050  
(3.17)   
So the regression model for time-step two is:  
 2050.0842.7954.284 XXY   (3.18)   
Having determined the parameters a, b  and c ,  the expected payoff of 
the option at the maturity date for each path  can be estimated. Table 3.4 
shows the comparison between the estimated p ayoff of the option paths and 
the payoff of the immediate exercise for the options that are in -the-money at  
time-step two. 
 100-X  E[Y/X ]  Decis ion  
Path 1  26.4442 21.1864 Exercise immediate ly  
Path 3  2 .6917 4.3934 Hold  
Path 5  22.2460 22.3261 Hold  
Path 7  3 .3505 5.6204 Hold  
Path 10  16.6525 21.1037 Hold  
Table 3.4 Decision making at time-step two 
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The option is exercised only in Path 1, in which (100 -X)>E[Y |X].  
Therefore, assuming that  the option is not exercise d before time two, the 
cash-flows to the option holder are as in Table 3.5.
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Table 3.5 The cash-flow matrix after the second step of the algorithm 
 Y i =cash-f low i ∙e
- 0 . 0 4 / 3
 Y X 
Path 1 26.4442∙e - 0 . 0 4 / 3  26.0940 84.3285 
Path 2 3.6308∙e - 2 ∙ 0 . 0 4 / 3  3.5353 94.4223 
Path 3 0∙e - 2 ∙ 0 . 0 4 / 3  0 90.2786 
Path 4 - - - 
Path 5 23.2206∙e - 2 ∙ 0 . 0 4 / 3  22.6096 89.6539 
Path 6 - - - 
Path 7 10.7776∙e - 2 ∙ 0 . 0 4 / 3  10.4940 96.6762 
Path 8 - - - 
Path 9 - - - 
Path 10 21.3980∙e - 2 ∙ 0 . 0 4 / 3  20.8349 82.7403 
Table 3.6 The values of X and Y used at time-step one 
It  should be noted that this method also simulates options that are 
never in-the-money,  but does not waste too much computational time on 
                                               
25
  This assumption is made only because the simulation must still go through the exercise decision-
making for the time-step one. 
 t=0 t=1 t=2 t=3 
Path 1 - - 26.4442 0 
Path 2 - - 0 3.6308 
Path 3 - - 0 0 
Path 4 - - 0 0 
Path 5 - - 0 23.2207 
Path 6 - - 0 8.5416 
Path 7 - - 0 10.7776 
Path 8 - - 0 0 
Path 9 - - 0 0 
Path 10 - - 0 21.3980 
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these, by excluding them from determining the conditional expected payoff 
function.  
This procedure is  repeated at time-step one, when six in-the-money 
paths (1, 2, 3, 5, 7 and 10) are used in the regression. The values of X and Y 
are shown in Table 3.6.  
It  is important to note that for all the paths except path one, the value  
used as cash-flow dates to the maturity date (because the  decision made at 
time-step two was to hold them).  
 
 
a 854.4026 
b -17.562 
c 0.090972 
(3.19)   
 2090972.0562.174026.854 XXY   (3.20)   
Thus i t was necessary to discount those values for the two time -steps 
(from time-step three to time-step one). A new set of values is calculated for 
the parameters a, b and c ,  applying the least -squares regression, upon which 
the regression model at  time-step 1 is determined.  
The decision-making at  time-step 1 is presented in Table 3.7.  
  100-X E[Y/X] Decision 
Path 1 15.6714 20.3542 Hold 
Path 2 5.5776 7.2250 Hold 
Path 3 9.7213 10.3718 Hold 
Path 5 10.3461 11.1172 Hold 
Path 7 3.3237 6.8252 Hold 
Path 10 17.2596 24.1077 Hold 
Table 3.7 Decision making at time-step 1 
In this particular case, the results indicate that  the option should not be 
exercised in any path at  time-step 1. The cash-flows of this American option 
at three exercise dates are presented in Table 3.8. Thus, at time-step 1, the 
option is not being exercised in any of the simulated asset -price paths. At 
time-step 2, the option should be exercised in the first path and, at the 
maturity date, a non-zero cash-flow is received in the second, fifth, sixth,  
seventh and tenth path.  
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Time-step t=1 t=2 t=3 
Path 1 0 26.4442 0 
Path 2 0 0 3.6308 
Path 3 0 0 0 
Path 4 0 0 0 
Path 5 0 0 23.2207 
Path 6 0 0 8.5416 
Path 7 0 0 10.7776 
Path 8 0 0 0 
Path 9 0 0 0 
Path 10 0 0 21.3980 
Table 3.8 The cash-flow matrix for all time-steps 
All the cash-flows in the fourth, eighth and ninth paths are null  
because they are out -of-the-money paths.  For the third path,  the cash -flows 
are also zero, even though, at  time-step 1 and time-step 2,  the option is in -
the-money. This can be explained because the optimal decision at this time 
was not to exercise the option. Finally, discounting these cash -flows to the 
initial date and averaging them over all paths,  the obtained price for the 
American option is 9.066792 (over 40% more than the value obtained by the 
Crank-Nicolson finite-difference method, but 5% greater than that of the 
European counterpart calculated using the same simulation). Although the 
obtained result has a substantial relative error compared to the actual price, it  
is because only ten paths and three t ime -steps were used to calculate it .    
In the next section, a vast range of results of this method, using 
different polynomials, number of simulated paths and time -steps is presented 
and thoroughly discussed.  
3.3 Methodology of Comparing Different Monte Carlo 
Algorithms 
In order to compare different algorithms and come to a conclusion 
about which algorithm provides better results, one must define „accuracy‟.  
Results are fully reliable only when there is almost no doubt about „other 
possible outcomes‟; thus, the stochas tic factor must be eliminated, or at least 
reduced to the lowest possible level.  
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The procedure of creating the asset -price matrix must be performed 
regardless of the algorithm used within the simulation. Thus the 
computational t ime can be split into compu tational time spent on creating the 
asset-price matrix (including the generation of random numbers) and the time 
required to process the algorithm itself.  This way, the comparison between 
efficiency in terms of the computational speed of the algorithm is m ore 
precise, as the time required to create the asset -price matrix is the same for  
all of the variations of the algorithm when the same number of time - steps 
and paths is used. It is worth mentioning that  a “pre -fabricated depot” of 
random numbers completely eliminates that from calculation time, and setting 
up the asset-price matrix is reduced to calculations for each value.
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When comparing two different numerical methods, there is no risk of 
obtaining different values although the same algorithms are bei ng run 
continuously.  As  a stochastic simulation technique, Monte Carlo is based on 
drawing random numbers. Different results for different sets (seeds) of 
random numbers are obtained although the same algorithm is being run.  
In comparing the efficiency of  different Monte Carlo algorithms, or the 
same algorithm but with different properties (such as Tilley‟s parameter α or 
basis polynomial in LSM algorithm) for pricing American options, this thesis 
pays particular attention to the importance of using the sa me price-paths  
when the number of simulated paths and t ime -steps are the same.  
With a different „start ing number‟ (i.e.  seed) in the random -number 
generation, different sets of random numbers are generated. Each set has the 
mean value (the anti thetic variates technique is used throughout this thesis,  
guaranteeing that  the overall  mean value of all random numbers used is 
exactly zero) and the variance very close to the one of the desired 
distribution. However, the routes of the asset -price paths differ. Asset-price 
paths would completely differ even when using the same set  of random 
numbers but with the different alignment procedure.  
Obviously,  one is uncertain about the „quality‟ of the results obtained 
because it might be that one algorithm has “worked” w ith a „more 
convenient‟ set  of random numbers than the another. Also, the same set of 
                                               
26
  This concept will not be assessed in this thesis, as speeding up Monte Carlo simulations in general is a 
separate field of research. 
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random numbers does not guarantee the same level of effectiveness with 
different algorithms. The approach used in this thesis for the comparison 
between different Monte Carlo algorithms minimises this potentially 
misleading possibili ty.  Utilising the same simulation, an algorithm using 
many different sets of random numbers leads a more reliable and certain 
result (which is an average of all of the obtained results) and als o generates 
the root mean square error (RMSE).  
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(3.21)   
RMSE points out the consistency of the algorithm and i ts results.  
Taking the average value of a limited number of repeated same simulations 
effectively excludes the scenario that a sp ecific algorithm will provide a 
more precise result  than another for a specific asset -price path matrix.
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Although such a scenario is highly unlikely when the number of simulations 
tops 1,000, this approach also brings out the average in the differences of  the 
results between the algorithms being compared.  
A very important aspect when comparing different methods is the 
computational time required , especially with Monte Carlo simulations. That 
is because, if one Monte Carlo method provides slightly inferio r results than 
another but takes far less time, its precision can be improved simply by 
increasing the number of simulated paths and number of time -steps, or by 
taking the average value of repeated simulation with different sets of random 
numbers.  
Altogether, in order to fully compare different Monte Carlo algorithms, 
one must take into account relative error,  RMSE and computational time.  
3.4 Results 
In their original paper, Longstaff -Schwartz used 100,000 (50,000 plus  
50,000 antithetic) simulated price paths and the first 3 weighted Laguerre 
polynomials and a constant term in the regressions for calculating most of the 
                                               
27
  The simulation is typically repeated  100 to 1,000 times.  
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values of the American-style options in their paper. In all of their 
simulations, the number of time-steps was set to 50. Yet this approach was  a 
breakthrough at  the time and papers inspired by their work have since paid 
much attention to assessing the LSM approach. The most thorough analysis of 
LSM numerical results was presented by Stentoft [78], Moreno and Navas 
[79] and Areal et al .  [20]. In all three papers, most at tention was focussed on 
the best choice of the regression polynomial and the number of monomials  
within it.  Interestingly,  none of the authors attached much weight to  the 
impact of the choice of the number of exercise dates, to the simulation‟s 
estimates.
28
 This issue is thoroughly discussed in chapter  4. In this chapter, 
the performance of the LSM algorithm is analysed with different polynomials 
of different orders, using 10, 50, 100 and 250 time -steps to identify the most 
efficient polynomial,  leaving no doubt as to whether changing the number o f 
time-steps might produce different results.  
An American put option on a zero-dividend asset is being priced. The 
antithetic variates technique is used in the generation of the asset -price paths 
in all of the simulations carried out in this chapter. The asset-price at the 
starting date is fixed at 50. Having the asset -price fixed at  the starting date 
allows the same asset-price matrix to be used for different strike values.  The 
strike prices used are 40, 45, 50, 55 and 60. With the current asset -price 
being 50, using different strike prices ensures that all possible scenarios are 
covered (i.e. strike=60 simulates deeply in -the-money option; strike=55 
simulates in-the-money option; strike=50 simulates at -the-money option; 
strike=45 simulates out -of-the-money option; strike=40 simulates deeply out -
of-the-money option). Moreover,  all of the results are dependent on the same 
set of asset -price matrices, which completely minimises the chance of 
misleading results.  The volatility is considered to be 40%, interest  rate 6% 
and the maturity date in one year. The order of the polynomial used for the 
regression directly affects the precision of the simulation, and the following 
tests are aimed to help determine the most efficient polynomial for the 
simulation.  
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  As previously mentioned, Moreno and Navas used 70 time-steps; Stentoft used 10 time-steps for 
calculation of all American options; and Areal, Rodrigues and Armada used 50 time-steps. 
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The analysis is set  to identify the most efficient polynomial (in terms 
of the type of polynomial and the number of monomials used within it) 
among basic powers,  Legendre, Laguerre,  Chebyshev 1
s t
 kind, Chebyshev 2
n d
 
kind and Hermite polynomials.
29
 The number of possible exercise dates is set 
to 10, 50, 100 and 250, and all simulations consist of 10,000 paths.  
Relative errors and RMSEs throughout this thesis are presented using 
the Crank-Nicolson finite difference method for pricing financial derivatives 
applied directly to Heat equation from Black -Scholes grid consist ing of 300 
space-steps and 70 t ime-steps as the benchmark. The values obtained with the 
Crank-Nicolson finite difference method, for an American put option on an 
asset which has a current price of 50 a nd volatil ity of 40%, with the interest  
rate fixed at 6%, are presented in Table 3.9.  
Strike price CN Price of American Put Option 
40 2.5121 
45 4.3013 
50 6.6472 
55 9.5234 
60 12.8795 
Table 3.9 Benchmark values (asset-price=50; volatility=40%; r=6%; maturity=1 year) 
All results in this thesis were simulated on a 32 -bit  operating system 
with Intel® Core™ 2 Duo CPU T7300 @ 2.00GHz, with 2.00 GB of RAM 
memory. The simulations were coded in Java  programming language and ran 
on NetBeans IDE 6.5.1 platform.  
The following results are the average values of 100 computed estimates 
using the LSM algorithm as proposed by the authors. In order to maximise 
the reliability of the results,  the same 100 asset -price matrices were used for 
all simulations consisting of the same number of time -steps.   
3.4.1 LSM Results with 10 Time-steps 
In the first step of this analysis, the LSM algorithm is tested for 
different sets of polynomials having only 10 time-steps within the simulation. 
In the following sub-sections, the same analysis is carried out for 50, 100 and 
                                               
29
  Each type of polynomial is independently tested, consisting of one to seven monomials. 
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250 time-steps. Thus, if one specific polynomial shows the best results for al l  
specified numbers of time-steps, the conclusion about the most efficient 
polynomial cannot be questioned.  
The in-depth comparison between the performance of the LSM 
algorithm, depending on the type of the polynomial being used and the 
number of monomials within it ,  is a way to make a reliable conclusion. The 
performance of each polynomial used within the algorithm is put to a test  
valuing five different options in terms of the option‟s moneyness (i.e. strike 
price being 40, 45, 50, 55 and 60).  
The results can be found in the Appendix A. The simplest  polynomial 
to use for the regression within the LSM algorithm consists of basic powers 
monomials. The full set of results using basic powers polynomials is 
presented in Table A.1. For easier observation and comparison of results,  the 
values of computational time, relative error and RMSE were plotted in  
graphs.  
 
Figure 3.10 Computational time values for basic powers polynomials with 10,000 paths and 10 time-
steps 
Figure 3.10 indicates that computational time varies depending on the 
strike price,  but there is  a general trend for it  to increase with the increase of 
the number of monomials used in the polynomial. That makes sense because, 
with the increase of the number of polynomials, the calculation of the matrix 
containing the regression parameters becomes more complex and requires 
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more memory space and calculation steps. Also, for each in -the-money node  
(excluding nodes at  the final time-step) the calculation of the estimated 
future payoff requires more ari thmetical operations. The continuous presence 
of a small variation in the computational time can be explained by 
inconsistency of the performance of a  desktop PC when extremely short  
procedures are being performed (i .e. here computational times varies between 
16ms and 30ms, which is one thirtieth part of a second). There can be several  
reasons for slight performance differences, including active antivir us 
software,  activation and deactivation of a screensaver, differences in ambient 
temperature, etc.  
 
Figure 3.11 Relative errors for basic powers polynomials with 10,000 paths and 10 time-steps 
Both relative error and RMSE tend to get closest to zero value when 
the number of monomials within the polynomial is around 5. When the 
number of monomials increases to 7,  RMSE value rises to around 1.5%, 
which is relatively large if seen as the volatility of the estim ator.   
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Figure 3.12 RMSE values for basic powers polynomials with 10,000 paths and 10 time-steps 
 
Figure 3.13 Computational time values for Legendre polynomials with 10,000 paths and 10 time-
steps 
The full set of results obtained by using Legendre polynomials in a 10 
time-step LSM simulation is  presented in the Table A.2. It takes a bit more 
computational time to assess  the simulation using Legendre polynomials than 
when using basic powers polynomials  (shown in Figure 3.13), which is fully 
understandable given the fact  that the Legendre polynomials are slightly 
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more complex than the basic powers‟ polynomials in terms of arithmetic 
functions required.  
Relative errors and RMSEs (shown in Figure 3.14 and Figure 3.15 
respectively) are almost the same as when using the basic powers 
polynomials. This means that, although more computational effort is  
required, compared to the simulation using basic powers polynomials, there 
is no improvement in terms of relative errors or computational time.  
 
Figure 3.14 Relative errors for Legendre polynomials with 10,000 paths and 10 time-steps 
 
Figure 3.15 RMSE values for Legendre polynomials with 10,000 paths and 10 time-steps 
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In the original paper by Longstaff and Schwartz, Laguerre polynomial 
of 3
rd
 order was used. The full set of results for Laguerre polynomials used in 
a 10 time-step LSM simulation is presented in the Table A.3.  
 
Figure 3.16 Computational time values for Laguerre polynomials with 10,000 paths and 10 time-steps 
 
Figure 3.17 Relative errors for Laguerre polynomials with 10,000 paths and 10 time-steps 
The conclusions which can be drawn from these results are, in practical 
terms, very similar to those reached with Legendre polynomials.  
Computational time (shown in Figure 3.16) is sl ightly higher than when using 
basic powers polynomials,  but the performance of the algorithm in terms of 
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relative error and RMSE (shown in Figure 3.17 and Figure 3.18 respectively)  
are just  about  the same as those reached by using basic powers polynomials.  
 
Figure 3.18 RMSE values for Laguerre polynomials with 10,000 paths and 10 time-steps 
Hence Laguerre polynomials do not offer any improvement in the 
implementation of the LSM algorithm, in comparison to basic powers 
polynomials;  on the contrary: just an increase in computational time.  
Using Chebyshev 1
s t
 kind polynomials has also been tested (full results 
shown in Table A.4). The computational time when using Chebyshev 1
s t
 kind 
polynomials is slightly increased compared to  the Legendre and basic powers 
polynomials simulations (as can be seen in Figure 3.19). The simulations 
using Laguerre polynomials require the most computational time of all the 
polynomials tested so far.  
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Figure 3.19 Computational time for Chebyshev 1
st
 kind polynomials with 10,000 paths and 10 time-
steps 
 
Figure 3.20 Relative errors for Chebyshev 1
st
 kind polynomials with 10,000 paths and 10 time-steps 
Relative errors and RMSE values  (shown in Figure 3.20 and Figure 
3.21 respectively) are very close to those already obtained using other 
polynomials previously mentioned. Just as with Legendre and Laguerre 
polynomials,  Chebyshev 1
s t
 kind polynomials  do not show any improvement 
in terms of relative error and RMSE compared to other polynomials.  
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Figure 3.21 RMSE values for Chebyshev 1
st
 kind polynomials with 10,000 paths and 10 time-steps 
The full set of results simulated using the Chebyshev polynomials of 
the 2
n d
 kind in a 10 t ime-step LSM simulation is presented in Table A.5.   
 
Figure 3.22 Computational time values for Chebyshev 2
nd
 kind polynomials with 10,000 paths and 10 
time-steps 
The computational time needed for the LSM algorithm with Chebyshev 
2
n d
 kind polynomials is greater than the time needed for basic powers  
polynomials.  Relative errors obtained with Ch ebyshev 2
n d
 kind polynomials 
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(shown in Figure 3.23) are on the same level as relative errors of all  
previously tested polynomials.  
 
Figure 3.23 Relative errors for Chebyshev 2
nd
 kind polynomials with 10,000 paths and 10 time-steps 
 
Figure 3.24 RMSE values for Chebyshev 2
nd
 kind polynomials with 10,000 paths and 10 time-steps 
The level of consistency of the algorithm does not outperform 
previously obtained results with the worst RMSE being around 1.5% using 7 
monomials  (see Figure 3.24).  
The last set of polynomials used to test Least -Squares Monte Carlo 
method consists of Hermite  monomials (see Table A.6). For better 
56 
 
understanding of these results , the values of computational time, relative 
error and RMSE have been plotted in the following graphs.  
 
Figure 3.25 Computational time values for Hermite polynomials with 10,000 paths and 10 time-steps 
Hermite polynomials show similar performance results as the 
Chebyshev polynomials, taking sl ightly less computational time. 
Nevertheless, the fastest  utilisation of LSM algorithm is achieved using basic 
powers polynomials.   
Relative error and RMSE of the LSM algorithm when using Hermite 
polynomials (shown in Figure 3.26 and Figure 3.27 respectively) are on the 
same level as all the other polynomials previously tested.  
When it comes to the comparison of relative errors and RMSEs, it  can 
be concluded that there is a significant low bias, which is due to fact that  
only 10 exercise dates are being used, which simulates the Bermudan option 
with the same parameters and only 10 exercise dates. This low bias is  
expected to reduce with an increase of the number of monomials within the 
polynomial.  
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Figure 3.26 Relative errors for Hermite polynomials with 10,000 paths and 10 time-steps 
 
Figure 3.27 RMSE values for Hermite polynomials with 10,000 paths and 10 time-steps 
Figure 3.28 shows the comparison of the average computational t ime of 
all tested polynomials. The results presented are relatively mixed, and the 
main conclusion is that Laguerre polynomials make the algorithm the 
slowest, compared to other  polynomials analysed.  
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Figure 3.28 Average computational times (10,000 paths and 10 time-steps) 
Figure 3.29 and Figure 3.30 show that the average relative error and 
RMSE of the LSM algorithm are almost identical for the same number of 
monomials regardless of the type of the polynomial used. This conclusion 
corroborates the findings of other papers on LSM (such as [79] and [78]).  
 
Figure 3.29 Average RMSE values (10,000 paths and 10 time-steps) 
59 
 
 
Figure 3.30 Average relative errors (10,000 paths and 10 time-steps) 
LSM has proven to be a robust tool for pricing American option, as the 
average RMSE values for all polynomials with three or more monomials are 
under 1%.  
Because having only ten possible exercise dates has proven to result in 
a low bias,  the next step of the analysis is to push the number of possible 
exercise dates (i.e.  t ime-steps) to 50, thereby practically simulating a “real -
life” option which can be exercised around every five w orking days (i t is also 
the number of time-steps originally used by Longstaff and Schwartz).  
3.4.2 LSM Results with 50 Time-steps 
Longstaff and Schwartz used 50 possible exercise dates and 100,000 
simulated paths (50,000 originals and 50000 generated using the a ntithetic 
variates technique) throughout their algorithm analysis and results 
presentation. The following tables and graphs present the results obtained 
with the LSM algorithm using various sets of polynomials with 10,000 paths 
and 50 t ime-steps. RMSE values of the estimator have obviously decreased in 
comparison with the results obtained using only 10 time -steps for all 
polynomials. This was expected, as with the increase of the number of time -
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steps within the simulation, the impact of „wrong‟ exercise dec isions is  
reduced.  
The full set of LSM results using 50 time-steps and basic powers 
polynomials is presented in Table A.7. The computational t ime of  the LSM 
algorithm when using basic powers polynomials is  presente d in Figure 3.31.  
 
Figure 3.31 Computational time values for basic powers polynomials with 10,000 paths and 50 time-
steps 
 
Figure 3.32 Relative errors for basic powers polynomials with 10,000 paths and 50 time-steps 
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The computational time is directly proportional to the average number 
of in-the-money paths (i.e. the option‟s moneyness). Thus the t ime spent  
processing a deeply in-the-money option is the greatest, as there are the most 
in-the-money paths at each t ime-step.  
Relative error for the LSM algorithm with 50 time -steps using basic 
powers polynomials is almost identical for all levels of an option‟s 
moneyness, and very close to zero value when the number of monomials is  
between 3 and 5 (see Figure 3.32).  
 
Figure 3.33 RMSE values for basic powers polynomials with 10,000 paths and 50 time-steps 
RMSE values of LSM with 50 time-steps using basic powers  
polynomials are greatly reduced , compared with the LSM with 10 time-steps.  
In Figure 3.33, it  is clear that  RMSE values are smallest  when using 4
t h
 order 
polynomial (i.e.  a polynomial consisting of five monomials).  
It  should also be noticed that the consistency of the simulation is 
correlated with the average number of in -the-money paths.  Thus, a deeply 
out-of-the-money option has the great est RSME (as with all  the results 
obtained with the LSM algorithm with 10 time-steps). A moderately out -of-
the-money option‟s RMSE is the second greatest, followed by an at-the-
money option‟s RMSE. Moderately in -the-money and deeply in-the-money 
options have almost identical RMSE values, which are the least of al l RMSE 
values obtained. This is due to the greatest average number of in -the-money 
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paths at each time-step, which determines the regression parameters.  As the 
exercise-or-hold decision at  each time-step is based on the estimated payoff 
of the option at the next time-step (which is calculated using the regression 
parameters), the correlation between the consistency of the algorithm and 
option‟s moneyness is logical.  
A full set of results of the LSM al gorithm with 50 time-steps using 
Legendre polynomials is presented in Table A.8. The results obtained are 
much more consistent than the results obtained with 10 time-steps, although 
the estimator now has an upwards bias.  
 
Figure 3.34 Computational time values for Legendre polynomials with 10,000 paths and 50 time-
steps 
In Figure 3.34, computational time needed for the LSM algo rithm with 
50 time-steps using Legendre polynomials is presented. Time spent is slightly 
greater than when using basic powers polynomials. A general trend of 
increase in computational time, with the increase of the number of monomials 
within the polynomial , is obvious. As already explained, this is due to an 
increased number of calculations for each least -squares regression with each 
added monomial.  
Relative errors and RMSEs are almost identical to those of other 
polynomials examined here. Given that  comput ational time is the least  for 
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basic powers, it  can be concluded that basic powers polynomials are a more 
efficient choice of basis polynomial.  
 
Figure 3.35 Relative errors for Legendre polynomials with 10,000 paths and 50 time-steps 
 
Figure 3.36 RMSE values for Legendre polynomials with 10,000 paths and 50 time-steps 
The results also show that the LSM estimator starts to become unstable 
when the number of monomials within the polynomial is greater than five, for 
all levels of option‟s moneyness. As in all previous results, RMSE values are 
generally smaller for in-the-money options. This is explained by the increase 
of the number of the in-the-money paths within the simulation, as the option 
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slides further into-the-money. In-the-money paths create the regression upon 
which the exercise-or-hold decision is determined. Thus, more in -the-money 
paths result  in increased precision of the exercise boundary.  
A full set of results obtained by the LSM simulation with 50 t ime -steps 
and Laguerre polynomials is presented in Table A.9. Computational time of  
the LSM algorithm with 50 time-steps using Laguerre polynomials (presented 
in Figure 3.37) is  distinctively higher than when using basic powers 
polynomials.   
 
Figure 3.37 Computational time values for Laguerre polynomials with 10,000 paths and 50 time-steps 
Relative errors of the LSM simulation with 50 time-steps and Laguerre 
polynomials are very close to zero value , and almost identical to those 
obtained by using basic powers polynomials. It can be seen in Figure 3.38 
that  relative errors are the least for 2
n d
,  3
rd
 and 4
t h
 order polynomials.   
RMSE values of LSM simulation with 50 time -steps and Laguerre 
polynomials are very close to values of basic powers polynomials. It can be 
seen in Figure 3.39 that the estimator is  the most consistent when using 2
n d
,  
3
rd
 and 4
t h
 order polynomials. For 5
t h
 and 6
t h
 order polynomials, the 
instability of the estimator starts rising again. Given that relative errors and 
RMSEs are almost identical to those of basic powers polynomials, and that  
the computational time is distinctly greater, the obvious conclusion is that  
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the basic powers polynomials present the best choice of the polynomials 
examined so far.  
 
Figure 3.38 Relative errors for Laguerre polynomials with 10,000 paths and 50 time-steps 
 
Figure 3.39 RMSE values for Laguerre polynomials with 10,000 paths and 50 time-steps 
A full set of results of LSM algorithm with 50 t ime-steps obtained 
using the 1
s t
 kind Chebyshev polynomials  is presented in Table A.10. In 
Figure 3.40, the computational time of LSM algorithm with 50 time-steps is 
plotted. Just as with the 10 time-step simulation, computational time needed 
for the LSM algorithm with 1
s t
 kind Chebyshev polynomials is greater than 
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for the basic powers polynomials.  As with all other polynomials,  
computational time increases with the increase of the number of monomials.  
 
Figure 3.40 Computational time values for Chebyshev 1
st
 kind polynomials with 10,000 paths and 50 
time-steps 
Relative errors of the LSM algorithm with 50 time-steps obtained using 
1
s t
 kind Chebyshev polynomials  (shown in Figure 3.41) are closest to zero 
value when using 3
rd
 order polynomials. In general , relative errors and 
RMSEs (plotted in Figure 3.42) are very similar to those of basic powers,  
Legendre and Laguerre polynomials which leads to the conclusion that it  is 
more efficient to use basic powers polynomials.  
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Figure 3.41 Relative errors for Chebyshev 1
st
 kind polynomials with 10,000 paths and 50 time-steps 
 
Figure 3.42 RMSE values for Chebyshev 1
st
 kind polynomials with 10,000 paths and 50 time-steps 
A full set of results of LSM algorithm with 50 time-steps, obtained 
using the 2
n d
 kind Chebyshev polynomials , is presented in Table A.11. The 
computational time of LSM algorithm with 50 time-steps obtained using 2
n d
 
kind Chebyshev polynomials  (plotted in Figure 3.43) is greater than that  
required for basic powers polynomials.  
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Figure 3.43 Computational time values for Chebyshev 2
nd
 kind polynomials with 10,000 paths and 50 
time-steps 
Because relative errors (plotted in  Figure 3.44) and RMSEs (plotted in  
Figure 3.45) are almost identical to those of other polynomials tested so far ,  
it  is safe to conclude that using basic powers polynomials makes the LSM 
algorithm more efficient than using 1
s t
 kind Chebyshev polynomials.  
 
Figure 3.44 Relative errors for Chebyshev 2
nd
 kind polynomials with 10,000 paths and 50 time-steps 
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Figure 3.45 RMSE values for Chebyshev 2
nd
 kind polynomials with 10,000 paths and 50 time-steps 
A full set of results of LSM algorithm with 50 time-steps, obtained 
using the Hermite polynomials , is  presented in Table A.12. The 
computational time of the LSM algorithm with 50 time-steps obtained using 
the Hermite polynomials  (plotted in Figure 3.46) is greater than that required 
for basic powers polynomials.  
 
Figure 3.46 Computational time values for Hermite polynomials with 10,000 paths and 50 time-steps 
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As with previous results,  the computational time is the least  when 
pricing furthest out -of-the-money options, gradually increasing to the highest 
values when the option is the furthest  in -the-money.  
 
Figure 3.47 Relative errors for Hermite polynomials with 10,000 paths and 50 time-steps 
 
Figure 3.48 RMSE values for Hermite polynomials with 10,000 paths and 50 time-steps 
Relative errors (plotted in Figure 3.47) and RMSEs (plotted in Figure 
3.48) are almost identical to those of all other polynomials tested in this 
assessment. Given that the computational time for Hermite polynomials is  
slightly greater than for basic powers polynomials, the conclusion is that for 
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LSM algorithm with 50 time-steps it is  most efficient to use basic powers 
polynomials (the same conclusion that  was drawn for 10 time-steps).  
For an overall  analysis of these resu lts, the averaged values of 
computational time, absolute relative error,  relative error and RMSE of five 
priced options are presented in Figure 3.49, Figure 3.50, Figure 3.51 and 
Figure 3.52, respectively.  Relative errors are presented to show the trend of  
the error with the change of the number of monomials, and the averaged 
absolute relative errors are calculated and show n to avoid the possibil ity of 
neutralised errors,  which could occur if some of them were positive and 
others negative.   
 
Figure 3.49 Average computational times (10,000 paths and 50 time-steps) 
The computational time required to utilise the algorithm is now much 
more consistent , as the influence of the side -effects on a desktop PC in 
relative terms is greatly reduced; as the computational time now varies  
between 135ms and 232ms .
30
 As for the comparison of the computational time 
between different polynomials used (plotted in Figure 3.50), it  can be 
concluded so far that the Laguerre polynomials require the most time of all 
                                               
30
  Small performance „hiccups‟ that a desktop PC experiences every now and then are relatively 
insignificant for processes which last more than 0.1s (or 100ms), whereas for processes which last up to 50ms 
they make an obvious difference. 
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the analysed polynomials within the LSM method, and that  basic powers 
polynomials are the fastest  of all tested polynomials.  
Average relative errors (shown in Figure 3.50) already seem to be on a 
very satisfactory level (i .e. under 0.1%) when the number of monomials is  
greater than 2.  The estimates obtained with 1,  2 and 3 monomials are below 
the exact price of the option , and estimates obtained with 4, 5, 6 and 7 
monomials overprice the option.   
 
Figure 3.50 Average relative error (10,000 paths and 50 time-steps) 
Figure 3.51 focusses on the mean of the estimator  depending on the 
number of monomials regardless of the sign of the error. It shows that having 
three monomials within the polynomial yie lds the best estimates for all  types 
of polynomials.  
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Figure 3.51 Average absolute relative error (10,000 paths and 50 time-steps) 
Average RMSE values (plotted in Figure 3.52) reveal that having 4 
monomials (i.e. 3
rd
 order polynomial) within the polynomial returns the most 
consistent estimates.  Having 3 or 5 monomials within the polynomial yield 
slightly less  consistent estimates than having 4 monomials.  
 
Figure 3.52 Average RMSE values (10,000 paths and 50 time-steps) 
It  is interesting to note that when the number of monomials is  
increased from five to six, relative error and RMSE also increase, and when 
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increased further from six to seven, relative error declines but RMSE 
increases even more. This property of the LSM algorithm (that at some point,  
further increase of the monomials within the polynomial leads to an 
unpredictable decline of accuracy) has been noticed and pointed  out by 
various authors such as Stentoft  [78], Moreno and Navas [79], Areal et al.  
[20], Glasserman and Yu [83] and others.  
3.4.3 LSM Results with 100 Time-steps 
In order to analyse the performance of the LSM algorithm with a 
further increase in number of exercise dates,  the following examination of  
LSM algorithm is performed, having 100 time -steps. The following are the 
results obtained with a 10,000-paths simulations and 100 time-steps.  
Full sets of results produced using basic powers,  Legendre,  Laguerre,  
1
s t
 kind Chebyshev, 2
n d
 kind Chebyshev and Hermite polynomials in the LSM 
algorithm with 10,000 paths and 100 time-steps are presented in Table A.13, 
Table A.14, Table A.15, Table A.16, Table A.17 and Table A.18,  
respectively.    
 
Figure 3.53 Average computational times (10,000 paths and 100 time-steps) 
As expected, computational time increases with the increase of the 
number of monomials used within the polynomial. It can be concluded that  
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the least gradation of the increase of computational time with the  increase of  
the number of monomials is  obtained with the basic powers polynomials ,  and 
is around 1.6% increase per additional monomial , followed by the Hermite 
polynomials at  2.4%. The biggest  increase in computational time per 
additional monomial is encountered with the Laguerre polynomial , at 4.7%. 
This result is important for a possible regression with a polynomial  of a high 
order. In that case, one would choose basic powers polynomial to  optimise 
computational time.  
Average relative errors, absolute re lative errors and RMSEs of all  
polynomials depending on the number of monomials within them are 
presented in Figure 3.54, Figure 3.55 and Figure 3.56, respectively.   
 
Figure 3.54 Average relative error (10,000 paths and 100 time-steps) 
Only 2
n d
 order polynomials show an  improvement in terms of both 
relative errors and RMSEs, compared to the results obtained with the 50 
exercise dates. It is clear from Figure 3.55and all previous RMSE graphs that  
the polynomials consisting of 3, 4 and 5 monomials (i .e. 2
n d
,  3
rd
 and 4
t h
 order 
polynomials) produce the most consistent results of all.  As the stabili ty of  
the estimator is among the most important properties of an estimator, this 
conclusion will influence the final decision on the most effective polynomial  
to be used within an LSM simulation.  
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Figure 3.55 Average absolute relative error (10,000 paths and 100 time-steps) 
 
Figure 3.56 Average RMSE values (10,000 paths and 100 time-steps) 
In general , the estimates are even further away from the exact price 
than the values obtained when 50 time -steps were used. There is a huge 
drawback having 100 time-steps in comparison to 50 time-steps,  as the 
computational time is almost two times greater for every number of  
monomials used, and the high bias of the estimator is increased compared to 
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50 time-steps. Thus, when optimising for the most efficient simulation, one 
should choose using 50 time-steps and not 100, as with 50 time-steps, a 
practitioner can run a simulation  with twice the number of paths in  the same 
amount of time, or run two simulations with 50 time -steps using different 
random numbers (taking their average as the final  result).  
The previously discovered property of the LSM algorithm, that the 
consistency of the estimator is better for those options that are more in -the-
money, stays unchanged.  
3.4.4 LSM Results with 250 Time-steps 
In order to confirm that  the precision of the LSM algorithm does not 
improve with a further increase of number of time -steps after 100, and that 
the performance of different orthogonal polynomials stays the same 
regardless of the choice of the number of time -steps, the same analysis was 
carried out using 10,000 paths and 250 time -steps.
31
 Full sets of results 
obtained using all introduced sets of orthogonal polynomials using 10,000 
paths and 250 time-steps within the simulation are presented in Table A.19,  
Table A.20, Table A.21, Table A.22, Table A.23 and Table A.24.  
 
Figure 3.57 Average computational times (10,000 paths and 250 time-steps) 
                                               
31
  In practical terms, this simulates one exercise opportunity per working day of the year. 
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The low bias of the estimator which was a consequence of a low 
number of time-steps (i.e. exercise dates) has greatly reduced in comparison 
to simulations in which there were 10, 50 or 100 time -steps.  However,  now a 
high bias predominates.   
This analysis confirms the dependency of the estimator on the number 
of time-steps. As i t is with options,  increasing the possible number of 
exercise dates increases the value of the option.  
From the average computational  time comparison (shown in Figure 
3.57), it  can be concluded that basic powers and Hermite polynomials require 
the least computational time for completion of the simulation. The 
computational time comparison will b e assessed more thoroughly in the 
subsequent chapter, to ensure the overall conclusion is fully reliable.  
 
Figure 3.58 Average relative error (10,000 paths and 250 time-steps) 
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Figure 3.59 Average absolute relative error (10,000 paths and 250 time-steps) 
 
Figure 3.60 Average RMSE values (10,000 paths and 250 time-steps) 
Average relative error, average absolute re lative error and RMSEs 
(plotted in Figure 3.58, Figure 3.59 and Figure 3.60) are almost identical  for 
all tested polynomials . This corroborates the statement by Longstaff and 
Schwartz [2] about the robustness of the LSM algorithm regardless of the 
choice of the polynomial. Nevertheless ,  there are small differences in the 
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performance of LSM depending on the choice of regression polynomial.  
RMSE values are again the least  when the number of monomials is 3 , 4 or 5.  
This proves the conclusion reached after the comparison of the results 
obtained for 50 and 100 time-step simulations. The conclusion is that , after a 
point , increasing the number of exercise dates does not improve the precision 
of the estimates, since not only does the bias not decrease; it  even 
imperceptibly increases.  This conclusion relies on the fact that  results 
obtained from the 100 and 250 time-step simulation and 10,000 paths  
produced less accurate estimates than the 50 time -step simulation, despite 
requiring greatly increased computational time. It can also be concluded that  
the estimated value of the option has a general trend to increase with the 
increase of the number of exercise dates (this was expected, just as the value 
of a Bermudan option increases with the number of exercise dates appointed 
to it).  
3.5 Summary of the Assessment of the LSM Algorithm 
In this chapter,  the LSM algorithm has been thoroughly examined in 
terms of its efficiency, depending on the chosen type and order of the 
orthogonal polynomial.  The results show that  using any set of orthogonal 
polynomials of the same order provides estimates with ve ry similar mean 
value and variance, regardless of the choice of the number of time -steps used 
within the simulation. That means that a certain level of precision is obtained 
irrespective of the type of the polynomial used.
32
 The stabili ty of the 
estimator increases together with the increase of the in -the-money paths 
within the simulation. This is due to the fact  that only in -the-money paths are 
used for the least -squares regression, which determines the exercise boundary 
at each time-step. An important cont ribution to this topic is the discovery 
that the accuracy of the method greatly depends on the number of time -steps 
used within the simulation.  
The computational time needed for the simulation varies depending on 
the choice of the polynomial. Laguerre pol ynomials are the least efficient in 
terms of computational time. Using basic powers and Hermite polynomials 
                                               
32
  Excluding the polynomials consisting of only one or two monomials. 
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proved to be the fastest . However, the computational time, needed for every 
additional time-step within the simulation, increases at a slightly slow er pace 
when using basic powers, compared to Hermite polynomials.   
Using polynomials of the 2
n d
,  3
rd
 and 4
t h
 order has proven to result in 
the least variance. However, 2
n d
 order polynomials underestimate the value of 
an option for a 10,000-path simulation,  even when the number of time-steps 
is 250. And relative error of the mean of the estimator using 3
rd
 order 
polynomials crosses the zero value with the least  number of time -steps within 
the simulation. Thus it is concluded that  using basic powers polynomia ls of 
3
rd
 or 4
t h
 order within the LSM algorithm is the most efficient choice, when 
both accuracy and computational time are taken into account.  
As already discussed, in all the LSM algorithm studies presented so 
far, authors have chosen only one number of  time-steps when testing the 
algorithm using different sets of orthogonal polynomials (i.e. Longstaff and 
Schwartz [2] used 50 time-steps in their original paper, Stentoft [78] used 10, 
Moreno and Navas [79] 70, etc.). In this chapter, different orthogonal 
polynomials have been tested for 10, 50, 100 and 250 time -steps. Results 
show that the precis ion of LSM algorithm improves when the number of time -
steps is increased from 10 to 50. But then the accuracy of the algorithm 
decreases when time-steps are further increased to 100, and relative errors 
and RMSEs increase even more for 250 time-step. Thus a previously 
unexpected and unexplored property of LSM the algorithm has been revealed 
here.
33
 This leads on to the next chapter of this thesis, an analysis of how to 
identify the „optimal number of time -steps‟ to be used within the simulation, 
and the idea of an „optimal LSM‟.  
                                               
33
  Including the originators of the LSM algorithm. 
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4. Optimal Application of LSM Algorithm  
In the previous chapter, it  was revealed that  the precision of the LSM 
algorithm relies heavily on the choice of the number of time -steps used 
within the simulation. This important property has bee n overlooked numerous 
authors examining the algorithm, as i t  had always been assumed that  the 
choice of the number of time-steps had a negligible influence on the 
precision of the simulation and that the best approach would only be to 
increase number of simulated paths and time-steps.  
So far no published work relating to the LSM algorithm (including 
assessments, analysis and ideas based on modifications of the LSM 
algorithm) have addressed the effect of the choice of the number of exercise 
dates used within the practical  implementation of the simulation and the 
consequential  overall bias.  Longstaff and Schwartz in their original paper [2] 
used 50, which is the number of time-steps also implemented by Jia  [91],  
Rogers [66] and Zhou [100] in their papers.  Moreno and Navas [79] used 70, 
Stentoft  [78] and Chan et al .  [95] used 10, Huang and Huang [86] used 30 
and 60 in separate simulations and Ralph Bilger [92] used 100 and 140 in 
separate simulations.
34
 Tian and Burrage [19] also used only one number of 
time-steps throughout their paper but somehow omitted to specify the number 
of t ime-steps they used for their LSM simulations.  
Identifying the optimal number of time -steps within the simulation –  
which, in practical  terms, is the number  of time-steps for which the 
simulation has an overall bias closest  to zero –  forms the starting point for 
this chapter, starting with an exploration of the nature of the optimal number 
of exercise times. The search for the most efficient approach to utili sing LSM 
algorithm is presented in section 4.3. A series of dual comparisons between 
plain LSM simulations and averaged values of batches of LSM estimates –  
which have fewer simulation paths and take less comput ational time –  give 
the conclusion that  when a specific t imeframe is given, it  is not most 
efficient to use a single estimate with as many paths as possible. On the 
                                               
34
  Chan et al. [99] considered simulating LSM using 50, 100, 150 and 200 time steps but only for 
computational time analysis of the simulation without examining the results obtained with a different number of 
time steps. 
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contrary, it  emerges that the simulation should consist of as few paths as 
possible (where the optimal number of t ime-steps is  used, of course),  based 
on the option‟s features.  
Section 4 presents the search for the optimal number of time -steps 
depending on the number of simulated paths and option‟s m oneyness, with 
additional confirmation that  basic powers polynomial of the 4
t h
 order are the 
most efficient polynomial. Again, the increase in the level of instability of 
the estimator when the option is deeply in -the-money is exposed –  something 
which has been overlooked in previous works on the LSM algorithm.  Section 
0 verifies the convergence of the LSM algorithm and through that inspection 
brings out the problem of a huge cost in terms of computational time w hen 
increasing the number of simulated paths and number of time-steps. The 
convergence of the algorithm is proved, but with the drawback that with an 
increase in the number of iterations within the simulation, the number of 
exercise dates must be significantly increased –  which proportionally 
increases the amount of computational time required for the simulation. This  
consequently raises the need for an approach which will privilege accuracy 
without an exponential rise in the computational time with the inc rease of 
iterations.  
Section 4.3 presents the search for the optimal set  of parameters used 
within the LSM simulation. This search ends with a new and extremely useful 
conclusion about the most efficient use of the LSM algorithm. As a result of  
this, a new approach is proposed in the next chapter:, an average value of 
many simulated results with a lower level of precision, instead of a single 
simulated result  which has a higher level of precision.  
4.1 Optimal Number of Time-steps 
In the previous chapter, it  was pointed out that the LSM algorithm 
turns out to have three different biases. Yet it   is generally not known what 
the overall bias is. Presumably this will  depend on the number of simulated 
paths, the orthogonal polynomial used for the least -squares regression and 
the number of exercise dates (time-steps within the simulation).  
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Once the choice of the basis function has been made (basic powers), 
when the number of simulated paths is fixed, the next question is th e optimal  
number of time-steps within the simulation. The optimal number of time -
steps depends on the basis polynomial,  the number of iterations used within 
the simulation and the option‟s moneyness, because of the previously 
explained biases;  thus, it  mus t be determined for each set  of parameters 
separately.  
As a continuation of the analysis in the previous chapter, the next sub -
section identifies the optimal number of time -steps for 10,000-path 
simulations using basic powers and Hermite polynomials of 3
r d
 and 4
t h
 order. 
As the best -performing polynomials,  basic powers and Hermite polynomials 
are analysed for discrepancies, in order to determine the optimal number of 
time-steps.  
What follows is the analysis of the performance of the LSM algorithm, 
using basic powers and Hermite of 3
r d
 and 4
t h
 order polynomials with a 
constant.  The tentative conclusion is that when using between 10 and 50 
time-steps, the means of each of these polynomials show the minimum 
deviation from the exact value of the option. Thus the  basic powers and 
Hermite polynomials consisting of 4 or 5 monomials are being tested with 
10,000-path simulations, taking the number of possible exercise dates 
between 10 and 50.
35
 The antithetic variates technique is used in the 
generation of the asset -price paths in all  of the simulations carried out in this 
chapter as well . Due to the extensiveness of the data gathered, data are only 
presented in graphs.  
As the same options are being priced in this chapter as in the previous 
one, the same benchmark values are used (see Table 3.9).  
The 4
t h
 order polynomials „reach‟ zero -level relative error faster (i.e.  
having fewer time-steps in the simulation) than the 3
rd
 order polynomials.  
The number of t ime-steps for which the estimator‟s relative error is  the 
closest to zero can be referred to as „optimal number of time -steps‟.  Table 
4.1 shows the optimal numbers of time -steps for basic powers polynomials, 
depending on the strike price. As previously mentioned, this kind of a pproach 
                                               
35
  Each result is again computed by averaging over 100 estimates. 
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has not been presented in any paper related to the work of Longstaff and 
Schwartz.  
Strike 4 monomials 5 monomials 
40 17 15 
45 22 19 
50 26 21 
55 29 23 
60 32 27 
Table 4.1 Optimal number of exercise dates for basic powers polynomials 
Using this table, one can adjust the number of exercise dates depending 
on the level of the option's moneyness (i .e. when the option is at -the-money,  
the choice of the number of time-steps is straightforward 26 for 3
rd
 order 
polynomial and 21 for 4
t h
 order polynomial), or use the number of time-steps 
for at-the-money option for all calculations. What can also be concluded from 
the results in Figure 4.2 is that the span between the lowest and highest 
optimal number of exercise dates is 15 for 3
rd
 order polynomial and 12 for 4
t h
 
order polynomial.  This means that not only does the 4
t h
 order polynomial 
simulation run faster, but also if there is a fixed number of exercise dates,  
the results would have lesser bias than those obtained with a 3
rd
 order 
polynomial.  
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Figure 4.2 Relative errors obtained with basic powers polynomials 
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Figure 4.3 RMSE values obtained with basic powers polynomials 
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These results also show a very logical dependence on the level of the 
option‟s moneyness.  When the option is out -of-the-money, fewer of the 
simulated paths are in-the-money, meaning a smaller population fo r the 
regression which is used to determine the exercise-or-hold strategy function. 
A smaller regression used on the same number of in -the-money paths sustains  
a greater high bias in the final result . This bias can be nullified by reducing 
the number of time-steps (which increases the low bias present in the 
simulation). Thus, with an option‟s drift into -the-money, the optimal number 
of t ime-steps grows.  
Given this conclusion, it  can also be expected that  with the increase of 
the number of paths within the simulation, the optimal number of exercise 
dates also increase.  This property will  be examined in depth later in this 
chapter, in an effort to identify the optimal set of number of time -steps, 
number of paths per simulation and polynomial as an optimal set  of LSM 
parameters used for a specific option that  is being priced.  
RMSE values (plotted in Figure 4.3) of the estimates obtained have the 
smallest values when the optimal number of time -steps is used. For every 
strike price,  RMSE values are on average lower when 4
t h
 order polynomial is  
used. This is a very important result to use when deciding which polynomial 
is the most efficient for the LSM algorithm, and already leads to the choice 
of the polynomial of 4
t h
 order.  It  can also be seen that for both 3
rd
 and 4
t h
 
order polynomials, RMSE values are clearly higher for deeply -in-the-money 
options than the others. As explained in the previous chapter, this property of 
the LSM algorithm has not emerged from any other work s assessing the LSM 
algorithm. However,  this subject is not within the scope of this thesis and is  
therefore not examined further, although it presents a very interesting topic 
for further investigation.  
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Figure 4.4 Computational times with basic powers polynomials 
The difference in computational time needed for the simulation using 
3
rd
 order and 4
t h
 order polynomials is very small. This backs up the previous 
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conclusion about the increase of computational tim e with the increase of the 
number of monomials (approximately +3% per monomial). Also, the more the 
option is in-the-money, the more in-the-money paths there are, and that  
increases the set of data used for the regression and decision -making at each 
time-step. Thus when computational time makes any PC 'hiccups' negligible ,  
the values obtained for the computational time needed for the simulation are 
almost perfectly linear. Two dist inct lines (3
rd
 and 4
t h
 order polynomial) for 
each strike price, representing the computational time,  are presented in 
Figure 4.4.  
The gradients are different because for each strike price there will be a 
certain percentage of paths which will be in -the-money. Because increasing 
the number of asset-price paths in the simulation, when pricing the option 
which is deep out -of-the-money, produces the least number of new in -the-
money paths, the computational time for such an option increases at the 
slowest pace, at 2.7ms per time-step. On the other hand, an option which is 
deeply in-the-money has the number of simulated asset -price paths increased 
by the greatest  number, and thus the computational time needed per time -step 
on average is 4ms.  These values are shown in Table 4.5.  
Strike Average computational time per time-step [ms] 
40 2.7374 
45 3.1225 
50 3.6024 
55 3.8618 
60 4.0750 
Table 4.5 The average increase in the computational time per additional time-step 
Given that the computational time –  for simulations with the same 
number of time-steps, when using basic power polynomial of 3
rd
 order –  is  
almost the same as the time needed when using the polynomial of the 4
t h
 
order, it  becomes obvious that using the 4
t h
 order basic power polynomial 
will require less computational time if an optimal number of time -steps is  
used, since the optimal number of time -steps is lower for all levels of an 
option‟s moneyness,  compared to those for the 3 rd  order basic powers 
polynomial.  
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Thus it can be concluded with certainty that the 4
t h
 order basic powers 
polynomial is the most efficient polynomial out of the basic powers 
polynomials family,  in terms of the accuracy, consistency and the amount of 
computational time.
36
 
 The same analysis is  presented for the Hermite polynomials of 3
rd
 and 
4
t h
 order.   
The optimal exercise dates for Hermite polynomials (based on relative 
errors plotted in Figure 4.7) are greater than or equal to the values  obtained 
for the basic powers 4
t h
 order polynomial  (shown in Table 4.6). There is no 
difference in the optimal number of exercise dates for deeply out -of-the-
money options, but as an option transitions to the in -the-money area, Hermite 
polynomials require more exercise dates than the basic powers polynomials.  
This means that , for deeply in -the-money options (i.e. strike price 60), the 
difference becomes substantial (7 time-steps ' difference for the 3
rd
 order  
polynomial and 3 time-steps ' difference for the 4
t h
 order polynomial).  
Strike 4 monomials 5 monomials 
40 17 15 
45 23 20 
50 26 21 
55 31 25 
60 37 30 
Table 4.6 Optimal number of exercise dates for Hermite polynomials 
The span between the lowest and the highest optimal number of 
exercise dates for a specific polynomial is smaller for basic powers 
polynomials than for Hermite polynomials. Practically speaking, when 
deciding to choose one number of exercise dates an d use it  for all different 
strikes, the error is  smaller when using basic powers polynomials. This is  
therefore another substantial argument that the basic powers polynomial of 
the 4
t h
 order is the one that should be used for LSM simulations.  
                                               
36
  In terms of accuracy, consistency and computational time. 
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Figure 4.7 Relative errors obtained with Hermite polynomials 
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Figure 4.8 RMSE values obtained with Hermite polynomials 
RMSE values (plotted in Figure 4.8) are very similar to the ones 
obtained with basic powers polynomials and, again, they reach the lowest 
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values when using the optimal number of exercise dates. The reason why 
RMSE values are at  their lowest point when using the op timal number of 
time-steps is because the mean of relative errors is closest  to the zero value,  
and thus RMSEs are bound to be lower than for any other number of time -
steps being used. Also, there is a noticeably higher level of inconsistency of 
the estimator when valuing deeply-out-of-the-money options for Hermite 
polynomials as well ,  which supports conclusions from the previous chapter.  
The computational time needed to process the algorithm using Hermite 
polynomials is almost the same as for the basic po wers polynomials at  al l  
points. The computational time also increases in an almost perfectly linear 
fashion with the increase of the number of exercise dates, just as with the 
basic powers polynomials. For the same strike price, the computational t ime 
when using 4
 
monomials is slightly smaller than when using 5 monomials 
within the polynomial. The time required to utilise one t ime -step of the 
algorithm depending on the strike price is  presented in Table 4.9.  
Strike Computational time per time-step [ms] 
40 2.7701 
45 3.1668 
50 3.6554 
55 3.8591 
60 4.1756 
Table 4.9 The average increase in computational time per additional time-step 
Each of these values is greater than the ti me needed when basic powers 
polynomials are used  (see Figure 4.10). Thus from a computational efficiency 
point of view, the choice falls on the basic polynomials rather than Hermite 
polynomials as the best  choice for an LSM simulation. This is the final  step 
in concluding that the most efficient polynomial for an LSM simulation of 
10,000 paths should be basic powers 5 -monomial polynomial (i .e. basic 
powers polynomial of the 4
t h
 order).  
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Figure 4.10 Computational times with Hermite polynomials 
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It  can be seen that the trend of the rise of the mean of the estimator is 
near-constantly stable with the increase of the number of time-steps. When 
using 4
t h
 order polynomials, the „closest‟ mean value is achieved with fewer 
time-steps than with 4 monomials. Interestingly,  the further in -the-money the 
option, the more exercise dates are required for i ts mean to reach the exact 
value of the option. This is in accordance with all re sults and analysis so far,  
that with the increase of in -the-money paths,  the upwards bias of the 
algorithm tends to vanish. When the upwards bias decreases, it  must be 
compensated for by decreasing the downwards bias which is due to the way in 
which the American option is approximated by its Bermudan counterpart .  
Thus, practically, the more in -the-money paths there are, the more exercise 
dates are needed in order to obtain the mean value of the estimator as close 
as possible to the exact price of the option  (i .e. to set the expected relative 
error to zero).   
In this situation, in order to obtain the „best possible‟ results, one 
would need to „calibrate‟ the algorithm by choosing the appropriate number 
of t ime-steps for each simulation. A less complex, but al so less precise, 
alternative is to choose the number of exercise times in such a way as to 
minimise the average relative error of the simulation, and use it for all  
simulations,  regardless of option‟s moneyness.  
The final conclusion of this analysis makes an important contribution 
to this field: that the LSM simulation is most effective with 4
t h
 order basic 
powers polynomial as basis polynomial used for the least -squares regression.  
4.2 Convergence of LSM Algorithm 
Because the basic powers polynomial of 4
t h
 order proved to be the most 
efficient polynomial of al l those tested, it  is used in this section for the 
regression within the algorithm. Identifying the optimal number of exercise 
dates for simulations consisting of different numbers of paths is the first st ep 
to take so that the convergence of the algorithm can properly be determined.  
Simulations consisting of 1,000, 2,000, 3,000, 5,000, 10,000, 20,000 and 
50,000 paths are examined, in the search for the optimal number of exercise 
dates for each one of them.   
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Graphs with plotted relative errors and RMSEs obtained with the 
abovementioned simulations are shown in Figure A.25, Figure A.26, Figure 
A.27, Figure A.28 and Figure A.29 in Appendix A. Each of the graphs is  
dedicated separately to deeply out -of-the-money, moderately out -of-the-
money, at-the-money, moderately in-the-money and deeply out-of-the-money 
options,  with the strike price being 40, 45, 50, 55 and 60, respectively.  
The same options are priced as in previous sections, using the same 
benchmark values.
37
 Relative errors and RMSEs of optimal LSM for different 
numbers of simulated paths are presented in Table 4.11 and Table 4.12, 
respectively.   
Optimal number of time-steps and respective relative errors 
Number 
of 
simulated 
paths 
Strike price 
40 45 50 55 60 
# R.E. # R.E. # R.E. # R.E. # R.E. 
1,000 4 -0.0822% 5 1.1777% 5 -0.8883% 6 0.4507% 7 -0.0896% 
2,000 6 0.2534% 7 -0.1167% 8 0.3317% 9 0.6346% 11 0.0594% 
3,000 7 -0.0583% 8 -0.0174% 10 -0.0444% 11 -0.1359% 14 0.1292% 
5,000 8 -0.6653% 13 0.3442% 14 0.3469% 15 -0.1202% 19 0.5020% 
10,000 15 0.4560% 19 0.3073% 21 0.4666% 25 -0.4923% 31 -0.6853% 
20,000 25 -0.0571% 29 0.3968% 34 -0.0443% 41 0.0418% 48 -0.2743% 
50,000 51 0.2291% 62 0.1977% 66 0.1218% 95 0.2342% 140 0.0191% 
Table 4.11 Optimal number of time-steps and relative errors of the LSM algorithm, depending on the 
number of simulated paths within the simulation and option‟s moneyness 
The small  fluctuations of re lative errors and RMSEs are due to the 
basic nature of the Monte Carlo simulations explained in the introductory 
chapter about Monte Carlo simulations. Generating random numbers leads to 
simulation having i ts  standard error which is estimated by RMSE. It c an also 
be noticed that the fluctuations in relative errors are directly associated with 
the magnitude of the estimated standard error.  
When the number of simulated paths per simulation is 1,000 the 
optimal number of t ime-steps for the simulation varies be tween 4 and 7. With 
the rise of the number of paths the optimal number of time-steps considerably 
increases and for a 10,000-paths simulation it is around 4 times greater than 
                                               
37
  The results obtained are the averaged values of 200 separately utilised simulations. 
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for the 1,000-paths simulation. And for a 50,000-paths simulation it is  
already around 14 times greater.  
RMSE values already indicate that the consistency of the algorithm 
significantly improves with the rise of the number of simulated paths per 
simulation. Nevertheless this higher level of precision comes with an 
enormous cost in computational time. For the moment the focus is on the 
convergence of the algorithm and this trade -off is left aside as it  will be 
thoroughly analysed in the next section. The decline in RMSE values when 
the option is more in the money should also be noticed.  This is due to the 
higher number of in-the-money paths which can be called “useful paths”.  
Optimal number of time-steps and respective RMSEs 
Number of 
simulated 
paths 
Strike price 
40 45 50 55 60 
# RMSE # RMSE # RMSE # RMSE # RMSE 
1,000 4 4.7180% 5 2.9937% 5 1.8861% 6 1.2322% 7 1.1402% 
2,000 6 3.2257% 7 2.1923% 8 1.2582% 9 0.8451% 11 0.8316% 
3,000 7 2.5708% 8 1.7333% 10 0.9967% 11 0.7070% 14 0.6889% 
5,000 8 2.1180% 13 1.3599% 14 0.7929% 15 0.5435% 19 0.5071% 
10,000 15 1.4430% 19 0.8957% 21 0.5258% 25 0.4073% 31 0.4013% 
20,000 25 1.1325% 29 0.6106% 34 0.3633% 41 0.2481% 48 0.2246% 
50,000 51 0.5954% 62 0.3778% 66 0.2393% 95 0.1870% 140 0.1768% 
Table 4.12 Optimal number of time-steps and RMSEs of the LSM algorithm depending, on the 
number of simulated paths within the simulation and option‟s moneyness 
The convergence of the LSM algorithm now becomes clear as relative 
RMSEs drastically decrease with the increase in the number of simulated 
paths within the simulation. This was expected because of the decrease in the 
upwards bias, which is a consequence of the increase of the number of in -the-
money paths and the decrease of the downwards bias with the increase of the 
number of t ime-steps. It proves what Longstaff and Schwartz stated: that the 
LSM algorithm converges to the actual value of option if J  and M .38 
Nevertheless this increase in the precision of the simulation comes at a great 
cost  in terms of computational time.  
                                               
38
  Where J denotes the number of time steps considered, and M is the number of simulations. 
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When running a 100,000-path simulation to price an at -the-money 
option, the mean of the estimator is already very close to the exact price of 
the option when the number of exercise dates is 50 (i.e. relative error of the 
mean of the estimator is less  than 0.1%) but it  reaches the exact value of the 
price with at least  250 or more time-steps (depending on the level of the 
option‟s moneyness). Having this many time -steps hugely increases the 
computational time of the simulation, although RMSE values are  significantly 
smaller than for the 10,000-path simulations.   
Thus, when deciding on the best number of time -steps, one should 
firstly consider the number of paths planned for the simulation. Keeping in 
mind the weak law of large numbers,  that by repeating  the same simulation 
(in terms of the choice of the number of time -steps, number of paths per 
simulation and polynomial) but using different sets of random numbers and 
taking the final result to be the average of utilised simulations, the level of  
precision rises and the standard deviation lowers, it  is obvious that there is  a 
certain need for the optimal set of properties for a LSM to be identified, so 
that  it  can be used to the full extent.  
In the next section, the search for this optimal set of propertie s (i .e. the 
number of time-steps, number of paths per simulation and the regression 
polynomial) as a way of identifying the most efficient version of LSM is 
explained.  
4.3 The Search for the Optimal Set of Parameters  
As already highlighted, as the number of simulated paths increases, the 
number of time-steps required for the mean of the estimator to be the closest  
to the zero value also increases, which results in a huge increase in 
computational time. In previous sections, it  has been shown that when the 
number of paths within the LSM simulation is 50,000, the optimal number of 
time-steps can be greater than 100. From the point of view of someone who 
requires the least time-consuming way of obtaining a result  with a specific 
level of precision: having 100 tim e-steps in a 50,000-path simulation is 
unacceptable if the same or even higher level of precision can be obtained 
with an average result of 5 simulations consist ing of 10,000 paths that have 
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only 20 time-steps –  which requires a significantly shorter period of time. 
This section examines the trade-off between the consistency of the algorithm 
and computational time. The final result ,  which is the average of a number of 
simulations, has a significantly increased level of precision, with the same 
amount of computational time as the original  usage of LSM algorithm.  
Optimal number of time-steps and computational times 
Number of 
simulated 
paths 
Strike price 
40 45 50 55 60 
# 
Time 
[ms] 
# 
Time 
[ms] 
# 
Time 
[ms] 
# 
Time 
[ms] 
# 
Time 
[ms] 
1,000 4 1.1 5 1.6 5 1.9 6 2.2 7 2.6 
2,000 6 3.7 7 4.8 8 6.0 9 6.7 11 9.0 
3,000 7 6.3 8 8.3 10 11.2 11 12.9 14 16.9 
5,000 8 12.7 13 24.0 14 27.5 15 29.9 19 40.7 
10,000 15 71.6 19 124.8 21 142.0 25 176.4 31 234.7 
20,000 25 333.6 29 421.2 34 489.7 41 689.3 48 853.5 
50,000 51 2041.1 62 2655.3 66 2948.1 95 4358.9 140 6509.1 
Table 4.13 Average computational time of the algorithm per simulation, depending on the number of 
simulated paths within the simulation and option‟s moneyness39 
For example, the computational time needed for pricing a deeply out -
of-the-money option with a 50,000-path simulation with 51 time-steps is  
2041.1ms, whereas with the 20,000-path simulation with 25 time-steps, it  is 
333.6ms –  over 6 times less. If 500 bundles  of six simulations consisting of 
20,000 simulated paths have lesser RMSE than 500 simulations consisting of 
50,000 simulated paths, it  can be said that the average of six 20,000 -path 
simulations yields more precise and consistent results than a 50,000 -path 
simulation –  because they produce a better result in a shorter period of time. 40  
Having already concluded that the most precise results are obtained 
using 4
t h
 order (5 monomials including the constant) basic powers 
polynomial, the most efficient set of number of times-steps and number of 
paths are identified using this polynomial. The average computational times 
for the tested simulations are presented in Table 4.13 .   
                                               
39
  All the simulations were run using the optimal number of time steps previously determined. 
40
  This statement relates only to deeply out-of-the-money options. 
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These values were obtained as an average of 200 runs  in the previous 
section. Taking their least common multiple as a fixed expected 
computational time for each „sample‟ of the population needed for the 
statistical analysis, one can compare the efficacy of these different sets of 
LSM properties.
41
 The problem with this kind of comparison is that the least 
common multiple for these numbers can be as high as 10
1 0
ms (i.e. more than 
115 days). The only way to overcome this obstacle is to make the 
comparisons in pairs .  
When using the optimal number of time -steps, the mean of the 
estimator is set to be the closest possible to zero  (depending on the set of 
random numbers used). Thus,  RMSE values are the ones on which this 
analysis focusses, as they represent the consistency of the estimator and the 
level of stability. RMSE values show in very practical terms how reliable the 
estimator is.  
The following subsections compare the performance of the LSM 
algorithm between a control, in which a plain LSM algorithm is being 
simulated, and the LSM algorithm obtained with aver age values of more 
simulations,  utilised within the same or less computational time.   
4.3.1 Comparison between 50,000-Path LSM and Average of Six 
20,000-Path LSM 
In this subsection, the results of a plain 50,000 -path LSM are compared 
to results obtained by averaging six estimates using 20,000 -path simulations 
with different sets of random numbers. This means that the average value of 
six 20,000-path estimates is considered as one result. The batch of six 
20,000-path estimates is compared to the plain 50,000 -path estimate in terms 
of relative error,  RMSE and computational time.  
From the table in Table 4.13 it can be seen that computational time 
required for the 50,000-path estimate is more than six times greater than the 
computational time for the 20,000-path LSM estimate for all level of an 
option‟s moneyness ,  using the optimal number of time-steps for both 
simulations.   
                                               
41
  As previously emphasised, the computational time may have small fluctuations depending on various 
factors which become negligible for simulations that take longer than 50ms. 
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Average of six 20,000-path 
simulations 
Plain 50,000-path simulation 
Strike Relative Error RMSE Time Relative Error RMSE Time 
40 0.1270% 0.2553% 2010.5 -0.0125% 0.3415% 2041.1 
45 -0.0005% 0.1635% 2524.3 0.2051% 0.2509% 2655.3 
50 0.0351% 0.1180% 2952.2 0.0681% 0.1769% 2948.1 
55 0.0109% 0.0841% 4155.0 0.1036% 0.1497% 4358.9 
60 -0.0981% 0.0858% 5103.6 -0.0002% 0.1501% 6509.1 
Table 4.14 Comparison between average of six 20,000-path simulations and plain 50,000-path 
simulation 
As presented in Table 4.14, relative errors do not differ much and, as 
previously stated, largely depend on the specific sets of random numbers  
used within the simulation. Thus, relative errors do not represent a basis for 
comparison, as the consistency and stabil ity of the estimates is characte rised 
in RMSE values.  
Figure 4.15 shows that  using an average value of the batch of six 
20,000-path estimates results in much more consistent and stable results than 
the estimate using 50,000 simulated paths. For a ll  the levels of the option‟s 
moneyness, the ABO 20,000-path RMSE are around 0.1% smaller. In relative 
terms, RMSE values of 50,000-path simulations are between 33% and 78% 
greater than RMSE values of the six 20,000 -path batches.  
 
Figure 4.15 Compared RMSEs of average of six 20,000-path simulations and plain 50,000-path 
simulation 
103 
 
The computational t ime required for six 20,000 -path batches are, for 
all levels of option‟s moneyness, less than those required f or the plain 
50,000-path estimates (Figure 4.16). Because of the greater increase in the 
number of time-steps for the 50,000-path estimate of a deeply-in-the-money 
option, the computational time is drastically high er than the time needed to 
compute six 20,000-path deeply-in-the-money estimates.  
 
Figure 4.16 Compared computational times of six 20,000-path simulations and plain 50,000-path 
simulation 
The great improvement in terms of RMSE values of six 20,000 -path 
batches, compared to plain 50,000-path estimates obtained with smaller 
amounts of time, is displayed. RMSE values of six 20,000 -path batches are 
smaller by 0.1% on average than those of 50,000 -path estimates.  In relative 
terms, RMSE values of 50,000-path estimates are on average 58% more  than 
those of six 20,000-path batches. Computational time is also reduced for the 
six 20,000-path batches, by almost 7% on average, compared to 
computational times needed to cal culate the same options using simulations 
consisting of 50,000 paths. This makes a huge difference and leads to an 
obvious and logical conclusion, that the average result of a 20,000 -path batch 
is more reliable and accurate than the estimate of a 50,000 -path simulation.  
In the next step, the efficiency of the 20,000 -path estimate is compared 
with the average of three 10,000-paths results.  
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4.3.2 Comparison of 20,000-Path LSM and Average of Three 
10,000-Path LSM 
The next step is to compare the effectiveness of 20,0 00- and 10,000-
path simulations. The average computational time for each simulation 
consisting of 20,000 simulated paths is more than three times greater than for 
the 10,000-simulated-path simulation for all levels of the option‟s 
moneyness. Thus, if  batches of three estimates consisting of 10,000 paths 
prove to be more efficient than simulations consisting of 20,000 paths, we 
can rightly state that 10,000-path simulations are more efficient when the 
number of exercise dates does not need to be greater than  the optimal number 
of t ime-steps.  
 
Average of three 10,000-path 
simulations 
Plain 20,000-path simulation 
Strike Relative Error RMSE Time Relative Error RMSE Time 
40 -0.1354% 0.4464% 215.2 -0.0125% 0.6495% 333.6 
45 0.2512% 0.3781% 374.8 0.2887% 0.4055% 421.2 
50 -0.0455% 0.2185% 424.9 -0.0489% 0.2686% 489.7 
55 0.0964% 0.1707% 528.1 -0.1535% 0.1986% 689.3 
60 -0.1636% 0.1822% 705.5 -0.1192% 0.1907% 853.5 
Table 4.17 Comparison between average of three 10,000-path simulations and plain 20,000-path 
simulation 
The results of this comparison are presented in Table 4.17. Relative 
errors are very much alike here and, as stated previously,  depend solely on 
the sets of random numbers used within the simulation. The comparison of 
consistency and accuracy of the two methods relies on RMSE values and 
computational time. 
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Figure 4.18 Compared RMSEs of average of three 10,000-path simulations and plain 20,000-path 
simulation 
The improvement of RMSE values is obvious in this comparison as 
well (Figure 4.18).  When the option is valued using three 10,000 -path 
batches, RMSE values are smaller –  between 0.01% and 0.2% - than RMSEs 
obtained by plain simulations consisting of 20,000 paths. In relative terms, 
that means an improvement of the consistency of the estimator which varies 
between 5% and 45%, depending on the level of option‟s moneyness.  
 
Figure 4.19 Compared computational times of three 10,000-path simulations and plain 20,000-path 
simulation 
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Computational time required for the batch of three estimates consisting 
of 10,000-path simulations is  on average 20% less than for its plain 20,000-
path counterparts,  as can be seen in Figure 4.19. 
This comparison therefore allows us to  conclude that, if the option‟s 
features allow the number of time-steps –  used within the simulation –  to be 
the optimal number for the 10,000 -path simulation, then the average of three 
10,000-path results are a more reliable estimation than an estimate obtained 
by a 20,000-path simulation.
42
 Also, using the conclusion from the previo us 
subsection, it  can be stated that for a specific timeframe given, the average 
value of the maximum possible number of repetit ively utilised 10,000 -path 
simulations will give better results than those of 20,000 paths or 50,000 
paths.  
4.3.3 Comparison of 10,000-Path LSM and Average of Five 
5,000-Path LSM 
The following is a comparison between the plain 10,000 -path LSM 
simulation and the average of multiple 5,000 -path LSM estimates. From 
Table 4.13, it  can be seen that the  computational time required for utilising 
one 10,000-path simulation is more than five times greater than that needed 
for an estimate based on a simulation consisting of 5,000 paths. That is why,  
here, the average of five 5,000-path estimates is being compared to a single 
10,000-path LSM estimate. The results are presented in Table 4.20. 
 
Average of five 5,000-path 
simulations 
Plain 10,000-path simulation 
Strike Relative Error RMSE Time Relative Error RMSE Time 
40 -0.6786% 0.5381% 63.3 0.4560% 0.8276% 71.6 
45 0.4378% 0.4056% 120.1 0.3073% 0.5948% 124.8 
50 0.1779% 0.2572% 137.6 0.4666% 0.3887% 142.0 
55 -0.1054% 0.1900% 149.9 -0.4923% 0.3260% 176.4 
60 -0.1786% 0.2071% 203.3 -0.6853% 0.3407% 234.7 
Table 4.20 Comparison between average of five 5,000-path simulation and plain 10,000-path 
simulation 
                                               
42
 An option can have minimum number of necessary time-steps which can be greater than the optimal number 
of time-steps 
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As expected, the batch of five 5,000 -path estimates yields a more 
reliable result than a single 10,000 -path estimate. RMSE values are between 
0.13% and 0.29% smaller (0.18% on average) for an average of five 5,000-
path estimates than for 10,000-path estimates. In relative terms, that is  
between 47% and 72% greater RMSE for a plain 10,000 -path simulation, or 
58% on average (see Figure 4.21).  
 
Figure 4.21 Compared RMSEs of average of five 5,000-path simulations and plain 10,000-path 
simulation 
 
Figure 4.22 Compared computational times of five 5,000-path simulations and one 10,000-path 
simulation 
108 
 
The computational t ime needed for the utilisation of five 5,000 -path 
simulations is almost 10% smaller on average (varying between 3% and 15%, 
depending on the level of the option‟s moneyness). As can be seen in Figure 
4.22, the computational time for a plain 10,000 -path simulations is always 
greater than the computational time needed for the five 5,000 -path batches.  
Altogether,  it  is shown that when the option‟s features do not require 
more exercise dates within the simulation (an option is still  considered to be 
“fully” American) than the optimal number of time -steps, taking the average 
of five 5,000-path LSM estimates yields much a more reliable result than the 
simulation consisting of 10,000 paths. Moreover, taking into account results 
from the previous subsections, it  can be said that in such a case, the average 
of a multiple number of 5,000-path estimates would yield more consistent 
results than 10,000-,  20,000- or 50,000-path simulations.  
4.3.4 Comparison of 5,000-Path LSM and Average of Three 
2,000-Path LSM 
Table 4.13 shows that the computational t ime needed for the 5,0 00-path 
LSM estimate is always more than three times greater than the computational 
time of a plain 2,000-path simulation. Thus, this subsection deals with 
comparing the results of an average of three 2,000 -path batches and plain 
5,000-path LSM estimates.  In Table 4.23 the results from this comparison are 
presented.  
 
Average of three 2,000-path 
simulations 
Plain 5,000-path simulation 
Strike Relative Error RMSE Time Relative Error RMSE Time 
40 0.4029% 1.0848% 11.0 -0.6653% 1.2147% 12.7 
45 0.7699% 0.8107% 14.5 0.3442% 0.9031% 24.0 
50 0.1957% 0.5291% 18.1 0.3469% 0.5862% 27.5 
55 0.1207% 0.3938% 20.1 -0.1202% 0.4349% 29.9 
60 0.0049% 0.4020% 26.9 0.5020% 0.4305% 40.7 
Table 4.23 Comparison between average of three 2,000-path simulations and plain 5,000-path 
simulation 
Once again, relative errors vary and do not differ much from one 
another. However, RMSE values are far better (i .e. lower) for the averaged 
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estimates of batches consisting of three 2,000-path simulations, compared 
with those obtained with plain 5,000 -path LSM. As shown in Figure 4.24 
RMSE values of the average of three 2,000 -path estimates are lower - 
between 0.03% and 0.13% (and 0.08% on average)  than RMSE values of 
those obtained with simulations consisting of 5,000 paths. In relative terms, 
it  makes a difference between 7% and 12% (and 10.3% on average) .  
 
Figure 4.24 Compared RMSEs of average of three 2,000-path simulations and plain 5,000-path 
simulation 
 
Figure 4.25 Compared computational times of three 2,000-path simulations and plain 5,000-path 
simulation 
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The difference between the computational times required for both 
approaches is presented in Figure 4.25. The computational time needed for 
the batch of three 2,000-path estimates is 30% lower on average, varying 
between 12% and 40%, depending on the level of the option‟s moneyness.  
Once again, it  can be concluded without a doubt that when the option‟s 
features allow the utilisation using the optimal number of time -steps (e.g.  
option does not pay out dividends on more dates t han the optimal number of 
time-steps),  it  is far more efficient and reliable to use an average of three 
2,000-path estimates than a single 5,000-path estimate. Also, taking into 
account the conclusion from the previous subsections it can be concluded that  
a batch of a maximum possible number of 2,000 -path estimates within a 
specific timeframe will yield a more efficient and reliable estimate than using 
5,000-, 10,000-, 20,000- or 50,000-path LSM estimates.  
4.3.5 Comparison of 2,000-Path LSM and Average of Three 
1,000-Path LSM 
Going back to the Table 4.13, i t  can be seen that the computational 
time needed to utilise an LSM simulation consisting of 2,000 paths is, for all 
levels of an option‟s moneyness,  more than three t ime s greater than the 
computational time needed for obtaining a 1,000 -path LSM estimate. The 
following are the results of the comparison between a plain 2,000 -path 
estimates and an average of three 1,000-path batches (shown in Table 4.26).  
 
Average of three 1,000-path 
simulations 
Plain 2,000-path simulation 
Strike Relative Error RMSE Time Relative Error RMSE Time 
40 0.3206% 1.5831% 3.3 0.2534% 1.8499% 3.7 
45 0.8646% 1.1827% 4.8 -0.1167% 1.4559% 4.8 
50 -0.3546% 0.8084% 5.7 0.3317% 0.9302% 6.0 
55 0.3981% 0.5757% 6.6 0.6346% 0.6763% 6.7 
60 -0.4477% 0.5773% 7.8 0.0594% 0.7061% 9.0 
Table 4.26 Comparison between average of three 1,000-path simulations and plain 2,000-path 
simulation 
Once again, relative errors on the average are almost of the same level 
for both approaches.  The obvious difference is with RMSE values which can 
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be seen in Figure 4.27. RMSE values of the average of t hree 1,000-path 
estimates are between 0.1% and 0.27% lower than those of plain 2,000-path 
estimates (or 0.18% on average). In relative terms , they are between 15% and 
23% lower (or 19% on average).  
 
Figure 4.27 Compared RMSEs of average of three 1,000-path simulations and plain 2,000-path 
simulation 
 
Figure 4.28 Compared computational times of three 1,000-path simulations and plain 2,000-path 
simulation 
From Figure 4.28, it  can be seen that for all the levels of an option‟s 
moneyness, the computational t ime needed to obtain an average of three 
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1,000-path estimates is lower than the t ime required to utilise a single 2,000 -
path simulation. The difference between computational times is a bit over 6% 
on average.  
Thus the conclusion is clear, that an average of three 1,000 -path LSM 
estimates will produce a more reliable and accurate estimate, within less 
computational time, than a single 2,000-path LSM estimate. Based on the 
conclusions from the previous subsections, it  can be said that when the 
option‟s properties do not require that the number of time -steps used within 
the simulation be greater than the optimal number of time -steps, it  would be 
most efficient to utilise the 1,000 -path LSM simulation as many times as 
possible within the given timeframe, and use the average value of all  
estimates obtained as the final value. This conclusion relates not only to LSM 
simulations consisting of 2,000, 5,000, 10,000, 20,000 and 50,000 paths,  but 
to all LSM simulations whose number of simulated paths is greater than 
1,000.  
4.4 Summary of the Optimal Utilisation of LSM 
Algorithm 
In this chapter, the optimal number of time-steps was identified for 
five distinct levels of an option‟s moneyness when the number of paths used 
in the simulation is 1,000, 2,000, 3,000, 5,000, 10,000, 20,000 and 50,000 for 
both basic powers and Hermite polynomials of 3
rd
 and 4
t h
 order. The first  
extremely important conclusion from this analysis is that the optimal number 
of time-steps depends on the number of paths used within the simulation. The 
increased instability of the method when the option reaches deeply -in-the-
money territory is diagnosed with certainty, brin ging out a property of the 
algorithm which should be further explored.  
A significant contribution in this chapter is the pinpointing of basic 
powers polynomial of the 4
t h
 order, as providing the best results in terms of 
relative error, RMSE and computatio nal time altogether.  
The convergence of the algorithm has also been proven in this chapter. 
When the number of paths was raised to 100,000, the variance of the 
algorithm more than halved. The drawback of increasing the number of paths 
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is that the number of  time-steps needed for relative error of the mean of the 
estimator to be zero rises tenfold or even more. This consequently affects 
overall computational time. Despite the fact that many papers and books have 
been fully or partially dedicated to the assess ment of the LSM algorithm, stil l  
no-one has discussed the most efficient application of the original LSM 
algorithm or the optimal set  of parameters that  should be used when a 
specific timeframe is given.  
In section 4.3, the second major new conclusion about the practical  
application of the LSM algorithm was introduced and confirmed: that  
repeating the same simulation with a smaller number of paths and taking the 
average of all estimates yields much better results  than one simulation 
consisting of many more paths. This idea is completely new in the field of 
Monte Carlo simulations applied in finance, and needs further research, for 
different derivatives and applications of Monte Carlo simulations.  
114 
 
5. A New Approach (ABO-LSME) to Valuing 
American Options with LSM Algorithm  
Although the general optimal number of iterations which can be 
applied to any LSM simulation was not identified in the previous chapter, an 
extremely important result was revealed. The general belief  that Monte Carlo 
simulations are more and more efficient with an increased number of 
iterations within the simulation does not entirely hold for the LSM algorithm. 
The average of as many as possible LSM estimates in the given timeframe, 
with the minimum optimal number of time-steps, yields the most efficient and 
reliable result . No author has previously discussed the optimal number of 
paths within the simulation, as the accepted idea of the Monte Carlo 
simulation has been that the simulation‟s standard err or decreases with the 
increase of iterations within it  (as mentioned in previous chapters). The sum 
of all biases depends on the number of iterations used within the simulation; 
thus,  increasing the number of simulated paths (without altering the number 
of time-steps and the number of monomials in the regression polynomial) can 
even reduce the level of precision .
43
.   
The approach proposed here –  called the Average of Batch of Optimal 
LSM Estimates  (ABO-LSME) –  f irstly identifies the lowest possible number 
of time-steps that can be used within the simulation (dependent on the 
option‟s features) and based on that, the adequate number of simulated paths 
(for which the chosen number of time-steps is optimal) is  recognised; lastly,  
it  util ises the LSM simulation with the specified parameters as many times as 
possible within the given timeframe, where the final result is the average of 
all of the obtained estimates.  
This chapter introduces a new approach (ABO-LSME) to valuing 
American options with the LSM algorithm, based on the research presented 
so far. The following sections include a breakdown of the approach and the 
test  results,  proving the effectiveness of the approach.  
                                               
43
 This property of the LSM algorithm was identified by Stantoft [75 ], Moreno and Navas [76 ], Clement et al. 
[77 ], Areal et al. [18 ], Zhou [96 ] and Huang and Huang [82 ]. 
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5.1 Breakdown of ABO-LSME Approach 
The ABO-LSME approach focusses on how to use all the possible time 
at hand and make the most of it  in terms of accuracy of the simulation. In this 
chapter, the ABO-LSME is presented in which for such a simulation the 
optimal number of paths within the simulation can be identified, and then the 
simulation using that „optimal‟ number of paths can be repeated the required 
number of times (depending on the required level of precision or available 
time), and the average value of the obtained results accepted as the final  
result . This is a completely new approach in the  Monte Carlo field for 
valuing American options dependent on discrete dividend payouts or other 
discrete movements which directly affect  the price of the underlying.  
The ABO-LSME approach can be simply described in four steps:  
1.  Retrieve the minimum possible  number of time-steps by 
examining option‟s features  
2.  Identify the optimal number of simulated paths matching the 
minimum possible number of time-steps and the level of  
option‟s moneyness  
3.  Repeat, utilising LSM simulation with the parameters determined 
in the previous two steps, using all available time  
4.  Calculate the average of the batch of obtained estimates  
Determining the minimum possible number of time -steps which should 
be used within the simulation comes down to identifying all  discrete 
movements related to the asset or assets on which the option is issued. The 
most common discrete shifts in the price of an asset come in the form of 
discrete dividend payments. Thus, the minimum number of time -steps is most 
often determined by adding all dividend payment  dates of all  assets 
underlying the option. For example, if the option being priced is a one -year 
option on a single asset that pays out quarterly dividends, the minimum 
number of time-steps within the simulation would be four.   
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The second step of the method might seem to be time-consuming, but 
with an already-created database of optimal numbers of paths for matching 
number of time-steps and an option‟s moneyness, this step becomes 
extremely swift and requires no more computational time than that  needed to 
retrieve a number from the database. It  should be noted that the dividend 
payments change the level of the option‟s moneyness.  In the case of a put 
option, dividend payments give more value to the option(i.e. shift the level of 
option‟s moneyness more into -the-money compared to its  zero -dividend 
counterpart). In the case of a call option, dividend payments reduce the value 
of the option and the level of the option‟s moneyness is reduced, compared to 
its zero-dividend counterpart.  
The third and fourth steps of the ABO-LSME approach are sufficiently 
self-explanatory.  
In the following subsections, the practical implementation of the 
proposed method is presented, together with a comparison with the 
originally-proposed LSM algorithm and the results obtained using  the LSM 
with the greatest possible number of simulated paths and matching optimal 
number of time-steps. 
5.2 Results 
In this section, the proposed ABO-LSME approach is implemented and 
its results compared to the LSM algorithm originally proposed by Longstaff 
and Schwartz [2], and to the LSM simulation consisting of the maximum 
number of paths with the matching optimal number of time -steps that  can be 
carried out within the specified t imeframe.  
Two different cases of discrete-dividend-paying options will be valued, 
using the above mentioned methods. The first option has semi -annual discrete 
payments and the second one has quarterly discrete payments.  
5.2.1 Pricing an American Option on an Asset with Semi -Annual 
Discrete Dividend Payments 
In this subsection, the ABO-LSME approach is tested on an American 
put option on an asset which has semi -annual discrete dividend payments.  
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The option‟s maturity is set to two years; thus, there will be eight dividend 
payouts before the option expires. The current price of the asset is set to 50 
and its constant volatility is  40%. The constant risk -free interest rate is 6% 
per annum. Once again, the option will be priced for different strike prices in 
order to cover different regions  of the option‟s moneyness. 44 Antithetic 
variates are used to generate the asset -price paths, which is why the number 
of simulated paths will be set only to different even numbers. All relative 
errors and computational times of original LSM and ABO -LSME approach in 
this chapter are calculated as an average of 250 estimates. RMSE values are 
calculated upon these results, as described in section 0 of this thesis.  
The benchmark used here is the Crank-Nicolson finite difference 
method for pricing financial derivatives, applied directly to the Heat equation 
from a Black-Scholes grid consisting of 300 space -steps and 70 time-steps as 
the benchmark. In this subsection, an American put option of two years –  on 
an asset which has a current price of 50 and volatility of 40%, with the 
interest rate fixed at 6% annually,  and semi -annual dividend payments of 
0.25 –  is being priced, and the values obtained with the Crank -Nicolson finite 
difference method are presented in Table 5.1.  
Strike price CN Price of American Put Option 
40 4.3797 
45 6.4760 
50 8.9910 
55 11.8983 
60 15.1691 
Table 5.1 Benchmark values  
(asset-price = 50; volatility = 40%; r = 6%; maturity = 2 years, semi-annual dividend = 0.25) 
As a first  step of the ABO-LSME algorithm, the minimum number of 
time-steps is distinguished. Because dividends are paid out semi -annually 
throughout a two-year period, it  means there are four d iscrete dividend 
payments until the option expires. Thus, there should be at least four time -
                                               
44
  Strike prices in independent simulations will be set to 40, 45, 50, 55 and 60. 
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steps within the simulation: therefore that is  the minimum number of time -
steps.  
The second step identifies the matching number of simulated paths that  
should be utilised, so that performed LSM algorithm is optimal (i.e.  the mean 
value of the estimator as close as possible to zero value). As already 
concluded, the values for the optimal number of paths used within the 
simulation depends both on the number of time -steps and the option‟s 
moneyness; thus, a separate inspection must be made for each strike price.  
Having a database with optimal numbers of time -steps and matching number 
of simulation paths, depending on the option‟s moneyness, means this part of 
the algorithm can be performed almost instantly.
45
  
For a deeply in-the-money option (strike price is 60) the optimal 
number of simulated paths is 140. The mean of the estimator‟s relative error 
starts undervaluing the option when the number of simul ated paths is  
increased further . Thus, for the specific option that  is being priced in this 
section, for the strike price of 60, the optimal set of parameters for an LSM 
simulation is four time-steps and 140 paths.  
When the strike price is set to 55, the mean of the estima tor‟s relative 
error is the closest to zero value when the number of simulated paths is 256. 
Thus, for this option, the optimal set of parameters is four time -steps and 256 
simulated paths.  
When the strike price of the option is equal to 50, the mean of th e 
estimator‟s relative error crosses the zero value when the number of time -
steps is between 410 and 412. It is closest to zero when the number of 
simulated paths is 412, which implies that the optimal number of simulated 
paths for this option, with four t ime-steps, is 412.  
When the strike price is set to the value of 45, relative error of the 
LSM estimator for the option being priced here is closest to zero when the 
number of simulated paths is 908. Thus, the optimal set of parameters for 
pricing this option is four time-steps and 908 simulated paths.  
                                               
45
  If no database of optimal parameters is available, practitioners will most usually need only one 
estimate for one exact strike price, which will then require only one search for the optimal number of simulated 
paths.  
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Relative error of the LSM simulation when the strike price is 40, for 
the previously specified option, is the least when the number of simulated 
paths is 9,860. Thus, the optimal set of parameters for pricing this option is 
four t ime-steps and 9,860 simulated paths.  
The conclusion brought out in the previous two chapters –  that the 
LSM estimates‟ mean depends on the choice of the number of time -steps and 
the number of simulated paths –  is also evident. It  can be seen that when the 
number of time-steps is fixed (in this case, the number of time -steps is four), 
increasing the number of simulated paths after the optimal value results in 
the estimator 's undervaluing the option. This is due to the already -explained 
offset of biases occurring in the algorithm, which at one point sums up to a 
zero value. In this thesis, the set of parameters at that point have been 
identified as the „optimal set of parameters‟. When the strike price is set  to 
40 (i.e. a deeply out-of-the-money option) the mean of the estimator‟s 
relative error reaches the zero value when the number of simulated paths is  
9,860. For the rest of the options, the optimal number of simulated paths is  
less than 1,000.  
Now the optimal number of time-steps and optimal number of 
simulated paths have been identified for all five options (the option with the 
same parameters but with different strike prices) being priced in this section. 
They are presented in Table 5.2.  
Strike 
price 
Optimal Parameters 
Time-steps Simulated Paths 
40 4 9860 
45 4 908 
50 4 412 
55 4 256 
60 4 140 
Table 5.2 Optimal parameters for the specified option on an asset with semi-annual dividends 
The next step in the ABO-LSME approach is to calculate as many LSM 
estimates as possible using the optimal set  of parameters.  The timeframe 
given in this test is  the computational time needed for utilising one original  
LSM estimate which has 100,000 paths (using  the antithetic variates 
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technique), 50 time-steps and uses Laguerre polynomial of the 3
rd
 order for 
the least-squares regression. Thus, the ABO-LSME is directly compared and 
tested against the original LSM algorithm. The computational time needed for  
the original LSM algorithm –  compared with the LSM algorithm utilised with 
optimal parameters –  are presented in Table 5.3. In the third column of the 
table,  the ratio between the two computational times is shown; this will  be 
used for determining the number of optimal LSM estimates in one batch of  
ABO-LSME.  
Strike 
Price 
Average Original LSM 
Computational Time [ms] 
Average Optimal LSM 
Computational Time [ms] 
Original LSM Time / 
Optimal LSM Time 
40 13413.73 93.26 143.83 
45 18088.14 12.69 1425.61 
50 23129.82 6.93 3336.67 
55 27747.71 4.70 5908.80 
60 31347.14 2.54 12360.86 
Table 5.3 Average computational time for a single estimation by original LSM and optimal LSM 
algorithm 
In order to be sure that the computational time of the ABO -LSME does 
not exceed the computational time of a single original LSM simulation, the 
number of optimal LSM estimates within a batch is chosen to have distinctly 
lower values than the ratio  between original LSM computational time and 
optimal LSM computational time (as shown in Table 5.4).  
Strike 
Price 
Original LSM Time / 
Optimal LSM Time 
Number of optimal LSM estimates 
within a single ABO-LSME batch 
40 143.83 100 
45 1425.61 1,000 
50 3336.67 3,000 
55 5908.80 5,000 
60 12360.86 10,000 
Table 5.4 Determining the number of optimal LSM estimates within a ABO-LSME batch 
The choice of number of optimal  LSM estimates per batch within the 
ABO-LSME algorithm is decided in this way in order to illustrate the 
significantly higher level of precision and stability of the ABO -LSME 
algorithm, compared to the original LSM, even using less time for the 
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calculation. Practitioners will probably use all available time, to ensure the 
highest possible level of accuracy of their estimate . Table 5.5 shows the 
comparison of the results for pricing the option previously specified in  this 
section, by using the originally-proposed LSM algorithm and the ABO-LSME 
proposed in this chapter.  
Strike 
Price 
Original LSM ABO-LSM 
Relative Error RMSE Time [ms] Relative Error RMSE Time [ms] 
40 0.8946% 0.9518% 13414 0.0068% 0.1110% 9337 
45 0.2177% 0.3060% 18088 -0.0245% 0.0769% 12702 
50 -0.3030% 0.3335% 23130 -0.0028% 0.0413% 19985 
55 -0.6997% 0.7103% 27748 -0.0065% 0.0338% 23783 
60 -1.0122% 1.0186% 31347 0.0172% 0.0359% 26013 
Table 5.5 Comparison between original LSM and ABO-LSME approach 
 
Figure 5.6 Relative errors of original LSM and ABO-LSME estimates 
Relative errors of ABO-LSME estimates are astonishingly lower than 
those of original LSM estimates. In Figure 5.6, relative errors for both 
algorithms are presented. On the one hand side, the relative error of ABO-
LSME does not exceed ±0.03%, and on the other the original  LSM‟s least 
error is 0.22% and its  absolute value tops 1% (when the strike price is set to 
60). Relative errors of ABO-LSME approach estimates are between 9 and 130 
times lower than those of original LSM estimates, representing a huge 
difference in the precision of the estimator.   
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As already pointed out, the most important measure of the stability and 
consistency of the estimator are RMSEs. The RMSE values of ABO -LSME 
are significantly lower than of those of the original LSM algorithm . In Table 
5.5, it  can be seen that RMSE values of ABO -LSME vary between 0.034% 
and 0.11%, as opposed to RMSE values between 0.31% and 1.02%, produced 
by an original LSM algorithm. In Figure 5.7 that difference is graphically 
explained.  
 
Figure 5.7 RMSEs of original LSM and ABO-LSME estimates 
 
Figure 5.8 Computational time of original LSM and ABO-LSME approach 
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The average computational time needed to obtain one original LSM 
estimate is considerably greater than the computational time of ABO -LSME 
simulation for pricing the same option. The differences in computational time 
between the two algorithms are presented in Figure 5.8.  
Overall , the difference in the efficiency between the original  LSM 
algorithm and the ABO-LSME approach is astonishingly great. RMSE values 
of the ABO-LSME algorithm do not exceed 0.11%, whereas RMSEs of the 
original LSM algorithm are at best 0.31%, and go up to as much as 1.02%. At 
some points, relative error of the ABO -LSME is as much as 130 times lower 
than relative error of the original LSM algorithm, even though the ABO -
LSME estimates were obtained in considerably reduced computational  time.  
In order to show that this superiority (in terms of efficiency within the 
same time interval), of the ABO-LSME approach to the original LSM 
simulation remains at more or less the same level, the next subsection 
presents a comparison of the results of ABO-LSME and original LSM, for  
pricing an option on an asset  that pays out quarterly dividends.  
5.2.2 Pricing an Option on an Asset with Quarterly Discrete 
Dividend Payments 
In this subsection, the ABO-LSME approach is tested on an American 
put option on an asset which has quarterly discrete dividend payments. The 
option‟s maturity is  also set to two years,  which implies that there will be 
eight dividend payouts until the option expires. The current price of the asset  
is set to 50 and its cons tant volatility is 40%. The constant risk -free interest  
rate is 6% per annum. Strike prices are set to 45, 50, 55 and 60, in 
independently util ised simulations, in order to test the approach for all levels 
of option‟s moneyness.  
The benchmark being used here is the Crank-Nicolson finite difference 
method, for pricing financial derivatives applied directly to the Heat equation 
from the Black-Scholes grid, consisting of 300 space -steps and 70 time-steps 
as the benchmark. The values obtained are presented in Table 5.9.  
Strike price CN Price of American Put Option 
45 6.7571 
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50 9.3471 
55 12.3317 
60 15.6797 
Table 5.9 Benchmark values  
(asset-price = 50; volatility = 40%; r = 6%; maturity = 2 years, quarterly dividend = 0.25) 
As a first step in the ABO-LSME algorithm, the minimum number of 
time-steps is distinguished. Because there are eight discrete dividend 
payments (i .e. four dividends per year) there should be at leas t eight time-
steps.  
The second step identifies the matching number of simulated paths that  
should be util ised, to optimise the LSM algorithm performed (i.e. the mean 
value of the estimator is  as close as possible to zero value).   
As already concluded, the  values for the optimal number of paths used 
within the simulation depends both on the number of time -steps and the 
option‟s moneyness.  Thus, a separate inspection must be carried out for each 
strike price.  Practitioners will  usually need only one estimate  for one exact 
strike price which –  if no optimal sets database is created –   will then require 
only one search for the optimal number of simulated paths.   
The mean of the estimator‟s relative error, for the option being priced 
here with the strike price of 60 (using eight time-steps),  is  closest to zero 
value when the number of simulated paths is 220. Therefore,  the optimal set  
of parameters for pricing this particular option is eight time -steps and 220 
asset-price paths.  
The mean of the estimator‟s relative error, for pricing the previously 
specified option with a strike price of 55, is closest to zero when the number 
of asset-price paths is 412. Thus, the optimal set  of parameters for pricing 
this option is eight time-steps and 412 paths.  
The least absolute relative error when the strike price is 50 is obtained 
when the number of simulated paths is set to 860. That sets the optimal set of 
parameters for pricing this option to eight and 860, for number of time -steps 
and number of asset -price paths respectively.   
When the strike price is set to 45, the mean of the estimator‟s relative 
error is closest to zero when the number of simulated paths is 5,750.  
125 
 
Therefore, the optimal set of parameters for valuing this option consists of 
eight time-steps and 5,750 simulated paths.  
Thus, based on these results, the parameters for the utilisation of 
optimal LSM simulations have been identified (as shown in Table 5.10).  
Strike 
price 
Optimal Parameters 
Time-steps Simulated Paths 
45 8 5750 
50 8 860 
55 8 412 
60 8 220 
Table 5.10 Optimal parameters for the specified option on an asset with quarterly dividends 
As previously mentioned, this whole step can be skipped if the user has 
a database with optimal numbers of simulated paths matching different time -
steps and levels of an option‟s moneyness.   
Now the comparison of the ABO-LSME approach and the original LSM 
can be performed, by calculating as many optimal LSM estimates as possi ble, 
in a smaller amount of time than the original LSM. Thus, the ABO -LSME is 
directly compared and tested against the original LSM algorithm, by being 
given the amount of computational time needed for one original LSM 
estimate with 100,000 paths (using the antithetic variates technique), 50 
time-steps and which uses Laguerre polynomial of the 3
rd
 order for the least -
squares regression.  
The computational t ime needed for the original  LSM algorithm and 
LSM algorithm utilised with optimal parameters, are pres ented in Table 5.11.  
Strike 
Price 
Average Original LSM 
Computational Time [ms] 
Average Optimal LSM 
Computational Time [ms] 
Original LSM Time / 
Optimal LSM Time 
45 20286.452 189.852 106.85 
50 25956.32 35.732 726.42 
55 31075.344 19.364 1604.80 
60 35030.688 12.296 2848.95 
Table 5.11 Average computational time for a single estimation by original LSM and optimal LSM 
algorithm 
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In the third column of the table the ratio between the two 
computational times is shown; this will be used for determining the number 
of optimal LSM estimates in one batch of ABO-LSME.   
Strike 
Price 
Original LSM ABO-LSM 
Relative Error RMSE Time [ms] Relative Error RMSE Time [ms] 
45 -0.0793% 0.2243% 20286 -0.0086% 0.0898% 18985 
50 -1.0094% 0.5907% 25956 0.0017% 0.0577% 25012 
55 -1.7178% 0.7486% 31075 -0.0036% 0.0465% 29046 
60 -2.2667% 1.0385% 35031 -0.0155% 0.0454% 30740 
Table 5.12 Determining the number of optimal LSM estimates within a ABO-LSME batch 
In order to make sure that the computational time of the ABO -LSME 
does not exceed the computational time of a single original LSM simulation, 
the number of optimal LSM estimates within a batc h is chosen to have 
distinctly lower values than the ratio between original LSM computational  
time and optimal LSM computational time (as shown in Table 5.12).  
The reason for making such a rough choice of the numb er of optimal 
LSM estimates per batch within the ABO-LSME algorithm is to prove the 
significantly higher level of precision and stability of the ABO -LSME 
algorithm, compared with the original  LSM, even using less time for the 
calculation. As previously sta ted, practit ioners will probably use all available 
time to ensure the highest possible level of accuracy of their estimate.  
For all  four different options, the computational time of the ABO -
LSME approach is around two seconds shorter than the computational  time of 
the original  LSM simulation.  
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Figure 5.13 Computational time of original LSM and ABO-LSME approach 
 
Figure 5.14 RMSEs of original LSM and ABO-LSME estimates 
RMSEs of the ABO-LSME algorithm for pricing these four options are 
between 0.04% and 0.09%, compared with those of the original LSM 
algorithm, which are between 0.22% and 1.04%. This shows a significantly 
higher level of consistency and stabili ty for the ABO-LSME approach, just as  
in the previous subsection.   
Relative errors of the two approaches are drastically different.  The 
absolute value of relative error of ABO-LSME approach does not exceed 
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0.016%, as opposed to relative error of original  LSM  algorithm, which varies 
between 0.08% and 2.27%.  
 
Figure 5.15 Relative errors of original LSM and ABO-LSME estimates 
Overall , the ABO-LSME algorithm not only provides dramatically more 
stable and consistent  estimates, whose mean is distinctly closer to the real  
value of the option than the estimates of original LSM simulation, but it  is  
also always quicker as well.  
5.3 Summary of the ABO-LSME Approach 
Previous chapters of this thesis have shown that when computi ng LSM 
estimates it is not optimal to use the parameters, nor the regression 
polynomial, proposed in the original paper [2] by Longstaff and Schwartz.  
The final conclusion is that when the minimum numbe r of time-steps is  
identified, the most accurate estimate would be the average of as many 
computed LSM results, using the previously-determined minimum number of 
time-steps and its matching optimal number of simulated paths.  
In this chapter, this innovative approach was introduced and tested for 
two different assets, paying out quarterly and semi -annual dividends. For 
options on the semi-annual dividend-paying asset, five different options were 
priced and used to compare the original LSM and the ABO -LSME approach. 
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For options on a quarterly dividend -paying asset, four new options were 
priced and their results used to compare the ABO -LSME approach with the 
original LSM algorithm. Overall,  the ABO-LSME approach was compared to 
the original LSM algorithm through the analysis of results for nine different 
options.   
Relative errors of ABO-LSME algorithm are astonishingly lower than 
of those of the original LSM algorithm (for some options as much as 130 
times lower). RMSE values of the ABO -LSME algorithm are all wi thin the 
same range, and significantly lower than RMSEs of the original  LSM 
algorithm (RMSE value of ABO-LSME approach here varies between 0.03% 
and 0.11%, as opposed to RMSE values of the original LSM algorithm, which 
vary between 0.22% and 1.04%). Adding  the fact that all of the ABO-LSME 
estimates were obtained faster than the original LSM estimates,  there is no 
doubt that ABO-LSME approach produces more precise, stable and consistent 
results than the original  LSM algorithm.  
Applying variance reduction methods, such as the control variate 
technique, to ABO-LSME represents a possible topic for further 
investigation. This innovative approach is also pretty much ready to use,  as 
all that must be done for all practitioners already using the original LSM 
algorithm is to implement the ABO-LSME in their already-coded original 
LSM methods.  
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6. BLSM Method  
When approximating the exercise boundary in the LSM algorithm, the 
least-squares regression used does not adequately capture the shape of the 
optimal exercise boundary. As already explained in preceding chapters, this 
property of the LSM algorithm does not reduce with the increase in the 
degree of the polynomial. On the contrary, Stentoft [78], Glasserman and Yu 
[83], Areal et al.  [20], Jonen [93] and other authors show that ,  after a certain 
point , increasing the number of monomials within the polynomial does not 
necessari ly improve the quality of the estimates, and can even reduce the 
accuracy of the simulation.  
Areal et al.  [20] addressed this issue by using different approaches to 
applying the regression in the LSM algorithm. They presented an assessment 
of a modified LSM algorithm which uses two different accelerated 
approximations of least -squares regression algorithms (namely LFIT which 
solves the least-squares problem by the method of normal equations  and 
Gauss-Jordan elimination and SVD, which is the singular value 
decomposition  proposed by Press et al.  [102]) for estimating the early 
exercise boundary instead of using a plain least -squares regression. Two new 
approaches proposed in the paper cover modifying the process of the decision 
making exercise. One proposition (CONT-CE) compares the estimated 
continuation value obtained by the least -squares regression with the 
estimated value for that time-step using the regression from the previous 
time-step (instead of comparing it  to the present value of the option, as in 
LSM).
46
 For plain vanilla options, the authors propose that  the modified 
continuation value be set  to maximum between the estimated value of 
continuation obtained by least -squares regression and the value of the 
European option, with the parameters from that simulation path and with the 
maturity time being the remainder of the l ife of the option (i .e.  tN –  t j).  
The idea behind the BLSM method introduced here is in breaking up all 
in-the-money paths into a certain number of bundles in order, to achieve a 
better fit  of the exercise boundary determined according to the values of the 
                                               
46
  This proposition obviously increases the simulation‟s computational time.  
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payoff at  the next time-step and current asset -price. In order to maximise the 
effectiveness of the regressional fit ,  all  in -the-money paths at the current  
time-step are first sorted and then divided into bundles. In this way all  the 
paths in a bundle have a similar asset -price value,  and a regression covering 
these bundles separately yields much better results than a regression using a 
polynomial of much higher order on the whole set of in -the-money paths.   
The method proposed in this chapter is  based on the m otivation to 
improve the original LSM algorithm by achieving better optimal exercise 
boundary fit without increasing the number of monomials within the 
polynomial being used. A simple example of the difference between the fit  of 
a single regression applied  to a set of values and a fit of two separate 
regressions, each applied to a different half of the values, is presented in 
Table 5.2.  
 
Figure 6.1 Difference between original LSM regression and a 2-bundles regression 
The blue line represents a regressional fit ,  using a basic powers 
polynomial of 5
t h
 order, applied to all the in -the-money paths at a specific 
time-step of the algorithm. All in -the-money paths have been sorted 
according to their asset -price and then split into two bundles.  The regression, 
using the basic orders polynomial of 2
n d
 order, is applied to these bundles. 
The orange line represents the regression of the bundle containing the paths 
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of the higher current asset-price. The green line represents the regression of 
the bundle containing paths with lower asset -prices.  
The difference between the fi t of the 5
t h
 order polynomial, on all of the 
paths, and two separate fi ts of 2
n d
 order polynomials is  obvious , and 
enormous. Thus, one can imagine the difference in the fit of the estimator 
within the LSM algorithm –  when the number of in -the-money paths rises to 
hundreds or thousands –  and the current situation, when the number of 
bundles is five.  The computational time needed to calculate the 5
t h
 order 
regression parameters is greater than the computational time needed to obtain 
two separate 2
n d
 order regression parameters, but without adding the time 
needed to sort the in-the-money paths. Thus the computational  time of the 
modified algorithm (BLSM) can be both greater than or less than the 
computational time of the original  LSM algorithm. This issue will  be 
discussed further in the Results  section of this chapter.  
Now the breakdown of the new method can be expla ined as a set of 
following steps:  
 Simulate a desired number N  of asset-price paths  
 Calculate the payoffs at  the t ime of maturity (the last time -step) 
 Repeat the following procedure recursively,  by going back in time 
through each time-step separately 
  Sort all  in-the-money paths by the current value of the asset  
  Split sorted in-the-money paths into B  bundles, where the first  
bundle consists of first N/B  sorted paths and so on, where the last  
bundle includes N/B  sorted paths plus the rest  of the in -the-money 
paths
47
 
  Calculate the regression parameters for each bundle, using only the 
values of the in-the-money paths within that  bundle  
  Calculate the estimated payoff values for al l in -the-money paths,  
using the regression parameters from the bundle which that  path 
belongs to at  that time-step 
                                               
47
  The number of in-the-money paths need not necessarily be divisible by the number of bundles. 
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  Compare the estimated values with the values of immediate 
exercise, in order to identify the optimal stopping rule for each 
asset-price path separately  
 Sum up the discounted cash-flows to time zero of all paths, and then 
divide that sum by the number of simulation paths, to obtain the 
estimated price of the option being valued  
Having defined each step of the BLSM method, the implementation of 
the algorithm and analysis of the results can be carried out.  In this chapter,  
the BLSM method is utilised using basic powers polynomial of 3
rd
 order and 
five bundles at each time-step, and its  results (relative error, RMSE and 
computational time) are compared with the results of the original LSM 
algorithm. Finding the most effective combina tion of these two parameters is  
a matter of future research.  
6.1 Results 
The BLSM algorithm is first compared to the original LSM algorithm, 
through valuing an option on an asset without dividends. For this comparison,  
BLSM is also utilised with 100,000 simula ted paths (50,000 random paths 
and 50,000 antithetic paths) and 50 t ime-steps,  just  as with the originally-
proposed LSM algorithm.  
Then the BLSM algorithm is tested for valuing an option on an asset  
with semi-annual discrete dividend payments, again using  100,000 simulated 
paths and 50 time-steps for both algorithms.  
The final test  of the BLSM algorithm in this chapter is  comparison 
with the optimal LSM estimator, when the number of simulated paths is  
10,000. BLSM‟s performance is also assessed using the optimal number of 
time-steps for BLSM algorithm.  
6.1.1 BLSM Results for Valuing an American Put Option on a 
Zero-Dividend Paying Asset 
In this sub-section, the newly-proposed BLSM algorithm is tested 
against the original LSM algorithm for valuing an American put option on a 
zero-dividend paying asset. The maturity of the option is one year and the 
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risk-free interest rate is 6%. The volati lity of the asset is 40% and the current 
price of the asset is set to 50. Again, five different strike prices are chosen, 
to cover different regions of option‟s moneyness. The original LSM 
algorithm is utilised using Laguerre polynomial of 3
rd
 order, while the BLSM 
algorithm uses basic powers polynomial of 3
rd
 order and five bundles at each 
time-step. For both algorithms, the antit hetic variates are applied to 
generating asset -price paths, which means that 100,000 paths consist of  
50,000 random paths and 50,000 antithetic paths.  
The same options are priced as in section  3.4; thus, the same 
benchmark values are used (presented in Table 3.9).  
Strike 
Price 
Original LSM BLSM 
Relative 
Error 
RMSE 
Time 
[ms] 
Relative 
Error 
RMSE 
Time 
[ms] 
40 -0.0473% 0.4734% 11045 0.0410% 0.4457% 11683 
45 -0.0481% 0.3224% 16027 0.0396% 0.2936% 17022 
50 -0.0812% 0.1804% 21679 0.0382% 0.1438% 23415 
55 -0.0861% 0.1584% 25138 0.0330% 0.1227% 27330 
60 -0.1186% 0.1644% 29072 0.0001% 0.1205% 32014 
Table 6.2 Comparison between LSM and BLSM algorithms with 100,000 paths and 50 time-steps   
(asset-price = 50; volatility = 40%; r = 6%; maturity = 1 year) 
The results presented in Table 6.6 show that  with 50 t ime-steps BLSM 
is already overpricing the option, whereas the original LSM algorithm is 
undervaluing the option for all  strikes.  The computational t ime needed for the 
BLSM estimate is greater than for the original LSM, but not more than 10% 
(7% on average).  
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Figure 6.3 Computational time of LSM and BLSM algorithms with 100,000 paths and 50 time-steps 
(asset-price = 50; volatility = 40%; r = 6%; maturity = 1 year) 
 
Figure 6.4 Relative errors of original LSM and BLSM algorithms with 100,000 paths and 50 time-
steps (asset-price = 50; volatility = 40%; r = 6%; maturity = 1 year) 
Absolute relative errors of BLSM algorithm are lower than absolute 
relative errors of the original LSM algorithm for all levels of option‟s 
moneyness, as shown in Figure 6.4. When the option is deeply in -the-money, 
the difference in relative error is  enormous.  
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Figure 6.5 RMSE values of original LSM and BLSM algorithms with 100,000 paths and 50 time-
steps (asset-price = 50; volatility = 40%; r = 6%; maturity = 1 year) 
RMSE values of the BLSM algorithm are between 0.03% and 0.05% (or 
0.035% on average) lower than  for original LSM algorithm (presented in  
Figure 6.5).  In relative terms, that  is an improvement of between 6.2% and 
36.4% (or 21.4% on average). This significant improvement in the 
estimator‟s  RMSE makes up for the increased computational time of the 
algorithm. 
6.1.2 BLSM Results for Valuing an American Put Option on a 
Semi-Annual Discrete Dividend Paying Asset  
In this subsection, the BLSM approach is compared with the original  
LSM algorithm on an American put option on an asset which has semi -annual 
discrete dividend payments. Both set s of simulations are carried out using 
100,000 paths (50,000 random paths and 50,000 antithetic) and 50 time -steps.  
Once again, the option is priced for different strike prices in order to cover 
different regions of option‟s moneyness. All  relative errors and 
computational times of the original LSM and the ABO -LSM approach in this 
chapter are calculated as an average of 100 estimates. RMSE values are 
calculated upon these results, as described in section 3.4 of this thesis.  
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The same option is priced as in section 5.2.2; thus, the benchmark 
values can be found in Table 5.9. Results presented in Table 6.6 show a 
higher level of preci sion obtained by the BLSM algorithm.  
Strike 
Price 
Original LSM BLSM 
Relative 
Error 
RMSE 
Time 
[ms] 
Relative 
Error 
RMSE 
Time 
[ms] 
40 0.8946% 0.9518% 13414 0.8594% 0.9208% 14263 
45 0.2177% 0.3060% 18088 0.1942% 0.2852% 19839 
50 -0.3030% 0.3335% 23130 -0.1841% 0.2592% 25342 
55 -0.6997% 0.7103% 27748 -0.5638% 0.5762% 30102 
60 -1.0122% 1.0186% 31347 -0.8882% 0.8960% 34836 
Table 6.6 Comparison between LSM and BLSM algorithms with 100,000 paths and 50 time-steps   
(asset-price = 50; volatility = 40%; r = 6%; maturity = 2 years; semi-annual dividend = 0.25) 
Relative errors of the BLSM estimator for al l strike prices are closer to 
zero value than those of the original LSM algorithm, as shown in Figure 6.7.  
Absolute values of relative errors of BLSM method are between 0.02% and 
0.14% (or 0.09% on average) lower than LSM absolute relative errors. That is 
between 4% and 46% (or 14% on average) in relative terms.  
 
Figure 6.7 Relative errors of original LSM and BLSM algorithms with 100,000 paths and 50 time-
steps (asset-price = 50; volatility = 40%; r = 6%; maturity = 2 years; semi-annual dividend = 0.25) 
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Figure 6.8 presents the difference in RMSE values between the original 
LSM algorithm and BLSM. BLSM‟s RMSE values are lower between 0.02% 
and 0.13% (or 0.08% on average) than RMSE values of original  LSM. In 
relative terms, that is between 3.4% and 28.6% (or 15.3% on average).   
 
Figure 6.8 RMSE values of original LSM and BLSM algorithms with 100,000 paths and 50 time-
steps (asset-price = 50; volatility = 40%; r = 6%; maturity = 2 years; semi-annual dividend = 0.25) 
 
Figure 6.9 Computational time of LSM and BLSM algorithms with 100,000 paths and 50 time-steps 
(asset-price = 50; volatility = 40%; r = 6%; maturity = 2 years; semi-annual dividend = 0.25) 
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Figure 6.9 presents the computational time required for both 
simulations to be carried out, on average. It can be seen that the 
computational time of the BLSM simulation is between 6% and 10% (or 8% 
on average) greater  than the computational time of the original LSM 
simulation. This increase in computational time is most probably due to the 
sorting part of the BLSM algorithm which does not linearly increase with the 
increase of in-the-money paths.   
Although the BLSM simulation is on average 8% more time-consuming 
than the original LSM algorithm, relative errors of BLSM algorithm are on 
average 14% less, and RMSE values are on average 15.3% lower, in relative 
terms.  
6.1.3 Optimal BLSM vs. Optimal LSM 
In this subsection, the BLSM algorithm is compared, through optimal 
usage of both the BLSM and LSM algorithms. Taking the number of 
simulated paths to be 10,000 for both sets of simulations, the optimal 
numbers of time-steps will first  be determined for the BLSM method for all  
five levels of option‟s moneyness. the option being priced is the same as the 
one in section 3.4, and the benchmark can be found in Table 3.9.  
From the results used to generate Figure 6.10 and Figure 6.11, it  can be 
concluded that the optimal number of time-steps are 7, 8, 8, 9 and 10 for  
strike prices of 40, 45, 50, 55 and 60 respecti vely.  Based on these results ,  
optimal BLSM and optimal LSM simulations can be compared.  
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Figure 6.10 Relative error of BLSM simulation with 10,000 paths                                                         
(asset-price=50; volatility=40%; r=6%; maturity=1 year) 
The optimal numbers of time-steps for the BLSM algorithm are 
distributed between 7 and 10, whereas the optimal numbers of time -steps for 
original LSM simulation fall between 15 and 27. This shows th e superior 
robustness of the BLSM algorithm, especially for pricing in -the-money 
options,  because a simulation with fewer time -steps can be uti lised using less 
computational time.    
141 
 
 
Figure 6.11 RMSE of BLSM simulation with 10,000 paths                                                                    
(asset-price=50; volatility=40%; r=6%; maturity=1 year) 
 
Optimal BLSM Optimal LSM 
Strike # 
Time 
[ms] 
Relative Error RMSE # 
Time 
[ms] 
Relative Error RMSE 
40 7 35.1 -0.0550% 1.4429% 15 71.6 0.4560% 1.4430% 
45 8 55.6 -0.0101% 0.8916% 19 124.8 0.3073% 0.8957% 
50 8 57.6 -0.0654% 0.3780% 21 142.0 0.4666% 0.5258% 
55 9 68.8 -0.0204% 0.3717% 25 176.4 -0.4923% 0.4073% 
60 10 83.2 0.0009% 0.3605% 31 234.7 -0.6853% 0.4013% 
 Table 6.12 Comparison of optimal BLSM and optimal LSM for a simulation with 10,000 simulated 
paths
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In Figure 6.13, the average computational times of the two algorithms 
are presented. With  a greatly reduced number of time-steps, the optimal 
BLSM simulation, with 10,000 paths, is around two times faster than the 
optimal LSM simulation. This is  an enormous difference for practitioners.  
                                               
48
  „#‟ stands for the optimal number of time steps which has been used to obtain the estimates. 
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Figure 6.13 Comparison of computational time required for optimal BLSM and optimal LSM 
simulation with 10,000 simulated paths 
Relative errors of the optimal BLSM algorithm are also much closer to  
zero value than relative errors of the optimal LSM algorithm, as presented in 
Figure 6.14. 
 
Figure 6.14 Comparison of relative errors of optimal BLSM and optimal LSM simulation with 
10,000 simulated paths 
RMSE values of the BLSM algorithm are close to those of the LSM 
algorithm but always lower, as presented in Figure 6.15. Given that the 
optimal BLSM estimate is obtained around two times more quickly,  on 
143 
 
average, than the optimal LSM estimate, i t  is clear that BLSM provides more 
efficient and consistent results.  
 
Figure 6.15 Comparison of RMSE values of optimal BLSM and optimal LSM simulation with 10,000 
simulated paths 
6.2 Summary of the Efficiency of BLSM Method 
The BLSM algorithm presented in this chapter proves to be an even 
more robust method for valuing American options than the original LSM 
algorithm. By introducing distinct bundles that  are determined by the ass et-
price of the in-the-money paths at a specific time-step, the efficiency of the 
least-squares regression is substantially increased. Throughout this chapter 
the number of bundles (i.e.  separate least -squares regressions) per time-step 
is five and basic powers polynomial of 3
rd
 order has been used. Further 
research arising out of this chapter might test  the BLSM algorithm for  
different numbers of bundles and different polynomials, and also the 
application of the ABO approach (introduced in the previous cha pter) to the 
BLSM method.  
A slight increase in the simulation's computational time is due to added 
sorting of in-the-money paths at  each time-step (excluding the maturity date).  
Nevertheless, the level of improvement in the results is far greater than the  
relative difference of computational time needed to perform BLSM 
simulation and original LSM simulation, as demonstrated through the pricing 
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of an option on a zero-dividend paying asset , semi -annual discrete dividend 
paying asset and a quarterly dividend paying asset.  
When optimal BLSM is compared to the optimal LSM algorithm, with 
the number of simulated paths set  to 10,000, the superiority of BLSM 
estimator becomes clear. BLSM provides results with lower relative errors 
and RMSEs two times faster than optimal LSM.  
The BLSM algorithm shows improved stabil ity of the estimator, as it  
gives a chance for the practit ioner to use one set of optimal parameters for 
pricing any option, regardless of its moneyness. This is a great boon because 
if the ABO approach is applied to BLSM, one specific number of simulated 
paths can be chosen for each number of time-steps for pricing any option. 
Thus, the BLSM algorithm utilised with the ABO approach could price all 
options with the same minimum number of t ime -steps, using same set of 
parameters,  with a very high level of precision. The application of variance 
reduction techniques and low-discrepancy sequences might also improve the 
efficiency of this estimator.   
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7. Conclusions and Suggestions for Future Work  
7.1 Conclusions 
In this thesis , the LSM method for valuing American options has been 
thoroughly analysed, optimised and finally modified in order to achieve more 
precise and consistent results. The in-depth analysis of LSM algorithm 
proposed by Longstaff and Schwartz [2],  which is still  the most widely used 
Monte Carlo method for valuing American options in the financial industry,  
is presented in Chapter  3.  The results show that using any set of orthogonal  
polynomials of the same order provides estimates with very similar mean 
value and variance,  regardless of the choice of the time-steps used within the 
simulation. Thus, a certain level of precision is obtained irrelevant to the 
type of the polynomial used.
49
 The stability of the estimator increases 
together with the increase of the in -the-money paths within the simulation.  
This is due to the fact that only in -the-money paths are used for the least -
squares regression which determines the exercise boundary at  each time-step. 
It  is also demonstrated that the accuracy of the method depends on the 
number of time-steps used within the simulation.  
The computational time needed for the simulation varies depending on 
the choice of the polynomial.  Using Laguerre polynomials is  the least 
efficient algorithm in terms of computational time. The algorithm requires 
the least processing time with basic powers and Hermite polynomials, but the 
pace at which the computational time, which is needed fo r every addit ional 
time-step within the simulation, increases is slightly lower when using basic 
powers than Hermite polynomials.  
Polynomials of the 2
n d
,  3
rd
 and 4
t h
 order have proven to have the least 
variance. However,  2
n d
 order polynomials underestimate the value of the 
option for a 10,000-path simulation even when the number of time -steps 
within the simulation is 250. And relative error of the mean of the estimator 
using 3
rd
 order polynomials crosses the zero value with the least number of 
time-steps within the simulation. Thus, it  is concluded that using basic power 
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 Excluding the polynomials consisting of only one or two monomials 
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polynomials of 3
rd
 and 4
t h
 order within the LSM algorithm is the most 
efficient choice when both accuracy and computational time are taken into 
account. This conclusion corroborates the fin dings of numerous papers on 
this topic, such as Stentoft [78], Moreno and Navas [79] and Areal et al .  
[20].  
As already explained, in all previous assessments of the LSM 
algorithm, authors have chosen only one number of time -steps when testing 
the algorithm using different sets of orthogonal polynomials (i.e.  Longstaff  
and Schwartz [2] use 50 time-steps in their original paper, Stentoft [78] uses 
10, Moreno and Navas [79] use 70, etc.). In this thesis, different orthogonal 
polynomials have been tested for 10, 50, 100 and 250 time -steps. Results 
show that for the 10,000-path simulations, the precision of LSM algorithm 
improves when the number of time-steps used is increased from 10 to 50.  
However the accuracy of the algorithm then decreases when time -steps are 
further increased to 100, and relative errors and RMSEs increase even more 
for 250 time-steps. Thus, a property of LSM algorithm has been revealed, 
which has been overlooked by previous authors examining the algorithm.
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This was the basis for the analysis presented in  Chapter 4 of this thesis ,  
which dealt with identifying the „optimal‟ number of time-steps which should 
be used within the simulation, and the idea of an „optimal LSM‟.  
In Chapter 4,  the optimal number of time-steps was identified for five 
distinct levels of an option‟s moneyness when the number of paths used in 
the simulation is 1,000, 2,000, 3,000, 5,000, 10,000, 20,000 and 50,000 both 
for basic powers and Hermite polynomials of 3
rd
 and 4
t h
 order. Two 
extremely important conclusions emerged from this analysis:  
1.  The most effective polynomial to use within the LSM simulation 
is basic powers polynomial of 4
t h
 order 
2.  The optimal number of time-steps depends on the number of 
paths used within the simulation, as well as on the option‟s 
moneyness.  
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  Including the originators of the LSM algorithm. 
147 
 
The increased instability of the method when the option reaches the 
deeply-in-the-money region is diagnosed with certainty,  which brings out a 
property of the algorithm which represents an interesting idea for further 
research.  
The convergence of the LSM algorithm was also proven in Chapter 4.  
When the number of paths was increased to 100,000, the variance of the 
algorithm more than halved. The drawback of increasing the number of paths 
is that the number of time-steps needed for relative error of the mean of the 
estimator to be zero rises tenfold or even mor e. This consequently affects the 
overall computational time. Despite the fact that many papers and books have 
been fully or partially dedicated to the assessment of the LSM algorithm, no -
one has discussed the most efficient application of the original LSM 
algorithm or the optimal set  of parameters that  should be used when a 
specific timeframe is given.  
In section 4.3, the third major new conclusion about the practical 
application of the LSM algorithm is introduce d and confirmed: that repeating 
the same simulation with a smaller number of paths and taking the average of 
all estimates yields much better results than one simulation consisting of 
many more paths. This idea (coming as a next step after confirming that the 
optimal number of t ime-steps varies depending on the number of simulated 
paths and option‟s moneyness) is completely new in the field of Monte Carlo 
simulations applied in finance, and further research could be applied to 
different derivatives and appl ications of Monte Carlo simulations.  
Based on this newly discovered property of the LSM algorithm, a new 
approach to utilising LSM algorithm is proposed in Chapter 5. The Average 
of Batch of Optimal LSM Estimates (ABO-LSME)  approach was introduced 
and tested for two different assets paying out quarterly and semi -annual 
dividends. For options on the semi -annual dividend paying asset , the strike 
price was set to 40, 45, 50, 55 and 60, in order to cover different re gions of 
option‟s moneyness,  where five different options were priced and used to 
compare the original LSM and the ABO -LSME approach. For options on a 
quarterly dividend paying asset , the strike price was set to 45, 50, 55 and 60, 
which in practical terms meant four new options being priced and their 
results used to compare the ABO-LSME approach with the original LSM 
148 
 
algorithm. When all put together, the ABO-LSME approach was compared to 
the original LSM algorithm through analysis of the results for nine di fferent 
options.  Relative errors of ABO-LSME algorithm are astonishingly lower 
than of those of the original LSM algorithm (for some options even 130 times 
lower). RMSE values of ABO-LSME algorithm are all within the same range 
(the RMSE value of the ABO-LSME approach here varies between 0.37% and 
0.71%) and significantly lower than RMSEs of the original LSM algorithm. 
Adding the fact that all of the ABO-LSME estimates were obtained more 
quickly than the original  LSM estimates,  there is no doubt about the 
conclusion that  the ABO-LSME approach produces more precise,  stable and 
consistent results than the original LSM algorithm. This innovative approach 
is ready to use,  as all  that needs to be done is for all practitioners that  
already use the original LSM algorithm to implement ABO-LSME in their  
already coded original LSM methods.  
In Chapter 6, an innovative Bundled LSM (BLSM) method was been 
proposed and compared to the original  LSM algorithm. At each time -step 
(excluding the maturity date), BLSM sorts all  of the in -the-money paths and 
then creates bundles based on the sort. Separate least -squares regressions are 
then applied to each bundle, whereas in the original LSM algorithm, one 
regression is utilised for all  in the-money paths at  one t ime-step.  
The results obtained with BLSM show much improved stability and 
consistency of the estimator. When optimal BLSM is compared to the optimal 
LSM algorithm, with the number of simulated paths set to 10,000, the 
superiority of the BLSM estimator becomes clear. BLSM provides results 
with lower relative errors and RMSEs two times faster than optimal LSM. 
Also, the spread of the optimal numbers of time -steps for the same number of 
simulated paths depending on the option‟s moneyness is very much reduced. 
This property of BLSM allows practitioners to use this method, using the 
same set of parameters for all levels of option‟s moneyness. In effect , the 
implementation of the ABO approach to BLSM presents a perfect match, 
which should be further researched.  
Taken all together, the major contributions of this thesis are:  
 Identifying 4 t h  order basic powers polynomial as the most 
efficient basis for the least -squares regression in LSM 
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 Introduction of the existence of „optimal‟ set  of LS M parameters  
 Conclusion that taking the average of as many as possible LSM 
estimates in the given timeframe with the minimum optimal 
number of time-steps yields the most efficient and reliable 
result  
 ABO-LSME approach 
 BLSM method 
7.2 Future Work 
Further research based on material presented in this thesis could 
include improving the consistency of LSM and BLSM algorithms for out -of-
the-money options (e.g. application of variance reduction techniques), as it  
has been shown that, with the decrease of in -the-money paths within the 
simulation, the RMSE increases. Although ABO -LSME resolves this problem 
in a practical sense,  such research might lead to further improvement in the 
consistency of LSM and ABO-LSM for out-of-the-money options.  The 
peculiar property of LSM, that  RMSE values stop decreasing after the option 
reaches a certain level of in -the-moneyness, also presents an interesting topic 
for further research.  
Combining ABO-LSME with variance reduction methods, such as the 
control variate technique, presents another topic for future research. The 
literature on implementation of variance reduction techniques within LSM is 
extensive, and could serve as a starting point for research in this field.  
Combining BLSM with variance reduction methods would surely be very 
useful for all new practitioners of BLSM, as this combination is expected to 
further improve the performance of the simulation.  
In this thesis, only BLSM with five bundles at each time -step using 2
n d
 
order basic powers polynomial was used. Further research  on the BLSM 
method could include the assessment of the algorithm using different 
numbers of bundles and basic powers or other polynomials of various orders.  
Through this research the superiority of BLSM to LSM might be further 
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augmented, for example if a more efficient set of number of bundles and 
basis polynomial is identified.  
Applying the ABO approach to the BLSM method (ABO -BLSME) 
promises to provide more consistent results than any other currently -known 
Monte Carlo method, and thus represents as a top ic worth of thorough 
analysis. The researcher should make two independent assessments of ABO -
BLSME: first using one number of time-steps for all levels of an option‟s 
moneyness (which would most likely be around the optimal number of time -
steps for an in-the-money option) and using the optimal number of time -steps 
for each option being priced separately in the second assessment.  
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A.  Appendix: Results  
Number of 
Monomials 
LSM 
Price 
Relative 
Error 
RMSE 
Average 
Computational 
Time [ms] 
Strike 
Price 
1 2.4232 -3.540% 3.843% 18.88 40 
2 2.4842 -1.111% 1.815% 18.46 40 
3 2.4963 -0.631% 1.483% 18.92 40 
4 2.4998 -0.492% 1.456% 18.56 40 
5 2.5045 -0.306% 1.456% 21.37 40 
6 2.5083 -0.152% 1.411% 19.36 40 
7 2.5088 -0.134% 1.579% 23.70 40 
1 4.1298 -3.987% 4.118% 19.16 45 
2 4.2501 -1.190% 1.557% 22.02 45 
3 4.2770 -0.565% 1.141% 24.68 45 
4 4.2823 -0.442% 1.035% 22.30 45 
5 4.2853 -0.371% 0.926% 23.39 45 
6 4.2820 -0.449% 0.999% 23.68 45 
7 4.2791 -0.516% 1.192% 24.17 45 
1 6.3622 -4.289% 4.345% 23.87 50 
2 6.5694 -1.172% 1.337% 23.86 50 
3 6.6091 -0.574% 0.812% 23.09 50 
4 6.6208 -0.398% 0.703% 23.40 50 
5 6.6274 -0.299% 0.612% 24.18 50 
6 6.6224 -0.374% 0.657% 24.34 50 
7 6.6263 -0.315% 0.657% 25.13 50 
1 9.1479 -3.944% 3.997% 23.25 55 
2 9.3946 -1.352% 1.421% 24.18 55 
3 9.4697 -0.564% 0.695% 24.34 55 
4 9.4838 -0.417% 0.568% 24.64 55 
5 9.4864 -0.389% 0.535% 26.07 55 
6 9.4850 -0.403% 0.580% 27.00 55 
7 9.4893 -0.359% 0.541% 26.68 55 
1 12.5203 -2.789% 2.850% 23.86 60 
2 12.7251 -1.199% 1.269% 25.29 60 
3 12.8107 -0.534% 0.647% 24.96 60 
4 12.8239 -0.432% 0.588% 24.81 60 
5 12.8252 -0.422% 0.593% 26.36 60 
6 12.8325 -0.365% 0.533% 27.30 60 
7 12.8285 -0.396% 0.544% 28.54 60 
Table A.1 LSM results obtained using basic powers polynomials with 10,000 paths and 10 time-steps  
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Number of 
Monomials 
LSM 
Price 
Relative Error RMSE 
Average 
Computational 
Time [ms] 
Strike 
Price 
1 2.4225 -3.569% 3.856% 19.86 40 
2 2.4875 -0.978% 1.808% 20.61 40 
3 2.4984 -0.548% 1.475% 18.10 40 
4 2.5021 -0.397% 1.506% 17.48 40 
5 2.5061 -0.238% 1.501% 21.21 40 
6 2.5110 -0.045% 1.486% 21.99 40 
7 2.5070 -0.205% 1.428% 19.48 40 
1 4.1266 -4.061% 4.178% 20.29 45 
2 4.2500 -1.192% 1.563% 20.58 45 
3 4.2866 -0.342% 1.046% 21.69 45 
4 4.2689 -0.753% 1.180% 21.34 45 
5 4.2933 -0.185% 0.912% 22.14 45 
6 4.2825 -0.437% 1.051% 21.98 45 
7 4.2875 -0.321% 1.068% 24.80 45 
1 6.3631 -4.275% 4.335% 22.45 50 
2 6.5557 -1.377% 1.495% 22.79 50 
3 6.6102 -0.558% 0.774% 22.61 50 
4 6.6207 -0.399% 0.622% 23.25 50 
5 6.6240 -0.351% 0.616% 24.46 50 
6 6.6238 -0.353% 0.608% 26.96 50 
7 6.6233 -0.360% 0.650% 27.32 50 
1 9.1497 -3.925% 3.975% 22.97 55 
2 9.3971 -1.327% 1.381% 25.40 55 
3 9.4653 -0.610% 0.720% 23.90 55 
4 9.4805 -0.451% 0.591% 25.90 55 
5 9.4883 -0.369% 0.568% 27.31 55 
6 9.4777 -0.481% 0.622% 28.40 55 
7 9.4962 -0.287% 0.510% 30.86 55 
1 12.5256 -2.748% 2.798% 24.02 60 
2 12.7159 -1.271% 1.329% 24.20 60 
3 12.8136 -0.512% 0.691% 24.17 60 
4 12.8212 -0.453% 0.610% 26.39 60 
5 12.8231 -0.439% 0.617% 27.61 60 
6 12.8369 -0.331% 0.503% 30.41 60 
7 12.8343 -0.351% 0.481% 31.98 60 
Table A.2 LSM results obtained using Legendre polynomials with 10,000 paths and 10 time-steps 
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Number of 
Monomials 
LSM 
Price 
Relative Error RMSE 
Average 
Computational 
Time [ms] 
Strike 
Price 
1 2.4236 -3.524% 3.790% 20.74 40 
2 2.4826 -1.176% 1.988% 19.79 40 
3 2.4980 -0.562% 1.550% 19.51 40 
4 2.5053 -0.270% 1.492% 21.54 40 
5 2.5078 -0.173% 1.502% 21.86 40 
6 2.5048 -0.293% 1.272% 21.07 40 
7 2.5054 -0.269% 1.611% 22.58 40 
1 4.1310 -3.960% 4.048% 23.70 45 
2 4.2487 -1.223% 1.507% 22.47 45 
3 4.2737 -0.642% 1.149% 23.07 45 
4 4.2862 -0.351% 1.056% 23.57 45 
5 4.2754 -0.602% 1.108% 24.33 45 
6 4.2835 -0.415% 1.023% 26.01 45 
7 4.2878 -0.315% 1.029% 27.64 45 
1 6.3622 -4.288% 4.352% 21.22 50 
2 6.5709 -1.149% 1.336% 23.25 50 
3 6.6010 -0.696% 0.949% 22.97 50 
4 6.6178 -0.443% 0.752% 27.00 50 
5 6.6238 -0.353% 0.710% 28.57 50 
6 6.6278 -0.293% 0.626% 29.69 50 
7 6.6280 -0.290% 0.661% 32.90 50 
1 9.1454 -3.969% 4.020% 23.22 55 
2 9.3960 -1.338% 1.405% 25.28 55 
3 9.4702 -0.559% 0.687% 25.13 55 
4 9.4721 -0.539% 0.663% 27.29 55 
5 9.4841 -0.414% 0.559% 29.82 55 
6 9.4931 -0.319% 0.480% 32.61 55 
7 9.4914 -0.337% 0.476% 34.31 55 
1 12.5285 -2.726% 2.787% 23.86 60 
2 12.7336 -1.133% 1.222% 26.23 60 
3 12.8134 -0.514% 0.634% 25.26 60 
4 12.8262 -0.415% 0.570% 29.49 60 
5 12.8300 -0.385% 0.537% 31.68 60 
6 12.8289 -0.394% 0.526% 34.30 60 
7 12.8308 -0.379% 0.539% 38.97 60 
Table A.3 LSM results obtained using Laguerre polynomials with 10,000 paths and 10 time-steps 
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Number of 
Monomials 
LSM 
Price 
Relative Error RMSE 
Average 
Computational 
Time [ms] 
Strike 
Price 
1 2.4211 -3.625% 3.900% 20.89 40 
2 2.4872 -0.992% 1.880% 19.34 40 
3 2.4967 -0.616% 1.456% 18.56 40 
4 2.5005 -0.464% 1.548% 21.55 40 
5 2.5036 -0.338% 1.506% 19.35 40 
6 2.5069 -0.210% 1.325% 19.85 40 
7 2.5059 -0.246% 1.615% 22.62 40 
1 4.1294 -3.996% 4.119% 21.22 45 
2 4.2493 -1.210% 1.567% 23.53 45 
3 4.2791 -0.516% 1.063% 22.62 45 
4 4.2891 -0.284% 1.061% 22.77 45 
5 4.2886 -0.295% 1.010% 22.62 45 
6 4.2794 -0.511% 1.119% 24.94 45 
7 4.2903 -0.257% 0.956% 25.74 45 
1 6.3584 -4.346% 4.421% 21.82 50 
2 6.5623 -1.279% 1.448% 22.49 50 
3 6.6057 -0.625% 0.883% 23.10 50 
4 6.6191 -0.425% 0.652% 24.33 50 
5 6.6250 -0.336% 0.635% 23.88 50 
6 6.6220 -0.379% 0.687% 26.67 50 
7 6.6218 -0.383% 1.235% 28.25 50 
1 9.1476 -3.946% 4.003% 23.72 55 
2 9.4047 -1.247% 1.323% 24.66 55 
3 9.4759 -0.499% 0.636% 24.64 55 
4 9.4794 -0.462% 0.600% 25.30 55 
5 9.4898 -0.353% 0.510% 27.59 55 
6 9.4850 -0.403% 0.595% 30.26 55 
7 9.4824 -0.431% 0.577% 31.51 55 
1 12.5228 -2.770% 2.816% 23.26 60 
2 12.7234 -1.213% 1.288% 24.98 60 
3 12.8104 -0.537% 0.651% 26.38 60 
4 12.8273 -0.405% 0.564% 25.57 60 
5 12.8215 -0.450% 0.600% 28.36 60 
6 12.8293 -0.390% 0.543% 31.05 60 
7 12.8321 -0.368% 0.549% 33.85 60 
Table A.4 LSM results obtained using Chebyshev 1
st
 kind polynomials with 10,000 paths and 10 
time-steps 
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Number of 
Monomials 
LSM 
Price 
Relative Error RMSE 
Average 
Computational 
Time [ms] 
Strike 
Price 
1 2.4263 -3.416% 3.666% 20.15 40 
2 2.4814 -1.225% 1.915% 18.69 40 
3 2.4944 -0.704% 1.718% 22.15 40 
4 2.5009 -0.446% 1.448% 17.93 40 
5 2.4985 -0.542% 1.669% 19.36 40 
6 2.5054 -0.268% 1.414% 23.23 40 
7 2.5098 -0.092% 1.588% 19.67 40 
1 4.1305 -3.972% 4.095% 18.58 45 
2 4.2480 -1.239% 1.645% 21.21 45 
3 4.2831 -0.423% 0.908% 21.21 45 
4 4.2836 -0.412% 0.954% 20.76 45 
5 4.2749 -0.614% 1.017% 22.44 45 
6 4.2799 -0.499% 1.152% 22.64 45 
7 4.2895 -0.274% 0.988% 24.18 45 
1 6.3575 -4.359% 4.419% 22.78 50 
2 6.5686 -1.184% 1.313% 22.32 50 
3 6.6129 -0.517% 0.729% 22.62 50 
4 6.6111 -0.545% 0.803% 23.72 50 
5 6.6288 -0.277% 0.628% 23.88 50 
6 6.6252 -0.332% 0.651% 25.75 50 
7 6.6217 -0.385% 0.636% 26.23 50 
1 9.1509 -3.912% 3.973% 23.08 55 
2 9.4053 -1.240% 1.319% 24.64 55 
3 9.4682 -0.580% 0.725% 23.69 55 
4 9.4775 -0.482% 0.616% 25.25 55 
5 9.4831 -0.424% 0.567% 27.31 55 
6 9.4826 -0.429% 0.567% 28.38 55 
7 9.4911 -0.340% 0.519% 29.28 55 
1 12.5214 -2.781% 2.835% 23.11 60 
2 12.7222 -1.222% 1.285% 24.83 60 
3 12.8136 -0.512% 0.663% 25.25 60 
4 12.8167 -0.488% 0.625% 25.58 60 
5 12.8290 -0.393% 0.544% 26.98 60 
6 12.8312 -0.375% 0.540% 30.42 60 
7 12.8301 -0.384% 0.517% 30.58 60 
Table A.5 LSM results obtained using Chebyshev 2
nd
 kind polynomials with 10,000 paths and 10 
time-steps 
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Number of 
Monomials 
LSM 
Price 
Relative Error RMSE 
Average 
Computational 
Time [ms] 
Strike 
Price 
1 2.4295 -3.291% 3.566% 21.85 40 
2 2.4874 -0.985% 1.792% 22.45 40 
3 2.4964 -0.626% 1.702% 22.35 40 
4 2.5040 -0.324% 1.634% 22.66 40 
5 2.5047 -0.295% 1.540% 19.50 40 
6 2.5117 -0.018% 1.534% 19.40 40 
7 2.5047 -0.298% 1.844% 19.97 40 
1 4.1322 -3.932% 4.038% 20.10 45 
2 4.2492 -1.211% 1.593% 23.54 45 
3 4.2723 -0.675% 1.131% 22.97 45 
4 4.2823 -0.443% 1.125% 20.42 45 
5 4.2881 -0.307% 0.952% 23.57 45 
6 4.2836 -0.412% 1.021% 24.34 45 
7 4.2886 -0.296% 0.893% 22.43 45 
1 6.3587 -4.341% 4.396% 22.02 50 
2 6.5615 -1.291% 1.411% 23.86 50 
3 6.6121 -0.530% 0.795% 24.47 50 
4 6.6175 -0.448% 0.757% 24.76 50 
5 6.6253 -0.330% 0.637% 26.97 50 
6 6.6208 -0.398% 0.683% 25.89 50 
7 6.6223 -0.376% 0.686% 28.57 50 
1 9.1567 -3.851% 3.902% 24.18 55 
2 9.4034 -1.260% 1.341% 25.74 55 
3 9.4755 -0.503% 0.630% 24.53 55 
4 9.4849 -0.404% 0.557% 24.50 55 
5 9.4865 -0.388% 0.526% 25.42 55 
6 9.4930 -0.320% 0.510% 25.74 55 
7 9.4854 -0.400% 0.552% 27.43 55 
1 12.5134 -2.843% 2.902% 22.77 60 
2 12.7247 -1.202% 1.291% 25.74 60 
3 12.8106 -0.536% 0.660% 24.98 60 
4 12.8218 -0.448% 0.609% 24.66 60 
5 12.8229 -0.440% 0.556% 27.01 60 
6 12.8308 -0.378% 0.552% 27.33 60 
7 12.8383 -0.320% 0.506% 29.95 60 
Table A.6 LSM results obtained using Hermite polynomials with 10,000 paths and 10 time-steps 
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Number of 
Monomials 
LSM 
Price 
Relative Error RMSE 
Average 
Computational 
Time [ms] 
Strike 
Price 
1 2.3391 -6.888% 7.020% 127.85 40 
2 2.4916 -0.818% 1.574% 127.00 40 
3 2.5110 -0.045% 1.536% 128.36 40 
4 2.5198 0.305% 1.480% 130.91 40 
5 2.5214 0.371% 1.445% 132.13 40 
6 2.5292 0.681% 1.563% 132.85 40 
7 2.5237 0.461% 1.850% 132.62 40 
1 3.9608 -7.917% 8.002% 142.63 45 
2 4.2589 -0.985% 1.388% 146.38 45 
3 4.2980 -0.077% 0.924% 145.94 45 
4 4.3064 0.118% 0.931% 147.68 45 
5 4.3152 0.322% 0.998% 150.56 45 
6 4.3191 0.413% 1.220% 153.22 45 
7 4.3048 0.080% 1.747% 155.78 45 
1 6.0456 -9.052% 9.123% 161.48 50 
2 6.5772 -1.055% 1.249% 168.29 50 
3 6.6398 -0.112% 0.532% 169.72 50 
4 6.6497 0.036% 0.506% 175.82 50 
5 6.6593 0.181% 0.546% 182.34 50 
6 6.6669 0.295% 0.623% 193.47 50 
7 6.6313 -0.240% 2.429% 203.22 50 
1 8.6198 -9.488% 9.559% 169.26 55 
2 9.4104 -1.187% 1.265% 175.64 55 
3 9.5063 -0.180% 0.481% 176.32 55 
4 9.5299 0.068% 0.344% 185.30 55 
5 9.5440 0.216% 0.436% 194.89 55 
6 9.5311 0.081% 0.925% 203.63 55 
7 9.5488 0.266% 0.443% 214.63 55 
1 11.9684 -7.074% 7.128% 170.32 60 
2 12.7282 -1.175% 1.253% 180.12 60 
3 12.8652 -0.112% 0.441% 180.81 60 
4 12.8902 0.083% 0.368% 193.39 60 
5 12.8904 0.085% 0.373% 204.27 60 
6 12.9086 0.226% 0.464% 215.56 60 
7 12.8767 -0.022% 0.997% 229.18 60 
Table A.7 LSM results obtained using basic powers polynomials with 10,000 paths and 50 time-steps 
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Number of 
Monomials 
LSM 
Price 
Relative Error RMSE 
Average 
Computational 
Time [ms] 
Strike 
Price 
1 2.3415 -6.791% 6.928% 127.61 40 
2 2.4850 -1.079% 1.837% 132.17 40 
3 2.5130 0.033% 1.405% 136.50 40 
4 2.5175 0.214% 1.459% 135.25 40 
5 2.5273 0.604% 1.523% 136.65 40 
6 2.5279 0.629% 1.508% 143.23 40 
7 2.5264 0.570% 1.626% 147.03 40 
1 3.9613 -7.905% 7.993% 147.62 45 
2 4.2634 -0.883% 1.285% 151.04 45 
3 4.3017 0.009% 0.935% 151.80 45 
4 4.3084 0.165% 0.894% 156.49 45 
5 4.3161 0.343% 0.937% 164.37 45 
6 4.3150 0.318% 0.977% 162.23 45 
7 4.3124 0.257% 1.411% 167.69 45 
1 6.0418 -9.108% 9.169% 164.78 50 
2 6.5795 -1.020% 1.183% 171.72 50 
3 6.6351 -0.183% 0.626% 173.18 50 
4 6.6539 0.099% 0.537% 171.43 50 
5 6.6629 0.236% 0.598% 196.74 50 
6 6.6615 0.215% 0.977% 197.42 50 
7 6.6324 -0.224% 2.961% 207.37 50 
1 8.6060 -9.633% 9.702% 172.71 55 
2 9.4081 -1.211% 1.296% 179.22 55 
3 9.5069 -0.173% 0.382% 179.92 55 
4 9.5287 0.055% 0.356% 189.08 55 
5 9.5456 0.233% 0.421% 198.87 55 
6 9.5354 0.126% 0.382% 207.79 55 
7 9.5338 0.109% 1.186% 219.01 55 
1 11.9555 -7.174% 7.223% 173.80 60 
2 12.7309 -1.154% 1.223% 183.80 60 
3 12.8667 -0.100% 0.379% 184.50 60 
4 12.8831 0.028% 0.385% 197.34 60 
5 12.8940 0.112% 0.365% 208.44 60 
6 12.8922 0.098% 0.369% 219.96 60 
7 12.8576 -0.170% 1.960% 233.86 60 
Table A.8 LSM results obtained using Legendre polynomials with 10,000 paths and 50 time-steps 
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Number of 
Monomials 
LSM 
Price 
Relative Error RMSE 
Average 
Computational 
Time [ms] 
Strike 
Price 
1 2.3382 -6.925% 7.056% 153.19 40 
2 2.4947 -0.693% 1.701% 155.18 40 
3 2.5137 0.062% 1.500% 164.69 40 
4 2.5203 0.325% 1.433% 181.26 40 
5 2.5272 0.600% 1.576% 195.90 40 
6 2.5297 0.700% 1.487% 176.37 40 
7 2.5317 0.781% 1.704% 175.61 40 
1 3.9612 -7.908% 7.984% 169.23 45 
2 4.2645 -0.856% 1.310% 166.55 45 
3 4.2986 -0.064% 0.880% 165.39 45 
4 4.3112 0.229% 1.036% 171.20 45 
5 4.3150 0.318% 1.083% 178.13 45 
6 4.3213 0.464% 1.042% 181.61 45 
7 4.3025 0.027% 1.516% 195.13 45 
1 6.0460 -9.045% 9.109% 175.23 50 
2 6.5731 -1.117% 1.281% 180.45 50 
3 6.6450 -0.034% 0.562% 183.67 50 
4 6.6547 0.112% 0.492% 199.33 50 
5 6.6678 0.309% 0.609% 240.29 50 
6 6.6570 0.147% 1.468% 227.97 50 
7 6.6547 0.112% 2.010% 241.11 50 
1 8.6157 -9.531% 9.601% 188.77 55 
2 9.4087 -1.205% 1.302% 201.62 55 
3 9.5062 -0.181% 0.446% 197.84 55 
4 9.5270 0.038% 0.388% 214.62 55 
5 9.5428 0.203% 0.430% 238.87 55 
6 9.5472 0.250% 0.431% 242.87 55 
7 9.5444 0.220% 0.475% 262.97 55 
1 11.9719 -7.047% 7.101% 186.30 60 
2 12.7372 -1.106% 1.204% 205.06 60 
3 12.8677 -0.092% 0.355% 205.12 60 
4 12.8830 0.027% 0.409% 223.11 60 
5 12.8989 0.150% 0.433% 256.13 60 
6 12.9034 0.185% 0.448% 256.33 60 
7 12.8806 0.008% 1.034% 273.72 60 
Table A.9 LSM results obtained using Laguerre polynomials with 10,000 paths and 50 time-steps 
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Number of 
Monomials 
LSM 
Price 
Relative Error RMSE 
Average 
Computational 
Time [ms] 
Strike 
Price 
1 2.3421 -6.768% 6.932% 140.06 40 
2 2.4922 -0.793% 1.666% 138.07 40 
3 2.5103 -0.071% 1.492% 139.82 40 
4 2.5223 0.405% 1.469% 145.35 40 
5 2.5327 0.819% 1.754% 139.93 40 
6 2.5306 0.737% 1.415% 149.41 40 
7 2.5255 0.534% 1.637% 152.24 40 
1 3.9613 -7.906% 7.989% 148.93 45 
2 4.2553 -1.070% 1.382% 155.38 45 
3 4.3029 0.036% 0.991% 157.58 45 
4 4.3070 0.131% 0.983% 163.80 45 
5 4.3159 0.339% 0.984% 165.50 45 
6 4.3214 0.466% 1.077% 170.35 45 
7 4.3151 0.320% 1.881% 177.39 45 
1 6.0439 -9.077% 9.138% 171.71 50 
2 6.5743 -1.097% 1.278% 180.97 50 
3 6.6409 -0.096% 0.527% 175.80 50 
4 6.6644 0.257% 0.668% 182.74 50 
5 6.6610 0.206% 0.560% 190.73 50 
6 6.6679 0.310% 0.726% 202.01 50 
7 6.6479 0.009% 1.800% 211.13 50 
1 8.6205 -9.481% 9.544% 185.50 55 
2 9.4089 -1.202% 1.289% 190.27 55 
3 9.5114 -0.126% 0.420% 196.88 55 
4 9.5354 0.125% 0.415% 204.48 55 
5 9.5349 0.121% 0.410% 207.39 55 
6 9.5382 0.155% 0.424% 216.13 55 
7 9.5450 0.226% 0.479% 232.65 55 
1 11.9757 -7.018% 7.071% 184.73 60 
2 12.7379 -1.100% 1.178% 199.48 60 
3 12.8632 -0.127% 0.403% 207.39 60 
4 12.8802 0.005% 0.386% 205.43 60 
5 12.8905 0.085% 0.425% 224.11 60 
6 12.8994 0.154% 0.382% 230.96 60 
7 12.9030 0.182% 0.420% 251.32 60 
Table A.10 LSM results obtained using Chebyshev 1st kind polynomials with 10,000 paths and 50 
time-steps 
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Number of 
Monomials 
LSM 
Price 
Relative Error RMSE 
Average 
Computational 
Time [ms] 
Strike 
Price 
1 2.3442 -6.683% 6.841% 138.26 40 
2 2.4920 -0.802% 1.594% 140.36 40 
3 2.5101 -0.080% 1.588% 140.89 40 
4 2.5239 0.471% 1.404% 141.96 40 
5 2.5291 0.674% 1.524% 141.07 40 
6 2.5290 0.670% 1.339% 147.99 40 
7 2.5204 0.329% 1.872% 160.39 40 
1 3.9590 -7.959% 8.048% 153.51 45 
2 4.2613 -0.930% 1.275% 153.17 45 
3 4.2978 -0.082% 0.943% 158.17 45 
4 4.3059 0.106% 0.992% 162.22 45 
5 4.3229 0.502% 0.963% 174.49 45 
6 4.3177 0.382% 1.368% 172.99 45 
7 4.3115 0.237% 1.745% 179.59 45 
1 6.0470 -9.030% 9.096% 175.65 50 
2 6.5744 -1.096% 1.287% 187.01 50 
3 6.6421 -0.078% 0.488% 187.28 50 
4 6.6604 0.198% 0.565% 185.05 50 
5 6.6625 0.230% 0.525% 191.29 50 
6 6.6706 0.351% 0.629% 195.09 50 
7 6.6621 0.223% 1.287% 204.49 50 
1 8.6137 -9.553% 9.619% 182.00 55 
2 9.4066 -1.227% 1.285% 192.20 55 
3 9.5121 -0.119% 0.455% 195.89 55 
4 9.5308 0.078% 0.397% 200.18 55 
5 9.5441 0.217% 0.488% 207.47 55 
6 9.5402 0.176% 0.393% 215.57 55 
7 9.5386 0.159% 0.419% 232.61 55 
1 11.9600 -7.140% 7.199% 188.81 60 
2 12.7329 -1.139% 1.213% 197.16 60 
3 12.8700 -0.074% 0.415% 199.27 60 
4 12.8800 0.003% 0.387% 204.32 60 
5 12.8879 0.065% 0.373% 213.89 60 
6 12.9114 0.247% 0.459% 220.90 60 
7 12.8941 0.113% 0.390% 239.59 60 
Table A.11 LSM results obtained using Chebyshev 2
nd
 kind polynomials with 10,000 paths and 50 
time-steps 
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Number of 
Monomials 
LSM 
Price 
Relative Error RMSE 
Average 
Computational 
Time [ms] 
Strike 
Price 
1 2.3345 -7.072% 7.209% 134.58 40 
2 2.4856 -1.057% 1.749% 136.17 40 
3 2.5162 0.163% 1.488% 136.34 40 
4 2.5283 0.642% 1.368% 143.49 40 
5 2.5272 0.599% 1.563% 142.59 40 
6 2.5333 0.842% 1.678% 146.57 40 
7 2.5260 0.554% 1.754% 145.99 40 
1 3.9526 -8.106% 8.183% 150.35 45 
2 4.2582 -1.003% 1.446% 156.71 45 
3 4.3046 0.077% 0.902% 156.15 45 
4 4.3096 0.193% 0.991% 157.24 45 
5 4.3218 0.476% 0.910% 159.27 45 
6 4.3189 0.409% 1.215% 165.82 45 
7 4.3198 0.430% 0.961% 167.69 45 
1 6.0440 -9.076% 9.143% 172.97 50 
2 6.5773 -1.052% 1.179% 177.21 50 
3 6.6416 -0.086% 0.513% 179.22 50 
4 6.6590 0.176% 0.515% 181.94 50 
5 6.6612 0.210% 0.516% 186.11 50 
6 6.6711 0.358% 0.635% 192.99 50 
7 6.6588 0.173% 1.839% 199.25 50 
1 8.6140 -9.549% 9.614% 182.76 55 
2 9.4081 -1.211% 1.287% 192.70 55 
3 9.5098 -0.143% 0.456% 193.49 55 
4 9.5296 0.064% 0.451% 198.20 55 
5 9.5404 0.178% 0.492% 203.12 55 
6 9.5425 0.200% 0.420% 215.20 55 
7 9.5418 0.193% 0.582% 215.53 55 
1 11.9516 -7.205% 7.261% 185.38 60 
2 12.7349 -1.123% 1.226% 200.03 60 
3 12.8594 -0.156% 0.445% 197.97 60 
4 12.8912 0.091% 0.354% 203.64 60 
5 12.8894 0.077% 0.416% 210.77 60 
6 12.9042 0.191% 0.377% 220.13 60 
7 12.8945 0.116% 0.474% 232.36 60 
Table A.12 LSM results obtained using Hermite polynomials with 10,000 paths and 50 time-steps 
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Number of 
Monomials 
LSM 
Price 
Relative Error RMSE 
Average 
Computational 
Time [ms] 
Strike 
Price 
1 2.2998 -8.453% 8.602% 285.35 40 
2 2.4893 -0.909% 1.677% 282.60 40 
3 2.5172 0.202% 1.295% 294.03 40 
4 2.5208 0.345% 1.465% 299.41 40 
5 2.5314 0.769% 1.531% 301.06 40 
6 2.5334 0.848% 1.769% 303.86 40 
7 2.5314 0.769% 1.876% 306.07 40 
1 3.8843 -9.694% 9.779% 326.15 45 
2 4.2630 -0.890% 1.373% 329.64 45 
3 4.3007 -0.015% 0.972% 333.81 45 
4 4.3149 0.316% 0.914% 332.14 45 
5 4.3247 0.545% 1.073% 341.04 45 
6 4.3284 0.631% 1.157% 342.59 45 
7 4.3223 0.488% 1.586% 339.96 45 
1 5.9021 -11.211% 11.284% 364.92 50 
2 6.5718 -1.135% 1.306% 377.85 50 
3 6.6442 -0.046% 0.564% 377.34 50 
4 6.6640 0.252% 0.572% 377.87 50 
5 6.6696 0.336% 0.570% 383.80 50 
6 6.6542 0.103% 1.544% 399.88 50 
7 6.6597 0.186% 2.109% 402.74 50 
1 8.3910 -11.891% 11.972% 384.53 55 
2 9.3983 -1.314% 1.395% 416.85 55 
3 9.5120 -0.120% 0.431% 413.23 55 
4 9.5376 0.148% 0.430% 417.91 55 
5 9.5558 0.340% 0.478% 418.25 55 
6 9.5318 0.087% 2.131% 399.74 55 
7 9.5556 0.338% 0.531% 434.61 55 
1 11.7186 -9.014% 9.074% 400.16 60 
2 12.7175 -1.258% 1.346% 426.82 60 
3 12.8645 -0.117% 0.377% 424.66 60 
4 12.8982 0.145% 0.420% 421.78 60 
5 12.8990 0.151% 0.430% 435.57 60 
6 12.9010 0.166% 0.476% 440.38 60 
7 12.8697 -0.077% 1.538% 448.86 60 
Table A.13 LSM results obtained using basic powers polynomials with 10,000 paths and 100 time-
steps 
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Number of 
Monomials 
LSM 
Price 
Relative Error RMSE 
Average 
Computational 
Time [ms] 
Strike 
Price 
1 2.3032 -8.318% 8.440% 288.06 40 
2 2.4922 -0.792% 1.737% 291.33 40 
3 2.5158 0.146% 1.358% 301.45 40 
4 2.5244 0.489% 1.612% 302.87 40 
5 2.5354 0.927% 1.674% 309.27 40 
6 2.5314 0.768% 1.499% 312.94 40 
7 2.5288 0.665% 2.201% 321.15 40 
1 3.8841 -9.700% 9.787% 322.26 45 
2 4.2606 -0.947% 1.270% 328.81 45 
3 4.3041 0.064% 0.871% 344.68 45 
4 4.3134 0.282% 1.037% 350.38 45 
5 4.3213 0.464% 1.111% 361.41 45 
6 4.3245 0.539% 1.042% 364.92 45 
7 4.3050 0.085% 2.309% 375.94 45 
1 5.9075 -11.129% 11.201% 370.57 50 
2 6.5735 -1.110% 1.276% 380.49 50 
3 6.6457 -0.023% 0.583% 387.05 50 
4 6.6658 0.279% 0.619% 386.40 50 
5 6.6664 0.288% 0.644% 407.03 50 
6 6.6774 0.454% 0.772% 413.70 50 
7 6.6660 0.282% 2.221% 429.48 50 
1 8.3904 -11.897% 11.976% 359.77 55 
2 9.4050 -1.244% 1.342% 398.74 55 
3 9.5128 -0.112% 0.414% 406.58 55 
4 9.5369 0.142% 0.370% 427.92 55 
5 9.5526 0.306% 0.477% 443.22 55 
6 9.5595 0.379% 0.537% 475.05 55 
7 9.5353 0.125% 1.484% 499.56 55 
1 11.7207 -8.998% 9.060% 393.27 60 
2 12.7336 -1.133% 1.220% 433.06 60 
3 12.8666 -0.101% 0.422% 430.94 60 
4 12.8935 0.108% 0.426% 430.88 60 
5 12.8951 0.121% 0.417% 437.59 60 
6 12.9126 0.257% 0.458% 485.95 60 
7 12.8989 0.150% 0.863% 496.06 60 
Table A.14 LSM results obtained using Legendre polynomials with 10,000 paths and 100 time-steps 
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Number of 
Monomials 
LSM 
Price 
Relative Error RMSE 
Average 
Computational 
Time [ms] 
Strike 
Price 
1 2.3043 -8.275% 8.412% 287.94 40 
2 2.4888 -0.930% 1.573% 292.88 40 
3 2.5179 0.230% 1.413% 298.00 40 
4 2.5240 0.474% 1.620% 306.54 40 
5 2.5313 0.765% 1.405% 322.46 40 
6 2.5368 0.983% 1.754% 325.66 40 
7 2.5252 0.520% 2.087% 342.53 40 
1 3.8869 -9.635% 9.710% 321.17 45 
2 4.2547 -1.083% 1.401% 327.12 45 
3 4.2910 -0.240% 0.867% 341.73 45 
4 4.3189 0.409% 0.922% 349.77 45 
5 4.3185 0.399% 0.921% 378.13 45 
6 4.3199 0.432% 1.222% 379.72 45 
7 4.3158 0.336% 1.743% 393.80 45 
1 5.9035 -11.189% 11.263% 361.27 50 
2 6.5725 -1.125% 1.323% 390.99 50 
3 6.6507 0.052% 0.551% 378.70 50 
4 6.6556 0.125% 0.543% 413.78 50 
5 6.6729 0.385% 0.669% 419.01 50 
6 6.6806 0.502% 0.738% 436.15 50 
7 6.6623 0.227% 2.184% 479.78 50 
1 8.3877 -11.925% 12.008% 392.84 55 
2 9.3906 -1.395% 1.485% 411.30 55 
3 9.5115 -0.125% 0.463% 409.47 55 
4 9.5388 0.161% 0.398% 439.95 55 
5 9.5472 0.249% 0.413% 485.01 55 
6 9.5493 0.271% 0.511% 496.42 55 
7 9.5348 0.120% 2.396% 535.13 55 
1 11.7227 -8.982% 9.044% 403.51 60 
2 12.7176 -1.258% 1.340% 426.64 60 
3 12.8789 -0.005% 0.460% 422.01 60 
4 12.8972 0.137% 0.359% 461.87 60 
5 12.8980 0.143% 0.417% 512.14 60 
6 12.9107 0.242% 0.477% 541.79 60 
7 12.8889 0.073% 1.056% 569.65 60 
Table A.15 LSM results obtained using Laguerre polynomials with 10,000 paths and 100 time-steps 
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Number of 
Monomials 
LSM 
Price 
Relative Error RMSE 
Average 
Computational 
Time [ms] 
Strike 
Price 
1 2.3012 -8.398% 8.534% 289.68 40 
2 2.4867 -1.013% 1.926% 298.10 40 
3 2.5086 -0.139% 1.327% 290.63 40 
4 2.5233 0.446% 1.581% 301.06 40 
5 2.5285 0.654% 1.609% 306.98 40 
6 2.5337 0.859% 1.607% 314.58 40 
7 2.5304 0.725% 2.003% 316.33 40 
1 3.8792 -9.814% 9.895% 326.68 45 
2 4.2596 -0.971% 1.402% 334.47 45 
3 4.3038 0.058% 1.098% 336.37 45 
4 4.3200 0.434% 1.051% 331.50 45 
5 4.3234 0.514% 1.006% 342.74 45 
6 4.3256 0.565% 1.210% 357.43 45 
7 4.3106 0.215% 1.992% 369.11 45 
1 5.9018 -11.215% 11.287% 360.23 50 
2 6.5712 -1.144% 1.246% 372.20 50 
3 6.6460 -0.019% 0.565% 383.90 50 
4 6.6646 0.261% 0.577% 387.33 50 
5 6.6691 0.329% 0.617% 401.36 50 
6 6.6632 0.239% 1.125% 413.07 50 
7 6.6718 0.370% 1.149% 443.66 50 
1 8.4012 -11.784% 11.859% 389.88 55 
2 9.3990 -1.307% 1.390% 409.84 55 
3 9.5082 -0.160% 0.468% 407.58 55 
4 9.5353 0.125% 0.412% 433.84 55 
5 9.5506 0.285% 0.474% 441.22 55 
6 9.5534 0.314% 0.485% 456.94 55 
7 9.5294 0.062% 1.651% 477.88 55 
1 11.7259 -8.957% 9.018% 398.08 60 
2 12.7264 -1.189% 1.264% 420.36 60 
3 12.8637 -0.123% 0.459% 420.57 60 
4 12.8945 0.116% 0.374% 428.45 60 
5 12.9029 0.181% 0.405% 447.57 60 
6 12.9034 0.185% 0.502% 474.50 60 
7 12.9184 0.302% 0.503% 506.70 60 
Table A.16 Estimates obtained using Chebyshev 1
st
 kind polynomials with 10,000 paths and 100 
time-steps 
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Number of 
Monomials 
LSM 
Price 
Relative Error RMSE 
Average 
Computational 
Time [ms] 
Strike 
Price 
1 2.3019 -8.367% 8.511% 291.29 40 
2 2.4920 -0.800% 1.683% 290.73 40 
3 2.5170 0.196% 1.501% 293.07 40 
4 2.5324 0.807% 1.679% 298.57 40 
5 2.5334 0.845% 1.485% 303.12 40 
6 2.5282 0.639% 1.725% 308.12 40 
7 2.5340 0.870% 2.008% 317.85 40 
1 3.8804 -9.786% 9.868% 321.37 45 
2 4.2631 -0.888% 1.398% 328.26 45 
3 4.2927 -0.201% 0.905% 328.75 45 
4 4.3140 0.294% 0.952% 335.06 45 
5 4.3223 0.488% 1.037% 346.30 45 
6 4.3219 0.478% 1.240% 357.64 45 
7 4.3049 0.082% 2.305% 368.22 45 
1 5.8994 -11.252% 11.321% 360.33 50 
2 6.5700 -1.162% 1.338% 390.25 50 
3 6.6438 -0.053% 0.576% 380.02 50 
4 6.6679 0.310% 0.588% 396.89 50 
5 6.6726 0.381% 0.689% 407.44 50 
6 6.6593 0.181% 1.847% 414.86 50 
7 6.6595 0.183% 0.966% 439.43 50 
1 8.3979 -11.819% 11.898% 383.13 55 
2 9.3978 -1.319% 1.398% 415.46 55 
3 9.5152 -0.086% 0.419% 418.40 55 
4 9.5333 0.104% 0.361% 432.54 55 
5 9.5500 0.279% 0.444% 445.18 55 
6 9.5473 0.251% 0.486% 449.63 55 
7 9.5266 0.033% 1.730% 493.61 55 
1 11.7216 -8.991% 9.055% 409.47 60 
2 12.7158 -1.272% 1.356% 419.73 60 
3 12.8737 -0.045% 0.432% 417.58 60 
4 12.8883 0.068% 0.375% 445.77 60 
5 12.8979 0.143% 0.430% 449.56 60 
6 12.9047 0.195% 0.769% 476.53 60 
7 12.8925 0.101% 1.301% 509.23 60 
Table A.17 LSM results obtained using Chebyshev 2
nd
 kind polynomials with 10,000 paths and 100 
time-steps 
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Number of 
Monomials 
LSM 
Price 
Relative Error RMSE 
Average 
Computational 
Time [ms] 
Strike 
Price 
1 2.3002 -8.436% 8.580% 286.25 40 
2 2.4999 -0.487% 1.454% 294.08 40 
3 2.5188 0.266% 1.523% 293.75 40 
4 2.5224 0.410% 1.387% 297.46 40 
5 2.5264 0.570% 1.460% 309.62 40 
6 2.5308 0.743% 1.647% 320.65 40 
7 2.5249 0.508% 1.786% 313.42 40 
1 3.8802 -9.790% 9.874% 326.56 45 
2 4.2615 -0.926% 1.359% 326.07 45 
3 4.3103 0.210% 0.890% 320.74 45 
4 4.3176 0.379% 0.997% 329.97 45 
5 4.3236 0.518% 0.973% 347.26 45 
6 4.3194 0.420% 1.268% 353.63 45 
7 4.3181 0.391% 1.792% 353.20 45 
1 5.9040 -11.182% 11.256% 354.56 50 
2 6.5649 -1.239% 1.388% 385.14 50 
3 6.6473 0.000% 0.557% 375.70 50 
4 6.6664 0.287% 0.604% 389.12 50 
5 6.6745 0.409% 0.635% 389.30 50 
6 6.6719 0.370% 0.668% 409.79 50 
7 6.6370 -0.155% 2.723% 405.09 50 
1 8.3957 -11.842% 11.923% 379.26 55 
2 9.3991 -1.306% 1.382% 402.22 55 
3 9.5073 -0.169% 0.433% 394.69 55 
4 9.5409 0.183% 0.395% 413.22 55 
5 9.5516 0.296% 0.501% 417.06 55 
6 9.5497 0.275% 0.436% 439.80 55 
7 9.4944 -0.305% 2.882% 450.58 55 
1 11.7207 -8.998% 9.056% 407.00 60 
2 12.7168 -1.263% 1.355% 434.42 60 
3 12.8694 -0.079% 0.371% 427.84 60 
4 12.8982 0.145% 0.401% 432.14 60 
5 12.9063 0.208% 0.424% 449.99 60 
6 12.9044 0.193% 0.625% 466.62 60 
7 12.9059 0.205% 0.757% 489.84 60 
Table A.18 LSM results obtained using Hermite polynomials with 10,000 paths and 100 time-steps 
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Number of 
Monomials 
LSM 
Price 
Relative Error RMSE 
Average 
Computational 
Time [ms] 
Strike 
Price 
1 2.2547 -10.247% 10.369% 881.82 40 
2 2.4923 -0.791% 1.692% 894.70 40 
3 2.5135 0.055% 1.143% 893.07 40 
4 2.5226 0.416% 1.595% 901.39 40 
5 2.5356 0.934% 1.602% 904.77 40 
6 2.5322 0.800% 1.698% 915.15 40 
7 2.5175 0.213% 2.035% 928.33 40 
1 3.7972 -11.720% 11.805% 970.52 45 
2 4.2590 -0.983% 1.432% 993.85 45 
3 4.2967 -0.107% 0.919% 996.16 45 
4 4.3248 0.545% 1.018% 1006.60 45 
5 4.3191 0.412% 0.983% 1020.64 45 
6 4.3170 0.364% 1.613% 1038.90 45 
7 4.2694 -0.742% 3.133% 1056.76 45 
1 5.7374 -13.688% 13.768% 1065.92 50 
2 6.5703 -1.157% 1.310% 1104.36 50 
3 6.6412 -0.092% 0.525% 1097.39 50 
4 6.6695 0.334% 0.609% 1121.65 50 
5 6.6762 0.435% 0.733% 1151.86 50 
6 6.6566 0.140% 2.232% 1193.80 50 
7 6.6238 -0.354% 2.952% 1214.27 50 
1 8.1256 -14.678% 14.768% 1153.14 55 
2 9.3882 -1.420% 1.501% 1213.13 55 
3 9.5135 -0.105% 0.477% 1213.23 55 
4 9.5494 0.272% 0.475% 1242.37 55 
5 9.5499 0.278% 0.487% 1279.13 55 
6 9.5426 0.201% 1.498% 1335.61 55 
7 9.4735 -0.524% 3.519% 1365.43 55 
1 11.4339 -11.225% 11.293% 1185.24 60 
2 12.7111 -1.308% 1.407% 1282.58 60 
3 12.8640 -0.121% 0.373% 1266.08 60 
4 12.8967 0.133% 0.393% 1289.03 60 
5 12.9147 0.273% 0.459% 1336.79 60 
6 12.8847 0.040% 1.759% 1377.28 60 
7 12.8829 0.026% 1.587% 1426.34 60 
Table A.19 LSM results with basic powers polynomials with 10,000 paths and 250 time-steps 
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Number of 
Monomials 
LSM 
Price 
Relative Error RMSE 
Average 
Computational 
Time [ms] 
Strike 
Price 
1 2.2559 -10.200% 10.325% 892.58 40 
2 2.4894 -0.906% 1.758% 917.17 40 
3 2.5199 0.309% 1.467% 923.63 40 
4 2.5255 0.534% 1.505% 942.41 40 
5 2.5409 1.145% 1.815% 955.60 40 
6 2.5298 0.703% 1.540% 967.37 40 
7 2.5120 -0.005% 2.528% 994.33 40 
1 3.7952 -11.766% 11.852% 995.72 45 
2 4.2572 -1.026% 1.401% 1029.75 45 
3 4.2994 -0.045% 0.911% 1035.37 45 
4 4.3183 0.395% 1.037% 1051.35 45 
5 4.3238 0.522% 0.938% 1078.42 45 
6 4.3154 0.328% 1.719% 1094.63 45 
7 4.2604 -0.951% 3.391% 1139.91 45 
1 5.7396 -13.656% 13.738% 1099.79 50 
2 6.5669 -1.209% 1.372% 1146.62 50 
3 6.6410 -0.095% 0.490% 1151.21 50 
4 6.6644 0.257% 0.577% 1175.91 50 
5 6.6743 0.407% 0.667% 1217.55 50 
6 6.6561 0.133% 2.406% 1248.36 50 
7 6.6123 -0.526% 2.961% 1303.26 50 
1 8.1477 -14.446% 14.535% 1171.32 55 
2 9.3848 -1.456% 1.526% 1260.82 55 
3 9.5116 -0.125% 0.449% 1271.11 55 
4 9.5449 0.225% 0.450% 1319.44 55 
5 9.5582 0.365% 0.530% 1371.23 55 
6 9.5331 0.101% 1.732% 1420.31 55 
7 9.5066 -0.177% 2.270% 1479.71 55 
1 11.4514 -11.088% 11.157% 1220.07 60 
2 12.6997 -1.396% 1.475% 1310.11 60 
3 12.8664 -0.102% 0.416% 1313.53 60 
4 12.9001 0.160% 0.411% 1383.15 60 
5 12.9083 0.223% 0.405% 1436.47 60 
6 12.9168 0.289% 0.476% 1501.87 60 
7 12.8935 0.108% 1.251% 1564.82 60 
Table A.20 LSM results obtained using Legendre polynomials with 10,000 paths and 250 time-steps 
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Number of 
Monomials 
LSM Price 
Relative 
Error 
RMSE 
Average 
Computational 
Time [ms] 
Strike 
Price 
1 2.2601 -10.033% 10.146% 903.77 40 
2 2.4994 -0.505% 1.627% 922.10 40 
3 2.5144 0.089% 1.388% 926.85 40 
4 2.5235 0.453% 1.466% 953.48 40 
5 2.5366 0.974% 1.801% 1,000.62 40 
6 2.5297 0.699% 1.659% 1004.88 40 
7 2.5286 0.657% 2.115% 1021.98 40 
1 3.8030 -11.585% 11.670% 1003.20 45 
2 4.2540 -1.100% 1.496% 1047.44 45 
3 4.2988 -0.060% 0.913% 1033.17 45 
4 4.3217 0.475% 0.980% 1073.08 45 
5 4.3262 0.578% 1.099% 1128.84 45 
6 4.3231 0.505% 1.440% 1146.42 45 
7 4.3002 -0.026% 2.517% 1182.59 45 
1 5.7415 -13.627% 13.709% 1101.66 50 
2 6.5618 -1.285% 1.426% 1148.28 50 
3 6.6438 -0.053% 0.518% 1159.86 50 
4 6.6690 0.327% 0.651% 1210.73 50 
5 6.6748 0.414% 1.319% 1306.85 50 
6 6.6456 -0.025% 3.625% 1325.44 50 
7 6.6495 0.034% 2.751% 1397.80 50 
1 8.1284 -14.649% 14.741% 1200.16 55 
2 9.3875 -1.427% 1.535% 1274.42 55 
3 9.5124 -0.116% 0.409% 1266.39 55 
4 9.5474 0.252% 0.465% 1342.34 55 
5 9.5549 0.330% 0.511% 1481.40 55 
6 9.5454 0.230% 1.727% 1506.22 55 
7 9.4899 -0.352% 3.261% 1586.85 55 
1 11.4534 -11.073% 11.143% 1230.48 60 
2 12.7033 -1.369% 1.452% 1321.00 60 
3 12.8669 -0.099% 0.408% 1332.88 60 
4 12.8961 0.128% 0.400% 1416.67 60 
5 12.9083 0.223% 0.475% 1539.41 60 
6 12.9107 0.242% 0.891% 1590.92 60 
7 12.8967 0.133% 1.207% 1691.39 60 
Table A.21 LSM results obtained using Laguerre polynomials with 10,000 paths and 250 time-steps 
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Number of 
Monomials 
LSM Price 
Relative 
Error 
RMSE 
Average 
Computational 
Time [ms] 
Strike 
Price 
1 2.2641 -9.872% 9.994% 905.60 40 
2 2.4938 -0.731% 1.719% 923.07 40 
3 2.5190 0.274% 1.348% 922.63 40 
4 2.5252 0.519% 1.438% 934.15 40 
5 2.5297 0.701% 1.833% 944.14 40 
6 2.5273 0.603% 1.719% 966.50 40 
7 2.5149 0.110% 2.059% 975.63 40 
1 3.8009 -11.635% 11.719% 999.72 45 
2 4.2578 -1.011% 1.393% 1029.85 45 
3 4.3080 0.154% 1.084% 1019.57 45 
4 4.3208 0.454% 0.991% 1044.41 45 
5 4.3231 0.508% 0.965% 1063.74 45 
6 4.3202 0.440% 1.812% 1079.62 45 
7 4.2958 -0.128% 2.131% 1120.20 45 
1 5.7339 -13.741% 13.825% 1096.77 50 
2 6.5530 -1.418% 1.547% 1145.18 50 
3 6.6448 -0.038% 0.607% 1138.07 50 
4 6.6682 0.315% 0.607% 1172.08 50 
5 6.6713 0.362% 0.629% 1205.04 50 
6 6.6634 0.243% 1.903% 1238.55 50 
7 6.6613 0.211% 1.405% 1304.52 50 
1 8.1177 -14.761% 14.850% 1197.42 55 
2 9.3907 -1.394% 1.497% 1268.60 55 
3 9.5176 -0.062% 0.469% 1267.96 55 
4 9.5466 0.243% 0.486% 1300.89 55 
5 9.5607 0.391% 0.546% 1337.10 55 
6 9.5540 0.321% 0.628% 1406.60 55 
7 9.5090 -0.152% 3.227% 1477.14 55 
1 11.4470 -11.122% 11.190% 1231.32 60 
2 12.6968 -1.419% 1.479% 1320.89 60 
3 12.8705 -0.070% 0.384% 1311.69 60 
4 12.9048 0.196% 0.455% 1365.39 60 
5 12.9073 0.216% 0.423% 1424.59 60 
6 12.9112 0.246% 0.807% 1473.07 60 
7 12.8922 0.098% 1.336% 1543.25 60 
Table A.22 LSM results obtained using Chebyshev 1
st
 kind polynomials with 10,000 paths and 250 
time-steps 
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Number of 
Monomials 
LSM 
Price 
Relative Error RMSE 
Average 
Computational 
Time [ms] 
Strike 
Price 
1 2.2559 -10.199% 10.310% 912.08 40 
2 2.4939 -0.724% 1.675% 926.94 40 
3 2.5115 -0.024% 1.543% 935.09 40 
4 2.5301 0.715% 1.515% 942.41 40 
5 2.5361 0.953% 1.584% 959.35 40 
6 2.5363 0.961% 1.686% 969.84 40 
7 2.5122 0.001% 2.328% 980.15 40 
1 3.7985 -11.690% 11.780% 1011.95 45 
2 4.2629 -0.892% 1.451% 1087.92 45 
3 4.3004 -0.022% 0.927% 1030.75 45 
4 4.3211 0.459% 1.047% 1048.80 45 
5 4.3241 0.530% 1.094% 1067.80 45 
6 4.3225 0.492% 1.141% 1094.62 45 
7 4.3012 -0.002% 2.192% 1116.25 45 
1 5.7400 -13.649% 13.728% 1097.20 50 
2 6.5611 -1.297% 1.464% 1128.05 50 
3 6.6435 -0.056% 0.558% 1123.97 50 
4 6.6710 0.356% 0.608% 1151.73 50 
5 6.6789 0.475% 0.751% 1174.35 50 
6 6.6628 0.234% 1.719% 1212.90 50 
7 6.6436 -0.055% 2.473% 1258.29 50 
1 8.1249 -14.686% 14.778% 1172.36 55 
2 9.3919 -1.381% 1.458% 1239.98 55 
3 9.5039 -0.205% 0.417% 1240.21 55 
4 9.5467 0.244% 0.424% 1290.67 55 
5 9.5601 0.385% 0.530% 1334.01 55 
6 9.5422 0.197% 1.831% 1367.89 55 
7 9.4642 -0.622% 3.705% 1409.68 55 
1 11.4362 -11.206% 11.274% 1228.15 60 
2 12.7020 -1.379% 1.439% 1278.50 60 
3 12.8664 -0.102% 0.445% 1286.23 60 
4 12.9084 0.224% 0.399% 1346.12 60 
5 12.9111 0.245% 0.426% 1382.17 60 
6 12.9316 0.404% 0.580% 1438.03 60 
7 12.8747 -0.037% 1.717% 1508.87 60 
Table A.23 LSM results obtained using Chebyshev 2
nd
 kind polynomials with 10,000 paths and 250 
time-steps 
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Number of 
Monomials 
LSM Price 
Relative 
Error 
RMSE 
Average 
Computational 
Time [ms] 
Strike 
Price 
1 2.2564 -10.179% 10.284% 889.09 40 
2 2.4927 -0.775% 1.627% 902.94 40 
3 2.5204 0.329% 1.609% 901.42 40 
4 2.5257 0.539% 1.655% 908.23 40 
5 2.5307 0.738% 1.502% 915.27 40 
6 2.5305 0.732% 1.764% 930.21 40 
7 2.5214 0.370% 2.466% 933.19 40 
1 3.7944 -11.786% 11.865% 980.33 45 
2 4.2490 -1.216% 1.586% 1003.10 45 
3 4.3021 0.018% 0.964% 1004.32 45 
4 4.3228 0.501% 1.054% 1016.57 45 
5 4.3205 0.446% 0.899% 1024.96 45 
6 4.3209 0.456% 1.292% 1051.61 45 
7 4.3090 0.179% 2.467% 1060.82 45 
1 5.7388 -13.667% 13.748% 1075.61 50 
2 6.5618 -1.286% 1.478% 1119.37 50 
3 6.6511 0.057% 0.532% 1115.03 50 
4 6.6690 0.327% 0.671% 1131.91 50 
5 6.6749 0.415% 0.702% 1160.97 50 
6 6.6445 -0.042% 2.955% 1195.31 50 
7 6.5775 -1.050% 4.330% 1217.24 50 
1 8.1261 -14.673% 14.764% 1169.97 55 
2 9.3813 -1.493% 1.587% 1235.12 55 
3 9.5074 -0.169% 0.481% 1226.63 55 
4 9.5444 0.220% 0.408% 1267.22 55 
5 9.5611 0.395% 0.553% 1290.46 55 
6 9.5612 0.396% 0.525% 1337.08 55 
7 9.4835 -0.420% 3.175% 1366.87 55 
1 11.4537 -11.071% 11.138% 1200.78 60 
2 12.7108 -1.311% 1.398% 1284.83 60 
3 12.8728 -0.052% 0.388% 1280.45 60 
4 12.9039 0.189% 0.456% 1312.96 60 
5 12.9100 0.236% 0.443% 1341.72 60 
6 12.9095 0.232% 0.637% 1399.27 60 
7 12.9013 0.169% 0.998% 1427.10 60 
Table A.24 LSM results obtained using Hermite polynomials with 10,000 paths and 250 time-steps 
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Figure A.25 Relative error and RMSE dependent on the number of time-steps using different 
numbers of simulated paths for deeply out-of-the-money option (strike price is 40) 
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Figure A.26 Relative error and RMSE dependent on the number of time-steps using different 
numbers of simulated paths for moderately out-of-the-money option (strike price is 45) 
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Figure A.27 Relative error and RMSE dependent on the number of time-steps using different 
numbers of simulated paths for at-the-money option (strike price is 50) 
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Figure A.28 Relative error and RMSE dependent on the number of time-steps using different 
numbers of simulated paths for moderately in-the-money option (strike price is 55) 
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Figure A.29 Relative error LSM produces dependent on the number of time-steps using different 
numbers of simulated paths for deeply in-the-money option (strike price is 60) 
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B.  Appendix: Java Codes  
/** 
 * 
 * @author milos 
 */ 
public class NewLSMC extends BlackScholes_PDE 
{ 
     int ntime, nspace, brojkorisnih; 
     final Matrix OVM; 
     static Matrix APM; 
     Matrix X,Y, ABC; 
     int[] exercPok; 
     double dt, price, discountRate; 
     Polynomial m_Polynomial; 
     static double [] vrednosti = new double [5]; 
public NewLSMC (boolean ea, boolean cp,double s0, double k, double r, double d, double sigma, double t, int 
nx, int nt, int polyOrder, Polynomial.PolynomialType ePolyType) 
{ 
    super(ea, cp, s0, k, r, d, sigma, t); 
    OVM= new Matrix(nx,nt+1); 
    APM= new Matrix(nx,nt+1); 
    X = new Matrix(polyOrder+1,polyOrder+1); 
    Y = new Matrix (polyOrder+1,1); 
    ABC = new Matrix (polyOrder+1,1); 
    exercPok = new int[nx+1]; 
    dt=t/nt; 
    this.ntime=nt; 
    this.nspace=nx; 
    this.m_Polynomial = new MC_model.Polynomial(polyOrder, ePolyType); 
    discountRate=Math.exp(-r*dt); 
    //discountRate=0.94176;} 
public void setAPM() 
{ 
        //double dt=t/nt; 
    for (int i=0; i<nspace;i++) 
    {        //double randomNumber = Math.random(); 
        //double ksi = math.InvNormalStandardDistribution.InvNorm(randomNumber); 
        APM.set(i,0,(s0));// *Math.exp(((r-d) - 0.5*sigma*sigma)*dt + Math.sqrt(dt)*ksi*sigma))); 
    } 
    for (int i=0; i<nspace;i++) 
    { 
        for (int j=1; j<=ntime ; j++) 
        { 
            double randomNumber = Math.random(); 
            double ksi = math.InvNormalStandardDistribution.InvNorm(randomNumber); 
            APM.set(i,j,((APM.get(i,j-1))*Math.exp(((r-d) - 0.5*sigma*sigma)*dt + Math.sqrt(dt)*ksi*sigma))); 
            //System.out.println(i + "\t" + j +"\t" + APM.get(i, j)); 
        } 
    } 
} 
public void setAPMantithetic() 
{ 
        //double dt=t/nt; 
    for (int i=0; i<nspace;i++) 
    { 
        APM.set(i,0,(s0));    } 
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    for (int j=1; j<=ntime ; j++) 
    { 
        for (int i=0; i<nspace;i++) 
        { 
            double randomNumber = Math.random(); 
            double ksi = math.InvNormalStandardDistribution.InvNorm(randomNumber); 
            APM.set(i,j,((APM.get(i,j-1))*Math.exp(((r-d) - 0.5*sigma*sigma)*dt + Math.sqrt(dt)*ksi*sigma))); 
            ksi=-ksi; 
            i++; 
            APM.set(i,j,((APM.get(i,j-1))*Math.exp(((r-d) - 0.5*sigma*sigma)*dt + Math.sqrt(dt)*ksi*sigma))); 
            //System.out.println(i + "\t" + j +"\t" + APM.get(i, j)); 
        } 
    } 
} 
public void setAPMantitheticWithDiscreteDividends(double dividendFrequency, double 
singleDividendPayment) 
{ 
        //double dt=t/nt; 
    for (int i=0; i<nspace;i++) 
    { 
        APM.set(i,0,(s0-singleDividendPayment)); 
    } 
    int divCounter=0; 
    for (int j=1; j<=ntime ; j++) 
    { 
        if (dividendFrequency*(divCounter+1)>((j-1)*t/ntime) && 
dividendFrequency*(divCounter+1)<=(j*t/ntime)) 
        { 
            divCounter++; 
            for (int i=0; i<nspace;i++) 
            { 
                double randomNumber = Math.random(); 
                double ksi = math.InvNormalStandardDistribution.InvNorm(randomNumber); 
                APM.set(i,j,((APM.get(i,j-1))*Math.exp(((r-d) - 0.5*sigma*sigma)*dt + Math.sqrt(dt)*ksi*sigma)-
singleDividendPayment)); 
                ksi=-ksi; 
                i++; 
                APM.set(i,j,((APM.get(i,j-1))*Math.exp(((r-d) - 0.5*sigma*sigma)*dt + Math.sqrt(dt)*ksi*sigma)-
singleDividendPayment)); 
                //System.out.println(i + "\t" + j +"\t" + APM.get(i, j)); 
            } 
        } 
        else 
            for (int i=0; i<nspace;i++) 
            { 
                double randomNumber = Math.random(); 
                double ksi = math.InvNormalStandardDistribution.InvNorm(randomNumber); 
                APM.set(i,j,((APM.get(i,j-1))*Math.exp(((r-d) - 0.5*sigma*sigma)*dt + Math.sqrt(dt)*ksi*sigma))); 
                ksi=-ksi; 
                i++; 
                APM.set(i,j,((APM.get(i,j-1))*Math.exp(((r-d) - 0.5*sigma*sigma)*dt + Math.sqrt(dt)*ksi*sigma))); 
                //System.out.println(i + "\t" + j +"\t" + APM.get(i, j)); 
            } 
    } 
} 
public void setStoppingRule() 
{ 
    setLastTimeStepOVM(); 
    for(int j= ntime-1; j>0; j--) 
    {  X=X.times(0.0); 
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        Y=Y.times(0.0); 
        SetXandY(j); 
        setOVM_j(j); 
    } 
    //calcPrice(); 
} 
public void setLastTimeStepOVM() 
{ 
                for (int i=0; i<nspace;i++) 
            { 
                double x=APM.get(i,ntime); 
                if (((x-k)*caput) > 0 )  //za call i put opciju koja je u plusu 
                { 
                    exercPok[i]=ntime; 
                    OVM.set(i, ntime,(x-k)*caput); 
                } 
                else 
                { 
                    exercPok[i]=0; 
                    OVM.set(i, ntime,0.0); 
                } 
            } 
} 
public void SetXandY(int currentTimeStep) 
{ 
    brojkorisnih=0; 
    int j = currentTimeStep; 
    for (int i=0; i<nspace ; i++) 
    { 
        double x=APM.get(i, j); 
        if ((x-k)*caput>0) 
        { 
            brojkorisnih++; 
            double  y=OVM.get(i, j+1)*discountRate; 
            final Matrix[] XYs = 
            m_Polynomial.BuildXandYacrossALLitmPaths(X, Y, x, y); 
            X = XYs[0]; 
            Y = XYs[1]; 
        } 
    } 
} 
public double getPrice() 
{ 
    calcPrice(); 
    return price; 
} 
public void calcPrice() 
{ 
    //setAPM_LSMC(); 
    //setAPM(); 
    //MOJsetAPM(); 
    //setAPMantithetic(); 
    setStoppingRule(); 
    finalCalc(); 
} 
public void finalCalc() 
{ 
    price = 0.0 ; 
    // 'nspace' = number of paths 
    for (int i=0; i<nspace ; i++) 
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    { 
        // za svaki path se iz exercpok-a uzima broj vremenskog koraka kada treba exercisovati 
        int exer=exercPok[i]; 
        if (exer!=0) 
            price+=((APM.get(i,exer)-k)*caput*Math.exp(-r*dt*exer));// 
        //price+=OVM.get(i, 1)*Math.exp(-r*dt); 
    } 
    price=price/nspace; 
} 
// ispravan naziv bi bio SetExercPok jer je poenta u zadavanju vrednosti u vektoru koji pokazuje za svaki path u 
kom trenutku t ga treba exercisovati 
public void quicksort(int[] a, int korak) { 
        //shuffle(a);                        // to guard against worst-case 
        quicksort(a, 0, a.length - 1, korak); 
    } 
    // quicksort a[left] to a[right] 
    public void quicksort(int[] a, int left, int right, int korak) { 
        if ((right-left) <= 0) return; 
        int i = partition(a, left, right, korak); 
        quicksort(a, left, i-1, korak); 
        quicksort(a, i+1, right, korak); 
    } 
    // partition a[left] to a[right], assumes left < right 
    private int partition(int[] a, int left, int right, int korak) { 
        int i = left - 1; 
        int j = right; 
        while (true) { 
            while (less(APM.get(a[++i],korak), APM.get(a[right],korak)))      // find item on left to swap 
                ;                               // a[right] acts as sentinel 
            while (less(APM.get(a[right],korak), APM.get(a[--j],korak)))      // find item on right to swap 
                if (j == left) break;           // don't go out-of-bounds 
            if (i >= j) break;                  // check if pointers cross 
            exch(a, i, j);                      // swap two elements into place 
        } 
        exch(a, i, right);                      // swap with partition element 
        return i; 
    } 
    // is x < y ? 
    private boolean less(double x, double y) { 
        //comparisons++; 
        return ((x-y) < 0); 
    } 
    // exchange a[i] and a[j] 
    private static void exch(int[] a, int i, int j) { 
        //exchanges++; 
        int swap = a[i]; 
        a[i] = a[j]; 
        a[j] = swap; 
    } 
public void quicksortY(int[] a, int korak) { 
        //shuffle(a);                        // to guard against worst-case 
    //korak++; //dodato zbog upotrebe sortiranja po ipsilonima 
        quicksortY(a, 0, a.length - 1, korak); 
    } 
    // quicksort a[left] to a[right] 
    public void quicksortY(int[] a, int left, int right, int korak) { 
        if ((right-left) <= 0) return; 
        int i = partitionY(a, left, right, korak); 
        quicksortY(a, left, i-1, korak); 
        quicksortY(a, i+1, right, korak);    } 
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    // partition a[left] to a[right], assumes left < right 
    private int partitionY(int[] a, int left, int right, int korak) { 
        int i = left - 1; 
        int j = right; 
        while (true) { 
            while (less(OVM.get(a[++i],korak), OVM.get(a[right],korak)))      // find item on left to swap 
                ;                               // a[right] acts as sentinel 
            while (less(OVM.get(a[right],korak), OVM.get(a[--j],korak)))      // find item on right to swap 
                if (j == left) break;           // don't go out-of-bounds 
            if (i >= j) break;                  // check if pointers cross 
            exch(a, i, j);                      // swap two elements into place 
        } 
        exch(a, i, right);                      // swap with partition element 
        return i; 
    }    
public class Polynomial { 
    Matrix m_PolyVector; 
    int m_PolyOrder; 
    CalculatePolyVector m_CalcPolyVector; 
    Polynomial.PolynomialType ePolyType; 
public enum PolynomialType { 
        LEGENDRE, LAGUERRE, CHEBYSHEV_1ST, CHEBYSHEV_2ND, HERMITE, POWERS } 
    //PolyVector is a matrix (PolyOrder, dimensionality of MC...currently set at 1) 
    abstract public class CalculatePolyVector { 
       abstract public void CalculatePolyVector(int size, Matrix PolyVector, double x); 
    } 
    public Polynomial (PolynomialType ePolyType) 
    { 
        this.ePolyType = ePolyType; 
    } 
    public Polynomial (int iPolyOrder, PolynomialType ePolyType) 
    { 
        this.ePolyType = ePolyType; 
        m_PolyOrder=iPolyOrder; 
        m_PolyVector = new Matrix (1,m_PolyOrder+1); 
        switch (ePolyType) 
        { 
            case LEGENDRE : m_CalcPolyVector = new Legendre();break; 
            case LAGUERRE : m_CalcPolyVector = new Laguerre();break; 
            case CHEBYSHEV_1ST : m_CalcPolyVector = new Chebyshev_1st();break; 
            case CHEBYSHEV_2ND : m_CalcPolyVector = new Chebyshev_2nd();break; 
            case HERMITE : m_CalcPolyVector = new Hermite();break; 
            case POWERS : m_CalcPolyVector = new Powers();break; 
        } 
    } 
    //u praznu matricu VectorResults ubacuje izracunat PolyVector 
    public void CalculatePolynomial (double x) 
    { 
        try{ 
        m_CalcPolyVector.CalculatePolyVector(m_PolyOrder, m_PolyVector, x); 
        } 
        catch(RuntimeException e) 
        { 
            System.out.println("Exeption in CalculatePolynomial"); 
            System.out.println(e.toString()); 
            throw e; 
        } 
    } 
    public class Legendre extends CalculatePolyVector 
    { 
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        public void Legendre(){}; 
        public void CalculatePolyVector(int PolyOrder, Matrix PolyVector, double x) 
        { 
            int dim = 0; 
            PolyVector.set(dim, 0, 1.0); 
            PolyVector.set(dim, 1, x); 
            for(int j=2; j<PolyOrder+1; j++) 
            { 
                LegendreReccurence(x, PolyVector, j, dim); 
            } 
        } 
        //first two elements of PolyVector have to be predefined 
        private void LegendreReccurence(double x, Matrix PolyVector,int OrdinalMonomial, int dim) 
        { 
           PolyVector.set(dim, OrdinalMonomial, 
           ((2*OrdinalMonomial-1)*x*PolyVector.get(dim, OrdinalMonomial-1) 
           -(OrdinalMonomial-1)*PolyVector.get(dim, OrdinalMonomial-2))/OrdinalMonomial); 
        } 
    } 
    public class Laguerre extends CalculatePolyVector 
    { 
        public void Laguerre(){}; 
        public void CalculatePolyVector(int PolyOrder, Matrix PolyVector, double x) 
        { 
            int dim = 0; 
            PolyVector.set(dim, 0, 1.0); 
            PolyVector.set(dim, 1, -x+1); 
            for(int j=2; j<PolyOrder+1; j++) 
            { 
                LaguerreReccurence(x, PolyVector, j, dim); 
            } 
        } 
        //first two elements of PolyVector have to be predefined 
        private void LaguerreReccurence(double x, Matrix PolyVector,int OrdinalMonomial, int dim) 
        { 
           PolyVector.set(dim, OrdinalMonomial, 
           ((2*OrdinalMonomial-1-x)*PolyVector.get(dim, OrdinalMonomial-1) 
           -(OrdinalMonomial-1)*PolyVector.get(dim, OrdinalMonomial-2))/OrdinalMonomial); 
        } 
    } 
    public class Chebyshev_1st extends CalculatePolyVector 
    { 
        public void Chebyshev_1st(){}; 
        public void CalculatePolyVector(int PolyOrder, Matrix PolyVector, double x) 
        { 
            int dim = 0; 
            PolyVector.set(dim, 0, 1.0); 
            PolyVector.set(dim, 1, x); 
            for(int j=2; j<PolyOrder+1; j++) 
            { 
                Chebyshev_1stReccurence(x, PolyVector, j, dim); 
            } 
        } 
        //first two elements of PolyVector have to be predefined 
        private void Chebyshev_1stReccurence(double x, Matrix PolyVector,int OrdinalMonomial, int dim) 
        { 
           PolyVector.set(dim, OrdinalMonomial, 
                2*x*PolyVector.get(dim, OrdinalMonomial-1) - PolyVector.get(dim, OrdinalMonomial-2)); 
        } 
    } 
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    public class Chebyshev_2nd extends CalculatePolyVector 
    { 
        public void Chebyshev_2nd(){}; 
        public void CalculatePolyVector(int PolyOrder, Matrix PolyVector, double x) 
        { 
            int dim = 0; 
            PolyVector.set(dim, 0, 1.0); 
            PolyVector.set(dim, 1, 2*x); 
            for(int j=2; j<PolyOrder+1; j++) 
            { 
                Chebyshev_2ndReccurence(x, PolyVector, j, dim); 
            } 
        } 
        //first two elements of PolyVector have to be predefined 
        private void Chebyshev_2ndReccurence(double x, Matrix PolyVector,int OrdinalMonomial, int dim) 
        { 
           PolyVector.set(dim, OrdinalMonomial, 
                   2*x*PolyVector.get(dim, OrdinalMonomial-1)-PolyVector.get(dim, OrdinalMonomial-2)); 
        } 
    } 
public class Hermite extends CalculatePolyVector 
    { 
        public void Hermite(){}; 
        public void CalculatePolyVector(int PolyOrder, Matrix PolyVector, double x) 
        { 
            int dim = 0; 
            PolyVector.set(dim, 0, 1.0); 
            PolyVector.set(dim, 1, 2*x); 
            for(int j=2; j<PolyOrder+1; j++) 
            { 
                HermiteReccurence(x, PolyVector, j, dim); 
            } 
        } 
        //first two elements of PolyVector have to be predefined 
        private void HermiteReccurence(double x, Matrix PolyVector,int OrdinalMonomial, int dim) 
        { 
           PolyVector.set(dim, OrdinalMonomial, 
                   2*x*PolyVector.get(dim, OrdinalMonomial-1)-2*(OrdinalMonomial-1)*PolyVector.get(dim, 
OrdinalMonomial-2)); 
        } 
    } 
    public class Powers extends CalculatePolyVector 
    { 
        public void Powers(){}; 
        public void CalculatePolyVector(int PolyOrder, Matrix PolyVector, double x) 
        { 
            int dim = 0; 
            PolyVector.set(dim, 0, 1.0); 
            PolyVector.set(dim, 1, x); 
            for(int j=2; j<PolyOrder+1; j++) 
            { 
                PowersReccurence(x, PolyVector, j, dim); 
            } 
        } 
        //first two elements of PolyVector have to be predefined 
        private void PowersReccurence(double x, Matrix PolyVector,int MonomialOrdinal, int dim) 
        { 
           PolyVector.set(dim, MonomialOrdinal, 
                   x*PolyVector.get(dim, MonomialOrdinal-1)); 
        }    } 
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    //OVDE SAM JA DODAO double x U KONSTRUKTOR ZATO STO MISLIM DA BI BEZ TOGA ON 
POZIVAO 'STARI' POLYVECTOR BEZ RACUNANJA NOVOG  
    public double EstimatedPayoffAtTheNextTimeStep (Matrix ABC, double x) 
    { 
        double rr=0.0; 
        try 
        { 
        m_CalcPolyVector.CalculatePolyVector(m_PolyOrder, m_PolyVector, x); 
        Matrix res = m_PolyVector.times(ABC); 
        rr=res.get(0,0); 
        } 
        catch(RuntimeException e) 
        { 
            System.out.println("Exeption in EstimatedPayoffAtTheNextTimeStep"); 
            System.out.println(e.toString()); 
            throw e; 
        } 
        return rr; 
    } 
    public Matrix[] BuildXandYacrossALLitmPaths(Matrix X_, Matrix Y_, double x, double y) 
    { 
        try    {          
        CalculatePolynomial(x); 
        Y_=Y_.plus(m_PolyVector.times(y).transpose()); 
        X_=X_.plus(m_PolyVector.transpose().times(m_PolyVector)); 
        return new Matrix[]{X_,Y_}; 
        } 
        catch (RuntimeException e) 
        { 
            System.out.println("Matrix Y column dimension: "+Y_.getColumnDimension()); 
            System.out.println("Matrix Y row dimension: "+Y_.getRowDimension()); 
            System.out.println("Matrix X column dimension: "+X_.getColumnDimension()); 
            System.out.println("Matrix X row dimension: "+X_.getRowDimension()); 
            System.out.println("Matrix m_PolyVector column dimension: 
"+m_PolyVector.getColumnDimension()); 
            System.out.println("Matrix m_PolyVector row dimension: "+m_PolyVector.getRowDimension()); 
            System.out.println("Exeption in BuildXandYacrossALLitmPaths"); 
            System.out.println(e.toString()); 
            throw e; 
        }          
    }     
public void setOVM_j(int j){ 
        if ((brojkorisnih >= m_Polynomial.m_PolyOrder+1)&&(X.det()!=0)) 
                { 
                    // ABC = regression coefficients of polynomial 
                    // to be used to calculate expected value of option at next time step 
                    ABC= X.solve(Y); 
                    //printResults(ABC,j); 
                    // set polynomial coefficients                     
                    for (int i=0; i<nspace ; i++) 
                    { // 'i' = current path;// 'j' = current time step 
                        // 'tt' = expected value of option at the next time step (discounted to current time step j) 
                        double x=APM.get(i, j); 
                        double tt=0.0; 
                        double compare = (x-k)*caput; 
                        if (compare>0) 
                        { 
                            tt = m_Polynomial.EstimatedPayoffAtTheNextTimeStep(ABC, x); 
                            //tt=Math.max(tt, 0);                             
//                            if (tt<0) 
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//                            { 
//                                System.out.println("Estimated payoff at the next time step is negative!!! time step: "+j+" 
path: "+i); 
//                            } 
                                //i bilo bi dobro ovo izbaciti ako su sve vrednosti kako treba da ne bi usporavalo program 
bez potrebe                    
                            if (compare>tt) 
                            { 
                                 exercPok[i] = j; 
                                 OVM.set(i, j, (x-k)*caput); 
                            } 
                            else 
                            { 
                                OVM.set(i,j,OVM.get(i, j+1)*discountRate); 
                            } 
                        } 
                        // vrlo verovatno nepotreban korak i treba ga izbaciti ali onda se treba promeniti pozivanje OVM 
za regresiju 
                        else 
                        { 
                            OVM.set(i,j,OVM.get(i, j+1)*discountRate); 
                        } 
                    } 
                } 
        else 
            {   //prakticno nebitan deo jer je skoro nemoguce da se desi da bude manje in the money paths nego sto 
ima monoma u polinomu 
                //System.out.println("Regression cannot be carried out!!! Not enough in-the-money paths!!! time step: 
"+j); 
                for (int i=0; i<nspace ; i++) 
                { 
                    if ((APM.get(i, j)-k)*caput>(discountRate*OVM.get(i,j+1))) 
                        { 
                            exercPok[i] = j; 
                            OVM.set(i, j, (APM.get(i, j)-k)*caput); 
                        } 
                    else if (exercPok[i]!=0) OVM.set(i, j, OVM.get(i, exercPok[i]) * Math.exp(-r*(exercPok[i]-j)*dt)); 
                        else OVM.set(i, j, 0); //ovo ostavljam ovde jer je gore tako bilo a gore menjam tako da OVM u 
svakom trenutku za svaku iteraciju bude definisana 
                } 
            } 
    } 
public class NewBLSM extends NewLSMC 
{ 
    int NumberOfBundles; 
    public NewBLSM (boolean ea, boolean cp,double s0, double k, double r, double d, double sigma, double t, 
int nx, int nt, int polyOrder, Polynomial.PolynomialType ePolyType, int eBundle) 
{ 
    super(ea, cp, s0, k, r, d, sigma, t, nx, nt, polyOrder, ePolyType); 
    this.NumberOfBundles=eBundle; 
} 
    public void newBLSMsetStoppingRule() 
    { 
        //for (int i=0; i<nspace; i++) sortedValues[i]=i; 
        setLastTimeStepOVM(); 
        int [] sortedValues = new int [nspace]; 
        for(int j= ntime-1; j>0; j--) 
        { 
            int NumberOfInTheMoneyPaths=0; 
            for (int i=0; i<nspace; i++) 
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            { 
                if ((APM.get(i,j)-k)*caput>0) 
                { 
                    sortedValues[NumberOfInTheMoneyPaths]=i; 
                    NumberOfInTheMoneyPaths++; 
                } 
                else OVM.set(i, j, OVM.get(i, j+1)*discountRate); 
            } 
            int [] sortedCutValues=new int [NumberOfInTheMoneyPaths]; 
            for (int uz=0; uz<NumberOfInTheMoneyPaths; uz++) sortedCutValues[uz] = sortedValues[uz]; 
            quicksort(sortedCutValues, j); 
            //for (int uz=0; uz<NumberOfInTheMoneyPaths; uz++) 
System.out.println(APM.get(sortedCutValues[uz], j)); 
            //int tester=0; 
            int bundleSize = NumberOfInTheMoneyPaths / NumberOfBundles; 
            for (int i=0; i<NumberOfBundles; i++) 
            { 
                newBLSMsetXandY(j,i,bundleSize,NumberOfInTheMoneyPaths, sortedCutValues); 
                //tester+=brojkorisnih; 
            } 
            //if (tester!=NumberOfInTheMoneyPaths) System.out.println("Numberofnthemoney paths != 
brojkorisnih!!!\t Tester: " + tester + "\titmPaths: " + NumberOfInTheMoneyPaths); 
        } 
    } 
    public void setTilleyStoppingRule() 
    { 
        //for (int i=0; i<nspace; i++) sortedValues[i]=i; 
        setLastTimeStepOVM(); 
        int [] sortedValues = new int [nspace]; 
        for(int j= ntime-1; j>0; j--) 
        { 
            int NumberOfInTheMoneyPaths=0; 
            for (int i=0; i<nspace; i++) 
            { 
                if ((APM.get(i,j)-k)*caput>0) 
                { 
                    sortedValues[NumberOfInTheMoneyPaths]=i; 
                    NumberOfInTheMoneyPaths++; 
                } 
                else OVM.set(i, j, OVM.get(i, j+1)*discountRate); 
            } 
            int [] sortedCutValues=new int [NumberOfInTheMoneyPaths]; 
            for (int uz=0; uz<NumberOfInTheMoneyPaths; uz++) sortedCutValues[uz] = sortedValues[uz]; 
            quicksortY(sortedCutValues, j+1); 
            //for (int uz=0; uz<NumberOfInTheMoneyPaths; uz++) 
System.out.println(OVM.get(sortedCutValues[uz], j+1)); 
            //int tester=0; 
            int bundleSize = NumberOfInTheMoneyPaths / NumberOfBundles; 
            for (int bundleCounter=0; bundleCounter<NumberOfBundles; bundleCounter++) 
            { 
                double prosek=0.0; int poslednji; 
                if (bundleCounter==NumberOfBundles-1) poslednji=NumberOfInTheMoneyPaths-
bundleCounter*bundleSize; 
                else poslednji=bundleSize; 
                for (int i=0; i<poslednji; i++) 
                { 
                    prosek+=discountRate*OVM.get(sortedValues[i+bundleCounter*bundleSize], j+1); 
                } 
                prosek=prosek /(poslednji); 
                for (int i=0; i<poslednji; i++) 
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                { 
                    double x=APM.get(sortedValues[i+bundleCounter*bundleSize], j), z=(x-k)*caput; 
                    if (z>prosek) 
                    { 
                        exercPok[i+bundleCounter*bundleSize]=j; 
                        OVM.set(i+bundleCounter*bundleSize, j, z); 
                        //if (z<0) System.out.println("z below zero"); 
                    } 
                    else 
                    { 
                        OVM.set(i+bundleCounter*bundleSize, j, discountRate*OVM.get(i+bundleCounter*bundleSize, 
j+1)); 
                    } 
                }                //tester+=brojkorisnih; 
            } 
            //if (tester!=NumberOfInTheMoneyPaths) System.out.println("Numberofnthemoney paths != 
brojkorisnih!!!\t Tester: " + tester + "\titmPaths: " + NumberOfInTheMoneyPaths); 
        } 
    } 
    public void newBLSMsetXandY(int currentTimeStep, int bundleSerialNumber, int SizeOfBundle, int 
itmPaths, int[] sortedCutValues) 
    { 
        brojkorisnih=0; 
        int j = currentTimeStep; 
            X=X.times(0.0); 
            Y=Y.times(0.0); 
        int firstPath = bundleSerialNumber*SizeOfBundle, lastPath= -1 + 
(bundleSerialNumber+1)*SizeOfBundle; 
        //if (bundleSerialNumber==0) firstPath = nspace - itmPaths; 
        if ((bundleSerialNumber+1)==NumberOfBundles) lastPath=itmPaths-1; 
//        int firstPath = bundleSerialNumber*SizeOfBundle, lastPath=(bundleSerialNumber+1)*SizeOfBundle-1; 
//        if (bundleSerialNumber==(NumberOfBundles-1)) lastPath = itmPaths-1; 
        for (int i=firstPath; i<=lastPath ; i++) 
        { 
            //System.out.println("current step: " + j + "\tcurrent path: " + i + "\tsorted: " + sortedCutValues[i]); 
            double x=APM.get(sortedCutValues[i], j); 
            if ((x-k)*caput>0) 
            { 
                brojkorisnih++; 
                double  y=OVM.get(sortedCutValues[i], j+1)*discountRate; 
                //System.out.println("vrednost ovm: "+y + "vrednost asseta: "+ x); 
                final Matrix[] XYs = 
                m_Polynomial.BuildXandYacrossALLitmPaths(X, Y, x, y); 
                X = XYs[0]; 
                Y = XYs[1]; 
            } 
        } 
        //if (brojkorisnih!=(lastPath-firstPath)) System.out.println("Something is terribly wrong! brojkorisnih does 
not mathc last-first."); 
        BLSMsetOVM_j(j, firstPath, lastPath, sortedCutValues); 
    } 
    public void BLSMsetOVM_j(int j, int first, int last, int [] sortedCutValues) 
    { 
        if ((brojkorisnih >= m_Polynomial.m_PolyOrder+1)&&(X.det()!=0)) 
            { 
            ABC= X.solve(Y); 
                 for (int i=first; i<=last ; i++) 
                    { // 'i' = current path;// 'j' = current time step // 'tt' = expected value of option at the next time step 
(discounted to current time step j) 
                        int iSub = sortedCutValues[i]; 
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                        double x=APM.get(iSub, j); 
                        double tt=0.0; 
                        double compare = (x-k)*caput; 
                        if (compare>0) 
                        { 
                            tt = m_Polynomial.EstimatedPayoffAtTheNextTimeStep(ABC, x); 
                            if (compare>tt) 
                            { 
                                 exercPok[iSub] = j; 
                                 OVM.set(iSub, j, (x-k)*caput); 
                            } 
                            else 
                            { 
                                OVM.set(iSub,j,OVM.get(iSub, j+1)*discountRate); 
                            } 
                        } // vrlo verovatno nepotreban korak i treba ga izbaciti ali onda se treba promeniti pozivanje 
OVM za regresiju 
                        else 
                        { 
                            OVM.set(iSub,j,OVM.get(iSub, j+1)*discountRate); 
                        } 
                    } 
                } 
        else 
            {   //prakticno nebitan deo jer je skoro nemoguce da se desi da bude manje in the money paths nego sto 
ima monoma u polinomu 
                //System.out.println("Regression cannot be carried out!!! Not enough in-the-money paths!!! time step: 
"+j); 
                for (int i=first; i<=last ; i++) 
                { 
                    int iSub = sortedCutValues[i]; 
                    if ((APM.get(iSub, j)-k)*caput>(discountRate*OVM.get(iSub,j+1))) 
                        { 
                            exercPok[iSub] = j; 
                            OVM.set(iSub, j, (APM.get(iSub, j)-k)*caput); 
                        } 
                    else if (exercPok[iSub]!=0) OVM.set(iSub, j, OVM.get(iSub, exercPok[iSub]) * Math.exp(-
r*(exercPok[iSub]-j)*dt)); 
                        else OVM.set(iSub, j, 0); //ovo ostavljam ovde jer je gore tako bilo a gore menjam tako da OVM 
u svakom trenutku za svaku iteraciju bude definisana 
                } 
            } 
    } 
    public double getNewBLSMprice() 
    { 
        calcNewBLSMprice(); 
        return price; 
    } 
 
 
 
