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Abstract
In this paper, new classes hN(Ek), M(B(Ek,Y )) and M(E′k) of vector valued sequences using Örlicz
function M are introduced as generalization of known Örlicz sequence spaces hN and M , respectively,
and Köthe–Töeplitz dual, continuous dual, operator representation and weak convergence for these spaces
studied. With different choice of Ek and M , it is observed that these spaces include many known earlier
spaces as special case.
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1. Introduction
Lindenstrauss and Tzafriri [3] used the idea of Örlicz function M to construct the sequence
space M of all sequences of scalars {xn} such that
∞∑
k=1
M
( |xk|
ρ
)
< ∞, for some ρ > 0.
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‖x‖ = inf
{
ρ > 0:
∥∥∥∥
(
M
(‖xk‖Ek
ρ
))∥∥∥∥ 1
}
which is called an Örlicz sequence space. Further, it is shown [3] that every Örlicz sequence space
M contains a subspace isomorphic to p for some p  1. This result gives a new fragment of
evidence to the general conjecture that every infinite dimensional Banach space contains a closed
subspace isomorphic to c0 or some p (cf. [4] for a discussion of this and related conjectures).
Recently, Parashar and Choudhary [6] introduced and examined some properties of sequence
spaces M(p), W0(M,p), W(M,p), W∞(M,p) defined by using Örlicz function M . The work
of earlier workers has influenced the present paper and we have introduced and studied new
classes of vector valued sequence spaces using Örlicz function M which generalize the known
scalar and vector valued sequence spaces.
We now state few results in the form of propositions which will be used in sequel. Before it,
we state below some definitions and terminology which are used here.
Definition 1 (α-, β-duals). [1, p. 51] Let X be sequence space and C be the space of all complex
numbers. α- and β-duals of X, denoted as Xα and Xβ , respectively, are defined as follows:
Xα =
{
x = (xk): x ∈ C and
∞∑
k=1
|xkyk| < ∞ for all y = (yk) ∈ X
}
,
Xβ =
{
x = (xk): x ∈ C and
∣∣∣∣∣
∞∑
k=1
xkyk
∣∣∣∣∣< ∞ for all y = (yk) ∈ X
}
.
Definition 2 (Örlicz function). [1, p. 298] An Örlicz function is a function M : [0,∞) → [0,∞)
which is continuous, nondecreasing, convex and satisfies M(0) = 0, M(x) > 0 for x > 0, and
M(x) → ∞ as x → ∞.
Remark 1. An Örlicz function M can always be represented in the integral form M(x) =∫ x
0 p(t) dt where p, known as the kernal of M , is right differentiable for t  0, p(0) > 0 for
t > 0, p is nondecreasing and p(t) → ∞.
Consider the kernal p(t) associated with the Örlicz function M(t), and let
q(s) = sup{t : p(t) s}.
Then q possesses the same properties as the function p. Suppose now
N(x) =
x∫
0
q(s) ds
then N is an Örlicz function. The functions M and N are called mutually complementary Örlicz
functions.
Definition 3 (Δ2-condition). [1, p. 305] An Örlicz function M is said to satisfy Δ2-condition for
x > 0 or at 0 if for each k > 0 there exist Rk > 0 and xk > 0 such that
M(kx)RkM(x) for every x ∈ (0, xk].
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M(u) KM(u) for all values of u (where  > 1 and K is a constant).
Definition 4 (Continuous dual). [1] The class of linear functionals on a vector space X is called
algebraic dual of X. The class of continuous linear functionals on X is called continuous dual
of X and is denoted by X′.
Definition 5 (nth section). Let x = (xk) be an element in a sequence space (X,g). The nth
section of x = (xk) is the finite sequence x[n] = (x1, x2, . . . , xn,0,0, . . .).
A sequence x = (xk) is the limit of its finite section if g(x − x[n]) → 0 as n → ∞.
Proposition 1. [1, p. 298] Let M and N be mutually complementary Örlicz functions. Then we
have:
(i) for x  0, y  0, xy M(x)+N(y) (Young’s Inequality);
(ii) for x  0, xp(x) = M(x)+N(p(x));
(iii) M(tx) < tM(x) for x  0 and 0 < t < 1,
where p is the kernal of M .
Proposition 2. [1, p. 311] Let M and N be mutually complementary Örlicz functions. Then
h
β
M = N and h∗M = N,
h∗M denotes the continuous dual of hM .
Corollary 1. [1, p. 311]
hαM = hβM = h∗M = N .
2. Generalized classes hN(Ek), M(B(Ek,Y )) and M(E′k)
Let Ek be Banach spaces over the field of complex numbers C with norms ‖ ‖Ek , k = 1,2, . . . .
Let Y be Banach space over C with norm ‖ ‖ and let B(Ek,Y ) be the Banach space of bounded
linear operators from Ek to Y with the usual operator norm. The operator norm [5] of Ak is
defined as
‖Ak‖ = sup
{‖Akz‖: z ∈ U(Ek)}, (2.1)
where Ak ∈ B(Ek,Y ) and U(Ek) is the closed unit sphere in Ek . The continuous dual of Ek and
Y are denoted by E′k and Y ′, respectively. The adjoint of Ak , Ak ∈ B(Ek,Y ), is denoted by A∗k
and is defined as A∗k :Y ′ → E′k such that
A∗k
(
ψ(z)
)= ψ(Akz) (2.2)
for ψ ∈ Y ′ and z ∈ Ek . Further, let M and N be complementary Örlicz functions (Remark 1).
Now we define
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{
x = (xk): xk ∈ Ek for each k and for every ρ > 0,
∞∑
k=1
N
(‖xk‖Ek
ρ
)
< ∞
}
; (2.3)
M
(
B(Ek,Y )
)=
{
A = (Ak): Ak ∈ B(Ek,Y ) for each k
and
∞∑
k=1
M
(‖Ak‖
η
)
< ∞ for some η > 0
}
(2.4)
and
M
(
E′k
)=
{
f = (fk): fk ∈ E′k for each k and for some ξ > 0,
∞∑
k=1
M
(‖fk‖E′k
ξ
)
< ∞
}
. (2.5)
For x = (xk) ∈ hN(Ek), we define
‖x‖ = inf
{
ρ > 0:
∞∑
k=1
N
(‖xk‖Ek
ρ
)
 1
}
. (2.6)
It is easy to show that (hN(Ek),‖ ‖) is an AK-BK space.
The generalized α- and β-duals of the space hN(Ek) are denoted by hαN(Ek) and h
β
N(Ek),
respectively, and are defined as:
hαN(Ek) =
{
A = (Ak): Ak ∈ B(Ek,Y ) and
∞∑
k=1
‖Akxk‖ < ∞
for all x = (xk) ∈ hN(Ek)
}
; (2.7)
h
β
N(Ek) =
{
A = (Ak): Ak ∈ B(Ek,Y ) and
∞∑
k=1
Akxk converges in
the Y -norm for all x = (xk) ∈ hN(Ek)
}
. (2.8)
The generalized α- and β-duals of the spaces M(B(Ek,Y )) are denoted by αM(B(Ek,Y )) and

β
M(B(Ek,Y )), respectively, and are defined as
αM
(
B(Ek,Y )
)=
{
x = (xk): xk ∈ Ek for each k and
∞∑
k=1
‖Akxk‖ < ∞
for all A = (Ak) ∈ M
(
B(Ek,Y )
)}; (2.9)
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β
M
(
B(Ek,Y )
)=
{
x = (xk): xk ∈ Ek for each k and
∞∑
k=1
Akxk converges in
the Y -norm for all A = (Ak) ∈ M
(
B(Ek,Y )
)}
. (2.10)
Particular case. Let Y = C (where C is the set of complex numbers) then B(Ek,Y ) = E′k .
Hence M(B(Ek,Y )) = M(E′k). Replacing A by f and Ak by fk ∈ E′k in (2.7)–(2.10), we get
hαN(Ek) =
{
f = (fk): fk ∈ E′k for each k and
∞∑
k=1
∣∣fk(xk)∣∣< ∞
for all x = (xk) ∈ hN(Ek)
}
; (2.11)
h
β
N(Ek) =
{
f = (fk): fk ∈ E′k for each k and
∞∑
k=1
fk(xk) converges
for all x = (xk) ∈ hN(Ek)
}
; (2.12)
αM
(
E′k
)=
{
x = (xk): xk ∈ Ek for each k and
∞∑
k=1
∣∣fk(xk)∣∣< ∞
for all f = (fk) ∈ M
(
E′k
)}; (2.13)

β
M
(
E′k
)=
{
x = (xk): xk ∈ Ek for each k and
∞∑
k=1
fk(xk) converges
for all f = (fk) ∈ M
(
E′k
)}
. (2.14)
Remark 3. Since Y is a complete normed space, so
hαN(Ek) ⊂ hβN(Ek) and αM
(
B(Ek,Y )
)⊂ βM(B(Ek,Y )).
We now state Theorems 1–3 which give inclusion relations among these classes.
Theorem 1. Let M and N be mutually complementary Örlicz functions, then
(i) M
(
B(Ek,Y )
)⊂ hβN(Ek) and (ii) hαN(Ek) = M(B(Ek,Y )) hold.
Proof. Let A = (Ak) ∈ M(B(Ek,Y )). So there exists r > 0 such that
∞∑
M
(
(‖Ak‖)
r
)
< ∞.k=1
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∞∑
k=1
N
(
(‖xk‖Ek )
1/r
)
< ∞ for each r > 0.
Consider
∞∑
k=1
‖Akxk‖
∞∑
k=1
(
(‖Ak‖)
r
)(‖xk‖Ek
1/r
)

∞∑
k=1
M
(
(‖Ak‖)
r
) ∞∑
k=1
N
(
(‖xk‖Ek )
1/r
)
< ∞
(using Proposition 1). Hence A = (Ak) ∈ hβN(Ek). So, M(B(Ek,Y )) ⊂ hβN(Ek).
We now prove (ii). Using the same line of proof, it can be easily shown that
M
(
B(Ek,Y )
)⊂ hαN(Ek). (2.15)
To prove the converse, let A = (Ak) ∈ hαN(Ek). So by (2.7),
∞∑
k=1
‖Akxk‖ < ∞ for all x = (xk) ∈ hN(Ek). (2.16)
Since
‖Ak‖ = sup
{‖Akz‖, z ∈ U(Ek)}
so, for each k, there exists zk ∈ U(Ek) such that
1
2
‖Ak‖ < ‖Akz‖. (2.17)
It is easy to see that for each λ = (λk) ∈ hN , (λkzk) ∈ hN(Ek) where zk ∈ U(Ek). Replacing
x = (xk) by (λkzk) in (2.16) we get
∞∑
k=1
|λk|
(‖Akzk‖)< ∞ for all λ = (λk) ∈ hN which implies (‖Akzk‖) ∈ hαN .
But hαN = M (using Corollary 1), so we have
∞∑
k=1
M
(‖Akzk‖
ρ
)
< ∞ for some ρ > 0.
Whence by (2.17)
∞∑
k=1
M
(‖Ak‖
2ρ
)
< ∞ which gives that A = (Ak) ∈ M
(
B(Ek,Y )
)
which implies that hαN(Ek) ⊂ M
(
B(Ek,Y )
)
. (2.18)
(2.15) and (2.18) implies that
hαN(Ek) = M
(
E′k
)
. 
Theorem 2. Let Y = C, then
hαN(Ek) = hβN(Ek) = M
(
E′k
)
.
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hαN(Ek) = M
(
E′k
)
and M
(
E′k
)⊂ hβN(Ek). (2.19)
Let f = (fk) ∈ hβN(Ek). So by (2.12), fk ∈ E′k for each k and
∞∑
k=1
fk(xk) converges for each x = (xk) ∈ hN(Ek).
Let x = (xk) ∈ hN(Ek). We define a sequence λ = (λk) such that
λk = sgnfk(xk).
Clearly, λx = (λkxk) ∈ hN(Ek) because x = (xk) ∈ hN(Ek). Further, f = (fk) ∈ hβN(Ek). So
by (2.12), we have
∞∑
k=1
(
sgnfk(xk)
)
fk(xk)
converges and hence
∞∑
k=1
∣∣fk(xk)∣∣< ∞.
This implies that f = (fk) ∈ hαN(Ek). Hence
h
β
N(Ek) 	 hαN(Ek). (2.20)
From (2.19) and (2.20), we get
hαN(Ek) = hβN(Ek) = M
(
E′k
)
. 
Theorem 3. Let M and N be mutually complementary Örlicz functions, then
(i) hN(Ek) ⊂ αM(B(Ek,Y )) holds;
further, if M satisfies the Δ2-condition (Definition 3), then
(ii) βM(B(Ek,Y )) ⊂ N(Ek) holds.
Proof will follow the similar lines as in Theorem 1, so we omit it.
Remark 4. We take Y = C in Theorem 3, then B(Ek,Y ) = E′k and
(i) hN(Ek) ⊂ αM(E′k) and
(ii) βM(E′k) ⊂ N(Ek) hold.
3. Continuous dual
Theorem 4. (hN(Ek))′, the continuous dual of hN(Ek), is isomorphic to M(E′k) where M and N
are mutually complementary Örlicz functions.
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hN(Ek) for n = 1,2, . . . , given by
In(xn) = (θ1, θ2, . . . , θn−1, xn, θn+1, . . .) = xˆn
where xn ∈ En (for each n) is at the nth place and θk the zero element of Ek for each k. Clearly
xˆn ∈ hN(Ek) and hence In is an operator from En to hN(Ek). If x = (xk) ∈ hN(Ek), then nth
section of x, denoted by x[n] is equal to x[n] =∑nk=1 Ik(xk). So
G(x) = lim
n→∞G
(
x[n]
)
= lim
n→∞
n∑
k=1
G
(
Ik(xk)
)= lim
n→∞
n∑
k=1
fk(xk), (3.1)
where we write
G
(
Ik(xk)
)= fk(xk), k  1.
Clearly, for each k  1, fk is linear functional on Ek . Further, if a sequence (xnk ) converges to
θk in Ek , i.e., for each k,∥∥xnk ∥∥Ek → 0 (n → ∞),
then for any ρ > 0,
N
(‖xnk ‖Ek
ρ
)
→ 0 (n → ∞).
So for given ε > 0, we choose ρε (0 < ρε < ε) and an integer n0 (> 1) such that
N
(‖xnk ‖Ek
ρε
)
< ε (3.2)
for all n > n0. Since
Ik
(
xnk
) ∈ hN(Ek)
for each k, so (2.6) and (3.2) imply∥∥Ik(xnk )∥∥ ρε < ε, (3.3)
for all n > n0, i.e.,
Ik
(
xnk
)→ Ik(θk) in hN(Ek).
Since G is a continuous linear functional, so (3.3) implies
G
(
Ik(x
n
k )
)→ 0 (n → ∞), i.e., fk(xnk )→ 0 (n → ∞),
whence fk ∈ E′k for each k. Thus
∞∑
k=1
fk(xk) is convergent for all x = (xk) ∈ hN(Ek) and
f = (fk) is a sequence such that fk ∈ E′k for each k.
Since f = (fk) is a sequence such that ∑∞k=1 fk(xk) is convergent for all x = (xk) ∈ hN(Ek), so
f = (fk) ∈ hβ (Ek). (3.4)N
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f = (fk) ∈ M
(
E′k
)
.
Hence each G ∈ (hN(Ek))′ corresponds to an f = fk ∈ M(E′k).
Conversely, if f = (fk) ∈ M(E′k), then by Theorem 2 we get
∞∑
k=1
fk(xk) is convergent for all x = (xk) ∈ hN(Ek).
Now define G on hN(Ek) by
G(x) =
∞∑
k=1
fk(xk).
Clearly, G is linear. For continuity of G, let
xn = (xnk )→ θ = (θ1, θ2, . . .) (n → ∞) in hN(Ek).
Since f = (fk) ∈ M(E′k) and xn ∈ hN(Ek), so for some ρ > 0,
∞∑
k=1
M
(‖fk‖E′k
ρ
)
< ∞
and
∞∑
k=1
N
(‖xnk ‖Ek
(1/ρ)
)
< ∞.
For given ε > 0, we choose an integer n1 (> 1) such that
∞∑
k>n1
M
(‖fk‖E′k
ρ
)
<
ε
3
(3.5)
and
∞∑
k>n1
N
(‖xnk ‖Ek
(1/ρ)
)
<
ε
3
. (3.6)
Then for this n1, there exists n2 such that for all n > n2,
n1∑
k=1
‖fk‖E′k
∥∥xnk ∥∥Ek < ε3 , (3.7)
because hN(Ek) is a K-space, so
xn = (xnk )→ θ = (θ1, θ2, . . .) (n → ∞) in hN(Ek),
implies ‖xnk ‖Ek → 0 (n → ∞).
(3.5)–(3.7) imply that for all n > n2,
∣∣G(xn)∣∣=
∣∣∣∣∣
∞∑
k=1
fk
(
xnk
)∣∣∣∣∣

n1∑
‖fk‖E′k
∥∥xnk ∥∥Ek +
∞∑
‖fk‖E′k
∥∥xnk ∥∥Ek .
k=1 k>n1
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∣∣G(xn)∣∣ n1∑
k=1
‖fk‖E′k
∥∥xnk ∥∥Ek +
∞∑
k>n1
M
(‖fk‖E′k
ρ
)
+
∞∑
k>n1
N
(‖xnk ‖Ek
1
ρ
)
<
ε
3
+ ε
3
+ ε
3
= ε.
Hence
G
(
xn
)→ 0 (n → ∞),
which implies G ∈ (hN(Ek))′.
This shows that corresponding to each f = (fk) ∈ M(E′k), there is a G ∈ (hN(Ek))′.
Now the mapping T (G) = f clearly defines an isomorphism of (hN(Ek))′ onto M(E′k). This
completes the proof. 
In the next theorem, it is shown that a continuous linear operator A determines a sequence of
operators Ak :Ek → Y which characterize it.
Theorem 5. Let (Y,‖ ‖) be a Banach space and Y ′ its continuous dual. Then every continuous
linear operator A :hN(Ek) → Y determines a sequence of operators (Ak) such that
(i) (Ak) ∈ hβN(Ek);
(ii) for every ψ ∈ Y ′, A∗ψ = (A∗kψ) ∈ M(E′k);
(iii) the set {A∗ψ : ψ ∈ U(Y ′)} is bounded in M(E′k),
where U(Y ′) is the closed unit sphere in Y ′ and A∗ denotes the adjoint of A.
The proof is easy, so we omit it.
4. Weak convergence
Theorem 6. Let (xi) = ((xik)) be a sequence of elements of hN(Ek). If xi is weakly convergent
to 0 as i → ∞, then xi is strongly convergent to 0 as i → ∞ in hN(Ek).
Proof. Suppose xi is weakly convergent to 0 as i → ∞ in hN(Ek), so for all G ∈ (hN(Ek))′,
G(xi) → 0 (i → ∞). Hence supi ‖xi‖ < ∞.
Without loss of generality, we can assume ‖xi‖ 1.
Let
b
(
xi,N
)= ∞∑
k=1
N
(∥∥xik∥∥Ek ).
Since ‖xi‖ 1, so by definition of norm (defined in (2.6)),
b
(
xi,N
)
 1.
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N
( ∞∑
k=1
(
1
2k
)∥∥xik∥∥Ek
)

∞∑
k=1
(
1
2k
)
N
(∥∥xik∥∥Ek )

∞∑
k=1
N
(∥∥xik∥∥Ek )= b(xi,N). (4.1)
We assume that for given positive number ε,
b
(
xi,N
)
N
( ∞∑
k=1
(
1
2k
)∥∥xik∥∥Ek
)
> ε for i = 1,2, . . . . (4.2)
Let ε = N(δ), where δ is a small positive quantity. So (4.2) implies
∞∑
k=1
(
1
2k
)∥∥xik∥∥Ek > δ. (4.3)
Further, (4.3) implies that there exists an increasing sequence (ki) of positive integers with
ki < ki+1 → ∞ as i → ∞ and
ki+1−1∑
k=ki
(
1
2k
)∥∥xik∥∥Ek > δ. (4.4)
We choose ((gik)), where g
i
k ∈ E′k for each k and i = 1,2, . . . , such that∣∣gik(xik)∣∣= ∥∥xik∥∥Ek and ∥∥gik∥∥Ek  1.
This is accomplished by Hahn–Banach theorem when applied on Ek for each k. Assuming
Gk =
{
( 12k )g
i
k, ki  k  ki+1 − 1,
0, k < ki,
we find that (Gk) ∈ M(E′k) and also (akGk) ∈ M(E′k) where ak = sgnGk(xik) for each k, and
∞∑
k=1
akGk
(
xik
)= ∞∑
k=1
∣∣Gk(xik)∣∣

ki+1−1∑
k=ki
(
1
2k
)∥∥xik∥∥Ek  δ. (4.5)
But (4.5) contradicts that xi is weakly convergent to 0 as i → ∞. So our assumption is wrong.
Hence
b
(
xi,N
)→ 0 (i → ∞). (4.6)
Further, (4.6) implies that there exists an integer i0 (> 1) such that for all i > i0,
∞∑
N
(∥∥xik∥∥Ek )< ε.k=1
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∞∑
k=1
N
(∥∥xik∥∥Ek )< ρε < ε.
Since
∞∑
k=1
N
(‖xik‖Ek
ρε
)
< ∞,
so there exists an integer ni (> 1) such that
∞∑
k=ni+1
N
(‖xik‖Ek
ρε
)
<
ε
2
and
N
(‖xik‖Ek
ρε
)
<
ε
2n1
for 1 k  ni.
Hence, for all i > i0,
∞∑
k=1
N
(‖xik‖Ek
ρε
)
< ε. (4.7)
From (2.6) and (4.7), we get∥∥xi∥∥< ρε < ε for all i > i0.
Hence ‖xi‖ → 0 (i → ∞). This proves the theorem. 
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