The conventional fixed-effects (FE) and random-effects (RE) confidence intervals that are used to assess the average alpha reliability across multiple studies have serious limitations. The FE method, which is based on a constant coefficient model, assumes equal reliability coefficients across studies and breaks down under minor violations of this assumption. The RE method, which is based on a random coefficient model, assumes that the selected studies are a random sample from a normally distributed superpopulation. The RE method performs poorly in typical meta-analytic applications where the studies have not been randomly sampled from a normally distributed superpopulation or have been randomly sampled from a nonnormal superpopulation. A new confidence interval for the average reliability coefficient of a specific measurement scale is based on a varying coefficient statistical model and is shown to perform well under realistic conditions of reliability heterogeneity and nonrandom sampling of studies. New methods are proposed for assessing reliability moderator effects. The proposed methods are especially useful in meta-analyses that involve a small number of carefully selected studies for the purpose of obtaining a more accurate reliability estimate or to detect factors that moderate the reliability of a scale.
Coefficient alpha (Cronbach, 1951; Guttman, 1945) describes the reliability of a measurement that is the sum or average of q "parts." The q parts may represent q raters, q occasions or testing situations, q alternative forms, oruestionnaire/test items. When the q parts representuestionnaire/test items, which is the most common application, coefficient alpha is referred to as a measure of internal consistency reliability. Coefficient alpha is one of the most widely used measures of reliability in the social sciences (Bollen, 1989, p. 215) .
For applications involving coefficient alpha, we are interested in the reliability of Y ϭ W 1 ϩ W 2 ϩ . . . ϩ W q , where Y is the total score and W i is a score for the ith part. If the q parts are "parallel" measurements (see, e.g., McDonald, 1999, p. 86) , the covariance matrix of the q parts is compound symmetric (equal variances and equal covariances) and it can be shown, under classical measurement theory assumptions (see, e.g., Allen & Yen, 2002, p. 57) , that ϭ q I /͓1 ϩ ͑q Ϫ 1͒ I ͔, where I is the common intraclass correlation among the q parts and the reliability of any single part. Increasing the number of parallel parts will increase the reliability of Y. If the q parts are "essentially tau-equivalent" measurements (see, e.g., McDonald, 1999, p. 85) , the covariance matrix of the q parts does not have equal diagonal elements (variances) but the off-diagonal elements (covariances) are equal. Under classical measurement theory assumptions, it can be shown that ϭ q͓1 Ϫ iϭ1 q i 2 / Y 2 ͔/͑q Ϫ 1͒, where i 2 is the population variance of W i and Y 2 is the population variance of Y. Increasing the number of tau-equivalent parts will not necessarily increase the reliability of Y. Replacing population variances with sample variances gives ϭ q͓1 Ϫ iϭ1 q i 2 / Y 2 ͔/͑q Ϫ 1͒, the familiar estimate of coefficient alpha. Although the parallel and tau-equivalence assumptions imply unidimensionality of the q parts, should not be interpreted as an index of unidimensionality.
It is a common but inappropriate practice to report only a sample estimate of an alpha reliability. The reliability estimate contains sampling error and will differ from with unknown direction and unknown magnitude. For the same reasons that researchers do not report only the sample means in a two-group experiment, researchers should not report only the sample value of coefficient alpha. A confidence interval for should be reported along with the sample estimate. However, many measurement scales are used in studies in which the sample size is too small for estimating coefficient alpha with adequate precision. Consequently, a 95% confidence interval for coefficient alpha may be too wide to provide useful information. For instance, suppose a questionnaire with q ϭ 5 Likert items has an alpha reliability estimate of ϭ 0.75 in a sample of n ϭ 30. The 95% confidence interval for the population value of coefficient alpha () computed from the sample would be [.550, .860] . Depending on the application, an alpha reliability of 0.55 might be considered unacceptably low and an alpha reliability of 0.860 might be considered acceptable. A more accurate estimate of can be obtained from a larger sample. Application of the sample size formula given by Bonett (2002) indicates that a sample size of at least 200 would be needed to obtain a 95% confidence interval for that has a width of about 0.1.
One way to obtain a more accurate estimate of for a particular measurement scale is to combine reliability estimates from two or more independent studies. This technique, now referred to as meta-analysis (Glass, 1976 ), was applied more than 100 years ago by Karl Pearson, who combined correlation estimates from five different studies to obtain a more precise estimate of the correla-tion between inoculation for typhoid fever and mortality. VachaHaase (1998) referred to meta-analysis methods of reliability estimates as reliability generalization.
A particular measurement scale may not have a single alpha reliability value. Its alpha reliability could depend on many factors. For instance, the true alpha reliability of a questionnaire may vary across subpopulations of males and females, different age or ethnic groups, or different testing environments. A meta-analysis of alpha reliability estimates may be used to identify factors that moderate the value of . Alternatively, if the value of is found to be similar across different subpopulations or testing conditions, this would provide important evidence of reliability generalization. Thus, a meta-analysis of alpha reliability estimates may be used to obtain more accurate reliability estimates (narrower confidence intervals) and also to explain how the true alpha reliability of a specific measurement scale might vary across different subpopulations or testing conditions.
Reliability information is important because the reliability of a dependent variable affects the power and precision of inferential statistical methods, the reliability of an independent variable in a regression analysis affects the bias of slope estimators, the reliability of a dependent variable determines the degree of attenuation in a standardized mean difference, and the reliability of the variables in a bivariate correlational analysis determines the degree of correlation attenuation. As noted above, if researchers report a confidence interval for a reliability coefficient based only on their own sample data, the resulting confidence interval may be too wide to provide useful information regarding the effect of reliability on statistical analyses. Alternatively, if alpha reliability estimates from multiple studies are analyzed with the varying coefficient meta-analytic methods described here, it may be possible to obtain an acceptably narrow confidence interval for alpha reliability under the conditions of interest.
New meta-analytic methods for analyzing alpha reliability estimates from m studies are presented here. A confidence interval for the average of m population alpha reliabilities is proposed, and this confidence interval may be considerably narrower than the confidence intervals for any individual population alpha reliability. Confidence intervals for pairwise comparisons and a certain type of linear contrast of population alpha reliability coefficients are presented and may be used to assess qualitative factors that could moderate the value of . Finally, a linear statistical model of alpha reliabilities with special confidence interval methods for population slope coefficients and conditional reliability values is proposed. The linear model may be used to assess the effects of qualitative and quantitative moderator variables.
The currently used classification scheme of fixed-effects (FE) and random-effects (RE) meta-analysis methods is inadequate. A new classification scheme is proposed. It is based on three basic statistical models: the constant coefficient model, the varying coefficient model, and the random coefficient model, where the constant coefficient and varying coefficient models are both FE models. These three statistical models are described in the following section.
Statistical Models
Let j denote the estimator of j from study j based on a random sample of size n j . The first model is a constant coefficient model and may be expressed as
where the expected value of all m sample reliabilities is assumed to equal an unknown constant (i.e., fixed effect) . The disturbances ε j ( j ϭ 1 to m) are assumed to be independent and heteroscedastic random variables. Stratified random sampling, in which a random sample of size n j is obtained from m different study populations, is typically assumed. The FE method of Rodriguez and Maeda (2006) is based on Equation 1 and is an application of the general FE method of Hedges and Olkin (1985) . If the assumptions of the constant coefficient model can be satisfied, an efficient estimator of is obtained using a weighted average of the m sample reliabilities with the jth weight equal to 1/[var( j )], where var( j ) is the estimated variance of the sample reliability.
Following the general approach of Hedges and Olkin, Rodriguez and Maeda computed a weighted average of the transformed sample reliabilities ͑1 Ϫ j ͒ 1/3 , which is the normalizing transformation proposed by Hakstian and Whalen (1976) . The use of the Hakstian-Whalen transformation in the meta-analysis of alpha reliabilities is analogous to the use of Fisher-transformed correlations in the meta-analysis of Pearson correlations as proposed by Hedges and Olkin. The weighted average of the Hakstian-Whalentransformed reliabilities is then reverse transformed to give an estimator of . However, as explained by Bonett (2008) in the context of the Fisher transformation of Pearson correlations, reverse transforming an average of nonlinear transformed reliabilities will add bias to the reverse-transformed estimator when the m population reliabilities are not identical.
It can be shown (see, e.g., Bonett, 2008) that the weighted average is a biased estimator of when the m weights (which are functions of the sample sizes) are unequal and the constant coefficient assumption of Equation 1 does not hold. In typical metaanalytic studies, the sample sizes are unequal across studies and the constant coefficient assumption is unrealistic. When the sample sizes are highly unequal, as is often the case in a meta-analysis, differences in reliabilities that are small and difficult to detect across studies will result in poor performance of the Hedges-Olkin FE confidence interval. Because of its poor performance under realistic conditions, the constant coefficient model and corresponding Hedges-Olkin FE analysis cannot be recommended for routine use (Bonett, 2008 (Bonett, , 2009 Hunter & Schmidt, 2004; National Research Council, 1992; Rodriguez & Maeda, 2006) .
The second model is a varying coefficient model and may be expressed as
where j is the expected value of j . The disturbances ε j ( j ϭ 1 to m) are assumed to be independent and heteroscedastic random variables. The j values are unknown constants (i.e., fixed effects) and are not assumed to be equal. Stratified random sampling in which random samples of size n j are obtained from m different study populations is typically assumed. If the j values are not too disparate, m Ϫ1 jϭ1 m j may be an interesting parameter to estimate; otherwise, certain linear contrasts j may be more interesting and, in some applications, exploratory pairwise comparisons of the j values may be required. The meta-analytic confidence intervals of Pearson, Spearman, and partial correlations proposed by Bonett (2008) , and the meta-analytic confidence intervals for standardized 2 BONETT and unstandardized mean differences proposed by Bonett (2009) are based on varying coefficient models. Equation 2 is a highly specialized case of a certain class of varying coefficient models described by Judge, Griffiths, Hill, Lutkepohl, and Lee (1985, pp. 797-799) .
A third model is a random coefficient model and may be expressed as
where j ( j ϭ 1 to m) are independent and identically distributed unobservable random variables that are assumed to follow a normal distribution with unknown mean * and unknown variance 2 . The j random variables also are assumed to be independent of the heteroscedastic disturbances ε j . Typically assumed is two-stage cluster sampling in which random samples of size n j are obtained from m study populations that have been randomly sampled from a superpopulation of N study populations, with m assumed to be a small fraction of N. The unknown parameters * and 2 are the unweighted mean and variance, respectively, of the N study population parameters 1 , 2 , . . . , N in the superpopulation. Under the two-stage cluster sampling assumption, an efficient estimator of ‫ء‬ is obtained using a weighted average of the sample reliabilities with the jth weight equal to 1/[var( j ) ϩ 2 ], where 2 is an estimate of 2 . The method of DerSimonian and Laird (1986) is commonly used to estimate 2 . In the random coefficient model, * and are fundamental parameters of interest, and confidence intervals for both * and are required to describe the superpopulation distribution. Following the general RE approach of Hedges and Vevea (1998) , Rodriguez and Maeda (2006) described a confidence interval for * that uses the Hakstian-Whalen transformation followed by a reverse transformation. However, bias is introduced into the reverse-transformed estimator unless 2 ϭ 0. Furthermore, with the Hakstian-Whalen transformation, 2 then describes the variance of the ͑1 Ϫ j ͒ 1/3 values in the superpopulation. This severely limits the interpretability of this fundamentally important parameter. Rodriguez and Maeda (2006) did not propose a confidence interval for .
Varying Coefficient Versus Random Coefficient Models
Researchers would choose between a constant coefficient model and a random coefficient model prior to the availability of varying coefficient meta-analysis methods. Proponents of the random coefficient model (see, e.g., Hunter & Schmidt, 2004) have argued that there are two important advantages of the random coefficient over the constant coefficient model: First, the random coefficient model does not make an unrealistic homogeneity assumption. Second, the random coefficient model can be used to obtain confidence intervals for * and that describe a superpopulation of possible studies that could have been conducted or might be conducted in the future (Raudenbush, 2009, p. 297) . With the availability of varying coefficient models, the heterogeneity argument is no longer valid. Given the limitations of the constant coefficient model, researchers will now want to choose between a varying coefficient model and a random coefficient model.
The main attraction of the random coefficient model is that the * parameter of the random coefficient model is potentially more interesting and important than the m Ϫ1 jϭ1 m j parameter of the varying coefficient model. However, if one is to obtain an approximately unbiased estimator of *, a fundamental assumption of the random coefficient model must be satisfied (i.e., the m studies are assumed to be a random sample from a superpopulation of studies). Of course, the m studies cannot actually be a true random sample from a superpopulation of "possible or future" studies, and so it is traditionally assumed that the process that led to the selection of the m studies is a purely random one involving no systematic bias and that the selected studies are representative of the superpopulation. Schulze (2004) warned that this assumption "is not feasible in practice and may represent a critical point for the application of RE models" (p. 41). Sahai and Ageel (2000) warned, in the context of similar random coefficient models, that "if there are reasons to doubt the representativeness of the samples being studied, the estimation procedures is biased, raising serious questions about the validity of the results" (p. 7). Bonett (2008 Bonett ( , 2009 provided some reasons why one might doubt the random and representativeness assumptions in meta-analytic applications. An especially troubling concern is the sequential nature of publications that are used in meta-analysis applications, in which each study is intentionally designed to be similar or dissimilar to previous studies with the possibility of two or more studies conducted by the same researcher. It is difficult to argue that studies having these characteristics satisfy the random selection process assumption, because a purely random process does not allow for this type of dependency. Even if m studies are assumed cavalierly to be a random sample from some superpopulation, it would then be necessary to describe that superpopulation in clear and useful detail; otherwise, the confidence intervals for * and will not have clear and useful interpretations, which would defeat the one possible advantage of a random coefficient model over a varying coefficient model.
The plausibility of the random process assumption in random coefficient models is a contentious topic (the reviewers of this article expressed widely different views), but there are other issues regarding the use of random coefficient models that can be addressed more definitively. An issue of primary concern is the performance characteristics of the confidence intervals for * and .
A problem with the traditional weighted average estimator of * was recently revealed by Shuster (2010) , who showed that this estimator can exhibit substantial bias when n j and j are correlated and argued that the zero correlation assumption is unrealistic in meta-analysis applications. Shuster recommended that the traditional weighted average estimator no longer be used and that an unweighted average, as proposed by Bonett (2008 Bonett ( , 2009 , be used instead. Shuster (2010) provided analytical results that seal "any possible controversy in favor of the use of unweighted estimation" and recommended that all published RE meta-analyses "need to be reexamined to determine if their conclusions hold up qualitatively" (p. 1260).
There are more serious problems with confidence intervals for . The conventional confidence intervals for (see, e.g., Borenstein, Hedges, Higgins, & Rothstein, 2009, pp. 122-124; Viechtbauer, 2007) do not perform properly under very minor violations of the superpopulation normality assumption. Kraemer and Bonett (2010) have shown that a 95% confidence interval for can have a coverage probability that is far below .95 in nonnormal superpopulations even when all within-study distributional assumptions 3 VARYING COEFFICIENT METHODS have been satisfied. The problem of statistical inference for the unknown value of is similar to the well-known problem of statistical inference for variances and variance components in nonnormal distributions (see, e.g., Bonett, 2006; Groggel, Wackerly, & Rao, 1988) . The variance of 2 depends on the unknown kurtosis of the superpopulation distribution (Scheffé, 1959, p. 346) , and increasing the number of studies, or the sample size within studies, will not mitigate the problem. R. G. Miller (1986) described statistical situations of this type as "catastrophic" (p. 284). The results of Kraemer and Bonett (2010) are alarming because they suggest a large number of studies (m Ͼ 150) are needed to detect the degree of kurtosis that would cause serious problems with a confidence interval for , implying that RE metaanalyses should not be attempted with fewer than 150 studies.
In general, statisticians tend to recommend varying coefficient models over constant coefficient or random coefficient models simply because the varying coefficient model can be used in a much wider range of problems (Judge et al., 1985, p. 527) . The poor performance and interpretation difficulties of confidence intervals for * and , combined with the large number of studies required for assessing key assumptions, further limit the usefulness of random coefficient models in meta-analysis applications.
Interval Estimation for the Varying Coefficient Model
A confidence interval for m 
assuming approximate q-variate normality among the q parts and a parallel measurement model. Note that Equation 4 does not contain j , as a result of the variance-stabilizing property of the log-complement transformation. Application of the delta method (Stuart & Ord, 1994, p. 350) gives the following approximation:
With approximate normality of ln(1 Ϫ j ) in large samples assumed, the following approximate 100(1 Ϫ ␣)% confidence interval for j is proposed,
where z ␣/ 2 is a two-tailed critical value of the standard normal distribution and b ϭ ln[n/(n Ϫ 1)] is a bias adjustment. Note that the term under the radical sign is identical to Equation 4. The var( j ) term is retained in Equation 6 so that alternative variance estimates, described in the Conclusion, could be used in an obvious way. For the case of q parallel measurements and q-variate normality, Equation 6 provides a computationally simple alternative to the exact confidence interval described by Feldt, Woodruff, and Salih (1987) . Bonett (2002) showed that ln(1 -j ) ϭ Ϫ2W, where W is Fisher's variance-stabilizing transformation of an intraclass correlation. Fisher (1970) noted that W has a negative bias of ln[n j /(n j -1)]/2. Thus, ln(1 -j ) has positive bias of ln[n j /(n j -1)]. Bonett (2003b) showed that Equation 6 for q ϭ 2 has excellent small-sample performance characteristics.
With a varying coefficient model assumed (Equation 2), the following analog estimator (Goldberger, 1991, p. 117) 
Assuming q-variate normality, j is a maximum likelihood estimator of j (van Zyl, Neudecker, & Nel, 2000) and hence is a maximum likelihood estimator of m Ϫ1 jϭ1 m j (Anderson, 1984, p. 64 ).
An approximation to the variance of is
The positive square roots of Equations 5 and 8 are standard error estimates for j and , respectively. Application of the delta method gives the following approximation to the variance of ln(1 Ϫ ):
With approximate normality of ln(1 Ϫ ) in large samples assumed, the following approximate 100
where b ϭ ln[n /͑n Ϫ 1͒] is an approximate bias adjustment and n ϭ m/͑ jϭ1 m 1/n j ͒ is the harmonic mean sample size for the m studies. Preliminary simulation studies suggested that Equation 10 performs slightly better when a harmonic mean sample size, rather than an arithmetic mean, is used in the bias adjustment, but future research may provide better methods of correcting the bias of ln(1 -). Note that, although the log-complement transformation is variance stabilizing for j , ln(1 -) is not variance stabilizing for . Hence, Equation 10 is not expected to perform as well as Equation 6.
Equation 10 is a large-sample confidence interval that should perform best when n j is large and m is small. In a preliminary investigation of the small-sample performance of Equation 10, the coverage probability was observed to drop slightly below 1 -␣ for q Ͼ 2 and m Ͼ 1, with the problem becoming more pronounced with large values of q and m. The small-sample performance of Equation 10 can be improved by replacing the n -2 term in Equation 5 with n -2 -a, where a ϭ [(q -2)(m -1)] 1/4 . This small-sample adjustment was determined empirically from simulation research, and perhaps future research will provide a theoretical justification for this adjustment.
Assessing Moderator Effects
Although the proposed confidence interval for m hypothesized to differ as a result of known differences in the study populations or testing conditions, the researcher could examine pairwise differences in population reliabilities or compare the average of one subset of population reliabilities with the average of another subset, as proposed by Bonett (2008) for the case of bivariate correlations.
Let A denote a single population reliability or the average of two or more population reliabilities, and let B denote a single population reliability or the average of two or more population reliabilities. The reliabilities that comprise A must be distinct from those that comprise B . For instance, in a meta-analysis of m ϭ 7 studies where participants in the first three studies filled out a questionnaire in classroom settings and participants in the other four studies filled out a questionnaire in a one-person testing room, the researcher might want to compare A ϭ ( 1 ϩ 2 ϩ 3 )/3 with B ϭ ( 4 ϩ 5 ϩ 6 ϩ 7 )/4. Equation 6 or 10 may be used to obtain confidence intervals for A and B . The lower and upper 100(1 Ϫ ␣)% interval estimates from Equation 6 or 10 for A are denoted as L A and U A ; the lower and upper 100(1 -␣)% interval estimates from Equation 6 or 10 for B are denoted as L B and U B . When the method of Zou (2007) is used, approximate lower and upper 100(1 -␣)% interval estimates for A -B may be expressed as
where A and B represent sample reliabilities from a single study or unweighted averages of sample reliabilities from two or more studies. Equations 11 and 12 may be used to assess the moderation effects of categorical variables, but a different approach must be used to assess quantitative moderator variables. A general linear model may be used to examine both categorical and quantitative moderator variables. The m reliability estimators may be expressed as the following linear function of known population characteristics,
where p is an m ϫ 1 random vector with typical element ln(1 -j ) -ln[n j /(n j -1)], X is a m ϫ t full-rank design matrix that codes quantitative or qualitative differences among the m study populations, ␤ is a t ϫ 1 vector of unknown parameters, and ε is an m ϫ 1 vector of random sampling errors with var(ε j ) ϭ var[ln(1 -j )]. The first column of X usually will be an m ϫ 1 vector of ones. An ordinary least squares (OLS) estimator of ␤ is
with estimated covariance matrix
where V is a diagonal matrix with var(ε j ) in the jth diagonal element. Note that Equation 15, which accommodates the heteroscedasticity specified in Equation 13 , is not the traditional OLS covariance matrix. The variance of ␤ k is the kth diagonal element of cov(␤ ), which will be denoted as var(␤ k ). An approximate 100(1 Ϫ ␣)% confidence interval for ␤ k is
where ␣ may be replaced with ␣/v to obtain v simultaneous Bonferroni confidence intervals for any v elements of ␤.
In some applications it may be informative to predict the value of coefficient alpha for specific values of the predictor variables. An estimate of the predicted alpha reliability in a subpopulation with moderator variables having values xЈ ϭ [1 x 1 x 2 . . .
and an approximate 100(1 Ϫ ␣)% confidence interval for ͉x is
The OLS approach proposed here and in Bonett (2009) differs from the weighted least squares (WLS) approach recommended by Hedges and Olkin (1985, p. 238) for the analysis of Fishertransformed Pearson correlations. The WLS estimator of ␤ will be biased when the weights are unequal and the model has been misspecified (Bonett, 2009 ). Model misspecification is the rule rather than the exception, and the WLS estimator may be difficult to justify in practice.
The values of ln(1 -j ) instead of j were modeled in Equation  13 because the log-complement transformation is a variance-stabilizing and approximate normalizing transformation that confers good small-sample performance to Equations 16 and 18 (performance similar to Equation 6). A problem with modeling ln(1 -j ) is that ␤ k does not have a simple interpretation. However, exp(␤ k ) is easier to interpret and describes the multiplicative change in nonreliability for every 1-point increase in the kth predictor variable while the values of all other predictor variables are held constant. A confidence interval for exp(␤ k ) is obtained by exponentiating the endpoints of Equation 16 .
Following the general approach of Hedges and Olkin (1985) for the analysis of Pearson correlations, Rodriguez and Maeda (2006) used a linear model with typical elements of p equal to (1 -j ) 1/3 , so that the disturbances of the linear model have an approximate normal distribution. With this normalizing transformation, ␤ k does not have a simple interpretation and there is no known transformation of ␤ k that will yield a more interpretable value. This parameter interpretation problem also exists with the analysis of Fisher-transformed Pearson correlations. The Hakstian-Whalen transformation is not variance stabilizing, unlike the Fisher transformation and the proposed log-complement transformation, and the parameter estimation approach of Rodriguez and Maeda (2006) uses weights that are functions of the sample reliability values. More accurately described as estimated WLS, this type of parameter estimation procedure has optimality properties that exist only with large sample sizes within studies.
Simulation Studies
Equations 6 and 10 are large-sample confidence intervals, and there are no theoretical results to suggest that they will work properly in small samples. Furthermore, the performance characteristics of the Hedges-Vevea FE and RE methods described by Rodriguez and Maeda (2006) have never been examined. The 5 VARYING COEFFICIENT METHODS simulation studies examined the small-sample performance of Equations 6 and 10 along with the competing FE and RE methods.
Study 1
The Monte Carlo method was used to examine the performance of Equation 6 in small samples. Random data were computer generated from q-variate normal distributions with equal population variances and equal population covariances for q ϭ 2, 6, and 18. The small-sample performance of Equation 6 is described in Table 1 for n ϭ 25, 50, 100, j ϭ .3, .5, .7, .9, .95, and 1 -␣ ϭ .90, .95, .99. Although alpha reliabilities less than .5 are not common in practice, it is important to determine if Equation 6 performs properly across a wide range of j values.
Within each of the 45 combinations of n, q, and j values, Equation 6 was computed for 50,000 computer-generated random samples. The proportion of the 50,000 samples in which Equation 6 contained the value of j is reported in Table 1 . As can be seen in Table 1, Equation  6 has coverage probability very close to 1 -␣ for sample sizes as small as 25 across all conditions considered.
Study 2
The Monte Carlo method was used to examine the performance of three meta-analytic confidence intervals for m Ϫ1 jϭ1 m j in a nonrandom selection of m ϭ 5, 10, and 20 studies. Random data were computer generated from q-variate normal distributions with equal population variances and equal population covariances for q ϭ 2, 6, and 18. The sample sizes across the m studies varied randomly from 50 to 200 with equal probability. The population reliability coefficients across the m studies varied from of .3 to .5, .5 to .7, .7 to .9, or .5 to .95. The first three sets of reliability ranges represent moderate degrees of heterogeneity that would likely go unnoticed by a researcher using a constant coefficient model. With m greater than 1, there are many possible combinations of sample sizes and population reliabilities that should be examined, because it is possible that a particular confidence interval method might perform well for some combinations but perform poorly for others. In Study 2, a total of 1,000 different sample size and population reliability patterns were examined for each of the nine combinations of m and q. The 1 -␣ ϭ .95 coverage probabilities for Equation 10, the FE method, and the RE method were estimated from 50,000 Monte Carlo trials within each of the 9,000 conditions. The variance parameter ( 2 ) for the RE method was estimated using the DerSimonian-Laird estimator (see, e.g., Hedges & Vevea, 1998) .
The simulation program was written in GAUSS and executed on a Pentium 4 computer. The computer simulations attempted to mimic a typical meta-analysis in which the sample sizes are almost always unequal, the population reliability coefficients vary across the study populations, and the m studies have not been randomly selected from a specific superpopulation.
It is not practical to report the results for each of the 9,000 conditions, as was done in Table 1 for each of the 45 conditions. Instead, the results of these 9,000 conditions are summarized in three different tables (Tables 2, 3 , and 4) with 12 subdivisions of 250 conditions per table. Each row of Tables 2-4 gives the average coverage probability in a set of 250 conditions, the smallest coverage probability in a set of 250 conditions, and the average confidence interval width in a set of 250 conditions. The best confidence interval method will have an average coverage probability close to 1 -␣ and a minimum coverage probability that is not too far below 1 -␣. If two methods have similar average and minimum coverage probabilities, the method with the smallest average interval width is preferred.
For each of the 9,000 conditions, a set of sample sizes and population reliability values was randomly selected from a uniform distribution; 50,000 random samples were then computer generated for this selected set of sample sizes and population reliability values. This random data generation process simulates stratified random sampling as assumed in Equations 1 and 2. As an example, one of the 3,000 conditions for m ϭ 5 might have Note. Each row summarizes results for 250 combinations of sample sizes (ranging from 50 to 200) and population reliabilities in the specified range. The coverage probability within each of the 250 conditions was estimated from 50,000 computer-generated random samples. Eq. 10 ϭ new varying coefficient method (Equation 10); FE ϭ fixed-effects method; RE ϭ random-effects method. Note. Each row summarizes results for 250 combinations of sample sizes (ranging from 50 to 200) and population reliabilities in the specified range. The coverage probability within each of the 250 conditions was estimated from 50,000 computer-generated random samples. Eq. 10 ϭ new varying coefficient method (Equation 10); FE ϭ fixed-effects method; RE ϭ random-effects method.
interval width was computed from the 50,000 random samples within each of the 250 conditions. The values .211, .184, and .228 represent an average of the 250 average widths. The minimum coverage probability is perhaps the most important performance characteristic because it reveals how poorly a method might perform for certain patterns of sample sizes and population reliabilities. The pattern of population reliability coefficients will not be known to the researcher, and it is essential that a confidence interval method perform well for any pattern of population reliabilities and any pattern of sample sizes. Although this is not shown in Tables 2-4, Equation 10 was found to have a mean coverage probability close to 1 -␣ for ␣ ϭ .10 and .01.
Study 3
In this Monte Carlo study, data were computer generated under a two-stage cluster sampling scheme, as assumed in Equation 3. This study was restricted to the case of m ϭ 20 and q ϭ 6. The first stage of the two-stage sampling process involved the random generation of j values from a superpopulation distribution. The second stage involved a random generation of multivariate normal data from a study population having a particular j value. The sample sizes across studies were randomly selected with equal probability in the range 50 to 200, to avoid the bias problem reported by Shuster (2010) , so that the sample sizes would not correlate with the values of j . The simulated data satisfied all the assumptions of Equation 3 with the exception of the superpopulation normality assumption. The normality assumption is unrealistic for meta-analysis applications of alpha reliabilities, because the alpha reliabilities cannot exceed 1 and values less than 0 are rare and uninteresting. The Beta distribution, which is defined on a range from 0 to 1, was used to simulate a realistic superpopulation of j values. Shape parameters of the Beta distribution were selected to give the desired value of *. For instance, a Beta(4, 1) distribution of j values will have a superpopulation mean * of .80. The results in Table 5 show the probabilities of the RE Note. Each row summarizes results for 250 combinations of sample sizes (ranging from 50 to 200) and population reliabilities in the specified range. The coverage probability within each of the 250 conditions was estimated from 50,000 computer-generated random samples. Eq. 10 ϭ new varying coefficient method (Equation 10); FE ϭ fixed-effects method; RE ϭ random-effects method. 
Summary of Simulation Results
The results of Study 1 show that Equation 6 has remarkably good performance characteristics for sample sizes as small as 25. With n Ն 50, Equation 6 gives lower and upper limits that are nearly identical to the exact confidence interval results described by Feldt et al. (1987) .
In Study 2, it is clear that the Hedges-Olkin FE confidence interval for the constant coefficient model, as implemented by Rodriguez and Maeda (2006) , has unacceptable performance characteristics when the sample sizes vary across studies and the unknown population reliability coefficients differ across the m study populations. Although the Hedges-Olkin FE confidence interval is still frequently used (Schmidt, Oh, & Hayes, 2009 ), it does not meet minimum performance standards for inferential statistical methods. For instance, a 95% confidence interval should capture its population parameter with probability of at least .925 (Bradley, 1978) , but a 95% Hedges-Olkin FE confidence interval can have a true coverage probability that is far less than .925 even when all within-study distributional assumptions are satisfied. These results are consistent with those reported in Bonett (2008 Bonett ( , 2009 .
A second purpose in Study 2 was to illustrate the poor performance of the RE method in those situations where the random sampling of studies assumption does not hold but a researcher decides to use a RE method simply to deal with heterogeneity. Many researchers have incorrectly been taught to use a constant coefficient model if the chi-square homogeneity test is "nonsignificant" and to use the random coefficient model if the homogeneity test is "significant." As can be seen in Tables 2-4, the RE confidence interval can have coverage probabilities that are below the specified confidence level and can have widths that are considerably larger than those obtained from Equation 10. For instance, in the condition where the population reliabilities range from .5 to .95, the average widths of the RE method are about 2.4 to 3 times wider than the average widths from Equation 10. This suggests that the number of studies would need to be about 6 to 9 times greater with a RE confidence interval method to obtain the same confidence interval width as Equation 10.
A third purpose in Study 2 was to assess the performance of Equation 10 under a wide range of conditions. In total, over 9,000 conditions were examined, far more than typically used in assessing a meta-analysis method. For instance, Hedges and Olkin (1985, p. 115) reported the performance of their FE confidence interval for only 32 conditions. The performance of Equation 10 is remarkable in that its true 95% coverage probability is very close to .95 for all of the 9,000 conditions. In no case did the coverage probability drop below .944. These results are consistent with those reported by Bonett (2008) for Pearson correlations and by Bonett (2009) for standardized and unstandardized mean differences in both independent-sample and paired-sample designs.
Study 3 was designed to investigate the performance of the Hedges-Vevea RE method, as implemented by Rodriguez and Maeda (2006) , under true two-stage cluster sampling, where studies are assumed to have been randomly selected from a superpopulation (ignoring the implausibility of this assumption). The superpopulation normality assumption was the only assumption of Equation 3 that was violated. The results in Table 5 show that the Hedges-Vevea RE method with a Hakstian-Whalen transformation exhibits very poor performance with coverage probabilities that are far below the specified value. The Hakstian-Whalen transformation is primarily responsible for the poor performance of the RE method, because there is substantial bias in the reversetransformed estimator. Increasing the number of studies or using studies with larger sample sizes will not correct this problem. It is important to note that Equation 10 will perform properly under two-stage cluster sampling (i.e., randomly selected studies), regardless of the shape of the superpopulation, but the results are conditional on those selected studies. As can be seen in Table 5 , the Hedges-Olkin FE method breaks down completely because of substantial heterogeneity among j values combined with unequal sample sizes. Rodriguez and Maeda (2006) described two adjustments to the alpha reliability estimates that could be made prior to the metaanalysis. One adjustment modifies the reliability estimates for measurements based on a different number of items (q) across the m studies. The second adjustment is a range-restriction adjustment to the reliability estimates based on differences in the total score (sum of q parts) variances across the m studies. Differences in q and total score variances across studies can contribute to observed differences, or undesirable "artifacts" according to Hunter and Schmidt (2004) , in the reliability estimates across studies. Neither of these adjustments should be used indiscriminately, for reasons given below.
Adjustments for Artifacts
Although most researchers use all q items in a standardized q-item questionnaire, a common exception is the case where a questionnaire has both a short form and a long form. If all q items satisfy the assumptions of parallel measurement, the SpearmanBrown formula (see, e.g., McDonald, 1999, p. 124 ) may be used to adjust the reliability estimates and their variance estimates from the longer forms to be compatible with the shortest form reliability estimates. If the parallel measurement assumption does not hold, the Spearman-Brown correction will be inaccurate and it may be better to use the number of items as a moderator variable. Alternatively, if m 1 studies use a short form and m 2 studies use a long form, separate meta-analyses could be conducted on these two sets of studies to specifically assess the reliability of each form.
The range-restriction adjustment is appropriate only for special applications where j is estimated using a specific type of restricted random sampling process in which only those members of the population having a total score (or a variable related to the total score) that exceeds some specific cutoff value are eligible to be selected. The objective then is to adjust the value of j obtained from the restricted sample so that it mimics the estimate that would have been obtained if the sampling process had not been restricted. Assuming normality of the total score, the total score variance in the restricted population (i.e., the population that is sampled by the restricted sampling process) will be smaller than the total score variance in the unrestricted population, and the ratio of these two 9 VARYING COEFFICIENT METHODS population variances U 2 / R 2 could be used to adjust j . The value of U 2 / R 2 unique to study j is needed to adjust j . Furthermore, it is not appropriate to adjust multiple j values on the basis of observed differences across studies in the sample total score variances. Differences across studies in sample variances are partly due to within-study random sampling error. The within-study random sampling variability in the total score variance is fully accounted for by variance of j (Equation 5). Furthermore, differences in sample variances across studies may be due to true differences in study population variances. For instance, the total score variance might be smaller for a sample of females than a sample of males because the female population is truly more homogeneous than the male population. With unrestrictive random sampling from the more homogeneous female population, a range-restriction adjustment is neither required nor appropriate. In a typical meta-analysis, samples are taken from various study populations having differing degrees of homogeneity, which may result in total score heteroscedasticity across studies. Any known characteristics of these study populations that might explain this heteroscedasticity could be used as moderator variables. The range-restriction adjustment is appropriate only in special cases where a sample is obtained under the specific type of restrictive random sampling process described above and the value of U 2 / R 2 for a given study is known or has been estimated from a large sample.
Examples
Three examples illustrate the applications of Equations 6, 10 -12, and 14 -18. Example 1 illustrates a traditional meta-analysis of m ϭ 9 published studies. This example illustrates the use of Equation 6 to obtain confidence intervals for coefficient alpha within each of the nine study populations and the use of Equation 10 to obtain a narrow confidence interval for the average reliability across the nine study populations. The first example also shows how to use Equations 11 and 12 to detect a possible moderator effect. A SAS program (see Appendix A) that computes Equations 6, 10, 11, and 12 is illustrated with the data of Example 1. Example 2 starts with an analysis of reliability estimates from five studies in which a large moderator effect is detected. This example is used to illustrate a hypothetical study in which the results of the five previously reported studies are incorporated into a new experiment to yield more detailed and informative reliability information. Example 3 is a hypothetical example that illustrates the analysis of a quantitative moderator variable and a SAS program (see Appendix B) that implements Equations 14 -18.
Example 1
The Center for Epidemiologic Studies Depression Scale (CES-D; Radloff, 1977) has been used in numerous studies to measure depressive symptoms in children who provide care to an elderly parent. The CES-D has q ϭ 20 items that are each scored on a 4-point Likert scale. The sample sizes and alpha reliability estimates of the CES-D reported in nine studies are given in Table 6 . The SAS program given in Appendix A was used to analyze the reliability estimates from the nine studies. Appendix A also shows the output from the SAS program.
Equation 6 was used to obtain the 95% confidence intervals for coefficient alpha within each of the nine study populations. When Equation 10 is applied, a 95% confidence interval for the average population alpha reliability across the nine study populations is [.895, .912] . This confidence interval is narrower than any of the single-study confidence intervals. In Studies 1, 3, and 9, all of the caregivers were women. The other six studies examined both male and female caregivers. The 95% confidence interval for the average population alpha reliability in study populations 1, 3, and 9 is [.914, .933] , and the 95% confidence interval for the average population alpha reliability in the other six study populations is [.882, .905] . When Equations 11 and 12 are applied, a 95% confidence interval for the difference of these two average population reliabilities is [.015, .045], which suggests that the CES-D might be slightly more reliable for female caregivers than male caregivers. This finding suggests that future studies that use the CES-D in samples of female and male caregivers should report separate reliability information for men and women along with the combined reliability information. Although the proportion of male caregivers might be small in future studies, which will produce a wide confidence interval for the male population reliability value, a future meta-analysis of male caregivers would provide more precise reliability information. If it turns out that the reliability of the CES-D is meaningfully lower in male caregiver populations than female caregiver populations, future psychometric research could attempt to reduce the reliability sex bias of this scale.
Comments. The main purpose in this example is to illustrate computations for the varying coefficient model, but this example also provides a concrete application through which issues related to the use of the alternative constant coefficient and random coefficient models can be addressed. The study populations of the nine studies were defined here in vague terms (i.e., caregivers of elderly parents). In an actual reliability meta-analysis, it is necessary to provide detailed information about the participant characteristics and testing conditions for each of the included studies. This will provide a clear impression of the types of participant populations and testing conditions for which the results of the varying coefficient model may be applied.
The sample sizes in this example range from 51 to 492, and the Hedges-Olkin constant coefficient FE analysis will have poor performance characteristics under this degree of sample size heterogeneity if the population reliabilities differ only slightly across the nine study populations. The performance of the Hedges-Olkin Brody et al. (1995) 10 BONETT FE confidence interval cannot be assessed by simply computing it in this one sample and then comparing its values with the results of other methods. The poor performance of the Hedges-Olkin FE confidence interval in the presence of virtually undetectable effectsize heterogeneity was illustrated with a Monte Carlo simulation study with m ϭ 9, sample sizes equal to those give in Table 6 , and population reliabilities that were allowed to vary within the very narrow range of .89 to .91. Even with nearly equal population reliabilities, a 95% Hedges-Olkin FE confidence interval can have a true coverage probability as low as about .60 with these sample sizes. As expected, the true coverage probability for Equation 10 is very close to .95 with these sample sizes and for any pattern of j values. A researcher using a Hedges-Olkin FE confidence interval in this example would be oblivious to this potentially serious problem, because the sample sizes in Table 6 are much too small to detect differences in population reliabilities as small as .91 Ϫ .89 ϭ .02. In fact, to detect pairwise differences this small with a power of .8 and a familywise error rate of ␣ ϭ .05 would require that each of the nine studies have a sample size of about 1,400 (see Bonett, 2003a) . Given the availability of Equation 10, which does not require reliability homogeneity, the only reason to apply a RE metaanalysis method is to obtain confidence intervals for * and in an effort to describe the mean and standard deviation of some definable superpopulation. These confidence intervals assume that the nine studies are a random representation of some definable superpopulation of studies. This assumption is difficult to justify, given the fact that most of the nine studies have at least one author in common and that the studies were intentionally designed to differ in systematic ways from previously published studies. In the absence of a clearly defined superpopulation to which the confidence interval results for * and may be applied, the potential benefit of a RE meta-analysis in this example is lost. There is another serious problem with using a RE meta-analysis in this example: The number of studies is much too small to assess the superpopulation normality assumption that determines the performance of the confidence intervals for * and .
The 95% RE confidence interval for * in this example is [.890, .918 ]. This not much wider than the 95% varying coefficient confidence interval of [.895, 912] . However, the 95% varying coefficient confidence interval can be trusted to have a true coverage probability close to .95; the results in Table 5 suggest that the 95% RE confidence interval for * will have a true coverage probability that is much less than .95 (perhaps around .660). It is misleading to compare the width of a 95% confidence interval with the width of a 66% confidence interval. Vogel, Wade, and Haake (2006) and Vogel, Wade, and Hackler (2007) developed a "Self-Stigma of Seeking Help (SSSH)" questionnaire consisting of q ϭ 10 items that were each scored on a 5-point Likert scale. In the four samples considered here, college students (about 90% Caucasian) were sampled from study populations of students enrolled in introductory psychology classes at Iowa State University (ISU). These students completed the questionnaire in a group setting using a conventional paper-and-pencil format. Estimates of coefficient alpha in Studies 1-4 were .91, .89, .90, and .89 from samples of 583, 470, 546, and 680 students, respectively. When Equation 10 is used, the 95% confidence interval for ϭ ͑ 1 ϩ 2 ϩ 3 ϩ 4 ͒/4 is [.891, .904] . We can be 95% confident that the average alpha reliability for the SSSH questionnaire in the four ISU study populations is between .891 and .904.
Example 2
Another researcher, Cantazaro (2009) , administered the same SSSH questionnaire to a fifth sample of 424 Latino/Latina students at another university. These participants completed the questionnaire on the Internet. The estimated alpha reliability was .77 for the Latino/Latina sample. Application of Equation 6 with ␣ ϭ 0.5 gives a 95% confidence interval of [.735, .801 ] for the population alpha reliability coefficient in the Latino/Latina study population. A confidence interval for ͑ 1 ϩ 2 ϩ 3 ϩ 4 ͒/4 -5 provides information about the difference in ISU and Latino/Latina population reliabilities. Application of Equations 11 and 12 gives a 95% confidence interval for ͑ 1 ϩ 2 ϩ 3 ϩ 4 ͒/4 -5 equal to [.096, .163] , indicating that the average ISU population reliability of the SSSH questionnaire is about .10 to .16 greater than the population Latino/Latina reliability, but the reason for this difference is not obvious. The Latino/Latina sample had a total score standard deviation of 6.3, and the total score standard deviations in the ISU samples were around 7.2. The sample means were similar across the five studies. The similar mean and lower standard deviation in Latino/Latina sample suggest that those participants may have been more likely to avoid the extreme responses to each item. Further research is needed to determine if the lower reliability in the Latino/Latina study is due to differences (such as response styles) in Caucasian and Latino/Latina populations or a difference in administration formats.
Suppose another researcher, inspired by the results of Vogel et al. (2006 Vogel et al. ( , 2007 and Cantazaro (2009) , wants to obtain accurate alpha reliability estimates of the SSSH questionnaire for Caucasian and Latino/Latina populations under both paper-and-pencil and Internet formats. Suppose this researcher obtains a random sample of 200 Caucasian college students and a random sample of 200 Latino/Latina college students and randomly divides these two samples in half, with one half completing the questionnaire in a paper-and-pencil format and the other half completing the questionnaire on the Internet. The population reliability coefficients estimated from the Caucasian paper-and-pencil, Caucasian Internet, Latino/Latina paper-and-pencil, and Latino/Latina Internet conditions are denoted as 6 , 7 , 8 , and 9 , respectively. Suppose that in this hypothetical study the reliability estimates are 6 ϭ . Following Bonett (2009) , the researcher could perform two "replications checks" by estimating ( 1 ϩ 2 ϩ 3 ϩ 4 )/4 Ϫ 6 and 5 Ϫ 9 . Assume that a difference in population reliability values of .05 or less is considered to be small and unimportant. Application of Equations 11 and 12 gives a 95% confidence interval for ( 1 ϩ 2 ϩ 3 ϩ 4 )/4 Ϫ 6 equal to [Ϫ.045, .005 ] and a 95% confidence interval for 5 Ϫ 9 equal to [Ϫ.086, .057]. The confidence interval for ( 1 ϩ 2 ϩ 3 ϩ 4 )/4 Ϫ 6 suggests that the value of 6 is similar to the value of ( 1 ϩ 2 ϩ 3 ϩ 4 )/4, thus providing evidence of "strong replication" (Bonett, 2009 ). The confidence interval for 5 -9 might be viewed as only "weak replication" (Bonett, 2009 ) evidence because the interval includes zero, but the lower limit of Ϫ.086 might be considered a nontrivial difference in population reliabilities. In practice, replication evidence will often be "weak" as a result of some parameters being estimated from 11 VARYING COEFFICIENT METHODS small samples, which will produce a wide confidence interval. These two replication checks suggest that the results of Vogel et al. (2006 Vogel et al. ( , 2007 and Cantazaro (2009) are weakly compatible with the results of the new study and that the prior results may be combined with the new results to obtain more precise reliability estimates for the Caucasian paper-and-pencil and Latino/Latina Internet conditions.
For the Caucasian paper-and-pencil condition, applying Equations 7 and 10 to the average ( 1 ϩ 2 ϩ 3 ϩ 4 ϩ 6 )/5 gives a point estimate of .902 and a 95% confidence interval of [.895, .909] . Note that this confidence interval is narrower than the confidence interval for 6 . For the Latino/Latina Internet condition, applying Equations 7 and 10 to the average ͑ 5 ϩ 9 ͒/2 gives a point estimate of .780 and a 95% confidence interval of [.743, .814] , which is narrower than the confidence interval for 9 . These narrower confidence intervals illustrate the potential benefit of incorporating prior information into the statistical analysis.
Example 3
Suppose the alpha reliability of a 12-item adolescent social skills scale was estimated in five different studies. Each study estimated the alpha reliability from a single-grade sample of students. In particular, alpha reliability estimates of .78, .82, .87, .89, and .91 were estimated from samples of 100, 50, 75, 100, and 100 students from Grades 6, 7, 9, 10, and 12 in Studies 1-5, respectively. The researcher suspects that the reliability of this scale may be lower at the lower grade levels, and so grade was used as a quantitative moderator variable in Equation 13 . These data were analyzed with the SAS program given in Appendix B, which includes the SAS output. The estimated slope is Ϫ0.150, which indicates that the scale nonreliability is decreasing (i.e., reliability is increasing) with increasing grades. The 95% confidence interval for the population exponentiated slope is [0.806, 0.919], which indicates that the nonreliability of the scale becomes 0.806 to 0.919 times as large for every one grade level increase from Grades 6 to 12. Suppose the researcher wants to predict the alpha reliability for a population of eighth graders. Setting x ϭ [1 8] in Equations 17 and 18 gives a predicted eighth-grade population alpha reliability value of .846, with a 95% confidence interval of [.818, .869 ].
Conclusion
The variance of j (Equation 5) assumes q-variate normality and compound symmetry. Equation 5 is a convenient formula for meta-analysis because it may be computed from knowledge of the sample size (n), number of parts (q), and the sample estimate of coefficient alpha ( j ), which are reported in most studies. Bonett (2003b) showed that Equation 6 with q ϭ 2 performs properly only under mild heteroscedasticity ( max 2 / min 2 Ͻ 2) among the q parts and mild kurtosis (2 Ͻ kurtosis Ͻ 4) for each of the q parts. Equation 6 has a coverage probability that is less than 1 -␣ when all q measures are leptokurtic (kurtosis Ͼ 3) and a coverage probability that is greater than 1 -␣ when the q measures are platykurtic (kurtosis Ͻ 3). Equation 6 has a coverage probability that is greater than 1 -␣ under heteroscedasticity. When coefficient alpha is applied to q dichotomous items it is called "KR 20," and it can be shown that max 2 / min 2 will be less than 2 and item kurtosis will be less than 4 if item difficulties are between about .17 and .83.
Coefficient alpha describes the reliability of the sum or average of q parts. In applications where the q parts represent q raters, q occasions, or q testing conditions, the reliability of a single rater or the reliability for single occasion or testing condition may be of interest. The Spearman-Brown formula (see, e.g., McDonald, 1999, p. 124 ) may be used to transform the lower and upper limits from Equations 6 and 10 into a confidence interval for the reliability of a single part.
Unlike the exact confidence interval for coefficient alpha for parallel and q-variate normal parts (Feldt et al., 1987) , Equation 6 can be applied in more general cases. For the case of q measurements with a general covariance structure, the van Zyl et al. (2000) estimate of var() may be used in Equation 6 to obtain a confidence interval that performs better than the Wald confidence interval proposed by Duhachek and Iacobucci (2004) and has performance similar to the more computationally intensive confidence interval proposed by Kistner and Muller (2004) . If the q measurements are not q-variate normal, the Yuan, Guarnaccia, and Hayslip (2003) estimate of var() may be used in Equation 6. Equation 6 also may be used when is "coefficient omega" (McDonald, 1999, p. 89) , where the q measures assess a single attribute but have unequal variances and unequal covariances. Raykov (2002) described a method for estimating the variance of the sample omega coefficient. Equation 6 with coefficient omega and its variance estimate should perform better than the Wald confidence interval suggested by Raykov (2002) . Equation 10 also may be used with alternative variance estimates or omega reliability estimates, but further research is needed to assess the smallsample performance of Equation 10 under these conditions. Using the Yuan-Guarnaccia-Hayslip variance estimator in Equations 6 and 10 will likely require a large sample size (n j Ͼ 200) within each study with q moderately leptokurtic measurements and even larger sample sizes with highly leptokurtic measurements.
The statistical methods developed here have important applications outside of meta-analysis applications. For instance, as a check for reliability bias, Equations 11 and 12 can be used to describe the difference in reliability coefficients between minority and nonminority populations. Reliability experiments are another important class of applications. In a reliability experiment, participants are randomized into two or more groups, with different groups receiving, for example, different forms of a tests, different item orderings, different response formats, different instructions, or different settings. Equations 11 and 12 could be used to examine pairwise differences in reliabilities across levels of an independent variable. The main effects and interaction effects in factorial reliability experiments could be analyzed using Equation 13 and the related statistical methods. The modeling results could be supplemented with confidence intervals for main effects or simple main effects. Main effects are defined as differences in average parameter values, and an application of Equation 10 followed by an application of Equations 11 and 12 could be used to obtain confidence intervals for main effects in factorial experiments. It is hoped that these few examples will help encourage the design of more sophisticated and informative reliabilities studies in the future.
In the "meta-analytic review," estimates are combined from as many studies as possible, often without regard to the quality or 12 BONETT compatibility of the individual studies. Here the recommendation is to use only carefully selected and high-quality studies for the specific purpose of obtaining a more accurate average reliability estimate of a specific measurement scale, generalizing the reliability results to several clearly defined study populations, or to assess the effects of specific moderator variables on the reliability of a measurement scale. As such, meta-analyses of alpha reliabilities may involve a smaller number of studies than is common in published meta-analyses. Furthermore, as suggested by Bonett (2009) , meta-analysis should no longer be viewed only as method of analyzing secondary data. The results from previous studies may be integrated into a new study for the dual purpose of replication assessment and moderator variable detection. The use of meta-analysis to statistically incorporate prior information into a current study has the potential to revolutionize behavioral research and help achieve the goals of an integrative and cumulative science.
All of the conventional meta-analytic confidence intervals for average effect sizes presented in current textbooks (see, e.g., Borenstein et al., 2009; Cooper, Hedges, & Valentine, 2009; Hunter & Schmidt, 2004) have limitations that are far more serious than those of basic statistical methods that researchers have used and trusted for decades. Researchers have been using the conventional meta-analysis methods without full awareness of their assumptions and the dire consequences of assumption violations. The new meta-analytic confidence intervals for bivariate correlations (Bonett, 2008) , standardized and unstandardized means (Bonett, 2009) , and alpha reliabilities (Equation 10) are based on varying coefficient models that perform well under realistic conditions of heterogeneous sample sizes and heterogeneous effect sizes across studies. These new varying coefficient methods and the SAS programs (Appendices A and B), along with new varying coefficient methods currently being developed by the author for regression analysis and 2 ϫ 2 contingency tables, will provide researchers with a wide range of effective and trustworthy tools for analyzing results from multiple studies. 
