An alternative property for evaluating sample size for normal data using preliminary data Chen et al. [1] rightly pointed out that naively treating sample variances as the true variance can lead to under-powered studies. They studied several methods for rectifying this problem and proposed a property for evaluating the methods. I would like to mention a different evaluating property and an associated sample size method previously described in Fay et al. [2] .
Ideally, we want the probability of rejection given the preliminary data and given a sample size function of that data to be equal to the planned power, say 80%. We cannot calculate that power exactly since we do not know the true variance from the preliminary data; however, under the normality assumption, we can estimate the distribution of that power and set properties for evaluating sample size functions using that distribution.
For clarity, we give notation and define the properties described in Chen et al. [1] and Fay et al. [2] . Let Pow(n new , s 2 ) be the power given n new is the fixed sample size per group for the new study, and s is the true standard deviation. Chen et al. [1] call this the actual power, while Fay et al. [2] call it the fixedn power. We do not observe s 2 , but only observe s 2 , an estimate of s 2 ; therefore, we cannot calculate Pow(n new , s 2 ) directly. Suppose h(s 2 ) is a function of the variance which returns the per-group sample size. The usual normal approximation sample size function is
where a=2 is the one-sided significance level, 1 À b is the planned power, d is the clinically significant difference, and Z q is the (1 À q)th quantile from the standard normal distribution. So that
where the approximations come from using the Ztest for the sample size derivation and the t-test for the new study. Since the preliminary data are normally distributed, dS 2 =s 2 is chi-square with d degrees of freedom, where S is the random variable associated with s. So we can calculate properties of Pow(h norm (S 2 ), s 2 ) knowing only d.
Here are the two evaluating properties for a sample size function h with 80% planned power:
Chen et al. We want 80% of Pow(h(S 2 ), s 2 ) to be greater than or equal to 80%. Fay et al. We want to reject at least 80% of the time when we use h for sample size calculations. This is equivalent to E S ½Pow(h(S 2 ), s 2 ) ! 0:80, where Fay et al. [2] call the left-hand side of that expression the overall power.
It seems to me that the latter property captures more naturally what we want from a sample size function.
To adjust h norm to have overall power approximately equal to the planned power, you increase 1 À b in Equation (1) to the calibrated power, 1 À b Ã , which is based on d. For example, if d = 15, a = 0:05, and the planned power is 1 À b = 0:80, then using 1 À b Ã = 0:8426 for 1 À b in Equation (1) will give overall power of about 80%. If we have multiple preliminary studies, we can use this method with the weighted estimate of variance
since it is distributed chi-square with degrees of freedom equal to P K i = 1 (n i À 1). For details see Fay et al. [2] and the R package ssanv.
