Abstract-Machine learning and data analysis have been used in many robotics fields, especially for modelling. Data are usually the result of sensor measurements and, as such, they might be subjected to noise and outliers. The presence of outliers has a huge impact on modelling the acquired data, resulting in inappropriate models. In this work a novel approach for outlier detection and rejection for input/output mapping in regression problems is presented. The robustness of the method is shown both through simulated data for linear and nonlinear regression, and real sensory data. Despite being validated by using artificial neural networks, the method can be generalized to any other regression method.
I. INTRODUCTION
Machine learning is defined as a set of methods that can automatically detect patterns in data, and then use the uncovered patterns to predict future data and perform decision making under uncertainty [1] . In the field of robotics, machine learning has been widely used to accurately approximate models of robots, without the need of analytical models, which may be hard to obtain due to the complexity of the system [2] . Many algorithms have been developed for solving the regression problem in robot modelling [3] , however, in order to build good models, data must be carefully analysed, since outliers and noise may affect the results. Most of the proposed methods do not address the problem of outlier rejection and usually assume that data points follow a known distribution (typically Gaussian).
An outlier is defined as a data point significantly different from the others [4] and the presence of unwanted data points may lead to a wrong model describing the relationship between the input and the output values [5] . Different approaches exist to detect outliers in datasets [6] , yet, all these outlier detection method either rely on only one particular method, or on the knowledge of the data statistical distribution. Moreover, they can be regarded to as a sort of preprocessing approaches. As a matter of fact, first outliers have to be detected with one of these methods, and, only afterwards, regression methods can be applied to the good data points to find the appropriate model. Robust regression approaches such as iteratively reweighed least squares [7] or random sample consensus (RANSAC) [8] for linear regression, instead, allow to neglect outliers while the regression process takes place.
In this work a novel approach for robust data modelling and input/output mapping is presented. The method doesn't require any preprocessing to identify outliers, since they are automatically found while learning the model. Moreover, no assumption on the data distribution is required. The proposed method has been validated by using neural networks for regression, yet it can be generalized to any other regression method such as linear regression, Gaussian process regression, etc.
The paper is thus structured as follows. Section II presents the proposed method. Section III shows the results on simulated and real data. For the simulated data, two cases are analyzed: linear and nonlinear regression. For the real application, the method is applied to model the dynamics of a tendon-driven surgical robot. Conclusions are then drawn in Section IV.
II. METHOD
Given a dataset of input points x ∈ R n in and output points y ∈ R n out , the goal of regression is to find best the relationship between the two, meaning
where f(·) can be any linear or nonlinear function. Artificial neural network (ANN) can model any suitably smooth function, given enough hidden units, to any desired level of accuracy [9] . They are thus capable of representing complicated behaviours, without the need of knowing any mathematical or physical model. Nevertheless, it has been shown that NN behaviour is influenced by outliers [10] , [11] . In order to build a model which is not affected by bad data, outliers must be detected and somehow neglected. Given n data points their estimated output value for each output component isỹ i, j for i = 1...n out , j = 1...n. For each output dimension the vector of residuals is computed r i = y i,1 −ỹ i,1 , . . . , y i,n −ỹ i,n . The median m i and the median absolute deviation MAD i of each residual vector are calculated, and the threshold is then set to t i = γ * MAD i , with γ being a positive constant.
Once the medians and the thresholds have been retrieved, each data sample is assigned an output weight as follows:
A data point for a certain output component is thus an outlier if its residual is too far from the median of the residuals.
In order to build a robust model from a given dataset, an iterative re-weighing process is performed. At first, each sample for each output component is assigned a unitary weight and a first model is built. Then the inliers and their weights are computed, and the model is refined with the new weights. The process continues until a desired number of refinements is reached.
III. RESULTS
In this Section the proposed method is tested on simulated data and real data. For the simulation, it is applied to linear and non linear regression. The method is compared to traditional ANN, RANSAC for the linear regression, and Gaussian Process Regression for the nonlinear regression. For the real experiment, the robust method is applied to model the dynamics of a tendondriven robot.
A. Simulation Data
For the linear regression example, two different datasets are used. In both cases the desired function is described by y = 2x + 1. In the first dataset, some noisy data is added only in a certain input region. The noisy data is generated from a random Gaussian distribution with mean (µ) equal to 1 and standard deviation (σ ) of 0.5. In total 1100 data points are used, with 100 points being noisy. In the second dataset, instead, all the 1100 points are corrupted by noise (with µ = 0, σ = 0.5).
For building the robust model, the threshold has been set to t = 2MAD and 5 refinements are executed. Figure  1 shows the results comparing the robust proposed method, the traditional ANN, and RANSAC method [8] .
For both the robust NN and traditional NN, the datset is divided randomly into train set (80%, 10%, 10%). Different network architectures are used: on single hidden In both cases, linear activation functions for each node are used. For RANSAC, 2 samples are used, the maximum distance is set equal to σ , and the distance function being the euclidean distance between the output and the expected output value. Table I shows the goodness of fit expressed in terms of the R 2 [12] and the RMSE between the computed models and the desired one.
In the first datsets, RANSAC and the robust method perform very close to each other finding the correct mapping. Traditional NN, instead, doesn't mange to obtain good results, with the model being biased by the noisy data. In the second dataset, instead, RANSAC is the one the performs worst. The proposed robust method, instead, performs the best.
For the nonlinear case two different mappings are sought. In the first mapping the desired function is described by y = −0.5x 3 + cos(5x) + e x − 2 and the Gaussian noise by µ = 0, σ = 0.2, whereas in the second the function is y = 1 + 0.05x + sin(x) x and the noise by µ = 0, σ = 0.1. In both cases 2000 data points are used. Two different network architectures are used: one single hidden layer with 20 nodes and a two-hiddenlayer structure with 20 and 10 nodes each. The robust and traditional ANN methods are here compared to Gaussian Process Regression (GPR). Figure 2 shows the results. The same threshold and refinements of the linear case are used. In order to see the behaviour when points outside a Guassian distribution are present, 150 outliers are also added (Figure 3) . Table II reports the error metrics for the different methods on the different datasets.
When no outliers are present, all methods perform pretty well and the models are pretty close one to each other. On the second datasets, however, traditional NN is the one that performs the worst. When outliers are included, instead, the models from GPR and traditional NN are compromised. The two methods perform very similarly, with large errors. The robust approach, conversely, manages to keep errors small, even if a bit higher than in the case with only Gaussian noise.
B. Robot Dynamic Modelling
As an example of real life application, we were interested in collecting data for learning the inverse dynamics and nolinearities of the Micro-IGES robotic surgical tool [13] . This robot is tendon-driven and the major causes of nonlinearities are due to the routing and elasticity of the tendons, and friction in the joints and along the tendons. Because of the motor to joint mapping,the inverse dynamics of the system can be expressed in therms of the motor values θ ,θ ,θ , and torques τ as:
Only 4-dof of the articulated part of the robot are considered and, given the motor values (θ ,θ ,θ ∈ R 4 ) as inputs, the corresponding τ ∈ R 4 is sought. For the learning the model a single neural network with two hidden layers of 20 and 10 neurons was used. Each motor was excited with a sinusoidal wave of linearly increasing frequency within the range [0, 1] Hz. Figure 4 shows the results by using the traditional and robust approaches on a subset of the data and Table  III reports the R 2 and the RMSE between the two models and the measured values in the whole dataset.
Both methods perform well, with good R 2 and small errors. However, it can be noted that the robust method allows to have smoother mapping, being less influenced by unwanted data. IV. CONCLUSIONS In conclusion, a novel learning algorithm has been presented in this work. The algorithm doesn't make any assumption on the data distribution and allows to have outliers identification while performing the regression, without the need of any preprocessing. Results show that the method is able to neglect undesired data points and, in turn, to produce robust models, minimally influenced by outliers. However, higher robustness comes at a price of higher computational efforts. In all tests the robust method took more time than traditional NN to build the model. In the nonlinear case, the computational time was comparable to that of GPR.
In the next future, the algorithm will be improved in order to make it robuster and reduce the computational time, so that to apply it to online learning.
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