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RESUMO: A presente tese trata da utilização de programação evolucionária (PE) em
sistemas de restauração de imagens via filtragem de Kalman e da proposta de uma medida
para avaliação da qualidade de imagens restauradas baseada na percepção visual humana.
A PE é usada na etapa de estimação paramétrica do filtro de Kalman de modelo de ordem
reduzida (reduced order model Kalman filter – ROMKF). Em conseqüência da função de
controle da estimação paramétrica apresentar ótimos locais e da utilização de algoritmos de
otimização sensíveis às condições iniciais, as estratégias tradicionais reiniciam o processo
de restauração diversas vezes, com diferentes condições iniciais, na tentativa de contornar
os problemas de convergência indesejável. Contudo, as simulações apresentadas mostram
que a estratégia de reinícios é ineficiente e, por outro lado, uma única restauração via
ROMKF-PE é suficiente para se obter uma imagem que é representativa do melhor que o
sistema de restauração pode oferecer. Esta tese também propõe uma medida para avaliação
da qualidade de imagens restauradas, denominada medida de qualidade composta (MQC),
que é baseada na percepção visual humana. No desenvolvimento da MQC, são realizados
experimentos que avaliam a correlação entre a percepção humana da qualidade em
imagens e medidas objetivas dos efeitos de distorção em freqüência e injeção de ruído,
considerados isoladamente. A MQC é baseada na medida de qualidade de ruído (noise
quality measure - NQM) e na medida de qualidade de distorção em freqüência (MQD),
sendo validada experimentalmente.
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ABSTRACT: This thesis addresses the use of evolutionary programming (EP) in image
restoration systems via Kalman filtering and the proposal of a measure for restored image
quality assessment based on human visual perception. EP is used in the reduced order
model Kalman filter (ROMKF) estimation stage. Since the parametric estimation function
presents local optima and an initial-condition sensitive optimization algorithm is
commonly used, traditional strategies restart the restoration procedure several times with
different initial conditions as an attempt to bypass convergence problems. The presented
simulations show that the restart strategy performs poorly and, on the other hand, just one
single restoration via ROMKF-EP is sufficient to obtain an image, which is representative
of the best quality permitted by the restoration system. This thesis also proposes a measure
for restored image quality assessment, termed composed quality measure (CQM), which is
based on human visual perception. In the CQM development, experiments are made in
order to evaluate correlation between human perception of image quality and objective
measures for frequency distortion and noise injection, which are considered isolated
effects. The CQM is based on the noise quality measure (NQM) and frequency distortion
quality measure (DQM), being validated experimentally.
vii
SUMÁRIO
LISTA DE FIGURAS ...............................................................................................................IX
LISTA DE TABELAS...............................................................................................................XI
LISTA DE SÍMBOLOS........................................................................................................... XII
LISTA DE ACRÔNIMOS ...................................................................................................... XVI
CAPÍTULO 1 INTRODUÇÃO.................................................................................................... 1
1.1 PERSPECTIVA HISTÓRICA............................................................................................... 1
1.2 RESTAURAÇÃO DE IMAGENS: DEFINIÇÃO DO PROBLEMA ............................................... 2
1.3 ESTRATÉGIAS TRADICIONAIS EM RESTAURAÇÃO DE IMAGENS....................................... 3
1.4 MODELOS DA PERCEPÇÃO VISUAL HUMANA, FERRAMENTAS DE OTIMIZAÇÃO E
MICROELETRÔNICA ....................................................................................................... 5
1.5 ABORDAGENS RECENTES EM RESTAURAÇÃO DE IMAGENS............................................. 7
1.6 FILTRO DE KALMAN EM DUAS DIMENSÕES .................................................................... 8
1.7 CONTRIBUIÇÕES DESTA TESE......................................................................................... 9
1.8 ORGANIZAÇÃO DO MANUSCRITO DA TESE ................................................................... 10
CAPÍTULO 2 RESTAURAÇÃO DE IMAGENS.......................................................................... 13
2.1 INTRODUÇÃO............................................................................................................... 13
2.2 MODELOS DE AQUISIÇÃO/DEGRADAÇÃO E SÍNTESE DE IMAGENS................................. 14
2.3 SISTEMAS DE RESTAURAÇÃO DE IMAGENS................................................................... 21
2.4 PRINCIPAIS DESAFIOS NA RESTAURAÇÃO DE IMAGENS ................................................ 23
2.5 CONCLUSÕES............................................................................................................... 31
CAPÍTULO 3 FILTRAGEM DE KALMAN EM DUAS DIMENSÕES........................................... 32
3.1 INTRODUÇÃO............................................................................................................... 32
3.2 FILTRAGEM DE KALMAN UNIDIMENSIONAL................................................................. 32
3.3 RESTAURAÇÃO DE IMAGENS VIA FILTRAGEM DE KALMAN .......................................... 36
3.4 APROXIMAÇÕES DO FILTRO DE KALMAN ORIGINAL..................................................... 41
3.4.1 FILTRO DE KALMAN POR FAIXAS (STRIP KALMAN – SK) ......................................... 41
3.4.2 FILTRO DE KALMAN DE ATUALIZAÇÃO REDUZIDA (REDUCED UPDATE KALMAN
FILTER –RUKF) ................................................................................................... 43
3.4.3 FILTRO DE KALMAN DE MODELO DE ORDEM REDUZIDA (REDUCED ORDER MODEL
KALMAN FILTER – ROMKF) ................................................................................. 44
3.5 CONCLUSÕES............................................................................................................... 49
CAPÍTULO 4 COMPUTAÇÃO EVOLUCIONÁRIA ................................................................... 50
4.1 INTRODUÇÃO............................................................................................................... 50
4.2 BREVE HISTÓRICO E BASES FILOSÓFICAS ..................................................................... 50
4.3 DIFERENTES ALGORITMOS........................................................................................... 53
4.3.1 ALGORITMO GENÉTICO (AG)................................................................................. 54
4.3.2 PROGRAMAÇÃO EVOLUCIONÁRIA (PE)................................................................... 60
4.4 CONCLUSÕES............................................................................................................... 64
CAPÍTULO 5 RESTAURAÇÃO DE IMAGENS VIA ROMKF E  PROGRAMAÇÃO
EVOLUCIONÁRIA ................................................................................................................. 66
5.1 INTRODUÇÃO............................................................................................................... 66
5.2 CONSIDERAÇÕES À ABORDAGEM TRADICIONAL DE ESTIMAÇÃO EM RESTAURAÇÃO DE
IMAGENS ..................................................................................................................... 67
viii
5.3 RESULTADOS EXPERIMENTAIS..................................................................................... 71
5.3.1 PRIMEIRO EXPERIMENTO ....................................................................................... 72
5.3.2 SEGUNDO EXPERIMENTO ....................................................................................... 78
5.4 CONCLUSÕES............................................................................................................... 85
CAPÍTULO 6 MEDIDAS DA QUALIDADE DE UMA IMAGEM ................................................. 87
6.1 INTRODUÇÃO............................................................................................................... 87
6.2 MEDIDAS CONVENCIONAIS PARA AVALIAÇÃO DA QUALIDADE DE UMA IMAGEM ......... 88
6.2.1 RAZÃO ENTRE SINAL E RUÍDO (SIGNAL TO NOISE RATIO – SNR) ............................. 88
6.2.2 RAZÃO ENTRE PICO DO SINAL E RUÍDO (PEAK SIGNAL TO NOISE RATIO – PSNR).... 89
6.2.3 RAZÃO ENTRE SINAL DEGRADADO E RUÍDO (BLURRED SIGNAL TO NOISE RATIO –
BSNR).................................................................................................................. 89
6.2.4 MELHORAMENTO NA RAZÃO ENTRE SINAL E RUÍDO (IMPROVEMENT IN SIGNAL TO
NOISE RATIO – ISNR) ........................................................................................... 90
6.2.5 DISCUSSÃO ........................................................................................................... 90
6.3 MEDIDAS DA QUALIDADE DE UMA IMAGEM COERENTES COM A PERCEPÇÃO HUMANA 91
6.3.1 FUNÇÃO DE SENSIBILIDADE AO CONTRASTE (CONTRAST SENSITIVITY FUNCTION –
CSF) E FUNÇÃO DE LIMIAR DE CONTRASTE (CONTRAST THRESHOLD FUNCTION –
CTF) ................................................................................................................... 92
6.3.2 RAZÃO ENTRE SINAL E RUÍDO PONDERADA (WEIGHTED SIGNAL TO NOISE RATIO –
WSNR) ................................................................................................................ 93
6.3.3 MEDIDAS DE CONTRASTE ....................................................................................... 94
6.3.4 TRATAMENTO EM SEPARADO DOS EFEITOS DA DISTORÇÃO EM FREQÜÊNCIA E
AMPLIFICAÇÃO DE RUÍDO ...................................................................................... 98
6.3.5 MEDIDA DE DISTORÇÃO (DISTORTION MEASURE – DM) E MEDIDA DE QUALIDADE
DE RUÍDO (NOISE QUALITY MEASURE – NQM).................................................... 100
6.3.6 DISCUSSÃO ......................................................................................................... 103
6.4 AVALIAÇÃO DAS MEDIDAS DE QUALIDADE NQM E DM EM RELAÇÃO À QUALIDADE
SUBJETIVA................................................................................................................. 103
6.4.1 AVALIAÇÃO DA NQM........................................................................................... 104
6.4.2 AVALIAÇÃO DA DM ............................................................................................. 106
6.5 PROPOSTA E VALIDAÇÃO EXPERIMENTAL DE UMA MEDIDA PARA DISTORÇÃO EM
FREQÜÊNCIA: MEDIDA DE QUALIDADE PARA DISTORÇÃO EM FREQÜÊNCIA (MQD) . 110
6.6 PROPOSTA E VALIDAÇÃO EXPERIMENTAL DE UMA MEDIDA DE QUALIDADE COMPOSTA
.................................................................................................................................. 114
6.6.1 DISCUSSÃO ......................................................................................................... 118
6.7 CONCLUSÕES............................................................................................................. 118
CAPÍTULO 7 RESTAURAÇÃO USANDO MQC+ROMKF-PE............................................. 120
7.1 INTRODUÇÃO............................................................................................................. 120
7.2 EXPERIMENTO 01 ...................................................................................................... 120
7.3 EXPERIMENTO 02 ...................................................................................................... 122
7.4 CONCLUSÕES............................................................................................................. 125
CAPÍTULO 8 CONCLUSÕES................................................................................................ 126
8.1 CONTRIBUIÇÕES DESTA TESE..................................................................................... 126
8.2 SUGESTÃO PARA FUTUROS TRABALHOS..................................................................... 128
REFERÊNCIAS BIBLIOGRÁFICAS....................................................................................... 129
ix
LISTA DE FIGURAS
Fig. 1.1 – Uma das fotos enviadas pela Ranger 7.............................................................................................. 2
Fig. 2.1 – Aquisição de imagens. .................................................................................................................... 15
Fig. 2.2 – Restauração via filtragem inversa: (a) imagem original; (b) imagem degradada por movimento
horizontal (de comprimento de 9 pixels); (c) restauração em condições ideais (sem ruído e degradação
perfeitamente identificada); (d) restauração a partir de imagem degradada com ruído e degradação
perfeitamente identificada (imagem degradada: SNR 40 dB= ; restauração: SNR 7 dB= ); (e)
restauração a partir de imagem degradada isenta de ruído e degradação incorretamente identificada
(movimento horizontal, de comprimento de 7 pixels). ............................................................................ 26
Fig. 2.3 – Filtragem inversa: (a) módulo da resposta em freqüência do filtro de degradação; (b) módulo da
resposta em freqüência do filtro inverso; (c) módulo da resposta em freqüência do filtro inverso
modificado, segundo (2.17); (d) módulo da resposta em freqüência do filtro inverso modificado,
segundo (2.18) ( 1K =  e 300Ω =  amostras)........................................................................................ 27
Fig. 2.4 – Comparação de resultados entre filtro inverso e filtro de Wiener: (a) imagem degradada
(SNR 40 dB= ); (b) imagem degradada (SNR 22 dB= ); (c) restauração de (a) usando filtro inverso
(SNR 7 dB= ); (d) restauração de (b) usando filtro inverso (SNR 10 dB= − ); (e) restauração de (a)
usando filtro de Wiener ( SNR 23 dB= ); (f) restauração de (b) usando filtro de Wiener
(SNR 17 dB= ). .................................................................................................................................... 30
Fig. 3.1 – Sistema completo (geração do sinal observado e filtro de Kalman)................................................ 34
Fig. 3.2 – Exemplos de direção e sentido de processamento: (a) da esquerda para a direita, de cima para
baixo; (b) da direita para a esquerda, de cima para baixo; (c) de cima para baixo, da esquerda para a
direita; e (d) de baixo para cima, da esquerda para a direita.................................................................... 37
Fig. 3.3 – Região correspondente na imagem original aos elementos do vetor de estado, considerando o
processamento da esquerda para a direita, de cima para baixo................................................................ 40
Fig. 3.4 – Região dos pixels de contorno. ....................................................................................................... 40
Fig. 3.5 – As duas primeiras faixas verticais (com superposição) de uma imagem a ser restaurada por um
filtro SK................................................................................................................................................... 42
Fig. 3.6 – Elementos centrais do vetor de estado que são preservados para compor a imagem restaurada..... 42
Fig. 3.7 – Vetor de estado completo, mostrando a região que será atualizada ( 1X ) e a região que não será
atualizada ( 2X ) no RUKF. ..................................................................................................................... 44
Fig. 3.8 – Modelo de suporte 1 2 3M M M× ×  NSHP, adaptado ao processamento linha-a-linha, da esquerda
para a direita, de cima para baixo. ........................................................................................................... 45
Fig. 3.9 – Os elementos que não podem ser representados em função do vetor de estado reduzido anterior
(elementos mais à direita do modelo de suporte). ................................................................................... 46
Fig. 3.10 – Aproximações dos elementos mais à direita do suporte do vetor de estado reduzido: (a) vizinho
mais próximo; (b) wrap around; (c) melhor estimativa. .......................................................................... 47
Fig. 4.1 – Exemplo de um cromossomo de 12 bits ou genes........................................................................... 55
Fig. 4.2 – Cálculo de parâmetros de uma função aptidão a partir de um cromossomo de 12 bits, sendo que 3
bits são reservados para cada parâmetro. Cada parâmetro, portanto, pode assumir 8 valores distintos.
Nesse exemplo, os parâmetros foram concatenados de forma seqüencial............................................... 56
Fig. 4.3 – Cruzamento simples entre dois cromossomos................................................................................. 57
Fig. 4.4 – Exemplo de mutação em um cromossomo...................................................................................... 58
Fig. 4.5 – Ciclo básico de um algoritmo genético. .......................................................................................... 59
Fig. 4.6 – Ciclo básico da PE. ......................................................................................................................... 62
Fig. 5.1 – Seção da imagem cameraman, tomada neste experimento como imagem original. ....................... 72
Fig. 5.2 – Imagem degradada sinteticamente com PSF do tipo movimento horizontal de câmera de dimensão
1 7×  e adição de ruído do tipo Gaussiano (BSNR=40 dB). .................................................................... 72
Fig. 5.3 – Suporte do tipo NSHP de dimensão 1 6 2× × , usado nas simulações do primeiro experimento. ... 74
Fig. 5.4 – Imagens restauradas via ROMKF, usando DHSM, na etapa de estimação paramétrica, para
condições iniciais aleatórias. A imagem da extrema esquerda na primeira linha é referente à ............... 74
xFig. 5.5 – Imagens restauradas via ROMKF, usando PE, na etapa de estimação paramétrica, para condições
iniciais aleatórias. A imagem da extrema esquerda na primeira linha é referente à restauração de número
1. A imagem referente à restauração de número 2 é a imediatamente à direita da número 1 e, assim,
sucessivamente até a imagem da extrema direita na segunda linha que é referente à restauração de
número 12................................................................................................................................................ 76
Fig. 5.6 – Imagem cameraman, tomada neste experimento como imagem original. ...................................... 78
Fig. 5.7 – Imagem com lado esquerdo degradado sinteticamente com PSF do tipo movimento horizontal de
câmera de dimensão 1 7×  e lado direito inalterado. É adicionado ruído do tipo Gaussiano para
BSNR=40 dB. .......................................................................................................................................... 79
Fig. 5.8 – Imagem restaurada típica, usando ROMKF-PE, dividindo a imagem degradada em 4 regiões para
fins de processamento.............................................................................................................................. 80
Fig. 5.9 – Evolução da média de NJ  da população por geração e valor de NJ  do melhor indivíduo por
geração. De cima para baixo, da esquerda para a direita, curvas correspondentes às restaurações de
número 1 a 6, respectivamente. ............................................................................................................... 81
Fig. 5.10 – Evolução da variância de NJ  da população ao longo das gerações. De cima para baixo, da
esquerda para a direita, curvas correspondentes às restaurações de número 1 a 6, respectivamente....... 83
Fig. 6.1 – Curva da Função de Sensibilidade ao Contraste (Contrast Sensitivity Function – CSF). ............... 92
Fig. 6.2 – Curva da Função de Limiar de Contraste (Contrast Threshold Function – CTF) real. ................... 93
Fig. 6.3 – Resposta em freqüência de filtros do tipo ( )iG f  para diferentes valores de i . Da esquerda para a
direita, de cima para baixo: 0i = , 1i = , 2i = , 3i = , 4i = , 5i =  e 6i = . Na última curva
(embaixo, à direita), é mostrado o somatório das curvas anteriores. ....................................................... 97
Fig. 6.4 – Estrutura de avaliação de um sistema de restauração de imagens em que os efeitos de distorção em
freqüência e injeção de ruído são considerados isoladamente. ................................................................ 99
Fig. 6.5 – Imagem original do experimento de avaliação da NQM (Imagem “Lena"). ................................. 105
Fig. 6.6 – Avaliação da NQM. ....................................................................................................................... 105
Fig. 6.7 – Imagem original #01 usada no experimento de avaliação da DM (Imagem “Lena”).................... 107
Fig. 6.8 – Imagem original #02 usada no experimento de avaliação da DM (Imagem “Baboon”). .............. 108
Fig. 6.9 – Imagem original #03 usada no experimento de avaliação da DM (Imagem “Peppers”). .............. 108
Fig. 6.10 – Imagem original #04 usada no experimento de avaliação da DM (Imagem “Bridge”). .............. 109
Fig. 6.11 – Avaliação da DM, para os conjuntos de imagens gerados a partir das imagens originais #01, #02,
#03 e #04. .............................................................................................................................................. 109
Fig. 6.12 – Avaliação da MQD para o conjunto obtido a partir da imagem original #01.............................. 112
Fig. 6.13 – Avaliação da MQD para o conjunto obtido a partir da imagem original #02.............................. 112
Fig. 6.14 – Avaliação da MQD para o conjunto obtido a partir da imagem original #03.............................. 113
Fig. 6.15 – Avaliação da MQD para o conjunto obtido a partir da imagem original #04.............................. 113
Fig. 6.16 – Classificação média em função da DM e da NQM para o conjunto de imagens degradadas por
combinação entre distorção em freqüência e injeção de ruído. ............................................................. 115
Fig. 6.17 – Classificação média em função da MQD e da NQM para o conjunto de imagens degradadas por
combinação entre distorção em freqüência e injeção de ruído. ............................................................. 115
Fig. 7.1 – Imagem degradada sinteticamente com PSF do tipo movimento horizontal de câmera de dimensão
1×7 e adição de ruído do tipo Gaussiano ( 40 dBBSNR = ). ........................................................... 121
Fig. 7.2 – Imagem restaurada via ROMKF-PE e MQC como função objetivo na etapa de estimação
paramétrica. ........................................................................................................................................... 122
Fig. 7.3 – Imagem restaurada via ROMKF, sem máscara e sem ponderação ( 1k = ) do parâmetro que
modela a variância do ruído de observação. .......................................................................................... 123
Fig. 7.4 – Imagem restaurada via ROMKF, sem máscara e com ponderação ( 10k = ) do parâmetro que
modela a variância do ruído de observação. .......................................................................................... 124
Fig. 7.5 – Imagem restaurada via ROMKF, com máscara de ponderação do parâmetro que modela a variância
do ruído de observação [70]. ................................................................................................................. 124
xi
LISTA DE TABELAS
Tabela 4.1 – Programação evolucionária: algoritmo usado nas simulações do Capítulo 5 ............................. 64
Tabela 5.1 – Dados numéricos das restaurações via ROMKF, usando DHSM, na etapa de estimação
paramétrica, para condições iniciais aleatórias........................................................................................ 75
Tabela 5.2 – Dados numéricos das restaurações via ROMKF, usando PE, na etapa de estimação paramétrica,
para condições iniciais aleatórias ............................................................................................................ 76
Tabela 7.1 – Medidas referentes às imagens restauradas do Experimento 02 ............................................... 123
xii
LISTA DE SÍMBOLOS
( , )v m n imagem adquirida, imagem degradada;
( , )x m n objeto, imagem original;
ˆ( , )x m n imagem restaurada;
[ ]T g efeito de transformação entre os planos do objeto e da imagem;
( , )c m n função de espalhamento de ponto (point spread function – PSF);
( , )m nη ruído de degradação;
( , )a m n coeficientes do filtro AR;
( , )m nξ ruído de entrada do filtro AR;
1 2( , )X ω ω transformada de Fourier de ( , )x m n ;
1 2
ˆ ( , )X ω ω transformada de Fourier de ˆ( , )x m n ;
1 2( , )V ω ω transformada de Fourier de ( , )v m n ;
1 2( , )C ω ω transformada de Fourier de ( , )c m n ;
1
1 2
ˆ ( , )C− ω ω aproximação de 1 1 2( , )C− ω ω ;
1 2( , )Η ω ω transformada de Fourier de ( , )m nη ;
1 2( , )xxΦ ω ω espectro de potência de ( , )x m n ;
1 2( , )ηηΦ ω ω espectro de potência de ( , )m nη ;
kx vetor de estado;
kA matriz de transição do estado kx  para o estado 1k+x ;
kΓ matriz de ponderação do ruído de entrada;
kξ ruído de entrada;
kv sinal observado;
kC matriz de observação;
xiii
kη ruído de saída ou de observação;
kR matriz de covariância de kξ ;
kQ matriz de covariância de kη ;
klδ operador de Kronecker;
ˆ kx estimativa de kx ;
kV conjunto de todas as amostras observadas desde 0  até k ;
kG ganho de Kalman;
ˆ m nx estimativa de mx , dado nV ;
kx média de kx ;
[ ]Var g operador de variância;
[ ]E g operador de expectância;
,m nP erro quadrático médio entre mx  e ˆ m nx ;
ku vetor determinístico;
kE matriz de ponderação de ku ;
1D suporte de ( , )a m n ;
2D suporte de ( , )c m n ;
1M extensão vertical do suporte do vetor de estado;
2M extensão horizontal do suporte do vetor de estado, à esquerda da
amostra atual;
3M extensão horizontal do suporte do vetor de estado, à direita da
amostra atual;
J função custo usada na etapa de estimação paramétrica do ROMKF;
N número de amostras processadas da imagem degradada;
eeR covariância do processo inovação no estado estacionário;
xiv
cP probabilidade de cruzamento;
mP probabilidade de mutação;
ip vetor de parâmetros do indivíduo i ;
iσ variável (desvio padrão) de controle da mutação do indivíduo i ;
q número de oponentes;
µ número de indivíduos de uma população;
l geração de uma população;
ρ termo que define uma PSF parametrizada;
NJ função J  normalizada em relação ao número de amostras
processadas;
P número de parâmetros a estimar;
( , )s m n imagem de interesse sem ruído;
( , )s m nη imagem contaminada;
ma xP valor da máxima excursão de um sinal (pico-a-pico);
'( , )v m n imagem degradada isenta de ruído;
v média de '( , )v m n ;
2
ησ variância do ruído de observação;
1 2( , )S ω ω transformada de Fourier de ( , )s m n ;
1 2( , )Sη ω ω transformada de Fourier de ( , )s m nη ;
HP 1 2( , )C ω ω contraste de Hess & Pointer;
( )iG f filtro passa-banda log-cosseno sintonizado em 2
i  ciclos/imagem;
1 2( , )iS ω ω transformada de Fourier da imagem resultante da filtragem de
1 2( , )S ω ω  por 1 2( , )iG ω ω ;
xv
( , )is m n transformada inversa de 1 2( , )iS ω ω ;
P ( , )ic m n contraste de Peli na banda centrada em 2
i  ciclos/imagem;
PL ( , )ic m n contraste de Peli-Lubin na banda centrada em 2
i  ciclos/imagem;
( , )sO m n versão sintetizada da imagem modelo;
( , )sI m n versão sintetizada da imagem restaurada;
xvi
LISTA DE ACRÔNIMOS
AG algoritmo genético;
AR auto-regressivo;
BSNR razão entre sinal degradado e ruído (blurred signal to noise ratio);
CSF função de sensibilidade ao contraste (contrast sensitivity function);
CTF função de limiar de contraste (contrast threshold function);
DHSM Downhill simplex method;
DM medida de distorção (distortion measure);
ISNR melhoramento na razão entre sinal e ruído (improvement in signal to noise
ratio);
MA moving-average;
MQC medida de qualidade composta;
MQD medida de qualidade de distorção;
MSE erro quadrático médio (mean square error);
NQM medida de qualidade de ruído (noise quality measure);
NSHP meio plano assimétrico (non-symmetric half plane);
PE programação evolucionária;
PSF função de espalhamento de ponto (point spread function);
PSNR razão entre pico do sinal e ruído (peak signal to noise ratio);
ROMKF filtro de Kalman de modelo de ordem reduzida (reduced order model
Kalman filter);
RUKF filtro de Kalman de atualização reduzida (reduced update Kalman filter);
SA arrefecimento simulado (simulated annealing);
SK filtro de Kalman por faixas (strip Kalman);
SNR razão entre sinal e ruído (signal to noise ratio);
WSNR razão entre sinal e ruído ponderada (weighted signal to noise ratio).
Capítulo 1
INTRODUÇÃO
1. 
1.1 Perspectiva histórica
Nos anos 50 e 60 do século XX, a humanidade testemunhou a chamada corrida ao
espaço, cuja finalidade aparente seria a de estender os domínios e possibilidades humanos
para além dos limites da Terra. Contudo, implicitamente, havia uma disputa entre as
potências americana e soviética, por meio de suas recém-criadas agências espaciais, que
mobilizou grande volume de recursos econômicos e humanos. Nessa disputa, os referidos
países tentavam demonstrar a superioridade dos seus respectivos sistemas
político-econômicos e, obviamente, das ideologias que lhes davam sustentação.
Deixando de lado as questões ideológicas e políticas, a conquista do espaço trouxe
grandes contribuições em diversas áreas do conhecimento. Ciência, filosofia e religião
tiveram vários de seus conceitos reavaliados como resultado das informações inéditas
recebidas das sondas, satélites e missões tripuladas. Informações que vêm mudando o
modo de vida do ser humano e de como esse se relaciona com o Universo.
No tocante à ciência, os avanços não são devidos exclusivamente às informações
enviadas de fora da Terra, mas decorrem, muitas vezes, das dificuldades encontradas nas
diversas missões espaciais e do esforço na tentativa de solucioná-las. Nesse sentido, um
aspecto das referidas missões de particular interesse para esta tese é o envio de imagens
obtidas no espaço para estações terrestres. A primeira sonda que enviou fotos para a Terra
foi a Ranger 7, lançada em 28 de julho de 1964 [57], cuja missão era obter e transmitir à
Terra fotografias da superfície lunar. Antes de se chocar com a Lua, a Ranger 7 enviou
4.300 imagens (Fig. 1.1). Após as viagens da Ranger 7, diversas outras imagens vieram (da
própria Terra, galáxias, planetas, etc.), revelando cenários antes apenas vislumbrados pela
imaginação.
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Porém, as condições nas quais é feita a aquisição de uma imagem espacial são muito
adversas. Além dos evidentes rigores ambientais, como diferenças bastante acentuadas de
temperatura e gravidade zero, abundam outros fatores que contribuem para a degradação
de uma imagem, como, por exemplo, os movimentos de rotação e translação do
equipamento fotográfico em relação ao objeto a ser fotografado, a dificuldade para corrigir
um eventual desajuste ou desgaste do equipamento de aquisição, interferência
eletromagnética, etc. [8], [56]. Assim, naqueles dias de pioneirismo, em decorrência da
incipiente tecnologia espacial, era comum que as imagens provenientes das sondas
apresentassem qualidade aquém do aceitável.
Fig. 1.1 – Uma das fotos enviadas pela Ranger 7 [57].
Como os investimentos na obtenção e o valor científico daquelas imagens eram
inestimáveis, surgiu a imperiosa necessidade de que um processamento posterior à
aquisição melhorasse a qualidade do material fotografado. É dessa maneira, premida por
fatores de ordem política, econômica e científica, que a restauração de imagens recebe um
vigoroso impulso da corrida espacial [8], [56].
1.2 Restauração  de imagens: definição do problema
A restauração de imagens define-se, portanto, como um ramo do processamento de
sinais, cujo objetivo é melhorar a qualidade de uma imagem degradada, usando modelos
que descrevam as características do sistema de aquisição daquela imagem. Um sistema de
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restauração é orientado no sentido de perseguir o que seria a imagem resultante de uma
aquisição perfeita (chamada de imagem original), a partir de uma versão ou versões
disponíveis dessa imagem. Essas versões apresentam-se mais ou menos degradadas em
função das características do sistema de aquisição real. A restauração de imagens é,
essencialmente, um procedimento de estimação, pois procura obter uma aproximação da
imagem original a partir de uma versão degradada sua e de algum conhecimento sobre as
características do sistema de aquisição.
Matematicamente, a restauração de imagens é considerada um problema de difícil
solução, em decorrência de seu mau-condicionamento. Essa característica significa que
pequenos desvios, naqueles que seriam os parâmetros mais adequados ao sistema de
restauração, levam a grandes desvios na imagem resultante, tendo como referência a
imagem original [3]. Os parâmetros do sistema de restauração advêm do conhecimento
sobre o processo de aquisição e também sobre certas características da imagem original.
1.3 Estratégias t radicionais em restauração de imagens
As estratégias tradicionais em restauração consideram que o sistema de aquisição
encontra-se perfeitamente modelado e identificado, não obstante, os modelos serem sempre
aproximações dos sistemas reais e, na maioria das situações práticas, os parâmetros de tais
modelos serem parcialmente conhecidos.
Esse conhecimento parcial, aliado ao mau-condicionamento, levou ao desenvolvimento
de técnicas que visam estimar o tipo e os parâmetros da degradação, a partir da imagem
degradada, uma vez que nem sempre é possível o estudo ou o acesso ao sistema de
aquisição. Dentre as referidas técnicas, podem-se citar, como as mais difundidas, aquelas
que: procuram estimar a resposta dos sistemas de degradação a partir das características
presentes em regiões das imagens degradadas onde deveria haver uma borda ou um ponto
em fundo uniforme [3]; analisam a resposta em freqüência da imagem degradada à procura
de padrões de zeros que identifiquem a degradação [3]; usam o processamento
homomórfico para identificação de degradações invariantes [14].
O uso de estratégias tradicionais em situações práticas requer, portanto, uma etapa de
identificação do sistema de aquisição, anterior à restauração propriamente dita. Essa
identificação é feita verificando, quando possível, a resposta do sistema de aquisição a
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diferentes imagens-padrão. Quando a realização de experimentos de identificação no
sistema de aquisição não for possível, a estimação da degradação é feita a partir da imagem
degradada disponível. As razões de tal impossibilidade podem ser: a inacessibilidade do
sistema de aquisição, o custo proibitivo dos experimentos de identificação e a variância
temporal dos parâmetros do sistema de aquisição. Em geral, as publicações que tratam da
restauração de imagens em uma abordagem tradicional consideram a identificação da
degradação e a restauração propriamente dita como etapas isoladas [1], [3], [37].
Todo sistema de restauração possui um critério de qualidade subjacente, o qual
efetivamente orienta o processo de estimação da imagem original e responde pela
qualidade da restauração. Nas abordagens tradicionais, esse critério é, via de regra, baseado
no erro quadrático médio (mean square error – MSE). Os filtros bidimensionais de Wiener
e de Kalman são exemplos típicos de estratégias orientadas pelo MSE, destacando-se,
também, os sistemas que usam como critério a minimização do MSE com restrições [8].
Além do supracitado critério de qualidade subjacente, são usadas medidas para
quantificar o melhoramento de qualidade resultante do procedimento de restauração, bem
como para caracterizar o nível de ruído presente na imagem degradada. Essas medidas são
usadas para avaliar ou ajustar um determinado sistema de restauração, uma vez que
requerem sinais normalmente indisponíveis em situações práticas, tais como a imagem
original e uma versão isenta de ruído da imagem degradada. Uma característica adicional é
que essas medidas tradicionais, bem como o MSE, são baseadas na avaliação da energia
dos sinais de interesse. A razão entre sinal e ruído (signal to noise ratio – SNR), razão
entre pico do sinal e ruído (peak signal to noise ratio – PSNR), razão entre imagem
degradada e ruído (blurred signal to noise ratio – BSNR) e o melhoramento na razão entre
sinal e ruído (improvement in signal to noise ratio – ISNR) são exemplos desse tipo de
medida [23].
Embora a avaliação da energia dos sinais de interesse não represente adequadamente a
percepção humana da qualidade de imagens, as medidas anteriormente citadas tornaram-se
bastante populares no processamento de imagens, em particular na restauração. A
justificativa para tal popularidade advém da baixa complexidade computacional e da
simplicidade algébrica de tais medidas, fatores relevantes considerando o grande volume
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de dados a serem processados em aplicações bidimensionais e a capacidade dos
processadores, principalmente dos mais antigos.
1.4 Modelos da percepção visual humana, ferramentas de otimização e
microeletrônica
Há três áreas das quais a restauração de imagens depende, no tocante à qualidade das
imagens restauradas e exeqüibilidade de suas estratégias: a pesquisa sobre a percepção
visual humana, o desenvolvimento de ferramentas de otimização e a microeletrônica.
A percepção visual humana tem sido objeto de investigação por parte de pesquisadores
ligados à biologia, medicina, psicologia e até engenharia, estes últimos interessados em
modelos matemáticos, a partir dos quais se possa aproximar, cada vez mais, o desempenho
de suas aplicações às características do sistema visual humano [9], [10], [11], [15], [23],
[32], [40], [55], [62], [63], [64], [71], [77], [78]. De especial relevância à restauração de
imagens, são os estudos sobre o contraste. As medidas de contraste mais simples, como as
de Michelson e Weber-Fechner [23], foram desenvolvidas a partir de padrões simples
(pontos luminosos e sinais periódicos em fundo uniforme) e atribuem um único valor de
contraste para toda a imagem sob análise. Medidas de contraste mais elaboradas foram
desenvolvidas, visando avaliar o contraste em imagens complexas, o que não é feito pelas
medidas mais simples anteriormente comentadas. Hess e Pointer [23] definiram uma
medida de contraste no domínio da freqüência, mas que não se mostrou capaz de descrever
adequadamente as variações locais de contraste no domínio da seqüência. Posteriormente,
Peli estabeleceu uma medida que é obtida da decomposição de uma imagem por um banco
de filtros do tipo log-cosseno [62]. A medida de Peli avalia uma imagem de maneira que
são associados a cada pixel valores de contraste em função da localização desse pixel e das
freqüências de sintonia dos filtros log-cosseno. Em [63], são realizadas comparações entre
diversas medidas de contraste, mostrando que a medida de Peli com modificações (medida
de Peli-Lubin com filtro de quadratura) é a mais representativa da percepção humana com
relação ao contraste em imagens complexas. Destacam-se, também, os experimentos que
avaliam os limiares de percepção do sistema visual humano ao contraste em função da
freqüência espacial angular. Desse tipo de experimento, são obtidas as funções de
sensibilidade ao contraste (contrast sensibility function – CSF) e de limiar de contraste
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(contrast threshold function – CTF), com as quais se pode modelar certas condições do
ambiente de visualização (iluminação, distância entre observador e imagem, dimensões do
dispositivo de visualização, etc.), bem como características específicas de um determinado
observador [9] – [11].
A restauração de imagens, não raro, recai no problema da otimização de parâmetros de
uma função, cuja complexidade é determinada pelo critério de qualidade subjacente usado
pelo sistema de restauração. Sendo assim, as ferramentas para otimização têm papel
fundamental, pois depende delas a capacidade de encontrar uma boa estimativa da imagem
original. Simplicidade de implementação e baixa carga computacional têm sido os dois
fatores mais amplamente usados na escolha de estratégias de otimização. Contudo, as
abordagens que mais atendem aos referidos fatores possuem, geralmente, como principais
desvantagens, a forte dependência do seu resultado final em função das condições iniciais e
restrições severas quanto ao tipo de funções que podem ser otimizadas. Técnicas, como as
baseadas no gradiente de uma função e a clássica Downhill Simplex Method (DHSM), são
exemplos dessas abordagens [68]. Há, contudo, outras estratégias de baixa sensibilidade às
condições iniciais e que não apresentam restrições em relação às características das
funções a otimizar. A principal razão para que essas estratégias de baixa sensibilidade não
sejam usadas mais freqüentemente está na elevada complexidade computacional, preço a
pagar pela robustez que elas exibem. Nessa categoria, encontram-se estratégias como o
arrefecimento simulado (simulated annealing – SA) [68], os algoritmos genéticos [31],
[53] e a programação evolucionária [6], [7], [27], [28], [29], [30].
Os avanços na microeletrônica, por sua vez, têm sido fundamentais para o
aprimoramento da restauração de imagens. A utilização de modelos do sistema e da
percepção visuais humanos torna o sistema de restauração de imagens mais sofisticado,
pois aproxima a aplicação do usuário, mas acarreta aumento considerável de carga
computacional. Da mesma forma, a ferramenta de otimização deve ser adequada à função
que se deseja otimizar. Se o critério de qualidade subjacente apresenta ótimos locais, o
correto é optar pelas estratégias de otimização mais robustas, o que leva a mais aumento de
complexidade computacional. Ou seja, quanto mais refinado o modelo, mais complexo o
sistema. Com a redução cada vez maior da relação entre custo e poder de computação,
INTRODUÇÃO 7
modelos e estratégias anteriormente de difícil implementação vêm se tornando cada vez
mais factíveis.
1.5 Abordagens  recentes em restauração de imagens
As abordagens recentes em restauração de imagens possuem, naturalmente, suas bases
nas chamadas estratégias tradicionais, às quais são incorporados modelos da percepção
humana, ferramentas de otimização mais robustas e possibilidades outras, como a
adaptabilidade espacial, no sentido de atender necessidades verificadas em situações
práticas.
Se nas estratégias tradicionais, a identificação do sistema de aquisição é uma etapa que
antecede o procedimento de restauração, dentre as abordagens mais recentes há sistemas
autodidatas nos quais a identificação é automática e concomitante à restauração
propriamente dita [4], [5], [49], [50], [51].
Em resposta à crescente complexidade dos sistemas de restauração, a utilização de
ferramentas de otimização robustas, ou seja, de baixa sensibilidade às condições iniciais,
tem sido mais freqüente, a julgar pelo aumento do número artigos nas quais a restauração
de imagens é usada em associação ao arrefecimento simulado [21], [33], [66], algoritmos
genéticos [12], [19], [20], [34], [83] e programação evolucionária [79], [84], [85].
Os modelos do sistema visual humano, quando não estão implícitos no critério de
qualidade que orienta os algoritmos de restauração, têm sido usados no desenvolvimento
de medidas e metodologias para avaliar a qualidade de sistemas de restauração. Medidas
como a razão entre sinal e ruído ponderada (weighted sinal to noise ratio – WSNR), bem
como a medida de qualidade de ruído (noise quality measure – NQM) e a medida de
distorção (distortion measure – DM), têm sido usadas em lugar das medidas baseadas
exclusivamente na energia dos sinais de interesse (ver Seção 1.3). A WSNR é definida de
maneira semelhante à SNR, mas os sinais de interesse são ponderados pela CSF [23]. A
DM e a NQM são propostas em [23] em conjunto com uma nova metodologia para
avaliação da qualidade de sistemas de restauração, na qual os efeitos de distorção em
freqüência são considerados de maneira isolada em relação à injeção de ruído. A NQM é
baseada no contraste de Peli e apresenta desempenho superior ao SNR, PSNR e WSNR [23].
A DM, até então, não tinha sido objeto de investigação.
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Um outro recurso apresentado por sistemas de restauração mais recentes é a capacidade
de adaptação dos seus parâmetros (filtro de restauração de parâmetros variantes) quando as
características das diferentes regiões de uma imagem assim o exigem. Essa etapa de
adaptação é importante quando da restauração de cenas reais, pois as mesmas apresentam
características não-estacionárias. Além disso, é comum, em situações práticas, que uma
imagem apresente degradações variantes em função de diferentes planos de profundidade,
não podendo ser restaurada convenientemente por um filtro invariante [5].
1.6 Filtro de Kalman em duas dimensões
As principais motivações para adaptar o filtro de Kalman ao processamento de imagens
estão na sua capacidade de processar sinais não-estacionários (adaptabilidade), linearidade
e recursividade. O filtro de Kalman é ainda ótimo, segundo o MSE e para a classe dos
filtros lineares. Mesmo tratando-se de um procedimento recursivo, a complexidade
computacional em aplicações bidimensionais mostrou-se bastante elevada, o que vem
estimulando o desenvolvimento de aproximações, como o filtro de Kalman por faixas
(strip Kalman – SK), o filtro de Kalman de atualização reduzida (reduced update Kalman
filter – RUKF) e o filtro de Kalman de modelo de ordem reduzida (reduced order model
Kalman filter – ROMKF) [4], [80].
As abordagens de restauração baseadas no filtro de Kalman têm incorporado
modificações no sentido de apresentar recursos autodidatas, adaptação espacial e
resultados mais condizentes com as características da percepção visual humana.
Em [4] e [5], o ROMKF é usado em conjunção com uma função baseada no critério de
máxima verossimilhança para estimação de parâmetros. Não obstante a função usada
possuir sabidamente múltiplos ótimos locais, um algoritmo de otimização sensível às
condições iniciais é usado. Com o objetivo de contornar os problemas de convergência aos
referidos ótimos locais, é sugerida uma estratégia na qual sucessivos reinícios do
procedimento de restauração geram um conjunto de restaurações das quais a de melhor
qualidade é selecionada como sendo a restauração final.
Em [70] e [75], são usadas máscaras para que o filtro de Kalman possa tratar de maneira
diferenciada as regiões da imagem que está sendo processada, procurando melhorar a
qualidade subjetiva da restauração. Uma estratégia semelhante é usada em [72], para
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restauração de imagens médicas, na qual um pixel é classificado como sendo pertencente a
uma borda, textura ou região plana. Para cada um dos tipos, estão associados diferentes
valores de variância do ruído de observação. Apesar de procurarem melhorar a qualidade
percebida das restaurações, nenhuma métrica baseada no sistema visual humano é usada na
validação das técnicas apresentadas.
1.7 Contribuições desta tese
O presente trabalho apresenta duas contribuições relacionadas à avaliação de um
sistema de restauração de imagens.
A primeira das contribuições defende a utilização de ferramentas robustas, de baixa
sensibilidade às condições iniciais, para otimização em restauração de imagens.
Algoritmos de otimização sensíveis às condições iniciais são comumente adotados na
restauração, em razão da baixa complexidade computacional que apresentam, mesmo
quando as funções a serem otimizadas sabidamente apresentam múltiplos ótimos locais [5],
[51]. Nesse caso, são adotadas estratégias para tentar contornar a convergência a ótimos
locais, como reiniciar várias vezes o processo de restauração com diferentes condições
iniciais. Esse procedimento só se justifica se o custo computacional da implementação de
um sistema de restauração com estratégias de baixa sensibilidade às condições iniciais for
tão elevado que torne inviável tal implementação. Considerando, contudo, a capacidade e o
custo dos processadores atuais, bem como o fato de que a restauração de imagens é quase
sempre realizada a posteriori, em off-line, melhorar a qualidade dos sistemas parece ser um
fator de maior relevância do que a redução do tempo de processamento da restauração.
Nesse sentido, as simulações apresentadas no Capítulo 5 mostram que a utilização de
algoritmos sensíveis às condições iniciais para otimizar funções de múltiplos ótimos locais
não permite a avaliação adequada de um sistema de restauração, bem como atesta que a
estratégia de múltiplos reinícios é inócua. Por outro lado, quando se empregam estratégias
de otimização de baixa sensibilidade às condições iniciais, há aumento de complexidade
computacional do sistema, mas o resultado obtido é representativo do melhor que o sistema
de restauração consegue produzir. Dessa maneira, sabendo o quanto de melhoramento de
qualidade um determinado sistema de restauração consegue, pode-se proceder a
refinamentos e ajustes, quando for necessário e conveniente.
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A segunda contribuição consiste na proposta de uma medida da qualidade de uma
imagem, baseada em modelos da percepção visual humana e que segue uma metodologia
de avaliação [23] na qual os efeitos de distorção em freqüência e injeção de ruído devidos
ao sistema de restauração são considerados isoladamente. Primeiramente, uma medida para
avaliação de imagens degradadas apenas por distorção em freqüência (medida de
qualidade de distorção – MQD) é apresentada e validada experimentalmente. Em seguida,
como uma imagem degradada apresenta tanto distorção em freqüência quanto injeção de
ruído, é proposta e validada experimentalmente uma medida para avaliação de qualidade
em que é usada uma combinação da NQM [23] e da MQD, denominada medida de
qualidade composta (MQC). As medidas propostas (MQD e MQC) têm aplicação na
avaliação e ajuste dos parâmetros de sistemas de restauração antes que o mesmo seja usado
em uma situação prática, uma vez que requerem a disponibilidade da imagem original e
uma versão da imagem degradada isenta de ruído, sinais que são indisponíveis em
situações práticas.
1.8 Organização  do manuscrito da tese
O presente texto encontra-se organizado conforme mostrado a seguir.
No Capítulo 2, é apresentada uma introdução à restauração de imagens. Primeiramente,
a restauração é abordada dentro de um contexto histórico, no qual se enfatiza o impulso
dado a essa área pela corrida espacial e a sua presença, decorrente dos contínuos avanços
científicos e tecnológicos, em diversas aplicações nos dias atuais, como na medicina,
fotografia comum, exploração de recursos naturais, codificação e transmissão digital, etc.
Em seguida, são discutidos os modelos matemáticos que descrevem os sistemas de
aquisição/degradação, síntese e restauração de imagens. Então, os principais desafios
encontrados no procedimento de restauração de imagens, a amplificação do ruído da
imagem degradada e sensibilidade da restauração em função dos parâmetros e do
conhecimento sobre o sistema de aquisição, são brevemente estudados e discutidos.
O Capítulo 3 é dedicado à filtragem de Kalman em duas dimensões. São apresentadas as
motivações que estimularam a adaptação do filtro de Kalman, originalmente
unidimensional, para o processamento em duas dimensões. Em seguida, as equações que
definem o filtro de Kalman, bem como suas principais características, são relacionadas. O
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capítulo é encerrado abordando três aproximações do filtro de Kalman bidimensional,
usadas para reduzir a carga computacional: o filtro de Kalman por faixas (strip Kalman-
SK), o filtro de Kalman de atualização reduzida (reduced update Kalman filter – RUKF) e
o filtro de Kalman de modelo de ordem reduzida (reduced order model Kalman filter –
ROMKF). O ROMKF é especialmente enfatizado, sendo a estratégia usada nas simulações
do Capítulo 5.
A computação evolucionária é o tema tratado no Capítulo 4. Inicialmente, são
apresentadas as motivações, um pouco da história e das características dessa ferramenta de
otimização. Depois, duas das principais estratégias em computação evolucionária são
discutidas: os algoritmos genéticos e a programação evolucionária (PE). Essa última
estratégia é usada nas simulações do Capítulo 5, como ferramenta para otimização, em
conjunção com o ROMKF.
No Capítulo 5, é apresentada uma das contribuições desta tese. São feitas comparações
entre dois conjuntos de restaurações via ROMKF. O primeiro conjunto usa, na etapa de
estimação paramétrica do ROMKF, um algoritmo de alta sensibilidade às condições
iniciais (DHSM) e o segundo conjunto usa um algoritmo de baixa sensibilidade às
condições iniciais (PE). É verificado, assim, um desempenho superior do sistema sob
estudo, em termos de regularidade dos resultados, quando se usa um algoritmo de baixa
sensibilidade às condições iniciais.
O Capítulo 6 é dedicado à discussão das principais medidas usadas na avaliação da
qualidade de uma imagem. São abordadas medidas tradicionais, como a SNR, PSNR, BSNR
e ISNR; e também as medidas baseadas em modelos da percepção visual humana, tais
como a WSNR, DM e NQM. Essas duas últimas são apresentadas no contexto de uma
proposta recente de avaliação de sistemas de restauração. São ainda apresentados os
resultados de experimentos, os quais objetivam verificar se a DM e a NQM realmente
representam adequadamente a percepção humana. Face aos resultados obtidos, é proposta
uma nova medida para avaliação da qualidade de imagens degradadas exclusivamente por
distorção em freqüência (medida de qualidade de distorção – MQD). Em seguida, é
apresentada uma medida para avaliação da qualidade em imagens degradadas pelos efeitos
combinados de distorção em freqüência e injeção de ruído, denominada medida de
qualidade composta (MQC).
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No Capítulo 7, são apresentadas simulações que reúnem em um mesmo sistema a
restauração de imagens via ROMKF-PE e a MQC.
No Capítulo 8, são apresentadas as conclusões desta tese. Para tanto, os resultados dos
Capítulos 5 e 6 são reavaliados de maneira a enfatizar sua correlação no contexto da
restauração de imagens, também como suas contribuições e limitações. Na seção final, são
apresentadas sugestões para futuros trabalhos referentes aos assuntos abordados nesta tese.
Ao final do texto, são relacionadas as referências bibliográficas.
Capítulo 2
RESTAURAÇÃO DE IMAGENS
Equation Section 2
2. 
2.1 Introdução
A restauração de imagens tem por objetivo recuperar a imagem original a partir de uma
versão degradada ou versões degradadas da referida imagem. A área de restauração de
imagens teve grande impulso graças à corrida espacial promovida pelas agências
americana e soviética nos anos 50 e início dos anos 60 [3], [8], [56], [57]. Naquele período,
as primeiras sondas espaciais começaram a enviar às estações terrestres imagens inéditas
de corpos celestes e da própria Terra. Contudo, freqüentemente, essas imagens chegavam
degradadas às estações terrestres devido a diversos fatores como turbulência atmosférica,
rotação e deslocamento das sondas em relação ao objeto fotografado, desajustes no
equipamento de aquisição e interferência eletromagnética no processo de transmissão. O
elevado investimento de recursos e inestimável valor científico daquelas imagens
determinaram a necessidade de que um processamento posterior recuperasse a qualidade
perdida do material obtido. A literatura específica relata a importância e o sucesso obtido
pelos pesquisadores na restauração daquelas primeiras imagens, a partir de adaptações das
técnicas unidimensionais de processamento de sinais para o caso bidimensional [56].
Nos dias de hoje, após expressivo desenvolvimento teórico-tecnológico, a restauração
de imagens encontra-se disseminada em diversas áreas [3], [8], tais como: fotografia
convencional; exploração de recursos naturais; sistemas aeroespaciais, astronômicos [56] e
médicos [52]; codificação e transmissão digital. A restauração de imagens é usada
principalmente quando há impossibilidade de nova aquisição da imagem de interesse (por
exemplo, fotos históricas e eventos naturais raros), quando o custo de nova aquisição é
proibitivo (por exemplo, imagens espaciais obtidas com equipamento sofisticado [8][56]),
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ou quando a introdução de degradações inaceitáveis é inerente às características do próprio
sistema de aquisição (por exemplo, imagens radiográficas e de ultra-som [52]) [51].
Os sistemas de restauração de imagens são projetados a partir de um conjunto de
conhecimentos que envolve álgebra linear, teoria de estimação, otimização numérica de
funções e solução de problemas mal-condicionados. O mal-condicionamento significa que
pequenos desvios nos parâmetros do sistema de restauração levam a grandes desvios na
qualidade da imagem restaurada [3].
Neste capítulo, alguns tópicos são apresentados no sentido de proporcionar uma visão
geral dos modelos associados aos sistemas de aquisição/degradação, síntese e restauração
de imagens. Não obstante, as seções subseqüentes são organizadas de maneira a enfatizar
aqueles aspectos mais explorados nesta tese. Material introdutório adicional sobre
restauração de imagens é encontrado em [1], [13], [14], [17], [25], [37], [38], [39], [43],
[44], [49], [50], [61], [65] e [67].
2.2 Modelos de aquisição/degradação e síntese de imagens
Considerar-se-á imagem, daqui em diante, como sendo a representação bidimensional
de um determinado objeto, representação esta obtida através de um processo denominado
aquisição. Os sistemas de aquisição, portanto, transferem informação do que se
convencionou chamar plano do objeto para o plano da imagem (Fig. 2.1) [3].
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Fig. 2.1 – Aquisição de imagens.
A fim de esclarecer as idéias e os termos expostos no parágrafo anterior, tomar-se-á
como exemplo a fotografia convencional. Neste caso, o objeto corresponde à cena que se
deseja fotografar; o sistema de aquisição compreende a câmera fotográfica, o filme, o meio
de propagação da luz, bem como os processos de sensibilização e revelação do filme; a
imagem consiste na fotografia obtida.
Esta transferência entre os supracitados planos está representada pela expressão (2.1)
( , ) [ ( , )] ,v m n T x k l= (2.1)
onde ( , )m n  e ( , )k l  são as coordenadas do plano da imagem e do plano do objeto,
respectivamente; ( , )v m n  e ( , )x k l  representam, respectivamente, a imagem adquirida e o
objeto; [ ]T ⋅  indica o efeito de transferência entre os planos do objeto e da imagem.
Uma observação que se faz necessária é que o objeto e a imagem adquirida são
originalmente definidos em coordenadas contínuas. Contudo, ( , )m n  e ( , )k l  são
coordenadas discretas, subentendendo-se, assim, o procedimento de discretização
necessário ao processamento digital.
Os sistemas de aquisição podem ser classificados quanto à [3]:
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a) Linearidade: o sistema de aquisição é dito (não) linear se a transferência (não) pode
ser representada por uma função, cuja relação entre entrada e saída obedece ao
princípio da superposição [58] expresso a seguir:
Princípio da superposição: sejam 1( , )x k l  e 2 ( , )x k l  as entradas, e 1( , )v m n  e
2 ( , )v m n  as respectivas saídas de um sistema de aquisição, caracterizado por [ ]T ⋅ ,
como expresso em (2.2) e (2.3). O sistema [ ]T ⋅  obedece ao princípio da
superposição, se, para uma entrada equivalente à soma ponderada das entradas
1( , )x k l  e 2 ( , )x k l , sempre se tem como saída a soma ponderada de 1( , )v m n  e
2 ( , )v m n , tal qual descrita em (2.4), onde 1k  e 2k  são constantes.
1 1( , ) [ ( , )] ,v m n T x k l= (2.2)
2 2( , ) [ ( , )] ,v m n T x k l= (2.3)
1 1 2 2 1 1 2 2( , ) ( , ) [ ( , ) ( , )] .k v m n k v m n T k x k l k x k l⋅ + ⋅ = ⋅ + ⋅ (2.4)
Quase todos os sistemas de aquisição são, a rigor, não-lineares. Contudo,
aproximá-los por modelos lineares traduz-se em facilidade, uma vez que há à
disposição um conjunto de ferramentas bastante eficiente para análise de tal classe
de sistemas. A desvantagem nas linearizações está na exclusão ou inadequada
representação de certas características dos sistemas de aquisição.
b) Variância espacial: as características de transferência entre plano do objeto e plano
da imagem podem variar ou não nas diferentes regiões da imagem. Quando as
características (não) se modificam, o sistema é dito (in)variante.
Considerando o sistema de aquisição linear e discreto, (2.1) pode ser representado por
(2.5) e (2.6), para os casos variante e invariante, respectivamente.
( , )
( , ) ( , , , ) ( , ) ,
k l
v m n c m n k l x k l= ∑ (2.5)
( , )
( , ) ( , ) ( , ) ,
k l
v m n c m k n l x k l= − −∑ (2.6)
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onde ( , )c m n  é chamada de função de espalhamento de ponto (point spread function - PSF)
e modela a transferência entre os planos objeto-imagem.
Em muitas imagens, as degradações verificadas são devidas ao próprio sistema de
aquisição (degradação inerente ao sistema de aquisição). Um exemplo é o caso de sistemas
médicos de raio-x, nos quais a nitidez da imagem radiográfica é diretamente proporcional à
potência da radiação incidente no paciente. Como o risco à saúde daquele que se submete
ao referido exame também é diretamente proporcional à potência da radiação incidente,
esta deve ser ajustada para atender ao compromisso entre risco à saúde ×  qualidade da
imagem. Caso a integridade do paciente fosse desconsiderada, a qualidade da radiografia
seria melhor do que realmente é, o que seria um contra-senso, considerando que a
finalidade do procedimento em questão é, normalmente, a recuperação ou manutenção da
saúde. Mesmo quando a degradação não é inerente ao processo de aquisição, a posterior
degradação pode ser modelada em conjunto com a aquisição, como se aquisição e
degradação fossem estágios de um único sistema. É nesse sentido que, muitas vezes neste
trabalho, se emprega o termo sistema de aquisição/degradação ao invés de simplesmente
sistema de aquisição, não obstante, quando do uso deste último, o efeito de eventual
degradação esteja implícito.
Em [8], encontram-se modeladas algumas das PSFs mais comuns, dentre as quais:
a) Deslocamento linear entre objeto e câmera: degradação típica quando há movimento
relativo, linear, entre objeto e equipamento de aquisição. Por exemplo, quando um
trem em movimento é fotografado com obturador da máquina fotográfica ajustado
em baixa velocidade. Visualmente, o efeito é equivalente a um borramento da
imagem em uma única direção (a do movimento relativo). A expressão (2.7)
apresenta o modelo para o caso de deslocamento linear horizontal.
1 ,  se  
( ) 2 2
0 , outro caso          
N N- n
c n N
 ≤ ≤= 
(2.7)
onde N  é uma constante que representa o valor do deslocamento, em pixels, entre
objeto e câmera.
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b) Má focalização: a má focalização ocorre quando o objeto de interesse, cuja imagem
se deseja, encontra-se posicionado, em relação ao equipamento de aquisição, a uma
distância diferente da distância focal do referido equipamento. O efeito visual é o de
um borramento uniforme em todas as direções (borramento circular). A expressão
(2.8) modela esse tipo de degradação.
2 2 2
2
1 , se ( )
( , )
 0 , outro caso         
m n r
c m n r
 + ≤= π
(2.8)
onde r  indica o raio da degradação.
c) Degradação bidimensional uniforme: neste tipo de degradação, a energia referente a
um único ponto do que seria a imagem original é distribuída em um conjunto de
pontos de área retangular. É o equivalente bidimensional ao filtro unidimensional de
resposta ao impulso igual ao pulso retangular. O efeito visual dessa degradação
assemelha-se ao efeito da má focalização. Na expressão (2.9), é apresentado o
modelo da degradação bidimensional uniforme.
1 , se  e 
( , )    2 2 2 2
  0 , outro caso                                    
M M N Nm n
c m n MN
 − ≤ ≤ − ≤ ≤= 
(2.9)
onde M  e N  são constantes que indicam a extensão da degradação nas direções
vertical e horizontal, respectivamente.
d) Turbulência atmosférica: este é um fenômeno observado comumente na aquisição de
imagens aeroespaciais, decorrente da variação contínua do índice de refração da
atmosfera situada entre o objeto de interesse e o equipamento de aquisição. A
turbulência atmosférica apresenta características complexas como aleatoriedade e
variâncias espacial e temporal. No entanto, ajustando-se adequadamente a velocidade
de aquisição, a turbulência atmosférica é modelada, considerando o teorema do
limite central [60], como sendo Gaussiana [37] (2.10). Visualmente, o efeito dessa
degradação também se assemelha à má focalização.
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2 2
2( , ) exp  ,2
m nc m n K
 += − σ 
(2.10)
onde K  é uma constante de normalização e σ , o desvio padrão, indicando a
severidade da degradação.
Um comentário pertinente neste ponto do texto diz respeito ao limite imposto pelos
modelos, ou pelas PSFs reais, no quanto de qualidade da imagem original se pode
recuperar através do processo de restauração. Um exemplo dessa limitação está no fato de
que, à exceção da turbulência atmosférica, as PSFs apresentadas possuem zeros no
domínio da freqüência. Portanto, nas freqüências de ocorrência desses zeros, há perda
completa de informação (módulo e fase) da imagem original, exigindo que se use
artifícios, como considerações a respeito do comportamento da imagem original no
domínio da freqüência, a fim de estimar a referida informação perdida [37].
Por outro lado, as características das PSFs também podem ser aproveitadas na
identificação do tipo e do valor dos parâmetros da degradação apresentada por determinada
imagem, em situações nas quais essas informações não são conhecidas a priori. Dessa
forma, os mesmos zeros que inviabilizam a restauração perfeita da imagem original
fornecem um padrão a partir do qual é possível identificar o tipo e os parâmetros para as
degradações (a), (b) e (c) supracitadas [3]. Outras suposições acerca das características dos
sistemas de aquisição também são usadas na estimação e identificação do modelo de
degradação. Por exemplo, a consideração de invariância e linearidade é usada na
identificação via filtragem homomórfica [14][58] e técnicas que avaliam os pixels em
regiões onde se julga haver originalmente bordas ou pontos [3].
Além da PSF, os sistemas de aquisição introduzem perturbações estocásticas (ruído) na
imagem gerada. As fontes de ruído variam de acordo com os processos físicos usados para
aquisição. Por exemplo, em sistemas de fotografia convencional (sistema fotoquímico), o
ruído se deve ao comportamento não determinístico da deposição dos grânulos de prata em
filmes fotográficos durante os processos de exposição e revelação; em câmeras digitais
(sistema fotoeletrônico), deve-se à atividade luminosa e eletrônica na superfície do detetor
[3]. O ruído pode ser modelado, genericamente, como sendo de dois tipos:
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a) Aditivo: modelo usado normalmente quando o ruído mostra-se não correlacionado
ao sinal de imagem, podendo, contudo, prestar-se também à descrição de ruídos
correlacionados. O sistema de aquisição passa, então, a ser expresso como:
( , ) [ ( , )] ( , ) ,v m n T x k l m n= +η (2.11)
onde ( , )m nη  denota o ruído aditivo.
b) Multiplicativo: a perturbação é necessariamente considerada como sendo
correlacionada ao sinal de imagem, passando o sistema de aquisição a ser
representado por:
( , ) [ ( , )] exp[ ( , )] ,v m n T x k l k m n= ⋅ ⋅η (2.12)
onde k  é uma constante, ( , )m nη  é normalmente assumido como sendo ruído
branco Gaussiano e exp[ ( , )]k m n⋅η  denota, então, o ruído multiplicativo.
A rigor, os sistemas de aquisição são geralmente variantes e não-lineares, apresentando
também ruído correlacionado ao sinal de imagem. São admitidas simplificações que, no
entanto, acarretam imprecisões de modelagem, sempre que não há relevante
comprometimento na descrição do comportamento do sistema de aquisição sob análise ou,
dito de outra forma, quando a modelagem precisa e detalhada não resulta em ganho
substancial na qualidade de representação do sistema de aquisição [3]. Logo, dependendo
do caso, sistemas de fato complexos são modelados usando linearização e suposição de
invariância de seus parâmetros, bem como consideração de não-correlação entre ruído e
sinal de imagem.
No entanto, nem sempre é possível que as simplificações citadas sejam feitas, por
exemplo, quando os objetos que compõem certas cenas fotografadas estão em diferentes
profundidades e conseqüentemente apresentam diferentes níveis de degradação. Nesses
casos, tais profundidades estão associadas a diferentes PSFs. Nesta tese, por motivos que
ficarão claros no Capítulo 5, os sistemas de aquisição são considerados lineares, variantes e
com adição de ruído do tipo branco Gaussiano à sua saída (2.13):
( , )
( , ) ( , , , ) ( , ) ( , ).
k l
v m n c m n k l x m k n l m n= − − +η∑ (2.13)
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Em muitas situações, convém expressar a imagem original como saída de um filtro
auto-regressivo (AR), cuja entrada consiste em um sinal do tipo ruído branco Gaussiano
(2.14) [39]:
( , )
( , ) ( , , , ) ( , ) ( , ) ,
k l
x m n a m n k l x m k n l m n= − − + ξ∑ (2.14)
onde ( , , , )a m n k l  e ( , )m nξ  representam, respectivamente, os coeficientes e o ruído de
entrada do filtro AR. A expressão (2.14) é também conhecida por síntese de uma imagem.
Em (2.14), os coeficientes do filtro AR estão na sua forma mais geral, podendo assim
representar filtros AR variantes ou invariantes no espaço. Os coeficientes ( , , , )a m n k l
podem também ser interpretados como sendo os parâmetros de um estimador de ( , )x m n  e
o ruído ( , )m nξ  como o erro de estimação a ele associado. Em outras palavras, ( , , , )a m n k l
são medidas da correlação entre a amostra ( , )x m n  e suas amostras vizinhas.
2.3 Sistemas de restauração de imagens
Os sistemas de restauração de imagens são concebidos com o intuito de recuperar,
“idealmente”, a qualidade original de imagens que apresentam degradações inaceitáveis.
Dois termos do período anterior necessitam de maior esclarecimento: qualidade original e
degradações inaceitáveis.
Por qualidade original quer-se referir à qualidade que a imagem teria se o processo de
aquisição fosse, no limite, isento de degradações. Já o termo degradações inaceitáveis é
empregado porque não há aquisição perfeita [3], [13], [14], [37]. Ou seja, em sistemas
reais, há sempre alguma degradação na aquisição de imagens. Certas aquisições requerem
restauração e outras não, dependendo do tipo, do nível da degradação e da aplicação
pretendida.
O fato de não haver aquisição perfeita, estabelece que, via de regra, imagem original e
qualidade original só existem em sentido abstrato, matemático, salvo em casos especiais
como, por exemplo, nas simulações deste trabalho. No entanto, mesmo nos referidos casos
especiais, em que a imagem original encontra-se disponível e é usada como referência para
avaliações de qualidade da restauração, todo o processo de estimação da imagem ou da
qualidade original está associado aos modelos adotados e não aos elementos reais.
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Portanto, imagem e qualidade originais devem ser entendidas como imagem e qualidade
originais no sentido dos modelos matemáticos usados na caracterização do sistema de
aquisição.
Os sistemas de restauração, a exemplo dos sistemas de aquisição/degradação, podem ser
classificados de diversas maneiras [43]. As classificações mais relevantes para este
trabalho são quanto à:
a) Linearidade: os sistemas de restauração cuja entrada e saída (não) obedecem ao
princípio da superposição são ditos (não) lineares. A semelhança do que foi
comentado na Seção 2.2, os sistemas de restauração lineares são mais fáceis de
analisar e projetar, mas trazem como desvantagem limitações nas possibilidades de
restauração.
b) Variância espacial: se os parâmetros do sistema de restauração (não) se modificam
quando se processam diferentes regiões de uma imagem, diz-se que o referido
sistema é (in)variante. Os sistemas de restauração variantes são necessários para
restaurar imagens obtidas por sistemas de aquisição variantes e/ou para tratar
adequadamente as eventuais características não estacionárias de uma imagem,
mesmo que esta tenha sido adquirida por um sistema invariante [5], [70]. Sistemas
para restauração a parâmetros variantes são matematicamente mais complexos,
contudo conferem maior flexibilidade ao processo de restauração, resultando,
quando corretamente usados, em restaurações de melhor qualidade do que aquelas
obtidas por sistemas invariantes.
c) Recursividade: os sistemas recursivos são aqueles que usam o resultado da iteração
anterior para o cálculo da iteração corrente, com o objetivo de reduzir carga
computacional [2].
d) Autodidatismo: as abordagens tradicionais para restauração de imagens consideram
que o sistema de aquisição/degradação foi perfeitamente modelado e identificado, e
que certas características da imagem original são conhecidas a priori [3]. Mas,
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freqüentemente, em situações práticas, essas informações estão indisponíveis ou são
parcialmente conhecidas a priori, sendo, portanto, necessária uma etapa de
estimação que pode ser anterior ou concomitante ao procedimento de restauração
propriamente dito [49]. Quando cabe ao sistema de restauração a tarefa de estimar
informações (do sistema de aquisição/degradação e/ou da imagem original) a fim de
ajustar os seus próprios parâmetros, diz-se que o referido sistema de restauração é
autodidata. Entretanto, os níveis de autodidatismo variam de acordo com o quanto
de conhecimento acerca do sistema de aquisição/degradação e/ou imagem original
se dispõe. A inserção de recursos autodidatas em sistemas de restauração torna-os
mais flexíveis, mas também acarreta um aumento de complexidade computacional.
e) Comportamento estocástico/determinístico: dependendo da formulação do sistema
de restauração, a imagem restaurada pode ser obtida segundo métodos
determinísticos ou de estimação estatística [43]. Os sistemas determinísticos são, em
geral, mais rápidos do que os estocásticos. No entanto, esses últimos são mais
robustos, prestando-se à restauração de um conjunto mais amplo de imagens.
f) Domínio de definição: O procedimento de restauração pode ser definido no domínio
da seqüência e/ou da freqüência. As técnicas definidas no domínio da seqüência
possuem a vantagem de prescindir das etapas de transformação e transformação
inversa inerente às técnicas baseadas no domínio da freqüência, além de serem mais
adequadas à restauração variante.
2.4 Principais desafios na restauração de imagens
Em se tratando de sistemas lineares, uma primeira idéia de como se proceder à
restauração de uma imagem é a técnica denominada de filtragem inversa, que consiste
simplesmente em multiplicar, no domínio da freqüência, a imagem degradada pelo inverso
da resposta ao impulso do filtro de degradação, como expresso em (2.15).
11 2
1 2 1 2 1 2
1 2
( , )ˆ ( , ) ( , ) ( , ),
( , )
VX C V
C
−ω ωω ω = = ω ω ω ωω ω (2.15)
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onde 1 2ˆ ( , )X ω ω , 1 2( , )V ω ω  e 1 2( , )C ω ω  denotam, respectivamente, as respostas em
freqüência da imagem restaurada (estimativa da imagem original), imagem degradada e
resposta ao impulso do filtro de degradação.
Os principais desafios da restauração de imagens podem ser evidenciados ao se estudar
as características do procedimento de restauração por filtragem inversa. Essas
características são brevemente discutidas a seguir.
A aplicação direta do filtro inverso traz alguns problemas, requerendo que (2.15) seja
modificada segundo (2.16).
1
1 2 1 2 1 2
ˆˆ ( , ) ( , ) ( , ),X C V−ω ω = ω ω ω ω (2.16)
onde 1 1 2ˆ ( , )C
− ω ω  é uma aproximação de 1 1 2( , )C− ω ω .
Um dos referidos problemas ocorre quando 1 2( , )C ω ω  apresenta zeros (ver Seção 2.2).
Nesse caso, em alguns pontos, o filtro inverso tende ao infinito, não sendo possível
representá-lo convenientemente em situações práticas. Uma maneira de contornar a
dificuldade em questão é definir 1 1 2ˆ ( , )C
− ω ω  como segue:
1
1 1 2 1 2
1 2
1 2
( , ), ( , ) 0ˆ ( , )
0, ( , ) 0
C C
C
C
−
−  ω ω ω ω ≠ω ω =  ω ω =
(2.17)
Atribuir valor nulo para 1 1 2ˆ ( , )C
− ω ω , quando 1 2( , ) 0C ω ω = , em nada modifica o valor
de 1 2ˆ ( , )X ω ω  em relação ao valor calculado em (2.15), desde que:
a) a imagem degradada esteja isenta de ruído;
b) 1 2( , )C ω ω  tenha sido corretamente identificada.
A não modificação do valor de 1 2ˆ ( , )X ω ω  decorre do fato de que, nos pontos nos quais
1 2( , ) 0C ω ω = , há perda completa de informação.
Os itens (a) e (b) do parágrafo anterior são exigências necessárias não apenas para o
caso de degradações que apresentem zeros no domínio da freqüência, mas sempre que a
técnica de filtragem inversa é empregada, sob pena de se produzir restaurações de baixa
qualidade.
RESTAURAÇÃO DE IMAGENS                                                                                                                                    25
Por exemplo, a presença de ruído, mesmo em níveis considerados pequenos, na imagem
degradada faz com que a restauração produzida por filtragem inversa apresente uma razão
sinal-ruído (signal to noise ratio – SNR)1 ruim como mostra a Fig. 2.2. Isso ocorre porque,
justamente nas regiões onde a energia da imagem é menor do que ou mesmo comparável à
energia do ruído (zeros do filtro de degradação e alta freqüência), o ganho do filtro de
restauração é elevado. Uma maneira de lidar, na filtragem inversa, com a amplificação de
ruído de alta freqüência é definir 1 1 2ˆ ( , )C
− ω ω  como apresentado em (2.18).
1 2 2 2
1 1 2 1 2
1 2 2 2 2
1 2
( , ),ˆ ( , )
,
C
C
K
−
−  ω ω ω +ω ≤ Ωω ω =  ω +ω > Ω
(2.18)
onde Ω  e K  são, respectivamente, o limite no espaço de freqüências, dentro do qual o
filtro inverso não é alterado, e o valor assumido pelo filtro de restauração fora do referido
limite.
O valor de Ω  é escolhido de maneira que a energia da imagem original na região
exterior ao limite estabelecido por esse parâmetro seja não significativa. Quanto ao valor
de K , é comum fazê-lo igual à unidade ( 1K = ), a fim de não modificar a SNR da região
externa ao limite estabelecido por Ω . A Fig. 2.3 ilustra as idéias apresentadas em (2.17) e
(2.18).
Em (2.19), pode ser observado que, mesmo se 1 2( , )C ω ω  for corretamente identificada,
não é possível recuperar 1 2( , )X ω ω  se houver ruído presente na imagem degradada.
[ ]
1
1 2 1 2 1 2
1
1 2 1 2 1 2 1 2
1 1
1 2 1 2 1 2 1 2 1 2
1
1 2 1 2 1 2
ˆ ( , ) ( , ) ( , )
                ( , ) ( , ) ( , ) ( , )
                ( , ) ( , ) ( , ) ( , ) ( , )
                ( , ) ( , ) ( , )
X C V
C C X
C C X C
X C
−
−
− −
−
ω ω = ω ω ω ω
= ω ω ω ω ω ω +Η ω ω
= ω ω ω ω ω ω + ω ω Η ω ω
= ω ω + ω ω Η ω ω
(2.19)
onde 1 2( , )Η ω ω  é a resposta em freqüência do ruído aditivo presente na imagem
degradada.
Quanto aos erros de identificação de 1 2( , )C ω ω , a Fig. 2.2 mostra como a filtragem
inversa apresenta-se bastante sensível a este aspecto.
                                                          
1 Maiores detalhes no Capítulo 6 (Seção 6.2.1)
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(a) (b)
 
(c) (d)
(e)
Fig. 2.2 – Restauração via filtragem inversa: (a) imagem original; (b) imagem degradada por
movimento horizontal (de comprimento de 9 pixels); (c) restauração em condições ideais (sem
ruído e degradação perfeitamente identificada); (d) restauração a partir de imagem degradada com
ruído e degradação perfeitamente identificada (imagem degradada: SNR 40 dB= ; restauração:
SNR 7 dB= ); (e) restauração a partir de imagem degradada isenta de ruído e degradação
incorretamente identificada (movimento horizontal, de comprimento de 7 pixels).
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Fig. 2.3 – Filtragem inversa: (a) módulo da resposta em freqüência do filtro de degradação; (b)
módulo da resposta em freqüência do filtro inverso; (c) módulo da resposta em freqüência do filtro
inverso modificado, segundo (2.17); (d) módulo da resposta em freqüência do filtro inverso
modificado, segundo (2.18) ( 1K =  e 300Ω =  amostras).
Pelas razões e exemplos apresentados, além das constatações de que sempre há ruído na
imagem degradada e o procedimento de identificação de 1 2( , )C ω ω  não é exato, a
restauração de imagens por filtragem inversa não é usada em situações práticas.
Outras técnicas de restauração são mais adequadas para restauração de imagens com
ruído. Dentre essas técnicas, destaca-se, pela sua importância histórica e teórica, a
restauração usando filtro de Wiener [38]. Esse filtro é ótimo no sentido de minimizar o erro
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quadrático médio (mean square error – MSE), definido em (2.20). Em (2.21), é apresentada
a expressão usada para calcular a estimativa da imagem original, usando filtro de Wiener.
[ ]{ }2ˆ( , ) ( , )E x m n x m n− (2.20)
onde { }E g  e ˆ( , )x m n  denotam o operador de valor esperado e a imagem restaurada,
respectivamente.
1 2 1 2
1 2 1 22
1 2 1 2 1 2
( , ) ( , )ˆ ( , ) ( , )
( , ) ( , ) ( , )
xx
xx
CX V
C
∗
ηη
Φ ω ω ω ωω ω = ω ωΦ ω ω ω ω +Φ ω ω (2.21)
onde 1 2( , )C
∗ ω ω , 1 2( , )xxΦ ω ω  e 1 2( , )ηηΦ ω ω  denotam, respectivamente, o conjugado de
1 2( , )C ω ω , o espectro de potência da imagem original e do ruído de degradação.
Pode-se verificar em (2.21) que o filtro de Wiener necessita que 1 2( , )C ω ω  e as
estatísticas de segunda ordem de ( , )x m n  e ( , )m nη  sejam conhecidas, as quais são
estimadas, na maioria dos casos práticos, a partir da imagem degradada. Duas outras
interessantes características do filtro de Wiener são:
a) o referido filtro tende ao filtro inverso, à medida que o ruído presente na imagem
degradada diminui;
b)  um mesmo filtro pode ser usado para restaurar não apenas uma imagem específica,
mas uma classe de imagens, desde que degradadas pelo mesmo sistema e possuam
espectro de potência semelhantes.
A Fig. 2.4 ilustra o desempenho superior do filtro de Wiener, em comparação ao filtro
inverso no tocante à amplificação do ruído presente na imagem degradada.
Contudo, face às características do sistema visual humano, o MSE não é o critério mais
adequado para medir a qualidade de uma imagem. Por isso, outras estratégias de
restauração procuram minimizar um critério de desempenho que pode ser denominado
MSE com restrições [8], como apresentada em (2.22).
{ }2 2ˆ ˆ[ ( , ) ( , )] [ ( , ) ( , )]E x m n x m n h m n x m n− +α ⋅ ∗ (2.22)
onde α  é uma constante de ponderação e ( , )h m n  é a resposta ao impulso de um filtro que
tem por objetivo realçar certas características de ˆ( , )x m n . O símbolo ∗  denota a operação
de convolução em duas dimensões. Em geral, ( , )h m n  representa a resposta ao impulso de
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um filtro passa-altas, de modo que seja possível um balanço entre MSE e componentes de
alta freqüência de ˆ( , )x m n .
As abordagens até agora comentadas possuem em comum as características de
linearidade e somente tratar processos estacionários. Essa última, em particular, acarreta
dificuldades quando se necessita de parâmetros variantes no sistema de restauração (ver
Seção 2.3(b)). No entanto, essa dificuldade pode ser contornada, se forem usadas
estratégias baseadas no filtro de Kalman [41], pois é de sua formulação original a
possibilidade de adaptação amostra a amostra dos parâmetros do sistema de restauração.
Apesar de minimizar o MSE, assim como o filtro de Wiener, o filtro de Kalman
mostra-se mais flexível para incorporar modificações em sua estrutura que o tornem mais
adequado ao sistema visual humano, podendo ser inclusive aplicado em sistemas
modelados como não-lineares [22], [70]. Há, ainda, outro aspecto do filtro de Kalman que
o difere do filtro de Wiener: o filtro de Kalman é recursivo.
Pelas suas características, foram usados filtros bidimensionais de Kalman na obtenção
das restaurações desta tese. Uma introdução à filtragem bidimensional de Kalman é
apresentada no Capítulo 3, bem como os detalhes sobre o sistema de restauração utilizado.
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Fig. 2.4 – Comparação de resultados entre filtro inverso e filtro de Wiener: (a) imagem degradada
(SNR 40 dB= ); (b) imagem degradada ( SNR 22 dB= ); (c) restauração de (a) usando filtro
inverso (SNR 7 dB= ); (d) restauração de (b) usando filtro inverso (SNR 10 dB= − ); (e)
restauração de (a) usando filtro de Wiener (SNR 23 dB= ); (f) restauração de (b) usando filtro de
Wiener (SNR 17 dB= ).
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2.5 Conclusões
Este capítulo apresenta uma introdução à restauração de imagens. Primeiramente, um
pouco da história da restauração é relatada, cujo início remonta ao período da corrida
espacial americana e soviética nos anos 50 e 60. Visando, inicialmente, ao melhoramento
da qualidade de imagens provindas das sondas espaciais, a restauração de imagens está
presente, nos dias de hoje, em um grande número de aplicações, tais como: astronomia,
exploração de recursos naturais, fotografia convencional, sistemas médicos e aeroespaciais.
Essa ampliação nas áreas em que a restauração é aplicada deve-se aos avanços científicos e
tecnológicos relacionados, principalmente, à microeletrônica e à pesquisa em
processamento de sinais. Esses dois fatores permitiram o desenvolvimento de métodos para
restauração ao mesmo tempo poderosos e de custo relativamente baixo.
Após o breve apanhado histórico, o texto concentra-se em certos aspectos teóricos que
estruturam os sistemas de restauração: os modelos matemáticos usados e suas
características. Inicia-se abordando a questão do modelo matemático que descreve o
sistema de aquisição/degradação de imagens. Esse sistema é considerado como sendo o
responsável pelo mapeamento entre os planos objeto-imagem, resultando na representação
em duas dimensões (imagem) de um determinado objeto. Passível de ser classificado
segundo vários critérios, o sistema de aquisição/degradação considerado nesta tese possui
as seguintes características: linear, variante e com adição de ruído branco Gaussiano à sua
saída. São ainda apresentados e comentados os modelos matemáticos das PSFs mais
comuns.
Em seguida, são apresentados alguns aspectos atinentes ao modelo dos sistemas de
restauração. Possíveis classificações são abordadas e comentadas.
E, por fim, são discutidos os principais desafios na restauração de imagens através de
exemplos usando filtragem inversa e de Wiener. Dentre os referidos desafios, encontram-
se a identificação de certos parâmetros do sistema de aquisição e da imagem original, bem
como as limitações na qualidade da restauração em função do tipo de PSF e da injeção de
ruído na imagem degradada. Comenta-se, ainda, que face às características do filtro de
Kalman, optou-se por utilizar estratégias de restauração nele baseadas. O filtro
bidimensional de Kalman é abordado com detalhes no Capítulo 3.
Capítulo 3
FILTRAGEM DE KALMAN EM DUAS DIMENSÕES
Equation Section 3
3. 
3.1 Introdução
Este capítulo trata do filtro de Kalman em duas dimensões e de suas características no
contexto da chamada filtragem ótima. Primeiramente, o filtro de Kalman original [41],
unidimensional (1-D), é abordado. São apresentadas, de maneira sucinta, suas principais
características e as equações que o compõe.
Em seguida, são discutidas as razões e os meios pelos quais o filtro de Kalman original
é estendido para aplicações bidimensionais (2-D), em particular para a restauração de
imagens.
O capítulo prossegue abordando o problema da carga computacional e do elevado
volume de memória necessário na implementação do filtro 2-D de Kalman. Devido a esses
dois fatores, diversos autores propõem aproximações ao filtro 2-D de Kalman, as quais, se
por um lado, oferecem redução de complexidade computacional e memória, por outro,
resultam em desvios da solução ótima obtida pelo filtro de Kalman. Três das aproximações
mais usadas e suas respectivas características são apresentadas e comentadas.
3.2 Filtragem de  Kalman unidimensional
O filtro de Kalman considera que o sistema sobre o qual a operação de filtragem irá
atuar pode ser modelado pelas seguintes expressões:
1 ,k k k k k+ = +x A x Γ ξ (3.1)
,k k k k= +v C x η (3.2)
onde kx , kA , kΓ , kξ , kv , kC  e kη  são conhecidos, respectivamente, como vetor de
estado, matriz de transição de estado, matriz de ponderação do ruído de entrada, ruído de
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entrada, sinal observado, matriz de observação e ruído de saída ou observação. As matrizes
kA , kΓ  e kC , assim como as estatísticas de segunda ordem de kξ  e kη  são consideradas
conhecidas; o sinal observado kv  é disponível e o vetor de estado kx , desconhecido. Os
ruídos kξ  e kη  são considerados do tipo branco Gaussiano, de média zero, sendo válidas,
portanto, as seguintes expressões:
[ ]  ,Tk l kl kE = δξ ξ Q (3.3)
[ ]  ,Tk l kl kE = δη η R (3.4)
[ ] 0 ,       ( , ) ,Tk lE k l= ∀η ξ (3.5)
onde [ ]E ⋅  é o operador de valor esperado (ou expectância) de uma variável aleatória; T
indica a operação de transposição de um vetor; kR  e kQ  representam as matrizes de
covariância dos vetores kξ  e kη , respectivamente; klδ  é o operador de Kronecker, definido
por:
0   
1   kl
k l
k l
≠δ =  = (3.6)
O filtro de Kalman estima o vetor de estado referente à amostra k , considerando as
observações desde a amostra 0  até k . A estimativa obtida pelo filtro de Kalman é tal que
o valor esperado do módulo do erro de estimação ao quadrado (3.7) seja minimizado.
ˆ ˆ[( ) ( ) | ]Tk k k k kE V− −x x x x (3.7)
onde ˆ kx  é uma estimativa do vetor de estado kx  e kV  é o conjunto de todas as amostras
observadas desde 0  até k , ou seja, 0 1{ , , , }k kV = v v vL .
As equações que sintetizam o filtro de Kalman são relacionadas a seguir:
0,0 0[ ] ,Var=P x (3.8)
, 1 1 1, 1 1 1 1 1 ,
T T
k k k k k k k k k− − − − − − − −= +P A P A Γ Q Γ (3.9)
1
, 1 , 1( )  ,
T T
k k k k k k k k k
−
− −= +G P C C P C R (3.10)
, , 1( )  ,k k k k k k−= −P I G C P (3.11)
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0 | 0 0ˆ [ ] ,E=x x (3.12)
| 1 1 1 | 1ˆ ˆ ,k k k k k− − − −=x A x (3.13)
 |  | 1  | 1ˆ ˆ ˆ( ) ,k k k k k k k k k− −= + −x x G v C x (3.14)
onde, kG  e  | ˆ m nx  são o ganho de Kalman e a estimativa de mx  dado nV , respectivamente.
Os termos 0[ ]Var x  e ,m nP  são definidos como segue:
0 0 0 0 0[ ] [( )( ) ] ,
TVar E= − −x x x x x (3.15)
,  |  | ˆ ˆ[( )( ) ] ,
T
m n m m n m m nE= − −P x x x x (3.16)
onde 0x  representa o valor esperado de 0x .
As expressões (3.8)–(3.14) mostram que o filtro de Kalman pode ser visto como um
procedimento de estimação do vetor de estado composto de duas etapas: predição (3.13) e
atualização (3.14). O ganho de Kalman kG  e o erro de predição do sinal observado
 | 1ˆ( )k k k k−−v C x , este também chamado de processo de inovação, controlam a atualização
do vetor de estado em (3.14).
O sistema completo, sistema gerador do sinal observado kv  e filtro de Kalman, é
ilustrado na Fig. 3.1.
Fig. 3.1 – Sistema completo (geração do sinal observado e filtro de Kalman).
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Em certas situações, pequenas modificações podem ser feitas nas equações (3.1) e (3.2)
(as quais descrevem o sistema gerador do sinal observado) na tentativa de modelar
não-linearidades ou por necessidade decorrente de como a filtragem é abordada (ver Seção
3.4.3). As referidas modificações alteram também as equações que descrevem o filtro de
Kalman, o qual passa a ser chamado de filtro de Kalman estendido [2], [22]. Em (3.17) e
(3.18), são mostradas, respectivamente, as alterações na descrição do sistema gerador
(expressão (3.1)) e do filtro de Kalman (expressão (3.13)), pertinentes a este trabalho.
1 ,k k k k k k k+ = + +x A x Γ ξ E u (3.17)
| 1 1 1 | 1 1 1ˆ ˆ ,k k k k k k k− − − − − −= +x A x E u (3.18)
onde ku  é um vetor determinístico usado para ajustar o modelo ao sistema que se quer
descrever e kE  é a matriz de ponderação de ku .
As principais características do filtro de Kalman são relacionadas a seguir:
a) Linearidade: essa característica permite que sejam usadas as ferramentas, já bastante
conhecidas, para análise de sistemas lineares no estudo do comportamento do filtro
de Kalman;
b) Filtro ótimo: o filtro de Kalman é ótimo no sentido de minimizar a média do módulo
do erro ao quadrado (também chamado de erro quadrático médio). Portanto, não há
filtro linear melhor do que o filtro de Kalman, considerando que o critério de
otimização citado seja adotado;
c) Definição no domínio da seqüência: desenvolvido para tratar, em geral, processos
não-estacionários, o filtro de Kalman é naturalmente definido no domínio da
seqüência, não havendo, portanto, contraparte do referido filtro no domínio da
freqüência [2], [22];
d) Recursividade: a estimativa do estado é obtida de forma recursiva (a estimativa
anterior é usada no cálculo da estimativa corrente), reduzindo o volume de memória
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necessário e a complexidade computacional do procedimento de estimação em
relação à solução clássica de mínimos quadrados [22];
e) Adaptabilidade: as expressões (3.1) e (3.2), também como aquelas que sintetizam o
filtro de Kalman (3.8) a (3.14), consideram, em geral, kA , kΓ , kC , kξ  e kη
dependentes da amostra k . Como conseqüência, o filtro de Kalman apresenta ganho
kG  variável, o que permite que o referido filtro se adapte às características locais de
sinais não-estacionários. No caso de kA , kΓ , kC , kξ  e kη  serem independentes de
k , todas as características anteriores são mantidas, com a vantagem de se obter
expressiva redução de complexidade computacional, uma vez que o cálculo de kG
pode ser efetuado antes da filtragem propriamente dita usando (3.8) a (3.11). Uma
vez calculado kG , a filtragem é realizada usando (3.12) a (3.14).
Estudos mais abrangentes sobre filtro de Kalman, incluindo a derivação das expressões
(3.8) a (3.14), podem ser encontrados em [2], [22], [35], [41], [42] e [60].
3.3 Restauração  de imagens via filtragem de Kalman
Em virtude das características do filtro de Kalman, citadas na seção anterior, surgiu o
interesse em adaptá-lo para o processamento de sinais bidimensionais [80], [81]. Essa
adaptação tornaria o filtro de Kalman útil em aplicações como o tratamento de dados
sísmicos, estimação de imagens contaminadas por ruído (denoising) e, em especial,
restauração de imagens [74], [81]. O restante desta seção dedica-se à adaptação do filtro de
Kalman ao problema da restauração de imagens, embora muito do que é abordado a seguir
seja válido para outras aplicações bidimensionais.
Uma das primeiras medidas a serem tomadas para adaptar o filtro de Kalman ao
processamento de imagens consiste em escolher uma direção e um sentido para o
processamento. Isso decorre da necessidade de se ordenar os pixels de alguma maneira,
com o intuito de se ter um “passado” no qual a recursividade do filtro de Kalman tenha em
que se basear para estimar o vetor de estado “presente”. Na maioria dos trabalhos
publicados sobre restauração de imagens, a escolha da direção e do sentido de
processamento é arbitrária. No entanto, há estudos [18][61][70] atestando que a direção e o
FILTRAGEM DE KALMAN EM DUAS DIMENSÕES                                                                                                           37
sentido adotados influenciam na qualidade da restauração. Em [18], é mostrado que a
direção de processamento de uma determinada região da imagem que oferece melhores
resultados segue a orientação das bordas locais e, em [61] e [70], é sugerido um
processamento complementar, em sentido inverso ao adotado inicialmente, para diminuir o
efeito de polarização na restauração. A Fig. 3.2 mostra algumas das opções, as mais
comuns, para a direção e sentido de processamento em uma imagem.
    
(a)                                         (b)
    
(c)                                   (d)
Fig. 3.2 – Exemplos de direção e sentido de processamento: (a) da esquerda para a direita, de cima
para baixo; (b) da direita para a esquerda, de cima para baixo; (c) de cima para baixo, da esquerda
para a direita; e (d) de baixo para cima, da esquerda para a direita.
Um aspecto relacionado diretamente à direção e ao sentido de processamento adotados é
a escolha do suporte do vetor de estado. Entenda-se por suporte do vetor de estado como a
região da imagem que corresponde aos elementos do vetor de estado. As diferentes
abordagens da filtragem 2-D de Kalman devem suas peculiaridades tanto à maneira como
as equações do sistema são utilizadas na descrição do sistema de aquisição/degradação,
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quanto às escolhas referentes ao suporte do vetor de estado e à direção e ao sentido de
processamento.
Podendo modelar de diferentes maneiras os processos de aquisição e degradação de
imagens, as equações (3.1) e (3.2) são, contudo, utilizadas, em um grande número de
situações, [4], [13], [14], [18], [44], [46], [47], [48], [59], [61], [80], [81], para representar
o seguinte modelo (ver Seção 2.2).
1( , )
( , ) ( , ) ( , ) ( , ) ,
k l D
x m n a k l x m k m l m n
∈
= − − + ξ∑ (3.19)
2( , )
( , ) ( , ) ( , ) ( , ) ,
k l D
v m n c k l x m k n l m n
∈
= − − +η∑ (3.20)
onde ( , )x m n , ( , )v m n , ( , )m nξ  e ( , )m nη  representam a imagem original, a imagem
degradada, o ruído de entrada e o ruído aditivo de observação, respectivamente; ( , )a m n
são os coeficientes do filtro auto-regressivo (AR) que modela o sistema de síntese da
imagem original; ( , )c m n  é a resposta ao impulso do filtro moving-average (MA) que
modela o sistema de aquisição/degradação; 1D  e 2D  indicam o suporte de ( , )a m n  e
( , )c m n , respectivamente. Os sinais ( , )m nξ  e ( , )m nη  são freqüentemente considerados
ruídos do tipo branco Gaussiano com média nula.
Os termos ( , )a m n  e ( , )m nξ  podem ainda ter outra interpretação: ( , )a m n  pode ser
considerado como uma medida da correlação do pixel ( , )x m n  em relação aos seus
vizinhos pertencentes à região 1D ; ( , )m nξ  pode ser visto como o erro associado à tentativa
de se representar ( , )x m n  como combinação linear de seus vizinhos localizados em 1D  (ver
também Seção 2.2).
Logo, considerando (3.19) e (3.20), pode-se dizer dos elementos de (3.1) e (3.2) que:
a) kx  contém informações da imagem original, as quais serão estimadas pelo filtro de
Kalman;
b) kξ , kη  e kv  representam os ruídos ( , )m nξ , ( , )m nη  e a imagem degradada ( , )v m n ,
respectivamente;
c) kA  é organizada de maneira a incluir, nas equações do filtro de Kalman, a
influência dos coeficientes de correlação ( , )a m n ;
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d) kC  é a matriz que contém informação referente à resposta ao impulso do sistema de
aquisição/degradação ( , )c m n ;
e) A matriz kΓ  é uma matriz de ponderação que serve para efetuar eventuais ajustes
entre as equação do filtro de Kalman e o modelo expresso em (3.19) e (3.20).
A adaptação do filtro de Kalman para o processamento de imagens exige mais alguns
cuidados, os quais não eram necessários no caso unidimensional. Um desses cuidados diz
respeito às transições entre linhas, no caso do processamento da imagem ser feito
linha-a-linha (ou às transições entre colunas, no processamento coluna-a-coluna). Nessas
transições, verifica-se uma descontinuidade que não ocorria no caso unidimensional,
descontinuidade essa que resulta em perturbações na atualização dos elementos da matriz
de covariância do erro e no surgimento de artefatos na imagem restaurada. Como forma de
minorar esse problema, ou seja, na tentativa de tornar as transições em questão mais
suaves, são usados pixels de contorno. Esses pixels de contorno podem ser definidos de
várias maneiras, dentre as quais destacam-se [4]:
a) geração aleatória dos pixels de contorno, os quais devem apresentar valor médio
igual ao valor médio dos pixels da imagem;
b) pixels de contorno iguais aos pixels da linha seguinte a ser processada;
c) diminuição da dimensão imagem que efetivamente será filtrada, deixando que os
próprios pixels periféricos da imagem sirvam como condição de contorno.
Para melhor compreensão de como a adaptação do filtro de Kalman à restauração de
imagens é realizado, adotar-se-á, a título de exemplo, que o processamento se verifica da
esquerda para a direita, de cima para baixo (direção e sentido de processamento). O vetor
de estado corresponde, na imagem original, à região ilustrada na Fig. 3.3 e definida em
(3.21). Na Fig. 3.4, está indicada, em termos gerais, a região de pixels de contorno que
precisa ser adicionada à (no caso das opções (a) e (b) referentes aos pixels de contorno,
anteriormente citadas) ou selecionada (opção (c) dos pixels de contorno) na imagem
original de maneira a satisfazer os modelos considerados.
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Fig. 3.3 – Região correspondente na imagem original aos elementos do vetor de estado,
considerando o processamento da esquerda para a direita, de cima para baixo.
1 1 1 2
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(3.21)
onde xN , 1M  e 2M  denotam a dimensão horizontal da imagem original, a extensão
vertical e horizontal do suporte do vetor de estado, respectivamente.
Fig. 3.4 – Região dos pixels de contorno.
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Apesar da recursividade intrínseca do filtro de Kalman, sua direta utilização em
processamento bidimensional eleva consideravelmente os níveis de complexidade
computacional e volume de memória necessário, mesmo considerando os recursos de
processamento atuais. Visando reduzir memória e complexidade, foram propostas
aproximações do filtro de Kalman [80]. No entanto, tais aproximações reduzem o custo
computacional e o volume de memória necessário ao preço de um certo afastamento, ou
desvio, da solução ótima obtida pelo filtro de Kalman original. Estabelecido, portanto, o
compromisso entre redução de complexidade computacional e volume de memória
necessário ×  afastamento da solução ótima de Kalman, as diversas abordagens
alternativas se justificam à medida que obtêm uma redução expressiva de complexidade
computacional e de volume de memória  necessário com afastamento aceitável da solução
ótima, senão do ponto de vista numérico, pelo menos do ponto de vista da percepção de
qualidade.
A seguir, são apresentadas três dessas aproximações, sendo a última a que será usada
nas simulações desta tese.
3.4 Aproximações do filtro de Kalman original
3.4.1 Filtro de Kalman por Faixas (Strip Kalman – SK)
No filtro SK, a imagem a ser processada é dividida em faixas (horizontais ou verticais,
superpostas ou não) e o vetor de estado é definido como sendo uma seção das citadas
faixas. Suponha-se, por exemplo, que o vetor de estado é do tipo linha, de dimensão l ,
esta sendo muito menor do que o número de colunas da imagem L . Nesse caso, a imagem
é dividida em faixas verticais. Na restauração, uma possibilidade pode ser restaurar as
faixas verticais da esquerda para a direita e, em uma mesma faixa, de cima para baixo (Fig.
3.5).
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Fig. 3.5 – As duas primeiras faixas verticais (com superposição) de uma imagem a ser restaurada
por um filtro SK.
Sendo o SK assim estruturado, os elementos das extremidades do vetor de estado não
podem ser representados em função do estado anterior, como estabelece (3.1), a menos que
se lance mão de condições de contorno [80]. De qualquer forma, a estimação dos
elementos das extremidades do vetor de estado apresenta níveis de ruído elevados,
considerando os respectivos níveis verificados nas estimativas dos elementos mais centrais.
Em [80], é proposta a superposição das faixas de restauração, com o objetivo de reduzir o
ruído de estimação na imagem restaurada. Em cada faixa de restauração, apenas os
elementos mais centrais são preservados para compor a imagem restaurada (Fig. 3.6).
Contudo, essa estratégia resulta na necessidade de se definir um maior número de faixas a
serem processadas por imagem.
Fig. 3.6 – Elementos centrais do vetor de estado que são preservados para compor a imagem
restaurada.
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O SK descrito anteriormente explora adequadamente a correlação entre as linhas da
imagem, mas deixa a desejar na exploração da correlação existente entre as colunas. Essa
última característica pode ser apontada como a principal desvantagem do filtro sob
apreciação.
Maiores detalhes sobre o SK podem ser encontrados em [74] e [80].
3.4.2 Filtro de Kalman de Atualização Reduzida (Reduced Update Kalman Filter –
RUKF)
O RUKF é apresentado em [80] e caracteriza-se por ser uma abordagem que usa o vetor
de estado completo, porém apenas os elementos mais próximos da amostra que está sendo
processada são atualizados, ao invés de todo o vetor de estado. Em outras palavras, a etapa
de atualização do filtro de Kalman é reduzida. Essa redução que visa a diminuição da
complexidade computacional tem como conseqüência um desvio da resposta do filtro de
Kalman original. Portanto, o RUKF, apesar de usar o vetor de estado completo, é
sub-ótimo em relação ao filtro 2-D de Kalman, porque as equações de atualização desse
filtro são modificadas. As desvantagens verificadas no RUKF consistem em sua limitada
utilidade em filtragem adaptativa e em sua região de atualização da covariância do erro ser
ainda muito maior do que a região de suporte definida por 1D  e 2D  (ver (3.19) e (3.20))
[4].
A Fig. 3.7 mostra a região de suporte do vetor de estado completo, diferenciando as
regiões que serão e as que não serão atualizadas no RUKF.
Maiores detalhes sobre o RUKF podem ser encontrados em [75], [76] e [80].
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Fig. 3.7 – Vetor de estado completo, mostrando a região que será atualizada ( 1X ) e a região que
não será atualizada ( 2X ) no RUKF.
3.4.3 Filtro de Kalman de Modelo de Ordem Reduzida (Reduced Order Model Kalman
Filter – ROMKF)
O ROMKF foi proposto em [4], assim como as outras aproximações já discutidas, com
o objetivo de reduzir a complexidade computacional no processamento de imagens,
admitindo, contudo, certas perdas de qualidade na estimação do vetor de estado. A
desejada redução de complexidade é obtida, no ROMKF, usando-se uma versão de
dimensão reduzida do vetor de estado ao invés do vetor de estado completo. Nesse caso,
diferente do que ocorre no RUKF (Seção 3.4.2), as expressões que definem o filtro de
Kalman permanecem inalteradas.
Este vetor de estado reduzido é, por definição, composto pelo número mínimo de
elementos capaz de conter os suportes 1D  e 2D , ou seja, capaz de conter os elementos de
correlação relevante em relação ao pixel atual e a resposta ao impulso do sistema de
degradação. A referida redução acarreta, naturalmente, desvios da solução ótima do filtro
de Kalman original.
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A implementação do ROMKF pressupõe, como qualquer abordagem baseada no filtro
de Kalman, a definição de uma região de suporte para o vetor de estado (nesse caso, vetor
de estado reduzido). Comumente utilizado, foi adotado nesta tese o modelo de suporte
conhecido como Meio Plano Assimétrico de Ordem 1 2 3M M M× ×  ( 1 2 3M M M× ×
Non-Symmetric Half Plane – NSHP) [4], e que é ilustrado na Fig. 3.8, adaptado ao
processamento linha-a-linha, da esquerda para a direita, de cima para baixo.
Fig. 3.8 – Modelo de suporte 1 2 3M M M× ×  NSHP, adaptado ao processamento linha-a-linha, da
esquerda para a direita, de cima para baixo.
A substituição do vetor de estado pelo vetor de estado reduzido tem, também, como
conseqüência a impossibilidade de se representar alguns dos elementos do vetor de estado
reduzido em função do vetor de estado reduzido anterior, como estabelece (3.1). É essa
impossibilidade que causa o supracitado desvio da resposta do ROMKF em relação à
resposta ótima do filtro de Kalman original. A Fig. 3.9 mostra, para o modelo de suporte
do vetor de estado reduzido apresentado na Fig. 3.8, os elementos (os mais à direita do
modelo de suporte) que não podem ser representados em função do vetor de estado
reduzido anterior.
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Fig. 3.9 – Os elementos que não podem ser representados em função do vetor de estado reduzido
anterior (elementos mais à direita do modelo de suporte).
Os elementos mais à direita, portanto, precisam ser estimados de alguma maneira.
Algumas estratégias são propostas em [4] e [5], a saber:
a) Vizinho mais próximo (nearest neighbour): os elementos imediatamente anteriores
aos elementos mais à direita são tomados como estimativas destes (Fig. 3.10 (a));
b) Wrap around: os primeiros elementos da linha seguinte aos elementos mais à direita
no vetor de estado anterior são tomados como estimativas (Fig. 3.10 (b));
c) Melhor estimativa (best estimate): os elementos mais à direita são estimados por um
outro processo qualquer, externo, segundo determinado critério de otimização (Fig.
3.10 (c)).
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  (a)   (b)  
(c)
Fig. 3.10 – Aproximações dos elementos mais à direita do suporte do vetor de estado reduzido:
(a) vizinho mais próximo; (b) wrap around; (c) melhor estimativa.
As duas primeiras estratégias resultam em restaurações de pior qualidade e possuem
estabilidade inferior em relação à opção melhor estimativa. No entanto, a melhor
estimativa exige que a formulação usada seja a do filtro de Kalman estendido [4], [5].
O ROMKF, assim como as outras abordagens baseadas em filtragem de Kalman,
considera que as matrizes kA , kΓ  e kC , bem como as estatísticas de segunda ordem de kξ
e kη  sejam conhecidas. No entanto, na maioria das situações práticas, os parâmetros que
definem os referidos elementos são apenas parcialmente conhecidos, ou mesmo totalmente
desconhecidos (ver Seção 2.3). Assim, em [4] e [5], o ROMKF é usado em conjunto com
uma função baseada no critério de máxima verossimilhança (3.22) com a finalidade de
estimar aqueles parâmetros necessários.
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onde N  e eeR  representam o número de amostras da imagem degradada e a matriz de
covariância do processo inovação, respectivamente.
Há ainda dois outros fatores de relevante influência na qualidade da restauração via
ROMKF com melhor estimativa: a estratégia de obtenção da “melhor estimativa” dos
elementos mais à direita do suporte do vetor de estado reduzido e a presença de ótimos
locais na função de máxima verossimilhança usada na estimação paramétrica.
Quando se opta pela melhor estimativa, a estimação dos elementos mais à direita é um
campo livre à criatividade do projetista, uma vez que o critério e a maneira de como essa
estimativa é obtida permanecem em aberto. De qualquer forma, seja qual for a maneira e o
critério escolhidos, um nível maior de ruído é introduzido na estimação dos elementos mais
à direita do suporte (semelhante ao que acontece nas extremidades do suporte do SK (ver
Seção 3.4.1)). Esse problema é atenuado aumentando em alguns pixels as dimensões do
suporte do vetor de estado [4], [5].
A presença de ótimos locais na função de máxima verossimilhança pode levar à
convergência para soluções não satisfatórias, caso sejam usados algoritmos de otimização
sensíveis às condições iniciais. Esses são, no entanto, tradicionalmente utilizados, pois
apresentam complexidade computacional significativamente mais baixa em relação aos
algoritmos não sensíveis às condições iniciais. A justificativa para tal escolha reside em ser
a complexidade computacional um aspecto bastante visado em processamento de imagens
devido ao grande volume de dados a ser tratado. Alguns autores [4], [5] sugerem duas
medidas a fim de contornar o problema da eventual convergência para ótimos locais não
satisfatórios:
a) a adoção de modelos para a degradação, reduzindo o número de parâmetros a
estimar, a complexidade computacional do sistema e o número de ótimos locais;
b) o procedimento de reiniciar várias vezes o algoritmo de restauração com diferentes
condições iniciais.
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No Capítulo 5, o procedimento (b) tem sua validade questionada em função da
comparação de resultados obtidos por simulação para os casos em que são usados
algoritmos sensíveis e não sensíveis às condições iniciais na etapa de estimação
paramétrica do ROMKF.
Material adicional sobre o ROMKF é encontrado em [45] e [46].
Em [47], [48], [69] e [72], o filtro de Kalman é usado na restauração de imagens em
cenários diferentes daqueles trabalhados ao longo deste capítulo.
3.5 Conclusões
O presente capítulo aborda a adaptação da formulação do filtro de Kalman, que é
originalmente definida para sinais unidimensionais, a aplicações bidimensionais, em
particular à restauração de imagens.
Primeiramente, é apresentado o filtro de Kalman com suas principais características. Em
seguida, a adaptação do filtro de Kalman para aplicações 2-D é discutida, abordando
questões relacionadas à escolha de direção e sentido de processamento e suporte do vetor
de estado. O filtro 2-D de Kalman resultante apresenta elevada complexidade
computacional e grande volume de memória necessário, motivando a proposição de
aproximações do filtro 2-D de Kalman.
Três dessas aproximações foram discutidas: SK, RUKF e ROMKF. As características
de cada uma delas foram descritas, com ênfase às do ROMKF.
Capítulo 4
COMPUTAÇÃO EVOLUCIONÁRIA
Equation Section 4
4. 
4.1 Introdução
Neste capítulo, aborda-se a computação evolucionária, iniciando com um breve
histórico e com as principais idéias que caracterizam essa ferramenta usada, em engenharia
e outras áreas, na solução de problemas complexos, não-lineares e de comportamento
imprevisto ou quando as estratégias tradicionais são inadequadas ou não funcionam. Em
seguida, são apresentados dois exemplos de estratégias em computação evolucionária:
algoritmo genético e programação evolucionária. As principais características de cada
uma das estratégias citadas são discutidas. A programação evolucionária é enfatizada, pois
é a estratégia usada, como ferramenta para otimização, nas simulações do Capítulo 5.
4.2 Breve histór ico e bases filosóficas
As idéias que dão suporte à computação evolucionária remontam aos tempos da
publicação do livro A Origem das Espécies [24] do naturalista inglês Charles Darwin, no
qual ele divulgou seus estudos sobre a evolução dos seres vivos. Em termos gerais, Darwin
postula que as espécies evoluem, modificam-se, a partir de um mecanismo natural
denominado sobrevivência do mais apto: os indivíduos de uma determinada espécie mais
adaptados ao ambiente em que vivem têm maiores chances de sobreviver nesse mesmo
ambiente e de gerar descendentes, legando-lhes suas características.
A adaptação dos seres vivos ao ambiente em que vivem, esteja esse ambiente em
modificação ou não, deve-se a fatores, tais como:
a) permutas genéticas entre indivíduos de uma mesma espécie, conhecidas por
recombinação;
b) alterações genéticas aleatórias, denominadas mutação;
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c) diversidade genética presente em um agrupamento de indivíduos, o qual é chamado
de população;
d) pressão seletiva que o próprio ambiente exerce nas populações.
O fator tempo também é relevante em todo este processo, pois a adaptação se verifica,
não de maneira instantânea, mas gradualmente na sucessão das gerações.
Pesquisadores da área biológica tiveram, então, o interesse em investigar os efeitos
específicos dos supracitados fatores na adaptação e evolução naturais. Havendo
impossibilidades óbvias na realização desse tipo de investigação in loco, passou-se a usar
programas de computador a fim de simular populações em evolução [24]. Destaca-se,
nesse período, o trabalho de John Holland [36], que teve como objetivos explicar o
processo da adaptação natural e desenvolver sistemas artificiais que simulassem as
características principais da referida adaptação.
A partir dos esforços daqueles pesquisadores, a robustez dos mecanismos naturais de
adaptação, ou seja, a capacidade de adaptação dos seres vivos a ambientes complexos e em
transformação, passa a ser implementada artificialmente através de estruturas e
procedimentos computacionais.
Percebe-se que essas estruturas e procedimentos constituem uma nova ferramenta que,
em função de suas características, começa a ser usada em outras áreas que não o estudo da
evolução e adaptação naturais.
Ainda na Biologia, a agora chamada computação evolucionária é utilizada em
simulações que auxiliam o estudo da dinâmica celular. Em seguida, a computação
evolucionária passa a ser empregada no tratamento de sistemas não-lineares,
reconhecimento de padrões e otimização de funções [31].
Alguns dos ramos da atividade humana que usam a computação evolucionária na
atualidade [29] são:
a) indústria farmacêutica: descoberta de novas drogas e projeto rápido de
medicamentos (fast design of medicines);
b) administração: busca de soluções flexíveis e análise de estratégias de decisão em
ambientes multi-cenários;
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c) medicina: diagnóstico médico;
d) forças armadas: treinamento de militares, através da simulação de situações de
combate imprevistas e adaptadas às características daquele que se encontra em
treinamento;
e) engenharia: otimização de funções, inteligência artificial, projeto de dispositivos
eletrônicos e topologia de circuitos, projeto de filtros, controle automático
adaptativo e não-linear.
No tocante à engenharia, a computação evolucionária é aplicada em situações nas quais
os algoritmos e estratégias tradicionais não conseguem bom desempenho ou simplesmente
não funcionam; e na busca de soluções em problemas complexos, nos quais os sistemas
envolvidos possuem comportamento caótico e/ou não-linear [29].
Considerando o contexto da chamada otimização de funções, as estratégias baseadas na
computação evolucionária não se mostram limitadas em relação ao tipo de funções com as
quais podem lidar, como ocorre com as estratégias tradicionais. A computação
evolucionária pode ser aplicada na otimização de qualquer tipo de função, podendo esta
função apresentar descontinuidades, múltiplos ótimos locais, perturbações aleatórias e
não-linearidades.
A evolução pode ser vista como um processo iterativo de duas etapas ou passos:
variação aleatória e seleção de indivíduos em meio a uma população. Assim, os elementos
que caracterizam um determinado algoritmo como pertencente à computação evolucionária
são:
a) população de indivíduos (soluções candidatas);
b) pressão seletiva do meio (sobrevivência dos mais aptos);
c) variações aleatórias, seja na permuta de características entre indivíduos
(recombinação) ou modificações nas características de um indivíduo isoladamente
(mutação).
Cada indivíduo da população corresponde a uma solução específica para o problema
que se deseja resolver. A pressão seletiva, exercida através de mecanismos específicos a
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partir da associação de medidas de aptidão aos indivíduos da população, estabelece que as
piores soluções geradas são descartadas, enquanto as melhores são preservadas para a
próxima geração. E as variações aleatórias dizem como uma nova população é gerada a
partir da população precedente.
A maneira de implementar estes elementos (população, pressão seletiva e variações
aleatórias) define as diferentes estratégias na computação evolucionária, como pode ser
notado nas seções que se seguem.
Não obstante as atraentes possibilidades (solução de problemas complexos, não-lineares
e variantes) no emprego da computação evolucionária, há um preço a ser pago: o aumento
de complexidade computacional em relação às estratégias mais tradicionais, aumento esse
proporcional ao número de indivíduos estabelecido para compor a população.
Além disso, a computação evolucionária traz ainda hoje, abertos a mais profundos
estudos, desafios que influenciam decisivamente seu desempenho, a saber: a escolha dos
valores de seus parâmetros, de sua estrutura e da estratégia usada em seus operadores
básicos. Essas escolhas estão relacionados à taxa de convergência dos algoritmos
evolucionários e aos problemas de convergência prematura ou indevida.
Apesar de serem baseados naquilo que se conhece sobre os mecanismos da evolução
natural, nenhuma razão há para que as estratégias e os operadores dos sistemas de evolução
simulada fiquem restritos a tais conhecimentos. Ao contrário, reformulações nos
operadores de recombinação, mutação e nas estratégias de seleção vêm demonstrando
desempenho superior, em certos problemas, quando comparadas aos operadores e
estratégias de pura inspiração nos processos de evolução natural.
A seguir, são apresentadas e discutidas as características de duas principais estratégias
em computação evolucionária: os algoritmos genéticos e a programação evolucionária.
4.3 Diferentes a lgoritmos
Esta seção aborda duas diferentes estratégias em computação evolucionária: algoritmo
genético e programação evolucionária. Para cada uma das referidas estratégias são
apresentadas suas principais características, mas especial ênfase é dada à programação
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evolucionária por ser a estratégia empregada, como ferramenta de otimização, nas
simulações do Capítulo 5.
4.3.1 Algoritmo Genético (AG)
O AG é uma abordagem centrada no genótipo (conjunto de genes de um indivíduo) e
tem inspiração, como o próprio nome revela, na dinâmica de evolução e adaptação
genética dos seres vivos.
Cada indivíduo (solução candidata) de uma população é definido, ou caracterizado por
um ou mais cromossomos. Como exemplo, pode-se citar os casos em que os elementos de
uma população podem ser representados nas configurações haplóide (apenas um
cromossomo) e diplóide (dois cromossomos) [31]. A representação de um indivíduo por
mais de um cromossomo procura oferecer diversidade genética adicional para que o AG
possa lidar com problemas de complexidade elevada, no entanto, não há evidência
suficiente da eficácia dessa estratégia, sendo mais comum a representação haplóide.
Os cromossomos são constituídos por uma seqüência de elementos, cada um destes
denominado gene. Normalmente, os genes assumem valores binários, não obstante esta não
ser a única possibilidade [27]. A Fig. 4.1 ilustra um cromossomo cujos genes são binários.
A maior justificativa para que usualmente os valores dos genes sejam binários é que essa
representação maximiza o chamado paralelismo implícito na busca de melhores soluções,
propriedade que advém da chamada teoria dos esquemas ou blocos de construção (maiores
detalhes ver discussão sobre teoria dos esquemas mais adiante). Além da maximização do
paralelismo implícito, o outro fator que contribui para a adoção de genes binários é que a
opção concorrente mais defendida, valor de gene real, resulta no aumento excessivo do
espaço de busca e na conseqüente queda no desempenho do AG [28].
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Fig. 4.1 – Exemplo de um cromossomo de 12 bits ou genes.
A cada indivíduo é associado um valor de aptidão. A determinação da aptidão requer,
em primeiro lugar, que haja uma função aptidão que se relacione com o problema a ser
resolvido, de forma que as melhores soluções possuam valores de aptidão mais altos. Em
segundo lugar, é necessário que os parâmetros da função aptidão sejam codificados na
forma de cromossomos. Uma forma de proceder a essa codificação consiste em definir o
número de bits a ser usado e a faixa de valores representáveis pelo quantizador para cada
parâmetro. O cromossomo é, então, formado pela concatenação dos parâmetros
quantizados e representados em forma binária. Ressalta-se que o número de bits por
parâmetro é responsável pela resolução de representação do parâmetro em questão, ao
passo que o número de bits por parâmetro e o número de parâmetros definem o tamanho do
espaço de busca a ser explorado pelo AG. A Fig. 4.2 apresenta um exemplo, no qual um
indivíduo é representado por um único cromossomo e esse codifica quatro parâmetros,
cada um com 3 bits. Nesse caso, cada parâmetro pode assumir apenas 8 valores distintos. A
Fig. 4.2 ainda mostra uma das maneiras como os parâmetros codificados em um
cromossomo são calculados para posterior avaliação do valor de aptidão que será associado
ao cromossomo em questão.
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Fig. 4.2 – Cálculo de parâmetros de uma função aptidão a partir de um cromossomo de 12 bits,
sendo que 3 bits são reservados para cada parâmetro. Cada parâmetro, portanto, pode assumir 8
valores distintos. Nesse exemplo, os parâmetros foram concatenados de forma seqüencial.
A primeira geração de um AG é iniciada aleatoriamente, com um número de indivíduos
previamente definido, e as gerações sucessivas são produzidas a partir de quatro
operadores básicos:
a) Seleção: operador que define os indivíduos de uma geração que serão selecionados
para compor os pares (indivíduos-pais) que darão origem aos indivíduos-filhos.
Vários esquemas de seleção podem ser usados, tais como: amostragem estocástica
com reposição (método da roleta); amostragem determinística; e amostragem
estocástica dos restos sem reposição [83]. A probabilidade de que um determinado
indivíduo seja selecionado é proporcional a sua aptidão, ou seja, quanto mais apto
for um indivíduo, maior será o número de seus descendentes.
b) Cruzamento: por este operador, que alguns autores chamam de recombinação, dois
indivíduos selecionados permutam características através da troca de partes de seus
respectivos cromossomos. Uma vez selecionados os pares de uma população, cada
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um deles possui probabilidade cP  de que o cruzamento ocorra. A probabilidade de
cruzamento cP  assume comumente valores que variam de 0,6  a 0,95 . Essa faixa de
valores para cP  tem relação com a grande importância atribuída ao cruzamento no
processo de evolução da população. Dentre as estratégias de cruzamento existentes,
destacam-se o cruzamento simples, o cruzamento multi-ponto e o cruzamento
uniforme. No cruzamento simples, os cromossomos são secionados em apenas um
único ponto. No cruzamento multi-ponto, mais de um ponto de seção nos
cromossomos é definido. E, no cruzamento uniforme, cada um dos genes dos filhos
é definido a partir da escolha de um dos genes dos pais com igual probabilidade. Os
pontos de quebra dos cromossomos, no caso do cruzamento simples e multi-ponto,
são definidos aleatoriamente. A Fig. 4.3 mostra um cruzamento do tipo simples
(apenas um ponto para seção dos cromossomos).
c) 
Fig. 4.3 – Cruzamento simples entre dois cromossomos.
d) Mutação: fenômeno que na natureza ocorre quando, supostamente, há falha na
replicação de um cromossomo. Em um AG, após a operação de cruzamento, cada bit
dos cromossomos-filhos tem probabilidade mP  de que seu valor seja invertido
(considerando genes de valor binário). A mP  tipicamente assume valores no
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intervalo de 0,001 a 0,01. A mutação, nos AGs, é considerada um operador de
menor importância do que o cruzamento, o que se reflete na faixa de valores que mP
normalmente assume. Seguindo esse raciocínio, a mutação tem como finalidade
explorar pequenas variações nas soluções produzidas, exploração essa ainda não
contemplada pela recombinação. A mutação também desempenha um papel decisivo
na busca do ótimo global, principalmente, quando a diversidade genética diminui
com a especialização da população no transcorrer das gerações. A Fig. 4.4 ilustra o
funcionamento do operador de mutação na situação em que o teste de mutação para
um determinado gene foi positivo.
Fig. 4.4 – Exemplo de mutação em um cromossomo.
e) Reposição: as estratégias de reposição definem quais os indivíduos, dentre pais e
filhos, que serão preservados para a próxima geração e os que serão descartados. A
reposição pode ser: não-elitista (toda a população de pais é substituída pela de
filhos); elitista (os filhos substituem os pais, sendo que um determinado número dos
melhores indivíduos é preservado, independentemente de pertencerem ao conjunto
de pais ou filhos); ou mista (os piores pais são substituídos pelos melhores
indivíduos da população de filhos).
Maiores detalhes sobre os operadores supracitados podem ser obtidos em [29], [31],
[53] e [83].
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O funcionamento de um AG se dá segundo um ciclo básico, ilustrado na Fig. 4.5. Esse
ciclo é repetido até que seja satisfeito um determinado critério de parada que pode estar
vinculado ao número de gerações, valor de aptidão do melhor indivíduo, dispersão de
aptidão da população, manutenção do valor de aptidão do melhor indivíduo ao longo de
certo número de gerações, etc.
Fig. 4.5 – Ciclo básico de um algoritmo genético.
Os bons resultados dos AGs, bem como sua estabilidade e convergência, encontram-se
parcialmente justificados na chamada teoria dos blocos de construção ou teoria dos
esquemas. Contudo, é essa mesma teoria que mostra porque há casos nos quais o AG,
mesmo quando seus parâmetros ( cP , mP , número de indivíduos, estratégias de seleção,
cruzamento, mutação e reposição) estão bem dimensionados, não possui um desempenho
satisfatório. De maneira resumida, a teoria dos esquemas estabelece que alguns padrões
cromossômicos (os esquemas ou blocos de construção) têm maior probabilidade de
sobreviver do que outros. Essa probabilidade é determinada por fatores referentes ao AG
em si (aptidão e estrutura dos esquemas) e à natureza do problema a ser resolvido pelo AG.
No entanto, nos casos de super-cromosssomo e minimum deceptive problems, por exemplo,
a estrutura dos esquemas parece ter uma importância superior ao valor de aptidão, fazendo
com que cromossomos de menor aptidão, e por isso sub-ótimos, prevaleçam sobre
cromossomos de aptidão mais elevada. Uma estratégia usada para solucionar esse tipo de
problema tem sido a utilização de operadores de inversão e reordenamento de genes nos
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cromossomos [31], com controvertida eficácia [28]. Em decorrência da teoria dos blocos
de construção e seu paralelismo implícito, argumenta-se que o bom desempenho de um
AG está fortemente relacionado à necessidade de preservar esquemas. Essa concepção de
bom desempenho associado à preservação de esquemas é o fator que resulta nos valores
relativamente baixos da probabilidade de mutação mP  (pois mutação excessiva destrói
esquemas) e na opção preferencial pelo cruzamento simples (quanto maior o número de
pontos de seção, maior a probabilidade de destruição de esquemas). No entanto, há estudos
mostrando que, com cruzamento uniforme e multi-ponto, bons resultados são obtidos, em
alguns casos resultados melhores do que aqueles obtidos com cruzamento simples [27]. A
teoria de esquemas, portanto, não é suficiente para orientar o ajuste adequado dos
operadores de um AG.
Os parâmetros do AG influenciam decisivamente no seu desempenho. Entretanto,
precisam ser definidos a priori e isso não se tem como fazer sem enveredar pelo
empirismo. Acresce-se a isso que os parâmetros ideais de um AG, considerando um
determinado momento do processo de evolução da população, modificam-se de geração
para geração. Essa questão vem motivando propostas de AGs a parâmetros adaptáveis: AG
com auto-adaptação, AG multi-camadas, etc. [31], [26].
4.3.2 Programação Evolucionária (PE)
A PE é uma abordagem que enfoca não mais o genótipo de um indivíduo, mas as
relações entre pais e filhos em um cenário de competição estruturado segundo os valores
de aptidão [6], [27]. As bases da PE remontam aos anos 60 [6], [28], sendo usada
inicialmente na predição de seqüências de símbolos através de máquinas de estados finitos.
Mantendo sua estrutura básica, a PE sofre algumas variações ao longo do tempo e passa a
ser utilizada na otimização numérica de funções a parâmetros reais, para a qual mostrou-se
bastante adequada [6], [7], [27], [28].
Assim como nos AGs, a PE caracteriza-se por ter uma população de indivíduos
(conjunto de soluções candidatas) que evolui com o transcorrer das gerações, buscando o
aprimoramento de seus elementos. No contexto da otimização de funções, esse
aprimoramento traduz-se na perseguição ao ótimo global da função em avaliação. Ainda
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no tocante às similaridades entre as duas estratégias citadas, os operadores de mutação e
seleção também encontram-se presentes na PE.
Contudo, há duas principais diferenças entre o AG e a PE:
a) os indivíduos não são codificados em cromossomos;
b) o operador de cruzamento (recombinação) não existe.
Decorre dos dois aspectos supracitados que a geração de um determinado
indivíduo-filho é devida exclusivamente à mutação de um único indivíduo-pai, uma vez
que não há formação de pares para cruzamento.
A ausência de recombinação fez com que a PE ficasse relegada a segundo plano, no
contexto das estratégias evolucionárias, por aproximadamente 30 anos, muito em função
dos argumentos de pesquisadores adeptos do AG, os quais alegavam que a recombinação
desempenha papel principal na evolução simulada e apenas a mutação não era suficiente
para produzir bons resultados. O avanço das pesquisas em computação evolucionária,
entretanto, veio demostrar que o papel da recombinação era superestimado e o da mutação,
por sua vez, subestimado [6]. Na atualidade, alguns autores [54] declaram que todas as
estratégias existentes em computação evolucionária são equivalentes desde que bem
ajustados os seus respectivos parâmetros.
Cada indivíduo i  na PE é caracterizado pelo par ( , )i iσp , onde ip  é o vetor de
parâmetros da função que se quer otimizar e iσ  denota a variável que controla a
intensidade de perturbação do operador de mutação para os parâmetros do indivíduo i .
Tanto os elementos de ip  quanto iσ  assumem valores reais.
O ciclo básico da PE, ilustrado na Fig. 4.6, é semelhante ao ciclo básico do AG. A
população da primeira geração é obtida aleatoriamente e as gerações posteriores são
produzidas segundo os operadores de mutação e seleção.
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Fig. 4.6 – Ciclo básico da PE.
O algoritmo descrito na Tabela 4.1, que segue as indicações contidas em [6], possui um
recurso importante: a auto-adaptação do parâmetro de controle do operador de mutação (o
desvio padrão iσ ). A auto-adaptação de parâmetros em algoritmos evolucionários vem
sendo apontada como decisiva no desempenho dessas estratégias, principalmente em
ambientes não-estacionários. Isso porque os valores ideais para os parâmetros de um
algoritmo evolucionário não são conhecidos a priori para um dado problema, requerendo,
não raro, uma longa etapa de tentativa e erro para sintonizar o referido algoritmo. Além
disso, os valores ideais para os referidos parâmetros, em geral, modificam-se à medida que
as gerações se sucedem ao longo do processo de evolução da população. Na
auto-adaptação, é deixada para o próprio algoritmo a tarefa de encontrar os melhores
valores para seus parâmetros, através da associação de valores de aptidão não apenas aos
indivíduos, mas também aos seus respectivos parâmetros de controle [82].
Também na Tabela 4.1, encontra-se descrito o procedimento de seleção na PE. Se, no
AG, o operador de seleção é usado para definir os pares para cruzamento
(cromossomos-pais), na PE, a seleção é usada para definir quais indivíduos, dentre pais e
filhos, formarão a população da próxima geração. O procedimento de seleção é bastante
simples: cada um dos pais e filhos é confrontado com um número q  de oponentes,
escolhidos aleatoriamente. Cada vez que o indivíduo testado possuir valor de aptidão
superior ao seu oponente, aquele recebe uma vitória. Os pais e filhos são, então,
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classificados de acordo com o número de vitórias. A metade mais vitoriosa sobrevive e a
menos vitoriosa perece.
Um último comentário sobre a PE diz respeito aos aspectos de complexidade
computacional e velocidade na obtenção do resultado final (taxa de convergência do
algoritmo). Como, em outras estratégias evolucionárias, a capacidade de perseguir e
encontrar o ótimo global de uma dada superfície de desempenho da PE advém da
existência de um conjunto de soluções (população) e da maneira como essas soluções são
atualizadas (operadores evolucionários), quanto maior o número de indivíduos de uma
população, maior sua diversidade e maior as chances de se chegar a um resultado final
(convergência do algoritmo) em um menor número de gerações. Entretanto, quanto maior
o número de indivíduos por população, maior a complexidade computacional por geração.
Em [82], é proposta uma maneira de aumentar a taxa de convergência da PE sem que seja
necessário aumentar o número de indivíduos da população e conseqüentemente a
complexidade computacional do sistema. A referida proposta consiste em modificar a
expressão (a) do passo 3 na Tabela 4.1, substituindo-se a variável aleatória, que é do tipo
Gaussiana, que realiza a mutação por uma variável aleatória do tipo Cauchy. Como a
função densidade de probabilidade do tipo Cauchy tem um decaimento lateral menor do
que a do tipo Gaussiana, a superfície de desempenho é mais explorada naquele caso do que
neste para um determinado número de gerações. Portanto, consegue-se com a mutação do
tipo Cauchy, para um dado número de indivíduos por população, o mesmo desempenho
obtido com a mutação baseada na função de Gauss em um número menor de gerações. Em
comparação à taxa de convergência do AG, há estudos que mostram que a PE converge
mais rápido, não obstante o AG ser capaz de obter o mesmo resultado final desde que haja
tempo de processamento disponível [27].
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Tabela 4.1 – Programação evolucionária: algoritmo usado nas simulações do Capítulo 5
1. É gerada a população inicial de µ  indivíduos e atribuído 1=l . Cada indivíduo i  é
representado pelo par ( , )i iσp , no qual ip  é o vetor de parâmetros a serem estimados e
iσ  é o desvio padrão usado nas mutações do tipo Gaussiana. Essa é a população de
pais.
2. A aptidão de cada um dos pais ( , )i iσp  é avaliada, { }1,...,i∀ ∈ µ .
3. Cada pai ( , )i iσp  gera um filho ( ' , ' )i iσp , de acordo com os passos seguintes:
Para 1, ,j P= K ,
a) ' ( ) ( ) (0, )i i ip j p j N= + σ
b) [ ]' exp (0,1)i i Nσ = σ τ
onde P  representa o número total de parâmetros; ( )0,1N  é o número aleatório de
distribuição Gaussiana de média zero e desvio padrão igual a 1; τ  é uma constante.
4. A aptidão de cada filho ( ' , ' )i iσp  é calculada.
5. Para cada indivíduo, considerando-se todos os pais e filhos, q  oponentes são sorteados.
Cada indivíduo é, então, comparado com seus q  oponentes e sempre que a aptidão do
indivíduo for maior ou igual à aptidão do seu oponente, o indivíduo ganha uma vitória.
6. Dentre pais e filhos, µ  indivíduos são selecionados, justamente aqueles que possuem
maior número de vitórias, para formar a próxima geração de pais.
7. Se o critério de parada adotado for satisfeito, o processamento se encerra, senão
1= +l l  e o algoritmo retorna ao passo (3).
4.4 Conclusões
Ao longo deste capítulo, foram abordadas as principais idéias que compreendem a
computação evolucionária, tais como a presença de uma população de indivíduos (conjunto
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de soluções candidatas) que se aprimora ao longo de gerações, visando a otimizar uma
dada função, através de operadores inspirados nas idéias de adaptação e evolução naturais.
As principais vantagens da computação evolucionária estão na grande probabilidade de
encontrar o ótimo global e na possibilidade de se trabalhar com qualquer tipo de função
(contínua, descontínua, discreta, unimodal, multimodal, etc.), e sua principal desvantagem
reside no aumento de complexidade computacional em relação às estratégias mais
tradicionais de otimização de funções.
Duas estratégias evolucionárias foram apresentados: algoritmo genético e programação
evolucionária. As principais características dessas estratégias foram discutidas quanto aos
seus efeitos e eficácia.
A programação evolucionária foi discutida mais amplamente, pois é a estratégia usada
nas simulações do próximo capítulo, como ferramenta para otimização. Destacam-se, nesse
particular, a descrição do algoritmo usado (Tabela 4.1) e algumas de suas características
mais relevantes como a auto-adaptação do parâmetro de controle do operador de mutação,
a não presença de operador de recombinação e a taxa de convergência maior do que a do
AG.
Capítulo 5
RESTAURAÇÃO DE IMAGENS VIA ROMKF E
PROGRAMAÇÃO EVOLUCIONÁRIA
Equation Section 5
5. 
5.1 Introdução
No presente capítulo, é apresentada uma das principais contribuições desta tese: uma
crítica a favor da utilização de estratégias de otimização que sejam pouco sensíveis às
condições iniciais, como por exemplo os algoritmos pertencentes à classe da computação
evolucionária em sistemas de restauração de imagens sempre, que a função de controle da
qualidade da estimação apresentar ótimos locais, apesar do aumento de complexidade
computacional resultante de tal escolha.
Este procedimento considera o atual estado tecnológico e as perspectivas no
desenvolvimento de microprocessadores como os elementos que permitem que estratégias
de restauração cada vez mais elaboradas e complexas sejam, ou tornem-se, dentro em
breve, exeqüíveis em termos de implementação.
As motivações que levaram à investigação que resulta na supracitada contribuição
encontram-se na constatação de que, em geral, há algumas contradições entre a
disponibilidade de um conjunto de ferramentas de otimização bastante amplo e a
preferência pela adoção dos algoritmos mais simples e tradicionais, mesmo quando esses
últimos são sabidamente inadequados para lidar com determinadas situações [4], [5], [51].
Essa contradição normalmente vem acompanhada do argumento de ser necessário buscar
baixa complexidade computacional no processamento de imagens em função do volume de
dados característico desse tipo de aplicação, bem como de procedimentos para tentar
diminuir a referida contradição. Contudo, nesses procedimentos, algumas idéias
elementares da heurística vêm sendo violadas [54], esquecendo-se, também, que modelos
mais detalhados, justamente os que abrem a possibilidade de melhor qualidade no
resultado do processamento, possuem uma contraparte que se expressa no aumento de
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complexidade computacional. Ou seja, na busca do acréscimo de benefício, é natural
aguardar também acréscimos de custo.
As discussões e simulações apresentadas a seguir têm por finalidade demonstrar que a
utilização de estratégias de otimização sensíveis às condições iniciais em restauração de
imagens não faz sentido, do ponto de vista teórico ou experimental, quando a função de
controle do processo de otimização apresenta ótimos locais. A única justificativa seria a de
razão tecnológica, mas, em virtude da atual relação entre custo e capacidade de
processamento dos computadores, essa não se sustenta. Este capítulo encontra-se
organizado como segue.
Na Seção 5.2, é apresentada uma discussão sobre as abordagens tradicionais na
estimação paramétrica em sistemas de restauração de imagens, considerando as
características do problema da restauração e dos algoritmos de otimização disponíveis.
Na Seção 5.3, são mostrados os resultados de dois experimentos: o primeiro compara
restaurações obtidas a partir de um mesmo filtro, mas com duas estratégias de otimização
diferentes; o segundo enfatiza a estabilidade dos resultados obtidos com algoritmos pouco
sensíveis às condições iniciais quando da presença de ótimos locais na função a otimizar.
E, na Seção 5.4, são relacionadas as conclusões relevantes deste capítulo.
5.2 Considerações à abordagem tradicional de estimação em restauração de imagens
A restauração de imagens é considerada como um problema de difícil solução,
caracterizado pelo mau-condicionamento, ou seja, um problema no qual pequenos desvios
nos valores dos parâmetros do sistema acarretam grandes desvios no resultado do
processamento [3]. Acrescente-se a isso o fato de que, na maior parte dos casos práticos, o
sistema de formação/degradação da imagem que se deseja restaurar (Seção 2.2) é
conhecido apenas de forma parcial, exigindo uma etapa, prévia ou concomitante à
restauração propriamente dita, de estimação paramétrica [44]. Mesmo quando o
conhecimento do sistema de formação/degradação é pleno, o processo de restauração em si
é, na realidade, um procedimento de estimação, uma vez que seu objetivo é recuperar uma
imagem original desconhecida a partir da sua versão degradada. Pelas razões apresentadas,
em restauração de imagens, as etapas de estimação precisam ser cuidadosamente
consideradas sob pena de se comprometer seriamente a qualidade do resultado do
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processamento. Normalmente, os procedimentos de estimação resumem-se na otimização
de certas funções, as quais quantificam a qualidade da estimação em questão.
No tocante à otimização de funções, há vários algoritmos desenvolvidos para tal tarefa
[28], [54], [68]. Em cada um desses algoritmos, existe uma estratégia implícita de como
encontrar os pontos ótimos em uma determinada superfície de desempenho, definida pela
função a ser otimizada. Essa estratégia é elaborada, no mais das vezes, a partir de
considerações sobre as características apresentadas pelas funções a otimizar. Como
exemplo, pode-se citar os algoritmos baseados no gradiente das funções. Esses algoritmos
só podem ser usados se:
a) as funções a serem otimizadas forem contínuas;
b) for possível derivar uma expressão para o gradiente da função.
Deve-se enfatizar assim que, em relação à otimização de funções, para cada tipo de
função, deve ser escolhida a classe de algoritmos mais adequada, aquela para a qual se
obtenha melhor relação custo-benefício. Dentre as possibilidades de classificação dos
algoritmos de otimização, adotar-se-á nesta tese que os mesmos podem ser de dois tipos:
a) algoritmos muito sensíveis às condições iniciais: aqueles que, uma vez estabelecidas
suas estimativas iniciais, empreendem uma busca ao ponto ótimo localizado nas
imediações daquelas estimativas (ótimo local). Esses algoritmos, quando encontram
um ponto ótimo, devem ser interrompidos, pois não há possibilidade de que outro
ponto ótimo seja estimado após convergência. Caso seja necessário explorar outras
regiões da superfície de desempenho, definida pela função a ser otimizada, em busca
de soluções mais satisfatórias do que aquelas estimadas até então, o algoritmo deve
ser reinicializado com outras condições iniciais.
b) algoritmos poucos sensíveis às condições iniciais: aqueles cuja capacidade de
explorar a superfície de desempenho não está limitada à região localizada nas
imediações das condições iniciais. Os algoritmos pouco sensíveis, portanto, são
mais adequados do que os muito sensíveis quando as funções a serem otimizadas
apresentam múltiplos ótimos locais.
Como exemplo de algoritmos muito sensíveis, pode-se citar todos aqueles baseados no
gradiente da função a ser otimizada, bem como o clássico Downhill Simplex Method
(DHSM) [68]. E, dentre os pouco sensíveis, destacam-se o Arrefecimento Simulado
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(Simulated Annealing – SA) [68], os Algoritmos Genéticos (AG) [31] e a Programação
Evolucionária (PE) [6], [7], [27], [28], [30].
Uma vez modelado o problema da restauração, em geral, o mesmo se reduz à
otimização de uma função [4], [44], [41]. Portanto, a escolha da ferramenta usada nessa
otimização deveria orientar-se segundo critérios de adequação da referida ferramenta às
características da função a otimizar [54]. Contudo, há alguns conceitos e procedimentos
relacionados à complexidade computacional em processamento de imagens que merecem
ser reavaliados face ao estado científico e tecnológico atual.
A complexidade computacional sempre foi um aspecto de grande relevância em
processamento de sinais, principalmente se os sinais em questão possuem mais de uma
dimensão, como é o caso do sinal de imagem. Em restauração de imagens, como em outras
áreas do processamento de imagem, a preferência tem sido por estratégias que tenham o
menor custo computacional possível. Ocorre, todavia, que a preocupação e os sacrifícios
em prol da menor complexidade parecem ter permanecido os mesmos ao longo de décadas
de avanços tecnológicos. Certas posturas e decisões anteriormente corretas, pois faziam o
equilíbrio entre o que seria bom do ponto de vista teórico e o realizável pelos
processadores da época, mantêm-se na atualidade. Entretanto, modificada a relação
custo×poder de processamento dos computadores atuais, a manutenção de certas
concepções mostra-se anacrônica, dificultando a avaliação de desempenho e a obtenção de
melhor qualidade em sistemas de restauração.
As considerações do restante deste capítulo têm por base a restauração de imagens via
Filtro de Kalman de Modelo de Ordem Reduzida (Reduced Order Model Kalman Filter –
ROMKF) (Seção 3.4.3) em um cenário quase autoditada (o conhecimento do sistema de
formação/degradação não é pleno). Os parâmetros do filtro de restauração são estimados
pela função (3.22), repetida a seguir para maior conveniência.
2
ee | 1
ee
1 ˆln ( )  ,k k k kJ N R R −
= + −∑ v C x (5.1)
onde N  e eeR  representam o número de amostras da imagem degradada e a matriz de
covariância do processo inovação, respectivamente; kv  e kC  são, respectivamente, o sinal
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observado e a matriz de observação; e | ˆ m nx  é a estimativa do vetor de estado em m ,
considerando os sinais observados de índice 0  a n  (detalhes no Capítulo 3).
A função de estimação (5.1) é baseada no critério de máxima verossimilhança [60] e
apresenta ótimos locais. Em [4] e [5], a ferramenta de otimização usada na restauração via
ROMKF, em conjunção com (5.1), é do tipo muito sensível às condições iniciais. Mas, por
que usar esse tipo de algoritmo se (5.1) sabidamente apresenta ótimos locais? A resposta
parece ser complexidade computacional. Os autores em [4] e [5], cientes do conflito entre
as características da função (5.1) e as do algoritmo de otimização, sugerem duas medidas
para contornar o problema da convergência para ótimos locais usando:
i) reduzir o número de parâmetros a ser estimado;
ii) reinicializar o procedimento de restauração com diferentes condições iniciais,
armazenando o resultado final de cada rodada e, ao término de um determinado
número de reinícios, escolher a melhor imagem restaurada.
O item (i) é justificado na medida em que o número de ótimos locais mostra-se
relacionado com o número de parâmetros a estimar. Essa almejada redução pode ser obtida
adotando um modelo para a Função de Espalhamento de Ponto (Point Spread Function –
PSF) [5].
O item (ii), contudo, é preciso ser considerado mais cuidadosamente. O sucesso
esperado em obter o ótimo global, pretendido pela adoção do procedimento de reinicializar
a restauração com diferentes condições iniciais, encontra-se alicerçado na crença de que,
em determinado momento, um eventual sorteio resultará em uma estimativa inicial
próxima o suficiente do ótimo global da função (5.1), de maneira que o procedimento de
otimização seja capaz de encontrar aquele ponto ótimo.
Logo, em relação ao referido sorteio, o qual é decisivo para o procedimento (ii) sob
análise, podem ocorrer duas situações: o sorteio que resulta em uma condição inicial
próxima ao ótimo global não pode ocorrer em hipótese alguma; ou o referido sorteio ocorre
em algum dos reinícios, sendo essa a situação esperada.
O sorteio desejado pode não ocorrer se a faixa de valores usada no sorteio das
estimativas iniciais abranger uma região que não compreenda o ótimo global. A
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dificuldade aqui reside em selecionar adequadamente a supracitada faixa, mas como fazer
isso se os parâmetros são desconhecidos?
Supondo que o sorteio que resultará na convergência ao ótimo global ocorra em algum
reinício (situação esperada), deve-se perguntar: Quando, em qual reinício, é esperado esse
sorteio bem-sucedido? Esse questionamento é justo, pois é preciso interromper as
restaurações em algum momento, mas quando? Será que 10, 100 ou 1000 restaurações são
suficientes para que esse acreditado sorteio bem-sucedido ocorra? Se for considerado o
número de parâmetros a estimar, a faixa de valores que esses parâmetros podem assumir e
a resolução de suas representações, o conjunto de possibilidades pode ser extremamente
grande para um dado número de ótimos locais. Na tentativa de contornar tal dificuldade,
outro critério, centrado na qualidade subjetiva das restaurações, pode ser adotado: “quando
uma restauração satisfatória, ou um conjunto delas, ocorrer, os reinícios são interrompidos
e o melhor resultado é escolhido”. Nesse caso, é pertinente a seguinte pergunta: essa
imagem restaurada de qualidade satisfatória é o melhor que o sistema pode produzir? As
possibilidades decorrentes da incapacidade de se responder corretamente a essa última
questão são duas: o sistema de restauração pode ser sub-utilizado; e o desempenho de bons
sistemas de restauração pode ser mal avaliado, porque não se pôde verificar o quanto de
melhoramento de qualidade os referidos sistemas conseguiram atingir. De qualquer forma,
fica claro que, mesmo quando há possibilidade de que um sorteio bem sucedido das
condições iniciais venha a se realizar, há grandes dificuldades a enfrentar. O fato de ser
possível obter o ótimo global com reinícios não quer dizer que o mesmo será obtido
facilmente.
As simulações da próxima seção apresentam resultados comprobatórios de que o
procedimento descrito no item (ii) anteriormente citado (reinícios com diferentes condições
iniciais a fim de perseguir o ótimo global) é ineficaz para contornar o problema da
convergência aos ótimos locais da função (5.1) quando se usam estratégias muito sensíveis
às condições iniciais.
5.3 Resultados experimentais
São apresentados os resultados para dois experimentos. O primeiro deles compara o
desempenho do filtro ROMKF quando são usados, na etapa de estimação paramétrica,
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algoritmos muito e pouco sensíveis às condições iniciais. Os resultados do segundo
experimento reforçam as conclusões sobre a confiabilidade na avaliação da qualidade da
restauração ROMKF com algoritmos pouco sensíveis às condições iniciais na etapa de
estimação.
5.3.1 Primeiro experimento
O objetivo deste primeiro experimento é verificar a validade do procedimento (ii),
sugerido em [4] e [5] e descrito na Seção 5.2. Para tal, esse experimento encontra-se
definido da seguinte maneira:
a) uma seção da imagem cameraman (Fig. 5.1) é degradada artificialmente por uma
PSF conhecida, de dimensão 1 7× , do tipo movimento horizontal de câmera,
descrita por (5.2). Ao resultado, é adicionado ruído do tipo Gaussiano, com
variância ajustada para que a Razão entre Sinal Degradado e Ruído (Blurred Signal
to Noise Ratio – BSNR) (5.3) [8] da imagem degrada seja igual a 40 dB (Fig. 5.2).
Fig. 5.1 – Seção da imagem cameraman, tomada neste experimento como imagem original.
Fig. 5.2 – Imagem degradada sinteticamente com PSF do tipo movimento horizontal de câmera de
dimensão 1 7×  e adição de ruído do tipo Gaussiano (BSNR=40 dB).
[ ]1( ) 1 1 1 1 1 1 1  ,c m −= γ (5.2)
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onde ( )c m  representa a PSF e γ  é uma constante de normalização usada para que
a condição de conservação de energia entre imagem original e imagem degradada,
( )
( ) 1
m
c m =∑ , seja satisfeita [3].
[ ]2
( , )
10 2
1 '( , )
10 log  ,m n
v m n v
MN
BSNR
η
 −  = ⋅  σ   
∑
(5.3)
onde '( , ) ( , ) ( , )v m n v m n m n= −η  e [ '( , )]v E v m n= . M  e N  são as dimensões da
imagem '( , )v m n  e 2ησ  é a variância do ruído de observação ( , )m nη .
A BSNR indica o quanto de ruído há na imagem degradada, de maneira que, quanto
maior o valor de BSNR, menor a energia do ruído de degradação (maiores detalhes
na Seção 6.2.1). A BSNR de 40 dB é um valor típico, usado em experimentos de
restauração, e traduz baixa energia de ruído presente na imagem degradada.
b) É assumido que o modelo da PSF ( )c m  (5.4) é conhecido, mas o seu parâmetro ρ ,
não. Além disso, é necessário que os parâmetros do sistema de síntese da imagem
(detalhes na Seção 2.2) também sejam estimados. Considera-se, nesse conjunto de
simulações, que os parâmetros relevantes do sistema de síntese da imagem são
(1,1)a , (1,0)a , (1, 1)a −  e (0,1)a , conforme a expressão (5.5). O suporte do vetor de
estado reduzido é do tipo NSHP de dimensão 1 6 2× × , ilustrado na Fig. 5.3. O
processamento da imagem é feito da direita para a esquerda, de cima para baixo, as
bordas da imagem original são usadas como condição de contorno para as transições
entre linhas, e o elemento mais à direita do suporte do vetor de estado reduzido (em
cinza na Fig. 5.3) é aproximado pelo método da melhor estimativa (detalhes na
Seção 3.4.3). No caso em questão, a melhor estimativa é obtida do vetor de estado
reduzido anterior. Os valores das covariâncias dos ruídos forma estimados usando
os procedimentos descritos em [3], [4] e [5].
1 3 2 1 0 1 2 3( )  ,c m −  = γ ρ ρ ρ ρ ρ ρ ρ  (5.4)
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( , ) (1,1) ( 1, 1) (1,0) ( 1, )
            (1, 1) ( 1, 1) (0,1) ( , 1) ( , ) .
x m n a x m n a x m n
a x m n a x m n m n
= − − + − +
+ − − + + − + ξ (5.5)
Fig. 5.3 – Suporte do tipo NSHP de dimensão 1 6 2× × , usado nas simulações do primeiro
experimento.
c) São feitas 12 restaurações, usando, na etapa de estimação paramétrica, o DHSM
[68]. Em cada uma das 12 restaurações, as condições iniciais são estabelecidas de
maneira aleatória. As imagens e os dados numéricos resultantes são apresentados na
Fig. 5.4 e Tabela 5.1, respectivamente. Na Tabela 5.1, os valores de J , expressão
(5.1), são apresentados normalizados segundo (5.6), onde N  representa o número
de amostras processadas. A referida tabela mostra, também, a média e a variância
dos parâmetros, bem como de NJ .
N
JJ
N
= (5.6)
     
     
Fig. 5.4 – Imagens restauradas via ROMKF, usando DHSM, na etapa de estimação paramétrica,
para condições iniciais aleatórias. A imagem da extrema esquerda na primeira linha é referente à
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restauração de número 1. A imagem referente à restauração de número 2 é a imagem
imediatamente à direita da número 1 e, assim, sucessivamente até a imagem da extrema direita na
segunda linha que é referente à restauração de número 12.
Tabela 5.1 – Dados numéricos das restaurações via ROMKF, usando DHSM, na etapa de
estimação paramétrica, para condições iniciais aleatórias
d) São realizadas mais 12 restaurações, usando, na etapa de estimação paramétrica, a
PE. É usado o algoritmo descrito na Tabela 4.1, com número de indivíduos por
população igual a 20 ( 20µ = ), número de oponentes igual a 10 ( 10q = ), número
máximo de gerações por restauração é igual a 500 e ( ) 12P −τ = , onde P  é o
número de parâmetros a estimar ( 5P = ). A população inicial de cada uma das 12
restaurações é estabelecida de maneira aleatória. As imagens e os dados numéricos
resultantes são apresentados na Fig. 5.5 e Tabela 5.2, respectivamente. A referida
tabela mostra, também, a média e a variância dos parâmetros, bem como de NJ .
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Fig. 5.5 – Imagens restauradas via ROMKF, usando PE, na etapa de estimação paramétrica, para
condições iniciais aleatórias. A imagem da extrema esquerda na primeira linha é referente à
restauração de número 1. A imagem referente à restauração de número 2 é a imediatamente à
direita da número 1 e, assim, sucessivamente até a imagem da extrema direita na segunda linha que
é referente à restauração de número 12.
Tabela 5.2 – Dados numéricos das restaurações via ROMKF, usando PE, na etapa de estimação
paramétrica, para condições iniciais aleatórias
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Comentários:
Os dados numéricos (Tabelas 5.1 e 5.2) revelam que, quando se emprega a PE, na etapa
de estimação paramétrica do sistema de restauração considerado, há como resultado
estimativas de menor variância do que aquelas resultantes do DHSM.
As altas variâncias das estimativas no caso DHSM em relação ao caso PE devem-se à
convergência daquele algoritmo aos ótimos locais do critério NJ  e se traduzem nas
diferenças marcantes apresentadas pelas imagens restauradas ilustradas na Fig. 5.4. Em
contrapartida, as restaurações do caso PE (Fig. 5.5) apresentam diferenças tênues entre si,
principalmente com relação à qualidade subjetiva.
Ressalta-se, também, que a melhor restauração usando DHSM, para os casos
apresentados, tanto do ponto de vista numérico quanto subjetivo, é pior do que qualquer
uma das restaurações obtidas usando PE.
Um fato a ser enfatizado é que o sistema de restauração (o modelo considerado, o
número de parâmetros a estimar, a estratégia de estimação do elemento mais à direita do
suporte do vetor de estado reduzido, a estratégia de transição entre linhas, etc.) é o mesmo
para os dois casos considerados. As diferenças nos dois conjuntos de resultados devem-se,
portanto, exclusivamente aos algoritmos usados na etapa de estimação paramétrica.
Se o sistema de restauração utilizado estivesse sob avaliação ou fosse usado em um caso
prático de restauração, o conjunto de imagens obtido com DHSM não seria ilustrativo do
quanto de melhoramento o referido sistema é capaz de produzir na imagem degradada. É
fato que o uso da PE aumenta o custo computacional (em proporção direta ao número de
indivíduos por população µ ) em relação ao uso do DHSM. Entretanto, uma única
realização do procedimento de restauração com PE é suficiente para produzir um resultado
representativo daquilo que o sistema pode oferecer em termos de melhoria de qualidade.
Em outras palavras, com PE, os reinícios podem ser descartados e, além disso, uma única
realização gera uma restauração de qualidade equivalente à qualidade da melhor
restauração que se pode obter com o sistema sob análise. Assim, de posse de uma
restauração obtida com PE, pode-se avaliar adequadamente o sistema e proceder aos
eventuais ajustes necessários no sentido de melhorar seu desempenho. Uma das principais
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desvantagens de se usar DHSM, nesse caso, é que se pode ter um excelente sistema de
restauração, bem modelado, mas cujo resultado do processamento tem sua qualidade
dependente de um sorteio.
5.3.2 Segundo experimento
O objetivo deste experimento é verificar, através da observação da média e da variância
de NJ  das populações ao longo das gerações, que a qualidade dos resultados obtidos via
ROMKF-PE é estável, ratificando a afirmação da seção anterior de que, neste caso, os
reinícios podem ser descartados.
a) A imagem cameraman (Fig. 5.6) é dividida em duas regiões de dimensões iguais:
direita e esquerda. A região da esquerda é degradada artificialmente por uma PSF
conhecida, de dimensão 1 7× , do tipo movimento horizontal de câmera, descrita em
(5.2), enquanto a região da direita permanece inalterada. É adicionado ruído do tipo
Gaussiano à imagem resultante. A variância do referido ruído é ajustada para que a
BSNR, expressão (5.3), da imagem degrada seja igual a 40 dB (Fig. 5.7).
Fig. 5.6 – Imagem cameraman, tomada neste experimento como imagem original.
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Fig. 5.7 – Imagem com lado esquerdo degradado sinteticamente com PSF do tipo movimento
horizontal de câmera de dimensão 1 7×  e lado direito inalterado. É adicionado ruído do tipo
Gaussiano para BSNR=40 dB.
b) São válidas as mesmas considerações do item (b) do primeiro experimento (ver
Seção 5.3.1 (b)), repetidas aqui por conveniência. É assumido que o modelo da PSF
( )c m  (5.4) seja conhecido, mas o seu parâmetro ρ , não. Além disso, é necessário
que os parâmetros do sistema de síntese da imagem (detalhes na Seção 2.2) também
sejam estimados. Considera-se, neste conjunto de simulações, que os parâmetros
relevantes do filtro de síntese da imagem sejam (1,1)a , (1,0)a , (1, 1)a −  e (0,1)a ,
conforme a expressão (5.5). O suporte do vetor de estado reduzido é do tipo NSHP
de dimensão 1 6 2× × , ilustrado na Fig. 5.3. O processamento da imagem é feito da
direita para a esquerda, de cima para baixo, as bordas da imagem original são usadas
como condição de contorno para as transições entre linhas, e o elemento mais à
esquerda do suporte do vetor de estado reduzido é aproximado pelo método da
melhor estimativa (detalhes na Seção 3.4.3).
c) A imagem degradada é dividida em quatro regiões de dimensões iguais: Região I,
acima e à esquerda; Região II, acima e à direita; Região III, embaixo e à esquerda; e
Região IV, embaixo e à direita. A divisão da imagem degradada é necessária para
que o sistema identifique e processe corretamente as seções degradadas e
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não-degradadas. A divisão em quatro regiões é preferida em relação à divisão em
duas regiões (esquerda e direita), porque resulta em restauração de melhor qualidade
[84], [85], uma vez que, em regiões menores, o sistema de restauração consegue
adaptar-se melhor às características locais da imagem. A divisão da imagem em
regiões não pode ser, contudo, excessiva, sob pena de que regiões de dimensão
muito reduzida não ofereçam riqueza estatística para estimativas de boa qualidade
[4], [5], [60]. As quatro regiões são restauradas separadamente, sendo que a ordem
de restauração é Região I, Região II, Região III e Região IV. São feitas 10
restaurações, usando, na etapa de estimação paramétrica, a PE, permanecendo as
mesmas condições do primeiro experimento, repetidas a seguir: é usado o algoritmo
descrito na Tabela 4.1, com número de indivíduos por população igual a 20
( 20µ = ), número de oponentes igual a 10 ( 10q = ), número máximo de gerações
por restauração é igual a 500 e ( ) 12P −τ = , onde P  é o número de parâmetros a
estimar ( 5P = ). Ao início da restauração de cada região, uma nova população
inicial é gerada de maneira aleatória. As Figs. 5.8, 5.9 e 5.10 mostram uma
restauração típica; as curvas da média de NJ  e valor de NJ  do melhor indivíduo por
população; a variância de NJ  para cada geração, respectivamente.
Fig. 5.8 – Imagem restaurada típica, usando ROMKF-PE, dividindo a imagem degradada em 4
regiões para fins de processamento.
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Fig. 5.9 (a) – Evolução da média de NJ  da população por geração e valor de NJ  do melhor
indivíduo por geração. De cima para baixo, da esquerda para a direita, curvas correspondentes às
restaurações de número 1 a 6, respectivamente.
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Fig. 5.9 (b) – Evolução da média de NJ  da população por geração e valor de NJ  do melhor
indivíduo por geração. De cima para baixo, da esquerda para a direita, curvas correspondentes às
restaurações de número 7 a 10, respectivamente.
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Fig. 5.10 (a) – Evolução da variância de NJ  da população ao longo das gerações. De cima para
baixo, da esquerda para a direita, curvas correspondentes às restaurações de número 1 a 6,
respectivamente.
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Fig. 5.10 (b) – Evolução da variância de NJ  da população ao longo das gerações. De cima para
baixo, da esquerda para a direita, curvas correspondentes às restaurações de número 7 a 10,
respectivamente.
Comentários:
As curvas nas Figs. 5.9 e 5.10 retratam o comportamento da PE. As descontinuidades
periódicas, presentes em todas as curvas, são devidas à mudança de uma região para outra
da imagem a ser restaurada, quando há novo sorteio da população inicial.
Sobre a Fig. 5.9, deve-se notar o comportamento de especialização da população através
da tendência da média de NJ  em aproximar-se do valor de NJ  do melhor indivíduo. Em
outras palavras, a população evolui e tende para o melhor indivíduo. Outro aspecto
relevante: os melhores indivíduos de cada região, em todas as 10 realizações, possuem
valores de NJ  muito próximos entre si, ratificando a confiabilidade, já comentada no
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primeiro experimento, de que uma única restauração usando ROMKF-PE, na configuração
definida, é representativa do melhor elemento do conjunto de possíveis resultados.
As curvas apresentadas na Fig. 5.10 também mostram a especialização da população ao
longo das gerações. Essa especialização (população tendendo para o melhor indivíduo) é
verificada pela diminuição da variância de NJ  da população ao longo das gerações em uma
mesma região da imagem degradada. A curva da variância de NJ  não é tão suave quanto a
da média de NJ  devido às aleatoriedades dos operadores de mutação e seleção da PE,
servindo, assim, para que, a despeito da especialização supracitada, a população mantenha
um mínimo de diversidade que permita uma eventual transição na superfície de
desempenho de NJ  em busca do ótimo global.
5.4 Conclusões
Neste capítulo, foi apresentada uma discussão sobre o procedimento tradicional de
utilizar estratégias de estimação muito sensíveis às condições iniciais em sistemas de
restauração de imagens. A escolha desse tipo de estratégia de estimação é atribuída à
necessidade de procurar diminuir ao máximo a complexidade computacional,
principalmente em se tratando do processamento de sinais em duas dimensões, os quais
apresentam grande volume de dados a serem tratados. Alguns autores sugerem, dentre
outras medidas, que eventuais problemas com ótimos locais podem ser contornados,
usando uma estratégia de reinícios, nos quais as condições iniciais são modificadas de
maneira aleatória. Dentre as imagens obtidas, a melhor é tomada como restauração final.
As simulações apresentadas comparam restaurações obtidas via ROMKF-DHSM (muito
sensível às condições iniciais) a ROMKF-PE (pouco sensível às condições iniciais). Essas
simulações mostram que a estratégia de reinícios é inadequada para lidar com o problema
de convergência aos ótimos locais, salvo em situações específicas, nas quais o número de
ótimos locais é bastante reduzido. No caso geral, com o procedimento que usa algoritmos
muito sensíveis às condições iniciais e reinícios, não se consegue saber quantos reinícios
são necessários para se obter uma restauração satisfatória e nem se alguma das
restaurações obtidas até então são representativas do melhor que o sistema pode oferecer
em termos de melhoramento da qualidade. A utilização de algoritmos pouco sensíveis às
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condições iniciais na etapa de estimação paramétrica confere ao sistema a confiabilidade
de que uma única realização resulta em uma imagem restaurada representativa do melhor
que o sistema de restauração pode oferecer. Dessa forma, o sistema de restauração pode ser
melhor avaliado e ajustado. A desvantagem, nesse caso, está no aumento da complexidade
computacional em relação à situação em que algoritmos muito sensíveis são usados.
Entretanto, esse acréscimo de complexidade é compensado pela não-necessidade de
reinícios no procedimento de otimização. Além disso, o resultado obtido através de
estratégias pouco sensíveis às condições iniciais não é dúbio no que diz respeito a sua
qualidade, que é representativa do melhor que se pode obter (ótimo global).
Capítulo 6
MEDIDAS DA QUALIDADE DE UMA IMAGEM
Equation Section 6
6. 
6.1 Introdução
Encontrar uma medida objetiva que represente a percepção humana da qualidade de
uma imagem não é uma tarefa simples. Entram em cena as preferências pessoais, os
aspectos culturais e orgânicos do observador, e as condições ambientais de visualização
(iluminação, distância entre imagem e observador, tamanho e resolução do equipamento de
visualização, etc.). Contudo, a busca de medidas coerentes com a percepção visual humana
tem orientado os esforços de muitos pesquisadores, uma vez que os sistemas e algoritmos
para tratamento de imagens para consumo humano necessitam ter seus desempenhos
avaliados objetivamente. Áreas, como compressão/codificação, reforçamento, aquisição e,
em particular, restauração de imagens, usam medidas de qualidade adaptadas às suas
necessidades específicas.
Este capítulo apresenta as medidas de qualidade mais usadas na área de restauração de
imagens, abrangendo as mais convencionais (baseadas em algum tipo de avaliação de
energia dos sinais de interesse), bem como as mais recentes (que são desenvolvidas a partir
de modelos do sistema visual humano).
Dentre as abordagens mais recentes, especial ênfase é dada à medida de qualidade de
ruído (noise quality measure – NQM) e à medida de distorção (distortion measure – DM),
métricas propostas em [23] em conjunto com uma nova metodologia de avaliação da
qualidade de sistemas de restauração, na qual os efeitos de degradação referentes à
distorção em freqüência e injeção de ruído são considerados isoladamente. A fim de
verificar se a NQM e a DM são de fato coerentes com a percepção visual humana, são
realizados experimentos de avaliação subjetiva da qualidade de imagens.
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Em função dos resultados obtidos para a DM, uma nova medida para avaliação de
qualidade de imagens degradadas exclusivamente por distorção em freqüência é proposta e
validada experimentalmente: a medida de qualidade de distorção (MQD).
Em seguida, é proposta uma nova métrica para avaliar a qualidade de uma imagem
degradada pelos efeitos combinados de distorção em freqüência e injeção de ruído. A
referida métrica, denominada medida de qualidade composta (MQC), é baseada na NQM e
MQD, sendo seu modelo derivado a partir de avaliações subjetivas.
6.2 Medidas convencionais para avaliação da qualidade de uma imagem
As medidas convencionais para avaliação da qualidade de uma imagem são aquelas
herdadas das áreas mais tradicionais do processamento de sinais e baseiam-se em alguma
avaliação de energia dos sinais de interesse. A principal virtude desse tipo de medida está
na baixa complexidade computacional envolvida em seu cálculo, prestando-se muito bem,
portanto, às aplicações que exigem processamento veloz e, além disso, suas expressões são
de fácil manipulação algébrica. A grande desvantagem dessa categoria de medidas reside
na não representação adequada das características do sistema visual humano, bem como
em não considerar as condições ambientais nas quais ocorre a visualização de uma imagem
[23], [77].
As medidas convencionais mais usadas são apresentadas a seguir.
6.2.1 Razão entre Sinal e Ruído (Signal to Noise Ratio – SNR) [23], [67]
Bastante comum e conhecida também em outras aplicações, a SNR é calculada como
sendo a razão entre a potência do sinal de interesse (sinal limpo, sem ruído) e a potência do
ruído. A expressão da SNR, em dB, é apresentada em (6.1).
2
( , )
10 2
( , )
( , )
10 log  ,
[ ( , ) ( , )]
m n
m n
s m n
SNR
s m n s m nη
  =  −  
∑
∑ (6.1)
onde ( , )s m n  e ( , )s m nη  representam a imagem sem ruído e contaminada, respectivamente.
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6.2.2 Razão entre Pico do Sinal e Ruído (Peak Signal to Noise Ratio – PSNR) [23]
A PSNR é semelhante à SNR, mas, ao invés de usar a potência do sinal de interesse, usa
o valor da máxima excursão do referido sinal. A PSNR, em dB, é dada por:
2
10 2
( , )
10 log  ,
[ ( , ) ( , )]
m n
P MNPSNR
s m n s m nη
  =  −  ∑
(6.2)
onde P , M  e N  denotam o valor da máxima excursão (pico-a-pico), a dimensão vertical
e dimensão horizontal do sinal ( , )s m n , respectivamente.
6.2.3 Razão entre Sinal Degradado e Ruído (Blurred Signal to Noise Ratio – BSNR) [8]
A BSNR quantifica a energia do ruído de degradação presente na imagem degradada. É
definida, em dB, pela expressão (6.3).
[ ]2
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1 ( , )
10 log  ,m n
v m n v
MN
BSNR
η
 ′ −  =  σ   
∑
(6.3)
onde ( , ) ( , ) ( , )v m n v m n m n′ = −η , sendo ( , )v m n  e ( , )m nη , a imagem degradada e o ruído
aditivo presente em ( , )v m n , respectivamente; [ ( , )]v E v m n′= , sendo [ ]E ⋅  é o operador de
expectância; M  e N  são as dimensões vertical e horizontal da imagem ( , )v m n′ ,
respectivamente; 2ησ  é a variância do ruído de observação ( , )m nη .
A BSNR pressupõe a disponibilidade de uma versão da imagem degradada isenta da
contaminação por ruído ou da sua variância, bem como da variância do ruído.
Quanto menor o valor da BSNR, maior a energia do ruído na imagem. Uma vez que o
melhoramento da qualidade de uma imagem é dependente da energia do ruído na imagem
degradada, a BSNR, em termos práticos, fornece um parâmetro sobre o que esperar do
desempenho de um determinado sistema de restauração, bem como uma medida a partir da
qual esse sistema possa ser avaliado.
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6.2.4 Melhoramento na Razão entre Sinal e Ruído (Improvement in Signal to Noise
Ratio – ISNR) [8]
O ISNR tem por objetivo medir o quanto de melhoramento foi obtido no processo de
restauração, usando para isso as imagens original, degradada e restaurada, como definido a
seguir (em dB):
2
( , )
10 2
( , )
[ ( , ) ( , )]
10log  ,
ˆ[ ( , ) ( , )]
m n
m n
x m n v m n
ISNR
x m n x m n
 − =  −  
∑
∑ (6.4)
onde ( , )x m n  e ˆ( , )x m n  representam a imagem original e a imagem restaurada (estimativa
da imagem original), respectivamente.
Se for aplicado o operador de limite em (6.4), de maneira que a imagem restaurada
tenda à imagem original ( ˆ( , ) ( , )x m n x m n→ ), o ISNR tende ao infinito (6.5).
ˆ( , ) ( , )
lim  .
x m n x m n
ISNR→ = ∞ (6.5)
Assim, quanto mais próxima a restauração estiver da imagem original, maior o valor de
ISNR. Da mesma forma, se o ISNR for negativo, significa que a restauração está mais
distante da imagem original em relação à imagem degradada e ISNR nulo indica que o
filtro de restauração é equivalente ao filtro unitário, pois ˆ( , ) ( , )x m n v m n= .
O ISNR pressupõe que a imagem original esteja disponível.
6.2.5 Discussão
Todas as medidas apresentadas nesta seção são baseadas em avaliações de energia e não
incorporam as características do sistema visual humano, nem as condições do ambiente de
visualização (tais como: iluminação, dimensão e resolução dos dispositivos de
visualização, distância do observador, etc.). Portanto, é de se esperar que, sob certas
circunstâncias, aliás freqüentes, essas métricas não representem adequadamente a
percepção visual humana da qualidade de imagens.
A BSNR e o ISNR são usados para medir, respectivamente, ruído presente em imagens
degradadas e desempenho de sistema de restauração, verificando, nesse último caso, o
quanto a imagem restaurada está mais próxima da imagem original em relação à imagem
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degradada. A SNR e a PSNR, diferentemente da BSNR e do ISNR, são medidas genéricas,
podendo ser usadas tanto na avaliação de desempenho do sistema de restauração quanto na
avaliação do nível de ruído presente na imagem degradada.
Todas as medidas para avaliação apresentadas pressupõem, contudo, a disponibilidade
de sinais normalmente indisponíveis, tais como: imagem original, versão da imagem
degradada sem ruído, etc. Resulta daí que essas métricas só podem ser usadas em
condições ideais, em degradações sintéticas, para fins de avaliação de desempenho e
descoberta de limitações nas estratégias de restauração.
6.3 Medidas da qualidade de uma imagem coerentes com a percepção humana
Há muito, sabe-se que as medidas baseadas somente na energia dos sinais de interesse
não são adequadas para representar as não-linearidades e sensibilidades do sistema visual
humano [67], [70], [77]. No entanto, a capacidade computacional dos processadores mais
antigos e o elevado volume de dados inerente ao processamento de imagens estabeleciam
grandes dificuldades à substituição das medidas de qualidade tradicionais por outras mais
de acordo com a percepção humana.
A adoção destas novas métricas depende, contudo, de um outro fator: a pesquisa sobre a
percepção humana, especificamente, sobre a percepção visual. Nesse particular, a
elaboração de experimentos que quantifiquem as sutilezas do funcionamento do sistema
neuro-óptico humano tem sido fundamental para a criação de modelos que possam ser
eficazmente implementados e resultar em métricas viáveis [9], [10], [11], [15], [32], [40],
[62], [63], [64], [71], [77], [78].
Os avanços, portanto, na pesquisa da percepção humana e na microeletrônica tornam
cada vez mais comum o desenvolvimento de sistemas de processamento de imagens e, em
particular, de restauração de imagens cada vez mais ajustados às características do sistema
visual humano.
A seguir, são apresentadas algumas funções e métricas que modelam certos aspectos da
percepção visual humana.
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6.3.1 Função de Sensibilidade ao Contraste (Contrast Sensitivity Function – CSF) e
Função de Limiar de Contraste (Contrast Threshold Function – CTF) [23]
Experimentos atestam que o sistema visual humano possui limiares de percepção
dependentes da freqüência espacial normalizada pelo ângulo de visualização [23]. A
chamada CTF é uma função que modela esses limiares de percepção. Sua função inversa,
denominada CSF, retrata, portanto, a sensibilidade do sistema visual às diferentes
freqüências espaciais angulares. Na literatura especializada, diversos modelos para a CSF e
a CTF podem ser encontrados, provenientes de diferentes experimentos de avaliação da
percepção visual [9], [10], [11]. Nas Figs. 6.1 e 6.2, são ilustradas, respectivamente, as
curvas da CSF e CTF definidas a partir da expressão (6.6)1.
1,1( ) 2,6(0,0192 0,114 )exp (0,114 )  ,CSF f f f = + −  (6.6)
onde f  é a freqüência espacial angular dada em ciclos/grau.
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Fig. 6.1 – Curva da Função de Sensibilidade ao Contraste (Contrast Sensitivity Function –
CSF).
                                                          
1 A expressão da CSF, tal qual apresentada em (6.6), tem amplitude máxima igual a 1 e mostra a
sensibilidade ao contraste relativa, não a real. A curva da CTF real, apresentada na Fig. 6.2, tem expressão
igual a [ ] 1( ) 200 ( )CTF f CSF f −= ⋅
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Fig. 6.2 – Curva da Função de Limiar de Contraste (Contrast Threshold Function – CTF) real.
A partir da CTF e da CSF, não apenas as características da percepção visual humana em
si são modeladas, mas também outros elementos relativos ao ambiente de visualização
podem ser considerados, como, por exemplo, distância entre imagem e observador,
tamanho da imagem, resolução de monitores e impressoras, condições de iluminação, etc.
Dessa forma, métricas de qualidade baseadas na CTF ou CSF tendem a refletir com maior
fidelidade a qualidade visual percebida [9], [10], [11].
6.3.2 Razão entre Sinal e Ruído Ponderada (Weighted Signal to Noise Ratio –
WSNR) [23]
A WSNR consiste na SNR, cujos sinais são ponderados no domínio da freqüência pela
CSF, tal como definido a seguir (em dB):
1 2
1 2
2
1 2 1 2
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1 2 1 2 1 2
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( , ) ( , )
10 log  ,
( , ) [ ( , ) ( , )]
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 ω ω ⋅ ω ω  =  ω ω ⋅ ω ω − ω ω   
∑
∑ (6.7)
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onde 1ω  e 2ω  são as freqüências espaciais; 1 2( , )S ω ω  e 1 2( , )Sη ω ω  são as transformadas de
Fourier de ( , )s m n  e ( , )s m nη  (ver Seção 6.2.1), respectivamente.
A WSNR enfatiza as freqüências de maior importância segundo a CSF, mostrando-se,
assim, mais adaptada do que a SNR para representar a percepção humana de qualidade.
Através da CSF, a WSNR pode incorporar certas características do observador e do
ambiente de observação, como já citado anteriormente (Seção 6.3.1). Um aspecto não
atendido pela WSNR diz respeito ao mascaramento de contraste, uma vez que o referido
mascaramento não é representado adequadamente pela CSF.
O mascaramento de contraste é o fenômeno responsável pelo fato de, por exemplo, um
mesmo sinal de ruído não ser percebido de maneira idêntica, quando a textura da imagem
de fundo é modificada, considerando um mesmo observador.
A busca de maior fidelidade à percepção visual humana vem motivando a pesquisa no
desenvolvimento de métricas que levem em conta as informações sobre o contraste de uma
imagem.
6.3.3 Medidas de contraste
Contraste é um atributo essencial para percepção de qualidade de imagens. Entretanto,
as métricas de contraste, quando comparadas entre si, geram resultados discordantes e
quando comparadas com a percepção humana, em sua maioria, são incapazes de
representá-la adequadamente [63].
As raízes destes problemas residem nas definições das medidas de contraste. Algumas
dessas foram definidas a partir de padrões simples como, por exemplo, sinais periódicos ou
pontos luminosos em fundos uniformes. Além disso, essas medidas associam um valor de
contraste para toda a imagem. Como exemplos, pode-se citar a métrica de Michelson [23],
[62] e Weber-Fechner [23], [62], expressas em (6.8) e (6.9), respectivamente.
max min
M
max min
,L LC
L L
−= + (6.8)
onde MC , maxL  e minL  representam o contraste de Michelson, a luminância máxima e a
luminância mínima, respectivamente.
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W ,
LC
L
∆= (6.9)
onde WC , L∆  e L  indicam, respectivamente, o contraste de Weber-Fechner, a variação de
luminância na imagem e a luminância do fundo uniforme.
A idéia básica das métricas mais simples (luminâncias que sobressaem em fundo
uniforme) é aproveitada na elaboração de medidas mais consistentes para representar
contraste em imagens complexas, como as métricas de Hess and Pointer e a de Peli (assim
como as derivadas desta última), abordadas a seguir.
Hess e Pointer [23] definem contraste como sendo:
1 2
HP 1 2
2 ( , )( , )  ,
(0,0)
SC
S
⋅ ω ωω ω = (6.10)
onde HP 1 2( , )C ω ω  é a medida de contraste definida no espaço de freqüências; 1 2( , )S ω ω  é a
transformada de Fourier do sinal que se deseja analisar e (0,0)S , sua componente DC.
O contraste de Hess and Pointer, contudo, não permite avaliar as variações de contraste
entre diferentes posições espaciais de uma imagem sob análise.
Em [62], Peli sugere uma métrica que avalia localmente o contraste usando banco de
filtros. Os filtros usados por Peli, chamados de filtros do tipo passa-banda log-cosseno, são
definidos segundo (6.11).
{ }21( ) 1 cos[ log ( ) ]  ,2iG f f i= + −π π (6.11)
onde f  é a freqüência radial do filtro (dada em ciclos/imagem) e i  é o índice de sintonia
do filtro (sintonizado para freqüências centradas em 2i  ciclos/imagem).
Para calcular o contraste, a imagem a ser analisada é decomposta pelos filtros ( )iG f ,
anteriormente descritos, sintonizados para diferentes valores de i , segundo (6.12):
1 2 1 2 1 2( , ) ( , ) ( , ) ,i iS S Gω ω = ω ω ⋅ ω ω (6.12)
onde 1 2( , )S ω ω  e 1 2( , )iS ω ω  são, respectivamente, a transformada de Fourier da imagem
que se deseja calcular o contraste e a transformada de Fourier da imagem resultante da
filtragem.
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Em seguida, a imagem de saída de cada um dos filtros ( )iG f  é dividida pelo somatório
das imagens de saída dos filtros ( )jG f , onde j i< . Ou seja:
P ( , )( , )  ,
( , )
i
i
i
s m nc m n
l m n
= (6.13)
onde P ( , )ic m n  é o contraste na banda centrada em 2
i ; ( , )is m n  é a transformada inversa de
1 2( , )iS ω ω ; ( , )il m n  é dado por:
1
0
1
( , ) ( , ) ( , ) ,
i
i k
k
l m n l m n s m n
−
=
= +∑ (6.14)
onde 0l  é a imagem resíduo de baixa freqüência, resultante do procedimento de análise da
imagem ( , )s n m  pelo banco de filtros 1 2( , )iG ω ω .
Os filtros 1 2( , )iG ω ω  têm peculiaridades pelas quais foram escolhidos, a saber: largura
de banda de uma oitava, simetria logarítmica no eixo das freqüências e somatório de suas
respostas igual à unidade (Fig. 6.3).
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Fig. 6.3 – Resposta em freqüência de filtros do tipo ( )iG f  para diferentes valores de i . Da
esquerda para a direita, de cima para baixo: 0i = , 1i = , 2i = , 3i = , 4i = , 5i =  e 6i = . Na
última curva (embaixo, à direita), é mostrado o somatório das curvas anteriores.
Pelo exposto, pode-se observar que a medida de contraste de Peli reúne informação
proveniente tanto do domínio da freqüência quanto da seqüência. Além disso, diferente do
que é feito nas medidas de contraste abordadas até então, o contraste de Peli não associa
um valor de contraste para toda a imagem em avaliação, mas um valor de contraste para
cada amostra da referida imagem, para cada banda centrada em 2i  ciclos/imagem.
Posteriormente, Lubin modifica a medida proposta por Peli (Contraste de Peli-Lubin)
[63], a fim de que essa mesma medida ajuste-se melhor à percepção de contraste verificada
em experimentos subjetivos. A modificação de Lubin consiste em calcular ( , )il m n  não
mais segundo (6.14), mas de acordo com (6.15):
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2
0
1
( , ) ( , ) ( , ) .
i
i k
k
l m n l m n s m n
−
=
= +∑ (6.15)
Outras modificações são propostas [63], incluindo um novo conjunto de imagens
filtradas na tentativa de refinar ainda mais o casamento entre métrica e percepção do
contraste. Esse novo conjunto de imagens é obtido pela filtragem das imagens contraste
PL ( , )ic m n  por filtros que implementam a transformação de Hilbert. É definida, então, uma
nova métrica, denominada energia de contraste:
{ }1PL 2 PL 2 2( , ) ( , ) [ ( , )]  ,i i iE m n c m n H c m n= + (6.16)
onde ( , )iE m n  é a energia de contraste para o filtro ( , )iG u v  sintonizado em 2
i
ciclos/imagem; PL ( , )ic m n  é a imagem contraste de Peli-Lubin para a mesma banda
centrada em 2i  ciclos/imagem; [ ]H ⋅  representa a transformação de Hilbert.
Em [63], são realizados experimentos atestando que (6.16) é a métrica que melhor
representa a percepção subjetiva do contraste, considerando, dentre outras medidas, as
apresentadas neste capítulo.
6.3.4 Tratamento em separado dos efeitos da distorção em freqüência e amplificação de
ruído
Em [23], é proposta uma mudança metodológica na avaliação de sistemas de
restauração de imagens. Essa mudança consiste em considerar, na restauração obtida, os
efeitos de distorção em freqüência e injeção de ruído de maneira isolada, o que não era
feito até então pelas abordagens de avaliação de qualidade da restauração como, por
exemplo, as que usam o ISNR e o SNR. As razões para essa mudança metodológica estão
na impossibilidade, existente nas abordagens de avaliação até então usadas, de identificar
de que maneira e em quais níveis o sistema de restauração afeta os componentes em
freqüência e a injeção de ruído na imagem restaurada, bem como de que forma esses
fatores contribuem na percepção da qualidade. Assim, na metodologia proposta, são usadas
duas medidas para avaliar um sistema de restauração: uma para quantificar a distorção em
freqüência entre restauração e imagem original; e outra para quantificar a injeção de ruído
entre imagens restaurada e original. Essa dupla avaliação permite saber como a distorção
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em freqüência e a injeção de ruído são afetadas pela variação dos parâmetros de um
sistema de restauração, auxiliando no ajuste desses parâmetros de maneira a maximizar a
qualidade da restauração.
Essa metodologia de avaliação é ilustrada na Fig. 6.4.
Fig. 6.4 – Estrutura de avaliação de um sistema de restauração de imagens em que os efeitos de
distorção em freqüência e injeção de ruído são considerados isoladamente.
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Na Fig. 6.4, é observado que, para a avaliação de injeção de ruído, são usadas as
imagens ˆ( , )x m n  e ˆ '( , )x m n , respectivamente, imagem restaurada e imagem modelo. Esta
última é uma versão isenta de ruído da imagem restaurada e é definida como:
ˆ '( , ) [ ( , ) ( , )] ,x m n R x m n c m n= ∗ (6.17)
onde [ ]R ⋅  e ( , )c m n  denotam, respectivamente, a operação de restauração e a PSF do filtro
de degradação. O símbolo ∗  representa a operação de convolução em duas dimensões.
O cálculo da distorção em freqüência utiliza ( , )x m n  e ˆ '( , )x m n , imagem original e
imagem modelo, respectivamente.
Pode-se notar que a metodologia em questão também requer sinais que, nos casos
práticos de restauração, não se encontram disponíveis, assim como as outras estratégias já
abordadas (Seções 6.2.1, 6.2.1, 6.2.2, 6.2.4 e 6.3.2).
6.3.5 Medida de Distorção (Distortion Measure – DM) e Medida de Qualidade de Ruído
(Noise Quality Measure – NQM)
A DM e a NQM são duas medidas propostas em [23] para avaliação de distorção em
freqüência e injeção de ruído, respectivamente, e são obtidas segundo a metodologia
apresentada na seção anterior.
A DM (em dB) é definida por:
1 2
1 2
10 1 2
( , ) 1 2
ˆ '( , )20 log 1 ( , )  ,
( , )
XDM CSF
Xω ω
 ω ω= − ω ω ω ω ∑ (6.18)
onde ˆ '( , )X u v  e ( , )X u v  indicam, respectivamente, a transformada de Fourier da imagem
modelo e da imagem original.
A DM avalia a distância da função de transferência do sistema de aquisição/restauração,
ˆ '( , ) ( , )X u v X u v , em relação ao filtro passa-tudo, ponderada pela CSF.
A NQM, em dB, é definida como:
2
s
( , )
10 2
s s
( , )
( , )
10 log  ,
[ ( , ) ( , )]
m n
m n
O m n
NQM
O m n I m n
  =  −  
∑
∑ (6.19)
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onde s ( , )O m n  e s ( , )I m n  são denominadas versões sintetizadas da imagem modelo e
imagem restaurada, respectivamente.
As versões sintetizadas são calculadas segundo (6.20) e (6.21):
s 0
1
( , ) ( , ) ( , ) ,
K
O O
k
k
O m n l m n s m n
=
= +∑ (6.20)
s 0
1
( , ) ( , ) ( , ) ,
K
I I
k
k
I m n l m n s m n
=
= +∑ (6.21)
onde 0 ( , )
Ol m n  e 0 ( , )
Il m n  são as imagens residuais de baixas freqüências das imagens
modelo e restaurada, respectivamente; ( , )Oks m n  e ( , )
I
ks m n  representam as saídas
modificadas dos filtros log-cosseno sintonizados em 2k  ciclos por imagem, tendo por
entradas as imagens modelo e restaurada, respectivamente; K  representa o índice do filtro
de mais alta freqüência usada na análise das imagens modelo e restaurada.
A fim de que a NQM possa caracterizar corretamente o mascaramento do ruído pelas
regiões de diferente contraste da imagem, o cálculo de ( , )Oks m n  e ( , )
I
ks m n , tal como
apresentado em [62], é modificado. Assim, após a obtenção dos ( , )Oks m n  e ( , )
I
ks m n  para
as diferentes bandas definidas pelos valores de k , são calculados os valores de contraste
P ( , )Okc m n  e 
P ( , )Ikc m n , de acordo com (6.13). Em seguida, como o interesse é por regiões
cujos contrastes estejam acima do limiar de percepção, ou seja, que possam ser
discernidos, calcula-se o referido limiar para cada uma das freqüências de sintonia dos
filtros de análise, como mostrado em (6.22).
2 ,
k
kt CTF
 =   α (6.22)
onde kt  é o limiar de percepção para a freqüência de sintonia definida pelo índice k  e α  é
o ângulo de visualização em graus.
O ângulo α , por sua vez, é definido como:
-12tg  ,
2
w
d
 =   α (6.23)
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onde w  e d  são, respectivamente, o comprimento da imagem e a distância entre o
observador e a imagem. A expressão (6.23) pode ser aproximada para w
d
α ≈  quando
2w d<< .
Os efeitos de mascaramento para contrastes acima do limiar são tratados como se segue:
a) calcula-se o limiar de discriminação de contraste, ( , )kT m n , segundo (6.24), [15],
[23]:
P ( , )( , ) ( ) 0,86 1 0,3  ;
( )
k
k
c m nT m n CTF k
CTF k
   = − +     
(6.24)
b) ajustam-se os valores de ( , )Iks m n  de acordo com (6.25):
( , ) ( , ) ,         ( , )  ,I Ok k ks m n s m n m n D= ∀ ∈ (6.25)
onde kD  é definido como:
{ }P P( , ) : ( , ) ( , ) ( , ) 0  ;I Ok k k kD m n c m n c m n T m n= − − < (6.26)
c) finalmente são aplicados os limiares globais segundo (6.27) e (6.28):
( , ) 0 ,         ( , )  ,O Ok ks m n m n V= ∀ ∈ (6.27)
( , ) 0 ,         ( , )  ,I Ik ks m n m n V= ∀ ∈ (6.28)
onde OkV  e 
I
kV  são definidos como:
{ }P( , ) : ( , ) 0  ,O Ok k kV m n c m n t= − < (6.29)
{ }P( , ) : ( , ) 0  .I Ik k kV m n c m n t= − < (6.30)
Realizados os ajustes em ( , )Oks m n  e ( , )
I
ks m n  de acordo com (6.22)–(6.30), retorna-se
para (6.20) e (6.21), calculam-se as versões sintetizadas s ( , )O m n  e s ( , )I m n  e, então,
procede-se ao cálculo de NQM em (6.19).
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6.3.6 Discussão
A WSNR é uma métrica de avaliação de qualidade superior às convencionais, pois há
ponderação no domínio da freqüência de modo a enfatizar aqueles componentes relevantes
para a percepção humana. A função de ponderação (CSF) pode incorporar não só
características do sistema visual humano, mas também elementos referentes ao ambiente
de visualização. A desvantagem da WSNR está na impossibilidade de representar os efeitos
de contraste, fundamentais na percepção da qualidade.
Dentre as medidas usadas para mensurar o contraste de uma imagem, destacam-se as
conhecidas como Contraste de Peli [62] e Contraste de Peli-Lubin [63], por serem as mais
adequadas, segundo experimentos realizados [63] para representar a percepção subjetiva de
imagens complexas.
Recentemente [23], uma nova metodologia de avaliação de qualidade foi proposta para
aplicações em restauração de imagens, na qual, para cada restauração, são medidos os
efeitos de distorção em freqüência e injeção de ruído, separadamente. Ainda em [23], de
acordo com a metodologia proposta, são apresentadas a DM e a NQM, sendo ambas
baseadas em modelos do sistema visual humano. A NQM apresenta uma maior fidelidade
com a percepção subjetiva da qualidade, relacionada com a injeção de ruído, do que a
WSNR, pois é capaz de caracterizar o mascaramento do contraste em função das texturas
presentes na imagem.
Uma questão que permanece em aberto nessa nova metodologia é a relação entre
distorção em freqüência e injeção de ruído na composição de uma métrica única.
6.4 Avaliação das medidas de qualidade NQM e DM em relação à qualidade subjetiva
Com o objetivo de verificar se uma determinada medida de qualidade de imagem
representa adequadamente a percepção humana, são necessários testes, comparando
medidas objetivas e avaliações subjetivas. Nesta seção, são avaliadas as medidas NQM e
DM, propostas em [23]. O experimento de avaliação consiste em apresentar um conjunto
de imagens a um grupo de voluntários, para que classifiquem as referidas imagens quanto à
qualidade. Na definição do experimento, uma determinada imagem pode ser classificada
como sendo de qualidade excelente, boa, regular, ruim ou inadmissível, correspondendo a
cada uma dessas classes, respectivamente, os valores 4, 3, 2, 1 e 0. Cada imagem é
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classificada por um determinado número de voluntários e a média das classificações
daquela imagem é calculada. Essa média é, então, comparada com os valores de NQM e
DM daquela imagem, verificando se há concordância ou não entre as medidas e as
classificações subjetivas. As imagens usadas têm dimensão 256 256×  e são apresentadas
em um monitor 15′′ , de resolução 800 600×  pixels. A distância de visualização das
imagens é de 60 cm. Os voluntários são de ambos os sexos, possuem idade variando entre
20 e 50 anos, e visão perfeita ou corrigida. A ordem de apresentação das imagens a serem
avaliadas é aleatória, sendo as referidas imagens apresentadas ao avaliador antes da
avaliação propriamente dita, de maneira breve, para que esse avaliador tenha um
referencial da qualidade do conjunto. O procedimento de avaliação é dividido em duas
etapas: avaliação da NQM e avaliação da DM.
6.4.1 Avaliação da NQM
A avaliação da validade de NQM é feita tomando-se uma imagem, considerada como a
imagem original, e adiciona-se ruído a essa imagem. O ruído usado foi do tipo Gaussiano
com média nula. As diferentes imagens do conjunto a ser avaliado foram obtidas
modificando-se a variância do ruído injetado, sendo produzidas um total de nove imagens
com diferentes valores de NQM. A variância do ruído injetado, na produção das referidas
nove imagens, assume valores iguais a 1% , 2% , 4% , 8% , 16% , 32% , 64% , 128%  e
256%  da variância da imagem original. Como a NQM já tem sido devidamente avaliada
em [23], inclusive sendo comparada com outras medidas: a SNR e a WSNR para diversas
tipos de ruído. Nesta seção, é verificado que a NQM concorda com a percepção humana de
qualidade quando uma degradação pode ser modelada exclusivamente pela adição
uniforme (em toda a imagem) de ruído do tipo Gaussiano. Além disso, os experimentos
mostram que a percepção média de qualidade pode ser considerada diretamente
proporcional à NQM.
A imagem escolhida como imagem original é apresentada na Fig. 6.5.
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Fig. 6.5 – Imagem original do experimento de avaliação da NQM (Imagem “Lena").
Participaram deste experimento 7 voluntários, cada um dos quais avaliou todas as
imagens do conjunto produzido. A média das avaliações é apresentada na Fig. 6.6.
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Fig. 6.6 – Avaliação da NQM.
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Na Fig. 6.6, é também apresentada uma curva calculada por regressão linear, a partir
dos dados obtidos experimentalmente. O coeficiente de correlação r  [60] entre as curvas
da Fig. 6.6 é 0,9942118r = , o que justifica dizer que a percepção média de qualidade de
uma imagem contaminada exclusivamente por ruído uniforme, aditivo, do tipo Gaussiano
varia linearmente com a NQM.
6.4.2 Avaliação da DM
A DM é proposta para quantificar a qualidade de uma imagem, cuja degradação é
exclusivamente devida à distorção em freqüência, mas a referida métrica não é validada
experimentalmente em [23]. Nesta seção, são apresentados resultados atestando que a DM
não se mostra adequada para representar a qualidade subjetiva de uma imagem com
distorções em freqüência.
Para tanto, foram produzidos 4 conjuntos de 9 imagens, a partir das imagens mostradas
nas Figs. 6.7, 6.8, 6.9 e 6.10, consideradas com sendo as imagens originais do
experimento. Cada conjunto é formado pela imagem resultante da filtragem de uma das
imagens originais por 9 filtros diferentes, representados por 1( )F f , 2 ( )F f , 3 ( )F f , 4 ( )F f ,
5 ( )F f , 6 ( )F f , 7 ( )F f , 8 ( )F f  e 9 ( )F f , e definidos como segue.
7
1 0
0
( ) ( ) ( ) ,i
i
F f G f G f
=
= +∑% (6.31)
2 7( ) 1 ( ) ,F f G f= − (6.32)
3 6( ) 1 ( ) ,F f G f= − (6.33)
4 5( ) 1 ( ) ,F f G f= − (6.34)
5 4( ) 1 ( ) ,F f G f= − (6.35)
6
6 0
0
( ) ( ) ( ) ,i
i
F f G f G f
=
= +∑% (6.36)
5
7 0
0
( ) ( ) ( ) ,i
i
F f G f G f
=
= +∑% (6.37)
4
8 0
0
( ) ( ) ( ) ,i
i
F f G f G f
=
= +∑% (6.38)
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3
9 0
0
( ) ( ) ( ) ,i
i
F f G f G f
=
= +∑% (6.39)
onde ( )iG f  denota os filtros log-cosseno definidos em (6.11) e 0 ( )G f%  é um filtro do tipo
passa-baixas, definido segundo (6.40), a fim de que o somatório de sua resposta com a dos
filtros log-cosseno permaneça igual à unidade (ver Seção 6.3.3).
0
0
1 ( ), 0 1
( )
0, outro caso
G f f
G f
− ≤ ≤= 
% (6.40)
Cada uma das 36 imagens produzidas foi classificada 7 vezes por voluntários.
Fig. 6.7 – Imagem original #01 usada no experimento de avaliação da DM (Imagem “Lena”).
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Fig. 6.8 – Imagem original #02 usada no experimento de avaliação da DM (Imagem “Baboon”).
Fig. 6.9 – Imagem original #03 usada no experimento de avaliação da DM (Imagem “Peppers”).
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Fig. 6.10 – Imagem original #04 usada no experimento de avaliação da DM (Imagem “Bridge”).
As médias da classificação das imagens para os conjuntos avaliados são apresentadas,
função da DM, na Fig. 6.11.
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Fig. 6.11 – Avaliação da DM, para os conjuntos de imagens gerados a partir das imagens originais
#01, #02, #03 e #04.
MEDIDAS DA QUALIDADE DE UMA IMAGEM                                                                                                              110
As curvas apresentadas na Fig. 6.11 mostram um padrão consistente de aumento e
diminuição da qualidade percebida, função dos valores de DM. No entanto, de acordo com
a definição da DM (6.18), as curvas na Fig. 6.11 mostram-se contraditórias com o
esperado, ou seja, quanto menor a DM melhor a qualidade percebida. Pode-se notar que o
padrão obtido experimentalmente revela que imagens com DM entre 100 e 120 são
avaliadas como de melhor qualidade do que imagens com DM entre 20 e 80, por exemplo.
Em outras palavras, em alguns casos, imagens com maior distorção, segundo a DM,
apresentam melhor qualidade. A fim de que a DM pudesse ter utilidade prática, deveria ser
observada uma relação monotônica entre a qualidade percebida e a referida medida sob
avaliação.
A incoerência observada nos resultados de avaliação da DM é atribuída à própria
definição de tal medida (6.18), a qual restringe-se ao domínio da freqüência, deixando à
parte os efeitos resultantes das distorções em freqüência no domínio da seqüência
(espacial), domínio no qual efetivamente as imagens são visualizadas e avaliadas. Na
próxima seção, uma medida para avaliação de distorções em freqüência que considera os
efeitos resultantes no domínio da seqüência (domínio espacial) é apresentada, bem como
os resultados experimentais que a validam.
6.5 Proposta e validação experimental de uma medida para distorção em freqüência:
Medida de Qualidade para Distorção em Freqüência (MQD)
Nesta seção, é apresentada uma métrica denominada Medida de Qualidade para
Distorção em Freqüência (MQD), que avalia os efeitos resultantes no domínio da
seqüência decorrentes da distorção nos componentes em freqüência de uma imagem. A
opção de definir a MQD no domínio espacial advém do interesse em incluir as medidas de
contraste que apresentam melhor desempenho. Esse interesse é justificado pelo fato de que
toda imagem degradada por distorção em freqüência exibe alterações de contraste em
relação à imagem original. Inicialmente, pensou-se que talvez o contraste em si poderia ser
a própria métrica almejada. Entretanto, os experimentos feitos com diversas medidas de
contraste (Peli, Peli-Lubin, Peli+filtros de quadratura e Peli-Lubin+filtros de quadratura)
mostram que o contraste sozinho não é, também, uma medida adequada. Todavia, os
referidos experimentos reforçam a importância de se incluir o contraste em tal métrica. Até
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o momento, a medida que mais se ajusta às avaliações subjetivas consiste em usar o
mesmo procedimento para calcular a NQM (6.19)-(6.30), substituindo ˆ( , )x m n  e ˆ ( , )x m n′
por ˆ ( , )x m n′  e ( , )x m n , respectivamente (ver Fig. 6.4). As curvas apresentadas a seguir
foram obtidas a partir das avaliações subjetivas de qualidade de distorção de freqüência
anteriormente usadas na avaliação da DM. No presente caso, para cada imagem, estão
associados dois elementos: a MQD e a qualidade subjetiva média. Os resultados são
ilustrados nas Figs. 6.12, 6.13, 6.14 e 6.15, nas quais estão os dados referentes aos
conjuntos obtidos a partir das imagens originais #01, #02, #03 e #04, respectivamente.
Sobreposta aos dados de cada conjunto, foi traçada uma reta, obtida por regressão
linear. Os coeficientes de correlação entre as retas e os dados são 1 0,9871579 r = ,
2 0,9681562r = , 3 0,9825474 r =  e 4 0,9688865r = , respectivamente, para os conjuntos
#01, #02, #03 e #04.
As Figs. 6.12, 6.13, 6.14 e 6.15 e os coeficientes de correlação supracitados mostram
que a percepção humana média de qualidade de uma imagem degradada exclusivamente
por distorção em freqüência pode ser convenientemente aproximada por uma reta em
função da MQD.
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Fig. 6.12 – Avaliação da MQD para o conjunto obtido a partir da imagem original #01.
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Fig. 6.13 – Avaliação da MQD para o conjunto obtido a partir da imagem original #02.
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Fig. 6.14 – Avaliação da MQD para o conjunto obtido a partir da imagem original #03.
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Fig. 6.15 – Avaliação da MQD para o conjunto obtido a partir da imagem original #04.
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6.6 Proposta e validação experimental de uma medida de qualidade composta
Nas duas seções anteriores, as imagens usadas nas avaliações apresentavam
degradações devidas ou à distorção em freqüência ou à injeção de ruído. Entretanto, nas
situações práticas, o mais comum é que as degradações de uma imagem sejam causadas
por uma combinação dos dois fatores supracitados.
Em [23], é salientado o fato de não se ter disponível uma métrica de qualidade que
combine os efeitos de distorção em freqüência e injeção de ruído. Nesta seção, a partir de
avaliações subjetivas, é proposta uma medida objetiva da qualidade de uma imagem,
baseada na NQM e MQD, na qual os efeitos de distorção em freqüência e injeção de ruído
são combinados.
O experimento usado para obter os dados possui as mesmas características que os
anteriores. Contudo, o conjunto de imagens avaliado foi produzido a partir da imagem
ilustrada na Fig. 6.7 (Imagem “Lena”), a qual foi degradada por uma combinação de
injeção de ruído em diferentes níveis e distorção em freqüência, como descrito nas Seções
6.4.1 e 6.4.2, respectivamente.
Ao todo, 81 imagens foram usadas nessa avaliação e cada uma dessas imagens foi
classificada 7 vezes por voluntários. As imagens eram apresentadas aleatoriamente para
classificação. A média das classificações de cada imagem em função de métricas para
distorção em freqüência e injeção de ruído são ilustradas nas Fig. 6.16 e 6.17. Na Fig. 6.16,
a média das classificações é apresentada em função da DM e da NQM, enquanto, na Fig.
6.17, em função da MQD e da NQM.
Na Fig. 6.16, pode-se observar novamente a inconsistência da DM como medida de
qualidade, pois o mesmo comportamento verificado na Seção 6.4.2 se repete aqui, ou seja,
pontos da superfície de avaliação possuindo determinados valores para DM têm qualidade
inferior a outros pontos de menor DM.
Em contrapartida, a mesma avaliação apresentada em função da MQD e da NQM
apresenta uma superfície mais coerente, na qual os valores mais baixos de MQD e NQM se
traduzem em imagens de mais baixa qualidade e vice-versa.
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Fig. 6.16 – Classificação média em função da DM e da NQM para o conjunto de imagens
degradadas por combinação entre distorção em freqüência e injeção de ruído.
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Fig. 6.17 – Classificação média em função da MQD e da NQM para o conjunto de imagens
degradadas por combinação entre distorção em freqüência e injeção de ruído.
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Na tentativa de modelar a avaliação subjetiva obtida em função da MQD e da NQM,
foram usadas as seguintes representações:
1 :  ,f aN bD c+ +
2 2
2 :  ,f aN bD cN dD e+ + + +
2 2
3
2 2 2
:
     ( )  ,
f aN bD cN dD eND
fN D gND h ND i
+ + + + +
+ + + +
4 1 2 1 2
2 2 2
1 2 1 2
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N Df k
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onde N  e D  denotam, respectivamente, NQM  e MQD ; a , b , c , d , e , f , g , h , i ,
1µ , 2µ , 1σ , 2σ  e 12C  são parâmetros das funções a determinar; k  é uma constante de
normalização usada para que os valores das funções 5f  e 6f  permaneçam no intervalo
entre 0 (qualidade inadmissível) e 4 (qualidade excelente). As funções 1f , 2f , 3f , 4f , 5f  e
6f  são aqui denominadas, respectivamente, como função bidimensional de 1
a ordem; de 2a
ordem de variáveis não-correlacionadas; de 2a ordem de variáveis correlacionadas; de 2a
ordem de variáveis correlacionadas e com deslocamento; Gaussiana de variáveis
correlacionas; Gaussiana de variáveis não-correlacionadas.
As funções relacionadas anteriormente foram escolhidas pela sua simplicidade e
consistem em uma primeira tentativa de modelar a avaliação subjetiva da qualidade de
imagens degradadas pelos efeitos combinados de distorção em freqüência e injeção de
ruído, os quais são representados pelo NQM  e MQD , respectivamente. Otimizados os
parâmetros de cada uma daquelas funções, para as avaliações obtidas experimentalmente, é
realizada a escolha de uma daquelas funções como a que melhor representa a percepção de
qualidade. O critério usado para a referida escolha foi o coeficiente de correlação entre os
dados experimentais (avaliações subjetivas) e os valores previstos pelo modelo.
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Os coeficientes de correlação para cada uma das funções testadas são, respectivamente,
1 0,869360r = , 2 0,875984r = , 3 0,919951r = , 4 0,919855r = , 5 0,935703r =  e
6 0,935770r = .
As funções 5f  e 6f  apresentaram os coeficientes de correlação de maior valor em
relação aos das outras funções testadas. Devido a isso, as funções 1f  a 4f  foram
descartadas. A decisão sobre qual das funções restantes ( 5f  ou 6f ) será escolhida na
composição da métrica composta requer uma análise um pouco mais detalhada, a qual é
desenvolvida a seguir.
Os valores dos parâmetros encontrados no processo de otimização para 5f  foram:
1 39,412285µ = ; 2 54,546430µ = ; 1 13,175263σ = , 2 24,322603σ =  e 12 0,018607C = . A
variância dos valores da função 5f  em relação às avaliações subjetivas é de 0,174315 .
Para 6f , os valores encontrados foram: 1 39,347887µ = ; 2 54,813260µ = ;
1 13,044936σ =  e 2 24,562926σ = . A variância dos valores preditos pelo modelo em
relação às avaliações subjetivas é de 0,174635 .
Pode-se notar que o parâmetro referente à covariância de NQM e MQD, 12C , é bem
pequeno. Conseqüentemente, os valores do coeficiente de correlação e da variância dos
valores de qualidade preditos pelas duas funções em relação às avaliações subjetivas são
muito próximos. Em função disso, a escolha recai na função 6f  por sua maior simplicidade
com relação a 5f .
A medida de qualidade composta (MQC) é, então, definida por:
2 2
1 2
2 2
1 2
( ) ( )exp  ,
2 2
NQM MQDMQC k
 −µ −µ= − − σ σ 
(6.41)
onde MQC  é a medida de qualidade composta. 1µ , 2µ  denotam, respectivamente, as
médias (em dB) associadas à NQM  e MQD , bem como 1σ  e 2σ  denotam os
desvios-padrão (em dB) associados à NQM  e MQD , respectivamente. k  é uma constante
de normalização cuja finalidade é ajustar os valores de MQC  para que os mesmos
permaneçam no intervalo entre 0 (qualidade inadmissível) e 4 (qualidade excelente).
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6.6.1 Discussão
A MQC é uma proposta de métrica para avaliação da qualidade de restaurações obtidas
a partir de imagens que apresentem degradações resultantes da combinação de distorção
em freqüência e injeção de ruído. A principal virtude da MQC é a coerência entre o modelo
proposto e a percepção humana de qualidade de uma imagem.
Como uma limitação mais relevante, a MQC requer que se tenha à disposição a imagem
original e uma versão da imagem degradada isenta de ruído para que seja possível o
cálculo da MQD e da NQM. Essa limitação (compartilhada por outras métricas de
qualidade como a SNR, a BSNR e o ISNR) estabelece que a MQC somente pode ser
aplicada off-line na avaliação e ajuste dos parâmetros de sistemas de restauração, usando
imagens de referência.
6.7 Conclusões
Este capítulo tratou das métricas usadas nas avaliações objetivas da qualidade de uma
imagem.
Primeiramente, as medidas convencionais foram abordadas. Essas medidas, herança das
áreas mais tradicionais do processamento de sinais, são baseadas em algum tipo de
avaliação da energia dos sinais de interesse. Suas definições são simples, resultando em
expressões de fácil manipulação algébrica e implementação com baixa complexidade
computacional. Contudo, não apresentam coerência entre seus resultados e a percepção
humana de qualidade.
Em seguida, tratou-se das métricas que objetivam ser coerentes com a percepção visual
humana. Dentre essas métricas, destacam-se a DM e a NQM desenvolvidas para avaliação
de sistemas de restauração de imagens segundo uma nova metodologia, na qual os efeitos
de distorção em freqüência e injeção de ruído são considerados isoladamente.
São apresentados, então, resultados experimentais de verificação de coerência da NQM
e da DM com a percepção visual humana. Os testes em relação à NQM mostram que, em
imagens degradadas apenas por adição uniforme de ruído do tipo Gaussiano, a percepção
da qualidade é proporcional à referida métrica, o que corrobora as conclusões apresentadas
em [23].
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Em relação à DM, a experimentação mostra que a mesma não é adequada para
representar a percepção humana da qualidade de imagens degradadas exclusivamente por
distorção em freqüência. Esse resultado é atribuído ao fato da DM não levar em
consideração os efeitos de mascaramento de contraste no domínio da seqüência.
É proposta uma métrica, baseada na NQM e denominada MQD, em substituição à DM
na avaliação da qualidade de imagens degradadas por distorção em freqüência. A MQD
mostrou-se coerente com a percepção visual humana e qualidade percebida das imagens
degradadas.
Em [23], os autores apontam uma lacuna na metodologia por eles proposta: a não
existência de uma métrica que avaliasse a qualidade de um sistema de restauração que
processe imagens degradadas pela combinação de distorção em freqüência e injeção de
ruído. No sentido de resolver esse problema, a MQC é proposta.
A principal virtude da MQC é a concordância entre os valores de qualidade preditos
pelo modelo e as avaliações subjetivas obtidas experimentalmente. Sua principal limitação
consiste na necessidade de se ter acesso à imagem original e a uma versão isenta de ruído
da imagem degradada. Essa limitação estabelece que a MQC só pode ser usada off-line
para ajuste e avaliação de sistemas de restauração usando imagens de referência.
Capítulo 7
RESTAURAÇÃO USANDO MQC+ROMKF-PE
Equation Section (Next)
7. 
7.1 Introdução
Neste capítulo, são apresentados dois experimentos que objetivam reunir em um único
sistema a restauração via ROMKF em conjunção com Programação Evolucionária (PE) e a
Medida de Qualidade Composta (MQC), ferramentas desenvolvidas nos Capítulos 5 e 6,
respectivamente.
O primeiro experimento substitui a função objetivo usada no Capítulo 5 pela MQC, a
fim de demonstrar a coerência existente entre a otimização numérica da MQC e a melhoria
da qualidade percebida de uma imagem.
No segundo experimento, assume-se que os modelos e respectivos parâmetros dos
sistemas de síntese da imagem e de degradação são conhecidos. Três medidas de qualidade
(MQC, ISNR e MSE) são usadas para avaliar diferentes estratégias de restauração via
ROMKF.
Tanto para o primeiro quanto para o segundo experimento são apresentados os
resultados numéricos e imagens restauradas obtidas.
Na seção final, as conclusões do presente capítulo são apresentadas e discutidas.
7.2 Experimento  01
Esta simulação demonstra a viabilidade de se usar a MQC como função objetivo em
procedimentos de estimação paramétrica em sistemas de restauração.
A imagem degradada (Fig. 7.1) foi obtida sinteticamente a partir da imagem “Lena”
(tons de cinza, 256×256), caracterizando-se o sistema de degradação por uma PSF do tipo
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movimento horizontal de câmera de dimensão 1×7 e ruído aditivo Gaussiano, cuja
variância foi definida para que a BSNR  resultante na imagem degradada fosse de 40 dB .
Para a restauração foi usado o ROMKF-PE, como descrito no Capítulo 5, exceto pela
substituição da função objetivo original (5.1) pela MQC (6.41).
Assim como no Capítulo 5, é assumido que se conhece o modelo de degradação e de
síntese da imagem, mas não seus parâmetros.
A imagem restaurada obtida (Fig. 7.2) possui 0,6608MQC =  dB.
Os resultados apresentados revelam haver coerência entre a otimização paramétrica
segundo a MQC e a melhoria da qualidade da imagem restaurada com relação à sua
correspondente imagem degradada. Sendo assim, a MQC pode ser usada em sistemas de
restauração para sintonia de seus parâmetros, na busca de restaurações de maior
conformidade com a percepção humana da qualidade de imagens.
A limitação da técnica continua sendo a necessidade de se dispor da imagem original e
de uma versão da imagem degradada isenta de ruído.
Fig. 7.1 – Imagem degradada sinteticamente com PSF do tipo movimento horizontal de câmera
de dimensão 1×7 e adição de ruído do tipo Gaussiano ( 40 dBBSNR = ).
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Fig. 7.2 – Imagem restaurada via ROMKF-PE e MQC como função objetivo na etapa de
estimação paramétrica.
7.3 Experimento  02
Neste experimento, considera-se que o sistema de síntese da imagem, bem como o de
degradação, seja conhecido. A imagem degradada usada é a mesma do Experimento 01 e a
restauração é realizada via ROMKF sem etapa de estimação paramétrica. Contudo, são
usadas três possibilidades para a restauração, relativamente ao termo que modela a
variância do ruído de observação. A primeira possibilidade (Caso 01) consiste em usar o
ROMKF sem alteração do valor original da variância do ruído de observação. Na segunda
(Caso 02), altera-se o termo da variância do ruído de observação multiplicando por 10 o
seu valor original. A terceira estratégia (Caso 03) usa uma máscara de ponderação para o
termo da variância do ruído segundo estratégia apresentada em [70].
No filtro de Kalman original, bem como em suas aproximações, o termo que modela a
variância do ruído de observação também controla a atenuação dada às altas freqüências,
de maneira similar ao que ocorre no filtro de Wiener com o espectro de potência do ruído
de degradação. Essa característica tem sido usada para, através da variação de valor do
referido termo, implementar uma restauração do tipo espacialmente variante, tratando de
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maneira diferenciada regiões planas, de borda e de textura, em busca de melhores
resultados sob o aspecto psicovisual [70].
Para cada restauração obtida, foi feita uma avaliação de acordo com as seguintes
medidas de qualidade: MQC, ISNR e MSE.
Tanto os resultados numéricos (Tabela 7.1) quanto as imagem restauradas (Figs. 7.4, 7.5
e 7.6) são apresentados. Na Tabela 7.1, os números em negrito indicam a melhor qualidade
para cada métrica.
Tabela 7.1 – Medidas referentes às imagens restauradas do Experimento 02
Caso 01 Caso 02 Caso 03
MSE 98,8081 98,5751 60,6250
ISNR (dB) 3,8159 3,8262 5,9373
MQC (dB) 0,7027 0,4598 0,6733
Fig. 7.3 – Imagem restaurada via ROMKF, sem máscara e sem ponderação ( 1k = ) do
parâmetro que modela a variância do ruído de observação.
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Fig. 7.4 – Imagem restaurada via ROMKF, sem máscara e com ponderação ( 10k = ) do
parâmetro que modela a variância do ruído de observação.
Fig. 7.5 – Imagem restaurada via ROMKF, com máscara de ponderação do parâmetro que
modela a variância do ruído de observação [70].
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7.4 Conclusões
Pelo que foi apresentado no Experimento 01, fica evidente que a MQC, ao ser usada
como função-objetivo na etapa de estimação paramétrica do ROMKF-PE, resulta em
melhoria de qualidade da imagem restaurada quando comparada com a imagem degradada.
No Experimento 02, a MQC é usada em conjunto com outras medidas de avaliação de
qualidade para auxiliar na tomada de decisão entre diferentes estratégias de restauração. Os
resultados obtidos revelam haver discordância entre as métricas usadas sobre qual seria a
estratégia de melhor desempenho: MSE e ISNR apontam a estratégia empregada no Caso
03, enquanto a MQC indica a estratégia do Caso 01. Essa discordância já era esperada, haja
vista toda a discussão feita no Capítulo 6 sobre métricas inspiradas nas características do
sistema visual humano e métricas baseadas no MSE.
Contudo, não deixa de ser intrigante que o MSE e a ISNR sejam favoráveis ao Caso 03,
da mesma forma que a MQC seja ao Caso 01. No Caso 03, a máscara de ponderação
utilizada tem por finalidade original controlar as variações do termo que modela a
variância do ruído de observação, a fim de resultar em melhor qualidade percebida em
relação ao processamento sem ponderação. Portanto, o esperado era que a MQC indicasse
o Caso 03. Por outro lado, o fato do MSE e da ISNR apontarem o Caso 03 e não o Caso 01
como o de melhor desempenho parece contraditório com a afirmação de que o filtro de
Kalman é ótimo no sentido do MSE. Isso porque, uma vez que o ruído é igualmente
distribuído por todas as regiões da imagem, o processamento diferenciado dessas regiões,
através da ponderação do termo referente à modelagem da variância do ruído, deveria
resultar em um MSE (ISNR) maior (menor) do que a restauração sem ponderação. Deve-se
ressaltar, contudo, que, ao se incluir a máscara de ponderação, o filtro resultante passa a ser
não-linear e a condição de ótimo do filtro de Kalman original é restrita à classe dos filtros
lineares [70].
Capítulo 8
CONCLUSÕES
8.1 Contribuições desta tese
Os resultados apresentados no Capítulo 5 atestam a superioridade na utilização de
estratégias de baixa sensibilidade às condições iniciais na etapa de estimação do filtro de
Kalman de modelo de ordem reduzida (reduced order model Kalman filter – ROMKF),
usado para restauração de imagens. Assim, como é tradicionalmente feito em outros
sistemas de restauração, em [4] e [5], são usadas estratégias sensíveis às condições iniciais
na etapa de estimação do ROMKF, não obstante a função de estimação usada apresentar
ótimos locais. São levantadas, para justificar tal contradição, razões relacionadas à
necessidade de minimizar o custo computacional dos sistemas de restauração, face ao
volume de dados a ser processado em aplicações bidimensionais. Para contornar a
convergência a ótimos locais, é sugerido [4], [5] que o processo de restauração seja
reiniciado várias vezes, formando assim um conjunto de imagens, do qual a imagem que
apresenta melhor qualidade é escolhida como sendo a restauração final. Porém, o número
de reinícios necessário é desconhecido e, além disso, não há garantias de que alguma das
restaurações obtidas seja representativa da melhor restauração que o sistema pode produzir.
Em contrapartida, quando se usa uma estratégia de otimização de baixa sensibilidade às
condições iniciais na etapa de estimação do ROMKF, basta uma única restauração para se
conseguir essa imagem que é representativa do máximo de melhoramento da qualidade
oferecido pelo sistema de restauração. Essas afirmações são sustentadas pelos resultados
apresentados, nos quais as restaurações obtidas com ROMKF–DHSM1 (sensível às
condições iniciais) apresentam uma dispersão muito maior do que as obtidas com
ROMKF–PE2 (baixa sensibilidade às condições iniciais). Além disso, a melhor restauração
                                                          
1 DHSM – downhill simplex method
2 PE – programação evolucionária
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via ROMKF–DHSM tem pior qualidade do que qualquer uma das que foram obtidas via
ROMKF–PE, tanto do ponto de vista numérico, quanto perceptual. Se uma desvantagem
pode ser apontada na utilização de estratégias de baixa sensibilidade às condições iniciais,
em relação às de alta sensibilidade, é o aumento da complexidade computacional, em
proporção direta, no caso da computação evolucionária, ao número de indivíduos da
população.
Esta tese também propõe, no Capítulo 6, uma medida para avaliação da qualidade de
uma imagem, na qual os efeitos de distorção em freqüência e injeção de ruído são tratados
isoladamente. Essa metodologia de isolamento dos efeitos é proposta em [23], na qual são
apresentadas duas medidas baseadas nas características do sistema visual humano para
quantificar a distorção em freqüência e a injeção de ruído, respectivamente, a medida de
distorção (distortion measure – DM) e a medida de qualidade de ruído (noise quality
measure – NQM). Ainda em [23], é assinalada a inexistência de uma medida que combine
distorção em freqüência e injeção de ruído, recurso fundamental na avaliação da qualidade
de imagens em situações práticas. É justamente a essa lacuna que a medida de qualidade
composta (MQC), proposta nesta tese, procura atender. A MQC combina medidas de
distorção em freqüência e injeção de ruído na avaliação da qualidade de imagens que
apresentam os dois efeitos. Como medida para injeção de ruído, é usada a NQM. Contudo,
em função de testes realizados, nos quais se verifica que a DM não é representativa da
percepção humana, uma nova medida para distorção em freqüência, denominada medida
de qualidade da distorção (MQD), é proposta e usada na MQC. A MQC requer que se tenha
à disposição a imagem original e uma versão da imagem degrada isenta de ruído, servindo,
portanto, para a avaliação e ajuste de algoritmos de restauração em situações controladas,
pois, em situações práticas, não se consegue dispor das referidas imagens. Foram
realizados experimentos de avaliação subjetiva em imagens para validar a MQC.
Ambas as contribuições podem ser usadas como ferramentas de avaliação da qualidade
em sistemas de restauração de imagens. O emprego de estratégias de baixa sensibilidade às
condições iniciais garante que os resultados obtidos na restauração, por mais complexa que
seja a função a ser otimizada, são representativos do máximo de melhoramento que um
determinado sistema pode oferecer. De posse dos melhores resultados possíveis, o ajuste e
avaliação de algoritmos de restauração podem ser feitos através da MQC.
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8.2 Sugestão par a futuros trabalhos
Como sugestão para futuros trabalhos, relacionados aos assuntos aqui abordados,
podem-se citar:
a) a realização de experimentos de avaliação subjetiva mais amplos, combinando um
número maior de tipos de degradações e de imagens, coletando mais dados com o
objetivo de refinar o modelo MQC;
b) adicionar ao algoritmo de restauração de imagens via filtragem de Kalman recursos
para que o critério de estimação paramétrica seja adequado às características da
percepção humana. Dois tipos de critérios podem ser investigados: um critério para
o caso em que se dispõem da imagem original e de uma versão da imagem
degradada isenta de ruído (quando a própria MQC pode ser usada); e outro critério,
para situações de restauração reais, em que os referidos sinais não estão disponíveis.
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