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If we want to keep the number of necessary characterisation measurements within acceptable limits, we
need to be conﬁdent that a ﬂow instrument design reacts in a predictable and straightforward way to
systematic inﬂuences. In this paper, the important systematic inﬂuences for an ultrasonic ﬂow meter
(UFM) for feed water ﬂow are identiﬁed to decide which characterisations have to be carried out in
addition to a typical baseline calibration with water at 20 °C. In heat metering applications where there
are temperatures up to 120 °C it is for example known that the temperature inﬂuence on the ﬂow
instrument is important and this also applies to higher temperatures such as in the feed water control of
power plants. One of the critical systematic temperature inﬂuences that affects most ﬂow instruments is
the thermal expansion of the meter body. From June 2009 to March 2010, the “Heat and Vacuum”
department of the Physikalisch-Technische Bundesanstalt conducted a measurement campaign to
characterise the inﬂuence of thermal expansion of a meter body on the calibration of an 8 inch (DN
200) ﬁve chord UFM for feed water application in the temperature range from 4 °C to 85 °C and ﬂow
range from 50 m3 h−1 to 900 m3 h−1. An overview of the procedures and facility used for the calibration is
given and the measurement conditions under which the calibrations were performed are detailed. It is
shown that a linear model of the thermal expansion effect is appropriate for the investigated conditions.
& 2013 Physikalisch-Technische Bundesanstalt. Published by Elsevier Ltd. All rights reserved.1. Introduction
The research on ﬂow instrument performance to date has
tended to focus on ﬂow proﬁle effects more than temperature
effects, mainly because precision ﬂow calibration facilities for high
temperatures are expensive to operate and therefore scarce.
Table 1 gives an overview of currently available calibration facil-
ities for hot water ﬂow. For feed water applications at 230 °C,8
MPa and 3500 m3 h−1, there are currently no ﬂow facilities that
enable one to reproduce the measuring conditions in the ﬁeld.
Thus, traditional performance testing is not possible. Ultrasonic
ﬂow meters (UFM) are affected by systematic physical effects [1].
Mechatronic effects on the ultrasonic transducers lead to the so-
called zero point inﬂuence [2]. Fluid dynamic properties such as
viscosity [3] inﬂuence the velocity distribution. The acoustic
propagation of the ultrasonic signal depends on the ﬂow velocity
u0 or more precisely the Mach number Ma¼ u0=c (c is the speed of
sound). The inﬂuence is small for liquids as will be exempliﬁed in
Section 1.6. Process temperature and pressure lead to mechanical
deformation of the meter body. In the following we will look at theechnische Bundesanstalt. Published
+49 3034817386.
Tawackolian),
e.com (J. Hogendoorn),key factors for feed water applications. To experimentally inves-
tigate and interpret the inﬂuences, we need well-deﬁned and
stable operating conditions that can only be achieved in ﬂow
laboratories and not on site. It is therefore beneﬁcial to test ﬂow
instruments in a dedicated laboratory [4]. Also, the desired
uncertainty of ﬂow instruments has reached values of less than
0.5%. Therefore, traceability becomes an important factor, espe-
cially if small systematic effects are to be identiﬁed.
1.1. Traceability
Traceability is the key to measurement accuracy. A quantitative
statement about measurement accuracy is given by stating the
measurement uncertainty. Measurement uncertainty consists of
random and systematic errors (bias). Random errors can be
reduced with good instrumentation and knowledge about the
measurement. Systematic errors on the other hand are not found
without traceability. To gain conﬁdence in a measurement, trace-
able calibration measurements are needed. Otherwise inconsistent
or even wrong measurements may result. Only an unbroken chain
of traceability ensures the accuracy and quality of an instrument.
To achieve the required low measurement uncertainties in the
process and power plant industry, direct traceability to the ofﬁcial
standards by calibration is needed. For this, the national metrology
institutes (NMIs) provide standards for the SI units. For mass ﬂow,by Elsevier Ltd. All rights reserved.
Table 1
List of available calibration facilities for hot water.
Temperature range in °C Flow in
m3 h−1
Uncertainty
ðk¼ 2Þ in %
Laboratory
20–70 12,000 0.08 NMIJ Japan
10–90 900 0.06 SP Sweden
12–80 400 0.1 DTI Denmark
10–85 270 0.13 SMU Slovakia
90–130 180 0.07 BEV Austria
8–90 180 0.05 BEV Austria
5–90 1,000 0.04 PTB Germany
5–230 200 0.4 PTB Germanyn
30–85 100 0.4 GUM Poland
19–85 36 0.1 MKEH Hungary
30–90 36 0.3 LNE France
10–70 100 0.1 CMI Czech Rep.
n Under construction.
K. Tawackolian et al. / Flow Measurement and Instrumentation 30 (2013) 166–173 167the primary units are based on measurements of the known
physical quantities mass and time. For volume ﬂow, the density
also has to be considered (see Section 2.3). The standards of the
NMIs are usually of the highest accuracy and therefore only have
low random and minimised systematic errors. Only with trace-
ability to these standards, can a measurement uncertainty be
stated. There is a distinct difference between traceability to a
working standard and traceability to the physical quantity itself.
When calibrating ﬂow instruments, often a second ﬂow instru-
ment is used that was calibrated against a primary standard, but
this approach may lead to undetected systematic errors. For
example, both instruments may be affected by thermal expansion
or long term drift and then there will be correlation in the
measurement. The standards of an NMI are at the top of the
calibration hierarchy and every step downwards results in addi-
tional random and systematic errors.
1.2. Systematic inﬂuences and compensation
In the following, we will describe the key inﬂuences that affect
the measured velocity of an ultrasonic ﬂow instrument for feed
water. Temperature T , pressure p and the Reynolds number Re (see
Section 1.4) have to be recognised as major inﬂuences. The raw
ﬂow rate QUFM of the ultrasonic ﬂow meter is calculated according
to [5] from the measured upstream and downstream ultrasonic
travel times of each of the ﬁve parallel chords. Afterwards, the
ﬂow computer applies a hydraulic factor khðReÞ, based on ﬂow
calibration, and theoretical thermal kT ðTÞ and pressure kpðpÞ
expansion factors on the raw measured ﬂow rate QUFM to calculate
the ﬂow rate indication Qi.
Qi ¼ khðReÞ kT ðTÞ kpðpÞQUFM: ð1Þ
1.3. Flow disturbances
The uncertainty contribution of disturbed velocity distributions
can dominate the total uncertainty budget of ultrasonic ﬂow
measurements. This issue is presented in many papers and, thus,
not further detailed here. In this measurement campaign, the
following known rules are therefore followed. (1) A ﬁve chord
meter is used that has a smaller sensitivity to ﬂow disturbances.
(2) The meter is installed in a meter run package with ﬁxed inlet
and outlet sections and a ﬂow conditioner to reduce variation in
installation conditions. (3) The meter run package is to be installed
in a well-chosen position, preferably behind a reducer. (4)
Diagnostic information from the ﬂow meter is used on site to
check that velocity disturbances are sufﬁciently small. As stated by
the manufacturer of the UFM, the uncertainty contributionbecause of ﬂow conditions is, under these conditions, approxi-
mately 0.1% [1].
1.4. Reynolds number
The desired velocity distributions for pipe ﬂow at the ﬂow rate
Q and average velocity u0 are symmetric about the pipe axis.
Because of wall friction, they have near zero velocities at the wall
and higher velocities (1:1u0−1:2u0) at the centre. For higher
Reynolds numbers Re¼ u0 D=ν, with kinematic velocity ν and pipe
inner diameter D, the velocity distributions are more homoge-
neous because of turbulent mixing. This leads to changes in the
hydraulic factor kh for the UFM. In the investigated Re-range
between 1ñ105 and 4:5 ñ106kh changes about 0.15% for this ﬁve
chord UFM. The inﬂuence is less pronounced for high Reynolds
numbers. If we extrapolate kh to process conditions in a feed water
circuit, i.e. at Re¼ 22ñ106, the change from the measured kh at
Re¼ 4:5ñ106 is less than 0.1%. An extrapolation in the Reynolds
range is therefore feasible if the ﬂow proﬁle is undisturbed. It is
intended to validate this assumption on the high Reynolds
calibration facility of NMIJ [6].
1.5. Water chemistry
Feed water is puriﬁed water with low levels of dissolved
minerals to protect boilers and turbines from corrosion and
scaling. Chemicals such as hydrazine or ammonia are added to
remove excess oxygen or respectively to raise the pH. This so-
called conditioning only leads to minimal changes in viscosity and
density compared to the wide working range of UFMs for liquids
from viscous oils to hot water. The ﬂow facility of PTB that is used
in this study also employs conditioned water that is representative
of feed water in terms of water quality. On the other hand,
substances like magnetite in feed water ﬂows are known to cause
deposits leading to deviations of 1% of pressure differential ﬂow
instruments [7]. Current research on water chemistry related
problems therefore focuses on deposits. There are ongoing efforts
to detect drifts caused by deposits with the signal information of
ultrasonic ﬂow meters or by using additional independent ﬂow
instruments.
1.6. Acoustics
Since in this instance the calibration is performed with water
with a speed of sound larger than 1400 m s−1 and the maximum
velocity is smaller than 7 m s−1, the Mach number Ma is always
below 0.005. The change of hydraulic factor kh due to the path
trajectory deviation from a straight line is approximated by
Δkh=kh≈−Ma
2 [8] and is in this case smaller than 25 ppm. In the
feed water application, the velocity is below 10 m s−1 and the
sound velocity is larger than 1000 m s−1. The Mach number will
then still be below 0.01 and the resulting error below 0.01%. It
does not need to be considered here.
1.7. Zero point
The ultrasonic measurement principle is based on measuring
travel times of ultrasonic waves in a ﬂuid with a required
resolution of picoseconds. Mechatronic effects on the transducers
and signal chain such as cabling and ampliﬁers affect the signal
before it even goes through the ﬂuid. The resulting systematic
error depends mainly on the change in signal delay time, leading
to the so-called zero point error. An exact zero point calibration
can only be performed if the ﬂuid is perfectly still and the sound
velocity is known exactly. On-site installations and also ﬂow test
rigs do not usually fulﬁl these conditions and special setups are
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[9] and pressure [10] can be tested. By using a dedicated calibra-
tion procedure, a zero point smaller than 0.1 mm s−1 is obtained in
the laboratory. The zero point affects the small ﬂow velocities the
most and such errors show up in calibration results as typical
shifts for low ﬂow rates. It is therefore useful to include also low
ﬂow rates in a performance test. If a target uncertainty contribu-
tion of 0.2% is desired at u0 ¼ 1ms−1, the zero point needs to be
determined with an uncertainty better than 2 mm s−1 in the ﬁeld.
1.8. Meter body expansion
For high temperature applications, the thermal expansion of
the ﬂow meter body plays an important role, which is why
correction factors are used [5]. For pressure differential devices,
e.g. oriﬁce plates, the pipe diameter is calculated taking into
account thermal and pressure expansion as well [11]. For the
UFM, a simple linear expansion of the meter body results in the
following correction factor:
kT ¼ ð1þ αΔTÞ3≈1þ 3αΔT : ð2Þ
and α¼ 16ppm=K , there is a change of 1% due to thermal
expansion. The process pressure can also lead to an, albeit small,
deformation of the meter body depending on the construction.
Finite element simulations can be used to asses the meter body
deformation under a pressure of 8 MPa. Experimental veriﬁcation
is not feasible because ﬂow test facilities usually cannot generate
the required high pressure.Fig. 1. Measuring hall with test sections.2. Method
2.1. Measurement facility
The WZP (Wärmezählerprüfstrecke, heat meter calibration facil-
ity) is a gravimetric measurement facility for the calibration of
ﬂow sensors from DN 80 to DN 400 (components of heat and cold
meters) as well as for the investigation of ﬂow sensors for
conformity assessments according to the MID (Measurement
Instrument Directive) MI-004 for water as a heat conveying ﬂuid
in the temperature range from 3 to 90 °C and ﬂow rates from 3 to
1000 m3 h−1 with a relative measurement uncertainty of the
realisation of the volume of 4ñ10−4 ðk¼ 2Þ. The technical speciﬁca-
tions of the facility are summarised in Table 2. Fig. 1 is a
photograph of the measuring hall.
Volume as a function of ﬂow rate and temperature is measured
using the gravimetric measuring principle according to the stan-
dard DIN EN 24185, thereby enabling direct traceability to the SI
units mass, temperature and time.Table 2
Main parameters of the measurement facility.
Flow rate measuring Section 1, DN 80–DN 200
Flow rate measuring Section 2, DN 80–DN 400
Temperature range (both measuring sections, all modes)
Temperature drift
Reynolds number range, measuring Section 1
Reynolds number range, measuring Section 2
Weighing tank capacity
Rel. expanded uncertainty of weighing ðk¼ 2Þ
Nominal length of the measuring sections
Waviness of the measuring sections
Flange mismatch
Pipe roughness, double shielded and stainless steel pipe
Relative expanded uncertainty of the measurement of volume ðk¼ 2ÞThe procedure used herein is the static weighing method with
a ﬂying start and stop. In pump operation mode, a pump cascade
delivers the ﬂow through the test section and the meter under
test. The ﬂow rate is regulated in a closed loop control. After the
ﬂow is stabilised, the measurement is started and the ﬂow is
diverted into the weighing tank. Before each test, an expected
impulse count of the reference meter for ﬁlling the weighing tank
is calculated from the selected ﬁlling volume and the pulse value
of the reference meter (100 pulses/L). When the reference meter
has registered the expected number of pulses, the diverter
switches back to the closed loop. Due to the diverter’s character-
istics the switching process at the start and end of the ﬁlling stage
is gradual. The process was characterised for different ﬂow rates
and temperatures and an uncertainty smaller than 12ms ðk¼ 2Þ
was found because of the diverter error. After the weighing system
reaches a steady state the actual weight of the measured mass is
determined. The volume that passed the reference meter (refer-
ence meter test volume) is obtained from the ﬂuid density at the
location of the reference meter and the weight of the test volume.
The k-factor of the reference meter is calculated by its test volume
and the number of collected pulses. The reference meter is in
consequence calibrated at the current conditions and test volumes
can be calculated by summing up pulses. The deviation of the
meter under test is calculated as follows. The meter under test has
a volume proportional pulse output (3 pulses/L). The pulse output
of the meter under test is counted until a speciﬁed number of
pulses (in our case 51,000) is reached. The ﬁrst pulse of the meter
under test and the last pulse are used to trigger a second counter
of the reference meter. The measurements of the reference
meter and the meter under test take place simultaneously but3–200 m3 h−1
3–1000 m3 h−1
3–90 °C
< 50 mK/h
0:33ñ104 < Re < 1:08ñ106
0:16ñ104 < Re < 5:42ñ106
20 Mg
10−5
25 m
< 2 mm/25 m
< 50 μm
<0.5 μm
< 4×10−4
Fig. 3. Calibrated water density of the facility in comparison to formulations by
Bettin and Spieweck [13] and IAPWS-IF97.
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meter under test is calculated by relating the impulse counts of the
reference meter and the meter under test and the ﬂuid densities at
the two locations.
2.2. Temperature control
Temperature effects are particularly important for calibrations with
hot water, leading to requirements that are realised in this facility. One
focus is the precise measurement of temperature. Temperature is
measured at 35 locations with Pt 100 resistance sensors in a four wire
connection. A single digital multimeter is used with a multiplexer and
reference resistors of 100 and 200Ω are connected to the last two
channels. Each measurement consists of a cycle in which ﬁrst the
reference resistor and then the Pt 100 sensors are measured. The
temperature is afterwards calculated from themeasured and corrected
resistance by a quadratic calibration function according to the standard
DIN EN 60751. The constants are derived in comparison with the
national temperature standard and are stored in the facility database
server. This also applies to the calibrated values of the reference
resistors. As an example, in Fig. 2 the temperature difference between
the inlet and outlet of the measuring section is shown for the current
measuring campaign. Because the measuring section is 25 m long,
there will be a long passing time of the ﬂuid in the measuring section,
e.g. 25 s when u0 ¼ 1ms−1. The facility piping is therefore double
shielded and kept at the ﬂuid temperature, but not everywhere. For
example, the meter run package and reducers are exposed to the
ambient temperature. For temperatures higher than ambient condi-
tions, the outlet temperature will therefore be slightly smaller at the
outlet and for temperatures below ambient temperature, the outlet
temperature will be slightly higher. The average value between inlet
and outlet temperature is taken as the reference temperature to
calculate the density at the position of the meter under test. For the
current installation, a noticeable difference larger than 50 mK is only
found for u0 below 2 m s
−1, corresponding to Q ¼ 200m3h−1.
In the measuring hall, there is unavoidable air motion due to
convection, solar radiation or the movement of personnel and
machinery. Hence the weighing system is enclosed and air-
conditioned to decouple it from environmental thermodynamic
inﬂuences. The thermal conditions are stabilised in the enclosure
at temperatures above ambient temperature with a heater.
Based on the large temperature range of the facility there is also a
large variety of the water vapour capacity of the air. Furthermore,
temperature differences would lead to the accumulation of condensate
on the surface of the weighing system as well as evaporation losses in
the tank. The inﬂuence is alleviated by blowing saturated and
tempered air into the weighing tank and enclosure.
2.3. Density
Water density is a main inﬂuence because the UFM is a
volumetric measuring instrument and the gravimetric calibration
is based on a mass measurement [12]. It has to be considered
when calculating the meter deviation that density changes withFig. 2. Temperature difference between inlet and outlet of the measuring section.temperature about 3.6% between 4 and 90 °C. Traceability is
established by sending water probes to the national density
laboratory frequently. Fig. 3 shows a comparison of the measured
density with two reference formulations for clean water [13,14].
The water density of the facility deviates not more than 0.003%
from clean water as given by Bettin et al.. The stated uncertainty of
the calibration is also approximately 0.003% ðk¼ 2Þ. The formula-
tion is therefore used in the measuring software, but the fact that
density also changes with pressure is ignored. In this calibration
campaign, the line pressure was 0.2 MPa. This leads to a systematic
negative offset of about 0.008% between the volume in the
weighing tank and the test volume in the pipe due to compres-
sibility. It could be corrected but was considered small enough to
justify neglect.2.4. Flow conditions
To check if there are any ﬂow disturbances, the velocity
distribution at the inlet of the measuring section was measured
downstream of the reducer (see Fig. 5). The velocity distribution
was measured on a full cross section of the pipe at 281 points
using laser doppler velocimetry (LDV) [15]. The results are con-
densed in Fig. 4. The measurement grid is shown as the inlaid
ﬁgure. At each of the 14 radial positions r=R, there were 20
measurement positions in the circumferential direction. In the
core region r=R < 0:6, the measured velocities are virtually uni-
form. In the boundary layer region, there is still good agreement in
the circumferential direction, considering that the LDV system has
a higher measurement uncertainty in this region. This proves that
the inlet ﬂow proﬁle is rotationally symmetric and undisturbed.
The velocity distribution behind the reducer is still very ﬂat as
compared to the fully developed state. It will develop but because
there are only 40D upstream of the meter run package there will
not be a fully developed state. Nevertheless the results show it will
be symmetric and undisturbed. Since such ideal upstream ﬂow
conditions are not found in installations outside ﬂow laboratories,
the UFM is included in a meter run package that contains a ﬂow
conditioner.Fig. 4. Inlet ﬂow proﬁle for Re¼ 725ñ103. Inlay: distribution of measuring posi-
tions on the pipe cross section.
Fig. 6. Flow straightener.
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Our investigated ﬂow meter was an 8 inch (DN 200) ultrasonic
ﬂow meter from KROHNE, the ALTOSONIC V model, in the
following called UFM. The design is suitable for feed water
applications up to 250 °C. Also, we present results from two of
our facility master meters. These are electromagnetic ﬂow meters
from KROHNE, the OPTIFLUX model, with a ceramic liner. Master
meter 1 (EMF1) was used up to 200 m3 h−1 and master meter 2
(EMF2) for the higher ﬂow rates.
2.6. Hydraulic conﬁguration
The measurement package supplied by KROHNE consisted of
the UFM with matching inlet and outlet sections of 20D (4 m) and
5D (1 m), respectively. At the front of the package inlet section, a
19 tube bundle ﬂow straightener (according to ISO 5167, see Fig. 6)
was installed to achieve improved independence from the
upstream velocity distribution. In Fig. 5, an overview of the
installed conﬁguration on the test facility is shown. The inside
diameter of the piping was D¼ 206:3mm and the meter had an
internal reduction to DUFM ¼ 202:7mm, corresponding to a change
in area of about 4%. For large diameter installations the ideal fully
developed conditions cannot be realised in practice. Upstream of
this package, there was an additional inlet section of 8 m and a
reducer from the inlet section (DN 400, L¼ 2:5m). The upstream
piping features hydraulically clamped connections to avoid gaps
and mismatches that occur at ﬂange interfaces. A ﬂange adapter is
therefore installed in front of the package.
2.7. Test volume
For the investigated Reynolds number range above 1ñ105,
there are unavoidable local turbulent velocity ﬂuctuations of
several percent. This does not contradict the fact that in good
facilities, the average ﬂow ﬁeld is stable within, e.g. 0.1%, because
these turbulent ﬂuctuations are caused by vortical movements
that do not contribute to the net ﬂow. Since the UFM samples the
instantaneous ﬂow ﬁeld these ﬂuctuations dominate the empirical
standard deviation of the ﬂow indication, e.g. by pulse output. The
standard deviation increases if small internal averaging times are
used. On the other hand, there is always a small time delay
between the process ﬂow and the pulse output because of the
required digital signal processing. A larger averaging time is
therefore useful in the process application but cannot be used
for calibrations. One solution is to use the UFM’s ﬂow computer in
so-called calibration mode which has an input for volume pulses.
But the approach can only be used for volumetric provers, because
with the gravimetric measurement principle the test volume is not
known in advance but is an outcome of the measurement. In
conclusion, certain minimum test times t and volumes V are
required to attain converged average measured values [16]. The
turbulent time scale τ≈0:15D=u0 has to be considered as a possible
limiting factor. In our case τ is smaller than 33 ms because u0 >
0:9ms−1 and D¼ 0:2m. The UFM has a sampling time step ofFig. 5. Hydraulic cts ¼ 35ms. Since this is larger than τ, the samples can be con-
sidered as statistically independent and the number of relevant
samples for each measurement is n¼ t=ts ¼ V=Q=ts. The relative
empirical standard deviation of the time resolved ﬂow signal
sðQ Þ=Q of the UFM was found to be approximately 1% in our
measurements while that of the master meter (an electromagnetic
meter) was smaller than 0.25%. In general, the value depends on
the ﬂow stability of the test facility and the path layout. For
example, in multipath UFMs, the chords closest to the wall are
exposed to high turbulence levels and this leads to high contribu-
tions to the standard deviation.
The standard uncertainty of the average value then results in
uðQ Þ=Q ¼ sðQ Þ=Q= ﬃﬃﬃnp and is between 0.013% and 0.02% for the
current test volume of 17 m3, depending on the ﬂow rate. This
agrees well with the baseline level of observed standard devia-
tions for successive test runs (see Fig. 12).
2.8. Measuring programme
The investigated ﬂow conditions are summarised in Table 3.
The UFM under test showed a deviation of about 0.1% that comes
close to the expanded ðk¼ 2Þ facility uncertainty of 0.04%. Legal
metrology (e.g. according to DIN EN 1434) requires a facility
uncertainty at least ﬁve times smaller than the uncertainty of
the meter under test which is generally not given in this situation.
Therefore, for this investigation, small effects of the calibration
procedure that are usually unimportant for heat meter conformity
assessments were also considered and a special measurement plan
devised. For one temperature cycle, the meter was calibrated at
each of the seven ﬂow rates three times in succession and the
resulting average value was used to calculate an average deviation
of the meter. In addition, each cycle was immediately repeated at
least once while the facility was still at the same temperature to
check for possible drift effects during the measurement. This
procedure was repeated for the different temperatures. The
temperature cycles were ordered so that the water was cooled
once and heated once before the cycle to check for possible
hysteresis due to degassing effects in the following way:
20,50,80,50,20,4,20,50,85,83,80,50,20 °C. The resulting total num-
ber of repetitions the calibration points are listed in Table 4.onﬁguration.
Fig. 7. UFM measured deviation over ﬂow rate. Every symbol represents an
average of multiple measurements (see Table 4).
Fig. 8. UFM measured deviation over Reynolds number.
Table 4
Number of repetitions of each calibration. Three
measurements were done consecutively as a
repeatability test.
Temperature (°C) Repetitions
4 6
20 24
50 30
80 18
83 6
85 6
Fig. 9. EMF1+2 measured deviation over ﬂow rate.
Table 3
Measuring conditions.
Flow rate Q in m3 h−1 50, 100, 200, 450, 600, 700, 900
Temperature T in °C 4, 20, 50, 83, 85
Pressure p in MPa 0.2
Density ρ in kgm−3968 < ρ < 1000
Reynolds no. Re5:5ñ104 < Re < 4:5ñ106
Volumetric velocity u0 in ms−10:4 < u0 < 7:5
Kinematic viscosity ν in μms−20:34 < ν < 1:57
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or cooling of the 120 m3 of water that are in the facility and is
therefore a gradual process that requires about one day. During
this time, no calibrations were carried out and a constant ﬂow rate
was held, so that the whole system could attain a steady
temperature. A transient behaviour of the measuring section or
meter due to warming up can then be ruled out. In June 2009, the
meter was installed for the ﬁrst time and initial calibrations were
obtained in order to decide which mode of operation to use for the
further work. A special focus was put on looking at the diagnostic
functions of the ﬂow computer in order to evaluate the ﬂow
conditions during calibration and decide on a suitable installation
conﬁguration. These ﬁrst tests are not further detailed in this
report. The meter was afterwards sent back to KROHNE to work in
a small reduction to improve the connection with the meter run
piping sections. Based on the ﬁrst data, a measuring campaign was
developed which started in October 2009. The measurements
were then repeated and extended in March 2010 with a special
focus on the high temperature results (>80 °C).Fig. 10. EMF1+2 measured deviation over Reynolds number.3. Results
Figs. 7 and 8 show the calibration curves from measurements
in March 2010. What is depicted is the relative deviation of the
volume measured by the UFM from the reference value as given by
the calibration facility at a given temperature and ﬂow rate. Every
data point corresponds to an average of multiple measurements
(see Table 4). Reynolds number and temperature expansion
corrections were applied by the ﬂow computer of the UFM.
Figs. 9 and 10 show the corresponding results for the master
meters EMF1 and EMF2 of the facility. A temperature dependence
is found that is clearly expressed as the Reynolds dependency. It is
because of the actual installation condition of the master meters
that they are exposed to velocity distributions that depend on the
Reynolds number. This does not affect the accuracy of the calibra-
tion because the hydraulic factor of the master meter is deter-
mined at every calibration at the actual conditions.
Fig. 11 shows the ﬂow stability. It is determined for every
calibration by taking the standard deviation of the indicated ﬂow
by the master meter during the calibration. Average ﬂow stability
is about 0.1%.The repeatability is calculated by the standard deviation of the
three successive measurements. It is depicted in Fig. 12 for the
UFM and in Fig. 14 for EMF1+2. The reproducibility (Figs. 13 and
15) is calculated by taking the standard deviation of all the results
from temperature cycles at the same temperature. For every cycle,
the average value of the three successive measurements of one
ﬂow rate was used as a representative value. In a strict sense a
very large number of repeat measurements (e.g. 100) would be
needed to make sure that the residual uncertainty of averaging is
sufﬁciently small to calculate the reproducibility. In our case, the
stated reproducibility therefore contains some contribution from
the repeatability. Also, because the number of repetitions was not
the same for all temperatures, the results should not be used to
compare the dependency of reproducibility on temperature but
only on ﬂow rate for a given temperature. Repeatability as well as
reproducibility contain also contributions from the test facility.
Fig. 11. Flow stability during calibration as indicated by EMF1+2.
Fig. 12. UFM standard deviation (repeatability).
Fig. 13. UFM reproducibility.
Fig. 14. EMF1+2 standard deviation (repeatability).
Fig. 15. EMF1+2 reproducibility.
Fig. 16. UFM results without Reynolds corrections and UFM internal Reynolds
correction data.
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than 0.04% while the reproducibility between different tempera-
ture cycles is generally better than 0.06%. There is a noticeable
outlier in repeatability at 4 °C and 50 m3 h−1 for the UFM as well as
for EMF1. It was found that the diverter had a small leakage at this
temperature and needed readjustment. This affects the 4 °C
measurement at 50 m3 h−1 and 100 m3 h−1. These two calibration
points therefore show an offset of about +0.08% in measured
deviation. In Fig. 16, the measured deviation is shown for the
results without the internal Reynolds correction of the ﬂow meter,together with the data points that were used for the internal
Reynolds correction. These data points (labelled 20 °C initial) were
determined by KROHNE by ﬂow calibration with water at 20 °C.
The uncorrected results exhibit a Reynolds dependency because of
the ﬂow proﬁle inﬂuence. The application of a hydraulic correction
factor kh in dependence on the Reynolds number is therefore
appropriate.4. Discussion
It is found that the measured deviations of the UFM are
generally in a very narrow band of ±0.1%. For the high Reynolds
number range that is relevant for feed water ﬂow,
aboveRe¼ 1ñ106 even smaller deviations than ±0.05% are found.
The only exception is at 50 °C where the UFM shows an additional
negative offset of about 0.06% (see Figs. 7 and 8). The offset is not
found in the data of the reference meter (Figs. 9 and 10) at 50 °C.
The measurement itself should therefore be valid. Possibly, the
internal calibration of the UFM in dependence of the Reynolds
number should be improved in this region. As can be seen in
Fig. 16, there is a jump of about 0.06% between the third and
second last data points of the initial 20 °C data set that is used for
the internal Reynolds correction. More measurements should be
included to achieve a smooth correction curve in this region.
Nevertheless, the reasons for such small differences are compli-
cated to assess, due to the small magnitude that comes close to the
facility uncertainty of 0.04%. Also, as explained in the Introduction,
the Re-correction is far less important for the very high Reynolds
numbers of feed water ﬂows.
In Fig. 17, the effectiveness of the temperature correction
approach, which is very important for the feed water application,
is shown. What is depicted is the theoretical metering shift for
uncorrected thermal expansion effects (solid line). A linearised
expansion (Eq. (2), α¼ 16ppm=K) model is assumed and imple-
mented in the ﬂow computer. The average of all measured meter
factors at a single temperature is attributed to the thermal
expansion. Error bars indicate the uncertainty of the measurement
facility of 0.04%. A regression analysis from the experiments yields
a thermal expansion coefﬁcient of 15 ppm/K. This agrees favour-
ably with the original coefﬁcient of 16 ppm/K, considering that the
different coefﬁcient leads to a 0.07% change in the correction at
250 °C. In summary, the temperature compensation included in
the meter was found to be appropriate and necessary as uncor-
rected values would have led to changes in the calibration of
0.3% for a temperature range between 4 and 90 °C and up to 1% at
230 °C.5. Further work
The investigated ultrasonic ﬂow meter has shown inaccuracies
of around 0.1% for most investigated cases. Although calibration
for such a high accuracy already presents a challenge to state-of-
Fig. 17. Theoretical meter shift that is used for the correction of thermal expansion
and the measured thermal expansion effect. Error bars indicate the measurement
uncertainty of the facility.
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mising results for further investigations. Several measures were
discussed to reduce the calibration uncertainty. Flow proﬁle effects
can be further reduced by installing a ﬂow straightener at the inlet
of the facility instead of the package. At the highest investigated
ﬂow rate of 900 m3 h−1 the ﬁlling time of the 17 m3 test volume
reduces to less than 70 s. This short measuring time leads to a
deterioration of the repeatability. Longer measuring times can be
obtained by keeping the ﬂow rate steady after the weighing tank is
ﬁlled and the meter under test is further tested against the
reference meter. Conclusions for the actual conditions in a feed
water circuit can so far only be made based on the extrapolation of
the results because the actual conditions cannot be reproduced. It
is therefore also planned to extend these investigations for higher
temperatures at 230 °C at a new test facility that is currently being
built by PTB and at higher Reynolds numbers at the high Reynolds
number test facility of the National Metrology Institute of Japan.
Based on the results of this study a new European research
project was devised in which methods are being developed to
improve the quality of hot water calibrations in Europe. A smaller
diameter of 4 inches (DN 100) was chosen to avoid test rig
limitations and enable participation of more facilities within
Europe. First, the average meter factor will be better converged
with the available test volume and the facility uncertainty will be
better at the lower ﬂow rates. The higher average velocities that
can be generated will lower the inﬂuence of zero point errors. Also
fully developed ﬂow can be generated at our facility with 4 inch
piping. This allows us to remove the ﬂow conditioner and its
inﬂuence. To clearly separate the temperature effect from the ﬂow
proﬁle effect, laser doppler velocity measurements are beingperformed and the measurement programme will be based on
the Reynolds number. The additional effect of a disturbed ﬂow
and high temperature by means of a ﬂow disturber will also
be investigated. It is, thus, desirable to distinguish clearly the
temperature effect from other mentioned inﬂuences.References
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