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Let k be a field. By an affine Hopf algebra over k we mean a Hopf algebra 
(R, p, E) over k such that R is a finitely generated commutative k-algebra. 
The’purpose of this paper is to prove the following results: 
THEOREM A. Let (R,,u, E) be an affine Hopf algebra over a field k of 
characteristic zero. For any finite dimensional R comodule V, the 
endomorphism ring End,(E(V)), of the injective envelope E(V) of V, is 
Noetherian. 
THEOREM B. Let (R, P, E) be an affine Hopf algebra over a jield k of 
characteristic zero. Then any essential R comodule extension of a finite 
dimensional R comodule is Artinian. 
In the above (and throughout this paper) Noetherian means right and left 
Noetherian and finite dimensional means of finite k dimension. By an R 
comodule we understand a left R comodule, that is, a pair (V, r) where V is 
a k-space and r: V-+R Ok V is a k map satisfying (1 @ 7)7= Q @ 1)7, 
(E @ I)7 = 1, the identity map. The terms injective and essential extension 
have the appropriate meanings in the category of left comodules. We refer 
the reader to [7] for the basic representation theory of comodules. 
All rings in this paper have an identity and we insist that the identity of a 
subring coincides with that of the overring. 
This work arose from question about the representation theory, in charac- 
teristic zero, of polycyclic-by-finite groups: the reader who feels that prac- 
tical examples are lacking in the present work is advised to consult the 
companion paper [5]. Our results also apply to representations of finite 
dimensional Lie algebras and rational representations of algebraic groups in 
characteristic zero. 
At the heart of our proof of Theorem A lie certain results on completion in 
noncommutative Noetherian rings. These are dealt with in the first three 
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sections. The results in Section 4 allow us to replace k by any finite 
extension in proving Theorem A. We treat, in Section 5, the case in which 
(R, p, E) is unipotent. Section 6 contains the proof of Theorem A and in 
Section 7 Theorem B is deduced from Theorem A. We conclude, in Section 8, 
by verifying the Jacobson conjecture for the endomorphism rings of 
Theorem A. 
1. AR SEQUENCES OF IDEALS 
DEFINITION. Let A be a ring. A sequence 0? = {a,, @,,...} of ideals is 
admissible if a, 2 a, 2 ... and a,,,od, G GYmfn for all m, n > 1. 
DEFINITION. An admissible sequence @ = ((2,) Q2,...) of ideals of a ring 
A is said to have right AR1 (the first right Artin-Rees property) if for any 
right ideal E of A and any positive integer n there is some n, > n such that 
The left AR1 is similarly defined. 
The following lemma is essentially due to B. Hartley. 
LEMMA 1.1. Let G7 = (Q?, , CZ2 ,... ] be an admissible sequence of ideals of 
the right Noetherian ring A. Then the following are equivalent: 
(i) (2 has right ARl; 
(ii) if M is any finitely generated right A module, L any essential 
submodule and n a positive integer such that La,, = 0, then there is an 
n, > n such that Man0 = 0; 
(iii) ifM is anyJnitely generated right A module, L a submodule of M 
and n > 1, then for some n, > n 
Proof: (i) * (ii) This is clear from the definition if M is cyclic. In general 
we write M=M, +M,+ ... + M, where each Mi is cyclic. Now each 
Min L is essential in Mi so there are integers n,,, > n, for i = l,..., t, such 
that MiOT,O i = 0. Clearly Mfl,0 = 0, where n, = max{n,,i: i = l,..., t}. 
(ii) + (iii) By factoring out LCPG, it suffices to consider the case in 
which L@, = 0. We choose P to be a submodule of M which is maximal 
such that Pn L = 0. Then (P + L)/P is essential in M/P and so by (ii) we 
have (M/P)@,0 = 0, for some n,, i.e., MtZ,0 c P. Hence M6Y,0 n L c 
P n L = 0 and so MC2!,0 n L E La,, , as required. 
(iii) 3 (i) Take M = A, L = E in (iii). 
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DEFINITION. An admissible sequence GE = {o, , csl, ,... } of ideals of a 
ring A has right AR2 if the graded ring 
is right Noetherian, where @, = A by convention. 
PROPOSITION 1.2. Let A be a ring and G! = (GY, ,91, ,...} an admissible 
sequence of ideals with right AR2. Then GY has right AR 1. 
Proof. Let M be a finitely generated right A module and L a submodule. 
The outcome of the usual Artin-Rees argument, as in Theorem 4’, Sect. 2, 
VIII of [ 171, is that for some k we have 
for any m > k. Now if n > 1 and no > n + k, then by the above equation, 
with m replaced by no, we have 
and so @ has right AR1 by Lemma 1.1 (iii). 
Suppose that A is a ring and GY an admissible sequence of ideals of A. We 
denote by a,, the completion of A with respect to the sequence a. The 
following result may be proved as in “I-adic” commutative case (see for 
example 10.22-10.26 of [ 11). 
THEOREM 1.3. Suppose A is a ring and GF! = {a,, G?, ,...} an admissible 
sequence of ideals of A with right AR 1 and such that the graded ring 
is right Noetherian. Then a, is right Noetherian. 
COROLLARY 1.4. Let A be a ring and GY = {a,, cslz,...} an admissible 
sequence of ideals with right AR2. Then A, is right Noetherian. 
ProojI This is immediate from Proposition 1.2, Theorem 1.3 and the fact 
that ,7X0 0 C’~,I@,, 1 is an epimorphic image of CzEo 0 man. 
We shall say that an ideal I is a ring A has right AR1 (respectively right 
AR2) if the sequence {I, 1’, I3 ,...} has right AR1 (respectively right AR2). Of 
course this agrees with the usual definitions of the AR properties in 
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Noetherian ring theory. The following result from [ 14, Theorem 71 will be of 
great value to us. 
THEOREM 1.5 (Pickel). Let L be a fnite dimensional, nilpotent Lie 
algebra over afield and let A be the universal enveloping algebra of L. Then 
the augmentation ideal I = LA of A has right and left AR2. 
For any positive integer r, and a field k, we denote by M,(k) the ring of 
r x r matrices with entries in k. The following lemma will be needed in 
Section 3; its proof is left to the reader. 
LEMMA 1.6. Suppose that A is an algebra over a jield k and that 6Y = 
(@, , 6Y2,...} is an admissible sequence of ideals of A with iight AR2. Then 
for any positive integer r, the admissible sequence (M,(k) @ @, , 
M,(k) @ M,,...} of ideals of M,(k) @A has right AR2. 
2. FIXED POINTS AND COMPLETION 
Suppose that A is an algebra over a field k, G is a group of k-algebra 
automorphisms of A and @ an admissible sequence of G invariant ideals of 
A. Clearly there is a natural action of G on the completion a, of A. In this 
section we show that under certain conditions, the k-algebra of G fixed 
elements of a, is Noetherian. 
DEFINITION. Let G be a group and k a field. We shall say a left kG 
module V is 1ocallyjCzite (dimensional) if dim, kGv < co for all v E I’. 
For a left kG module I/ we write 
V+={vEV:gu=vforallgEG}. 
If V if locally finite and completely reducible, we denote by V- the unique 
submodule complement to V’. If u E V, then elements v+, v- E V are 
defined by the equation 
u=tl+ +v- (II+ E v+, v- E VP). 
For a subset S of V we write 
s+ = p+: s E S}, s- = {SC: s E S}. 
LEMMA 2.1. Suppose that A is a right Noetherian algebra over afield k 
and G is a group acting completely reducible and locally finitely as k-algebra 
automorphisms of A. Then the subalgebra A ’ of A is right Noetherian. 
48 I /70/2-7 
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ProoJ We have A = A+ @A-. It is easy to check that A+A- z A- and 
so, if Z is a right ideal of A+, then Z = IA n A+. The remainder of the proof 
is left to the reader. 
COROLLARY 2.2. Let A be an algebra over a fteld k and G a group 
acting completely reducibly and locally finitely on A as k-algebra 
automorphisms. Suppose that CF = (a,, GPI, ,... ) is an admissible sequence of 
G invariant ideals of A. Then if a has right AR2, the admissible sequence 
a+ = {Ml) a: )... ] of ideals of Ai has right AR2. 
ProoJ: We extend the action of G to 
in the obvious manner. Clearly G acts completely reducibly and locally 
finitely on 3 and hence by Lemma 2.1 
is right Noetherian. Thus 6?+ has right AR2. 
THEOREM 2.3. Let A be a k-algebra and G a group acting completely 
reducibly and 1ocallyJinitely on A as k-algebra automorphisms. Suppose that 
GI? = (a,, Q!,,...] is an admissible sequence of G invariant ideals of A. Then 
as k-algebras, where A, is regarded as a G module in the obvious manner. 
Proof: We think of an element of a, as a coherent sequence, that is, a 
sequence (<,) where <,, E A/a,, and rr,,,(&,) = <, for all m > n. Here II,,,: 
A/G!,,, + A/@,, denotes the natural map. 
Let 6,: A/@,, --t At/a: be the map satisfying e,(a + CPI,,) = a+ + nz for 
any a E A. We define @: (a,)’ -+ &+ by 
@((4”)) = (e”(r”)) 
for (c,) E a,. We leave it to the reader to check that @ is well defined and a 
homomorphism of k-algebra. 
Suppose that (4,) E ker @ and write <,, =x, + GY,, for some x, EA. Since 
(&,) E (Al,)+, we have x, - x,’ E QZ,, and so <, = x,’ + GZ,. Now (c,) E ker @ 
gives x,’ E d, for all n and &, = 0. Hence @ is a monomorphism. 
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If (rl,) E &I+ and q, = y, + CPI: for n > 1, then, putting <,, = y, + a,,, it is 
easy to see that (r,) E (A,)’ and that @((&)) = (q,). Thus @ is an 
epimorphism and hence an isomorphism of k-algebras. 
Combining Corollary 2.2 with Theorem 2.3 and Corollary 1.4 we obtain 
the following result. 
COROLLARY 2.4. Let A be a k-algebra on which a group G acts 
completely reducibly and locally finitely as k-algebra automorphisms. 
Suppose that CJ! is a G invariant admissible sequence of ideals of A with right 
AR2. Then (&)’ is right Noetherian. 
3. CERTAIN ENDOMORPHISM RINGS 
Let A be an algebra over a field k, let G be a group and let 
P: G -+ Am,-,,,(A) 
be a group homomorphism, where Autk.,,&A) denotes the group of k-algebra 
automorphisms of A. By a right (respectively left) (A, G) module we mean a 
k-space V which is simultaneously a right (respectively left) A and G module 
in such a way that 
w = Ok)a>g (respectively gav = @(g)a)gv) 
for all v E V, g E G, a EA. This definition is similar to, though not entirely 
analogous to, that of Jantzen’s U,, - T modules (see [lo]). One may also 
consult [ 131. 
Suppose V, W are right (respectively left) (A, G) modules. A k-linear map 
0: V-+ W is a morphism of right (respectively left) (A, G) modules if it is a 
morphism of right (respectively left) A and G modules. We denote by 
9JIm,(A, G) (respectively 9JI,(A, G)) the category of right (respectively left) 
(A, G) modules. 
For V, WE !JJI,(A, G) (respectively %!,.(A, G)) Hom,,,,,(V, IV) denotes 
the space of (A, G) maps and End(,,,,(V) = Hom(,,,,(V, v) the k-algebra of 
(A, G) maps. We regard Hom,( V. W) as a right (respectively left) G module 
with action given by 
@!)(v) = ~W1k (respectively (g@)(u) = g@(g-IV)) 
for 0 E Hom,( V, W), g E G, v E V. We have, in the notation of Section 2, 
Wom,(K w))’ = Hom,,,,,(K @‘I. 
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For V E tm,(A, G) (respectively !VIL(A, G)) we denote by V* E YJIL(,4, G) 
(respectively 9JI,(A, G)) the k-space Hom,(V, k) viewed as an (A, G) module 
via the actions satisfying 
(aa) = a(va) (respectively (~)(a) = a(av)), 
(w>(v) = a(w) (respectively (ag)(v) = a(gv)) 
for a E A, g E G, a E V*, v E V. 
We regard A as a left G module via p and as a right G module via the 
action u given by act(g) = p(g- ‘)a for a E A, g E G. Thus A becomes a left 
(respectively right) (A, G) module on which A acts via its left (respectively 
right) regular representation and on which G acts via p (respectively a). 
Note that if A is a Hopf algebra over k and G acts as a group of Hopf 
algebra automorphisms of A, then the tensor product of left (respectively 
right) (A, G) modules is naturally a left (respectively right) (A, G) module. 
The proof of the following lemma and its corollary are left as exercises for 
the reader. 
LEMMA 3.1. Let I be a G invariant ideal of A of finite codimension. 
Then the map 
f’: A/I-+ End,((A/I)*), 
r-f:, 
where f:(a)(r) = a(rt) for t, r EA/I, a E (A/I)*, is an isomorphism of k- 
algebras. Further tf A/I is regarded as a right G module on the left-hand side 
of the above and as a left G module on the right-hand side, then f’ is an 
isomorphism of right G modules. 
For a vector space V and a subspace W we write 
W’={aE v*(a(W)=O). 
If 7- = (Yi) F>)...} is a sequence of subspaces of V with 7; 2 Y2 2 . . . , we 
write 
e. = 6 “r/-k = {a E V* 1 a(Yn) = 0 for some n}. 
II=1 
COROLLARY 3.2. Let GZ = {M,, CZ, ,... } be an admissible sequence of G 
invariant ideals of A ofJnite codimension. Then the map 
F: Al7 -+ End, (A X), 
F((L))(Y,,J = d><~,n> 
NOETHERIAN PROPERTY 401 
for (t,) E&, v,Eak, is an isomorphism of k-algebras and right G 
modules. 
The next result is crucial. Theorem A will be proved by maneuvering until 
the endomorphism ring in question is of type in the following. 
THEOREM 3.3. Let A be the universal enveloping algebra of a finite 
dimensional, nilpotent Lie algebra L over a jield k and G a group of Lie 
automorphisms of L. Let V be a finite dimensional right (A, G) module on 
which L acts trivially and suppose that G acts completely reducibly and 
locally finitely on End,(V) 0 A. Then 
is Noetherian, where a = {I, 12,...}, I is the augmentation idzal of A and A/I” 
is regarded as a left (A, G) module for each n > 1. 
Proof: Let E = End,,,,,( V 0 A$). We have 
E = (End,(V @ AX))’ (1) 
and since V is trivial as an L module, we may identify End,(V@ A;) with 
End,(V) @ End,(A$). Now by Corollary 3.2 
End,(V) @ End,(A$) z End,(V) @ At7 (2) 
by an isomorphism of k-algebras and right G modules. 
Let B = End,(V) @ A and 9 = {.9,, 5Y2,... }, where 9’,, = End,(V) @ I” for 
n 2 1. We leave it to the reader to construct the natural isomorphism 
End,(V) 0 A, + B,g (3) 
of k-algebras and right G modules. Now (l), (2) and (3) give 
Eg((B,)+. 
By Lemma 1.6 and its left-handed analogue the sequence 59 of ideals of B 
has right and left AR2. Hence by Corollary 2.4 and its left-handed analogue, 
E is Noetherian. 
4. EXTENDING THE BASE FIELD 
Some of the ideas in this section are taken from unpublished notes of 
Professor J. A. Green. 
Let V be a vector space over a field k. We endow the dual V* = 
402 STEPHEN DONKIN 
Hom,(V, k) with the linear compact topology. In this topology a set U is 
open if for any CT E U there is a finite dimensional subspace X of V such that 
a +X1 c U. This makes V* into a topological vector space. 
Let F be a field extextension of k. We identify v* with a k-subspace of 
@ = Hom,( Yak F, F) via the map a + GI @ 1 where (a @ l)(u @ A) = Aa 
for a E v*, u E V, ;1 E F. 
The proof of the following lemma is elementary and will be omitted. 
LEMMA 4.1. Let V, k, and F be as above. Then 
(i) the linear compact topology on V* coincides with the topology on 
P induced from the linear compact topology on V,*; 
(ii) a subspace @ of V* is dense in V* if and only if the F span of @ 
in P$ is dense in V,. 
Now let (R,,u, E) be a coalgebra over k. We view T(R) = Hom,(R, k) as a 
k-algebra with multiplication given by 
(71 * Y*)(‘) = (Y1 0 r*)Pu(r> 
for yr, y2 ET(R), r E R. Then Z(R) is a topological space thanks to the 
linear compact topology and the multiplication map T(R) Ok T(R) -+ T(R) is 
continuous, where the topology on T(R) @Z(R) is induced from the linear 
compact topology on (R Ok R)*. Thus T(R) is naturally a topological k- 
algebra. 
Note that any left R comodule (V, r) is naturally a right r(R) module with 
action given by 
fory E T(R), z, E V. 
LEMMA 4.2. Let (R,,u, E) be a coalgebra over afield k, let V, W be left R 
comodules and @ a dense subset of T(R). Then 
(i) a k-linear map 0: V -+ W is an R-comodule map if: and only if 8 
commutes with the action of all elements of @ 
(ii) a subspace V, of V is a subcomodule if and only if V, is invariant 
under the action of all elements of @. 
Let (R, ,u, E) be a coalgebra over a field k and F a field extension of k. 
Then R, = R ok F is naturally a coalgebra over F and we identify r= 
Hom,(R, k) with a sub-k-algebra of r,= Hom,(R,, F). Given any R 
comodule V we may from the R, comodule V, = V Ok F. 
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LEMMA 4.3. Let (R,p, E) be a coalgebra over a field k and F an 
extension field of k. Suppose that W is an R comodule and V an essential 
subcomodule. Then V, is an essential subcomodule of W,.. 
Proof It is easy to see that the natural map Z-Ok F-+ I’,. is a 
monomorphism of k-algebras. Hence the lemma follows from Lemmas 4.1 (ii) 
and 4.2(ii) combined with Lemma 5.1 of [ 121. 
LEMMA 4.4. Let (R, p, E) be a coalgebra over a field k, F an extension 
field of k and E an injective R comodule. Then E, is an injective R, 
comodule. 
Proof: By (ISg) and (ISh) of [7], E is isomorphic to a summand of a 
direct sum of copies of R. Thus it sufftces to consider the case in which 
E = R. But then E, is the left comodule R, which is certainly injective. 
LEMMA 4.5. Let F be an algebra over afield k, F a finite extension of k 
and V a right F module. Then End,.(V) is right (respectively left) Noetherian 
if and only if Endr& V Ok F) is right (respectively left) Noetherian. 
Proof: We shall prove the right-hand version. 
Let F’=F@,F and V’= V&F. Since lF:kl < co, we may identify 
End,(V’) with End,(V) Ok End,(F). With respect to this identification we 
have 
End,(V) Ok k < End,( V’) < End,(V) 0 End,(F). 
Now suppose that End,(V) is right Noetherian. Then since End,(V) 0 
End,(F) is finitely generated as a right End,(V) Ok k g End,(V) module and 
End,,(V’) is a submodule of End,.(V) 0 End,(F), we have that End,( V’) is 
a right Noetherian End,(V) Ok k module. A fortiori End,(V’) is a right 
Noetherian ring. 
Let us now suppose that End,(V) is right Noetherian. For right ideal Z of 
End,(V) we define 
jr(Z) = (Z @ End,(F)) n End,( V’), 
a right ideal of End,.(V’). Consider 
I, < I, < * * * < z, < . . ’ 
an ascending chain of right ideals in End,.(V). Then 
F(Z1> <mz,) < *** 
and, since End,,( V’) is right Noetherian, for some N we have Y(Z,) = Y(Z,) 
for all m, n > N. However, it is easily seen that ,Sr(Z,,) n (End,(V) 0 k) = 
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I@ k and so I,, = I, for all m, n > N. This proves that End,(V) is right 
Noeiherian as required. 
Now combining Lemma 4.5 with Lemmas 4.1 (ii) and 4.2(i) we obtain 
PROPOSITION 4.6. Let (R, p, E) be a coalgebra over a field k, F a $nite 
extension of k and V an R comodule. Then End,(V) is right (respectively 
left) Noetherian if and only if EndROJ VOk F) is right (respectively left) 
Noetherian. 
Remark. The value of the Lemmas 4.3 and 4.4 and Proposition 4.6 is 
that together they allow us to replace k, in Theorem A, by any finite 
extension. This allows us to bring to the surface as many of the features of 
the affine algebraic group Homr..&RB, J?) (Edenotes the algebraic closure of 
k) as we require at any stage in the proof of Theorem A. 
A proof of the following may be found in Section 13.1 of [ 161. 
THEOREM 4.1. If (R,,u, E) is a commutative Hopf algebra over afield of 
characteristic zero, then R is reduced (i.e., has no nilpotent elements). 
Let (R, ,u, E) be an affine Hopf algebra over a field k. Then Homk..JR, k) 
is naturally a group with multiplication given by (@v)(r) = (60 v),~(r) for 
8, v E Homkmalg(R, k) and r E R. The inverse of 6’E Homk.a,g(R, k) is 0 0 S, 
where S is the antipode of R. For any extension field F with k E F c f we 
identify G, = HomF.a,g(RF, F) with a subgroup of G = Homr(Rr, l). 
It follows from Theorem 4.7 that, if k has characteristic zero, then R, may 
be identified with a E-algebra of functions on G and that (G, RF) is an affine 
algebraic group in the sense of Section 1.7 of [ 151. Furthermore, in this case, 
EG is a dense subset of T(RE). 
The following well-known lemma is a consequence of the fact that every 
ideal of R @ ,$ is finitely generated. 
LEMMA 4.8. U,,,, G,, where 27 is the set of all fields intermediate 
between k and k which are finite extensions. 
For an affine algebraic group (H, K[H]) over an algebraically closed field 
K we denote by H” the connected component of the identity in H and, for a 
subset L of H, denote by z the closure of L in the Zariski topology on H. 
We remark that the Zariski topology on H coincides with the topology on H 
induced by considering H as a subset of K[H]* via the identification h + sh 
for h E H, where eh(a) = a(h) for any a E K[H]. 
LEMMA 4.9. Suppose that (R,,u, E) is an affine Hopf algebra over aj?eld 
k of characteristic zero. Then there is a finite extension F of k such that, in 
the notation established above, G= G and w = GO. 
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Prooj Let F be a finite extension of k for which (GF)’ is maximal. Let x 
be any element of G. We have x E G,, for some finite extension F, of k by 
Lemma 4.8. If F, is a finite extension of k containing F and F,, then by - 
maximality of (GF)’ we have (G,)’ = (q)’ and it follows that x normalises - 
(G,)‘. Since x was arbitrary (G,)” is a normal subgroup of G. 
Now suppose that there is an element y E Go such that y(q)” has infinite - 
order in G’/(G,)‘. We choose a finite extension F, of k such that y lies in 
GP1. Now if F, is a finite extension of k containing F and F,, for some 
positive integer n, y” and (G)’ lie in (q)‘, contradicting the maximality of - 
(G,)‘. Thus G’/‘(G,)’ is a periodic, connected, affine algebraic group over an 
algebraically closed field of characteristic zero. It is easy to convince oneself - 
that such a group must be trivial and so (G,)” = Go. 
We now choose coset representatives x,, x2,..., x, for Go in G and put 
4 = (f E R, 1 xi(f) = 0) for 1 < i < n. By Hilbert’s basis theorem each ideal 
4 is finitely generated and it follows that there are finite extensions ki of k 
such that ~&= Ra(.Jn R,,J. Now replacing F by a finite extension 
containing k,, k, ,..., k, we obtain an extension field of k satisfying the 
conclusions of the lemma. 
5. THE UNIPOTENT CASE 
Let (R, ,u, E) be an afline Hopf algebra over a field k. Let Lie(R) = 
(y E T(R) 1 y(ab) = s(a) y(b) + ~(a) s(b) for all a, b E R}. It is easy to check 
that Lie(R) is a Lie subalgebra of T(R). For a Lie algebra L we denote by 
P(L) the universal enveloping algebra of L. 
PROPOSITION 5.1. (i) Lie(R) = {y E (R) 1 y(l) = y(M*) = 0} where M = 
ker E. 
(ii) dim Lie(R) = dim M/J’. 
(iii) Zf k has characteristic zero, then the k-algebra map P(Lie(R)) -+ 
r(R) induced by the inclusion map Lie(R) + r(R) is a monomorphism. 
ProoJ (i) and (ii) are standard and easy, whereas (iii) follows from 
Theorem 13.0.1 of [ 161. 
We identify P(Lie(R)) with a k-subalgebra of T(R) via the map of (iii) 
above. 
DEFINITION. A Hopf algebra (R,p, E) over a field k is unipotent if the 
simple trivial comodule is the only simple R comodule. 
We remark that if (R, ,u, E) is any commutative, unipotent Hopf algebra 
over a field k of characteristic zero, then R is an integral domain. This may 
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be proved by tensoring R over k with the algebraic closure of k, then using 
Theorem 4.7 and the fact that any unipotent afftne algebraic group over an 
algebraically closed field of characteristic zero is connected. 
PROPOSITION 5.2. Let (R, ,u, E) be an affine Hopf algebra over k, a field 
of characteristic zero, and suppose that R is an integral domain. Then 
(i) %(Lie(R)) is a dense subalgebra ofT(R). 
(ii) If (R,,u,e) is unipotent and L, a Lie subalgebra of L = Lie(R) 
such that %(L,) is dense in T(R), then L, = L. 
Proof: By Lemma 4.l(ii) we may assume that k is algebraically closed 
so that R is the coordinate ring of G = Homk-a,g(R,k). 
(0 Let {Y,, y2,..., y,} be a basis of Lie(R) and define 
% = k vanb+, I+, . ..yi.IO<s<r, l<ij<n} 
for each r > 0. By the Poincare-Birkhoff-Witt theorem & has dimension 
f(r, n), the dimension of the k-space of polynomials over k, in n variables, of 
total degree at most r. It is easy to check that if y E gr, then y&C+‘) = 0; 
hence we have a natural map 
&‘,, + (R/J+ ‘)* (4) 
which is injective because of Proposition S.l(iii). 
Now by Theorem A of 5.3 of [9], the localisation Rx of R with respect to 
J is a regular local ring of dimension n and so dim R X/Jrf1R,4 = f (r, n). 
Also the natural map R/Mr+ ’ + R JJ+lR J is an isomorphism so that 
dim R/A?‘+ ’ = f(r, n). Now by a dimension argument the map of (4) is an 
isomorphism of k-spaces. Hence 
Now density follows from nz=,Jr = (0) (by Krull’s theorem). 
(ii) For y = Lie(R), f E R, by the unipotence of R we have r”df) = 0 
for all m large. Thus we may define, for t E k, an element yI of T(R) by 
r,(f) = 5 $‘(f) 
i=CJ I* 
for any f E R. Let G, denote the additive group of the field k, regarded as 
the one dimensional connected, unipotent algebraic group. It is easy to check 
that yI E G for each t E k and that the map qY: G, --t G taking t to yI is a 
morphism of algebraic groups. We write G,= Im p,; by Proposition B(b, c) 
of 7.4 of [9] this is a closed connected subgroup of G. 
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Let G, be the subgroup of G generated by all G, for y E L,. Now G, is 
closed and connected since it is generated by closed, connected subgroups of 
G (see the proposition of 7.5 of [9]). Moreover one can check (using the 
Baker-Campbell-Hausdorff formula) that G, has dimension equal to the 
dimension of L, . It follows that L, is the Lie algebra of G,. Now if 
.Y^= {fERlg(f)= 0 for all g E G,}, we have y(f) = 0 for all y E P(L,), 
f E L Y-. By density of P(L,), JV = 0 and G, = G. Hence L I = L as required. 
A left (R, ,u, E) comodule is naturally a right Z(R) module (see Qection 4) 
and hence an L = Lie(R) module. We call a right L Lie module rational if it 
arises in this way from an R comodule. 
An L module M is said to be hypertrivial if M = (J FzO M, , where M, = 0, 
and for b > 1 
h4,= (mEM(rnLEM,-,}. 
The two definitions just given are connected by the following. 
PROPOSITION 5.3. Let (R,b, E) be an affine unipotent Hopf algebra over 
afield k of characteristic zero. Then an L = Lie(R) module is rational Sf and 
only if it is hypertrivial. 
ProoJ (3) Straightforward. 
(e) Let M be a hypertrivial L module. Since direct sums, submodules 
and quotient modules of rational modules are rational, it suffices to consider 
the case in which M is cyclic. By hypertriviality MI” = 0 for some n, where Z 
is the augmentation ideal of p(L). Thus it suffices to show that %(L)/Z” is 
rational for n large. 
Suppose R is generated as a k-algebra by a finite dimensional 
subcomodule V and VrN = 0. We need only consider the case in which M = 
%(L)/Z” for n > N. 
Let A = Hom,(?Y(L), k) which we regard as a k-algebra by 
(f,.MY> = u-1 0 f,W(Y))~ 
where d: p(L)-+ g(L) @ 9(L) is the comultiplication map of the Hopf 
algebra g(L). 
Now let B be the sub-k-algebra of A generated by {f E A ] f(Z”) = 0). We 
identify B @ B with a subspace of Horn@(L) @ p(L), k) so that B 
becomes a Hopf algebra with structure maps pi, E’, g satisfying 
W)(y, 0 ~2) = 0, YJ, E(b) = b(l), ~(b)(y) = W(y)) 
for b E B, y,, yz E p(L) where S is the antipode of g(L). 
If r E V, then y(r) = 0 for all y E I” (since VZn = 0) and so we have a map 
qxR+B 
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defined by p(r)(y) = y(r) for r E R, y E p(L). Moreover q~ is a morphism of 
Hopf algebras and since p(L) is dense in r(R) (by Proposition 5.2(i)), v, is a 
monomorphism. We denote by &I: Lie(B) + Lie(R) the restriction of the 
dual map q~*: T(B)-+T(R). 
We also have a k-algebra map 8: p(L) -+ Z(B) defined by B(y)(b) = n(y). 
Now 8(L) G Lie(B) and, since B was constructed as a k-algebra of linear 
maps on g(L), %(0(L)) ’ d 1s ense in Z(B). However, it is easy to check that B 
is unipotent and so, by Proposition 5.2(ii), t!?(L) = Lie(B). But du, o 19 is the 
identity on L, so 
8: L -+ Lie(B) 
- - 
is an isomorphism of Lie algebras. Now HomE._,,,(R ok k, k) and Homr. 
JB ok I?) are unipotent algebraic groups of the same dimension and it 
follows that 
is an isomorphism. Hence q: R + B is an isomorphism. 
Now let B, = {b E B 1 b(Z”) = 0) and R, = q..‘(B,). We leave it to the 
reader to check that R, is a left subcomodule of R and that the left R 
comodule (R,)* dual to R, when regarded as a right g(L) module is 
isomorphic to F(L)/Z”. 
Remark. Let A0 = (a E A 1 a(Zm) = 0 for some m}. We obtain from the 
argument of the proof of the above that the natural map ~0: R +A0 given by 
q(r)(y) = y(r) is an isomorphism of Hopf algebras. 
6. A PROOF OF THEOREM A 
Let (R, p, E) be a coalgebra over a field k and G a group. For an R 
comodule (respectively kG module) V we denote by sot,(V) (respectively 
sot,(V)) the sum of all simple R subcomodules (respectively simple kG 
submodules) of V. A coalgebra (R, ,u, E) is said to be Maschke if every R 
comodule is completely reducible, that is, if I/ = socR( V) for every R 
comodule V. 
The proofs of the following lemmas are left to the reader; the second 
lemma is an extension of Maschke’s theorem. 
LEMMA 6.1. Let (R,p, E) be a Hopf algebra over a jXd k. Then 
(i) R is Maschke if and only if the trivial comodule is injective, 
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(ii) tf R is Maschke and F is any field extension of F, then R, = 
R Ok F is Maschke, 
(iii) if R, is Maschke for some field extension F of k, then R is 
Maschke. 
LEMMA 6.2. Let G be a group, N a normal subgroup of G ofJinite index, 
k a field of characteristic zero and V a kG module. Then soca( V) = socN( V). 
Let (R, ,B, E) be an affine Hopf algebra over k and G, = Ho~~.~,~(R, k). 
Any left R comodule is naturally a right kG, module, we shall say that a 
right kG, module is rational if it arises in this way. 
We now list some properties of rational modules in the form of a 
lemma-the proof, once again, is left to the reader. 
LEMMA 6.3. Let (R, ,u, E) be an affine Hopf algebra over a field k and 
G, = Horn&R, k). Then 
(i) if V, W are rational right kG, modules, then V ok W is rational; 
(ii) if V is a finite dimensional right kG, module, then V is rational if 
and only tf the dual right kG, module V*, on which G, acts by (ag)(v) = 
a(vg-‘) for a E v*, g E G,, v E V is rational; 
(iii) any direct sum of rational modules is rational; 
(iv) R viewed as a right kG, module, via the operators c,, for g E G,, 
where en(r) = (g @ 1 @ g-‘)(j.t @ l),~(r) for r E R is rational; 
(v) Lie(R) viewed as a right kG, module via the operators C,, for 
g E G,, where C,(y) = g-’ * ‘J * g for y E Lie(R) is rational; 
(vi) zf J is a Hopf ideal of R, H, = Homk.a,.&R/J, k) and V is any 
rational right kG, module, then V viewed as a right kH& module is rational. 
Suppose also that G, is dense in Gr= Hom~.G-a,p(Rr, k). Then 
(vii) submodules and quotient modules of rational G, modules are 
rational; 
(viii) any right kG, module which is generated by rational submodules 
is rational; 
(ix) if Homli-a,p(Rrr I;> is a reductive algebraic group and the charac- 
teristic of k is zero, then every rational G, module is completely reducible. 
We are now ready to embark on the proof of Theorem A. For the 
remainder of this section (R, ,u, E), k, V and E(V) are as in the statement of 
Theorem A. 
Step 1. Without loss of generality (WLOG) we may assume that kG, is 
dense in T(R) (where G, = Homkmalg(R, k)) and R is an integral domain. 
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Proof: By Lemma 4.9 there is a finite extension F of k such that GF = G 
(where G = Homr.,JRr, r;>) and G, n Go = Go. By the remark following 
Proposition 4.6, we may (and do) replace k by F. Thus by Lemma 4.2(i) 
E~4W9) = En4&W). 
Now if H = GJ(G, n Go) (a finite group), we have a natural action of H on 
Endono@( 9 and 
the fixed points of End&E(V)) under H. Now by Lemma 2.1 and 
Maschke’s theorem it is enough to prove that Endkcc,rx;o,(E(V)) is 
Noetherian. 
Let JV = {a E RI; ] g(u) = 0 for all g E Go} and let Jy; be the inverse image 
of JV under the map R -+ R, taking f E R to f 0 1. We replace k, if 
necessary, by a finite extension so that JY= Rdd @ k). Now RI;lJtr may 
be identified with the coordinate ring of Go and so R&T is an integral 
domain. It follows that R/JY; is an integral domain (since R/d 0 E is and 
field extensions in characteristic zero are separable). Also Jv; is a Hopf ideal 
of R and k(G, n Go) may be identified with a dense subalgebra of T(R/Jv;). 
Let a: R -+ R/JY; be the natural map. If W is any left R comodule with 
structure map r: W-+ R @ W, then we may regard W as a left RI& 
comodule (denoted by a,( IV)) via the structure map (a @ 1)~ 
W-R/d@ W. 
Now by Lemmas 4.l(ii) and 6.2 
socw.&oW9)) = SOC,,,~,O,(WN 
= soc&E(V)) = soc,(E( I’)). 
Thus a,(E(V)) has a finite dimensional socle. Further one may check that 
a,(E(V)) is an injective R/4 comodule (by a field extension argument and 
Proposition 2.1 and Theorem 4.3 of [2]) so that the R/JY; comodule 
a,(E(V)) is the injective envelope of some finite dimensional comodule. 
Also 
End k~GknCdW’)) = Endw.&o@(V))) 
by Lemma 4.2(i) so that result follows from the remark following (5). 
Step 5. WLOG we may assume that there are Hopf ideals P, Q of R 
such that 
(i) the map (~0 x)~: R + R/P @ R/Q is a k-algebra isomorphism, 
where I: R + R/P and x: R -+ R/Q are the natural maps; 
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(ii) WV> = Hom,,,,((W%, r;> is naturally identified with the 
unipotent radical of GI;(R); 
(iii) Gr(R/Q) is naturally identified with a reductive subgroup of 
GdR); 
(iv) H= G,(R/Q) ’ d IS ense in GdR/Q) and kH is dense in T(R/Q). 
Prooj By Theorem 7.1 of [ 121 this may certainly be achieved if k is 
algebraically closed. We may rescue the result for a finite extension F of k 
by repeated application of Hilbert’s basis theorem. Now by the remark 
following Proposition 4.6 we may replace k by F. 
Step 3. For any g E G, and y E L = Lie(R/P) (which we identify with a 
subalgebra of Lie(R)) we have g * y ?I: g-’ E L. Further the subalgebra of 
T(R) generated by L and H is dense in I’(R). 
Proof. The first statement follows from Step 2; we leave the details to the 
reader. 
Let r, be the k-subalgebra of T(R) generated by L and H. To prove that 
r, is dense we must show that the restriction map r,, -+X* is surjective for 
every finite dimensional subspace X of R. If this is not the case, then there is 
some 0 ff E R such that (y * h)(f) = 0 for all y E g(L), h E H. But by 
density of p(L) in T(R/P) (Proposition 5.2(i)) and of kH in T(R/Q) (Step 
2(iv)) such an element is in the kernel of the map (v @ x)~: R -+ R/P @ R/Q. 
Hence f = 0 by Step 2(i), a contradiction, and so r,, is dense in T(R). 
Step 4. Let M = (f E R 1 R,,(f) = f for all h E H} where, for g E G, the 
operator R,: R + R is defined by R,(f) = (1 @ g)p(f) for any f E R. Then 
M is a k-subalgebra of R and the natural map w: M -+ R/P is a k-algebra 
isomorphism. 
ProoJ: From Step 3 we have 
M={fE R((y*h)df)forallyE%(L)} 
= ((w 0 x>P)- ’ (RIP 6% k) 
and the result now follows. 
Step 5. M is a left R subcomodule of R isomorphic to E,(k), the 
injective envelope of the trivial comodule k. Furthermore SOCK = k. 
Proof. The coordinate ring of a reductive afftne algebraic group over a 
field of characteristic zero is Maschke (this comes from the complete 
reducibility of finite dimensional representations of semisimple Lie algebras 
in characteristic zero and Proposition 5.2(i)). Hence by Lemma 6.l(iii) and 
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Step 2(iii), R/Q is Maschke. We leave it to the reader to check that M is a 
left R subcomodule of R and that 
A4 Lz X0(k) 
as left R comodules, where x0 is the x induction functor as in Section 3 of 
[4]. Thus, by Lemma 6.1(i) and 3(f) of [4], A4 is an injective left R 
comodule. 
Now H acts on p(L) as a group of k-algebra automorphisms in a manner 
compatible with the action of H on L given in Step 3. Thus it makes sense to 
consider (Z!(L), H) modules. From Step 4, Proposition 5.2(i) and the fact 
that R/P is unipotent it follows that 
By Step 3, 
Soc,mw) = k* (‘5) 
swdw = SOC(#(L),H) VW 
and by an easy Clifford theorem type argument 
SOC(V(L),H) WI c SFv(L) Gw 
Thus by (6) sot,(M) = k. We have already shown that M is injective; hence 
M z E,(k) 
as left R comodules. 
Step 6. WLOG we may suppose that I’ is a completely reducible R 
comodule, L acts trivially on I/ and E( I’) = V @ it4. 
ProoJ Clearly 
E( V) g qsoc, ( V)), 
so we may replace V by soc,(v> without difficulty. Now to show that, for a 
completely reducible R comodule V, E( v> z V @ M it is enough to consider 
the case in which V is simple. Now by Proposition 5.3 
Of {vE V/211=0}= V,, say 
where I is the augmentation ideal i?(L). Clearly V, is a (g(L), H) 
submodule of V and hence, by Step 3, a left R subcomodule of V. Thus 
I’, = V, by simplicity, and L acts trivially on V. It fohows that 
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Hence 
and V@ M is an essential R comodule extension of V@ k. It is a conse- 
quence of 3(h) of [4] that V@ M is an injective left R comodule and so 
E(V) z V @ M, as required. 
Step 7. Let B = p(L), .W = {A?,, A?* ,... } where 9’n = I” for n > 1 (where 
I is the augmentation ideal of B). Then 
as right (B, H) modules, where we regard B/Z” naturally as a left (B, H) 
module giving rise to a right (B, H) module structure on (B/I”)*. 
Proof. By the concluding remark of Section 5, the map q: R/P+ B*, 
given by q$r + P)(y) = y(r) for r E R, y E B is an isomorphism of k-spaces. 
We leave it to the reader to check that 
is an isomorphism of right (B, H) modules. 
Step 8. Completion of proof. 
We have 
End,@(V) = End,,,&(V)) g End,,,,,(~O Ml 
= End~,,,,(VO B$J 
by Steps 3, 5 and 7. 
We now wish to apply Theorem 3.3 to complete the proof. Since H acts 
locally finitely on End,(V) and on B = P(L), it acts locally finitely on 
End,(V) @ B. From Step 6, L acts trivially on V and so it only remains to 
prove that H acts completely reducibly on End,(V) 0 B. 
By the argument of Lemma 60.2(iii) of [6], End,(V) z V@ v* as right 
kH modules. Hence by Lemma 6.3(i), End,(V) is rational. 
Now for each positive integer n there is a k-map 
a,: L@L@..-@L+B 
satisfying a,(y, 0 y2 0 ... 0 Y,) = Y, y2 . . . Y,, . Clearly a, is a right H module 
map and B = lJ,“=, Im an. Hence, by (v), (vii) and (viii) of Lemma 6.3, B 
regarded as a right H module is rational. 
Now by Lemma 6.3(i), End,(V) @B is a rational right H module and 
hence by Lemma 6.3(ix) together with Step 2(iii, iv) End,(V) @ B is a 
completely reducible right kH module. Thus completes the proof of 
Theorem A. 
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7. THEOREM B 
Let (R, ,u, E) be an affine Hopf algebra over a field k of characteristic zero. 
Let V be a finite dimensional left R comodule and W an essential R 
comodule extension of V. We shall prove that W is an Artinian R comodule. 
Step 1. WLOG we may assume that k is algebraically closed. 
Proof: By Lemma 4.3, W 0, K is an essential RE comodule extension of 
VOk E. Clearly any strictly descending chain of R subcomodules of W gives 
rise to a strictly descending chain of R, subcomodules of W Ok & 
Step 2. WLOG we may assume that G = Horn&R, k) is a unipotent, 
affine, algebraic group. 
ProoJ We assume that k is algebraically closed. Let U be the unipotent 
radical of G and Go the connected component of G. Then Go/U is a 
reductive, affine, algebraic group in characteristic zero and so every rational 
Go/U module (in the sense of [S]) is completely reducible. Hence, by 
Lemma 6.2, every rational G/U module is completely reducible. It follows 
that 
soc& w) = SOC”( w). (7) 
Let J= {f E R ] g(f) = 0 for all g E G}. Then by Theorem 4.7, Lemma 
4.2(ii) and (7) 
SOCR,“r(%( w>) = socu( w) = SOCG( w) = SOCR( w), 
where a: R + R/J is the natural map and (x0 is the a restriction functor, as in 
Section 3 of [4]. Thus the left R/J comodule a,(W) is an essential extension 
of a finite dimensional R/J subcomodule. If X is any R subcomodule of W, 
then X may also be considered as an R/J comodule of a,(W). Since R/J may 
be naturally identified with the coordinate ring of U, the result now follows. 
Step 4. Completion of the proof. 
We assume that R = k[G], the coordinate ring of a unipotent, aftme, 
algebraic group G over an algebraically closed field k of characteristic zero. 
Since soc,(lV) is finite dimensional we may find, using the injective property 
of the left R comodule R, a monomorphism of left R comodules 
for some n. Thus it suffices to show that the left R comodule R is Artinian. 
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For a left subcomodule M of R we write 
ML = {0 E End,(R) 1 B(M) = 0}, 
a left ideal of End,(R). We claim that if M and N are left R subcomodules of 
R, M < N and M # IV, then M’ # N’. To establish the claim we choose a left 
R subcomodule M, of R such that M < M, <N and M,/M z k. This we 
may do by the hypertriviality of R. Now by the injectivity of R there is an R 






commutes, where i is inclusion and p: M, -+ R is an R map satisfying 
P(M) = 0 and /?(M,,) = k. Clearly 19 E Ml\N’. 
By Theorem A, End,(R) is Noetherian and so the minimum condition on 
submodules of R follows from the maximum condition on left ideals of 
End,(R). 
The author is grateful to the referee for pointing out the following 
corollary to Theorem B. 
COROLLARY 6.4. Let (R,,u, E) be an aflne Hopf algebra over afield k of 
characteristic zero and V an essential extension of a finite dimensional R 
comodule. Then the cohomology group H’(R, V) is a finite dimensional k- 
space for each i > 0. 
In particular, tf G is an aflne algebraic group over an algebraically closed 
field k of characteristic zero and V is a rational G module with a finite 
dimensional socle, then the Hochschild cohomology group H’(G, V) is a finite 
dimensional k-space for each i > 0. 
Proof The proof goes by induction on i via dimension shifting. First 
assume that i = 0. We have 
@(R, V)E {vE Viz(v)= 1 @v) 
where r: V+ R ok V is the structure map. Thus H’(R, V’) is isomorphic to a 
subspace of the socle of V which is finite dimensional by hypothesis. 
Now assume that i > 0 and that the corollary is true for i - 1. We have 
H’(R, V) z H’-‘(R, E(V)/V) by the long exact sequence of cohomology. By 
Theorem B, E(V) and hence E(V)/V is artinian. Thus E(V)/V has finite 
dimensional socle and so Hi-‘(R, E(V)/V) is finite dimensional by the 
inductive hypothesis. 
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The assertion concerning Hochschild cohomology follows from the 
equivalence of categories between rational G modules and comodules for the 
coordinate ring k[ G] of G. 
We now give examples to show that Theorem B breaks down if the 
characteristic of k is not zero or R is not finitely generated as a k-algebra. 
We define R = k[X, , X, ,... 1, a free polynomial ring in countably many 
variables over a field k. We make R into s Hopf algebra via the maps ,L 
R + R OR, E: R + k satisfying ,u(X,) = Xi @ 1 + 1 @Xi, e(Xi) = 0 for each 
i. It is easy to see that R is unipotent but that R is not Artinian as a left R 
comodule because of the descending chain 
R,>R,>... 
of subcomodules where R, = k[X,, X,,, ,,... ] for n > 1. 
Now consider the affine Hopf algebra (k[X], p, E) over k, where p(X) = 
X @ 1 + 1 0 X and s(X) = 0. We have that k[X] is unipotent and if the 
characteristic of k is p # 0, there is a strictly descending chain of 
subcomodules 
k[X] > k[XP] > k[XP2] > e.+ 
so that k[X] is not Artinian as a left k[X] comodule. 
These examples also violate the conclusion of Theorem A, for otherwise 
we could use the argument of Step 3 above to prove the Artinian property. 
8. JACOBSON'S CONJECTURE 
In this section we shall show that the Noetherian rings End&r?(V)) of 
Theorem A satisfy Jacobson’s conjecture (Corollary 8.3). The proof that we 
give, however, has little to do with the fact that End,@(V)) is Noetherian 
and uses, rather, general facts about comodules of finite width. Following 
Green in [7] we say that a comodule V for a coalgebra R has finite width if 
each simple R comodule appears only finitely many times as a summand of 
socR(V). Further details of endomorphism rings of comodules of finite width 
can be found in [3]. 
For the rest of this section we let (R,p, E) denote an arbitrary coalgebra 
over an arbitrary field k. For a left R comodule (V, t) with basis {vi: i E I} 
we define the coefftcient space cf(v) of V to be the k-span of {&: i, j E I}, 
where, for any i E I, 
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The elementary properties of the coefficient space are listed in 1.2~ of [7]. 
We shall say that a left R comoddle V is locally fully invariant if for every 
element v of V there is a finite dimensional subcomodule I’,, of V containing 
u such that t9( I’,) E V, for all 8 E End,( I’). 
LEMMA 8.1. Any left R comodule V of jinite width is locally fully 
invariant. 
Proof: Case (i). V = Cyzl OR, the direct sum of a finite number of 
copies of the left R comodule R. 
If u E V, then u E V,, some finite dimensional left R subcomodule of V. 
However one may check that 
v, < 2 @@-(VI) 
i= 1 
and if follows from 1.2c, 1.2e and 1.2g of [7] that the right-hand side is 
invariant under the action of End,(V). 
Case (ii). Sot,(v) is finite dimensional. 
Using the injective property of R we can find a monomorphism o: V+ 
Cy=, @ R of left comodules, for some n. Thus we may assume that V is a 
left subcomodule of Cy=, @ R. 
Now if 2, E V, then by case (i) u E W, some finite dimensional left R 
subcomodule of Cy=, 0 R which is invariant under the action of 
End,(R @ R @ . . . 0 R). Now by using the injectivity of Cy=, @R again, 
we see that any element 8 of End,(V) extends to an element 
&jE End,(Cr=, 0 R). Thus 
using the fully invariance of W in Cy=i 0 R. Hence V n W is a finite dimen- 
sional, fully invariant subcomodule of V containing v and we are done. 
Case (iii). The general case. 
Let {S,: 13. E X} be a full set of simple left R comodules. Suppose that 
u E V and that V, is a finite dimensional left R subcomodule of V containing 
u. We let 71 be the set of II in X such that S, is a composition factor of V, 
and define O,(V) to be the unique maximal subcomodule of V such that all 
the composition factors of O,(V) belong to {S,: A E z}. 
By case (ii), u is contained in some finite dimensional R subcomodule W 
of O,(V) which is invariant under the action of End,(O,( V)). Now if 8 E 
End,(V) it is easy to see that &O,(V)) G O,(V) so that 0 determines an 
endomorphism of O,(V) on restriction. Hence t9(w> < W and W has the 
required property. This completes the proof of Lemma 8.1. 
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We shall say that a k-algebra A is residually finite dimensional if for every 
nonzero element 0 of A, there is an ideal of finite codimension not 
containing e. 
COROLLARY 8.2. Let V be a left R comodule of finite width. Then 
End,(v) is a residually finite dimensional k-algebra. 
Proof Let 8 be a nonzero R endomorphism of V. Then B(V) is nonzero 
for some element v of V. By Lemma 8.1 there is a fully invariant, finite 
dimensional subcomodule W of V containing v. Clearly, the kernel of the 
restriction map from End,(V) to End,(W) is an ideal of finite codimension 
not containing 8. 
We denote the Jacobson radical of a ring A by J(A). It is an easy (and 
well known) exercise to show that if A is a residually finite dimensional k- 
algebra, then the intersection of the powers of J(A) is zero. Thus we obtain 
COROLLARY 8.3. Let V be a left R comodule of finite width and A = 
End,(V). Then nz= 1 J(A)” = 0. 
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