Described herein is the first version release of monthly temperature holdings of a new Global Land Surface Meteorological Databank. Organized under the auspices of the International Surface Temperature Initiative (ISTI), an international group of scientists have spent three years collating and merging data from numerous sources to create a merged holding. This release in its recommended form consists of over 30 000 individual station records, some of which extend over the past 300 years. This article describes the sources, the chosen merge methodology, and the resulting databank characteristics. Several variants of the databank have also been released that reflect the structural uncertainty in merging datasets. Variants differ in, for example, the order in which sources are considered and the degree of congruence required in station geolocation for consideration as a merged or unique record. Also described is a version control protocol that will be applied in the event of updates. Future updates are envisaged with the addition of new data sources, and with changes in processing, where public feedback is always welcomed. Major updates, when necessary, will always be accompanied by a new journal paper. This databank release forms the foundation for the construction of new global land surface air temperature analyses by the global research community and their assessment by the ISTI's benchmarking and assessment working group.
Introduction and rationale
Since the 17th century, starting with a few sites in Europe (Camuffo & Bertolin, 2012 and references therein), efforts have been established to continuously and systematically measure land surface air temperature through instrumental means. These long-term records provide an insight into the temperature variations of the Earth. Major efforts were made in the 1980s and 1990s to collect these observations from around the world and create a consolidated monthly-timescale database on a global scale. Climatologists from the National Oceanic and Atmospheric Administration's (NOAA's) National Climatic Data Center (NCDC) and the Carbon Dioxide Information Analysis Center (CDIAC) produced the Global Historical Climatology NetworkMonthly (GHCN-M) dataset in 1992, which contained more than 6000 stations (Vose et al., 1992) . A second version of GHCN-M, containing 7280 stations with monthly mean, maximum and minimum temperature (T AVG , T MAX , and T MIN respectively), was released in 1997 (Peterson & Vose, 1997) . More recently in 2011, a third version of GHCN-M updated the quality control (QC) procedures, as well as the algorithm used to identify and account for inhomogeneities . Routine updates for about 2000 stations are made on a daily basis. Since version 2, GHCN-M has been a major component in the development of NASA's GISS dataset (Hansen et al., 1999 (Hansen et al., , 2010 , which contains 6000 stations. An independent effort in the United Kingdom produced a first release of its CRUTEM product in the late 1980s. Today, a global dataset of over 6000 stations is still maintained in its fourth iteration . Although methodologies for all three datasets differ, they all exhibit close agreement with respect to large scale changes in global land surface air temperatures. Such series can be reasonably calculated from a point in the mid-to-late 19th century when there is sufficient global station coverage.
Land surface air temperature products have been essential for monitoring the evolution of the climate system, and are included in reports such as annual State of the Climate (Blunden & Arndt, 2013) , national assessments (USGCRP, 2014) , and the Intergovernmental Panel on Climate Change (IPCC, 2013) . Taken together with sea surface temperatures, they represent the longest continuous direct measurement record by which to monitor and understand climate variability and change.
More recently attention has turned to the construction of global daily land surface temperature datasets. This was in recognition of the need to characterize sub-monthly variability, and in particular climatic extremes. The Global Historical Climatology NetworkDaily (GHCN-D) dataset was a result of these efforts . Today, GHCN-D provides daily maximum and minimum temperature for nearly 30 000 stations. Although more stations exist on the daily scale, records are generally shorter in length than the monthly mean temperature records in GHCN-M. GHCN-D data for most stations outside the United States do not begin until the middle of the 20 th Century. Nevertheless this provides the world's most complete record of daily variations and extremes not available in the monthly climate record. There also exist numerous other national and regional daily holdings as well as more complete indices datasets where the station data have not been shared, but derived indices are (Caesar et al., 2006; Compo et al., 2011; Skansi et al., 2012) . This reflects some of the real challenges over data sharing and provision between rights holders.
Although there have been tremendous advances in the understanding of climate change provided by these data collection efforts, analyses, and resulting datasets, there remain substantive spatial and temporal gaps due to deficiencies in global collections of data. These deficiencies have deleterious impacts on our collective ability to monitor and characterize climate ( Figure 1 ). There is limited spatial coverage in many parts of the world, especially in the 1800s and earlier. Additional sources of data exist, often in original manuscript form or scanned images. These forms are often housed in designated data centres such as NCDC, however lack of resources and funding have prevented efforts to convert the data into digital formats for use in modern datasets.
In addition there has been limited success at completely documenting the provenance and implementing version control from the point measurement through dissemination and data sharing pathways, QC, bias correction, and archive and access. More can be done to improve practices to ensure full openness, transparency, and availability of data and the details associated with each processing step. By putting in place such practices the wider community will have the opportunity to more fully engage in the process of improving data practices.
To address these issues scientists from the climate, statistics, and geoscience communities have come together to establish the International Surface Temperature Initiative (ISTI) (Thorne et al., 2011) . The first goal of the initiative is the establishment of the global land surface databank described herein, which will provide the most comprehensive possible set of data holdings brought together in a consistent and traceable manner.
The ISTI Steering Committee was formed and they convened a Databank Working Group (DWG) to oversee the development and management of the databank. The process builds on past efforts to construct a new global land surface dataset, paying special attention to ensure users can fully understand the provenance of the data in the merged holding to the extent that it is known. Its openness and transparency will be made certain by the release of all data, metadata, and software code for public access.
The remainder of this article provides a detailed explanation regarding the creation of the databank. Section 2 describes the overall design of the databank. The merge method is highlighted in Section 3. Section 4 summarizes the resulting dataset characteristics Stations during period: 1961 Stations during period: −1990 GHCN−M Version 3 (tavg) Stations during period: 1991 Stations during period: −2013 Figure 1. Station locations with at least 1 month of data in GHCN-M version 3 (a). The colour corresponds to the number of years of data available for each station. Station locations during the periods 1871-1900 (b), 1931-1960 (c), 1961-1990 (d), and 1991-2013 (e) are also shown.
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from the recommended merge and several other variants. Section 5 describes the version control protocols. Conclusions are presented in Section 6, along with avenues for increased expert participation.
Databank architecture
This section provides information about the design of the global databank and includes a description of all the stages, as well as the implementation of provenance tracking flags.
Databank stages
The databank design includes 6 data stages, starting from the original observation to the final quality controlled and bias corrected products (Figure 2 ). The initial focus is on the collection of temperature data on the sub-daily, daily, and monthly timescale, although other elements and timescales will be added to the databank as they become available.
Stage 0 consists of digital observations in their original form. The historical record consists primarily of observations recorded on paper. In recent years, there have been efforts to automate weather and climate networks or develop capabilities to digitally report observations, however, many networks continue to rely on manual observations and paper records. Over the past decade, programs such as NOAA's Climate Database Modernization Program (CDMP) and the International Environmental Data Rescue Organization (IEDRO) have converted these records to photographic or scanned images. Such images are essential to ensuring the preservation of the original observations. Because of their importance, these images are hosted on the databank server where secure third party hosting is not possible. The original paper forms or images are otherwise archived at National Meteorological Services and other designated repositories. In many cases, however, the location of the original form remains unknown.
Stage 1 contains digitized data, in their native format, provided by the contributor. No effort is required on their part to convert the data into any other format. This reduces the possibility that errors could occur during translation and permits easy retranslation in the event such issues occur. Because a large percentage of stage 0 data are missing or unknown, stage 1 data will be the first data level for many sources.
Once the data are submitted as stage 1, all data are converted into a common stage 2 format. In addition, data provenance flags are added to every observation to provide a history of that particular value. stage 2 files are maintained in ASCII format and each data source is held in a separate subdirectory. An inventory file is produced for each source dataset containing available metadata. At a minimum this typically consists of a station id, name, latitude, longitude, elevation, and beginning and ending year of data. The code to convert all the sources to stage 2 is written in the Perl scripting language, and is made available on the databank server. This provision documents the data translation and provides a means for other researchers to evaluate the process and if errors are detected later they can easily be addressed.
At the time of writing, there are 58 sources that have been collected and converted to stage 2. Table 1 summarizes all the sources currently in the databank. Some sources only provide data on monthly timescales, while others have daily or even sub-daily data. Most station records include maximum and minimum temperature, but in some cases only average temperatures are available. The databank policy recommends data to be submitted in stage 0 and stage 1 form, prior to any QC or bias correction. If no other forms exist, then quality controlled and bias corrected data are accepted. The status of the original source data is documented with provenance fields on each record and they have an important role in setting the hierarchy for inclusion during the data merging process.
Given the historical nature of data creation, sharing, and rescue, there are many cases where a single station exists in multiple data sources. Figure 3 summarizes the current geographical distribution and record length of all the stations in stage 2. Because of the possibility of duplicate station records, these stations are considered non-unique. In addition, due to different collection and reprocessing techniques, the duplicate records do not necessarily have identical temperature values for the same station even though they are based upon the same fundamental measurements. Figure 4 provides different values of daily average temperature for the same station using multiple calculating methods.
Sources with daily data have been converted to monthly averages and added as additional sources in the monthly holding. The methodology for creating a monthly average follows that of the World Meteorological Organization (WMO). For any given month, there must be no more than five missing days, and there must be no more than three consecutive days missing (WMO, 2011) . If one or both of the criteria fail, the monthly value is set to missing.
Once all the sources have been collected and formatted, the data are then merged into a single, comprehensive stage 3 dataset. The algorithm that performs the merging is described in Section 3. Development of the merged dataset is followed by QC and homogeneity adjustments (stage 4 and 5 respectively). Development of these last two stages is not the responsibility of the DWG, and is not discussed here beyond to say that it is hoped and strongly encouraged that multiple independent groups will undertake such efforts (Thorne et al., 2011) .
Data provenance
To provide a traceable record that documents as much of the histories of each observation as possible, data provenance tracking flags are added to each observation, beginning with stage 2. Flags are a three digit numeric value that represents unique information regarding each observation. Currently there are seven data provenance tracking flags (Tables 2-8), with the opportunity to add additional flags as needed. All flags are extendable for future situations using additional three digit numbers not previously assigned.
The first two flags (Tables 2 and 3 ) describe the source of stage 0 and stage 1 data respectively. The stage 1 source may differ from the stage 0 providers, or it may provide additional formation such as the name of the host's dataset from which the data originated. The next flag (Table 4) indicates if the data provided by the host were in its raw form or whether it had been previously quality controlled or bias corrected. Although the preference is to have data as raw as possible, there are times where such data do not exist, or have not been provided to the databank. Therefore pre-processed data are accepted and the appropriate flag is assigned to the observations. Table 5 describes the method and location of data digitization, if available. Two flags describe the calculation of data on the daily and monthly timescale (Tables 6  and 7 respectively). The daily calculation flag (Table 6 ) depicts how the observation was generated if the source contains sub-daily values. Depending on the type of station, observations can be made and reported on an hourly basis. However some stations, such as many of those providing synoptic observations, only report observations four times a day. Within the databank, a daily value is calculated during the conversion to stage 2, and a flag is added to inform the user how many observations were available prior to the conversion. Similarly, a monthly calculation flag (Table 7) informs the user how many days in a month were used to create a monthly average. The final flag (Table 8 ) describes the process used to transfer the data to the databank servers.
Merging methodology
This section covers, at a high level, the process in which individual stage 2 sources are combined to form a comprehensive stage 3 dataset. At the time of writing, only monthly sources, as well as monthly averages calculated from daily sources, are considered. A similar daily merged product under the auspices of the ISTI is planned for the future. Using a quasi-probabilistic approach, the algorithm attempts to mimic the decisions an expert analyst would make manually. Because many sources may contain records for the same station it is necessary to create a process for identifying and removing duplicate stations, merging some sources to produce a longer station record, and in other cases determining when a station should be brought in as a new and distinct record. It is also necessary to place aside (withhold) some records where it remains unclear whether to merge the record or create a new unique record. The following methods describe the decisions used to create a merged product recommended and endorsed by the ISTI (results are discussed in Section 4.1). However, to characterize uncertainty, changes to these methods are also investigated and provided for public access (Section 4.2).
Prioritizing the sources in stage 2
Before a merge is performed, a hierarchy of all the source datasets within the databank is created. Sources with higher priority take precedence over Version 1 release of global land surface databanklower priority sources when more than one record for the same station and same period of time exists. The priority that one source may have over another is based on a number of criteria. Sources that have better data provenance, extensive metadata, come from a national weather or hydrological service, or have long and consistent periods of record are the most desirable and are assigned higher priority. Because of the emphasis the ISTI places on data provenance, the stage 3 databank holdings are envisaged to constitute as close to the raw data as possible. Ideally data should be tracked as far back as the hard copy form on which the observation was first recorded. Sources for which such records are available are given higher priority during the merge process. In addition, data rescued recently when the importance of such provenance has been explicitly recognized are given high priority. Other data given high preference during merging include sources with monthly mean maximum and minimum temperatures. This is preferred over monthly mean temperature because they can be directly used to calculate the monthly mean and because there is compelling evidence that many data artefacts affect maximum and minimum differently (Williams et al., 2012) .
Using those principles (see Appendix A for a more detailed description), 49 of 58 stage 2 sources were prioritized ( Table 9 ). Note that not all sources (Table 1 ) are used, due to either their inclusion in GHCN-D, or issues that arose over their data quality. GHCN-D was selected to be the highest priority, or target dataset, and the monthly dataset derived from it is the starting point for the merge process. GHCN-D is regularly reconstructed, usually every weekend, from its 25-plus data sources to ensure it is generally in sync with its growing list of constituent sources. Many of these sources are provided directly by national holdings and include comprehensive contributions of daily holdings from the United States, Canada, and Australia as well as a number of other large regional collections. . Furthermore, since GHCN-D provides a backbone of daily maximum and minimum temperatures, it is also a logical dataset to develop a new daily merged dataset in the future. This coherency between monthly and daily datasets developed in the ISTI is important as finer temporal research questions are considered.
It is important to note that even though there is a chosen source hierarchy, based on a set of priorities, other plausible hierarchies can be created. Some experiments with different priority settings have been run and are described in Section 4.2. Other decisions 
Overall description of merge program
The merge process is accomplished in an iterative fashion, starting from the highest priority data source (target) and running progressively through the other sources (candidates). The merge process is designed to be based upon metadata matching and data equivalence criteria. A general overview work flow chart of the algorithm can be found in Figure 5 . The algorithm was written so that the After all stations in the two sources are tested and combined into a new merged source dataset, the process then applies the same tests using the next lower ranked source in the priority hierarchy. Due to heavy computational requirements required for the algorithm to run, the code was written in FORTRAN 95. As with other software used to develop the databank, it is made available on the databank ftp site, along with access to a free compiler.
Station error checking
When a candidate station is first read in, it is checked against a list of stations with known issues in its data and metadata. If this step is not performed, stations with erroneous information may tamper results, or even be incorrectly recognized as unique. For example, a station having correct metadata in one source but having the sign of latitude accidentally flipped in another may be classified as two distinct stations. When a candidate station is found in this list, one of two options can occur. Either the metadata is changed to reflect the correct information (whitelisting), or the station is withheld (blacklisting).
To generate this list, three distinct analyses were run to test the validity of a station's metadata and data. First, a running decadal statistical test looked for large shifts in the candidate stations variance. There were times where a station reported in Fahrenheit during one period, and Celsius in another, creating an unnatural shift. If detected, the station is blacklisted and withheld from the algorithm. Second, a distance versus correlation check on all stations found cases where collocated stations (less than 10 km) had high correlations (greater than 0.90), plausibly creating duplicate stations. Conversely, if stations were highly correlated, but with large distances (greater than 1000 km), it was possibly the same station, but with incorrect metadata, creating duplication. A third test included a land sea mask, whereby using a high-resolution gridded dataset, land-based stations whose metadata placed it in the middle of the ocean were flagged. For the last two tests, stations were whitelisted to reflect the correct metadata using information from either NCDC or the WMO.
Metadata comparisons (T MAX and T MIN )
Once error checking is completed, each candidate station is run through all the target stations and four metadata criteria calculated as the first test to identify matching stations. This process takes into account the likelihood that the same station from two sources may have different precision values for longitude, latitude, and elevation between sources. The station names may also differ, particularly for countries that were once colonial and have subsequently gained independence, or the phonetic spelling of names that may differ by source.
Using the latitudes and longitudes, the geographical distance between the two stations is computed. The distance is then fitted to an exponential decay function (which decays to nearly zero at 100 km distance), and a metric between the two stations is determined, where 0 corresponds to no match and 1 represents a perfect match. Next, the same approach is performed using the height difference between two stations (here the exponential decays to nearly zero at 500 m height difference). Third, a comparison of when the data record began is made. Although not always the case, there is a higher chance the candidate station matches with a target station if they start at or near the same year. Therefore an exponential decay function is applied if the start years fall within 10 years of each other. Finally, the similarity of the station name is considered. This is done using the Jaccard Index (JI) (Jaccard, 1901) , which is defined as the intersection divided by the union of two sample sets, A and B:
In other words, JI will look for cases in which certain letters exist in both station names, as well as the number of times letters occur in one name, but not in the other. Once the ratio is known, a probability is calculated. One drawback to JI is that it does not take into account the position of the character within the word. Therefore anagrams (i.e. TOKYO and KYOTO) would have a perfect JI of 1. Each individual metadata criteria has a value from 0 to 1, which are then combined to form a posterior metric of possible station match, known as the metadata metric. Several sources in Table 1 are not included due to either gross-duplication, inclusion in GHCN-D, or perceived issues over data quality which adversely impacted the merged product in this version 1 release.
Weights are given to each criterion based on the reliability of each. Since the latitude and longitude are most likely to not change unless there has been a station relocation, it is given the highest weight. The height of the station is more often misleading, inaccurate, or missing entirely, so it is given the lowest weight. If the metadata metric surpasses a threshold of 0.50, and the ID's do not match, then an evaluation based on data comparisons is then made. If the ID's exhibit an exact match, they are then chosen to merge. The threshold to move on to data comparisons is set relatively low to account for possible errors in the metadata. If any of the criteria are missing, the equation is re-adjusted, with the exception of missing latitude and longitude, where the candidate station is withheld.
If none of the comparisons between the candidate station and all the target stations pass the metadata threshold, a review of each metadata criteria is performed. If two of the values are greater than 0.90, then there is the possibility that incorrect metadata within the candidate station has corrupted the overall metadata metric. When this occurs, the candidate station is withheld. If this is not the case, it is determined that the candidate station is unique and it is added to the target dataset without any further tests being performed.
Data comparisons (T MAX and T MIN )
For any of the stations that pass the metadata threshold, a data comparison is made between that target station and candidate station. To have a reliable data comparison, there is a minimum overlap threshold between the two stations of 60 months. If this threshold is met, the data comparison is performed using the index of agreement (IA) (Willmott, 1981) .
IA is a 'goodness-of-fit' measure and is defined as the ratio between the mean square error and the potential error. It was designed to overcome issues of correlation measures such as the coefficient of determination. These methods are insensitive to differences in both mean and variance between the target and candidate station, and the presence of outliers would lead to higher values due to the squaring of terms. A modified version of IA (Willmott et al., 1985; Legates & McCabe, 1999 ) is used where the squared term is removed, and is the equation used during the data comparison stage of the merge program:
Where T i and C i are corresponding monthly values for the target and candidate stations (respectively) and T is the mean of the target station. Note that the mean of the candidate station is not used. Between a candidate and target station, IA is calculated first to the overlapping T MAX and then the overlapping T MIN . Resulting values range between 0 and 1. Although these are considered a 'goodness-of-fit' comparison, IA does not take into account the number of months (n) of overlap. Although the minimum requirement is 5 years, there could be 50 or more years of overlap. This may lead to a bias, with higher IA occurring for longer periods of overlap.
To account for this, a lookup table was generated to provide a probability of station match (H1), as well as station uniqueness (H2). Shifts in mean and variance were simulated between station records by drawing sequences of random numbers from a normal distribution with specified mean and variance, and then calculating IA. This was applied 1000 times using periods of record of various lengths. To create this table for H1, shifts in overlapping data were applied using a station with a long period of record. For our purposes, the station from De Bilt, The Netherlands was used, since continuous data are available since 1706 for T AVG (1901 for T MAX and T MIN ). For H2, statistics were derived from stations within 50 km of a number of target stations within densely sampled regions of GHCN-D, and these were used to derive reasonable expectations of how neighbouring stations may be expected to differ on a month-to-month basis. Using these results, a cumulative distribution function is calculated for each contingency (same station and unique station) and stratified overlap periods of various lengths. The greater the overlap period, the closer to 1.0 IA needs to be to be considered a station match (Figure 6 ). This data comparison is applied to all the target stations that could match with the candidate station according to the metadata test. There are three distinct possibilities when attempting to perform a data comparison: (1) No data comparisons were possible because of insufficient overlap, (2) Some comparisons were possible, but some did not include those targets with the highest metadata metrics because of insufficient overlap, and (3) Data overlap comparisons were possible for at least the highest metadata metric cases.
If there was insufficient overlap, the final decision is based solely upon the metadata metric. Because of this the metadata comparisons need to be closer to perfection, so the metadata metric threshold is increased from 0.50 to 0.90. If the highest metadata comparison with a target station received a metadata Figure 6 . Lookup table used to determine probability of station match (blue) and probability of station uniqueness (red) between a target and candidate station based upon their index of agreement with 5 years of overlap (a) and 100 years of overlap (b). metric larger than this new threshold, then the candidate station merges with that station. Otherwise it is withheld.
There are also cases where data comparisons were made, but the metadata metric of a non-overlapping station was higher than for any of the stations that had a data overlap. This can occur in areas with a dense network of stations. If this is found to be true, then that candidate station is merged with the nonoverlapping target station.
Otherwise there are five resulting metrics, one metadata metric, and four data metrics (tests for station match and uniqueness, for both T MAX and T MIN ). These prior metrics are then recombined to form two new posterior metrics, one of station match, and one of station uniqueness. The unique equation was structured so it favours a lower metadata metric (near 0.50), and because it is not weighted, this value can range between 0 and 2.50.
Once these posterior metrics are made for all possible comparisons between a candidate station and its target stations, thresholds are set for station match and uniqueness (0.50 and 1.30 respectively) to determine the final fate of the candidate station. If any of the values returned for posterior metric same exceed the same threshold of 0.50, then the candidate station is merged with the target station with the highest posterior metric same. If none of the stations exceed that threshold, but one of the posterior metric unique values exceeds the unique threshold, then the candidate station becomes unique and is added to the target dataset. If no metrics pass either threshold, then the station is withheld.
If merging of data is performed, only data from the candidate station not already in the target station record are added to create the new merged record. If data occur for both the candidate station and the target station, preference is always given to the target, since it contains data that were higher in the prioritized list. The merging appends data from the candidate to the target to create a single, extended, record. No candidate data are inserted into the middle of the target series unless they could fill a string of at least five consecutive years of missing data. This is done to better ensure sufficient record length for detecting inhomogeneities that may result from combining data from different sources. Data segments can be added to a single station from multiple sources through the iterations across sources (Figure 7 ).
T AVG comparisons
Using the above metadata and data criteria, all of the sources are subjected to the merge algorithm looking only at stations that have T MAX and T MIN . Afterwards, T AVG is generated from the merged dataset (by averaging T MAX and T MIN ). Since there are numerous ways to calculate average temperature (Trewin, 2010) , it is important to keep the calculation consistent. Following this, the sources are checked a second time, only looking at sources which have T AVG . Data comparisons of T AVG are similar to those of T MAX and T MIN , with the exception that the metadata metric and final posterior metrics are modified. This is because there is only one temperature variable (T AVG ) instead of two (T MAX and T MIN ): After T AVG comparisons are applied, target stations with less than 12 months of data are withheld and the result is the final, merged stage 3 dataset Stations that have been withheld are placed in a separate directory, along with specific flags indicating the reason they were not included in the final merged product (Table 10) .
Validation
All the decisions made in the previous sections were tested against an independent dataset. The dataset was generated from hourly data for US stations available in the Integrated Surface Dataset ('ISD-Lite'; Smith et al., 2011) . Daily maximum and minimum temperatures were generated by taking the highest and lowest of 24-hourly values for observational days ending at 12 and 22 UTC. These times correspond to local morning and late afternoon/evening times of observation in the USA and were chosen to maximize the time of observation bias in the corresponding monthly means generated from these daily maximums and minimums (Karl et al., 1986; Menne et al., 2009) . Nearly all of the stations with these generated daily maximums and minimums are also represented in GHCN-D, but with observational days ending at local midnight (when the time of observation bias is by definition zero). By comparing monthly mean maximum and minimum temperatures with the extremes of time of observation biases to values generated from the local midnight standard, it is possible to quantify the skill of the merging procedure in a relatively high density station network using a target and candidate dataset that are similar, but not exact matches. Because GHCN-D is the first priority in the source hierarchy, the dataset generated from hourly values is considered the candidate source. An example of the validation experiment is provided in 
Results of stage 3 dataset
The following section highlights the results of the merging algorithm. To address the sensitivity of the merge process to source priority and various thresholds, several variants of the merge were produced (Section 4.2) along with the recommended merge endorsed by ISTI (highlighted in section 4.1).
Recommended merge
Using the source hierarchy (Table 9 ) and thresholds (Table 12 ) recommended by ISTI, over 32 000 unique stations were identified, over four times as many stations as GHCN-M version 3 (Figure 8 ). Although station coverage varies spatially and temporally, there are adequate stations with decadal and century periods of record at local, regional, and global scales. In addition, station coverage has increased where data were lacking in previous versions of GHCN-M (Figure 1 Candidate station blacklisted during error checking provided in Table 13 . About 80% of stations merged with a target station, and nearly 6% of stations became unique in the recommended product. Stations were withheld primarily because they did not pass the posterior metric same or posterior metric unique thresholds after both metadata and data comparisons. These stations are not part of the recommended merge, however, are still available to the public for further analysis. Table 9 also provides information about the recommended merge by source. Overall, 85% of the target (primary) stations originate from GHCN-D, and many of the sources included stations that appended data to these target stations (secondary). Since 1850, there are consistently more stations in the recommended merge than GHCN-M (Figure 9a) . In GHCN-M version 3, there was a significant drop in stations in 1990 that is ameliorated by many of the new sources. An upward spike during the mid-1970s includes new data from the ISD, which included the introduction of data transfer through the global telecommunications system (GTS) (Smith et al., 2011) . The spike is the result of an increase in stations outside the United States with this addition (Figure 9(b) ). A histogram of station count by record length compared to GHCN-M version 3 is shown in Figure 10 . There are not only many more stations in the recommended merge but also more long series.
A comparison of grid boxes is noted in Figures 11(a)-(c) . This highlights the percentage of possible coverage for the recommended merge and GHCN-M version 3. Coverage is defined by one or more stations within each 5°9 5°grid box, which contains land. Because this is a land surface dataset, grid boxes that consist solely of ocean are not considered. There is a net increase in the global station coverage for all time periods and especially so for 1990-2010 (Figure 11(a) ). There is greater improvement in coverage in the Northern Hemisphere, with about a 3-5% increase in coverage from 1850-1950, increasing to 10% during the 1960s, 1970s , and during the 1980s, and then as high as 20% during the 1990s and 2000s (Figure 11(b) ). Southern Hemisphere coverage varies between a 3% and 6% increase for the most part, with larger increases over the past 20 years (Figure 11(c) ).
Overall, there is a dramatic increase in grid box coverage due to the increased number of stations in the databank (Figure 12 ). During the 19th century, stations in the western part of the United States that were not in GHCN-M version 3 have filled the gap in US coverage. Coverage also increased in parts of South America, India, and Australia. By the end of the 20th century, stations added from higher latitudes and Antarctica provides substantially more coverage than GHCN-M version 3.
There are some grid boxes that only contain data in GHCN-M and not from the recommended merge (red Figure 12 ). There are two reasons for this occurrence. First, in a small number of cases latitudes and longitudes in GHCN-M version 3 differ slightly from the same station in other sources (e.g. GHCN-D). Where stations are close to grid box edges a small change in location can result in the station moving into an adjacent grid box. For example, the grid box off the very southwest tip of Australia (Figure 12 (b) and (c)) contains one station only present in GHCN-M version 3. The small differences in longitudes between GHCN-M and The first metadata threshold must be lesser than the second. GHCN-D (Table 14) result in the station moving to a grid box completely over land, and the station is merged with a higher priority source (GHCN-D) . Second, some stations that are included in GHCN-M version 3 have been placed in the withheld bin during the databank merge process, due to either bad metadata or data comparisons being unable to definitively identify whether the station should be merged or included as a unique stations (as described in previous sections).
To assess the affect the large increase in stations has on global temperatures, the Climate Anomaly Method (Ropelewski et al., 1984; Jones & Moberg, 2003 ) is used to compute global temperature anomalies (with respect to a base period from 1961 to 1990) from the recommended merge. Since the stage 3 dataset is not homogenized, it is compared to the unadjusted version of GHCN-M version 3 and stratified by annual and seasonal periods ( Figure 13 ). Overall, anomalies are lower than unadjusted GHCN-M version 3 up to about 1950 and then equal or larger from 1990 onwards. Therefore, the merge has a larger increasing temperature trend than the global estimate based upon the unadjusted GHCN-M version 3 product (Table 15) . To understand the cause of this change, Figure 14 (a) plots the anomalies using unadjusted GHCN-M version 3 (black), the recommended merge (red), and the merge product again, but only containing grid boxes that existed in unadjusted GHCN-M version 3 (blue). The same is done in Figure 14(b) , but for grid boxes not in unadjusted GHCN-M version 3. Using these two figures, it can be inferred that the change in the temperature trend is primarily due to a larger sampling of stations in existing grid boxes rather than the addition of entirely new grid boxes. Whether such a distinction remains after homogenization is an important and open question. This will be addressed when creating future products, such as GHCN-M version 4, which will be based upon the recommended merge variant described here, but using NCDC's QC and homogenization algorithms (Lawrimore et al., 2011 and references therein) . Other homogenization efforts will also add further insight into this observed trend in the unadjusted data. Table 12 describes eight thresholds used in performing the stage 3 merge. The table includes the definition of each, the default used for the recommended merge, and the effect of increasing or decreasing that threshold. Changing these thresholds can significantly alter the overall result of the program. Changes will also occur when the source priority hierarchy is altered. To characterize the uncertainty associated with the merge parameters, seven different variants of the stage 3 product were developed alongside the recommended merge. Members of the DWG have provided suggestions for multi-member variants and a description of each is highlighted in Table 16 .
Merge variants
Figures 15, 16, and 17 highlight the number of stations over time, the percentage of land area in 5°9 5°grid boxes, and the temperature anomaly of all seven variants (red), along with the recommended merge (blue) and unadjusted GHCN-M version 3 (black). There is a large spread in the number of stations between the variants, especially after 1950. This highlights the sensitivity of this algorithm, being highly dependent on the thresholds and source hierarchy. However, it should be noted that all variants have more stations than GHCN-M version 3 from 1890 onwards. The same cannot be said for the differences in percentage of land area sample by 5°grid box counts. Although most variants have more spatial sampling than GHCN-M version 3, one has less sampling (variant 3). Regardless, the global temperature anomaly (Figure 17 ) has little spread from the recommended merge. The only outlier is variant 3, where the global anomalies were lower during the 1800s because of poor spatial sampling. Variant 3 is composed solely of sources that have maximum and minimum temperature, excluding sources with average temperature. This greatly reduces the amount of data available to form the anomaly in the early time period. If GHCN-M version 3 or the other variants are similarly sampled they would exhibit a similar behaviour.
This uncertainty reflects the importance of data rescue. Although a major effort has been undertaken through this initiative, more can be done to include areas that are lacking on both spatial and temporal scales, or lacking maximum and minimum temperature data. the international community. The stage 3 dataset comes in three different formats. The first is the format similar to stage 2 data, and the second is a format similar to GHCN-M version 3. Conversion of data files to the NetCDF Climate and Forecast convention are also provided. The databank consists of subdirectories for daily and monthly data. In some cases, the data provider has agreed to contribute regular data updates. As updates arrive, the previous version is moved to the archive directory and permanently stored in a directory specific to the source. Within the archive directory, each version is maintained in a separate subdirectory designated by the year, month, and day the data were first added to the databank.
Data access and version control
It is preferable that the entire source dataset be transferred as updates are made rather than collection of only the most recent observations. By acquiring the full source dataset each time an update is made, the databank can better ensure the most up-to-date data.
A version number is assigned to new sources or updates to sources as they are added to the data- Because the GHCN-M longitude resides on the 115 degree line, it is placed in the grid box centred over the ocean (À32.5, 112.5), whereas the GHCN-D station is placed in the grid box centred over land (À32.5, 117.5). bank. All files from a single source are combined into a single tar file, which is compressed using gzip. The version control protocol follows those applied to GHCN-M version 3 and is described in Appendix B. It is stressed that users should always clearly identify the variant of the merge they are utilizing. As all variants will be archived this will facilitate independent replication and transparency of any analyses built off of the databank holdings.
Concluding remarks and outlook
Construction of a land surface databank is a major undertaking requiring time and international coordination. It has been preceded by many groundbreaking efforts that established the foundation that makes this possible, and it comes at a time when the need for high quality, traceable, and complete data are clearer than ever.
As an integral part of the ISTI, the databank contains many stages, reaching as far back as scans of the original paper copy in those cases where it can. All digitized data have been converted into a common format and then merged together to resolve duplicate stations. This algorithm takes on a quasi-probabilistic approach, and consists of metadata matching and data equivalence criteria. The recommended merge, along with variants are provided to characterize uncertainty. For all stages, data provenance and version control have been applied, and all data and software code used to analyse the data are made The databank provides the foundation from which new methods of analysis, consistent benchmarking of performance and data serving to end-users will be established. Comments are encouraged and can be provided at http://surfacetemperatures.blogspot.com/. Open dialogue will be helpful in ensuring the best science is applied and that user needs are met in the construction, analysis, and access of the databank and associated products.
Data submissions are always welcome. Databank submission procedures are ongoing and designed to make the process easy while also ensuring that the data which are submitted are of high quality and traceable. The highest priority is on collection of temperature data on daily and monthly timescales, but other elements and data collected on sub-daily timescales (e.g. hourly) are collected as they become available and the longer term aspiration is to create a multi-elemental set of integrated synoptic, daily, and monthly land holdings. This will take substantive time, effort, and international coordination.
Policies require the submission of a minimum amount of information about the contributed data including file formats and metadata such as station location and name. The most basic requirement is that the data be provided in the original native format. Examples of possible formats include ASCII text, Microsoft Excel, XML, NetCDF, and any other used by the provider to originally digitize or store the raw observations. This makes the submission easier for the data provider, is in keeping with data provenance procedures that strive to collect the data in a form closest to the original observation, and reduces the possibility of data conversion errors that cannot be identified. A complete guide to data submission procedures is available online (http:// www.surfacetemperatures.org/databank). In addition, the user is encouraged to experiment with the techniques used in the merge algorithm. The program was designed to be modular, so that individuals have the option to develop and to implement other methods that may be more robust than described in this article. We will remain open to releases of new versions should such novel techniques be constructed and verified. 
