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Abstract
Weak convergence of the empirical copula process indexed by a class of functions is estab-
lished. Two scenarios are considered in which either some smoothness of these functions or
smoothness of the underlying copula function is required.
A novel integration by parts formula for multivariate, right continuous functions of bounded
variation, which is perhaps of independent interest, is proved. It is a key ingredient in proving
weak convergence of a general empirical process indexed by functions of bounded variation.
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1 Introduction
Let F be a distribution function in Rd with continuous marginals Fj , j = 1, . . . , d and copula
function C. Given an i.i.d. sample X1, . . . ,Xn from F , we can construct the empirical distribution
function
Fn(x) =
1
n
n∑
i=1
1{Xi ≤ x}, x ∈ Rd,
with marginals Fnj, j ∈ {1, . . . , d}. The empirical copula function is defined by
Cn(u) = Fn(F
−
n1(u1), . . . ,F
−
nd(ud)), u = (u1, . . . , ud) ∈ [0, 1]d (1)
and the (ordinary) empirical copula process is given by
√
n(Cn − C)(u), u ∈ [0, 1]d. (2)
1
2Weak convergence of the empirical copula process is well studied, see Stute (1984), Ga¨nssler &
Stute (1987), Fermanian et al. (2004). Segers (2012) obtained weak convergence under the weak
condition that the first-order partial derivatives of the copula C exist and are continuous on the
interior of the unit hypercube. He slightly relaxed the condition used in Fermanian et al. (2004)
that required existence and continuity of the first-order partial derivatives of C on the entire hyper-
cube. This is a sharp condition as Theorem 4 of Fermanian et al. (2004) shows that the empirical
copula process no longer converges if the continuity of any of the d first-order partial derivatives
fails at a point u ∈ (0, 1)d. Bu¨cher, Segers and Vogulshev (2014) use a weaker semi-metric on
ℓ∞([0, 1]d) and obtain hypi-convergence of the empirical copula process, under the condition that
the set of points in [0, 1]d where the partial derivatives of the copula C exist and are continuous has
Lebegue measure one. They show that this convergence still implies weak convergence of certain
Crame´r-von Mises test statistics.
While it can be verified that Cn is left-continuous with right-hand limits, its cousin
C¯n(u) =
1
n
n∑
i=1
1{Fn1(Xi1) ≤ u1, . . . ,Fnd(Xid) ≤ ud}, u = (u1, . . . , ud) ∈ [0, 1]d (3)
is ca`dla`g (right-continuous with left-hand limits) and as such a more standard object in probability
theory and, in particular, Lebesgue-Stieltjes integration. The empirical copula processes
√
n(Cn −
C)(u) and
√
n(C¯n − C)(u) are asymptotically equivalent as
sup
u∈[0,1]d
∣∣√n(Cn − C)(u)−√n(C¯n − C)(u)∣∣ ≤ 2√
n
, (4)
as pointed out by Fermanian et al. (2004, proof of Theorem 6), and hence the process
√
n(C¯n − C)(u), u ∈ [0, 1]d (5)
converges weakly in ℓ∞([0, 1]d) under the same weak assumptions as in Segers (2012).
This paper addresses the following question: Can we generalize the empirical copula process to
a process indexed by functions on the unit hypercube, rather than points in the unit hypercube? We
consider the generalization
Z¯n(g) =
√
n
∫
g d(C¯n − C) (6)
=
1√
n
n∑
i=1
{g(Fn1(Xi1), . . . ,Fnd(Xid))− E[g(F1(Xi1), . . . , Fd(Xid))]}
based on the ca`dla`g version C¯n of Cn. This generalization is of particular interest because Z¯n(g)
is a multivariate rank order statistic and common in the statistics literature. See Ruymgaart et
3al (1972), Ruymgaart (1974) and Ru¨schendorf (1976) for early references. For this reason, we take
C¯n as our starting point. Clearly, (6) reduces to (5) for g(v) = 1{v ≤ u}, and Theorem 6 in
Fermanian et al (2004) states that the statistic (6) has a normal limit distribution under suitably
regular functions g : [0, 1]d → R. This leads to the question “Can we characterize the class G of
functions g : [0, 1]d → R for which (6) converges weakly in ℓ∞(G)?”
To answer this question, we consider two complementary cases, one that requires some smooth-
ness of the underlying copula C and one that requires smoothness of the indexing functions g ∈ G.
Van der Vaart & Wellner (2007) showed that if the functions g are sufficiently smooth, then exis-
tence of first-order partial derivatives of C is no longer required for the weak convergence of Z¯n.
This remarkable fact was established in Corollary 5.4 of Van der Vaart & Wellner (2007). The-
orem 2 corrects a minor mistake in their proof (uniform equicontinuity in lieu of mere continuity
of the partial derivatives is required) and demonstrates the weak convergence in a different way
under weaker conditions on G that require no explicit entropy conditions on G. We stress that
many well-known copulas are not differentiable, for example, the Frechet-Hoeffding copulas, the
Marshal-Olkin copula, the Cuadras-Auge´ copula, the Raftery copula, among many others, see the
monograph by Nelsen (1999). Moreover, many of the common goodness-of-fit tests for copulas rely
on the weak convergence of the standard copula process and thus do not apply in non-differentiable
settings.
The scenario where C is sufficiently smooth, while functions in G are not necessarily differen-
tiable has not been addressed in the literature. In case the underlying copula satisfies Segers (2012)
condition, we show that under mild conditions on G the process Z¯n(g) converges weakly. We found
a surprisingly simple proof for this fact based on the very general result, Theorem 1 below. This
theorem is of interest in its own, and it is essentially the non-trivial d-dimensional version of an
integration by parts trick introduced in Radulovic´ and Wegkamp (2015).
The paper is organized as follows. Section 2 presents a general weak convergence result of em-
pirical processes, indexed by functions of bounded variation, including empirical processes based
on stationary sequences satisfying strong alpha-mixing conditions. We stress that alpha-mixing is
the least restrictive form of available mixing assumptions in the literature. The few results that
treat empirical processes indexed by functions g ∈ G, all require stringent conditions on the en-
tropy numbers of G and on the rate of decay for the mixing coefficients of Xi, see, e.g., Andrews
and Pollard (1994). The main culprit is that alpha-mixing does not allow for sharp exponential
inequalities for partial sums. The only known cases for which sharp conditions do exist are under
more restrictive, beta-mixing dependence. The latter allows for decoupling and yields exponential
4inequalities not unlike the i.i.d. case (Arcones & Yu (1994), Doukhan, Massart & Rio (1995)). Our
theory does not stop there and allows for for short memory casual linear sequences (Doukhan &
Surgailis, 1998). This work extends Radulovic & Wegkamp (2015) to the multidimensional case.
Dehling et al. (2009) prove weak convergence of the standard empirical processes based a station-
ary sequences that are not necessarily mixing. Dehling et al. (2014) treat more general processes
indexed by classes of functions under cumbersome entropy conditions on G. The advantage of the
method presented in this paper is that no explicit entropy condition on the set G is imposed, while
only weak convergence of the standard empirical process is required.
Section 3 presents the main results for empirical copula processes indexed by functions. Smoothness
of either the copula function C or the indexing functions is required.
The proofs of the results in Section 3 are collected in Section 4.
Finally, the appendix contains a novel integration by parts formula for multivariate, right continu-
ous functions of bounded variation, which is perhaps of independent interest.
1.1 Notations
We list in this subsection the notations necessary to address the multivariate extension of the
concept of bounded variation and the integration by parts formula in this paper. We mostly follow
the notations introduced in Owen (2005, Section 3). For x ∈ Rd, we denote its jth component as xj ,
that is, x = (x1, . . . , xd). We let 0 ∈ Rd be the vector with all components equal to zero, and 1 ∈ Rd
be the vector with all components equal to one. For a,b ∈ Rd, we write a < b or a ≤ b if these
inequalities hold for all d components. For a,b ∈ Rd with a ≤ b, the hypercube [a,b] is the set
{x ∈ Rd : a ≤ x ≤ b}. Thus [0,1] = [0, 1]d is the closed unit hypercube, and in this paper we will
work exclusively over this domain unless specified otherwise. Also (a,b) = {x ∈ Rd : a < x < b}
and [a,b) and (a,b] are defined similarly.
For I, J ⊂ {1, . . . , d}, we write |I| for the cardinality of I, and I − J for the complement of
J with respect to I. A unary minus denotes the complement with respect to {1, . . . , d}, so that
−I = {1, . . . , d} − I. In expressions involving both the unary minus and other set operations, the
unary minus has the highest precedence; for instance, −I − J = ({1, . . . , d} − I)− J .
For I ⊂ {1, . . . , d}, the expression xI denotes an |I|-tuple of real numbers representing the
components xj for j ∈ I. The domain of xI is (typically) the hypercube [0I ,1I ]. Suppose that
I, J ⊂ {1, . . . , d} and x, z ∈ [0,1] with I ∩ J = ∅. Then we define the concatenation symbol : such
that the vector xI : zJ represents the point y ∈ [0I∪J ,1I∪J ] with yj = xj for j ∈ I, and yj = zj
for j ∈ J . The vector xI : zJ is well defined for xI ∈ [0I ,1I ] and zJ ∈ [0J ,1J ] when I ∩ J = ∅,
even if x−I or z−J is left unspecified. We also use the concatenation symbol to glue together more
than two sets of components. For instance xI : yJ : zK ∈ [0,1] is well defined for xI ∈ [0I ,1I ],
5yJ ∈ [0J ,1J ] and zK ∈ [0K ,1K ] when I, J,K are mutually disjoint sets whose union is {1, . . . , d}.
The main purpose of the concatenation symbol is to construct the argument to a function by taking
components from multiple sources.
For a function f : [0,1] → R, a set I ⊂ {1, . . . , d} and a constant vector c−I ∈ [0−I ,1−I ] we
can define a function g as a lower-dimensional projection of f on [0I ,1I ] via g(xI) = f(xI : c−I).
We write f(xI ; c−I) to denote such a function with the argument xI on the left of the semicolon
and the parameter c−I on the right.
2 A general result
The main theorem in this section states that weak convergence of a stochastic process
∫
f dGn, with
f ∈ F , in ℓ∞(F) follows from the weak convergence of the stochastic process Gn to a continuous
Gaussian process G in ℓ∞([0, 1]d), for a large class of functions F . This result is of interest in
its own, and it is essentially the d-dimensional version of an integration by parts trick introduced
in Radulovic´ and Wegkamp (2015). The proof relies on Proposition 3 that gives a very general
integration by parts formula for
∫
f dGn. The main idea is to change the integration over Gn by
integration over f . For this reason we consider functions f for which we can uniquely define a
(signed) Borel measure on [0, 1]d. The classical Lebesgue-Stieltjes integration theory on R is based
on functions f that are of bounded variation. To consider its multivariate extension, naturally we
will need to consider multivariate extensions of the concept of bounded variation.
First, we briefly recall the definition of total variation in the sense of Vitali, and refer to Owen
(2005) for a lucid presentation. Following Owen (2005), a ladder Y of [0, 1] is a (possibly empty)
set of finitely many points in (0, 1). Each element y ∈ Y has a successor y+, defined as the
smallest element in (y, 1) ∩ Y. (If the intersection is empty, we set y+ = 1). A multivariate ladder
Y =∏di=1 Yi of [0, 1]d is based on d one-dimensional ladders Yi of [0{i},1{i}], and a successor y+ of
y ∈ Y is defined by taking each coordinate y+j to be the successor of yj. The variation of a function
f over the multivariate ladder Y is
VY(f) =
∑
y∈Y
|∆f ((y,y+])|.
Here ∆f ((y,y
+]) is the generalized volume of the hypercube (y,y+] based on the measure ∆f to
be introduced in (7). Then the total variation of f in the sense of Vitali is
V (f) := sup
Y
VY(f) = sup
Y
∑
y∈Y
|∆f ((y,y+])|.
Here the supremum is taken over all multivariate ladders Y = ∏di=1 Yi of [0, 1]d. It can be shown
6that
V (f) ≤
∫
[0,1]
∣∣∣∣ ∂d∂u1 · · · ∂ud f(u)
∣∣∣∣ du
provided the mixed partial derivative of f exists, see, for instance, Owen (2005, Proposition 13).
We will also need to consider total variation in the sense of Krause (1903a; 1903b) and Hardy
(1905). Formally, the total variation of a function f in the sense of Hardy-Krause is
VHK(f) =
∑
I⊂{1,...,d}
V (f(·;1−I)) =
∑
I⊂{1,...,d}
∫
[0I ,1I ]
|d∆f (xI ;1−I)|.
Here V (f(·;1−I)) is the Vitali variation of the function f(·;1−I) over [0I ,1I ]. (We recall from
Section 1.1 that the function f(·;1−I) : [0I ,1I ] → R is the lower-dimensional projection of f on
[0I ,1I ] obtained by setting f(xI ;1−I) = f(xI : 1−I). Also note that, in contrast to the literature,
for convenience we are also including a term corresponding to I = ∅ in the sum, although this choice
makes no material difference later on because the class of functions with bounded Hardy-Krause
variation remains the same under our definition.)
We will mostly consider functions satisfying the following assumption:
Assumption F. f : [0, 1]d → R is right-continuous (to be precise, following Aistleitner & Dick
(2014), we say a function is right-continuous if it is coordinatewise right-continuous in each coordi-
nate, at every point) and is of bounded variation in the sense of Hardy-Krause, that is, VHK(f) <∞.
By Aistleitner & Dick (2014, Theorem 3), if a function f satisfies assumption F, then there
exists a unique signed Borel measure ∆f on [0, 1]
d for which
∆f ([0,x]) = f(x), x ∈ [0, 1]d. (7)
From now on, for notational brevity, we will use the same letter f to denote the function f and the
measure ∆f to which it gives rise. From (7), it is easy to see that, for a,b ∈ [0, 1]d and a ≤ b, the
measure f assigns weight
f((a,b]) =
∫
(a,b]
df =
∑
I⊂{1,...,d}
(−1)|I|f(aI : b−I) (8)
to the hypercube (a,b] = (a1, b1]× · · · × (ad, bd]. In fact, we can conclude from Aistleitner & Dick
(2014) a more general result that we will also use later: if a function f satisfies assumption F, and
if we let I ⊂ {1, . . . , d}, a,b ∈ [0, 1]d with aI ≤ bI , and c ∈ {0, 1}d, then to the lower-dimensional
projection f(·; c−I) there corresponds a unique signed Borel measure f(·; c−I) on [0I ,1I ] that
7assigns weight
f((aI ,bI ]; c−I) =
∫
(aI ,bI ]
df(·; c−I) =
∑
I′⊂I
(−1)|I′|f(aI′ : bI−I′ : c−I) (9)
to the hypercube (aI ,bI ]. The validity of this claim is verified in Appendix B. We will identify a
function and its lower-dimensional projections uniquely with the measures satisfying (8) and (9).
Theorem 1. Let Gn be a stochastic process such that its sample paths satisfy assumption F almost
surely, that Gn(u) = 0 almost surely, if uj = 0 for some j ∈ {1, . . . , d} , and that Gn converges
weakly to a continuous Gaussian process G in ℓ∞([0, 1]d). Let F be a class of functions f satisfying
assumption F with VHK(f) ≤ T < ∞. Then, the empirical process
∫
f dGn, indexed by f ∈ F ,
converges weakly to a Gaussian process in ℓ∞(F).
Proof. See Section 2.1.
For instance, empirical processes based on alpha-mixing sequences are covered by this result.
Such a result is new, as weak convergence of empirical processes for dependent variables indexed by
functions are sparse in the literature and typically require rather restrictive beta-mixing conditions.
Rio (2000) proved weak convergence of the process
√
n(Fn−F )(x) in ℓ∞([0, 1]d) under alpha-mixing
conditions only.
Corollary 2. Let Xi, i ∈ Z, be a stationary sequence of random variables in [0, 1]d with continuous
distribution F and with alpha-mixing coefficients
αk := sup {|P(A ∩B)− P(A)P(B)|, A ∈ σ(Xj , j ≤ i), B ∈ σ(Xk+j , j ≥ i), i ∈ Z}
satisfying
αk = O(k
−a) for some a > 1 and k →∞.
Let Fn be the empirical distribution function based on Xi, i = 1, . . . , n and let Gn =
√
n(Fn−F ) be
the standard empirical process in ℓ∞([0, 1]d). Let F be a class of functions f satisfying assumption F
with VHK(f) ≤ T . Then
{∫
f dGn, f ∈ F
}
converges weakly to a Gaussian process in ℓ∞(F).
Proof. Theorem 7.3 in Rio (2000) establishes the weak convergence of the process Gn in ℓ
∞([0, 1]d).
The corollary follows immediately from Theorem 1.
2.1 Proof of Theorem 1
The proof of Theorem 1 relies on the following integration by parts formula.
8Proposition 3. Let Gn(u), u ∈ [0, 1]d, be a stochastic process such that its sample paths satisfy
assumption F, and that Gn(u) = 0 if uj = 0 for some j. For any f satisfying assumption F, we
have ∫
(0,1]
f(x) dGn(x) =
∑
I⊂{1,...,d}
(−1)|I|
∫
(0I ,1I ]
Gn(xI−;1−I) df(xI ;1−I). (10)
Proof. The result follows from the general formula (14) in Theorem 14 in the appendix. Notice
that in Theorem 14 if I2 6= ∅, then each term Gn(xI1−;0I2 : 1I3) in the integrand of (14) equals
zero under the assumption of Proposition 3.
For any f ∈ F , we define
G¯n(f) =
∫
f dGn
G˜n(f) = Γ(Gn, f)
based on the functional
Γ(Gn, f) :=
∑
I⊂{1,...,d}
(−1)|I|
∫
(0I ,1I ]
Gn(xI ;1−I) df(xI ;1−I).
First, for each f ∈ F , the functional Γ(·, f) : ℓ∞(Rd)→ R is linear and Lipschitz as
|Γ(X, f)− Γ(Y, f)| ≤
∑
I⊂{1,...,d}
∫
(0I ,1I ]
|df(xI ;1−I)| · ‖X − Y ‖∞
≤ T‖X − Y ‖∞.
For any fixed f ∈ F , by the continuous mapping theorem, see, e.g., Theorem 1.3.6 in Van der
Vaart & Wellner (1996), and the weak convergence of Gn → G, we have
G˜n(f) = Γ(Gn, f)→Γ(G, f) := G˜(f)
as n→∞. This result is pointwise in f ; i.e., it provides fidi-convergence of G˜n. Linearity of Γ(·, f)
yields that the limit G˜(f) is normal.
Next, we define the map Γ : ℓ∞(Rd) → ℓ∞(F) as Γ(X) = Γ(X, f), f ∈ F . (For notational
brevity we use the same letter Γ to denote the functional introduced earlier and the map here,
though there should be no confusion because they take different arguments.) Then
‖Γ(X)− Γ(Y )‖ = sup
f∈G
|Γ(X, f)− Γ(Y, f)|
≤ T‖X − Y ‖∞
9The continuous mapping theorem guarantees that the limit G˜ := Γ(G) of Γ(Gn) is tight in ℓ
∞(F).
Finally, we have for the bounded Lipschitz distance
dBL(G¯n, G˜) = sup
H
∣∣∣E[H(G¯n)]− E[H(G˜)]∣∣∣
with the supremum taken over H : ℓ∞(F)→ R with supx∈ℓ∞(F) |H(x)| ≤ 1 and ‖H(x)−H(y)‖ ≤
‖x− y‖ for all x, y ∈ ℓ∞(G), the following bound
dBL(G¯n, G˜) ≤ dBL(G¯n, G˜n) + dBL(G˜n, G˜)
≤ TE[sup
x
|Gn(x)−Gn(x−)|] + TdBL(Gn,G).
The first bound follows since, first by applying Proposition 3 to the term G¯n(f) and then by
assumption on the uniform boundedness of VHK(f), we have
|G¯n(f)− G˜n(f)| ≤ sup
x
|Gn(x)−Gn(x−)|
∑
I⊂{1,...,d}
∫
(0I ,1I ]
|df(xI : 1−I)|
≤ T sup
x
|Gn(x)−Gn(x−)|,
while the bound for the second term is a consequence of Lipschitz property of the map Γ with
Lipschitz constant T :
dBL(G˜n, G˜) = sup
H
∣∣∣E[H(G˜n)]− E[H(G˜)]∣∣∣
= sup
H
∣∣∣E[H ◦ Γ(Gn)]− E[H ◦ Γ(G˜)]∣∣∣
≤ TdBL(Gn,G).
We conclude that dBL(G¯n, G˜)→ 0 as n→∞. Since the limit G˜ := Γ(G) is tight, the desired weak
convergence of G¯n and G˜n follows.
3 Empirical copula processes indexed by functions
3.1 Smooth copula functions
Our first result requires that the empirical process
√
n(C¯n−C)(u) converges weakly to a Gaussian
limit and consider the class G of right-continuous functions g : [0, 1]d → R with
VHK(g) :=
∑
I⊂{1,...,d}
∫
[0I ,1I ]
|dg(xI ;1−I)| ≤ T (11)
In words, we require that the Vitali variation of the functions g and their marginals g(xI ;1−I) are
uniformly bounded.
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Theorem 4. Assume that
√
n(C¯n−C) converges weakly to a continuous Gaussian process in [0, 1]d.
Provided the functions g ∈ G satisfy assumption F with VHK(g) ≤ T < ∞, the empirical process
Z¯n, defined in (6), converges weakly to a Gaussian limit in ℓ
∞(G).
Proof. This follows immediately from Theorem 1.
The proof of Theorem 1 reveals that limiting process can be characterized as
Γ(G, f) :=
∑
I⊂{1,...,d}
(−1)|I|
∫
(0I ,1I ]
G(xI ;1−I) df(xI ;1−I)
for f ∈ G, based on the limit G of √n(C¯n − C).
The class of functions G considered in Theorem 4 is an obvious generalization of the class of
indicator functions 1{· ≤ x} of the half spaces ∏di=1(0, xi], x = (x, . . . , xd) ∈ [0, 1]d. Theorem 4
requires no differentiability of g ∈ G, only right-continuity and bounded variation.
Theorem 4 requires that the empirical process
√
n(Cn −C) converges weakly in [0, 1]d. This is
shown in increasing generality by Stute (1984), Fermanian et al. (2004) and Segers (2012). It also
allows for dependent observations Xi, not just i.i.d. observations, as the theorem requires weak
convergence only of the process
√
n(Cn−C). Bu¨cher and Vogulshev (2013), in turn, show that the
latter is implied by weak convergence of the process
√
n(Fn − C) for Fn the empirical distribution
function based on pseudo-observations U1, . . . ,Un with Ui = (F1(Xi1), . . . , Fd(Xid).
Corollary 5. Assume that
√
n(Fn−C) converges weakly to a Gaussian limit BC in ℓ∞([0, 1]d) with
BC continuous and BC(1) = 0 and BC(x) = 0 if xj = 0 for some j. Moreover, assume that C˙k
exists and is continuous on {u ∈ [0, 1]d : uk ∈ (0, 1)} for k = 1, . . . , d. Provided the functions g ∈ G
satisfy assumption F with VHK(g) ≤ T < ∞, the empirical process Z¯n, defined in (6), converges
weakly to a Gaussian limit in ℓ∞(G).
Proof. Corollary 2.5 in Bu¨cher and Vogulshev (2013) prove weak convergence of
√
n(Fn − C) in
ℓ∞([0, 1]d) and the conditions on its limit imply weak convergence of the empirical copula process
√
n(Cn − C) to a continuous Gaussian process in ℓ∞([0, 1]d). The conclusion follows immediately
from Theorem 4.
For instance, if the empirical distribution Fn is based on a stationary sequence of Xi satisfying
the (alpha-mixing) conditions in Corollary 2, the conclusion of Corollary 5 holds.
The limiting process of
√
n
∫
g d(C¯n − C) can be characterized in the i.i.d. case as
∑
I⊂{1,...,d}
(−1)|I|
∫
(0I ,1I ]
{
α(uI ;1−I)−
∑
i∈I
C˙i(uI ;1−I)αi(uI ;1−I)
}
df(uI ;1−I)
11
for f ∈ G. Here α−∑dj=1 C˙jαj is the limiting process of √n(C¯n−C) and α is a C-Brownian bridge
in ℓ∞([0, 1]d).
3.2 Smooth index functions
Our next result requires that G is a C-Donsker class of differentiable functions g : [0, 1]d → R.
For any g ∈ G, we write g˙k be the partial derivative of g with respect to the kth coordinate, i.e.,
g˙k(u) = ∂kg(u) = ∂g(u)/∂uk , u = (u1, . . . , ud). We assume that the classes of partial derivatives
G˙k = {g˙k = ∂kg, g ∈ G} (12)
are uniformly equicontinuous. Interestingly, if the functions g are sufficiently smooth, then exis-
tence of first-order partial derivatives of C is no longer required for the weak convergence of Z¯n.
Theorem 6. Assume that
- F has continuous marginals, and copula function C;
- G is a uniformly bounded C-Donsker class;
- the first-order partial derivatives g˙k of g ∈ G exist and the classes G˙k, k = 1, . . . , d, are
uniformly equicontinuous and uniformly bounded.
Then, the empirical copula process Z¯n, defined in (6), converges weakly to a Gaussian process in
ℓ∞(G), as n→∞.
Proof. See section 4.2.
Discussion of the conditions of Theorem 6
• It follows from the proof that the limiting process can be characterized as
Z¯n =
∫
g(u) dα(u) +
d∑
k=1
∫
g˙k(u)αk(uk) dC(u)
for the limiting C-Brownian bridge α in ℓ∞([0, 1]d) of the empirical process
√
n(Fn−C) based
on pseudo-observations U1, . . . ,Un with Ui = (F1(Xi1), . . . , Fd(Xid)).
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• Theorem 6 is slightly more general than Corollary 5.4 in Van der Vaart & Wellner (2007).
It corrects a slight mistake in their proof. While they require that the partial derivatives g˙k
are continuous, their proof requires that they are in fact uniformly equicontinuous. In fact,
at page 247, line 13 they require convergence, uniformly in g, while their proof of this fact
(Lemma 4.1 at the same page) only gives pointwise convergence. While this is easily fixed,
the other difference with their result, however, is that we do not require that the uniform
entropy integral J(1,G, L2) is finite, which requires an altogether different proof.
• The alert reader may wonder if the uniformly bounded assumption on the classes G and
G˙k may be replaced by suitable envelope conditions. However, if the class G˙k of uniformly
equicontinuous functions f : [0, 1]d → R has an integrable envelope, then it must be uni-
formly bounded on [0, 1]d. A similar reasoning holds for G: since the domain of the functions
is [0, 1]d, the assumption that G has an integrable envelope, coupled with the fact that the
partial derivatives exist and are uniformly bounded, immediately forces that all g ∈ G must
be uniformly bounded.
• It is remarkable that Theorem 6 holds without any condition on C, under rather mild regu-
larity on the functions g. This is in contrast with the required smoothness assumptions on C
for the ordinary empirical copula process (indexed by boxes) in (2).
Arguably the best known examples of non-differentiable copulas are the Marshal-Olkin copula
C(u, v) = min(u1−αv, uv1−β), and the Frechet-Hoeffding copulas C(u, v) = max(u+ v − 1, 0)
and C(u, v) = min(u, v). Another example is the Cuadras-Auge´ copula given by
C(u, v) = {min(u, v)}θ{uv}1−θ, 0 ≤ θ ≤ 1.
A common technique to construct a copula from a given function δ : [0, 1] → [0, 1] yields
non-differentiable copulas as well by setting
C(u, v) = min [u, v, {δ(u) + δ(v)}/2]
or
C(u, v) =
 u− infu≤x≤v{x− δ(x)} if u ≤ vv − inf
v≤x≤u
{x− δ(x)} if u > v.
• A natural class of functions to consider is Cs1([0, 1]d), as described in detail by Van der Vaart
& Wellner (1996), pp 154–157. These are all functions on [0, 1]d that have uniformly bounded
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partial derivatives up to order ⌊s⌋ and the highest partial derivatives are Ho¨lder of order
s − ⌊s⌋. Theorem 2.7.1 and Theorem 2.7.2 in Van der Vaart & Wellner (1996) show this
class Cs1([0, 1]
d) is universally Donsker if s > d/2. In particular, this means that for d = 2,
the processes Zn and Z¯n converge weakly in ℓ
∞(Cs1([0, 1]
2)), provided the smoothness index
s > 1, that is, all functions have partial derivatives that satisfy a uniform Ho¨lder condition
of any order.
3.3 Bootstrap empirical copula processes
We provide the bootstrap counterpart of Theorems 4 & 6. Let the bootstrap sample (X∗1, . . . ,X
∗
n)
be obtained by sampling with replacement from X1,. . ., Xn. We write
F
∗
n(x) =
1
n
n∑
i=1
1{X∗i ≤ x}, x ∈ Rd, (13)
for the empirical cdf based on the bootstrap, with marginals
F
∗
nj(t) =
1
n
n∑
i=1
1{X∗ij ≤ t}, t ∈ R, j = 1, . . . , d. (14)
We denote its associated empirical copula function by C∗n and
C¯
∗
n(u) =
1
n
n∑
i=1
1{F∗n1(X∗i1) ≤ u1, . . . ,F∗nd(X∗id) ≤ ud}, u ∈ [0, 1]d. (15)
For the bootstrap empirical copula process
Z¯
∗
n(g) =
√
n
∫
g(u) d(C¯∗n − C¯n)(u), g ∈ G (16)
we have the following bootstrap version of Theorems 4 & 6.
Theorem 7. Under the conditions of either Theorem 4 or Theorem 6, the conditional distribution
of {Z¯∗n(g), g ∈ G} converges weakly to the same Gaussian limit as {Z¯n(g), g ∈ G}, in probability.
More precisely, we prove that
lim
n→∞
E
[
sup
h
∣∣E[h(Z¯n)]− E∗[h(Z¯∗n)]∣∣] = 0. (17)
Here E∗ is the conditional expectation with respect to the bootstrap sample and the supremum
in (17) is taken over all uniformly bounded, Lipschitz functionals h : ℓ∞(Fn) → R with Lipschitz
constant 1, that is,
sup
x∈ℓ∞(G)
|h(x)| ≤ 1 (18)
14
and, for all x, y ∈ ℓ∞(G),
|h(x)− h(y)| ≤ sup
g∈G
|x(g)− y(g)|. (19)
As usual in the empirical process literature, it is tacitly understood that we take outer probability
measures whenever measurability issues arise.
Proof. See Section 4.4.
The bootstrap approximation can be used to obtain asymptotic uniform confidence bands for
the copula function.
The proof of Theorem 7 shows that under the conditions of Theorem 4, we do not need the iid
assumption, only weak convergence of both
√
n(C¯n − C) and
√
n(C¯∗n − C¯n) to the same Gaussian
limit is required.
3.4 Some applications
Semi-parametric MLE. This type of results is useful in the same way the extension of
the empirical process indexed by general Donsker classes from indicator functions on the
half-spaces (−∞, x], x ∈ Rd, has proved extremely useful. See, for instance, the monograph
Van der Vaart & Wellner (1996). In the context of copula estimation, an important example
is the following semi-parametric maximum likelihood estimation problem (Tsukahara 2005).
Suppose that the copula C is parametrized by a finite dimensional parameter θ ∈ Θ, a
subset of Rk, with density cθ and that the marginal distributions Fj have densities fj. The
log-likelihood function in this setting is
log ℓ(θ) =
n∑
i=1
log cθ(F1(Xi1), . . . , Fd(Xid)) +
n∑
i=1
d∑
j=1
log fj(Xij)
and a common strategy therefore is to replace the unknown marginals Fj by Fnj and maximize
n∑
i=1
log cθ(Fn1(Xi1), . . . ,Fnd(Xid))
over θ. Assuming we can take the derivative with respect to θ, we define
Ψ(θ) =
∫
φθ(u) dC(u)
and
Ψn(θ) =
∫
φθ(u) dC¯n(u).
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We emphasize that Ψn is an integral with respect to C¯n, not Cn. Here φθ is the derivative of
log cθ with respect to θ.
Van der Vaart & Wellner (1996, Example 3.9.35) show that the solution θ̂n of Ψn(θ) = 0
is asymptotically normal, provided the process
√
n(Ψn − Ψ)(θ) converges in distribution to
a Gaussian Z with continuous sample paths in ℓ∞(Θ) and regularity of Ψ (Ψ(θ) = 0 has
a unique solution θ0, Ψ is a local homeomorphism at θ0, differentiable at θ0 with derivative
Ψ˙θ0). Consequently, if the class of functions φθ indexed by θ ∈ Θ satisfies either the conditions
of Theorem 4 and
√
n(Cn − C) converges weakly, or the conditions of Theorem 6 (with no
assumptions on C), and
lim
‖θ′−θ‖→0
∫
(φθ − φθ′)2 dC = 0,
and Ψ satisfies the regularity conditions above, then θ̂ is asymptotically normal.
Testing of non-smooth copulas. The usual Kolmogorov-Smirnov test statistic
√
n sup
u
|Cn(u)− C(u)|
converges provided C is sufficiently regular (conform Segers (2012) conditions). If we want
to test for a non-smooth C, one that does not meet the mild condition 4.3 of Bu¨cher, Segers
and Vogulshev (2014), then Theorem 6 poses a solution by considering
√
n sup
g∈G
∣∣∣∣∫ g d(Cn − C)∣∣∣∣
for a sufficiently rich class G instead. For instance, the class of all differentiable functions g
with Lipschitz partial derivatives on [0, 1]d is (universally) Donsker, whilst it is rich enough
for our testing purposes as it characterizes weak convergence.
From a computational point of view, we may consider the class g(x) = gt(x) = exp(< t,x >),
with t ∈ [0, 1]d so that we compare the moment generating functions (which are defined for
any copula, as the random variables are bounded). Indeed, if the function
∫
e<t,u> dC(u) is
piecewise differentiable in t, then this would lead to an easily computable test statistic and a
consistent test.
4 Proofs of Theorems 6 & 7
4.1 Notation
Throughout, we assume without loss of generality that all marginals Fj are uniform distributions,
j = 1, . . . , d. This implies that F = C. This common simplification in the copula literature is
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justified by, for instance, Lemma 8 of Fermanian et al (2013). Indeed, Zn(g) and Z¯n(g) remain
the same if we replace the original observations Xi = (Xi1, . . . ,Xid) by the pseudo-observations
Yi = (F1(Xi1), . . . , Fd(Xid)), i = 1, . . . , n. Observe that, indeed, the distribution function of each
Yi is the copula C and each marginal Yij is uniformly distributed on [0, 1], i = 1, . . . , n, j = 1, . . . , d.
Having made this blanket assumption (Fj(x) = x, j = 1, . . . , d), we denote by Un the empirical
process
√
n(Fn − F ) in ℓ∞([0, 1]d) with marginals Unj =
√
n(Fnj − Fj), j ∈ {1, . . . , d}.
4.2 Proof of Theorem 6
For any g ∈ G, we write g˙k be the partial derivative of g with respect to the kth coordinate and we
define, for k ∈ {1, . . . , d}, the classes
Gint,k = {Tk(g) : g ∈ G} (20)
based on the functions
Tk(g)(x) =
∫
g˙k(u)1{xk ≤ uk}dC(u). (21)
We define the empirical process
Z˜n(g) =
∫ [
g +
d∑
k=1
Tk(g)
]
dUn. (22)
Lemma 8 shows that Z˜n converges weakly, and it suffices to show that Z¯n and Z˜n are asymptotically
equivalent, as n→∞. Some simple algebra shows that∫
Tk(g) dFn =
1
n
n∑
i=1
∫
g˙k(x)1{Xik ≤ xk}dC(x)
=
∫
g˙k(x)Fnk(xk) dC(x),
and ∫
Tk(g) dC = E
[∫
g˙k(x)1{Xk ≤ xk}dC(x)
]
=
∫
g˙k(x)Fk(xk) dC(x),
so that ∫
Tk(g) dUn =
∫
g˙k(x)Unk(xk)dC(x).
It is now easily verified that
(Z¯n − Z˜n)(g) = I(g) + II(g)
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for
I(g) =
∫ [√
n [g (Fn1(x1), . . . ,Fnd(xd))− g(x)] −
d∑
k=1
g˙k(x)Unk(xk)
]
dFn(x)
II(g) =
∫ [ d∑
k=1
g˙k(x)Unk(xk)
]
dn−1/2Un(x).
Hence, if
sup
g∈G
|I(g) + II(g) | → 0,
in probability, as n→∞, then Z¯n converges weakly to the same limit as Z˜n. This is verified in the
Propositions 9 & 10, and the proof of Theorem 1 is complete.
Lemma 8. Under the assumptions of Theorem 6, the empirical process Z˜n converges weakly.
Proof. The class
G′ =
{
g +
d∑
k=1
Tk(g) : g ∈ G
}
is a subset of the class
G′′ =
{
g +
d∑
k=1
tk : g ∈ G, tk ∈ Gint,k
}
.
By definition, the class G is C-Donsker and the classes G˙k, k ∈ {1, . . . , d}, are uniformly equicontin-
uous. This implies that the classes Gint,k, k ∈ {1, . . . , d}, are C-Donsker. This in turn implies that
the class G′′ is C-Donsker by Theorem 2.10.6 of van der Vaart & Wellner (1996), as the pointwise
sum of two Donsker classes is again Donsker.
Proposition 9. Under the assumptions of Theorem 6, we have
sup
g∈G
|I(g) | P−→0, as n→∞. (23)
Proof. We have
sup
g∈G
|I(g)| ≤
d∑
k=1
sup
g∈G
|Ik(g)|
for
Ik(g) =
∫ [(
g˙k(X˜n,x)− g˙k(x)
)
Unk(xk)
]
dFn(x).
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Here X˜n,x are (random) points on the line segment between x and (Fn1(x1), · · · ,Fnd(xd))T , and
we used the mean value theorem. Hence, it suffices to prove that
sup
g∈G
|Ik(g)| P−→ 0, as n→∞ (24)
for each k ∈ {1, . . . , d}. By Lemma 11 below, there exists a bounded, non-negative, and monotone
increasing function φk(t) with limt↓0 φk(t) = 0 such that
sup
g∈G
∣∣∣g˙k(X˜n,x)− g˙k(x)∣∣∣ ≤ φk(‖X˜n,x − x‖)
≤ φk(‖Fn(x)− x‖)
≤ φk(‖n−1/2Un‖∞),
whence
sup
g∈G
|Ik(g)| ≤ ‖Unk‖∞φk(‖n−1/2Un‖∞)
∫
dFn(x)
= ‖Unk‖∞φk(‖n−1/2Un‖∞).
The empirical process Unk converges weakly and hence ‖Unk‖∞ = Op(1). By the Glivenko-Cantelli
theorem in Rd, ‖n−1/2Un‖∞ = op(1), and hence φk(‖n−1/2Un‖∞) = op(1). We conclude that (24)
holds for every k ∈ {1, . . . , d} and hence (23) is verified.
Proposition 10. Under the assumptions of Theorem 6, we have
sup
g∈G
|II(g) | P−→0, as n→∞. (25)
Proof. It suffices to show that
sup
g∈G
|IIk(g)| P−→ 0, as n→∞
for each k ∈ {1, . . . , d}, for
IIk(g) =
∫
[g˙k(x)Unk(xk)] dn
−1/2
Un(x).
We define the class of functions
Dn(M) =
{
D : D is a c.d.f. on [0, 1] with
√
n‖D − I‖∞ ≤M
}
, (26)
Hk,n(M) =
{
h =
√
n(D − I)fk : fk ∈ G˙k, D ∈ Dn(M)
}
. (27)
Fix an arbitrary (small) ε ∈ (0, 1). There exists M =M(ε) <∞ such that
lim sup
n→∞
P{‖Unk‖∞ ≥M} ≤ ε.
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On the event {‖Unk‖∞ ≤M}, we have
sup
g∈G
|IIk(g)| ≤ sup
h∈Hk,n(M)
∣∣∣∣∫ hdn−1/2Un∣∣∣∣ (28)
and to prove the proposition, it suffices to verify that the term on the right converges to zero,
in probability, n → ∞. By a straightforward modification of Theorem 2.4.3 of Van der Vaart &
Wellner (1996), the right-hand side of (28) converges to zero, if
1. the class Hk,n(M) has an integrable envelope and
2. for all ξ > 0,
logN(ξ,Hk,n(M), L1(Fn)) = op(n)
holds. Here N(ξ,Hk,n(M), L1(Fn)) is the ξ-covering number of Hk,n(M) in L1(Fn), that is,
the number of closed balls of radius ξ in L1(Fn) needed to cover Hk,n(M).
Since G˙k is uniformly bounded, supfk∈G˙k ‖fk‖∞ ≤Mk for some Mk <∞, and we find
sup
h∈Hk,n(M)
‖h‖∞ ≤M ·Mk,
so the envelope condition is fulfilled. We now verify that the metric entropy condition holds. We
fix arbitrary h, h′ ∈ Hk,n(M), and write
h =
√
n(D − I)fk,
h′ =
√
n(D′ − I)f ′k
for fk, f
′
k ∈ G˙k and D,D′ ∈ Dn(M). We can easily deduce that, for any probability measure Q,∫
|h− h′|dQ ≤ √nMk
∫
|D −D′|dQ+M
∫
|fk − f ′k|dQ.
Hence, we conclude that, for any probability measure Q and ξ > 0,
logN(ξ,Hk,n(M), L1(Q)) ≤ logN(ξ/(2Mk
√
n),Dn, L1(Q)) + logN(ξ/(2M), G˙k , L1(Q))
≤ logN(ξ/(2Mk
√
n),Dn(M), L1(Q)) + logN∞(ξ/(2M), G˙k). (29)
Here N∞(ε, G˙k) is the ε-covering number of G˙k in L∞([0, 1]d). By Lemma 12 and Lemma 13 in the
appendix, we have, from (29), that
logN(ξ,Hk,n(M), L1(Fn)) ≤ sup
Q
logN(ξ,Hk,n(M), L1(Q))
≤ K1
√
n+K2 = O(
√
n) = o(n)
with the supremum taken over all probability measures Q, for some finite constants K1,K2 = K2(ξ),
independent of n. This completes the proof.
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4.3 Proof of Theorem 7
Let U∗n =
√
n(F∗n − Fn) be the bootstrap counterpart of Un =
√
n(Fn − F ) with marginals U∗nj,
j ∈ {1, . . . , d}, and recall that F = C as the marginal distributions Fj are uniform distributions on
[0, 1]. The proof of the bootstrap counterpart of Theorem 4 is similar to the proof of Theorem 4,
after replacing the process Gn in the proof of Theorem 1 by U
∗
n =
√
n(F∗n − Fn). For this reason,
we concentrate on the proof of the bootstrap counterpart of Theorem 6.
We define the empirical processes
Z¯
∗
n(g) =
√
n
∫
g(x) d(C¯∗n − C¯n)(x) (30)
=
√
n
(∫
g(F∗n1(x1), . . . ,F
∗
nd(xd)) dF
∗
n(x)−
∫
g(Fn1(x1), . . . ,Fnd(xd)) dFn(x)
)
and
Z˜
∗
n(g) =
∫ [
g(x) +
d∑
k=1
Tk(g)(x)
]
dU∗n(x) (31)
=
∫
g(x) dU∗n(x) +
∑
k
∫
g˙k(x)U
∗
nk(xk) dC(x)
with g ∈ G. The process Z˜∗n has a tight Gaussian limit, by the bootstrap CLT (see, for instance,
Van der Vaart & Wellner 1996, Theorem 3.6.1) and Lemma 8. Hence it suffices to show
sup
g∈G
|Z¯∗n(g) − Z˜∗n(g)| = op∗(1), as n→∞. (32)
For this, we first observe that, after rearranging terms,∫
g(F∗n1(x1), . . . ,F
∗
nd(xd)) dF
∗
n(x)−
∫
g(Fn1(x1), . . . ,Fnd(xd)) dFn(x)
=
∫
g(F∗n1(x1), . . . ,F
∗
nd(xd)) d(F
∗
n − Fn)(x)
+
∫
g(F∗n1(x1), . . . ,F
∗
nd(xd))− g(Fn1(x1), . . . ,Fnd(xd)) dFn(x)
=
∫
g(x) d(F∗n − Fn)(x) +
∫
{g(F∗n1(x1), . . . ,F∗nd(xd))− g(Fn1(x1), . . . ,Fnd(xd))}dC(x) +
+
∫
g(F∗n1(x1), . . . ,F
∗
nd(xd))− g(Fn1(x1), . . . ,Fnd(xd)) d(Fn − C)(x)
+
∫
{g(F∗n1(x1), . . . ,F∗nd(xd))− g(x)}d(F∗n − Fn)(x)
so that
sup
g∈G
∣∣∣Z¯∗n(g) − Z˜∗n(g)∣∣∣ ≤ I∗ + II∗ + III∗ (33)
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with
I∗ = sup
g∈G
∣∣∣∣∣
∫ {√
n [g(F∗n1(x1), . . . ,F
∗
nd(xd))− g(Fn1(x1), . . . ,Fnd(xd))]−
d∑
k=1
U
∗
nk(xk)g˙k(x)
}
dC(x)
∣∣∣∣∣
II∗ = sup
g∈G
∣∣∣∣∫ {g(F∗n1(x1), . . . ,F∗nd(xd))− g(Fn1(x1), . . . ,Fnd(xd))}dUn(x)∣∣∣∣
III∗ = sup
g∈G
∣∣∣∣∫ {g(F∗n1(x1), . . . ,F∗nd(xd))− g(x)}dU∗n(x)∣∣∣∣
For the first term on the right in (33), we reason as in Proposition 6 and we use that g˙k is uniformly
equicontinuous and both Unk and U
∗
nk converge weakly. More precisely, there exists a bounded
function φk with limt↓0 φk(t) = 0 such that
sup
g∈G
∣∣∣∣∣
∫ {√
n [g(F∗n1(x1), . . . ,F
∗
nd(xd))− g(Fn1(x1), . . . ,Fnd(xd))]−
d∑
k=1
U
∗
nk(xk)g˙k(x)
}
dC(x)
∣∣∣∣∣
≤
d∑
k=1
‖U∗nk‖∞φk(‖F∗n − Fn‖∞ + ‖Fn − I‖∞) = op∗(1), as n→∞,
as
φk(‖F∗n − Fn‖∞ + ‖Fn − I‖∞) = op∗(1), as n→∞.
For the second term on the right in (33), we write
sup
g∈G
∣∣∣∣∫ {g(F∗n1(x1), . . . ,F∗nd(xd))− g(Fn1(x1), . . . ,Fnd(xd))}dUn(x)∣∣∣∣
≤
d∑
k=1
∣∣∣∣∫ U∗nk(xk)g˙k(x) dn−1/2Un(x)∣∣∣∣+ 2 d∑
k=1
‖U∗nk‖∞φk(‖F∗n − Fn‖∞ + ‖Fn − I‖∞)
=
d∑
k=1
∣∣∣∣∫ U∗nk(xk)g˙k(x) dn−1/2Un(x)∣∣∣∣+ op∗(1)
for the bounded functions φk with limt↓0 φk(t) = 0. Moreover, for each ε > 0 there exists a
M =M(ε) <∞ such that the event
{‖n−1/2U∗nk‖∞ ≤M/2} ∩ {‖n−1/2Unk‖∞ ≤M/2}
has probability at least 1− ε for n→∞, and on this event
sup
g∈G
∣∣∣∣∫ U∗nk(xk)g˙k(x) dn−1/2Un(x)∣∣∣∣ ≤ sup
h∈Hk,n(M)
∣∣∣∣∫ hdn−1/2Un∣∣∣∣ = op(1)
as n→∞, by the same reasoning as in Proposition 7, with the class Hn,k(M) defined in (27). Note
that, by the triangle inequality, g˙kU
∗
nk ∈ Hn,k(M) on the above event.
22
For the third term on the right in (33), we can argue as for the previous term above, now using
the weak convergence of U∗n in lieu of Un. In particular, for each fixed ε > 0, choose M < ∞ for
which
d⋂
k=1
{|√n(F∗nk − I)‖∞ ≤M} ,
holds with (bootstrap) probability at least 1− ε, as n→∞. On this event, √n(F∗nk − I)g˙k belongs
to Hn,k(M), k = 1, . . . , d, and
sup
g∈G
∣∣∣∣∫ {g(F∗n1(x1), . . . ,F∗nd(xd))− g(x)}dU∗n(x)∣∣∣∣
≤
d∑
k=1
sup
h∈Hn,k(M)
∣∣∣∣∫ hdn−1/2U∗n∣∣∣∣+ 2 d∑
k=1
φk(‖F∗n − I‖∞)‖
√
n(F∗nk − I)‖∞
=
d∑
k=1
sup
h∈Hn,k(M)
∣∣∣∣∫ hdn−1/2U∗n∣∣∣∣+ o(1), as n→∞.
The proof of Theorem 2.4.3 of Van der Vaart & Wellner (1996) or the proof of the uniform Glivenko-
Cantelli theorem (Theorem 2.8.1 of Van der Vaart & Wellner (1996)) show that
sup
h∈Hn,k(M)
∣∣∣∣∫ hdn−1/2U∗n∣∣∣∣ = op∗(1) as n→∞
as all functions h ∈ Hn,k(M) are uniformly bounded and the required entropy condition is met
with ease, as (29) shows that
sup
Q
logN(ξ,Hk,n(M), L1(Q)) = O(
√
n),
with the supremum taken over all probability measures Q, for all ξ > 0.
Hence (32) holds, and the theorem follows from the weak convergence of Z˜∗n.
4.4 Technical results
This subsection contains technical lemmata needed for the proof of Theorem 6.
Lemma 11. Let F be the class of uniformly equicontinuous functions f : [0, 1]d → R. Then there
exists a monotone increasing function φF : R
+ → R+ such that
lim
x↓0
φF (x) = 0 (34)
and
sup
f∈F
|f(x)− f(y)| ≤ φF (‖x − y‖) for all x,y ∈ [0, 1]d. (35)
In addition, φF is finite valued.
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Proof. Let
φF (a) = sup
‖x−y‖≤a
sup
f∈F
|f(x)− f(y)|.
Clearly, φF is monotone increasing. In addition, (34) must hold, for otherwise F is not uniformly
equicontinuous. Next, for any x′,y′, we let δ = ‖x′ − y′‖, and we observe that
sup
f∈F
|f(x′)− f(y′)| ≤ sup
‖x−y‖≤δ
sup
f∈F
|f(x)− f(y)| = φF (δ) = φF (‖x′ − y′‖).
It remains to show that φF is finite valued when F is defined on the bounded set [0, 1]d. By (34),
we can choose δ ∈ (0, a] small enough such that φF (δ) < ∞. For each pair of x,y ∈ [0, 1]d, we
construct a δ-chain
{x = xx,y,0,xx,y,1, . . . ,xx,y,kx,y = y}
such that
‖xx,y,i − xx,y,i−1‖ ≤ δ
and kx,y ≤ C/δ for some finite constant C not dependent on x,y. Note that this choice of kx,y
with the given specific bound is possible because the class F is defined on a bounded set. Then,
by the construction of φF , we have
φF (a) = sup
‖x−y‖≤a
sup
f∈F
|f(x)− f(y)|
≤ sup
‖x−y‖≤a
sup
f∈F
kx,y∑
i=1
|f(xx,y,i)− f(xx,y,i−1)|
≤ sup
‖x−y‖≤a
kx,y∑
i=1
φ(δ)
≤ (C/δ)φ(δ) <∞.
Lemma 12. The class F of uniformly bounded and uniformly equicontinuous functions f : [0, 1]d →
[0, 1] is totally bounded in L∞([0, 1]
d).
Proof. Since there exists a finite, monotone increasing function φ with limt↓0 φ(t) = 0 such that
supf∈F |f(x)− f(y)| < φ(‖x−y‖) for all x,y ∈ [0, 1]d by Lemma 8, and since the domain [0, 1]d is
bounded, we can construct, for each ε > 0, a regular δ-grid of [0, 1]d with δ = inf{t > 0 : φ(t√d) ≥
ε/2} strictly positive. Since F is uniformly bounded, it is easy to see that using this finite grid with δ
given above, there are finitely many functions g1, . . . , gM such that min1≤k≤M supf∈F ‖f−gk‖∞ < ε.
(Using the line of reasoning as in the proof of Lemma 2.3 in Van de Geer (2000), we can actually
improve this crude bound).
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Lemma 13. The class F of monotone functions f : R→ [0, 1] satisfies
logN(ε,F , Lr(Q)) ≤ K 1
ε
for all ε > 0, all probability measures Q and all r ≥ 1.
Proof. See Theorem 2.7.5 of Van der Vaart & Wellner (1996).
A Integration by parts
In this section we present a general yet simple integration by parts formula in arbitrary dimen-
sions. The integration by parts formula in one-dimension is well-known; see for instance, Saks
(1937, Theorem 14.1 in Chapter 3). However, its multivariate extension does not appear to be
adequately addressed. To the best of our knowledge, the only general integration by parts formula
in arbitrary dimensions is Proposition A.1 of Fermanian (1998, page 149). However, this formula
is still somewhat complicated; for instance, the resulting integrand is expressed in terms of the
measures defined from the functions, rather than the functions themselves. As we will see, we will
derive a significantly simplified and essentially optimal formula. Recently, Theorem A.6 and Corol-
lary A.7 of Berghaus et al. (2014) derive a simple bivariate integration by parts formula; however,
their proof is quite specific to the case d = 2 and does not appear to be easily generalizable to
higher dimensions. We will demonstrate how we recover Corollary A.7 of Berghaus et al. (2014)
from our general formula. We refer the readers to Section 1.1 for notations, which in turn follow
Owen (2005). To obtain a more general formula we consider the domain [a,b] for a < b instead of
the unit hypercube [0,1] on which we focused for the remainder of the paper.
Theorem 14 (Integration by parts). We let a,b ∈ Rd, and functions f, g : [a,b]→ R. We assume
that f, g both satisfy assumption F with [0, 1]d replaced by [a,b]. Then we have the integration by
parts formula:∫
(a,b]
f(x)dg(x)
=
∑
I1,I2,I3⊂{1,...,d}:
I1+I2+I3={1,...,d}
(−1)|I1|+|I2|
∫
(aI1 ,bI1 ]
g(xI1−;aI2 : bI3) df(xI1 ;aI2 : bI3). (36)
In the above the + symbol within I1+ I2+ I3 denotes the disjoint union, so the summation is taken
over all partitions of the set {1, . . . , d} into the sets I1, I2, I3.
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Remarks.
• If either f or g is continuous, then we can replace xI1− in (36) by xI1 .
• In Theorem 14 we used the convention that if I1 = ∅, then∫
(aI1 ,bI1 ]
g(xI1−;aI2 : bI3)df(xI1 ;aI2 : bI3) = g(aI2 : bI3)f(aI2 : bI3) = (fg)(aI2 : bI3),
that is, when there is no integration variable, the integration operation simply disappears.1
This convention allows for a more condensed expression, and we will use the same convention
below. Alternatively, to avoid invoking this convention, (36) can be equivalently expressed as∫
(a,b]
f(x) dg(x)
=
∑
I1,I2,I3⊂{1,...,d}:
I1 6=∅,I1+I2+I3={1,...,d}
(−1)|I1|+|I2|
∫
(aI1 ,bI1 ]
g(xI1−;aI2 : bI3) df(xI1 ;aI2 : bI3)
+
∑
I⊂{1,...,d}
(−1)|I|(fg)(aI : b−I). (37)
Note that the summation in the last line of (37) is just (fg)((a,b]), the weight of the cube
(a,b] assigned by the measure defined from the product (fg).
• For d = 1, the formula reduces to∫
(a,b]
f(x)dg(x) = −
∫
(a,b]
g(x−)df(x) + [(fg)(b)− (fg)(a)]
= −
∫
(a,b]
g(x)df(x) + [(fg)(b)− (fg)(a)] +
∫
(a,b]
{g(x) − g(x−)}df(x).
The second term on the right is the generalized length of the interval (a, b], based on the
right-continuous function (fg), and the third term equals
∑
x{g(x)− g(x−)}{f(x)− f(x−)}
with the summation taken over all (countable) common points x of discontinuity of f and g.
This term vanishes if either f or g is continuous.
• Note that no further simplification of (36) is possible, as clearly all terms in the sum, now
expressed directly in terms of the functions f and g (instead of the measures they define), are
distinct. In contrast, Proposition A.1 of Fermanian (1998) still contains duplicates that are
hidden in the measures that appear as integrands. In d dimensions, there are a total of 3d
terms in the sum of (36), because each of the d coordinates belongs to exactly one of the sets
1In Owen (2005), the constant f(c) on the right hand side of Equation (13) is alternatively written as ∆u=∅(f ; x, c),
which appears in the first line of the equation array in the proof that follows and which resembles a measure. We
follow suit and pretend that the constant f(c) in fact gives rise to a measure.
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I1, I2, I3. If d = 2 and if either f or g is continuous, these 3
2 = 9 terms exactly correspond to
Corollary A.7 of Berghaus et al. (2014), as we demonstrate now. In this case, (37) (which is
equivalent to (36) with our convention) claims∫
(a,b]
f(x)dg(x)
=
∑
I1,I2,I3⊂{1,2}:
I1 6=∅,I1+I2+I3={1,2}
(−1)|I1|+|I2|
∫
(aI1 ,bI1 ]
g(xI1 ;aI2 : bI3)df(xI1 ;aI2 : bI3)
+
∑
I⊂{1,2}
(−1)|I|(fg)(aI : b−I). (38)
We work out the terms on the right hand side of (38) one by one. We start from the second
line on the right hand side (38). For I = ∅, we have
(−1)0(fg)(a∅ : b{1,2}) = (fg)(b1, b2).
For I = {1}, we have
(−1)1(fg)(a{1} : b{2}) = −(fg)(a1, b2).
For I = {2}, we have
(−1)1(fg)(a{2} : b{1}) = −(fg)(b1, a2).
For I = {1, 2}, we have
(−1)2(fg)(a{1,2} : b∅) = (fg)(a1, a2).
We now switch to the first line on the right hand side (38). For I1 = {1}, I2 = ∅, and so
I3 = {2}, we have
(−1)1+0
∫
(a{1},b{1}]
g(x{1};b{2})df(x{1};b{2}) = −
∫
(a1,b1]
g(x1, b2)f(dx1, b2).
For I1 = {1}, I2 = {2}, and so I3 = ∅, we have
(−1)1+1
∫
(a{1},b{1}]
g(x{1};a{2})df(x{1};a{2}) =
∫
(a1,b1]
g(x1, a2)f(dx1, a2).
For I1 = {2}, I2 = ∅, and so I3 = {1}, we have
(−1)1+0
∫
(a{2},b{2}]
g(x{2};b{1})df(x{2};b{1}) = −
∫
(a2,b2]
g(b1, x2)f(b1,dx2).
For I1 = {2}, I2 = {1}, and so I3 = ∅, we have
(−1)1+1
∫
(a{2},b{2}]
g(x{2};a{1})df(x{2};a{1}) =
∫
(a2,b2]
g(a1, x2)f(a1,dx2).
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Finally, for I1 = {1, 2}, I2 = ∅, and so I3 = ∅, we have
(−1)2+0
∫
(a{1,2},b{1,2}]
g(x{1,2})df(x{1,2}) =
∫
(a,b]
g(x1, x2)df(x1, x2) =
∫
(a,b]
gdf.
Thus in the end, after collecting all terms and replacing the dummy integration variables x1
and x2 by u and v, we have∫
(a,b]
f(x)dg(x)
=
∫
(a,b]
gdf + (fg)(b1, b2)− (fg)(a1, b2)− (fg)(b1, a2) + (fg)(a1, a2)
−
∫
(a1,b1]
g(u, b2)f(du, b2) +
∫
(a1,b1]
g(u, a2)f(du, a2)
−
∫
(a2,b2]
g(b1, v)f(b1,dv) +
∫
(a2,b2]
g(a1, v)f(a1,dv).
The terms in the above equation are arranged as and correspond exactly to the terms in
Corollary A.7 of Berghaus et al (2014) (note that their ∆ term is exactly the sum of the
second to the fifth terms on the right hand side of the above equation).
• If g is the empirical copula process so [a,b] = [0, 1]d, then (36) can be further simplified by
setting I2 = ∅, as the function g becomes zero as soon as some of its argument becomes zero.
This leads to formula (10) in Proposition 3.
Proof of Theorem 14. We recall how the functions f and g, and the lower-dimensional projections
of the latter, are identified with measures satisfying (8) and (9). Using Equation (13) (or more
precisely, using the left hand side of the first line of the equation array in the proof that follows) of
Owen (2005) (see also Lemma A.2 of Fermanian (1998)), we have
f(x) =
∑
I⊂{1,...,d}
(−1)|I|f((xI ,bI ];b−I).
Plugging this into
∫
(a,b] f(x) dg(x), we have∫
(a,b]
f(x) dg(x) =
∑
I⊂{1,...,d}
(−1)|I|
[∫
(a,b]
f((xI ,bI ];b−I) dg(x)
]
=
∑
I⊂{1,...,d}
(−1)|I|
[∫
(a,b]
∫
(aI ,bI ]
1 {xI < yI ≤ bI} df(yI ;b−I) dg(x)
]
.
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Applying Fubini’s theorem, we obtain∫
(a,b]
f(x) dg(x)
=
∑
I∈{1,...,d}
(−1)|I|
[∫
(aI ,bI ]
∫
(a,b]
1 {aI < xI < yI} dg(x) df(yI ;b−I)
]
=
∑
I⊂{1,...,d}
(−1)|I|
[∫
(aI ,bI ]
g((aI ,yI)× (a−I ,b−I ]) df(yI ;b−I)
]
. (39)
Up to this point, we have essentially derived a variant of Proposition A.1 of Fermanian (1998).
However, (39) can be significantly simplified. Continuing from (39), we have∫
(a,b]
f(x) dg(x)
=
∑
I⊂{1,...,d}
(−1)|I|
[∫
(aI ,bI ]
lim
xI↑yI−
g((aI ,xI ]× (a−I ,b−I ]) df(yI ;b−I)
]
=
∑
I⊂{1,...,d}
(−1)|I|
∫
(aI ,bI ]
lim
xI↑yI−
∑
I1⊂I
∑
I2⊂−I
(−1)|I1|+|I2|g(xI−I1 : aI1+I2 : b−I−I2) df(yI ;b−I)

=
∑
I⊂{1,...,d}
∑
I1⊂I
∑
I2⊂−I
(−1)|I|+|I1|+|I2|
[∫
(aI ,bI ]
g(yI−I1− : aI1 ;aI2 : b−I−I2) df(yI ;b−I)
]
. (40)
The term in the square bracket in the last line of (40) can be further simplified as∑
I3⊂I1
(−1)|I3|
∫
(aI−I1 ,bI−I1 ]
g(yI−I1−;aI1+I2 : b−I−I2) df(yI−I1 ;aI3 : b−I+I1−I3). (41)
This claim is easily verified for step functions g (in yI−I1) and the general case follows by approxi-
mating g by a sum of step functions. After replacing the term in the square bracket in the last line
of (40) by (41), we obtain∫
(a,b]
f(x) dg(x) =
∑
I⊂{1,...,d}
∑
I1⊂I
∑
I2⊂−I
∑
I3⊂I1
(−1)|I|+|I1|+|I2|+|I3|
[∫
(aI−I1 ,bI−I1 ]
g(xI−I1−;aI1+I2 : b−I−I2) df(xI−I1 ;aI3 : b−I+I1−I3)
]
. (42)
We now simplify the summation. We let u1 = I − I1, u2 = I3, u3 = −I − I2, u4 = I2, u5 = I1 − I3,
so u1 + u2 + u3 + u4 + u5 = {1, . . . , d}. The summation over I ⊂ {1, . . . , d}, I1 ⊂ I, I2 ⊂ −I,
I3 ⊂ I1 becomes a summation over u1, u2, u3, u4, u5 with u1 + u2 + u3 + u4 + u5 = {1, . . . , d}, and
(−1)|I|+|I1|+|I2|+|I3| becomes (−1)|u1|+3|u2|+|u4|+2|u5| = (−1)|u1|+|u2|+|u4|. Finally, (42) becomes∫
(a,b]
f(x) dg(x) =
∑
u1,u2,u3,u4,u5⊂{1,...,d}:
u1+u2+u3+u4+u5={1,...,d}
(−1)|u1|+|u2|+|u4|
[∫
(au1 ,bu1 ]
g(xu1−;au2+u4+u5 : bu3) df(xu1 ;au2 : bu3+u4+u5)
]
. (43)
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Note that in the square bracket, u4 and u5 always appear together as the union u4 + u5, and so
the term in the square bracket is uniquely determined by u1, u2, u3 (in which case u4 + u5 is also
determined). Now we evaluate, for given u1, u2, u3, the coefficient∑
u4,u5⊂{1,...,d}:
u4+u5={1,...,d}−u1−u2−u3
(−1)|u1|+|u2|+|u4| = (−1)|u1|+|u2|
∑
u4,u5⊂{1,...,d}:
u4+u5={1,...,d}−u1−u2−u3
(−1)|u4|.
One moment’s thought reveals that the summation on the right hand side of the above equality is
zero, unless u4 + u5 = ∅, in which case it is one.2
Finally, (36) follows by applying the above lemma to (43).
B Measure defined from lower dimensional projections of func-
tions of bounded HK variation
We show that for all c ∈ {0, 1}d the measure (9) on [0I ,1I ] defined from the function f(·; c−I), the
lower dimensional projection of the function f on [0I ,1I ], is well defined. (In fact we can show this
for all c ∈ [0,1].) Because f(·; c−I) is obviously right-continuous, it suffices to show that f(·; c−I)
is of bounded HK variation on [0I ,1I ]. By definition of the HK variation, it in turn suffices to show
that the Vitali variation of the function f(·;1I−I′ : c−I) on [0I′ ,1I′ ] is finite for all I ′ ⊂ I with
I ′ 6= ∅ (if I ′ = ∅ then f(·;1I−I′ : c−I) is just the constant that we added on top of the definition of
the original HK variation).
We essentially proceed as in the proof of Lemma 2 (up to roughly the middle of page 17) of
Aistleitner & Dick (2014). We let f(x) = f(0) + f+(x) + f−(x) be the Jordan decomposition of
f , so that both f+ and f− are completely monotone in the sense defined at the top of page 11
of Aistleitner & Dick (2014). We fix arbitrary I ′ ⊂ I with I ′ 6= ∅. By closure of the property
of bounded Vitali variation under summation, it suffices to show that the Vitali variations of
the functions f±(·;1I−I′ : c−I) on [0I′ ,1I′ ] are finite. Without loss of generality we show this
for f+(·;1I−I′ : c−I). Because f+(·;1I−I′ : c−I) is completely monotone, its Vitali variation on
[0I′ ,1I′ ] is simply ∑
I′′∈I′
(−1)|I′′|f+(0I′′ : 1I−I′′ : c−I).
By the correspondence of f+ and the measure ν+, as defined in Aistleitner & Dick (2014), the
above equals
ν+({x ∈ [0,1] : 0I′ < xI′ ≤ 1I′ ,xI−I′ ≤ 1I−I′ ,x−I ≤ c−I}).
2If u4 + u5 6= ∅ and |u4 + u5| is odd, for each u ⊂ u4 + u5, the term (−1)
|u4| with u4 = u cancels with the term
(−1)|u4| with u4 = u4 + u5 − u, because exactly one of |u4| and |u4 + u5 − u| is odd. If u4 + u5 6= ∅ and |u4 + u5| is
even, and if i ∈ u4 + u5, we can separately consider the case i ∈ u4 and i /∈ u4 to effectively reduce the number of
coordinates to consider from even to odd, and apply the previous argument again.
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Since I ′ 6= ∅ the set in the parenthesis above is a subset of [0,1] − {0}, and so
ν+({x ∈ [0,1] : 0I′ < xI′ ≤ 1I′ ,xI−I′ ≤ 1I−I′ ,x−I ≤ c−I}) ≤ ν+([0,1] − {0}) = f+(1) <∞,
and we are done.
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