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a b s t r a c t
The third-order nonlinear functional differential equations of the form
r2 (t)

r1 (t) y′
′′ + p (t) y′ + q (t) f (y (g (t))) = 0
are considered. We present some new oscillatory and asymptotic behavior of solutions of
this equation by modifying a method given for second-order differential equations. Our
results are applicable to nonlinear functional differential equations of the above form.
Several examples are also given to illustrate the importance of our results.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
In this work, we are concerned with the oscillatory and asymptotic behavior of solutions of third-order nonlinear
functional differential equations of the form
r2 (t)

r1 (t) y′
′′ + p (t) y′ + q (t) f (y (g (t))) = 0, (1.1)
where t ≥ T0 > 0 is a fixed real number, r1, r2, p, q ∈ C[T0,∞) such that r1(t) > 0, r2(t) > 0, p(t) ≥ 0, q (t) ≥ 0, and
supt∈I {q (s) : s > t} > 0, g ∈ C1 (I,R) with I = [T0,∞) ⊂ R satisfies g ′ (t) ≥ 0 and g (t) → ∞ as t → ∞. Throughout
this work, the following conditions are satisfied:
(C1) f ∈ C(−∞,∞) ∩ C1(−∞, 0) ∩ C1(0,∞) such that uf (u) > 0 and f ′(u) ≥ 0 for u ≠ 0,
(C2) there exists a constant K1 > 0 such that f ′(u) ≥ K1 for |u| ≥ D for some fixed D > 0.
We only consider those solutions of Eq. (1.1) which are nontrivially defined in the neighborhood of infinity. Such a
solution is called oscillatory if it has arbitrarily large zeros; otherwise it is called nonoscillatory.
Determination of oscillation criteria for second-order differential equations has received a great deal of attention in the
last few years. Compared to that of second-order differential equations, the study of the oscillation and asymptotic behavior
of third-order differential equations has received considerably less attention in the literature. For recent results on third-
order equations, the reader can refer to the papers [1–8].
Recently, Aktaş et al. [9] have studied the oscillatory and asymptotic behavior of solutions of Eq. (1.1) under the conditions
(C1) and (C2). They obtained results that are applicable to Eq. (1.1) with f (u) = |u|γ−1u for γ > 0, which is of theoretical and
practical interest. Such an equation is called superlinear if γ > 1 and sublinear if γ < 1. Although there is a large body of
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literature concerning the oscillation of second-order superlinear or sublinear equations, to the best of our knowledge there
has been almost no study of third-order superlinear or sublinear equations of the form (1.1) except for that of Aktaş et al. [9].
Therefore, our first aim is to obtain new oscillatory and asymptotic behavior of solutions of Eq. (1.1) such that the existing
results in the literature are not applicable to Eq. (1.1) when f (u) = |u|γ−1u for γ > 0, but can be applied to our results.
In 2008, Çakmak [10] obtained the following results for second-order nonlinear differential equations of the form
r (t) y′
′ + p (t) y′ + q (t) f (y) = 0, (1.2)
where p, q ∈ C ([T0,∞),R) and f ∈ C1 (R,R) such that uf (u) > 0 and f ′ (u) ≥ K2 > 0 for u ≠ 0, where K2 is a constant.
Theorem A ([10, Theorems 2.1 and 2.5]). If there exists a function ρ (t) ∈ C1 ([T0,∞), (0,∞)) such that∫ ∞
T
ds
ρ(s)r(s)
= ∞ and lim
t→∞Ψ2(t) = ∞
or ∫ ∞
T
∫ s
T
ρ(u)r(u)du
−1
ds = ∞ and lim
t→∞
1
t
∫ t
T
Ψ2(s)ds = ∞,
where Ψ2(t) =
 t
T

ρ(s)q(s)− (ρ′(s)r(s)−ρ(s)p(s))24K2ρ(s)r(s)

ds+ ρ′(t)r(t)−ρ(t)p(t)2K2 , then Eq. (1.2) is oscillatory.
Before the above results were given by Çakmak [10], Abdullah [11] obtained the oscillation criteria for second-order
linear differential equations of the form
y′′ + p (t) y′ + q (t) y = 0 (1.3)
under the conditions that p(t) < 0 and ρ(t) ∈ C1 ([T0,∞), (0,∞)). In addition, Zheng and Liu [12] presented oscillation
results for the Eq. (1.3) under the condition that ρ (t) ∈ C2 ([T0,∞), (0,∞)).
By using a Riccati transformation and an integral averaging technique, Aktaş et al. [9], Aktaş and Tiryaki [13], and Aktaş
et al. [14] have given some oscillatory and asymptotic behaviors of solutions of Eq. (1.1) with g (t) a mixed term, g (t) ≤ t
and g (t) = t , respectively. Their results are as follows.
For the sake of brevity, we write L0y = y, Liy = ri (t) (Li−1y)′ for i = 1, 2, L3y = (L2y)′ and Ri (t, s) =
 t
s
du
ri(u)
for i = 1, 2
and t ≥ s ≥ T0.
Aktaş et al. [9] obtained the following result for Eq. (1.1) under the conditions (C1) and (C2).
Theorem B ([9, Theorem 1]). Suppose that:
(i) R1 (t, T ) = R2 (t, T )→∞ as t →∞.
(ii)

r2(t)z ′
′ + (p (t) /r1 (t)) z = 0 is nonoscillatory.
(iii) g∗ ∈ C(I) satisfies g∗ (t)→∞ as t →∞ and g∗ (t) ≤ σ (t) where σ (t) = min {t, g (t)}.
(iv) We let φ (t) = r1 (t)

r2 (t) ρ ′0 (t)
′ + ρ0 (t) p (t), and suppose that there exist ρ0 ∈ [T0,∞), (0,∞) and a T1 ≥ T0 such
that ρ ′0 (t) ≥ 0, φ (t) ≥ 0, φ′ (t) ≤ 0, and
∞
T1
ρ0 (s) q (s) ds = ∞. We also suppose that there exists an eventually positive
function ρ (t) ∈ C1[T0,∞) such that
lim sup
t→∞
∫ t
T

ρ (s) q (s)− r1 (g (s))

ρ ′ (s) r1 (s)− ρ (s) p (s) R2 (σ (s) , g∗ (s))
2
4K1ρ (s) R2 (σ (s) , g∗ (s)) g ′ (s) r21 (s)

ds = ∞. (1.4)
Then every solution y (t) of Eq. (1.1) under the conditions (C1) and (C2) is either oscillatory or satisfies y (t)→ 0 as t →∞.
Aktaş and Tiryaki [13] and Aktaş et al. [14] presented the following results for Eq. (1.1) under the condition:
(C3) f ∈ C (R,R) such that f (u) /u ≥ K > 0 for u ≠ 0 where K is a constant.
Theorem C ([13, Theorem 3.1]). Suppose that:
(i) R1 (t, T ) = R2 (t, T )→∞ as t →∞.
(ii)

r2(t)z ′
′ + (p (t) /r1 (t)) z = 0 is nonoscillatory.
(iii) g∗ ∈ C(I) satisfies g∗ (t) < g (t) ≤ t and g∗ (t)→∞ as t →∞.
(iv) We let ρ0 be a sufficiently smooth positive function defined on [T0,∞) and set φ (t) = r1 (t)

r2 (t) ρ ′0 (t)
′ + ρ0 (t) p (t),
and we suppose that there exists a T1 ≥ T0 such that ρ ′0 (t) ≥ 0, φ (t) ≥ 0, and∫ ∞
T1

Kρ0 (s) q (s)− φ′ (s)

ds = ∞,
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where Kρ0 (t) q (t)− φ′ (t) ≥ 0 for all t ∈ [T1,∞) and not identically zero in any subinterval of [T1,∞). We also suppose
that there exists an eventually positive function ρ (t) ∈ C1[T0,∞) such that
lim sup
t→∞
∫ t
T

Kρ (s) q (s)− r1 (g (s))

ρ ′ (s) r1 (s)− ρ (s) p (s) R2 (g (s) , g∗ (s))
2
4ρ (s) R2 (g (s) , g∗ (s)) g ′ (s) r21 (s)

ds = ∞. (1.5)
Then every solution y (t) of Eq. (1.1) under the condition (C3) is either oscillatory or satisfies y (t)→ 0 as t →∞.
Theorem D ([14, Theorem 3.4]). Suppose that:
(i) R1 (t, T ) = R2 (t, T )→∞ as t →∞.
(ii)

r2(t)z ′
′ + (p (t) /r1 (t)) z = 0 is nonoscillatory.
(iii) g∗ ∈ C(I) satisfies g∗ (t) < g (t) = t and g∗ (t)→∞ as t →∞. We also suppose that there exists an eventually positive
function ρ (t) ∈ C1[T0,∞) such that (1.5) holds. Then any nonzero solution y(t) of Eq. (1.1) under the condition (C3) having
a zero is oscillatory.
The motivation for this work comes from the papers of Aktaş et al. [9] and Çakmak [10]. Using the generalized Riccati
transformation, our second aim is to obtain some new oscillatory and asymptotic behavior of solutions of third-order
nonlinear functional differential equations of the form Eq. (1.1). Unlike those of the previous known works in the literature,
our results are applicable to Eq. (1.1) when the conditions (1.4) and (1.5) are not satisfied. We also present some examples
to illustrate the importance of our results.
2. Preliminaries
In this section, we state some results which we will use in the proof of our main results.
Definition 2.1. A nonoscillatory solution y of Eq. (1.1) is said to have property V2 if it satisfies the inequalities
L0y (t) Lky (t) > 0 for k = 0, 1, 2 and L0y (t) L3y (t) ≤ 0 (2.1)
for t ≥ T0.
Lemma 2.1 ([9, Lemma 2.3]). Assume that there exists a continuous function g∗ (t) defined on I such that
g∗ (t)→∞ as t →∞ and g∗ (t) ≤ σ (t) where σ (t) = min {t, g (t)} . (2.2)
If y is a solution of Eq. (1.1)with property V2, then there exists a T1 ≥ T0 such that L1y (σ (t)) ≥ R2 (σ (t) , g∗ (t)) L2y (t) for all
t ≥ T1.
Lemma 2.2 ([9, Lemma 2.4]). Let ρ0 be a sufficiently smooth positive function defined on I, set φ (t) = r1 (t)

r2 (t) ρ ′0 (t)
′ +
ρ0 (t) p (t), and suppose that there exists a T1 ≥ T0 such that
ρ ′0 (t) ≥ 0, φ (t) ≥ 0, φ′ (t) ≤ 0, (2.3)∫ ∞
T1
ρ0 (s) q (s) ds = ∞. (2.4)
If
R1 (t, T0)→∞ as t →∞ (2.5)
holds and y is a nonoscillatory solution of Eq. (1.1) which satisfies y (t) L1y (t) ≤ 0 for all t ≥ T1, then y (t)→ 0 as t →∞.
Lemma 2.3 ([9, Lemma 2.2]). Let the assumption
R2 (t, T0)→∞ as t →∞ (2.6)
hold. If y is a nonoscillatory solution of Eq. (1.1) which satisfies y (t) L1y (t) ≥ 0 for all large t, then there exists a T1 ≥ T0 such
that inequalities (2.1) hold for all t ≥ T1.
Lemma 2.4 ([9, Lemma 2.1]). Suppose that
r2(t)z ′
′ + (p (t) /r1 (t)) z = 0 (2.7)
is nonoscillatory. If y is a nonoscillatory solution of (1.1) on I, then there exists a T1 ≥ T0 such that either y (t) L1y (t) > 0 or
y (t) L1y (t) < 0 for all t ≥ T1.
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Lemma 2.5 ([14, Lemma 2.5]). If (2.6) is valid, (2.7) is disconjugate on I and v (t) is any function of class C1 on [b, c] such that
v (b) = 0 and v (t) ≢ 0 on (b, c), then∫ c
b

r2 (s)

v′ (s)
2 − (p (s) /r1 (s)) v2 (s) ds > 0,
where c > b ≥ T0.
3. The main results
We give some results which guarantee that every solution y (t) of Eq. (1.1) is either oscillatory or satisfies y (t) → 0 as
t →∞.
Theorem 3.1. Assume that (2.2)–(2.6) hold, and Eq. (2.7) is nonoscillatory. If there exists a functionρ (t) ∈ C1 ([T0,∞), (0,∞))
such that∫ ∞
T
R2 (σ (s) , g∗ (s)) g ′ (s)
ρ (s) r1 (g (s))
ds = ∞ (3.1)
and
lim
t→∞ supΨσ (t) = ∞, (3.2)
where
Ψσ (t) =
∫ t
T

ρ (s) q (s)− r1 (g (s))

ρ ′ (s) r1 (s)− ρ (s) p (s) R2 (σ (s) , g∗ (s))
2
4K1ρ (s) R2 (σ (s) , g∗ (s)) g ′ (s) r21 (s)

ds
+ r1 (g (t))

ρ ′ (t) r1 (t)− ρ (t) p (t) R2 (σ (t) , g∗ (t))

2K1R2 (σ (t) , g∗ (t)) g ′ (t) r1 (t)
,
then every solution y (t) of Eq. (1.1) is either oscillatory or satisfies y (t)→ 0 as t →∞.
Proof. Let y be a nonoscillatory solution of Eq. (1.1). Without loss of generality, we may assume that y (t) > 0 and
y (g (t)) > 0 for t ≥ t0 ≥ T . From Lemma 2.4, it follows that L1y (t) > 0 or L1y (t) < 0 for t ≥ t1 ≥ t0. If L1y (t) > 0 for
t ≥ t1, then from Lemma 2.3 we see that y has property V2. We define ω (t) = −ρ (t) L2y(t)f (y(g(t))) for t ≥ t1. By Eq. (1.1), we
have
ω′ (t) ≥ ρ (t) q (t)+
[
ω2 (t)

K1R2 (σ (t) , g∗ (t)) g ′ (t)
ρ (t) r1 (g (t))

+ ω (t)

ρ ′ (t)
ρ (t)
− p (t) R2 (σ (t) , g∗ (t))
r1 (t)
]
≥ ρ (t) q (t)+ K1R2 (σ (t) , g∗ (t)) g
′ (t)
ρ (t) r1 (g (t))

ω (t)+ A (t)
2
2
−

A (t)
2
2
, (3.3)
where A (t) = ρ(t)r1(g(t))K1R2(σ (t),g∗(t))g ′(t)

ρ′(t)
ρ(t) − p (t) R2(σ (t),g∗(t))r1(t)

.
Define H(t) = ω (t)+ A (t) /2, rewrite (3.3), and integrate from t1 to t ≥ t1; we have
H(t) ≥ ω(t1)+
∫ t
t1
K1R2 (σ (s) , g∗ (s)) g ′ (s)
ρ (s) r1 (g (s))
H2(s)ds+ Ψσ (t). (3.4)
Now, using (3.2), we can choose t2 sufficiently large that
H(t) ≥
∫ t
t1
K1R2 (σ (s) , g∗ (s)) g ′ (s)
ρ (s) r1 (g (s))
H2(s)ds
holds for t ≥ t2. Define a function R(t) for t ≥ t2 by
R(t) =
∫ t
t1
K1R2 (σ (s) , g∗ (s)) g ′ (s)
ρ (s) r1 (g (s))
H2(s)ds. (3.5)
Thus H(t) > R(t) > 0. Differentiating (3.5), we have
R′(t) = K1R2 (σ (t) , g∗ (t)) g
′ (t)
ρ (t) r1 (g (t))
H2(t) >
K1R2 (σ (t) , g∗ (t)) g ′ (t)
ρ (t) r1 (g (t))
R2(t). (3.6)
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Dividing (3.6) through by R2(t) and integrating from t2 to t , we obtain∫ t
t2
K1R2 (σ (s) , g∗ (s)) g ′ (s)
ρ (s) r1 (g (s))
ds <
1
R(t2)
− 1
R(t)
<
1
R(t2)
which contradicts (3.1).
Suppose that y (t) > 0 and L1y (t) < 0 for t ≥ t1. By Lemma 2.2, we have y (t)→ 0 as t →∞. The proof is complete. 
Example 3.1. Consider the third-order differential equation
ty′
′′ + 2
t2
y = 0, t > 1. (3.7)
If we choose ρ0 (t) = t , ρ (t) = t ln t , and g∗ (t) = t − t2
 1+ln t
2 ln t
2
, then all conditions of Theorem 3.1 are satisfied. Hence,
every solution y (t) of Eq. (3.7) is either oscillatory or satisfies y (t) → 0 as t → ∞. y1 (t) = 1/t , y2 (t) = t cos (ln t), and
y3 (t) = t sin (ln t) are solutions of Eq. (3.7). Note that Theorem B is not applicable to Eq. (3.7) since the condition (1.4) fails.
In addition, Theorems C and D are not applicable to Eq. (3.7) since the condition (1.5) fails.
Example 3.2. Consider the third-order differential equation
y′′′ + p0
tµ
y′ + q0
tβ
y (λt) = 0, t ≥ 1, λ > 0, (3.8)
where p0, q0,µ, andβ are some constants. If we chooseρ0 (t) = ρ (t) = t2, g∗ (t) = λt/2when 0 < λ < 1, and g∗ (t) = t/2
when λ ≥ 1, then we may conclude from Theorems 3.1 and B that every solution y (t) of Eq. (3.8) is either oscillatory or
satisfies y (t)→ 0 as t →∞ for 0 ≤ p0 ≤ 1/4, q0 > 0, µ ≥ 2, and β < 3. On the other hand, if µ = 2 and β = 3 we have
the same conclusion provided that q0 > (4− λp0)2 /8λ2 for 0 < λ < 1, and q0 > (4− p0)2 /8λ for λ ≥ 1. In fact, for the
choice λ = 1, p0 = 1/4 and q0 = 25/4, we see that y1 (t) = 1/t , y2 (t) = t2 cos

ln t3/2

, and y3 (t) = t2 sin

ln t3/2

are
solutions of Eq. (3.8). If we choose ρ0 (t) = ρ (t) = t2, g∗ (t) = λt/2 when 0 < λ < 1, and g∗ (t) = t/2 when λ ≥ 1, then
Theorem C with 0 < λ ≤ 1 and Theorem D with λ = 1, except for ρ0 (t) = t2, are applicable to (3.8) for 0 ≤ p0 ≤ 1/4,
q0 > 0, µ ≥ 2, and β < 3.
Example 3.3. Consider the third-order differential equation
y′′′ + 1
4t2
y′ + 25
4
(λt)γ
t4
|y (λt)|γ−1 y (λt) = 0, t ≥ 1, γ > 1, λ > 0. (3.9)
Take ρ0 (t) = ρ (t) = t2, g∗ (t) = λt/2 when 0 < λ < 1, and g∗ (t) = t/2 when λ ≥ 1. All conditions of Theorems 3.1
and B are satisfied. Thus, every solution y of Eq. (3.9) is either oscillatory or satisfies y (t) → 0 as t → ∞. The function
y1 (t) = 1/t is such a solution. If γ = λ = 1, then y1 (t) = 1/t , y2 (t) = t2 sin

ln t3/2

, and y3 (t) = t2 cos

ln t3/2

are
solutions of Eq. (3.9) which is of Euler type. Note that Theorems C and D cannot apply to Eq. (3.9) since the condition (C3) is
not satisfied.
Theorem 3.2. Assume that (2.2)–(2.6) hold, and Eq. (2.7) is nonoscillatory. If there exists a functionρ (t) ∈ C1 ([T0,∞), (0,∞))
such that∫ ∞
T
∫ s
T
ρ (u) r1 (g (u))
R2 (σ (u) , g∗ (u)) g ′ (u)
du
−1
ds = ∞ (3.10)
and
lim
t→∞ sup
1
t
∫ t
T
Ψσ (s)ds = ∞, (3.11)
then every solution y (t) of Eq. (1.1) is either oscillatory or satisfies y (t)→ 0 as t →∞.
Proof. Let y be a nonoscillatory solution of (1.1) on [T ,∞) for T ≥ a. Without loss of generality, we may assume that
y (t) > 0 and y (g (t)) > 0 for t ≥ t0 ≥ T . Proceeding as in the proof of Theorem 3.1, we obtain (3.4). Integrate (3.4) from
t1 to t and divide through by t; we obtain
1
t
∫ t
t1
H(s)ds ≥ w(t1) t − t1t +
1
t
∫ t
t1
R(s)ds+ 1
t
∫ t
t1
Ψ (s)ds.
By the condition (3.11), we can choose t2 sufficiently large that∫ t
t1
H(s)ds−
∫ t
t1
R(s)ds ≥ 0
1854 M.F. Aktaş et al. / Applied Mathematics Letters 24 (2011) 1849–1855
for t ≥ t2. Define B(t) =
 t
t1
R(s)ds. By using the Hölder inequality, we have
B2(t) ≤
∫ t
t1
H(s)ds
2
≤
∫ t
t1
ρ (s) r1 (g (s))
K1R2 (σ (s) , g∗ (s)) g ′ (s)
ds
∫ t
t1
K1R2 (σ (s) , g∗ (s)) g ′ (s)
ρ (s) r1 (g (s))
H2(s)ds

= R(t)
∫ t
t1
ρ (s) r1 (g (s))
K1R2 (σ (s) , g∗ (s)) g ′ (s)
ds

= B′(t)
∫ t
t1
ρ (s) r1 (g (s))
K1R2 (σ (s) , g∗ (s)) g ′ (s)
ds

. (3.12)
Dividing (3.12) through by B2(t)
 t
t1
ρ(s)r1(g(s))
K1R2(σ (s),g∗(s))g ′(s)ds

and integrating from t2 to t , we obtain∫ t
t2
∫ s
t1
ρ (u) r1 (g (u))
K1R2 (σ (u) , g∗ (u)) g ′ (u)
du
−1
ds ≤ 1
B(t2)
. (3.13)
But (3.13) is incompatible with (3.10).
Suppose that y (t) > 0 and L1y (t) < 0 for t ≥ t1. By Lemma 2.2, we have y (t)→ 0 as t →∞. The proof is complete. 
Example 3.4. Consider the third-order differential equation
y′′′ + et f (y) = 0, t ≥ 0, (3.14)
where f (y) is any function which satisfies the conditions (C1) and (C2). If we choose ρ (t) = et and g∗ (t) = t − 1,
then Theorem 3.1 is not applicable to Eq. (3.14) since the condition (3.1) is not satisfied. However, since all conditions of
Theorem 3.2 are satisfied, every solution y(t) of Eq. (3.14) is either oscillatory or satisfies y (t)→ 0 as t →∞. In addition,
if we take ρ0 (t) = 1, ρ (t) = et and g∗ (t) = t − 1, then Theorem B with ρ0 (t) = 1, Theorem C with ρ0 (t) = 1 and f (y)
any function which satisfies the condition (C3), and Theorem Dwith f (y) any function which satisfies the condition (C3) are
applicable to Eq. (3.14).
Theorem 3.3. Assume that (2.2)–(2.6) hold, and Eq. (2.7) is nonoscillatory. If there exist a constant α > 1 and a function
ρ (t) ∈ C1 ([T0,∞), (0,∞)) such that
lim sup
t→∞
1
tα
∫ t
T

(t − s)α−1 Ψσ (s)− (t − s)
α−2 αρ (s) r1 (g (s))
4K1R2 (σ (s) , g∗ (s)) g ′ (s)

ds = ∞, (3.15)
then every solution y (t) of Eq. (1.1) is either oscillatory or satisfies y (t)→ 0 as t →∞.
Proof. By following the proof of Theorem 3.1, we obtain (3.4). Multiplying (3.4) through by (t − s)α−1 integrating from t1
to t and dividing through by tα , we obtain
1
tα
∫ t
t1
[
(t − s)α
α
K1R2 (σ (s) , g∗ (s)) g ′ (s)
ρ (s) r1 (g (s))
H2 (s)− (t − s)α−1 H (s)+ (t − s)α−1 Ψσ (s)
]
ds ≤ −α−1ω(t1),
and then
1
tα
∫ t
t1

(t − s)α−1 Ψσ (s)− (t − s)
α−2 αρ (s) r1 (g (s))
4K1R2 (σ (s) , g∗ (s)) g ′ (s)

ds ≤ −α−1ω(t1).
Taking the upper limit as t →∞, we obtain a contradiction with (3.15).
Suppose that y (t) > 0 and L1y (t) < 0 for t ≥ t1. By Lemma 2.2, we have y (t)→ 0 as t →∞. The proof is complete. 
Example 3.5. Consider the third-order delay differential equation
y′′′ + 1
t3
y′ + 1
e

1+ 1
t3

y (t − 1) = 0, t > 1. (3.16)
If we take α = 2, ρ0 (t) = ρ (t) = 1 and g∗ (t) = (t − 2) /2, then all conditions of Theorem 3.3 are satisfied. Hence every
solution y (t) of Eq. (3.16) is either oscillatory or satisfies y (t)→ 0 as t →∞. One such solution of Eq. (3.16) is y (t) = e−t .
Note that Theorems 3.1, 3.2, B, C and D are applicable to Eq. (3.16) if we choose ρ0 (t) = ρ (t) = 1 and g∗ (t) = (t − 2) /2.
Now, we establish a sufficient condition which guarantees that every solution y of Eq. (1.1) with at least one zero must
be oscillatory.
Theorem 3.4. Suppose that (2.2), (2.5) and (2.6) hold, and Eq. (2.7) is nonoscillatory. If there exists a function ρ (t) ∈ C1
([T0,∞), (0,∞)) such that (3.1) and (3.2) hold, then any nonzero solution y of Eq. (1.1) having a zero is oscillatory.
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Proof. Suppose that y is a solution of Eq. (1.1) on I with y (t1) = 0 for some t1 ≥ T0. Suppose also that y is nonoscillatory.
Without loss of generality, we may take y (t) > 0 and y (g (t)) > 0 for t > t2 where t2 ≥ t1 is the last zero of y (t). From
Lemma 2.4, it follows that L1y (t) < 0 or L1y (t) > 0 for t ≥ t0 > t2. Suppose that L1y (t) < 0 for t ≥ t0. Since y (t2) = 0
and y (t) > 0 for t > t2, and L1y (t) > 0 for t ∈ (t2, t2 + δ) with δ > 0, there exists a t3 ∈ (t2, t0) such that L1y (t3) = 0
and L1y (t) < 0 for t > t3. The case L2y (t) < 0 cannot hold for large t , say t ≥ t4 ≥ t3, since by integration of inequality
y′ (t) ≤ L1y (t4) /r1 (t) for t ≥ t4 we obtain from (2.5) y (t) < 0 for large t; this is a contradiction. So, there exists a t5 > t3
such that L2y (t) ≥ 0 for t ≥ t5. Now multiplying Eq. (1.1) through by L1y (t) and integrating the resulting identity from t3
to t5, we obtain from Lemma 2.5
0 ≥ L1y (t5) L2y (t5)
=
∫ t5
t3

(1/r2 (s)) (L2y (s))2 − (p (s) /r1 (s)) (L1y (s))2 − L1y (s) q (s) f (y (g (s)))

ds
>
∫ t5
t3

r2 (s)

L′1y (s)
2 − (p (s) /r1 (s)) (L1y (s))2 ds > 0,
and this is also a contradiction.
Suppose that L1y (t) > 0 for t ≥ t0. We define ω (t) = −ρ (t) L2y(t)f (y(g(t))) for t ≥ t0. Proceeding as in the proof of
Theorem 3.1, we obtain a contradiction. This completes the proof. 
Example 3.6. Consider the third-order delay differential equation
e−t

t
ln t
y′
′′
+ te
2−t
18 (e− 1) ln t y
′ +

17
18
2
(t − 1) e2−t
4 (e− 1) ln (t − 1)y (t − 1) = 0, t > 3. (3.17)
If we choose ρ (t) = et and g∗ (t) = t − 2, then all conditions of Theorem 3.4 are satisfied. Thus, any nonzero solution y of
(3.17) having a zero is oscillatory. Note that since (1.4) and (1.5) fail, Theorems B and C, respectively, are not applicable to
Eq. (3.17). In addition, if we choose ρ0 (t) = et , then Theorems 3.1–3.3 and Theorem B are not applicable to Eq. (3.17) since
the condition (2.3) fails.
Remark 3.1. If we choose ρ (t) = t ln t and g∗ (t) = t − t2
 1+ln t
2 ln t
2
, then Theorem 3.4 is applicable to Eq. (3.7).
Remark 3.2. If we choose ρ0 (t) = ρ (t) = t2, g∗ (t) = λt/2 when 0 < λ < 1, and g∗ (t) = t/2 when λ ≥ 1, then
Theorems 3.2 and 3.3 with α = 2, and Theorem 3.4, except for ρ0 (t) = t2, are applicable to Eq. (3.8) with 0 ≤ p0 ≤ 1/4,
q0 > 0, µ ≥ 2, and β < 3 or Eq. (3.9).
Remark 3.3. If we choose ρ0 (t) = 1, ρ (t) = et , and g∗ (t) = t−1, then Theorem 3.3 with α = 2 is applicable to Eq. (3.14).
However, Theorem 3.4 is not applicable to Eq. (3.14) since the condition (3.1) is not satisfied.
Remark 3.4. If we choose ρ (t) = 1 and g∗ (t) = (t − 2) /2, then Theorem 3.4 is applicable to Eq. (3.16).
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