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Abstract
Online chain partitioning problem of posets is open for at least last 15 years. The best known online
algorithm uses 5
w
−1
4
chains to cover width w posets. A variant of this problem considering only
upgrowing posets, i.e. online posets in which every, new point is maximal at the moment it arrives,
has been solved by Felsner [3]. He presented an algorithm using
`
w+1
2
´
chains to cover posets of
width w. Moreover, he proved that this is an optimal solution. We are interested in special class of
posets, namely the interval posets. For this class we present an algorithm using 2w − 1 chains for
width w and we prove that there is no better algorithm. In [3] Felsner also considers an adaptive
chain covering problem for upgrowing posets. We are able to show a lowerbound for this problem
to be (2− ε) · w for width w posets.
Keywords: partition, poset, game
1 Online Chain Partitioning Problem of Posets
For poset theoretic terminology we refer the reader to [9]. The basic problem
we consider is an online chain partitioning problem. Kierstead formulated
this problem in 1984. This problem can be viewed as a two-person game.
We call the players Algorithm and Spoiler. Algorithm represents an online
algorithm and Spoiler represents an adaptive adversary. The game is played
in rounds. During round i the Spoiler introduces a new point x to the poset
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and describes comparabilities between x and points from previous rounds.
The algorithm responds by assigning x to a chain. The most important thing
in online problems is that previous moves(decisions) of Algorithm restrict his
actual possibilities. The goal of Algorithm is to minimize the number of chains.
Below we present an example of such a game.
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It is easy to see that presented poset actually be covered by chains 1, 2, 3 can
be covered by only two chains.
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The partition presented above is optimal for this poset. We see a diﬀerence
between online chain partitioning and ”oﬄine” version of this problem. In
oﬄine version all data about the poset are available to Algorithm on the spot,
while in the online version he has to make his decisions without knowledge
about incoming points. Thus, we are interested in the correspondence between
the minimal number of chains needed to cover an online poset and the minimal
number of chains needed to cover it ”in natural way”. From the next theorem
we know that the second number is exactly the width of the poset
Deﬁnition 1.1 We say that poset P has width(P) = w if there is an an-
tichain in P of w points and there is no antichain in P of w + 1 points.
Theorem 1.2 (Dilworth) If P is an poset and width(P) = w, then there
exists a partition P = C1 ∪ . . . ∪ Cw, where Ci is a chain.
On the other hand the value of the online chain partitioning problem for posets
of width w is the largest integer CP (w) so that there is a strategy of presenting
points that forces any algorithm to use at least CP (w) chains. Note that, we
may as well deﬁne CP (w) as the least integer so that there is an algorithm
that never uses more chains. An argument of Szemeredi proves lowerbound
and Kierstead[6] showed upperbound.
Theorem 1.3 (Kierstead[6]; Szemeredi)
(
w + 1
2
)
 CP (w) 
5w − 1
4
.
This is already a complicated result and no progress has been made on the
general problem for the last 15 years.
2 Upgrowing Version
Felsner [3] introduced a variant of the chain partitioning problem. In this
problem we consider the same game as the previous one with one additional
restriction. Every, new point x (presented by the Spoiler) has to be a maximal
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point in a current poset of the game. Below we present an example for this
variant.
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Online posets with this property are called upgrowing posets. The value of the
an online partitioning problem of upgrowing posets for posets width w deﬁned
similarly to previous one and it is denoted by CPU(w). The upgrowing case
is fully solved by the following theorem.
Theorem 2.1 (Felsner [3])
CPU(w) =
(
w + 1
2
)
.
3 Interval Posets
Online chain partitioning problem can be considered for special classes of
posets. It turns out that the class of interval posets is an interesting class for
this problem.
Deﬁnition 3.1 An poset P is called an interval poset if there is a function I
assigning to each point x ∈ P a nondegenerate, closed interval I(x) = [lx, rx]
of the real line R so that x < y in P if and only if rx < ly in R. The function
I is called an interval representation of the poset P.
The poset Q
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is an interval poset cause it has the following interval representation.
interval representation of Q
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Checking whether a partial poset is an interval poset directly from the deﬁ-
nition may be complicated. Fortunately there are few equivalent conditions
to the existence of an interval representation. To state one we need following
deﬁnition.
Deﬁnition 3.2 An poset P is 2+2-free if it has no elements a, b, c, d ∈ P
with: a < b, c < d, a ‖ d, and c ‖ b, where x ‖ y means that neither x  y nor
y  x.
Loosely speaking in 2+2-free poset there is no induced subposet which
looks like:

poset 2+2


Theorem 3.3 (Fishburn [4]) A poset P is an interval poset if and only if
the poset P is 2+2-free.
For example the poset R
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is not an interval poset, as the points d, f, g, i form a subposet ofR isomorphic
to 2+2.
At this moment mention some variants of online chain partition problem of
interval posets. In the ﬁrst variant Spoiler presents poset with representation,
where new intervals are not necessary maximal at the moment they arrive. It
is named online chain partition problem of interval posets with representation
and the value of this game (problem) is denoted by CPIR(w) for width w
posets. M. Chrobak with M. S´lusarek prove lowerbound in [2]. Kierstead and
Trotter showed upperbound.
Theorem 3.4 (Chrobak, S´lusarek [2]; Kierstead, Trotter [7])
CPIR(w) = 3w − 2.
This problem for ﬁrst-ﬁt algorithm was touched on for years. Linearity of an
upperbound has been showed by H. Kierstead in [5] in 1988. It is known that
the value of the best result is between 4.45w and 25.72w for width w posets.
H. Kierstead with J. Qin in [8] showed lowerbound and M. Chrobak with M.
S´lusarek in [2] showed upperbound.
In the second version as before, as now Spoiler presents poset with repre-
sentation but new intervals have to be maximal at the moment they arrive. It
is upgrowing version of the previous game. The value of the game is denoted
by CPUIR(w). P. Broniek showed strategy for Algorithm, which is as good
as oﬀ-line solution.
Theorem 3.5 (Broniek [1])
CPUIR(w) = w.
Consider a version of the game where Spoiler presents points without rep-
resentation. In other words, Spoiler has to present 2+2-free poset. Algorithm
knows only relations between points. He has to assign a new point to a chain.
This is an online chain partitioning problem of interval posets. The value of
this game for width w posets is denoted by CPI(w). Kierstead and Trotter
proved
Theorem 3.6 (Kierstead, Trotter [7])
CPI(w) = 3w − 2.
Of course, there is an upgrowing version of this problem. Let CPUI(w) be
the value of this game. One of our result is:
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Theorem 3.7
CPUI(w) = 2w − 1.
As we can see, considering on input only poset from a special class one
may be able to use less chains to cover a poset than in general problem.
4 Adaptive Chain Partitioning Problem of Upgrowing
Posets
We are looking for algorithms which schedule online tasks in a multiprocessor
environment. Some tasks need as an input the outputs from previous tasks.
Thus, the tasks cannot be performed in any poset, instead the poset has to
follow the require data ﬂow. Below we present an example:
task needs source of data from
t1
t2
t3 t1, t2
t4 t1
Deﬁne < as the relation between tasks so that ti < tj if and only if tj needs
data from output of task ti. It is easy to see that < is a partail poset on the
set of tasks. The poset described by to the example is presented below.
 



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

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



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t1 t2
t3 t4
dependencies between t1, t2, t3, t4
At the moment a new task appears, scheduler must immediately assign a
processor which will execute this task. It is unknown how long the execution
will take and when the next task appears. Thus for each processor set of tasks
scheduled to it, must form a chain. In other way we would lost optimality
of execution’s time. Indeed in our example with tasks t1, t2, t3, t4 one of the
possibilities for the scheduler presented below.
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scheduler p1 p2
start t4
start t1
start t2
start t3
enqueue t1
enqueue t2
enqueue t3
enqueue t4
data for t4
data for t3
Solution 1: Data ﬂow diagram - not optimal scheduler
end t1
end t2
end t3
end t4
The processor p2 is inactive most of the time. Scheduler could have worked
better in this case.
scheduler p1 p2
begin t3
begin t1
begin t2
begin t4
enqueue t1
enqueue t2
enqueue t3
enqueue t4
data for t3
Solution 2: Data ﬂow diagram - optimal scheduler
end t1
end t2
end t4end t3
Obviously the task t4 has to wait for the data from t2. However, the ﬁrst of the
solutions, forces t4 to unnecessarily wait for the processor p1 to ﬁnish task t1.
The second solution avoids this unnecessary delay. Thus, if jobs scheduled to
a processor form a chain we do not waste time, reaching an optimal solution.
Using poset diagram, we may present the solutions 1 and 2 as follows.
B. Bosek, P. Micek / Electronic Notes in Theoretical Computer Science 140 (2005) 3–1310
 



















t1 t2
t3 t4
p1
p1 p2
p2
Makespan for t1, t2, t3, t4 for correct and uncorrect solutions
 
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It is easy to translate the scheduling problem to online chain partitioning
problem of upgrowing posets. Hence, we may use Felsner’s algorithm using(
w+1
2
)
chains for width w posets. But is this the best way to schedule tasks
online? Till now it is concealed that one task may be scheduled to more
than one processor. Each of the processors assigned to a particular task may
perform this task independently. Scheduler may now remove a task from a
processor if it is also executed/scheduled to another processor(s). Scheduler
must choose online a group of processors for a new task and then afterwards
he can only remove some but not all of them.
Now, deﬁne an online chain partitioning problem corresponding to this
scheduling problem. Again, Spoiler presents an upgrowing poset. Algorithm
may cover new point x by some non-empty set of chains and than during
covering next points he may remove some chains from x. But for each point x
there must be at least one chain covering it at any moment of the game. This
problem was stated by Felsner in [3] and it is called an adaptive chain covering
problem of upgrowing posets. As for previous games (problems) we deﬁne
the value of the game for posets of width w and we deﬁne it by ACPU(w)
The natural upperbound for ACPU(w) can be obtained immediately from
Theorem 2.1:
ACPU(w)  CPU(w) =
(
w + 1
2
)
.
Now the reader may ask whether the above inequality is strong. Consider two
games. First one is a standard chain partitioning of upgrowing posets. The
second one is an adaptive version of it.
STANDART VERSION ADAPTIVE VERSION

1

1
ﬁrst moves
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 
1 2
 
1 2
second moves



1
2
2




  

1
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third moves - adaptivity



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2
2
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

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

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 
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1
1
2
2







fourth moves - defence from thew strike
By Theorem 2.1 we know that CPU(2) = 3 but it turns out that in fact
ACPU(2) = 2.
Unfortunately the hipothesis that ACPU(w) = w is false. The best known
lowerbound for ACPU(w) is presented below
Theorem 4.1
lim sup
w→∞
ACPU(w)
w
 2.
Less formally, for each ε > 0 and suﬃciently large w we have
(2− ε) · w  ACPU(w).
As we can see there is a quite big gap between lowerbound (2 − ε) · w and
upperbound
(
w+1
2
)
for ACPU(w). This problem is still open and looks really
challenging.
We want to thank our supervisor - Pawel Idziak for motivation and hours
spent with us.
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