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Abstract
A proof of an asymptotic form of the original Goldbach conjecture for odd integers was
published in 1937. In 1990, a theorem rening that result was published. In this paper, we
describe some implications of that theorem in combinatorial design theory. In particular, we show
that the existence of Paley’s conference matrices implies that for any suciently large integer
k there is (at least) about one third of a complex Hadamard matrix of order 2k. This implies
that, for any > 0, the well known bounds for (a) the number of codewords in moderately high
distance binary block codes, (b) the number of constraints of two-level orthogonal arrays of
strengths 2 and 3 and (c) the number of mutually orthogonal F-squares with certain parameters
are asymptotically correct to within a factor of 13 (1 − ) for cases (a) and (b) and to within a
factor of 19 (1− ) for case (c). The methods yield constructive algorithms which are polynomial
in the size of the object constructed. An ecient heuristic is described for constructing (for any
specied order) about one half of a Hadamard matrix. ? 2000 Elsevier Science B.V. All rights
reserved.
1. A result in analytic number theory
In 1742 Goldbach wrote to Euler conjecturing that every integer greater than 5 can
be written as the sum of exactly 3 primes. Euler wrote back saying that Goldbach’s
conjecture is true if and only if every even integer greater than 3 is the sum of exactly
2 primes. 1 In 1937, Vinogradov [5] proved that, for some xed integer N , every odd
integer n>N can be written as the sum of 3 primes. According to Ribenboim [4],
we may take N = 33
15
. In 1990, Pan Chengdong and Pan Chengbiao [3] proved the
following result.
E-mail address: warwick@ccrwest.org (W. de Launey)
1 Nowadays, presumably because of Vinogradov’s theorem, Euler’s reformulation of Goldbach’s original
conjecture is generally called the Goldbach Conjecture.
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Theorem 1.1. There is an absolute positive integer c such that for
U (n) = n2=3(log n)c;
the number T (n) of triples of primes p1; p2; p3 which obey the Diophantine constraints
n= p1 + p2 + p3;
n=3− U (n)<pj <n=3 + U (n); j = 1; 2; 3;
(1.1)
is given by the asymptotic identity
T (n) = 3S(n)U (n)2(log n)−3 + O((log n)−4);
where
S (n) =
Y
pjn

1− 1
(p− 1)2
Y
pjn

1 +
1
(p− 1)3

:
Note that when n is even, S(n) = 0, whereas when n is odd, it is well known that
S(n)> 12 . So when n is even all we can deduce from the formula for T is that T
grows fairly slowly, whereas, when n is odd, we can be sure that T eventually stays
positive. Thus Theorem 1.1 implies that Goldbach’s conjecture is asymptotically true
for odd n, but says little about the conjecture for even n.
Notwithstanding its importance in number theory, Theorem 1.1 has implications in
combinatorial design theory because it proves that for all suciently large odd integers
the three primes summing to n can be chosen to be close to n=3. The proof of Theorem
1.1 is a lengthy calculation using estimates of various functions arising in analytic
number theory. The somewhat weaker result
Proposition 1.2. For any > 0; there is an integer N such that for all odd integers
n>N; there exist three primes p1; p2; p3 satisfying
n= p1 + p2 + p3;
n

1
3
− 

<pj <n

1
3
+ 

; j = 1; 2; 3:
(1.2)
This result can be obtained via a straightforward adaptation of an argument devel-
oped in [1, Sections 24{26] to prove Vinogradov’s result. Although using this result
would sacrice some precision, it is really all that is needed to obtain results with the
main features of those given in this paper, and there is the advantage that the ideas
needed to understand the proof of Proposition 1.2 can be found in one well written
book. Davenport’s argument depends on the prime number theorem for arithmetic pro-
gressions. Let A be any positive number. The adaptation needed to prove Proposition
1.2 begins by aiming to estimate the quantity
S1() =
X
jk− 13N j6N (log N )−A
(k)e(k)
W. de Launey /Discrete Applied Mathematics 102 (2000) 37{45 39
(where  is Von Mangoldt’s function) in place of
S() =
X
k6N
(k)e(k):
The goal of the argument is to show that the integral
r1(N ) =
Z 1
0
S1()3e(−N) d=
X
k1+k2+k3=N
jki−1=3N j6N (log N )−A
(k1)(k2)(k3)
is positive for suciently large odd N . The bulk of Davenport’s eort is directed at
showing that most of the range of his integral does not matter, and that, in the part of
the range that does matter, the dominant term is essentially proportional to the number
of ways of writing N as the sum of three positive integers k1; k2; k3 (see p. 148 of the
second edition). This number is clearly (N − 1)(N − 2)=2. If one asks the analogous
question for ki such that jki−N=3j6N (logN )−A, then one gets 3(N=(logN )−A)2 which
is still large enough to be the dominant part of the integral r1(N ).
2. Asymptotic existence of partial complex Hadamard matrices
Denition 2.1. An mn partial complex Hadamard matrix is an mn (1;i)-matrix
A satisfying
AA = nIm: (2.1)
Lemma 2.2. If there is an m n partial complex Hadamard matrix for n> 1; then
n is even.
Proof. Pick any two distinct rows. The inner product of these two rows is of the form
a1 + a2i− a3 − a4i where n= a1 + a2 + a3 + a4. Since the inner product is 0, we have
a1 = a3 and a2 = a4. Hence, n= 2(a1 + a3).
Note that if m = n, then (1=n)A is the inverse of A. It follows that there are no
vectors in the null space of A except the zero vector. Therefore, m cannot exceed n.
When m = n, the matrix A is called a complex Hadamard matrix of order n. It has
been conjectured that there is a complex Hadamard matrix of order n for all even n.
The following result shows that for suciently large n, there exists at least about one
third of a complex Hadamard matrix of order n.
Theorem 2.3. There is an integer N such that for all t >N; there is a d((2=3)t −
U (2t − 3))e  2t partial complex Hadamard matrix.
Proof. By Theorem 1.1, we may write
2t = 1 + p1 + 1 + p2 + 1 + p3;
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where p3>p2>p1>(2=3)t − U (2t − 3) are odd primes. For j = 1; 2; 3 let Cj be the
Paley conference matrix of order 1 + pj, and set
Dj =
(
iI1+pj + Cj if pj  1 (mod 4);
I1+pj + Cj if pj  3 (mod 4):
For j = 1; 2; 3 let Ej be the (1 + p1)  (1 + pj) matrix obtained by taking the rst
1 + p1 rows of Dj. Then for j = 1; 2; 3 we have
EjEj = (1 + pj)I1+p1
and the matrix
B= [E1 j E2 j E3] (2.2)
satises
BB = 2tI1+p1 :
The theorem now follows.
3. Asymptotic existence of partial Hadamard matrices
Denition 3.1. An m  n partial Hadamard matrix is an m  n (1;−1)-matrix H
satisfying
HH> = nIm: (3.1)
Note that we may negate any row or column of H without disrupting Eq. (3.1). So
we may change to 1 every entry in the rst row or column of H by negating appropriate
rows and columns. Once this is done we say H is normalized. The following result
was published by Hadamard in 1893.
Lemma 3.2. If H =(hij) is a normalized mn partial Hadamard matrix with m> 2;
then for all integers i1 and i2 such that 1<i1<i26m the sequence of ordered pairs
(hi11; hi21); (hi12; hi22); : : : ; (hi1n; hi2n)
contains each of the ordered pairs (1;1) exactly n=4 times. In particular; if m> 2;
then 4 divides n.
Now in the same way as for partial complex Hadamard matrices, we may prove
that m cannot exceed n. If m= n, then H is a Hadamard matrix of order n. In 1893,
Hadamard conjectured that such matrices exist for all orders divisible by four. A stan-
dard method for converting from complex Hadamard matrices to Hadamard matrices
allows us to prove that for suciently large n we can construct at least about one third
of Hadamard matrix of order n.
Theorem 3.3. There is an integer N such that for all t >N; there is a d((4=3)t −
2U (2t − 3))e  4t partial Hadamard matrix.
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Proof. In the partial complex Hadamard matrices obtained in Theorem 2.3, make the
following substitutions.


1 1
1 −1

for  1 and 
−1 1
1 1

for  i:
4. Orthogonal arrays, transversal designs and F-squares
An orthogonal array [Aij] with r constraints, m levels, strength s, and index  is
an r  ms array of symbols taken from the set f1; 2; : : : ; mg such that for every
possible selection of s distinct row indexes i1; i2; : : : ; is and every possible selection with
replacement of s elements a1; a2; : : : ; as from the set f1; 2; : : : ; mg, there are exactly 
column indexes j1; j2; : : : ; j such that for ` = 1; 2; : : : ; s and k = 1; 2; : : : ; , we have
Ai`;jk = a`. We only consider the binary case where m = 2. Since m is xed, we use
the notation OA(r; ; s). We consider the case where s= 2 or 3. It is well known that:
Lemma 4.1. A binary OA(r; ; 2) exists if and only if a binary OA(r+1; ; 3) exists.
Also a standard construction gives:
Lemma 4.2. An OA(r; ; 2) is equivalent to an (r+1)4 partial Hadamard matrix.
A transversal design TD(r; ; g) is comprised of a set P of rg points, a set of g2
subsets of P called lines, and a set of r subsets, called point classes, which partition
P. Each point class contains exactly g points; each line contains exactly one point
from each point class; each pair of points in the same point class have no line in
common; and each pair of points in distinct point classes lie on exactly  common
lines. It is well known that a TD(r; ; 2) is equivalent to a binary OA(r; ; 2). So using
Lemmas 4.2 and 4.1, we obtain the following asymptotic existence result.
Theorem 4.3. There is an integer N such that for all >N; there exists a binary
OA(r; ; 2); a TD(r; ; 2) and a binary OA(r + 1; ; 3) with
r> 43− 2U (2− 3):
In particular; the ratio between the standard upper bound and the best lower bound
is at least asymptotic to one third.
A resolvable transversal design RTD(k; ; g) is a transversal design TD(k; ; g) in
which the lines can be grouped into parallel classes each partitioning the set of points
into g disjoint sets. It is well known that k6g.
Theorem 4.4. There is an integer N such that for any integer >N; there is a
RTD (k; 2; 2) with
k> 43− 2U (2− 3):
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An F-square F(g; ) is a gg square of entries taken from the set G=f1; 2; : : : ; gg
such that each symbol appears exactly  times in each row and column. Two F-squares
A= (aij) and B= (bij) are orthogonal if the sequence of ordered pairs
f(aij; bij)gi; j=1;2; :::; g
contains each ordered pair (x; y) 2 GG exactly 2 times. It is well known that there
are at most
(g− 1)2=(g− 1)
mutually orthogonal F(g; ) squares. The following result appears in [6]. 2
Theorem 4.5 (de Launey [6, Theorem 6:1]). Suppose there exists a TD(r; ; 2)
and a resolvable TD(k; 2; 2); then there exists a set of r(k − 1) mutually ortho-
gonal F-squares; F(4; 2).
Combining Theorems 4.3, 4.4 and 4.5 we obtain:
Theorem 4.6. For every > 0; there is an integer N such that for any integer >N;
there are
`> 169 
2(1− )
mutually orthogonal F-squares; F(4; 2).
5. Binary block codes with moderately high distance
For n>d> 0, let A(n; d) denote the maximum number of codewords possible in a
binary block code of length n and minimum (Hamming) distance d. Note that, if d
is odd, then C is an (n;M; d) code, if and only if the code C0 obtained by adding a
parity check bit to each codeword in C is an (n+1; M; d+1) code. Therefore, if d is
even, then A(n; d) = A(n− 1; d− 1).
When d>n=2, the behavior of A(n; d) is well understood. An elementary counting
argument gives Plotkin’s bound. This states that for d even,
A(n; d)6B(n; d) =
8<
:
2
j
d
2d−n
k
if 2d>n>d;
4d if n= 2d:
Levenshtein proved that if the Hadamard conjecture is true, then Plotkin’s bound is
sharp. Our understanding of A(n; d) for d<n=2 is much sketchier. We will call codes
in the Plotkin region high distance codes, and codes with d>n=2 but close to n=2
moderately high distance codes.
The following lemma is implicit in Levenshtein’s argument [2, p. 50].
2 The denition for the parameters for transversal designs are a little dierent in [3, p. 108].
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Lemma 5.1. Suppose that d> 0 is even and that the integer n satises 2d>n>d.
Set
k =

d
2d− n

:
Then;
A(n; d)>
8>><
>>:
minfA(2(2k − 1); 2k); A(4k; 2(k + 1))g if n is even;
minfA(2k − 1; k); A(4k + 2; 2(k + 1))g if n is odd and k is even;
minfA(2(2k − 1); 2k); A(2k + 1; k + 1)g if n and k are odd:
This lemma shows how knowledge of A(n; d) for n=2d; 2d− 1 and 2d− 2 leads to
knowledge about A(n; d) in general. The following lemma indicates how the existence
of partial Hadamard matrices bounds below A(n; d) for n= 2d; 2d− 1 and 2d− 2.
Lemma 5.2. If there is a c2t  2t partial Hadamard matrix; then
1. A(2t; t)>cB(2t; t) = c4t;
2. A(2t − 1; t)>cB(2t − 1; t) = c2t;
3. A(2(t − 1); t)>cB(2(t − 1); t) = ct.
Proof. In each case, it is routine to compute the Plotkin bound. We now produce the
required codes over the alphabet f1;−1g. In case 1, the required code is comprised of
the rows of the matrix
H
−H

:
In case 2, normalize H and remove the rst column. The rows of the resulting matrix
forms the code. In case 3, we begin with the code just constructed. If the rst column
contains at least t=2 1’s, then remove the rows with a leading −1. The required code
is obtained by dropping the leading bit of the remaining rows. If there are fewer 1’s
in the rst column, keep the rows starting with −1, and drop the rst bit as before.
We now have our rst result concerning the ratio A(n; d)=B(n; d).
Lemma 5.3. If there is a c2t  2t partial Hadamard matrix for all even t>N; then
for 2d>n>(2− 1=N )d (or B(n; d)>2N );
cB(n; d)6A(n; d)6B(n; d):
Proof. By Lemmas 5.2 and 5.1, if B(n; d)>2N , then A(n; d)>cB(n; d).
This result tells us two things: (a) once Plotkin’s bound is above the threshold N ,
we can get c times B(n; d) codewords, and (b) as the threshold N is increased, the
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part of the region 2d>n>d over which our result applies shrinks rapidly. Applying
Lemma 5.3 with N = 1 gives:
Corollary 5.4. If there is a c2t 2t partial Hadamard matrix for all even t>1; then
for 2d>n>d;
cB(n; d)6A(n; d)6B(n; d):
Combining Lemma 5.3 and Theorem 3.3, we obtain the following existence result.
Theorem 5.5. For any > 0; there exists an integer N; such that for all integers n
and d satisfying 2d>n>(2− 1=N )d (or B(n; d)>2N )
1
3 (1− )B(n; d)6A(n; d)6B(n; d):
6. Concluding remarks
This paper shows that there is a constant c2, which can be taken as near as you like
to one third, such that for every suciently large t there is a c24t  4t partial Hada-
mard matrix. The paper then shows how this implies that various well known bounds
on the size of related combinatorial objects are asymptotically correct to within a
reasonably large constant factor. 3
Our proof of Theorem 3.3 gives a constructive algorithm whose cost is polynomial
in t Proof. The obvious algorithm rst searches for three primes close to (2=3)t which
sum to 2t−3; it creates the appropriate nite eld structures needed to make the three
required Paley conference matrices; and then it implements the construction given in
the proof of Theorem 3.3.
It is interesting to note that at the outset our approach to constructing partial
Hadamard matrices could not have given a proportion better than one half. On the other
hand, this ratio would be achieved if we could prove that every suciently large even
number 2n could be written as the sum of 2 primes close to n. This would prove an
asymptotic form of the Goldbach conjecture and therefore would be of interest outside
combinatorial design theory. We conducted some computer experiments and showed
that for 78 000> 2n> 44 000 one could always nd two primes p1; p2>n(1−n−1=3)
such that 2n=p1+p2. So there appears to be a practical method for constructing about
half a Hadamard matrix of any order. It is worth noting that the factor of a half may
not be critical in applications. For example, multifactorial experiments based on half
complete orthogonal arrays would require twice the number of Plackett and Burman’s
\assemblies", and the use of half-complete block codes would give up just one bit out
of 2 + log2 t bits of information per codeword. This being so, Goldbach’s conjecture
3 The approach taken in this paper generalizes. The author is currently preparing a paper proving analogous
results for arbitrary sized alphabets.
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exerts a strong inuence on the theory of the combinatorial designs discussed in this
paper.
The constructive proofs of Seberry and Craigen for the existence of Hadamard matri-
ces of order 2c3 log2 qq where q is any odd integer show that there is a polynomial time
Turing machine which constructs for any prescribed order 4t = 2sq where s>c3 log2 q
a Hadamard matrix of order 2sq. This paper shows that if we aim for one third com-
plete partial Hadamard matrices then there is a polynomial time construction algorithm.
Indeed, we suggest (but cannot prove) the same is true for half complete Hadamard
matrices.
The author would like to ask therefore whether there is a deterministic polynomial
cost construction algorithm for (complete) Hadamard matrices. If such an algorithm
does not exist, then any attempt to prove the Hadamard conjecture via recursive com-
position constructions applied to explicit classes of Hadamard matrices such as Paley’s
matrices which themselves have a direct polynomial construction is doomed to failure.
Note added in proof
The paper [7] shows that if the Extended Riemann Hypothesis is true, then for all
suciently large t there is a d4t( 12 − )e  4t partial Hadamard matrix where  > 0
may be taken arbitrarily close to zero. The paper [8] discusses solutions to the equation
2n = p1 + p2 (where p2 is prime) for n up to one trillion. A heuristic model is
given for minjp1 − p2j as a function of n. It is conrmed that for n>d>n=2>0 and
d61012; A(n; d)> 0:495B(n; d).
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