Abstract. In the paper, we present a monotonicity result of a function involving the gamma function and the logarithmic function, refine a double inequality for the gamma function, and improve some known results for bounding the gamma function.
Introduction
In [10] , the following double inequality was complicatedly procured: For x ∈ (0, 1), The aim of this paper is to simply and concisely generalize, refine and sharpen the double inequality (1.1).
Our main results may be stated as the following theorem. As a result, the double inequality
holds on (0, 1) if and only if α ≥ 2(1 − γ) and β ≤ γ, where γ = 0.57 · · · stands for Euler-Mascheroni's constant. Consequently, the double inequality
holds for x ∈ (0, ∞) \ N if and only if α ≥ 2(1 − γ) and β ≤ γ, where ⌊x⌋ represents the largest integer less than or equal to x.
In Section 2, we cite three lemmas for proving in Section 3 Theorem 1. In Section 4, we compare Theorem 1 with several known results and pose some open problems and conjectures.
Lemmas
In order to prove Theorem 1, we need the following lemma which can be found in [3] , [18, 
is increasing (or decreasing) on (a, b), then so are the functions
We also need the following elementary conclusions.
Lemma 2. For x ∈ (0, 1), we have
Proof. For our own convenience, denote the functions above by
By Descartes' Sign Rule, the function h 1 (x) has just one possible positive root. Since h 1 (1) = −4 and h 1 (2) = 29, the function h 1 (x) is negative on [0, 1].
A straightforward calculation gives
Since
using Descartes' Sign Rule again yields the negativity of the functions h i (x) for 3 ≤ i ≤ 5 on (0, 1). The proof of Lemma 2 is complete.
For our own convenience, we also recite the following double inequality for polygamma functions ψ (k) (x) on (0, ∞).
holds for x > 0 and k ∈ N.
For the proof of the inequality (2. 
Proof of Theorem 1
Now we are in a position to prove our main results in Theorem 1. It is easy to see that 
where
Further computation and simplification give
and satisfies 
Hence, the double inequality (1.6) and its sharpness follow.
The double inequality (1.7) may be deduced from (1.6) and the recurrent formula Γ(x + 1) = xΓ(x) for x > 0. The proof of Theorem 1 is complete.
Remarks
In this section, we compare Theorem 1 with some known results and pose several open problems and conjectures. Remark 1. It is clear that the double inequality (1.6) refines the double inequality (1.1). Moreover, the inequality (1.6) may be rearranged as 1 x
Remark 2. In [1, p. 145, Theorem 2], it was obtained that if x ∈ (0, 1), then
with the best possible constants In [2, p. 780, Corollary], the following conclusion was established: Let α and β be nonnegative real numbers. For x > 0, we have √ 2π
with the best possible constants α = 
the left-hand side inequality in (4.1) refines the corresponding one in (4.6), (5) the right-hand side inequalities in (4.1) and (4.6) are not contained each other, (6) when x > 0 is smaller, the right-hand side inequality in (4.1) is better than the corresponding one in (4.6).
Remark 3. In [4, Corollary 1.2, Theorem 1.4 and Theorem 1.5], the following sharp inequalities for bounding the gamma function were obtained: For x > 0, we have
(4.8)
and
. (4.9)
By the software Mathematica Version 7.0.0, we can reveal that (1) the double inequalities (1.6) and (4.7) do not include each other on (0, 1), (2) the right-hand side inequality in (1.6) is better than the one in (4.8) on (0, 1), (3) the left-hand side inequalities in (1.6) and (4.8) are not included each other on (0, 1), (4) the lower bound in (1.6) improves the corresponding one in (4.9), but the right-hand side inequalities in (1.6) and (1.6) do not contain each other on (0, 1).
Remark 4. It is clear that when x ∈ N the inequality (1.7) becomes equality. This shows us that for x > 1 the double inequality (1.7) is better than those double inequalities listed in the above Remarks 2 and 3.
Remark 5. In [15, Theorem 1] , among other things, it was proved that the function
is both strictly increasing and strictly concave on is strictly decreasing on (0, 1). Consequently,
Motivating by monotonic properties of the functions (1.3) and (4.11), we pose the following open problem: What is the largest number λ > 1 (or the smallest number λ < 6 respectively) for the function ln Γ(x + 1) ln(x 2 + λ) − ln(x + λ) (4.13)
to be strictly increasing (or decreasing respectively) on (0, 1)?
Remark 7. Finally, we pose the following conjectures.
(1) The function (1.3) is strictly increasing not only on (0, 1) but also on (0, ∞). is strictly increasing with respect to x ∈ (0, ∞). is completely monotonic on (0, ∞).
Remark 8. For the history, backgrounds, origins, developments of bounding the gamma function, please refer to the expository and survey article [12] and plenty of references therein.
Remark 9. This paper is a revised version of the preprint [14] .
