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Abstract
We consider the singular values of an integral operator and of a corresponding square matrix derived from the integral
operator by means of a quadrature formula and a collocation. The integral operator and also the matrix depend on a real
parameter, which may also enter the singular values of the operator and the matrix. When a singular value drops to zero for
a certain critical value of the parameter, the corresponding homogeneous integral equation or matrix equation has a nontriv-
ial solution. Based on several examples with biharmonic integral operators we conjecture that the order of approximation
of the critical value for the matrix is at least equal to the order of the quadrature formula used. It is therefore possible
– with a reasonable accuracy – to detect such critical values for the integral operator simply through a singular-value
decomposition of the matrix derived by a quadrature and collocation. c© 2001 Elsevier Science B.V. All rights reserved.
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1. Formulation of the problem
For the plane, fundamental, biharmonic boundary value problem we have previously derived three
boundary integral equations [10]. By picking two of the three equations, each of which have the
same pair of unknown functions, we get three (diBerent) systems of equations with the same pair of
unknown functions. The analysis of the various systems of integral operators was previously [10] car-
ried out in an elementary manner in case of a circular boundary with radius c. The systems depend on
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the radius c, which plays the roˆle as a real parameter. We say that a real parameter c attains a critical
value (CV) if the corresponding homogeneous system of integral equations has a nontrivial solution.
All three systems of integral operators are non-Hermitian. For such systems the eigenvalues are,
in general, not analytic functions of the real parameter, and an analysis is better carried out in
terms of the the singular values of the system because they depend analytically on the parameter.
We therefore consider (Section 2) a singular value expansion (SVE) for integral operators (Section
2.1), and speciGcally (Section 2.3) for the systems of integral operators in question, together with a
similar singular value decomposition (SVD) for matrices (Section 2.2).
An integral operator (or a system of operators) can be replaced by a square matrix which is
derived either by a Galerkin method or by a method based on a quadrature formula and a collocation
(quadrature+collocation). When a singular value drops to zero for a certain critical value of the
parameter, the corresponding homogeneous integral equation or matrix equation has a nontrivial
solution. When the matrix is obtained using a Galerkin method, there is a close relation between
the singular values from the SVE of the integral operator, and the singular values from the SVD
of the matrix [17]. On the other hand, when the matrix is obtained using a quadrature+collocation
method, there does not seem available a similar investigation of a possible close connection among
the two corresponding sets of singular values.
Therefore, here we want to investigate this problem of connection. If it turns out to be a close
connection also for a quadrature+collocation, it would be very convenient, because it is in general
much easier to construct the matrix through a quadrature+collocation method than through a Galerkin
method. In particular, it is easier in the present case, where the operators are fairly complicated, but
formulas for quadrature+collocation have (partly) been derived [11]. Having the matrix available the
determination of the SVD is a well-established numerical procedure. Hereby it would be possible,
in an easy way, to pinpoint lack of uniqueness for the (systems of) integral equation(s) through
Gnding the zeros of the singular values determined from an SVD of a corresponding matrix. The
question is with which accuracy this can be done.
The comparative investigation is carried out for a circular boundary curve with the radius c as
the real parameter. Because the critical values (CV) of c for operator and for matrix are determined
exactly in closed form, whereby rounding errors are (nearly) excluded, it is possible to study the eBect
of truncation error by carrying out the comparative investigation between the CV for the SVE and the
CV for the SVD for a circular boundary curve with c as the real parameter (Section 3). By means
of several examples (Section 4) with integral operators derived from biharmonic boundary value
problems it is conjectured that the CV for the SVD tend to the CV for the SVE with a convergence
order at least equal to the convergence order of the underlying quadrature formula (Section 5.1).
The present analysis, which rely heavily upon [10,11], is put into a broader perspective (Section 5.2)
also with respect to subsequent use, and ended with several references to the literature (Section 5.3).
2. Singular values of operators and matrices
2.1. Integral operators and singular values
For an integral operator Kˆ , with kernel K(0; ), a singular-value expansion (SVE) exists [17],
[31, Chapter VIII]:
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K(0; ) =
∞∑
m=1
mum(0)vm(); (1)
in which {um()} and {vm()} are the left and right singular functions, respectively (a bar denotes
complex conjugate), and (partly following the notation of [17]) {m} are the (nonnegative) singular
values. To Kˆ corresponds the adjoint operator Kˆ
?
, with kernel K(; 0), satisfying
Kˆvm = mum; Kˆ
?
um = mvm; (2)
which lead to eigenvalue problems for 2m
Kˆ
?
Kˆvm = 2mvm; KˆKˆ
?
um = 2mum: (3)
If Kˆ depends analytically on a real parameter then {m} also depends analytically on that parameter
[2, p. 1157], [26, p. 1561]. If the integral operator is Hermitian the above formulas simplify: the
singular values are equal to the absolute value of the eigenvalues. The eigenvalues therefore depend
analytically on the real parameter [2, p. 1157], [26, p. 1561], [21, Chapter VII]. However, also in case
of Hermitian operators it is advantageous to use the notation established around the singular-value
expansion in order to analyze such problems.
If a singular value drops to zero for a certain value of the parameter, we say that the parameter
has a critical value (CV), because the corresponding homogeneous integral equation has a nontrivial
solution. Such problems may appear when formulating boundary value problems in term of boundary
integral equations:
• Hermitian operators: a plane, interior, Dirichlet boundary value problem for Laplace’s equation
can be formulated through a Grst kind integral equation with real, symmetric kernel [19, Section
4:3]. The real parameter is the size of the boundary curve (having a Gxed shape), and the CV of
the size appears when the logarithmic capacity of the curve is equal to one [19, Section 4:5].
• Non-Hermitian operators: (i) Two- or three-dimensional exterior Dirichlet=Neumann boundary
value problems for Helmholtz’s equation can be formulated through second kind integral equations
with complex kernels [23, Section 3] [30, Section 231]. The real parameter is the wave number k,
and the CVs correspond to resonance for the corresponding interior Neumann=Dirichlet problem
[23, Section 3] [30, Section 231].
(ii) A plane, interior, fundamental boundary value problem for the biharmonic equation can be
formulated through systems of two coupled integral equations with a pair of unknown functions
[10]. The real parameter is the size of the boundary curve (for a given shape). How the CVs are
to be characterized is not completely known [10].
2.2. Matrices and singular values
Through a singular-value decomposition (SVD) [16, Section 2:5] [17], a square (n× n) matrix A
can be written as a product of three square (n× n) matrices, cf. (1),
A=UDVH =
i=n∑
i=1
˜iuiCHi ; (4)
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in which {ui}i=ni=1 and {Ci}i=ni=1 are the left and right singular vectors, respectively, and {˜i}i=ni=1 are the
(non-negative) singular values in the diagonal of D (superscript H indicates Hermitian conjugate).
To A corresponds AH, satisfying, cf. (2),
Avi = ˜iui ; AHui = ˜iCi ; (5)
which lead to the eigenvalue problems for ˜2i , cf. (3),
AHACi = ˜2i Ci ; AA
Hui = ˜
2
i Ci : (6)
When A depends on a real parameter then {˜i}i=ni=1 (may) also depend. If a singular value drops
to zero for a certain value of the parameter, we say that the parameter has a critical value (CV),
because the corresponding homogeneous linear algebraic equation has a nontrivial solution.
2.3. A square system of integral operators and singular values
Let the integral operator Kˆ be composed of four operators forming a square matrix
Kˆ =
[
Kˆ
(11)
Kˆ
(12)
Kˆ
(21)
Kˆ
(22)
]
; (7)
where each of the corresponding kernels {K (p;q)(0; )}p=2; q=2p=1; q=1 are real, symmetric diBerence ker-
nels, all having the same set of eigenfunctions {m}m=∞m=0 ; but the corresponding real eigenvalues
{(p;q)m }m=∞m=0 depend on (p;q). We presume that um() and vm(), for the operator Kˆ , (7) have the
form as column vectors
um() =
[
um()
um()
]
; vm() =
[
vm()
vm()
]
; (8)
with · and · to be speciGed. From (2) (left) applied to the operator (7), and using that {m}m=∞m=0
are eigenfunctions, we are led to a matrix equation, where the singular value {m}m=∞m=0 for the
operator Kˆ , (7) enters,[
(11)m 
(12)
m
(21)m 
(22)
m
]
×
[
v
v
]
= m
[
u
u
]
: (9)
This equation corresponds to (5) (left) because the square matrix of eigenvalues in (9) plays the
roˆle of the matrix A. For a 2 × 2 matrix A of the form (9), the (square of the) singular values
can be found through the eigenvalues of AHA, cf. (6) (left), or using linalg[singularvals] [6,
Section 3:2:73]. We Gnd that 2m satisGes
(2m)
2 + m2m + m = 0; (10)
with
m =− ((11)2m + (12)
2
m + 
(21)2
m + 
(22)2
m )60; (11)
m = ((11)m 
(22)
m − (12)m (21)m )2¿0; (12)
where 2m−4m¿0 and 2m¿0. The two solutions of (10) are denoted (+)m and (−)m , with (+)m ¿(−)n .
The cases (−)m =0, corresponding to critical values for the parameter, appears when m=0, which in
turn corresponds to a linear dependency of the two rows of the matrix composed of {(p;q)m }p=2; q=2p=1; q=1
(9).
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3. Integral operators and corresponding matrices
In the present section, which is closely related to [10,11], we introduce the six biharmonic integral
operators and the corresponding matrices.
The three integral equations [10, Eq. (5)] for the general boundary curve z = z(); 0662,
are here considered in the special case [10, Eq. (7)] for the circular boundary curve z = z() =
cei; 0662. The three equations, which for brevity are denoted 0; 1; 2, contain the quantities
0; 1; 2, respectively. The radius c plays the roˆle of the real parameter. The operators to be put in
the left or the right column of the matrix of operators (7) are deGned through the equations [10,
Eq. (7)] by means of the kernels (or expressions), written within { } : The left-hand=right-hand
columns of (7) take the kernels multiplying w() and −v(), respectively. The minus in front of
v() is introduced for notational reasons. For Eq. 2, right-hand column, a term outside the sign of
integration is also to be incorporated when forming the operator.
3.1. Matrix elements
For a circular boundary curve the generic kernel K (p;q)(0; ) is a real and symmetric diBerence
kernel. By means of a suitable quadrature rule with equidistant spacing, h=2=n, and 0 := i ≡ ih,
 := j ≡ jh; i; j=1; 2; : : : ; n; we replace the kernel by a matrix A={Aij} by a quadrature+collocation
where Aij=hK(i; j) for i = j. For i= j; Aii are determined following [11, Section 4:2:1] for Eqs. 0
and 1, and [11, Section 3:2:1] for Eq. 2. The six matrices are real, symmetric and circulant. Therefore
only the elements of the Grst row for each of the six matrices need to be given (Appendix A).
3.2. Eigenvalues
Each of the six integral operators have such a form that the eigenfunctions {m()}m=∞m=0 are
0()=1 and m()=cosm; sinm;m=1; 2; : : : . Following [11, Sections 3:2:2, 4:2:2] we determine
the eigenvalues {m}m=∞m=0 (Appendix B). From the matrix elements of the Grst row (Appendix A) the
matrix eigenvalues {k;n}k=n=2k=0 are found in closed form [11, Eq. (9)]; they depend on n as indicated
by the appended subscript (for simplicity we assume n to be even).
Based upon an analysis of one harmonic and two biharmonic operators it has previously been
investigated [11] how matrix eigenvalues ·; n behave as functions of n in relation to the operator
eigenvalues ·. It was found (i) that ·; n converge to · with the same order as that of the quadrature
rule used, and (ii) that critical values for ·; n tend to critical values for · at least with the same
order as that of the quadrature rule (in some cases there is even exact coincidence). This method
of analysis has been applied to all six operators with 0 = 1 = 2 = 0. The convergence orders are
given in Table 1 for the quadrature formula and for the critical values for the eigenvalues; here ∞
denotes exact integration or exact coincidence, respectively. Some of the results given have been
found previously [11].
From Table 1 we notice that the convergence order for the critical values is the same as that for
the quadrature formula, except for Eq. 2 and left kernel.
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Table 1
See Section 3.2 for details. Convergence order for the quadrature formula (QF) and for the
critical value (CV) of the eigenvalues, with kernels, left or right, corresponding to the three
equations
Equation Convergence order for
QF CV
Left kernel Right kernel Left kernel Right kernel
0 5 5 5 5
1 5 3 5 3
2 3 ∞ ∞ ∞
3.3. Singular values
For a chosen combination of two out of three integral equations (with chosen values of ·) the
eigenvalues for the integral operators in (7) {Kˆ (p;q)}p=2; q=2p=1; q=1, are available (Appendix B) to be inserted
into (10)–(12) as {(p;q)m (c)}p=2; q=2p=1; q=1 (for q = 2 a change of sign is necessary). Hereby the singular
values of the integral operator, denoted (+)m (c) and 
(−)
m (c), with 
(+)
m (c)¿
(−)
m (c)¿0, together with
the zero-function m(c), (12) are all expressed in terms of the operator eigenvalues. For m= 0 the
singular values are simple, and for m=1; 2; : : : ; they are double. The critical values of c, with respect
to a zero for a singular value m for the integral operator Kˆ , (7) are determined from m(c) = 0,
and are denoted {s(r)m }r=Rr=1 and ordered s(1)m ¡s(2)m ¡ · · ·¡s(R)m .
By a lengthy calculation it is found that (10)–(12) also can be used to express the singular
values for the 2n× 2n matrix, composed of four n× n matrices, when the eigenvalues (p;q)m for the
four integral operators are replaced by the eigenvalues (p;q)k; n for the four n × n matrices. Hereby
the singular values for the 2n × 2n matrix, denoted ˜(+)k; n (c) and ˜(−)k; n (c), with ˜(+)k; n (c)¿˜(−)k; n (c)¿0,
together with the zero function, denoted !k;n(c), are all expressed in terms of the matrix eigenvalues
{(p;q)k; n (c)}p=2; q=2p=1; q=1. For the chosen combination of integral equations (with the chosen values of
·) the relevant matrix elements (Appendix A) give, using [11, Eq. (9)], the four sets of matrix
eigenvalues {(p;q)k; n }p=2; q=2p=1; q=1 (for q = 2 a change of sign is necessary). Let n for simplicity be even.
For k = 0 and n=2 the singular values are simple, and for k = 1; 2; : : : ; n=2− 1 they are double. The
critical values of c, with respect to zero for a singular value for the matrix, are determined from
!k;n(c) = 0, and are denoted {S (r; t)k; n }r=R; t=Tr=1; t=1 and ordered S (1; t)k; n ¡S (2; t)k; n ¡ · · ·¡S (R; t)k; n . In some cases
S (r; ·)k; n is split up into two nearly equal values, denoted S
(r;1)
k; n S
(r;2)
k; n .
For n → ∞ the question is, if and how S will tend to s, or, for k = m, how S (r;1)k; n S (r;2)k; n →
s(r)m , and with which order the convergence takes place as a function of n. Because the actual
expressions for the singular values are much more complicated than the actual expressions for the
eigenvalues, the circumstantial methodology used for determining the convergence exponents for
the eigenvalues [11] is not feasible for the singular values. Therefore it is necessary to carry out
numerical computations for n=4; 8; 16; 32 : : : and to judge from the results the convergence exponent
in question.
S. Christiansen / Journal of Computational and Applied Mathematics 134 (2001) 23–35 29
Table 2
See Section 4 for details. Behaviour of critical values for singular values
1 2 3 4 5 6
Example Equations Convergence Exact value Relation Convergence
order (QF) S ∼ s order (CV)
a 0(0)&1(0) 5, 5 & 5, 3 s(1)1 = e
−1 S(1;1)1 → s(1)1 3
0(0)&2(0) 5, 5 & 3,∞ s(1)0 = e−1 S(1;1)0 → s(1)0 5
S(1;2)0 = s
(1)
0 ∞
1(0)&2(0) 5, 3 & 3,∞ s(1)0 = e−1 S(1;1)0 = s(1)0 ∞
b 0(0)&1(1=2) 5, 5 & 5, 3 s(1)0 = e
−1=2 S(1;1)0 → s(1)0 5
s(2)0 = 1 S
(2;1)
0 → s(2)0 3
s(1)1 = e
−3=4 S(1;1)1 → s(1)1 5
c 0(1)&1(0) 5, 5 & 5, 3 s(1)1 = e
−1=2 S(1;1)1 → s(1)1 3
d 0(0)&2(1) 5, 5 & 3,∞ s(1)0 = e−1 S(1;1)0 → s(1)0 5
s(2)0 = 1 S
(2;1)
0 = s
(2)
0 ∞
e 0(1)&2(1) 5, 5 & 3,∞ s(1)0 = 1 S(1;1)0 → s(1)0 5
S(1;2)0 = s
(1)
0 ∞
f 0(0)&2(1=2) 5, 5 & 3,∞ s(1)0 = e−1 S(1;1)0 → s(1)0 5
s(2)0 = e
−1=2 S(2;1)0 = s
(2)
0 ∞
g 1(0)&2(1=2) 5, 3 & 3,∞ s(1)0 = e−1=2 S(1;1)0 = s(1)0 ∞
4. Examples
The computational scheme of Section 3.3, to investigate how S tends to s, is applied to several
examples [10, Section 3.3], with various combinations of equations and values of ·. All the results
presented have been obtained using the computer algebra system (CAS) Maple V [6]. The results
obtained are presented in Table 2, where the columns contain the following information.
1. The designation of the Example from [10, Section 3.3].
2. The combination of the equations in question; equation number underlined, the value of  as
superscript.
3. The convergence order of the relevant quadrature formula (QF), taken from Table 1, depending
on the equation number.
4. Exact value, s, of the critical value determined from m(c) = 0.
5. Relation between the approximate value, S, of the critical value determined from !k;n(c)=0, and
the exact value s: either convergence S → s or exact coincidence S = s.
6. The convergence order of S → s, where ∞ indicates S = s.
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From Table 2 we observe about the critical values, S, for the singular values of the matrix, in
relation to the critical values, s, for the singular values of the operator: In all cases S converge to s
with an order at least equal to the lowest order of the quadrature formulas involved; in some cases
with a higher convergence order, and in several cases with even exact coincidence.
5. Final remarks
5.1. Conclusions
When an integral operator depends on a real parameter, a singular value of the operator may drop
to zero for a certain critical value of the parameter. When the operator is replaced by a square matrix
by means of a quadrature+collocation method, a singular value of the matrix may also drop to zero
for a certain critical value of the parameter. To Gnd how closely the two critical values are related,
when the order of the matrix grows, several experiments have been carried out with operators from
biharmonic boundary value problems. We have found that the critical value for the matrix tends to the
critical value for the operator with an order of convergence which is equal to, or even larger than, the
convergence order of the underlying quadrature rule (in some cases there is even exact coincidence).
In our experiments we have used a quadrature formula of third or Gfth order, where the quadrature
points are placed equidistantly, and the comparison between the critical values for the singular values
for operator and matrix were carried out for a circular boundary curve.
5.2. Perspective
The following theoretical investigations could be carried out:
• Determine the general relation between the SVE and the SVD when the matrix has been derived
using a quadrature+collocation method (similar to the detailed investigation [17] when the matrix
has been derived using a Galerkin method). It could perhaps be carried out by taking into account
that Kˆ
∗
Kˆ is a Hermitian operator with eigenvalues 2, and that AHA is a Hermitian matrix with
eigenvalues ˜2. For such matrices the order of accuracy for the eigenvalue approximation is related
to the order of accuracy for the quadrature formula [22, p. 412], [24, p. 905].
• Determine the eBect of rounding errors related to a numerical determination of the singular values
when the condition number is large. (In the present analysis the singular values of the matrix are
expressed in closed form as formulas (nearly) without rounding error; only the truncation error is
present in the comparison of the critical values.)
• Determine in general how the structure of the singular values for operator and matrix are related;
such a comparison seems to be complicated in case of the present examples. (A corresponding
investigation for the eigenvalues of Hermitian integral operators have been carried out [11] in
which case a more thorough comparison of the structure of the eigenvalues as functions of the
parameter is possible.)
The method here demonstrated will subsequently be used in case of boundary curves with a (more)
general shape and size. In such cases it is (in praxis) impossible to get closed-form expressions for
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the singular values as functions of shape and size. But through a quadrature+collocation method
we construct a matrix which is analysed through a SVD giving the singular values as functions of
a real parameter. Critical values for the real parameter can then be determined numerically with
a convergence order which – hopefully – corresponds to the order of the quadrature rule used.
This method of analysis is to be used for the pairs of integral equations here considered. The
nonuniqueness of the solutions can be eliminated by adding some supplementary conditions; how
to connect equations and conditions for a circular boundary curve has previously been found [10].
In order to test these Gndings in case of boundary curves with a (more) general shape and size
we shall use the present numerical method as a diagnostic tool, because the integral equations
together with supplementary conditions lead to a rectangular matrix which also can be treated us-
ing SVD, so that the presence of (possible) critical values can be detected and investigated in
order to Gnd out how the CVs of the parameter are related to form and size of the boundary
curve.
5.3. Comments on the literature
Detection of critical values (of the parameter) solely by analytical methods applied to integral
equations:
• Laplace’s equation: Using eigenvalues, see e.g. [7].
• Helmholtz’s equation (and electromagnetic scattering): Using singular values derived from a SVE
to detect resonant frequencies; a singular value dropping to zero as a function of the frequency
indicates a resonant frequency [25] (probably the Grst to notice it).
• Biharmonic equations: Using eigenvalues in an elementary way [10].
Detection of critical values from a SVD of a matrix derived from the integral operator:
• For integral equations from Laplace’s equation (critical size of the geometry) (singular values
have been used because some variants of the problem lead to rectangular matrices):
(i) Matrices derived from a Galerkin method (feasible because the kernel is not too complicated)
[18] (with some considerations of the accuracy), or
(ii) matrices derived from a quadrature+collocation method [8,9] (without investigating the accu-
racy of the results obtained).
• For integral equations from Helmholtz’s equation (critical=resonant frequencies):
(i) matrices derived from a Galerkin method (or method of moments) [2,3,5,26] where a detection
via a dip of ˜ is carried out [2, p. 1161; 3, p. 1547; 26, pp. 1564–1565], or
(ii) matrices derived from a quadrature+collocation method [20,29], where a detection via a dip
of ˜ is carried out [20, Fig. 1].
When a numerically determined singular value (depending on a real parameter) has a dip towards
zero (for a critical value of the parameter), this behaviour is not to be mixed up with the fact that
analytically determined singular values for operators of the Grst kind will accumulate towards zero
[27, p. 387], [4, p. 388].
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Besides using SVD as a tool for the purpose of analysis of equations, SVD can also be used as
a tool for the complicated solution methods which appear within engineering applications:
• From integral equations based upon Laplace’s equation near the critical geometry of the boundary
curve [18].
• From integral equations based upon Helmholtz’s equation in connection with electromagnetic or
acoustic scattering for frequencies near the resonant ones: (i) based mainly on (boundary) integral
equations [3–5,14,27–29,32–34] or (ii) based mainly on point collocation methods [1,15].
Note added in proof
Ref. [11] has subsequently formed the basis for refs. [12,13]
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Appendix A. Matrix elements
For a circle with radius c, the elements of the Grst row of the six symmetric and circulant matrices
are found by extending [11, Section 3:2:1 and Section 4:2:1]. Corresponding to the three integral
equations, denoted 0; 1; 2, the matrix elements are designated A(Q)1j ;Q = 0; 1; 2, which in turn depend
on the given quantities Q;Q = 0; 1; 2. Expressed in terms of the number &′(−2) [11, Eq. B:5], and
h=
2
n
;
'j =


c
n
; j = 1
2c sin
(j − 1)
n
; j = 2; 3; : : : ; n
L˜
(Q)
j = 1− Q + ln 'j; Q = 0; 1; 2; j = 1; 2; : : : ; n;
the matrix elements are:
Left-hand kernels:
A(0)11 =−
1
4n
2&′(−2)h2c2; A(0)1j =−
1
4n
'2j (L˜
(0)
j − 1); j = 2; 3; : : : ; n;
A(1)11 =−
1
4n
2&′(−2)h2c; A(1)1j =−
1
4n
'2j (2L˜
(1)
j − 1)
1
2c
; j = 2; 3; : : : ; n;
A(2)1j =−
1
4n
4L˜
(2)
j ; j = 1; 2; 3; : : : ; n:
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Right-hand kernels:
A(0)11 =−
1
4n
2&′(−2)h2c; A(0)1j =−
1
4n
'2j (2L˜
(0)
j − 1)
1
2c
; j = 2; 3; : : : ; n;
A(1)11 =−
1
4n
(1− 2L˜(1)1 + h2&′(−2));
A(1)1j =−
1
4n
(1− 2L˜(1)j cos(j − 1)h); j = 2; 3; : : : ; n;
A(2)11 =
1
2c
− 1
2cn
; A(2)1j =−
1
2cn
; j = 2; 3; : : : ; n:
Appendix B. Eigenvalues
Using the techniques leading to [11, Eqs. (18), (41)–(44)] we determine the eigenvalues of the
six integral operators. Corresponding to the three integral equations, denoted 0, 1, 2, the eigenvalues
are designated (Q)m ; Q=0; 1; 2, which in turn depend on the given quantities Q; Q=0; 1; 2. Expressed
in terms of
L(Q) = 1− Q + ln c; Q = 0; 1; 2
the eigenvalues are:
Left-hand kernels:
(0)0 =−
c2
2
(L(0) − 12 ); (0)1 =
c2
4
(L(0) − 14 );
(0)m =−
c2
4m(m2 − 1) ; m= 2; 3; : : : ;
(1)0 =−
cL(1)
2
; (1)1 =
c
4
(L(1) + 14);
(1)m =−
c
4m(m2 − 1) ; m= 2; 3; : : : ;
(2)0 =−L(2); (2)m =+
1
2m
; m= 1; 2; : : : :
Right-hand kernels:
(0)0 =−
c
2
L(0); (0)1 =
c
4
(L(0) + 14)
(0)m =−
c
4m(m2 − 1) ; m= 2; 3; : : : ;
(1)0 =− 12 ; (1)1 = 14(L(1) − 14 );
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(1)m =−
m
4(m2 − 1) ; m= 2; 3; : : : ;
(2)0 = 0; 
(2)
m =
1
2c
; m= 1; 2; : : : :
References
[1] A. Boag, Y. Leviatan, A. Boag, On the use of SVD-improved point matching in the current-model method, IEEE
Trans. Antennas and Propagation 41 (7) (1993) 926–933.
[2] F.X. Canning, Singular value decomposition of integral equations of EM and applications to the cavity resonance
problem, IEEE Trans. Antennas and Propagation 37 (9) (1989) 1156–1163.
[3] F.X. Canning, Protecting EFIE-based scattering computations from eBects of interior resonances, IEEE Trans.
Antennas and Propagation 39(11) (1991) 1545–1552. With comments and reply.
[4] F.X. Canning, Authors’ reply to Comments on “protecting EFIE-based scattering computations from eBects of interior
resonances”, IEEE Trans. Antennas and Propagation 41 (3) (1993) 388–389.
[5] F.X. Canning, Robust use of supplementary conditions for moment method solution near internal resonances, IEEE
Trans. Antennas and Propagation 43 (3) (1995) 264–269.
[6] B.W. Char, K.O. Geddes, G.H. Gonnet, B.L. Leong, M.B. Monagan, S.M. Watt, Maple V Library Reference Manual,
Springer, New York, 1991, 26+698 pp.
[7] S. Christiansen, Integral equations without a unique solution can be made useful for solving some plane harmonic
problems, J. Inst. Math. Appl. 16 (2) (1975) 143–159.
[8] S. Christiansen, Condition number of matrices derived from two classes of integral equations, Math. Methods Appl.
Sci. 3 (1981) 364–392.
[9] S. Christiansen, On two methods for elimination of non-unique solutions of an integral equation with logarithmic
kernel, Appl. Anal. 13 (1982) 1–18.
[10] S. Christiansen, Derivation and analytical investigation of three direct boundary integral equations for the fundamental
biharmonic problem, J. Comput. Appl. Math. 91 (1998) 231–247.
[11] S. Christiansen, Third and Gfth order quadrature rules for investigating harmonic and biharmonic boundary integral
operators, Technical Report, ISSN 0909 6264, IMM-REP-1998-20, Department of Mathematical Modelling, Technical
University of Denmark, 1998, 24 pp.
[12] S. Christiansen, Derivation and investigation of Gfth order quadrature formulas for biharmonic boundary integral
operators, Technical Report, ISSN 0909 6264, IMM-REP-1999-14, Department of Mathematical Modelling, Technical
University of Denmark, 1999, 16 pp. Submitted to Appl. Numer. Math.
[13] S. Christiansen, Using Maple V to derive and analyse a quadrature formula for a harmonic boundary integral operator,
Technical Report, ISSN 0909 6264, IMM-REP-2000-2, Department of Mathematical Modelling, Technical University
of Denmark, 2000, 23 pp. Partially presented at 16th IMACS, Laosanne, Switzerland, 2000.
[14] N. Engheta, W.D. Murphy, V. Rokhlin, M.S. Vassiliou, The fast multipole method (FMM) for electromagnetic
scattering problems, IEEE Trans. Antennas and Propagation 40 (6) (1992) 634–641.
[15] J.B. Fahnline, G.H. Koopman, A numerical solution for the general radiation problem based on the combined methods
of superposition and singular-value decomposition, J. Acoust. Soc. Amer. 90 (5) (1991) 2808–2819.
[16] G.H. Golub, C.F. Van Loan, Matrix Computations, 3rd Edition, The Johns Hopkins University Press, Baltimore,
1996, 30+694 pp.
[17] P.C. Hansen, Computation of the singular value expansion, Computing 40 (1988) 185–199.
[18] P.C. Hansen, S. Christiansen, An SVD analysis of linear algebraic equations derived from Grst kind integral equations,
J. Comput. Appl. Math. 12–13 (1985) 341–357; Proceedings of the International Conference on Computational and
Applied Mathematics 1984.
[19] M.A. Jaswon, G.T. Symm, Integral Equation Methods in Potential Theory and Elastostatics, Academic Press, London,
1977, 14+287 pp.
[20] P. Juhl, A numerical study of the coeVcient matrix of the boundary element method near characteristic frequencies,
J. Sound Vibr. 175 (1) (1994) 39–50.
S. Christiansen / Journal of Computational and Applied Mathematics 134 (2001) 23–35 35
[21] T. Kato, Perturbation Theory for Linear Operators, 2nd Edition, Springer, Berlin, 1984, 22+619 pp.
[22] H.B. Keller, On the accuracy of Gnite diBerence approximations to the eigenvalues of diBerential and integral
operators, Numer. Math. 7 (1965) 412–419.
[23] R.E. Kleinman, G.F. Roach, Boundary integral equations for the three-dimensional Helmholtz equation, SIAM Rev.
16 (2) (1974) 214–236.
[24] P. Linz, On the numerical computation of eigenvalues and eigenvectors of symmetric integral equations, Math.
Comput. 24 (112) (1970) 905–910.
[25] R.B. Marks, Application of the singular function expansion to an integral equation for scattering, IEEE Trans.
Antennas and Propagation 34 (5) (1986) 725–728.
[26] R.B. Marks, The singular function expansion in time-dependent scattering, IEEE Trans. Antennas and Propagation
37 (12) (1989) 1559–1565.
[27] R.B. Marks, Comments on “protecting eGe-based scattering computations from eBects of interior resonances”, IEEE
Trans. Antennas and Propagation 41 (3) (1991) 387–388.
[28] A.A. Mohsen, A.-R.A. Helaly, H.M. Fahmy, The corrected induced surface current for arbitrary conducting objects
at resonance frequencies, IEEE Trans. Antennas and Propagation 43 (5) (1995) 448–452.
[29] W.D. Murphy, V. Rokhlin, M.S. Vassiliou, Solving electromagnetic scattering problems at resonance frequencies, J.
Appl. Phys. 67 (10) (1990) 6061–6065.
[30] W.I. Smirnow, Lehrgang der hWoheren Mathematik IV, 5th Edition, HochschulbWucher fWur Mathematik, Vol. 5. VEB
Deutscher Verlag der Wissenschaften, Berlin, 1968, 12+708pp., Translated from Russian, 1953, Moscow.
[31] F. Smithies, Integral Equations, University Press, Cambridge, 1970, 10+172 pp.
[32] P.R. Stepanishen, The forward projection of harmonic pressure Gelds using the generalized internal source density
method, J. Acous. Soc. Amer. 102 (4) (1997) 1955–1963.
[33] M.A. Thorburn, V.K. Tripathi, Application of singular value decomposition for integral equation procedures in
MIMICAD, Internat. J. Microwave Millimeter-Wave Comput.-Aided Eng. 2 (4) (1992) 248–252.
[34] G. Vecchi, P. Pirinoli, L. Matekovits, M. OreGce, A reduced representation of the frequency-response of printed
antennas, in: EuMN 95 25th European Microwave Conference Proceedings, 1995, Vol. 1, Nexus Media, 1995, pp.
372–376, 2 vol. 37+1289 pp.
