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Abstract—Explosive growth of mobile data demand may im-
pose a heavy traffic burden on fronthaul links of cloud-based
small cell networks (C-SCNs), which deteriorates users’ quality of
service (QoS) and requires substantial power consumption. This
paper proposes an efficient maximum distance separable (MDS)
coded caching framework for a cache-enabled C-SCNs, aiming
at reducing long-term power consumption while satisfying users’
QoS requirements in short-term transmissions. To achieve this
goal, the cache resource in small-cell base stations (SBSs) needs to
be reasonably updated by taking into account users’ content pref-
erences, SBS collaboration, and characteristics of wireless links.
Specifically, without assuming any prior knowledge of content
popularity, we formulate a mixed timescale problem to jointly
optimize cache updating, multicast beamformers in fronthaul
and edge links, and SBS clustering. Nevertheless, this problem is
anti-causal because an optimal cache updating policy depends on
future content requests and channel state information. To handle
it, by properly leveraging historical observations, we propose
a two-stage updating scheme by using Frobenius-Norm penalty
and inexact block coordinate descent method. Furthermore, we
derive a learning-based design, which can obtain effective trade-
off between accuracy and computational complexity. Simulation
results demonstrate the effectiveness of the proposed two-stage
framework.
Index Terms—C-SCNs, cache updating, content delivery, mixed
timescale optimization, MDS codes
I. INTRODUCTION
Recently, cloud-based small cell networks (C-SCNs) have
been widely regarded as a promising mechanism for fifth
generation (5G) wireless networks [1]. Under the coordination
of the cloud processor (CP), C-SCNs enables seamless col-
laboration among small base stations (SBSs) and centralized
optimization for resource allocation and signal processing
[2], [3]. However, the unprecedented growth of mobile data
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demand, caused by satisfying various service requests from
mobile users in recent years, can impose a heavy traffic burden
on fronthaul links of the C-SCNs and degrade the quality of
service (QoS) for users. Moreover, such a traffic explosion may
also require substantial fronthaul energy consumption with the
progressively dense deployment of SBSs [2]. This issue will
play an increasingly important role in green communication
[3], [4] since energy consumption of wireless networks not
only brings economic costs to mobile network operators
(MNOs), but also has negative ecological and health impacts
on human beings. To cope with these challenges, caching at
wireless edge nodes in the C-SCNs is considered to constitute
an effective approach towards 5G wireless networks [5].
In a cache-enabled C-SCNs, each SBS is equipped with a lo-
cal cache that is capable of storing a limited number of popular
contents [6]. Thus, when these cached contents are requested
by users, they can be directly accessed in local SBSs without
fronthaul transmissions. Massive duplicated transmissions via
fronthaul and backhaul links can be avoided, which leads to a
tremendous reduction in traffic loads [7]. In addition, pushing
contents closer to mobile users and frequently reusing cached
contents can assist to significantly decrease access latency
of mobile users, transmit power of SBSs, and energy costs
of fronthaul [8]. Therefore, edge caching can fundamentally
improve the network performance of C-SCNs [7].
Edge caching has been investigated in a vast amount of
literature. In cache-enabled networks, one critical issue is how
to design long-term caching strategies in terms of improv-
ing network performance, since users’ content preferences
usually evolve fairly slowly, i.e., on the order of hours or
even days. In most extant literature, the caching schemes were
designed in an offline manner with prior knowledge of content
popularity distribution (e.g., the well-known Zipf distribution
[9], [10]). The authors in [8] first came up with the idea of
Femtocaching to minimize download delay. The studies in
[11]–[13] examined effective caching strategies in order to
decrease access latency when satisfying mobile users’ content
requests. However, all of these studies mainly focused on
optimizing averaged network performance metrics and caching
strategies, ignoring the last mile of physical transmissions (i.e.,
wireless transmissions of content delivery from BSs to mo-
bile users). Another critical issue for cache-enabled wireless
networks is how to schedule content delivery policy so as
to satisfy users’ requests over a much shorter timescale,
i.e., considering signal processing and resource allocation.
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To take advantage of cooperative beamforming introduced by
edge caching, the studies in [6], [14]–[17] investigated content
delivery policy by optimizing beamformers and SBS clustering
for content downloads. However, these preliminary works
generally studied cooperative beamforming under fixed or
heuristic caching schemes. Hence, the benefits of cooperative
beamforming in cached-aided wireless networks have not yet
been fully elucidated.
Apparently, the aforementioned two issues in cache-enabled
wireless networks are highly coupled. Specifically, in order
to allow cached contents to be repeatedly used, the contents
available in the storage-limited SBSs should be updated by
taking physical-layer transmissions into consideration, e.g.,
cooperative pattern of SBSs and wireless links. Meanwhile,
the performance of cooperative beamforming during content
delivery is also highly affected by dynamic cache resources in
SBSs [15]. Herein, in this paper, to fully exploit the benefits
of edge caching and cooperative beamforming, we investigate
effective content caching design by jointly considering long-
term cache updating and short-term content delivery. The
goal of the proposed content caching design is to minimize
long-term power consumption while satisfying mobile users’
content requests with QoS guarantees. To achieve this goal,
we are motivated to formulate a mixed timescale optimization
problem and propose an efficient content caching framework
from the perspective of engineering implementation.
There are some key features that distinguish the proposed
caching framework from extant studies. In this study, cache
resource at SBSs is envisioned to be updated by learning
and tracking users’ content preferences, collaborative patterns
among SBSs, and characteristics of wireless links. Instead
of assuming any prior distribution of content popularity [9]–
[13], [18], the proposed solution is as a result of historical
observations of users’ requests and channel state information
(CSI). We should mention that there are some other studies
assuming no prior distribution of content popularity, e.g., [19],
[20]. Nevertheless, our proposed caching framework still has
some distinguishing features. Specifically, the work in [19]
did not address the issue of beamforming and SBS clustering
for content delivery in physical-layer transmissions. Moreover,
the research focus in [20] was limited into two transmission
modes only, i.e. each user is served by either one SBS or
all SBSs. In contrast, the proposed framework is capable of
pushing popular contents into different SBS clusters so as to
enhance cooperative beamforming gain. Another key feature is
exploiting fronthaul multicast enabled by maximum distance
separable (MDS) codes to enhance SBS collaboration and
reduce power consumption. Specifically, uncached MDS coded
contents can be delivered to the associated SBS cluster via
fronthaul using the same communication resource. The studies
in [6], [16] adopted only uncoded caching and fronthaul
unicast to minimize the power consumption, which may suffer
from high fronthaul cost. The study in [8] applied MDS
codes to reduce download delay without investigating a joint
design of cooperative beamforming and fronthaul multicast.
Meanwhile, the utilization of coded caching motivates us to
design multicast beamformers in fronthaul and edge links
simultaneously, which differs from most existing works that
consider multicast beamforming only in edge transmissions.
Finally, under MDS caching, the condition for avoiding service
interruption is also incorporated into our problem, which can
further enhance the QoS of users. However, these features also
lead to a very challenging problem in jointly designing long-
term cache updating and short-term content delivery.
With regard to joint design of long-term cache updating
and short-term transmission policy, only a few preliminary
designs exist. For instance, cache updating schemes were
studied in some learning-based research [21]–[24]. However,
the statistical models used in these studies, e.g., the Markov
decision process (MDP) model, generally make it difficult
to include signal processing for content delivery, i.e., coop-
erative beamformer design, (signal-to-interference-plus-noise
ratio) SINR constraints, etc. From the perspective of secure
transmission, the work in [25] investigated beamformer design
for edge links while adopting fronthaul unicast transmissions;
the benefits of using coded caching and fronthaul multicast
were not investigated. Moreover, our preliminary study in [26]
also adopted an uncoded caching scenario and studied content
delivery via fronthaul unicast transmissions. Thus, the issues
of employing coded caching, multicast beamforming in both
fronthaul and edge links, and efficient framework design still
need to be further investigated.
The main contributions of this paper are summarized as
follows:
• We propose an efficient content caching framework to-
wards future green wireless networks by integrating MDS
coded caching, multicast beamforming in fronthaul and
edge links, and SBS collaboration, with the goal of
reducing long-term power consumption while satisfying
users’ content requests with guaranteed QoS in short-
term transmissions. In particular, without assuming any
priori distribution, the cached contents available in SBSs
are enabled to be reasonably updated by considering
users’ requests and potential collaborative patterns of
SBSs as well as wireless links. Moreover, under MDS
coded caching, we incorporate fronthaul rate and SINR
constraints to avoid interrupted downloads and enhance
users’ QoS.
• By properly making use of historical observations, we
develop a two-stage updating scheme to handle the
formulated mixed timescale optimization problem with
regard to short-term content delivery design and long-
term cache updating design from the perspective of
engineering implementation. The former subproblem con-
stitutes a mixed integer nonlinear program (MINLP) and
is handled by using a Frobenius-Norm penalty approach,
while the latter one is solved by a distributed algorithm.
Furthermore, we propose another efficient algorithm to
reduce computational complexity by learning local con-
tent preferences of the users served by each SBS.
• Numerical results are provided to demonstrate the effec-
tiveness of the proposed framework, especially concern-
ing the importance of how joint design of cache updating
and cooperative beamforming reduces energy cost and
how cooperative beamforming augments the efficiency of
content delivery under the fronthaul multicast enabled by
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MDS codes.
The remainder of this paper is organized as follows. Sec.
II introduces the system model. Sec. III presents problem
formulation and decomposition. Sec. IV elaborates on the
proposed algorithm for short-term content delivery design and
Sec. V introduces practical implementation of the two-stage
content-caching framework. Sec. VI presents the performance
evaluation for the proposed scheme. Finally, Sec. VII con-
cludes the paper.
II. SYSTEM MODEL
As depicted in Fig. 1, in the considered cache-enabled C-
SCNs, a total of B densely deployed SBSs are connected to the
CP through wireless fronthaul links. The CP has N antennas,
while each SBS b is equipped with M antennas and a cache
unit with the storage size of Sb bits. There are K randomly
geographically distributed single-antenna users in the C-SCNs.
The active users can be cooperatively served by a cluster of
SBSs via wireless cellular links (also referred to as edge links)
under the coordination of the CP. Moreover, by using backhaul
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Fig. 1. An illustration of cache-enabled C-SCNs.
links, the CP is connected to the Enhanced Packet Core (EPC)
and the EPC is further connected to the Internet. Thus, the CP
can access the considered whole library of F popular contents
from various content providers (e.g., YouTube, Netflix, etc.).
In addition, each content f has a size of sf bits. Let sets B =
{1, . . . , B}, F = {1, . . . , F}, and K = {1, . . . ,K} be the
indices of SBSs, contents in the library and users, respectively.
The key notations of this paper are listed in Table I.
TABLE I
KEY NOTATIONS
Bf,t SBS cluster for cooperatively delivering content f at frame t
Freq,t set of requested contents at frame t
Gf,t,K set of users requesting content f at frame t, set of all users
L cache allocation matrix
Et SBS clustering matrix at frame t
Wt,Vt aggregate beamformers for fronthaul and edge links at frame t
We consider heterogeneous users’ content preferences [9],
i.e., different users may have distinct preferences towards these
popular contents. In most previous proactive caching studies,
the caching strategies were investigated under the perfect
knowledge of users’ preference patterns and content popularity
distributions, such as the well-known Zipf distribution [9].
Specifically, the frequency of content f being selected by
users in preference pattern i is given by pi,f = ciζ−κii,f , where
κi denotes the skewness factor; ζi,f denotes the rank order
of content f in preference pattern i; and ci is a factor for
normalization. It is worth noting that these parameters may
not be available as prior information in practical engineering
implementations. Hence, different from conventional proactive
caching designs, we do not pre-specify any knowledge of
content popularity in this work.
To proceed, the CP needs to make transmission policy when
users’ requests arrive. Specifically, we consider block fading
scenarios, and the process of content delivery is assumed
to operate in a transmission frame; moreover, the wireless
channel is assumed to have relatively long coherence time
(e.g., for very low mobility scenario) so that during the
transmission the channel is static. Accordingly, transmission
beamformers and SBS collaboration need to be optimized
based on the current contents cached in SBSs, instantaneous
CSI, etc., which constitutes a short-term process. Another
task for the CP is to coordinate all SBSs and update the cached
contents in order to achieve high cooperative gains. In realistic
scenarios, the content popularity distribution generally varies
slowly (e.g., on the order of hours [10]), and the update of
cached contents may not be very frequent so as to reduce
overload cost and complexity [27]. Thus, cache updating is
generally a long-term process. Specifically, at each cache-
updating frame t0, the cached contents should be reasonably
updated so that they can be repeatedly accessed in a long
timescale T = {t0 + 1, · · · , t0 +T}. This process can lead to
a significant reduction in fronthaul energy costs.
Moreover, in the C-SCNs, the CP can effectively update
the cached contents by learning and tracking the underlying
collaborative pattern of SBSs, users’ content preferences,
and the quality of wireless links. The detailed models for
MDS coded caching, edge and fronthaul delivery, and power
consumption are introduced as follows.
A. MDS Coded Caching Model
To provide abundant opportunities for SBS cooperation
and fronthaul multicast, we adopt MDS codes to encode
contents [9]. Specifically, each content is divided into multiple
segments with an equal size of s0 bits. With the technique
of MDS codes, each information segment can be encoded
into a sufficiently long sequence of parity bits so that any
s0 parity bits are sufficient to recover the original information
segment [28], [29]. Herein, we denote lf,b ∈ [0, 1] as the cache
allocation variable for the fraction of content f to be cached
in SBS b. Similar to [29], for any content f , SBS b is assumed
to randomly store lf,bsf parity bits of these MDS coded
segments. Notably, when any content f is not fully cached
in SBS cluster B0, i.e., lf,b < 1,∀b ∈ B0, these SBSs need to
fetch the missing parity bits from the CP. On the basis of MDS
decoding, the CP can always transmit maxb∈B0(1 − lf,b)sf
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uncached parity bits to these SBSs B0 via fronthaul multicast
so that content f can be reconstructed in each SBS [9]. For
notational convenience, we denote L = [lf,b] ∈ RF×B as the
cache allocation matrix for the considered period T .
B. Edge Transmission Model
At the beginning of each frame t, the requests from all
active users, denoted by pit = {(k, f)|k ∈ Kt, f ∈ Freq,t}, are
revealed, where Kt ⊆ K and Freq,t ⊆ F are the sets of active
users and requested contents at frame t, respectively. Consider
that each active user only requests one content in each frame.
Subsequently, the users requesting the same content (i.e.,
content f ) are formed as a multicast group (denoted by Gf,t),
and thus served by a cluster of SBSs (denoted by Bf,t) through
multicast beamforming. We define the SBS clustering matrix
at frame t as
Et = [ef,b,t] ∈ {0, 1}Freq,t×B , (1)
where Freq,t denotes the cardinality of Freq,t; and the element
ef,b,t = 1 implies that SBS b is scheduled for transmitting
content f to the users in multicast group Gf,t at frame t;
otherwise, ef,b,t = 0. Therefore, the transmitting signal from
SBS b at frame t is
xb,t =
∑
f∈Freq,t vf,b,txf,t,∀b ∈ B, (2)
where vf,b,t ∈ CM denotes the transmit beamformer from
SBS b to precode information symbol xf,t ∈ C for multicast
group Gf,t with E[|xf,t|2] = 1. We further define Vt =
{vf,b,t,∀f ∈ Freq,t,∀b ∈ B}. The total transmit power of
SBS b is limited by∑
f∈Freq,t ‖vf,b,t‖2 ≤ Pb,∀b ∈ B, (3)
where Pb is the maximum transmit power of SBS b. Partic-
ularly, if SBS b is not selected to serve the multicast group
Gf,t at frame t, then the associated transmit beamformer vf,b,t
equals 0, i.e.:
(1− ef,b,t)vf,b,t = 0, ∀f ∈ Freq,t,∀b ∈ B. (4)
We consider the frequency-flat fading wireless channels, and
the receiving signal at user k that requests content f at frame
t can be expressed as
yk,t = h
H
k,tvf,txf,t︸ ︷︷ ︸
desired signal
+
∑
f ′∈Freq,t\{f}
hHk,tvf ′,txf ′,t︸ ︷︷ ︸
inter-group interference
+nk,t,∀k ∈ Gf,t,
(5)
where the aggregate channel matrix hk,t =[
hHk,1,t,h
H
k,2,t, · · · ,hHk,B,t
]H
denotes the CSI from all
SBSs to user k, and the channel vector hk,b,t ∈ CM denotes
the CSI between SBS b and user k; the aggregate beamformer
vf,t =
[
vHf,1,t,v
H
f,2,t, · · · ,vHf,B,t
]H
denotes the beamformers
from all SBSs to precode signal xf,t; and nk,t denotes the
additive complex Gaussian noise, i.e., nk,t ∼ CN (0, σ2k), at
frame t. Therefore, the received signal-to-inference-plus-noise
ratio (SINR) for user k requesting content f at frame t can
be calculated as:
SINRk,t = |hHk,tvf,t|2/gk,t(Vt), (6)
where gk,t(Vt) ,
∑
f ′∈Freq,t\{f} |hHk,tvf ′,t|2 + σ2k.
To guarantee user QoS, the minimum SINR γf at each user
k in multicast group Gf,t needs to be satisfied as
SINRk,t ≥ γf ,∀k ∈ Gf,t,∀f ∈ Freq,t. (7)
Thus, a feasible transmission rate Rf for delivering content
f can be given by Rf = B1 log2(1 + γf ), where B1 (Hz)
denotes the bandwidth of edge links [6].
C. Fronthaul Transmission Model
When the requested contents are not entirely stored in local
SBSs, the uncached portion of contents (parity bits) needs to
be fetched from the CP via fronthaul. To capture the benefits
of MDS codes, we also adopt the multicast beamforming
technique in the fronthaul transmission. To avoid interference
between fronthaul and edge links, the radio spectrum of the
fronthaul links is orthogonal to that of the edge links. Let xf,t
be the information symbol that encodes content f in the CP
at frame t, and E[|xf,t|2] = 1. Hence, the receiving signal1 at
SBS b is
y
b,t
= HHb,twf,txf,t + zb,t, (8)
where wf,t ∈ CN denotes the multicast beamformer that
precodes information symbol xf,t; zb,t denotes the additive
Gaussian noise with distribution CN (0, z2b I); and the channel
matrix Hb,t ∈ CN×M denotes the CSI between the CP and
SBS b at frame t. We also denote Wt = {wf,t,∀f ∈ Freq,t}.
For simplicity, different fronthaul frequencies are allocated to
different SBS clusters. Hence, by applying the technique of
maximum ratio combining (MRC) [30], the fronthaul multicast
data rate for SBS cluster to serve group Gf,t is given by
RFHf,t = min
b∈Bf,t
B2 log2(1 + ‖HHb,twf,t‖2/z2b ),∀f ∈ Freq,t, (9)
where Bf,t = {b|ef,b,t = 1,∀b ∈ B} denotes the SBSs
that are selected to deliver content f at frame t; and B2 is
the bandwidth for each SBS cluster, and the total fronthaul
bandwidth is assumed to be larger than B2K. It is worth
noting that the multicast data rate is dominated by the channel
capacity of the SBSs with the worst channel gain [30].
Hence, SBS clustering should depend on the channel gains
of fronthaul and edge links simultaneously. If coordinating
one SBS with a poor fronthaul link or edge link to deliver
the content, it would unnecessarily consume more power to
satisfy the requirements of user QoS.
Recall that (7) is provided to guarantee the throughputs
of users. Nevertheless, this SINR constraint is still not suf-
ficiently effective to ensure the requirements of user QoS in
content-centric wireless networks. For instance, when users
request videos online, they will not expect to be interrupted
1For simplicity, we consider a single data stream for each SBS in fronthaul
transmissions. The idea of the proposed design also works by adopting
multiple data streams.
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or experience a long buffering time once they have started
watching videos. To avoid these buffering issues, the SBSs
should always store the next segment before it is delivered to
users. The study in [31] investigated the buffering time for
content delivery in uncoded caching. Specifically, for uncoded
caching scheme, the buffering time for delivering content f at
SBS b is given by tf = [sf/Rf − sf (1− lf,b)/RFHf,t ]+, where
operator [·]+ = max{·, 0}. Notably, if zero buffering time is
experienced, i.e., tf = 0, it gives rise to RFHf,t ≥ (1− lf,b)Rf
[31]. This event is considered as no service interruption during
content delivery in this paper. Prior work [16] considered
this fronthaul constraint for beamformer design. For the MDS
coded caching scheme, we present the following proposition
to further enhance user QoS.
Proposition 1: Under MDS coded caching, it needs to satisfy
RFHf,t ≥ max
b∈B
(1− lf,b)ef,b,tRf , ∀f ∈ Freq,t, (10)
to avoid service interruption during content delivery.
Proof. See Appendix A. 
By Proposition 1, we observe that when the requested
content (e.g., content f ) is fully placed in the selected SBSs,
i.e., lf,b = 1 and ef,b,t = 1, its fronthaul transmissions are
not needed, i.e., RFHf,t = 0 and ‖wf,t‖2 = 0. Consider another
special case in which lf,b = 0 and ef,b,t = 1. In this case, (10)
can be simplified as RFHf,t ≥ Rf , which eventually leads to
maximum fronthaul power consumption. Intuitively, the fewer
contents are cached in local SBSs, the higher fronthaul data
rate is required to satisfy user QoS at a cost of more fronthaul
power consumption. Moreover, compared with the fronthaul
capacity constraint used in uncoded caching studies [16], the
derived condition in Proposition 1 under MDS coded caching
is more challenging to address due to the involvement of
fronthaul multicasting and max operator.
D. Power Consumption Model
The overall power consumption of a cached-enabled system
generally arises from three parts, i.e., system maintenance,
cache updating, and content delivery [16], [32]. Specifically,
power consumption for system maintenance is usually utilized
to keep SBSs and the CP active, which is generally a fixed cost
for a deployed network [32]. This can normally be decreased
by turning a few SBSs off, which is not considered here in
order to simply the design. In practice, the cached contents
usually remain fixed for a long term after they are stored in
SBSs while users’ requests arrive much more frequently. Thus,
the frequent reuse of cached contents can reduce considerable
fronthaul power consumption, which leads the energy costs
for cache updating to be negligible [16]. Therefore, we focus
on power consumption for content delivery in this paper.
Power consumption during content delivery mainly com-
prises two parts: edge transmission power from SBSs to users;
and fronthaul transmission power when the CP transmits the
uncached MDS coded contents to SBSs via multicast transmis-
sions. Accordingly, the content delivery power consumption at
frame t is given by
PA,t(Wt,Vt) =
∑
f∈Freq,t,b∈B
δb‖vf,b,t‖2 +
∑
f∈Freq,t
β‖wf,t‖2,
(11)
where δb and β are slopes of the load-dependent power
constant for SBS b and CP, respectively. Preliminary studies
[6], [16] generally considered uncoded caching and delivered
individual contents to each SBS from the CP via unicast. In
this work, the employment of MDS codes can enable fronthaul
multicast by transmitting coded contents to associated SBSs
using the same communication resource. Therefore, it helps to
reduce traffic load and power consumption [9].
III. PROBLEM FORMULATION AND DECOMPOSITION
In this section, we first formulate the mixed timescale
problem, then investigate the problem decomposition for the
two-stage updating scheme, and finally identify the main
challenges for algorithm design.
A. Mixed Timescale Problem Formulation
In this work, our task is to determine cache allocation
matrix L, and transmission policy Ψt = {Wt,Vt,Et}, with
the goal of minimizing content delivery power consumption
PA,t(Wt,Vt) during the next T time frames while provid-
ing QoS guarantees for users. By recalling Proposition 1
and (9), we observe that the multicast beamformers W =
{Wt,∀t ∈ T } and V = {Vt,∀t ∈ T } also depend on cache
allocation L and SBS clustering E = {Et,∀t ∈ T }, with
T = {t0 + 1, · · · , t0 + T} and t0 being the current cache-
updating frame. Hence, it is necessary to jointly optimize the
large timescale variable L together with the small timescale
variables Ψ = {Ψt, t ∈ T }, which yields the following mixed
timescale power minimization problem:
min
L,Ψ
∑
t∈T PA,t(Wt,Vt), (12a)
s.t.
∑
f∈F lf,bsf ≤ Sb, b ∈ B, (12b)
0 ≤ lf,b ≤ 1, ∀f ∈ F , b ∈ B, (12c)
Et ∈ {0, 1}Freq,t×B ,∀t ∈ T , (12d)
(3), (4), (7), (10),∀t ∈ T , (12e)
where constraint (12b) is due to the storage limit at each SBS;
and constraints (7) and (10) are used to provide QoS guaran-
tees for content download. It should be noted that the problem
in (12) is anti-causal at the current cache-updating frame t0
because the users’ requested contents Freq,t, t ∈ T , and their
CSI in the next T frames are generally unavailable. Notably,
problem (12) may not be feasible if the SINR threshold {γf}
in (7) is too large or the CSI of users in different multicast
groups are strongly correlated [6], [33]. Readers are referred
to [33] for a feasibility condition of multicast beamforming
optimization under QoS guarantee constraints in multicell
networks. Herein, we elaborate on addressing problem (12)
when it is feasible.
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B. Practical Implementation for Two-Stage Updating Scheme
To circumvent the difficulty of anti-causality of the problem
in (12), we observe that, in practice, channel statistics are
approximately the same for two consecutive online content
delivery frames. Therefore, by appropriately making use of
historical requests up to the current cache-updating frame t0,
we may obtain an accurate prediction of caching contents for
future requests. Based on the above considerations, we aim to
propose a two-stage updating scheme to handle the problem
in (12).
For unified implementation, we consider that the CP op-
erates in transmission block fashion. As depicted in Fig. 2,
each transmission block consists of T frames, and all SBSs’
caches are updated by the end of each transmission block2.
Moreover, T should be sufficiently large to aggregate enough
historical observations for cache updating, i.e., T  1. In
Cache Updating
Online Content Delivery
Time of Arrival 
Online Content Delivery
0
t
0
1t +
0
t T+ 0 1t T+ +0 1t -0
t T-
Cache Updating
Fig. 2. A mixed timescale model for periodic cache updating and short-term
content delivery.
the first stage, we update the cache allocation L (together
with the clustering and beamforming) by using the historical
content requests and CSI in the past T time frames, i.e.,
T ′ = {t0 − T, t0 − T + 1, . . . , t0 − 1}. In the second short-
term delivery stage, we fix the cache allocation L based on
the results of the first stage, and optimize transmission policy
Ψt according to the current CSI and content requests Freq,t,
for ∀t ∈ T .
1) Long-Term Cache Updating Design: At the cache-
updating frame t0 (e.g., the end of each transmission block),
the historical content requests and CSI are already available
in the CP. Therefore, cache allocation matrix L is given by
solving the following problem P .
P(L,Ψ) : min
L,Ψ
∑
t∈T ′ PA,t, s.t. (12b)− (12e), (13)
where we recall T ′ = {t0−T, . . . , t0−1} in P . Subsequently,
solution L∗ to problem P is used to update the cached
contents, which will serve for content delivery in the next
block T .
2) Short-Term Content Delivery Design: This is imple-
mented at each frame t ∈ T . The CP needs to schedule SBS
clustering and beamforming strategy to satisfy users’ requests
pit, given the cached contents in SBSs L∗ and instantaneous
CSI. Accordingly, transmission policy Ψt is optimized by
solving the following problem.
Pt(Ψt|L∗) : min
Ψt
PA,t(Wt,Vt) (14)
s.t. Et ∈ {0, 1}Freq,t×B , (15)
(3), (4), (7), (10), (16)
for t = t0 + 1, . . . , t0 + T .
2In practice, the CP may adjust the cache-updating frames by taking into
account traffic load [34].
C. Problem Analysis and Reformulation
For ease of discussion, we first analyze the short-term
content delivery design. Problem Pt incorporates beamforming
design for both edge and fronthaul links, as well as SBS
clustering, which is difficult to tackle. The main challenges
are identified as follows:
• Binary Variables for SBS Clustering: Due to the involve-
ment of binary variables Et, Pt is an MINLP. Hence, attaining
an optimal solution for Pt is NP-hard, in general. To address
the discontinuity in Pt, we reformulate the binary constraint
(15) into e2f,b,t − ef,b,t = 0, which can be further written as
two continuous constraints
e2f,b,t − ef,b,t ≥ 0,∀f ∈ Freq,t, b ∈ B, (17)
e2f,b,t − ef,b,t ≤ 0,∀f ∈ Freq,t, b ∈ B. (18)
The equilibrium constraint (4) can also be equivalently written
as a convex constraint
‖vf,b,t‖2 ≤ ef,b,t
√
Pb,∀f ∈ Freq,t, b ∈ B. (19)
It can be verified that the associated beamformer vf,b,t = 0
for ef,b,t = 0.
• Nonconvexity of SINR Constraints (7): Constraint (7) can
be transformed as
γfgk,t(Vt)− |hHk,tvf,t|2 ≤ 0,∀k ∈ Gf,t,∀f ∈ Freq,t, (20)
where the function on the left-hand side is the difference of
two convex (DC) functions. Hence, to take advantage of this
structure, we can adopt the CCCP technique to efficiently
address this challenge.
• Nonconvexity of Fronthaul Multicast Data Rate (9): The
multicast rate (9) for the fronthaul link is yielded by applying
MDS coded caching to our studied model. We can calculate
the fronthaul power consumption according to multicast beam-
formers from the CP. To make (9) tractable, we consider the
following constraint:
2
RFHf,t+τ0(ef,b,t−1)
B2 − ‖HHb,twf,t‖2/z2b ≤ 1,∀b ∈ B, f ∈ Freq,t,
(21)
where parameter τ0 ≥ maxf∈Freq,t Rf , which is a sufficiently
large constant.
• Nonconvexity of Fronthaul Constraints (10): To avoid
download interruptions and provide better QoS guarantees, the
edge transmission rate should be restricted by the fronthaul
capacity (10), which is also a nonconvex constraint. To make
constraint (10) more tractable, it can be re-expressed as
RFHf,t ≥ (1− lf,b)ef,b,tRf ,∀f ∈ Freq,t, b ∈ B. (22)
According to the above analysis, eventually, problem Pt can
be reformulated as
P1,t(Ψt, RFHf,t|L∗) : min
Ψt,RFHf,t
Pt(Wt,Vt) (23)
s.t. (3), (17)− (22). (24)
Proposition 2: Problem P1,t(Ψt, RFHf,t|L∗) attains the same
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optimal value as that of problem Pt(Ψt|L∗).
Proof. See Appendix B. 
As can be observed in problem P1,t, constraints (17), (20)
and (21), which account for the coupling relations among
binary variables for SBS clustering, edge and fronthaul beam-
formers, constitute a main hinderance to solve the proposed
problem. Indeed, developing an efficient algorithm is very
challenging.
IV. PROPOSED ALGORITHM FOR SHORT-TERM CONTENT
DELIVERY DESIGN P1,t
In this section, we focus on developing an efficient algo-
rithm for short-term content delivery design P1,t. To deal with
the aforementioned challenges, we first leverage a Frobenius-
Norm penalty approach to address the difficulty of binary
variables, and then propose a CCCP-based algorithm with
convergence guarantee.
A. A Frobenius-Norm Penalty Approach
Recall that the binary constraint of SBS clustering variable
ef,b,t has been converted into continuous constraints (17) and
(18). However, the tight coupling of these two constraints
may make it difficult to move away from the initial point in
algorithm implementation.
To cope with this difficulty, inspired by the idea in [35],
some nonnegative slack variables E′t = [e
′
f,b,t] can be em-
ployed to relax constraint (17) into
ef,b,t − e2f,b,t ≤ e′f,b,t,∀f ∈ Freq,t, b ∈ B, (25)
where e′f,b,t ≥ 0; and then, the violation of constraint (25) can
be penalized by minimizing the Frobenius Norm of the slack
variable E′t. Accordingly, problem P1,t can be transformed as
R1,t(Θt|L∗) : min
Θt
Pt(Wt,Vt) + λ‖E′t‖F , (26a)
s.t. e′f,b,t ≥ 0,∀f ∈ Freq,t, b ∈ B, (26b)
(3), (18)− (22), (25), (26c)
where variables Θt = {Ψt, RFHf,t,E′t}; and penalty parameter
λ ≥ 0. It is worth noting that although the original MINLP
Pt is reformulated into a tractable form, obtaining the optimal
solution of the original MINLP Pt remains hard since the
reformulated problem R1,t is also nonconvex.
B. Proposed Algorithm for Short-Term Content Delivery
Problem R1,t contains DC constraints (20), (21) and (25),
and other convex constraints and objective function. Thus,
problemR1,t takes the following general form of DC program,
min
θ
f0(θ)− r0(θ) (27a)
s.t. fn(θ)− rn(θ) ≤ 0, n = 1, 2, · · · , n0, (27b)
where functions fn(·) and rn(·) are convex. When gn(·) is
not linear, the DC program is not convex and it is generally
difficult to obtain an optimal solution. An efficient approach
for solving a DC program is to utilize the CCCP technique,
which may attain a local optimal solution [35]. In particular,
θ is updated by solving the following convex problem
min
θ
f0(θ)−∇r0(θ(i))Tθ (28a)
s.t. fn(θ)−
[
rn(θ
(i)) +∇rn(θ(i))T (θ − θ(i))
] ≤ 0, ∀n,
(28b)
where parameter θ(i) is an optimal solution in the ith iteration
of CCCP.
Therefore, we handle problem R1,t(Θt|L∗) based on the
above-mentioned principles. Firstly, we define the follow-
ing functions r1,k(vf,t) = |hHk,tvf,t|2,∀k, r2,b(wf,t) =
‖HHb,twf,t‖2/z2b ∀b, and r3(ef,b,t) = e2f,b,t. Consequently, by
using the first-order Taylor expansion, the lower-bounds for
these functions are given by
rˆ1,k(vf,t) = 2Re{v(i)Hf,t hk,thHk,tvf,t} −
∣∣hHk,tv(i)f,t∣∣2,∀k ∈ Gf,t,
(29)
rˆ2,b(wf,t) = 2Re{w(i)Hf,t Hb,tHHb,twf,t}/z2b −
∥∥HHb,tw(i)f,t∥∥2/z2b ,
(30)
rˆ3(ef,b,t) = (2e
(i)
f,b,t − 1)ef,b,t, (31)
for any f, b, t, respectively, where Ψ(i)t = {W(i)t ,V(i)t ,E(i)t }
denotes the solution in the i-th iteration. Accordingly, problem
R1,t can be addressed by successively solving the following
approximate problem R2,t(Θt|Ψ(i)t ,L∗):
min
Θt
Pt(Wt,Vt) + λ‖E′t‖F (32a)
s.t. γf,tgk,t(Vt)− rˆ1,k(vf,t) ≤ 0,∀k ∈ Gf,t,∀f ∈ Freq,t,
(32b)
2
RFHf,t+τ0(ef,b,t−1)
B2 − rˆ2,b(wf,t) ≤ 1,∀f ∈ Freq,t, b ∈ B,
(32c)
(e
(i)
f,b,t)
2 − rˆ3(ef,b,t) ≤ e′f,b,t,∀f ∈ Freq,t, b ∈ B, (32d)
(3), (18), (19), (22), (26b). (32e)
Problem (32) is convex, and can be efficiently solved by
interior point methods (IPM) in polynomial times using a
standard solver, such as CVX [36].
Algorithm 1 Proposed Algorithm for Short-Term Content
Delivery Design P1,t
1: Initialize i = 0 , E(0)t , λ > 0, τ > 1, λmax, t,L∗
2: Find a feasible point for W(0)t and V(0)t
3: Repeat
4: Solve the convex problem R2,t(Θt|Ψ(i)t ,L∗) by CVX
and obtain Ψ(i+1)t
5: Update λ← min{λmax, τλ}
6: Update i← i+ 1
7: Until some stopping criterion is satisfied
8: Output transmission policy Ψ̂t = {Ŵt, V̂t, Êt}
The corresponding implementation procedure is summa-
rized in Algorithm 1. To obtain a good initial point for
nonconvex problem R1,t, penalty parameter λ is initialized
with a small value λ0 > 0 and gradually increased to force
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slack variable e′f,b,t to approach 0. It is easy to verify that
each variable ef,b,t attains a binary value if slack variable
e′f,b,t = 0. In practical realization, parameter λmax is generally
set to be sufficiently large [35]. The sequence of the objective
value of problem R0, generated by Algorithm 1 during the
iterative process, will converge based on the principle of CCCP
[35]. Furthermore, we consider a small threshold  > 0 for
projecting Et into a feasible solution if the slack variables
are not exactly zero. Namely, when the resulting ef,b,t < ,
we let ef,b,t = 0, otherwise ef,b,t = 1; and the other
decision variables need to be optimized accordingly. Note
that, solving optimization problem R2,t in step 4 dominates
the overall computational complexity. Specifically, we adopt
the fundamentals of complexity analysis for IPM [37]. In
particular, constraint (32c) involves the exponential operation,
which is usually handled by the first-order Taylor expansion
[36]; and other quadratic constraints can be converted into
linear matrix inequality (LMI) constraints. This is a standard
approach. Readers are referred to [37], [38] in greater detail.
For notational convenience, the cardinality of Freq,t is denoted
by F0. As such, solving problem R2,t involves Kt LMI
constraints of dimension BMF0 + 1, B LMI constraints of
dimension MF0+1, BF0 second-order cone (SOC) constraints
of dimension M +1. Eventually, the complexity of Algorithm
1 is in the order of
√
KtX +B(MF0 + 1) + 2BF0n
[
KtX
3 +
B(MF0+1)
3+nKtX
2+nB(MF0+1)
2+BF0(M +1)
2+n2
]
,
where X = BMF0 + 1, and n denotes the dimension of
decision variables3, i.e., F0(1 + 2B + N + MB). As a
comparison, a sparsity-based approach adopted in [16] for
beamformer design in cache-enabled system is as follows:
each binary variable ef,b,t is first replaced by ‖‖vf,b,t‖2‖0,
and then the original problem becomes a sparse optimization
problem, which is further approximated by using the l1/l2-
norm. However, this approach shall suffer from high com-
putational complexity because it comes at cost of lifting the
size of problem. Moreover, applying this approach may turn
problem P1,t to be more complicated than the original one
due to the coupling constraints (21) and (22).
V. PROPOSED TWO-STAGE CONTENT CACHING
FRAMEWORK
In this section, we first present the proposed algorithm
for long-term cache updating design, then develop another
algorithm to reduce computational complexity, and finally
introduce a practical implementation of the proposed two-stage
content caching framework.
A. Proposed Algorithm for Long-Term Cache Updating De-
sign P(L,Ψ)
We observe that when the cache allocation matrix L is
fixed, problem P can be decomposed into a group of in-
dependent subproblems P1,t(Ψt, RFHf,t|L),∀t ∈ T ′. Hence, to
take advantage of this beneficial property, we leverage the
alternating method to solve problem P . Specifically, by fixing
3Low dimensional constraints are omitted which shall not impact complex-
ity order of the whole algorithm.
L = L(i), the first block Ψ can be updated by solving a
group of subproblems P1,t(Ψt, RFHf,t|L(i)),∀t ∈ T ′ in parallel.
For the other block L, it can be updated by checking the
feasibility of problem P by fixing Ψ = {W(i),V(i), E(i)} since
the objective function in P is independent of L. Note that by
recalling Proposition 1 and (9), one can observe that a smaller
fronthaul data rate, i.e., lower-bounded by the right-hand side
of (10), is always likely to result in lower fronthaul power
consumption. Accordingly, an efficient method to update L is
given by solving the following problem as
P2 : min
L
∑
t∈T ′
∑
f∈Freq,t
max
b∈B
(1− lf,b)e(i)f,b,tRf (33)
s.t. (12b), (12c), (34)
which is a convex optimization with linear constraints, which
can also be easily solved by IPM. Towards this end, the entire
process for addressing long-term cache updating design is
summarized in Algorithm 2. Specifically, an inexact block
coordinate descent (BCD) approach is adopted because the re-
sulting subproblem P1,t is still nonconvex. Thus, Algorithm 2
can generate a decreasing sequence of objective values, which
is lower bounded and able to converge due to the monotone
convergence theorem; however, owing to the nonconvexity of
this problem, a suboptimal solution may be attained [39].
Algorithm 2 Proposed Algorithm for Periodic Cache Updating
Design (PCUD) P(L,Ψ)
1: Initialize i = 0 , L(0)
2: repeat
3: Fixing L = L(i), solve problems P1,t(Ψt, RFHf,t|L(i))
for ∀t ∈ T ′ in parallel by Algorithm 1, and the solution
is defined as Ψ(i+1)t
4: Fixing Ψt = Ψ
(i+1)
t , solve problem P2 and the
solution is defined as L(i+1)
5: Update i← i+ 1
6: until some stopping criterion is satisfied
7: Output: L for the next block T
Obviously, finding an effective cache-updating policy comes
at the cost of re-optimization of the beamformers from all
SBSs and the CP, as well as the SBS clustering matrix for
each frame t ∈ T ′. Although the parallel computing in step
3 helps to decrease the execution time, the computational
complexity of this algorithm is in the order O(T ) of that of Al-
gorithm 1. From the perspective of practical implementation, a
compromise between computational complexity and network
performance should be considered.
B. A Learning-Based Approach for Cache Updating Design
Recall that, at each frame t ∈ T ′, the CP needs to calculate
SBS cluster Et by addressing P1,t. Thus, at cache updating
frame t0, the CP has known historical SBS clustering policies
E ′ = {Et,∀t ∈ T ′}. Hereafter, we propose a learning-
based method to perform cache updating by properly utilizing
historical observations {pit,∀t ∈ T ′} and SBS clustering E ′.
In some previous studies, such as [34], the distribution
of content preference is globally estimated and then used to
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optimize cache resources at all SBSs homogeneously. Nev-
ertheless, in practice, the same content may receive different
attention from users served by different SBSs. Accordingly, we
capture content preference by considering users’ local behavior
towards content requests.
In particular, aiming at learning the local content preference,
the CP calculates the F × 1-vector q′b = [q′f,b] for any b at
the end of revealed block T ′. Specifically, each element q′f,b
implies the frequency of content f being served by SBS b in
T ′, i.e.,
q′f,b =
∑
t∈T ′ N
′
f,tef,b,t∑
t∈T ′,f∈F N
′
f,tef,b,t
, (35)
under SBS cooperation, where N ′f,t denotes the number of re-
ceived requests for content f at frame t. Clearly,
∑
f∈F q
′
f,b =
1,∀b. Moreover, to reduce power consumption, the caching
contents are envisioned to be frequently reused as so to
alleviate duplicated fronthaul transmissions. Hence, instead of
solving P(L,Ψ), a cache updating problem is formulated by
minimizing the total fronthaul rate, i.e.,
P3 : min
L
∑
f∈F
max
b∈B
q′f,b(1− lf,b)Rf (36)
s.t. (12b), (12c). (37)
Note that, the utilization of the local content preference {q′f,b}
in P3 allows the CP to update L by tracking and adapting to
historical patterns of SBS collaboration and users’ requests.
One can easily verify that problem P3 is convex, which can
be efficiently solved by IPM. The detailed process for the pro-
posed low-complexity cache updating design is summarized in
Algorithm 3.
Algorithm 3 Proposed Low-Complexity Algorithm for Peri-
odic Cache Updating Design (LC-PCUD) P3
1: Initialize t = t0, T ′ = {t0 − T, · · · , t0 − 1}
2: Calculate the number of received requests N ′f,t for file f ,
∀t ∈ T ′
3: Estimate local content preference {q′f,b,∀f, b} from the
historical observations and SBS clustering E ′ through (35)
4: Obtain the prediction of cache updating matrix L by
solving problem P3
5: Output: L for the next block T
C. Practical Implementation of the Two-Stage Content
Caching Framework
A general flowchart is presented in Fig. 3, which outlines
the practical implementation of the proposed two-stage content
caching framework. Specifically, in the short-term delivery
stage, the CP runs Algorithm 1 to make the short-term
transmission policy for each frame t, i.e., {Wt,Vt,Et}, based
on the instantaneous requests pit and CSI, as well as the
cache status in the local SBSs. Accordingly, the CP delivers
the missed MDS coded parity bits to the selected SBSs via
multicast transmissions while each SBS cluster provides down-
load service with guaranteed QoS to the associated multicast
group by using cooperative beamforming. With regard to
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Fig. 3. Brief process of the two-stage content caching framework for long-
term cache updating and short-term content delivery in a cache-enabled C-
SCNs.
long-term cache-updating stage, the cached contents in all
SBSs are updated by the end of each transmission block
that contains T  1 frames. The CP coordinates the cache
updating policy by leveraging the historical observations and
the collaborative patterns of SBSs. From the perspective of
practical implementation, the CP can run either Algorithm 2
or 3 so as to achieve a good accuracy-complexity trade-off.
VI. PERFORMANCE EVALUATION
Consider a cache-enabled C-SCNs that covers a hexagonal
cell with an edge length of 500 m. The CP is located at
the center of this area, which coordinates five SBSs that are
randomly deployed within this cell. The CP is equipped with
eight antennas, and each SBS is equipped with four antennas.
Consider that all SBSs have an equivalent fractional caching
capacity µ, where µ =
∑
b∈B Sb/(B
∑
f∈F sf ). In addition,
several single-antenna users are randomly distributed within
the cell, except for the area in a radius of 30 m around SBSs
and the CP. The channel bandwidth of edge links is 10 MHz.
With regard to wireless channel, we consider that: the path-
loss model PL(dB) = 148.1 + 37.6 lg(d); d(km) denotes the
distance between each SBS and each user (or the CP) [6]; the
antenna power gain is 10 dBi; and the log-normal shadowing
parameter is 8 dB; and the small scale fading is modeled
as Rayleigh fading with zero mean and unit variance that is
i.i.d. at each frame. We also consider that all users are quasi-
static. In addition, there are 100 contents in the library. To
be realistic, we consider that users have different preference
patterns towards these contents. Specifically, a batch of four
users share a unique Zipf distribution, which is specified by
the popularity rank order of all contents and a skewness factor
[9]. The default settings are: the fractional caching capacity in
each SBS is 20%; the maximum transmit power for each SBS
is 0 dB; the SINR requirement of each multicast group is 10
dB; users’ requests happen 100 times in each transmission
block; a total of three preference patterns towards contents
are considered and the users in each preference pattern are
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randomly active at each frame; for each preference pattern,
the popularity rank order of all contents is randomly generated
and the skewness factor is also randomly picked from region
[1, 3], similar to [9]; the total fronthaul bandwidth is 60 MHz,
and we allocate 5 MHz to serve content delivery for each
multicast group through fronthaul (unless stated otherwise).
With regard to power consumption model, we consider typical
values δb = 2.7 and β = 4.0 [40].
We first illustrate the convergence behavior of the proposed
penalty-based algorithm for short-term content delivery design.
As depicted in Fig. 4, five simulation trials are conducted.
Specifically, in each trial, we initialize penalty parameter λ
with λ0 = 1 and increase it by three every iteration until
λ reaches the maximum value λmax = 50; meanwhile, each
element of E(0)t is randomly generated within [0, 1], but
prefixed as the same value for each trial. Moreover, a small
threshold  = 0.01 is used for quantization. For comparison,
in each trial, the beamformers from each SBS and the CP are
randomly and independently initialized as any feasible point.
It can be observed that all curves descend firstly and then
are slightly lifted due to the increase of the penalty term
in the objective function. After four iterations, the penalty
parameter λ reaches its maximum value, and then the objective
value starts decreasing. Furthermore, we can find that the
objective values of all trials almost converge to the same value
in 5 - 10 iterations. This finding implies that the proposed
algorithm converges very fast and is not sensitive to the
initial points of beamformers, which is suitable for practical
implementation. Next, we evaluate the caching performance
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Fig. 4. Convergence behavior of Algorithm 1.
of the proposed two-stage framework under different network
settings. In particular, the following baselines are considered:
• Uniform Caching (UC): Each SBS randomly and uni-
formly fetches the segments of each content, i.e., lf,b =
µ,∀f ∈ F , b ∈ B. This baseline works as an upper bound.
• Least Recently Used (LRU): Like the idea in [41], at
each frame, each SBS stores the newly arrived contents
according to users’ requests. If overflow error occurs, the
least recently used contents will be removed.
• Genie Aided Caching (GAC): By assuming that we
have already acquired the genie information, i.e., users’
requests {pit, t ∈ T } and CSI in the next transmission
block, the cached contents are updated by Algorithm 2.
This baseline works as a lower-bound.
Meanwhile, the associated short-term transmission policies
of the above baselines are all scheduled by the proposed
MDS codes-aided scheme (e.g., Algorithm 1). To illustrate the
benefits of fronthaul multicast and cooperative beamforming,
we also consider another baseline as follows.
• Two-Stage Fronthaul Unicast Caching (TS-FUC): This
is also a two-stage caching framework by using historical
observations of users’ requests and CSI, similar to the
proposed framework. However, the short-term delivery
scheme is handled by the idea in existing studies [6],
[16], i.e., any cache miss is dealt with by costly fronthaul
unicast.
A. Effects of the Fronthaul Bandwidth
Fig. 5 illustrates the bottleneck effects of fronthaul band-
width on the performance of cache-enabled C-SCNs. Fronthaul
bandwidth for each multicast group varies from 4 MHz to
10MHz. Clearly, the proposed two-stage framework signifi-
cantly outperforms TS-FUC, UC and LRU with an average
of 74.1%, 47.7% and 28.4% reduction in long-term power
consumption, respectively. In addition, the curve of Algorithm
3 (i.e., LC-PCUD) is close to that of Algorithm 2 (i.e., PCUD),
which demonstrates the proposed framework is able to achieve
a desirable trade-off between performance and complexity.
It is worth noting that, under the low fronthaul bandwidth
region, i.e., 4 MHz - 6 MHz, power consumption degrades
rapidly, which implies that fronthaul power consumption may
dominate system performance over this region. When the
fronthaul bandwidth is larger than 7 MHz, all schemes expe-
rience almost no significant reduction in power consumption.
This observation may indicate that, given a sufficiently large
fronthaul bandwidth, power consumption for content delivery
is primarily determined by edge transmissions. Furthermore,
it can be observed the curves of the proposed algorithms
gradually approach the curve of the GAC lower-bound when
the fronthaul bandwidth becomes large. This finding indicates
that the proposed framework could cache the contents effec-
tively by reasonably adapting to the potential patterns of SBS
cooperation and the underlying distributions of local users’
content preferences.
B. Effects of Content Popularity
As shown in Fig. 6, we investigate the effects of content
popularity on long-term power consumption by varying the
number of preference patterns. We can find that when the
number of preference patterns becomes larger, the MNO needs
to satisfy users’ requests at a cost of higher power consump-
tion. The reason for this finding is that when more preference
patterns are considered, more users are involved and thus
the MNO may receive more content requests. Moreover, the
proposed two-stage framework is always superior to TS-FUC,
UC, and LRU with an average power reduction of 92.4%,
26.8% and 20.7%, respectively. Notably, the gaps between the
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proposed framework and TS-FUC become increasingly large
as the MNO receives more content requests. This observation
indicates that using unicast transmissions in fronthaul may
cause substantial energy costs, which prevents SBS cooper-
ation from being efficient and degrades system performance.
Moreover, we can observe that the gaps between the proposed
framework and GAC scheme vanish when the number of
preference patterns becomes large.
From the above analysis, we can conclude that the pro-
posed framework exhibits superior performance gain over
the baselines of TS-FUC, UC and LRU, and is also able
to approach the performance of GAC under broad fronthaul
bandwidths and heterogeneous content preference scenarios.
In addition, the proposed low-complexity algorithm is capable
of achieving a good approximation of Algorithm 2. In the
remaining simulations, we focus on performance comparison
between the proposed framework (implemented by Algorithm
2) and the UC upper-bound, as well as the GAC lower-bound.
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C. Effects of Fractional Caching Capacity in SBSs
The effects of fractional caching capacity in each SBS on
the proposed framework are plotted in Fig. 7. It is important
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Fig. 7. The effects of fractional caching capacity.
to investigate caching performance under a low caching region
in practical implementation because the storage size at SBS is
usually somewhat restricted compared to the massive amounts
of contents in the Cloud. As shown in Fig 7(a), when the
caching capacity is within 6%, the proposed scheme almost
matches the lower-bound scheme; when more storage is avail-
able at SBSs, the gap between the proposed scheme and the
lower-bound gradually becomes larger. In general, under the
low caching region, which is our main concern in practice, the
proposed scheme performs very close to the lower-bound and
consumes 44.3% less power than the upper-bound scheme.
Furthermore, the curves of the proposed scheme and base-
lines over the entire caching region are plotted in Fig. 7(b).
Specifically, when fractional caching storage becomes large,
the curve of the proposed scheme gradually decreases and
approaches the lower-bound. Moreover, when the fractional
caching capacity is 40% or more, the power consumption of
the lower-bound scheme generally remains constant. This is
because the SBSs have sufficient storage to cache all requests
given the genie information. The curve of the proposed scheme
merges the lower-bound in the high caching region [0.7,1] as
anticipated. Indeed, a larger caching storage makes it more
likely to find the requested contents in local SBSs.
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VII. CONCLUSIONS
In this paper, we have developed an efficient content caching
framework by jointly considering long-term cache updating
and short-term content delivery. With the goals of reducing
long-term power consumption and catering to the requirements
of users’ QoS, a mixed timescale problem has been formulated
to optimize MDS coded cache updating, multicast beamform-
ers, and SBS clustering. Without pre-specifying any prior
information about content popularity, the caching contents are
allowed to be updated by making use of historical users’
content requests and CSI. From the perspective of engineering
implementation, we have proposed two efficient algorithms
to address long-term cache updating design and short-term
content delivery design, respectively. Furthermore, a low-
complexity algorithm has been proposed by using a learning-
based method to capture local content preferences. Finally,
simulation results have been presented to demonstrate that
the proposed caching framework outperforms extant caching
and transmission schemes, and performs close to the genie-
aided lower-bound under broad fronthaul bandwidths and
heterogeneous content preference scenarios.
APPENDIX
A. Proof of Proposition 1
According to the principle of MDS decoding, the multicast
traffic load for each segment of content f is maxb∈Bf,t(1 −
lf,b)s0 [9]. Consider that each SBS always has sufficient
buffering capacity for the decoding process. Our main concern
is to allow the contents to be delivered continuously during
content delivery, regardless of initial buffering delays.
Let tf be the buffering time of each segment during content
delivery, which can be given by
tf =
[
maxb∈Bf,t(1− lf,b)s0
RFHf,t
− s0
Rf
]+
, (38)
where operator (·)+ = max{·, 0}. Thus, when the buffering
time tf = 0, we have
RFHf,t ≥ max
b∈B
(1− lf,b)ef,b,tRf . (39)
This implies that the transmission of the current segment can
directly occur after users have received the previous one, i.e.,
no buffering time is observed during content downloading.
Otherwise, the SBSs have to wait tf seconds in order to
complete fetching the missing part of the current segment.
The above analysis completes the proof.
B. Proof of Proposition 2
As aforementioned, constraints (17)-(20) and (22) are equiv-
alently reformulated. Hence, we focus on constraint (21). To
begin, (9) can be reformulated as
RFHf,t ≤ B2 log2(1 + ‖HHb,twf,t‖2/z2b ),∀f ∈ Freq,t, b ∈ Bf,t.
(40)
Clearly, for problem Pt, the inequality in constraint (40)
should be active for the SBS b′ ∈ Bf,t with the lowest fron-
thaul capacity. Otherwise, one can always find other feasible
beamformers wf,t that give rise to a smaller objective value.
Moreover, constraint (21) can be rewritten as
RFHf,t ≤ B2 log2(1 + ‖HHb,twf,t‖2/z2b )
+ τ0(1− ef,b,t),∀f ∈ Freq,t, b ∈ B. (41)
We consider the following two cases. Firstly, when ef ′,b′,t = 1,
we have b′ ∈ Bf ′,t. In this case, for any (f ′, b′), the
associated inequality in constraint (41) is equivalent to the
corresponding inequality in constraint (40). For the other case
where ef ′,b′,t = 0, we have b′ /∈ Bf ′,t; thus, none of the
associated inequality exists in constraint (40); by recalling
(10), when an optimal solution to Pt is met, it gives rise to
B2 log2(1+‖HHb′,twf ′,t‖2/z2b′)+τ0(1−ef ′,b′,t) ≥ B2 log2(1+
‖HHb′,twf ′,t‖2/z2b′) + Rf ′ ≥ RFHf ′,t. As can be observed, the
associated inequality in (41) is redundant if ef ′,b′,t = 0 and
b′ /∈ Bf ′,t. Hence, P1,t attains the same optimal value as that
of Pt. Based on the above analysis, Proposition 2 holds.
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