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Abstract 
In this paper, a new homotopy perturbation method (NHPM) is introduced for obtaining the solution of linear 
and non-linear Schrödinger equations. To illustrate the high accuracy, capability and reliability of the method 
several examples are provided. In this method, the first approximate solution has been used to reach the exact 
solution of the equation. 
 
Keywords: New homotopy perturbation method, Linear Schrödinger equation, Non-linear equation. 
 
1 Introduction 
Let's consider the linear Schrödinger equation of the following form 
   
2 0, ,0 , 1, t xx u iu u x f x i      
and the nonlinear Schrödinger equation of the following form 
 
2
0, ( ,0) ( ). t xx iu u v x u u u u x f x        
Where  ,   are a constants,    , u x t  is a complex function, and    vxis a function in term ofx . These 
problems generally arise frequently in many areas of sciences and engineering such as; physics, optics, 
plasma physics, superconductivity and quantum mechanics. Many powerful methods have been presented 
to solve this equation like Adomian decomposition method [1-2], finite differential method [3], homotopy 
perturbation  method  [4],  differential  transform  method  [5],  and  some  others.  Homotopy  perturbation 
method can be considered as a universal method capable to solve various kinds of non -linear functional 
equations  [6-7].  For  example,  it  was systems  of  Volterra  integral  equations  of  the  second  ki nd [8], to 
generalized Hirota–Satsuma coupled KdV equation [9], and too many other equations [10-13]. 
Journal of Interpolation and Approximation in Scientific Computing 2014 (2014) 1-8  
Available online at www.ispacs.com/jiasc  
Volume: 2014, Year 2014 Article ID: jiasc-00062, 8 Pages  
doi:10.5899/2014/jiasc-00062  
Research Article   of 8 2 Journal of Interpolation and Approximation in Scientific Computing                                                                                                                 
http://www.ispacs.com/journals/jiasc/2014/jiasc-00062/   
 
 
International Scientific Publications and Consulting Services  
The article is presented as follows. In Section 2, the new modification of HPM, called NHPM, for solving 
partial  differential  equation  is  presented.  The  numerical  scheme  by  two  linear  and  four  nonlinear 
Schrödinger equations for illustration are stated in Section 3. The conclusion of the article appears in 
Section 4.  
 
2 The basic idea of NHPM 
The general form of a system of PDEs can be considered as the follows: 
    1 1 1 1 , , , ( , , , ) . nn
u
N u x x t g x x t
t




                                                                                  (2.1) 
With the following initial conditions: 
1 1 0 1 1 ( , , , ) ( , , ) . nn u x x t f x x    
 
WhereN is a non-linear operator, which usually depends on the function u and its derivatives with respect 
to 's, i 1,2, , 1, , i x n t   and g  is inhomogeneous term. 
For  solving  Eq.  (2.1),  by  using  NHPM,  we  co nstruct  the  following  homotopy:
  0 1 ( ) 0 .
UU
p u p N U g
tt
                   
                                                                                     (2.2) 
or 
  00 ( ) .
U
u p u N U g
t

   

                                                                                                             (2.3) 
Applying the inverse operator,   
0
1 .
t
t L dt
  , to both sides of Eq.(2.3), we obtain 
     
0 0
1 2 1 1 2 1 0 0 0 , , , , , , , , ( ) ,
tt
nn tt U x x x t U x x x t u dt p u N U g dt                                           (2.4) 
where 
    1 2 1 0 1 2 1 0 , , , , , , , , . nn U x x x t u x x x t    
 
Let us present the solution of Eq (2.4) in the following form 
2
0 1 2 , U U pU p U                                                                                                                       
(2.5)  
where  , 0,1,2, , j Uj  are  functions  which  should  be   determined.  Suppose  that  the  initial 
approximation of the solution of Eq. (2.1) is in the following form: 
      0 1 2 1 1 2 1
0
, , , , , , , , n j n j
j
u x x x t a x x x p t



                                                                        (2.6)  
 
where    1 2 1 , , , , 0,1,2, , jn a x x x j    are unknown coefficients, and        0 1 2 , , , p t p t p t  are 
specific functions.
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     
       
   
   
0
00
0
0
0
0 1 2 1 1 2 1 0
0
1
1 1 2 1 0 0
0
2
2 1 2 1 0 1
1 2 1 0 1 1
: , , , , , , , ,
: , , , , ,
: , , , , ( , ) ,
: , , , , ( , , , ) ,
t
n n j t
j
tt
nj tt
j
t
n t
t j
j n j t
p U x x x t f x x x a p t dt
p U x x x t a p t dt N U g dt
p U x x x t N U U dt
p U x x x t N U U U dt









   


 
 


                                                           (2.7) 
By solving these equations in such a way that    1 1 2 1 , , , , 0, n U x x x t    then Eqs. (2.7) yield to 
  1 2 1 , , , , 0, 2,3, . jn U x x x t j    
Therefore, the exact solution may be obtained as follows:
     
   
0
1 2 1 0 1 2 1
1 2 1 0
0
, , , , , , , ,
, , , .
nn
t
nj t
j
u x x x t U x x x t
f x x x a p t dt





  
                                                         (2.8)
 
It  is  worth  mentioning  that  if    11 , , , , n g x x t  and    0 1 2 1 , , , , n u x x x t  are analytic around  0, tt   
then their Taylor series can be written as 
    
    
0 1 2 1 1 2 1 0
0
*
1 1 1 2 1 0
0
, , , , , , , ,
, , , , , , .
j
n j n
j
j
n j n
j
u x x x t a x x x t t
g x x t a x x x t t










                                                                    (2.9) 
which can be used in Eqs. (2.7).   1 2 1 , , , , 0,1,2, , jn a x x x j    are unknown coefficients that must 
be computed, and   
*
1 2 1 , , , , 0,1,2, , jn a x x x j  
 
are known ones. 
Selecting initial approximation is one of the difficulty of HPM. Indeed, NHPM presents an algorithm for 
guessing  proper  initial  approximation,  so  the  rapid  convergence   along  with  less  calculation will  be 
obtained. 
To show the capability of the method, NHPM applied to some examples in the next section. 
 
3 Application 
3.1. Linear Schrödinger equation 
Let's consider the linear Schrödinger equation of the following form 
0, t xx u iu                                                                                                                                           (3.10) 
subject to the following initial condition 
  ( ,0) . u x f x   
To solve Eq. (3.10) by using NHPM,we construct the following homotopy: 
2
002 ( , ) ( , ) ( , ) .
UU
x t u x t p u x t i
tx
 
     
                                                                                       (3.11)  
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Applying the inverse operator,   
0
1 .,
t
t L dt
   to both sides of this equation, results in  
2
00 2 00 ( , ) ( ,0) ( , ) ( , ) .
ttU
U x t U x u x t dt p u x t i dt
x
 
                                                                (3.12) 
Suppose that the solutions of system (3.12) are such that (2.5) is satisfied. Substituting Eq. (2.5) into Eqs. 
(3.12), collecting terms with the same powers of p ,and taking the coefficients of  p zero, yields to: 
0
00 0
2
1 0
10 2 0
2
2 1
2 2 0
2
3 2
3 2 0
: ( , ) ( ,0) ( , ) ,
: ( , ) ( , ) ,
: ( , ) ,
: ( , ) ,
t
t
t
t
p U x t U x u x t dt
U
p U x t u x t i dt
x
U
p U x t i dt
x
U
p U x t i dt
x

 
   
 
 
 
 
 
 
 




                                                                                        (3.13) 
Assume      0
0
( , ) ( ) , ,0 ,0 .
n
n
n
u x t a x t U x u x


   
Now if we solve these equations in such a way that    1 , 0, U x t   then Eqs. (3.13) yield to 
  , 0, 2,3, . j U x t j   
Therefore the exact solution may be obtained as the following form:
      0 0
0
, , ,
t n
n
n
u x t U x t f x a t dt


     
where
   , 0,1,2, , j a x j   are unknown coefficients which should be computed. 
 
Example 3.1.We first consider the linear Schrödinger equation [5] 
0, t xx u iu                                                                                                                                           (3.14) 
subject to the initial condition 
( ,0) 1 cosh2 . u x x                                                                                                                               (3.15) 
The exact solution is 
 
4 , 1 cosh2 .
it u x t xe
   
Solving equations (3.13) for    1 , U x t  lead to the following result:  
   
23
1 0 1 0 2 1 ( , ) 4 cosh2 .
2 2 3
xx xx
t i t
U x t a i x t a ia a a            

                                    (3.16) 
By vanishing of    1 ,, U x t the coefficients  , 1,2,3, , n a x n  will be obtained as follows: 
23
0 1 2
64
( ) 4 cosh2 , ( ) 16 cosh2 , ( ) cosh2 , .
2
a x i x a x i x a x i x       
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23
0 0 1 2
2 2 3 3 4
11
( , ) ( , ) 1 cosh2 ( ) ( ) ( )
23
16 64
1 1 4 cosh2 1 cosh2 ,
26
it
u x t U x t x a x t a x t a x t
it i t i t x e x

      
         

 
which is an exact solution. 
   
3.2. Nonlinear Schrödinger equations 
Let's consider the following nonlinear Schrödinger equation in the following form 
 
2
0, t xx iu u v x u u u                                                                                                                (3.17) 
with the initial condition:  
  ( ,0) . u x f x   
Let's rewrite the Eq (3.17) in following form: 
 
2
2
2 0.
uu
i iv x u i u u
tx


   

                                                                                              (3.18) 
Where  u   is  the  complex  conjugate  of . u To  solve  Eq.  (3.17),  by  NHPM,  we  construct  the  following 
Homotopy: 
 
2
2
00 2 ( , ) ( , ) ( , ) .
UU
x t u x t p u x t i iv x U i U U
tx

 
       
                                            (3.19) 
Applying the inverse operator,   
0
1 .,
t
t L dt
   to both sides of this equation, we obtain 
 
2
2
00 2 00 ( , ) ( ,0) ( , ) ( , ) .
tt U
U x t U x u x t dt p u x t i iv x U i U U dt
x

 
                         (3.20) 
Suppose that the solutions of the system (3.20) are as assumed in (2.5), substituting into (3.20), from (2.5), 
collecting the terms with identical powers of , p and equating all coefficients to zero, yields to 
 
   
   
0
00 0
2
2 1 0
1 0 0 0 0 2 0
2
22 1
2 1 0 1 0 0 1 2 0
2
3 2 2 2
3 2 0 2 0 1 0 0 1 0 1 1 2
: ( , ) ( ,0) ( , ) ,
: ( , ) ( , ) ,
: ( , ) 2 ,
: ( , ) 2 2
t
t
t
p U x t U x u x t dt
U
p U x t u x t i iv x U i U U dt
x
U
p U x t i iv x U i U U U U U dt
x
U
p U x t i iv x U i U U U U U U U U U U
x




 
     
 
 
    
 
 
      
 



0 ,
t
dt 
 
         
(3.21) 
Assume      0
0
( , ) ( ) , ,0 ,0 .
n
n
n
u x t a x t U x u x


   
If we solve these equations, considering   1 , 0, U x t   then Eqs. (3.21) yield to 
  , 0, 2,3, . j U x t j   
Therefore, the exact solution may be obtained the following:
      0 0
0
, , ,
t n
n
n
u x t U x t f x a t dt


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where  , 0, , , j a x j n   are unknown coefficients which should be computed. 
 
Example 3.2. Consider the following cubic nonlinear Schrödinger equation [5] 
2
2 0, t xx iu u u u                                                                                                                                (3.22) 
with initial condition as follows 
  ,0 .
ix u x e   
The exact solution is 
 
  3 ,.
i x t u x t e
 
 
In this example we have    1, 0, 2. vx      By inserting these values in Eqs (3.21) and Solving the 
equations for    1 , U x t the result shows 
 
   
10
2
2
1 0 0 0
3
22
2 1 1 0 0 0 1
( , ) 2
22
2
1
2 2 .
2 2 3
ix ix
ix ix ix
xx
ix ix ix
xx
U x t a ie ie t
t
a ia i a e a e e
it
a a i ae a a e a e a


   
    
             
 
Considering  the  hypothesis    1 , 0, U x t    coefficients      1,2,3,... n a x n  will  be  determined  as 
follows:  
23
0 1 2
27
( ) 3 , ( ) 9 , ( ) , .
2
ix ix ix a x ie a x i e a x i e       
Therefore we obtain the solution of Eq. (3.22) as follows 
 
23
0 0 1 2
3 2 2 3 3
11
( , ) ( , ) ( ) ( ) ( )
23
9 27
1 3 ,
26
ix
i x t ix
u x t U x t e a x t a x t a x t
it i t i t e e

     
       

 
which is an exact solution. 
 
Example 3.3. We consider the nonlinear Schrödinger equation in one-dimensional with trapping potential 
[5]  
2 2 1
cos ,
2
t xx iu u u x u u                                                                                                                 (3.23) 
subject to the initial condition 
( ,0) sin . u x x   
The exact solution is 
 
32 , sin .
it u x t xe
   
With replacement values   
2 1
cos , , 1,
2
v x x        in Eqs. (3.21), and equations result in 
 
23
10
2
2 2 2
1 0 0 0 0
3
2 2 2 2 2
2 1 1 1 0 0 0 1
( , ) sin sin cos sin
2
cos sin 2 sin
22
1
cos sin sin 2 sin .
4 2 2 3
xx
xx
i
U x t a x i x x i x t
it
a a ia x i a x a x
i i t
a a a x i a x a x a a a x
      

       

            
 
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so 
23
0 1 2
3 9 27
( ) sin , ( ) sin , ( ) sin , .
2 4 16
a x i x a x i x a x i x       
Therefore we obtain the following exact solution of Eq. (3.23) 
23
0 0 1 2
2 2 3 3 3 2
11
( , ) ( , ) sin ( ) ( ) ( )
23
3 9 27
1 sin sin .
2 8 48
it
u x t U x t x a x t a x t a x t
it i t i t x e x

     
       

 
According to the homotopy perturbation method, we have 
 
 
 
   
0
1
22
2
, sin ,
3
, sin ,
2
9
, sin ,
8
32
, sin ,
n!
n
n
U x t x
U x t it x
U x t i t x
it
U x t x





 
Therefore, the solution will be as follows: 
    2 2 3 2 32 39
, sin sin sin sin sin .
2 8 n!
n
it it
u x t x it x i t x x e x
 
        
 
4 Conclusion 
In this article, a new modification of HPM, called NHPM, has been applied for solving linear and non-
linear Schrödinger equations. This method has been applied to one linear and two nonlinear examples 
successfully. Two most important steps in application of the NHPM are to construct a suitable homotopy 
equation and to choose a suitable initial approximation. In most cases the number of calculations in the 
NHPM is less than HPM. Furthermore, the exact solution can easily be obtained by using NHPM in 
comparison to HPM in some equation. The results show that NHPM is a powerful tool for obtaining exact 
solution of linear and nonlinear equations. The computations associated in this work were performed by 
using Maple 16. 
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