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Abstract—We consider Markov Decision Processes (MDPs) as
transformers on probability distributions, where with respect
to a scheduler that resolves nondeterminism, the MDP can be
seen as exhibiting a behavior that is a sequence of probability
distributions. Defining propositions using linear inequalities,
one can reason about executions over the space of probability
distributions. In this framework, one can analyze properties that
cannot be expressed in logics like PCTL∗, such as expressing
bounds on transient rewards and expected values of random
variables, and comparing the probability of being in one set
of states at a given time with that of being in another set of
states. We show that model checking MDPs with this semantics
against ω-regular properties is in general undecidable. We then
identify special classes of propositions and schedulers with respect
to which the model checking problem becomes decidable. We
demonstrate the potential usefulness of our results through an
example.
I. INTRODUCTION
Markov Decision Processes (MDPs) are the standard model
for describing systems with probabilistic and nondeterministic
or controlled behavior [1]–[5]. At every state of an MDP, one
or more actions are available, and each action is associated
with a probability distribution over the successor states. In
order to define the semantics of such an MDP, the nondeter-
ministic choices are assumed to be resolved by a scheduler
or adversary. Informally, at each step, the scheduler picks an
action (based on the execution thus far), and then a next state
is picked according to probability distribution associated with
the action. Thus, fixing an initial state and a scheduler, the
MDP can be viewed as defining a probability measure on
the space of trajectories (runs) of the system. By considering
logics that reason about the measure of trajectories satisfying
modal properties [2], [6], a variety of quantitative properties
can be established about such systems [5].
Another way to view the semantics of an MDP is as a trans-
former of probability measures or probability distributions.
In this view, the scheduler’s strategy and initial probability
measure determine a single infinite sequence of probability
distributions, where the ith probability distribution in the
sequence represents the probability distribution over the state
space at step i. Such an interpretation yields natural models
of many real-world systems, where distributions over a set
of possible states is the “configuration” of the system. For
example, in a sensor network, individual sensor nodes may be
asleep, computing, transmitting, sensing or dead. The sensor
network may be represented by the probability that each node
is in a particular state. In Queuing models, at a given time for
a queue, a probability may be assigned for each possible state
of the queue. As a third example, consider the compartment
model for drug Absorption, Distribution, Metabolism, and
Elimination (ADME) processes: ADME captures the diffusion
of drugs through different organs of the body [7]. Based the
compartment model, we can assign a probability that a drug
is in a particular organ at a given point in time. In all the
above examples, we can represent the system at any point by a
probability distribution over the possible states that the system
may be in. It follows that the evolution of these systems can be
represented by the evolution of their probability distributions.
There are a number of different properties for such systems
that we would we would like to express. One such property is
how the probability of being in one set of states compares with
the probability of being a different set of states. Another kind
of property is based on values associated with each state; in the
above examples, these properties are quantities, respectively,
the energy consumed by a sensor node, the length of a queue,
and the concentration of a drug in an organ. Such quantities
are termed rewards. In particular, we are interested in expected
rewards at a given instant of time, for example, the expected
queue length. Note that this reward would be a simple function
of the probability at the given instant.
Other properties of interest are temporal in nature. Again,
consider the examples we mentioned earlier. In queuing sys-
tems, we may interested in guaranteeing that eventually the
expected queue length is always less than some constant. In
the drug dissemination case, we may be interested in ensuring
that the expected drug concentration never exceeds a given
maximum and is always above some minimum threshold. We
more also be interested in the comparison of temporal prop-
erties. For example, we may want to ensure that the expected
concentration of the drug in one organ always exceeds the
expected concentration in another organ by some threshold.
Such properties about sequences of probability distributions
can be expressed by defining propositions using linear inequal-
ities over probability distributions, and using modal operators
to reason about temporal behavior. These properties cannot be
expressed by typical specification logics as such logics reason
about the probability space of trajectories (see Section II on
Related Work for details).
The approach we use is taken in [8] for Discrete Time
Markov Chains (DTMCs), i.e., for models of probabilistic
systems without nondeterminism. In the case of DTMCs,
fixing the initial probability distribution determines a single
sequence of probability distributions. In this paper, we extend
these ideas to reason about MDPs with respect to different
sets of schedulers.
We focus on a special class of schedulers called Markovian
(or step-dependent) schedulers [1]. Markovian schedulers are
those where the action chosen a step depends on the state and
the number of steps taken thus far. Observe that memoryless
(or simple) schedulers (i.e., those where the choice of action
only depends on the state) are a special kind of Markovian
schedulers. MDPs with such schedulers arise in a number of
contexts, including that of Non Homogeneous Discrete Time
Markov Chains (NHDTMC) [9].
A Markovian scheduler can be seen as a mapping from a
each discrete time instant to a stochastic matrix, where the
stochastic matrix captures the nondeterministic choice from
each state. Thus, a given Markovian scheduler is nothing but
an infinite sequence of stochastic matrices; assuming that each
state has finitely many nondeterministic choices, the scheduler
is an infinite word over a finite alphabet. Therefore, a set of
Markovian schedulers is a language of infinite words, and we
consider sets of schedulers that are described using ω-regular
languages. The basic computational question we investigate is
the following: Given an MDP M, a regular set of schedulers
V , propositions over probability distributions defined using
linear inequalities, and a regular set B of infinite words over
these propositions that defines “bad” behaviors, is there a
scheduler s ∈ V such that M’s run with respect to s is a
bad execution (i.e., the execution is in B).
We prove a number of results about the decidability of
this basic model checking question. We first show that the
model checking problem is undecidable, even when the set
of schedulers are all Markovian schedulers. This result is
proved by reducing the emptiness problem of Probabilistic
Finite Automata (PFA) [10]. Next, we show decidability in two
special cases. First we show that if we restrict our attention
to propositions that only check if the probability measure of
some state (or set of states) is non-zero, then the problem
is decidable in PSPACE. This is shown by demonstrating that
with respect to such propositions, any MDP (with finite states)
is bisimilar to a finite state transition system. We also show
that this upper bound is tight, by proving that the problem
is PSPACE-complete. Next, we show that the model checking
problem for general propositions is decidable if we restrict the
set of schedulers to be almost acyclic; a set of schedulers is
almost acyclic if the Bu¨chi automaton recognizing the set is
acyclic except for states having a single self loop. We prove
this by showing the set of sequences of propositions that an
MDP can exhibit with respect to such an almost acyclic set
of schedulers is an ω-regular language, and an automaton
recognizing such a language can be effectively constructed
by using the decidability of the first order theory of reals.
Our theoretical results generalize previous results [8], [11]
in a number of directions: we consider the model checking
problem with respect to more general properties (ω-regular
as opposed to iLTL), more general schedulers (Markovian as
opposed to stationary), and more general sets of schedulers
(multiple as opposed to single).
Finally, we conclude the paper by presenting an example
demonstrating the usefulness of the model we consider and
results.
II. RELATED WORK
There has been significant amount of work done on model
checking MDP’s, where they consider probability space of
infinite runs (trajectories) of the MDP with respect to a sched-
uler [5], [12]. In this line of work, properties are specified in
logic like PCTL and PCTL∗ that reason about the probability
measure (on runs) induced by the MDP under some scheduler.
Such properties are incomparable to the kinds of properties we
consider here. Intuitively, logics like PCTL and PCTL∗ do not
allow one to reason about the probability of being at different
states at the same time, and on the other hand, the properties
we consider do not take into account the branching structure
of the system. Precise mathematical proofs of the expressive
powers of these logics is given in the section II-A.
Apart from the line of work on logics like PCTL, there
have a couple of proposals on exogenous logics that rea-
son about probability distributions [13], [14]. Beauquier et.
al. [13] consider a predicate logic of probability that does
allow comparing the probability of being in different states
at the same time. However, this logic of probability is also
incomparable to the properties we consider here. While the
logic of probability can reason about the measure of certain
execution paths (which we don’t consider), the logic can only
reason about simple comparison of the probability of different
states at a given time instant; detailed comparison can again be
found in II-A. Finally, so far only the model checking problem
of DTMCs against this predicate logic of probabilities has been
considered; the focus of this paper is MDPs. Another logic
reasoning about distributions is proposed in [14]. The class of
properties considered here is likely to be incomparable to the
exogenous logic in [14] primarily based on the difference in
model checking complexity. However, precise comparison of
the two approachs is left for future investigations.
This paper is a continuation of the line of work initiated by
Kwon and Agha, where they propose a logic iLTL to express
temporal behaviors of probability distribution executions of
Discrete Time Markov Chain(DTMC) [8], [11]. We extend this
line of work by considering MDPs, and more general class of
properties (ω-regular as opposed to LTL).
A. Comparison with PCTL∗ and logic of probability of
Beauquier et al.
The class of properties we consider in this paper, is in-
comparable to both PCTL∗ [5] and the logic of probability,
introduced by Beauquier et. al. [13]. We recall that the logic
of probability and PCTL∗ were shown to have different
expressiveness in [13]. We begin by considering PCTL∗.
Consider the systems D1 and D2 shown in 1. Both these
systems are Discrete Time Markov Chains (DTMCs). So
Fig. 1. Discrete Time Markov Chains distinguishable by PCTL∗ formula.
they do not have any non-determinism and are defined by
a single stochastic matrix. Thus, in our semantics, D1 and
D2 each have a single execution sequence. Moreover, D1
and D2 exhibit the same infinite execution sequence of
distributions. However, consider the PCTL∗ property ϕ1 =
Prob>1/8(X(BUE)). Observe that D1 satisfies ϕ1 but D2
does not. Thus, ϕ1 is not expressible in the framework we
consider. Conversely, it was shown in [13], that the prop-
erty ψ1 = ∃t. Prob≥1(Q(t)) in logic of probability is not
expressible in PCTL∗. Property ψ1 says that there is time step
t when the total measure of states labeled Q is at least 1.
The property ψ1 can be expressed in our setting as follows.
Consider a labeling function that labels the distributions in the
set {µ | ∑q∈Q µ(q) ≥ 1} as a. Thus, checking for ψ1 is the
same as checking if eventually we get to a distribution labeled
a, i.e., Fa.
The logic of probability is also incomparable with the
properties we consider. Once again consider the systems D1
and D2 in 1. The property ϕ2 = Prob>1/8(∃t, t′. (t <
t′) ∧ B(t) ∧ E(t′)) is satisfied by D1 but not D2. Once
again since D1 and D2 are equivalent in our semantics, we
cannot express ϕ2. If the we restrict our attention to linear
labeling functions where all the coefficients in the linear
expressions are constrained to be 1 then all the properties
we consider can be expressed in the logic of probability.
However, using general linear labeling functions, we can
express properties that cannot be expressed using the restricted
labeling functions. For example, consider distributions of the
set S = {q1, q2}. The labeling function that assigns label b to
the set {µ | µ(q1) + 2µ(q2) < 2/3} cannot be expressed by
any finite Boolean combination of restricted labels.
III. MOTIVATION
We begin by motivating the use of Markov Decision Pro-
cesses as transformers of probability distributions. We consider
a generic class of models in drug administration, called
compartment models, and show how these fit the framework
we consider in this paper. This will serve as a running example
throughout this paper.
In pharmacokinetics, drug disposition changes in our body
are often modeled as compartment models [15]. A compart-
ment is a group of tissues that have similar blood flow and drug
affinity. Compartment models have the memoryless property
since drug transition rates leaving a compartment are propor-
tional to the drug concentration levels in the compartment.
Hence they can be modeled as Markov chains.
However, one of the complications in the analysis of the
pharmacokinetic models is that the drug kinetics often has
a multimodal behavior. For example, the drug elimination
process shows a saturation behavior when there are more
drugs than enzymes; in other words, depending on the drug
concentration level, a body be in a normal mode or a saturation
mode. The saturated mode has often been modeled using a
nonlinear kinetics called Michaelie-Menten kinetics. However,
this model can be simplified to a linear model when the drug
concentration level is large compared to the Michaelie con-
stant [15]. Thus, this multimodal behavior can be effectively
captured as an MDP.
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Fig. 2. A three compartment model. The unit of the rate constants is 1/min.
We now describe the compartment model of a specific
drug called Insulin−131I [16], [17]. Figure 2 shows a labeled
state transition diagram of a three compartment model for
Insulin−131I. In this diagram, the boxes are the states and the
labels at the directed edges are the transition rate constants.
The states Pl, IF, and Ut are the three compartments repre-
senting, plasma, interstitial fluid, and the site of utilization and
degradation. Dr and Cl are the states for the unabsorbed and
the cleared drug respectively. We introduce the Re state to
use physical units in the specification: if α (mg) of drug is
initially taken, then we can put α in the Dr state and 1 − α
in the Re state so that the elements of the initial probability
distribution adds up to one. Also, by choosing a large unit,
one can always make 0 ≤ α ≤ 1. Because the rate constant
from Re to Cl is infinite, the remaining drug in this state is
instantly moved to the cleared state without interacting with
the rest of the system. This infinite rate can be easily handled
in the corresponding Markov matrices by setting the transition
probability from Re state to Cl state to 1.
We now build an MDP model for both the normal mode
and the saturated mode of drug kinetics for Insulin. Let Rn
and Rs be the infinitesimal generator matrices, respectively,
for the normal mode and the saturation mode (See Figure 2).
We let the sampling time be T = 10 (in min). Then N =
eT ·Rn and S = eT ·Rs , as shown in Figure 3, are the stochastic
matrices for the corresponding modes. Observe that as the
drug is absorbed in the body, the mode may switch from the
normal mode to the saturated mode; conversely, as the drug is
N =

0.94 0.02434 0.02567 0.00798 0.00024 0
0.00 0.20724 0.48298 0.29624 0.01353 0
0.00 0.15531 0.42549 0.39520 0.02400 0
0.00 0.02598 0.10778 0.77854 0.08770 0
0.00 0.00000 0.00000 0.00000 1.00000 0
0.00 0.00000 0.00000 0.00000 1.00000 0

S =

0.94 0.02435 0.02568 0.00809 0.00012 0
0.00 0.20728 0.48329 0.30257 0.00686 0
0.00 0.15540 0.42612 0.40626 0.01221 0
0.00 0.02653 0.11080 0.81776 0.04491 0
0.00 0.00000 0.00000 0.00000 1.00000 0
0.00 0.00000 0.00000 0.00000 1.00000 0

Fig. 3. Stochastic matrices for the normal mode (N) and the saturated mode
(S), when the states are ordered as Dr, Pl, IF, Ut, Cl, and Re.
cleared from the body, the mode will eventually be switched
back to the normal mode. If the drug concentration level never
reached the saturation level, then the model will remain in
the normal mode. If we regard the stochastic matrices as the
alphabet {N,S}, then these mode transitions can be concisely
expressed in a regular language as:
V = N∗S∗Nω,
Later in this paper, we show that matrices and the schedulers
defined above satisfies our conditions for decidable model
checking.
The compartment model should satisfy the following sort of
specification: regardless of the mode changes, a dose should
adhere to certain conditions relating to the Minimum Effective
Concentration (MEC) and the Minimum Toxic Concentration
(MTC). Specifically, we require that (1) the drug concentration
level should never exceed MTC (2.1 µg/ml), (2) the drug
concentration level should remain above MEC (1.4 µg/ml)
for a certain duration for the drug to be effective, and (3) the
first drug effect should occur within a certain time limit. If we
assume that the body weight to be 60 (Kg) and the volume of
Ut compartment is 15.8% of the body weight, then the amount
of drug for MTC and MEC are mtc = 0.020 and mec = 0.013
(g) respectively.
Let L(V) be the language of V . A v ∈ L(V) is one of the
possible sequences of the drug kinetic mode changes. Given a
v and a probability distribution of an initial drug distribution,
the rest of the drug disposition changes are determined. Let µt
be the probability distribution representing the the amount of
drug in the compartments at time t and let µt(c) be the amount
of the drug in c compartment. Now, suppose that initially α
(mg) of the drug is taken and v ∈ L(V) is a valid drug kinetic
mode changes. Then, µt+1 = µt · v[t] for t ≥ 0, where v[t] is
the tth character of v, and µ0(Dr) = α and µ0(Re) = 1−α.
Borrowing the syntax of iLTL, which is a subset of more
general Bu¨chi automata specification of this paper, we specify
the above conditions. Before we express the property in our
logic, we define propositions effective and nontoxic over the
space of probability distributions. A probability distribution
µ is labeled effective if µ(Ut) > mec or labeled nontoxic if
µ(Ut) < mtc. Using 2 operator (always) the first condition
can be simply written as 2nontoxic. That is, for all v ∈ L(V),
µt(Ut) < mtc for t ≥ 0.
Regarding the second condition, let the required active du-
ration be at least two sampling periods which can be expressed
as (effective∧ Xeffective∧ XXeffective). Because this condition
may not need to occur immediately, but should eventually
occur, using the 3 operator (eventually), we can write the
second condition as 3 (effective ∧ X effective ∧ XX effective).
In other words, for all v ∈ L(V), there is a t ≥ 0 such that
µt(Ut) > mec, µt+1(Ut) > mec, and µt+2(Ut) > mec.
Finally, suppose that we want to have the first drug effect
within two sampling periods. This condition can be simply
written as (effective ∨ X effective ∨ XX effective).
Combining these three conditions together, the entire spec-
ification can be written as:
ψ = (effective ∨ X effective ∨ XX effective) ∧2 (nontoxic)
∧3 (effective ∧ X effective ∧ XX effective).
As ψ is an LTL formula, there is a Bu¨chi automaton B¬ψ for
the negated specification ¬ψ that comprises the bad behavior
in this paper. In this paper, we show that the model checking
whether any of the drug concentration level changes of the
drug kinetic model is in the bad behavior of B¬ψ is decidable.
IV. PRELIMINARIES
A. Notations
Relations A relation L over the sets X1, . . . , Xk is a subset
of their Cartesian product, written L ⊆ X1 × · · · ×Xk
Sequences Let S be a finite set. We let |S| denote the
cardinality of S. Let η = s1, s2, . . . be a possibly infinite
sequence over S. The length of η, denoted as |η|, is defined to
be the number of elements in η, if η is finite, and ω otherwise.
S∗ denotes the set of finite sequences, S+ the set of finite
sequences of length ≥ 1 and Sω denotes the set of infinite
sequences. If α is a finite sequence, and η is either a finite
or an infinite sequence then αη denotes the concatenation of
the two sequences in that order. For integers i and j such that
1 ≤ i ≤ j < |η|, η[i, j] denotes the (finite) sequence si, . . . , sj
and the element η[i] denotes the element si. A finite prefix of
η is any η[1, j] for j < |η|.
Bu¨chi Automata A Bu¨chi automatonA on infinite strings over
a finite alphabet Σ is a 4-tuple (Q,∆, q0, F ) where Q is a finite
set of states; ∆ ⊆ Q×Σ×Q is a transition relation; q0 ∈ Q
is an initial state; F ⊆ Q is a set of accepting/final automaton
states. If for every q ∈ Q and a ∈ Σ, there is exactly one
q′ such that (q, a, q′) ∈ ∆ then A is called a deterministic
automaton. Let α = a1, a2, . . . be an infinite sequence over
Σ. A run r of A on α is an infinite sequence r0, r1, . . . over
Q such that r0 = q0 and for every i > 0, (ri−1, ai, ri) ∈ ∆.
The run r is accepting if some state in F appears infinitely
often in r. The automaton A accepts the string α if it has an
accepting run over α. The language accepted (recognized) by
A, denoted by L(A), is the set of strings that A accepts. A
language L′ is called ω-regular if it is accepted by some finite
state Bu¨chi automaton.
B. Stochastic Matrices
A stochastic matrix over a set of states S is a matrix P :
S × S → [0, 1] such that ∀s ∈ S. ∑s′∈S P (s, s′) = 1. Let
SM(S) denote the set of all stochastic matrices over the set
S.
Communicating Classes: Let us fix a stochastic matrix P
over a set of states S. We say a state q leads to a state q′
(denoted by q → q′) if Pn(q, q′) > 0 for some n ≥ 0, where
Pn denotes the n-fold product of matrix P . State q is said to
communicate with q′ (q ↔ q′) if both q → q′ and q′ → q.
Observe that↔ is an equivalence relation, and its equivalence
classes are called communicating classes. A communicating
class C is said to closed(recurrent) if q ∈ C, q → q′ imply q′ ∈
C. Thus a closed class is one from which there is no escape. A
state i is absorbing if {i} is a closed class. A transition matrix
P , where S is a single class is called irreducible. Observe that
every stochastic matrix on a finite state-space has at least one
closed communicating class.
Aperiodicity: In a stochastic matrix P , state q is aperiodic if
Pn(q, q) > 0 for all sufficiently large n. Equivalently, state q
is aperiodic if and only if the set {n|n ≥ 0 ∧ Pn(q, q) > 0}
has no common divisor other than 1. A communicating class
is aperiodic if all the states in the class are aperiodic. Suppose
S′ ⊆ S is closed and has an aperiodic state q then S′ is an
aperiodic communicating class.
Distributions A probability distribution over a set S is µ :
S → [0, 1] such that ∑q∈S µ(q) = 1. We will denote Dist(S)
to be the set of all distributions over S. A distribution µ is said
to be a stationary distribution of matrix P if µ ·P = µ and is
denoted by S(P ); if P has exactly one stationary distribution
then it is said to have a unique stationary distribution. A
distribution pi is said to be a limiting distribution of matrix
P if there exists a distribution µ such that µ · Pn → pi as
n → ∞; if P has exactly one limiting distribution then it is
said to have a unique limiting distribution. If matrix P has a
unique limiting distribution pi then it is also a unique stationary
distribution but not vice versa [18]. Fix a set S = {1, 2, . . . n}
and a collection of distributions X ⊆ Dist(S). X is said to
be linear if there are a1, a2, . . . an, b ∈ Q such that µ ∈ X iff∑
i∈S aiµ(i) ./ b, where ./∈ {<,≤,≥, >}. Finally, X is said
to be an indicator set if there are a1, a2, . . . an ∈ Q+ such
that µ ∈ X iff ∑i∈S aiµ(i) > 0.
Regular Stochastic Matrices A stochastic matrix P is regular
if it has only one closed class I ⊆ S and I is aperiodic. One
result on regular stochastic matrices that we will use is the
Ergodic Theorem [19].
Theorem IV.1 (Ergodic Theorem ). A stochastic matrix has
an unique limiting distribution iff it is regular.
C. Metric Spaces
Recall that a metric space (M,d) is a set M equipped with
a distance metric d : M × M → R≥0 with the following
properties: for every x, y, z ∈ M , d(x, y) = 0 iff x = y;
d(x, y) = d(y, x); and d(x, z) ≤ d(x, y) + d(y, z). An open
ball of radius r(> 0) about a element x in M is defined as
the set B(x; r) = {y ∈ M | d(x, y) < r}. Similarly, an open
ball of radius r > 0 about a set X ⊆M is defined as the set
B(X; r) = {y ∈M |∃x ∈ X. d(x, y) < r}. A subset U of M
is called open if for every x in U there exists an r > 0 such
that B(x; r) is contained in U . The complement of an open
set is called closed. The interior of a set S, int(S), is the set
of all x in S such that B(x; ) is contained in S for some
 > 0. A metric space (M,d) is said to be complete if every
Cauchy sequence has a limit in M . A mapping f : M → M
is a said to contracting if there is a k such that 0 ≤ k < 1,
and for all x, y ∈M , d(T (x), T (y)) < kd(x, y).
In this paper, we will consider the metric space on M =
Dist(S) with distance metric defined as
d(µ, µ′) = maxA⊆S |µ(A)− µ′(A)| = 1
2
∑
ω∈S
|µ(ω)− µ′(ω)|.
We will use the following observation about regular matri-
ces.
Lemma IV.2. If a stochastic matrix P is regular then there
exists k such that the mapping from the set of all probability
distributions given by µ 7→ µ · P k is contracting with respect
to the metric d. In other words, there is a t such that 0 ≤ t < 1
and
d(µ · P k, µ′ · P k) < t · d(µ, µ′).
Proof: The proof is algebraic and is given in the appendix.
V. MDPS AS TRANSFORMERS OF PROBABILITY
DISTRIBUTIONS
Markov decision processes (MDPs) are a natural way for
modelling systems with both probabilistic and nondeterminis-
tic behavior.
Definition A Markov decision process is a tuple M =
(S, µ0,P), where S is a set of states, µ0 ∈ Dist(S) is an
initial probability distribution, P ⊆ SM(S) is a finite set of
stochastic matrices.
A probabilistic transition s P→ s′ is made from a state s
by first nondeterministically selecting a matrix P ∈ P and
then making a probabilistic choice of target state s′ according
to the distribution P (s), where P (s) denotes the probability
distribution defined at state s in the stochastic matrix P .
Remark Our definition of MDP differs from the standard
definition of a MDP used else where. A MDP M is defined
as a tuple (S, µ0, Steps), where S and µ0 have the same
interpretation as ours, and Steps : S → 2Dist(S)) is the
probability transition function. In this definition, a probabilistic
transition s
µ→ s′ is made from a state s by first nondeter-
ministically selecting a distribution µ ∈ Steps(s) and then
making a probabilistic choice of target state s′ according to
the distribution µ. It is easy to see that these two presentations
of MDPs are equivalent.
Definition An MDP M = (S, µ0,P) is termed contracting if
every stochastic matrix P in P is regular.
A path of an MDP represents a particular resolution of
both nondeterminism and probability. Formally, a path of an
MDP is a non-empty finite or infinite sequence of probabilistic
transitions:
pi = s0
P0→ s1 P1→ s2 P2→ · · ·
such that Pi(si, si+1) > 0 for all i ≥ 0. We denote by pi(i)
the state si.
In contrast to a path, a scheduler (sometimes also known
as a adversary or policy) represents a particular resolution
of nondeterminism only. For deciding which of the next
nondeterministic steps to take, a scheduler may have access
to the current state only or to the path from the initial to
the current state. More precisely, a deterministic 1 scheduler
is a function mapping every finite path pi to a stochastic
matrix P ∈ P . There are special classes of schedulers
that have been considered. For a MDP M = (S, µ0,P), a
Markovian scheduler (also called step-dependent scheduler)
D : N→ SM(S) represents a map from N to P . Note that a
stationary Markovian scheduler (also called simple scheduler)
which corresponds to a single stochastic matrix in P is a
special kind of Markovian scheduler. In this paper we consider
only Markovian schedulers.
A Markovian scheduler can be thought of as an infinite
string over the alphabet P . A set of Markovian schedulers
(possibly infinite) V is termed as regular if there is a finite
state Bu¨chi automata A = (Qc,→, q0, F ) over alphabet P
such that L(A) = V . We will abuse notation and represent
both the set of regular Markovian schedulers and the Bu¨chi
automaton representing it, by the same letter.
Transition System: Let T (M) = 〈Q,→〉 denote the transi-
tion system of MDP M = (S, µ0,P) where Q = Dist(S)
and →⊆ Dist(S) × P × Dist(S) is such that ∀µ, µ′ ∈
Q. (µ, P, µ′) ∈→ iff µ · P = µ′ . From now on we use
the notation µ P→ µ′ instead of (µ, P, µ′) ∈→ .
Given a MDP M = (S, µ0,P), a Markovian scheduler D
defines an infinite execution sequence of T (M): µ0µ1µ2 . . .
such that µi
D(i)→ µi+1. Let RV(M, µ) denote the set of
all execution sequences of transition system T (M) starting
at state (probability distribution) µ with respect to the set
of Markovian schedulers V . Similarly, R(M, µ) denote the
set of all execution sequences of transition system T (M)
starting at state µ. We define RV(M) to be RV(M, µ0) and
R(M) to be R(M, µ0).
Labeling: Let λ : Dist(S) → 2Σ denote a 2Σ-labeling
function over the state space of the transition system T (M),
where Σ is a finite set of labels. A 2Σ-labeling function λ
1There are other types of schedulers such as randomized schedulers where
next action is chosen probabilistically.
is linear iff ∀a ∈ Σ. Ua = {µ | a ∈ λ(µ)} is a linear
set. Similarly a 2Σ-labeling function λ is termed indicator
iff ∀a ∈ Σ. Ua = {µ | a ∈ λ(µ)} is an indicator set. We
extend the definition of λ to execution sequences of T (M)
such that for every execution sequence γ = µ0µ1µ2 . . . of
T (M), λ(γ) = λ(µ0)λ(µ1)λ(µ2) . . .. Language LλV(M, µ)
defined by transition system of MDP M with respect to a
labeling function λ and the set of Markovian schedulers V is
as follows
LλV(M, µ) = {α ∈ (2Σ)ω | ∃β ∈ RV(M, µ). λ(β) = α}
we define LλV(M) to be LλV(M, µ0).
Model Checking Problem: Given a MDPM = (S, µ0,P), a
2Σ-labeling function λ, a regular set of Markovian schedulers
A = (Qc,→, q0, F ) and a Bu¨chi automata B over the alphabet
2Σ, determine if LλA(M) ∩ L(B) = ∅.
VI. MODEL CHECKING MDP UNDER INDICATOR
LABELLING FUNCTIONS
In this section we show that under indicator labelling
functions model checking MDPs is decidable. We, in fact,
show that the problem is PSPACE-complete.
Proposition VI.1. Given a MDP M = (S, µ0,P) and a
regular set of Markovian schedulers A = (Qc,→, q0, F ),
LλA(M) is ω-regular with respect to a indicator labelling
function λ.
Proof: We define a relation ∼= between states of the tran-
sition system T (M). Two states µ1 and µ2 are related (µ1 ∼=
µ2) if ∀s ∈ S. µ1(s) > 0 iff µ2(s) > 0. By definition of a
indicator labelling function if µ1 ∼= µ2 then λ(µ1) = λ(µ2).
Suppose µ1 ∼= µ2 and µ1 P→ µ′1 for some P ∈ P i.e., µ1 ·P =
µ′1. Now, consider µ
′
2 ∈ Dist(S) such that µ′2 = µ2 · P .
Since, by definition, ∀s ∈ S. µ′1(s) =
∑
s′∈S µ1(s
′) · P (s′, s)
and ∀s ∈ S. µ′2(s) =
∑
s′∈S µ2(s
′) · P (s′, s), we can infer
that ∀s ∈ S. µ′1(s) > 0 iff µ′2(s) > 0 and thus µ′1 ∼= µ′2.
Similarly, if we consider a transition from µ2, we can show
there is a matching transition from µ1. Hence the relation ∼=
is a bisimulation relation over the state space of T (M) with
respect to the indicator labelling function λ. By definition,
bisimulation relation ∼= has finite number (2|S|) of equivalence
classes over the state space of T (M).
Let (G,→g) be the quotient of T (M) with respect to ∼=
(T (M)/∼=), i.e., each state g ∈ G is an equivalence class
of ∼= and g1 P→g g2 iff ∃µ1 ∈ g1 and µ2 ∈ g2 such that
µ1
P→ µ2. The language LλA(M) is recognized by the Bu¨chi
automaton C constructed by taking the synchronous product
of (G,→g) with A. More formally, C represents the Bu¨chi
automata (G×Qc,→c, (g0, q0), G×F ), where g0 correspond
to the equivalence class containing initial distribution µ0 and
→c is defined as follows: ∀(g1, q1), (g2, q2) ∈ G × Qc, P ∈
P. (g1, q1) P→c (g2, q2) iff g1 P→g g2 ∧ q1 P→ q2. Thus, the
language LλA(M) is ω-regular, with respect to the indicator
labelling function λ.
Proposition VI.2. The problem of model checking an MDP
M = (S, µ0,P) for a Bu¨chi automata B with respect to an
indicator labelling function λ and a regular set of Markovian
schedulers A = (Qc,→, q0, F ) is in PSPACE.
Proof: From the proof of Proposition 1, the model check-
ing problem is equivalent to checking if L(C) ∩ L(B) = ∅,
where C is the Bu¨chi automaton constructed in the proof of
Proposition 1. The complexity bound is a consequence of the
following observations. First, the Bu¨chi automaton Z that is
the cross-product of C and B which recognizes L(C)∩L(B) has
2O(|S|) states; thus a single state requires space O(|S|). Next,
the transition relation of Z can be computed in O(log |S|)
space, since it involves computing a matrix product. Finally,
the emptiness problem of Bu¨chi automata is in NL.
Proposition VI.3. The problem of model checking an MDP
M = (S, µ0,P) for a Bu¨chi automata B with respect to an
indicator labelling function λ and a regular set of Markovian
schedulers A = (Qc,→, q0, F ) is in PSPACE-hard.
Proof: The hardness result is proved by reducing the
acceptance problem of linear bounded automata (LBA) [20]
to the model checking problem for MDPs under a regular
set of Markovian schedulers. Recall that an LBA is single
tape Turing machine that on input x is constrained to only
read/write on the tape cells that contain the input x. Formally,
an LBA is W = (Q,∆,Γ, δ, q0, qf ), where Q is a finite set
of control states, ∆ and Γ are the input and tape alphabets,
respectively, with ∆ ( Γ and the blank symbol unionsq ∈ Γ \ ∆,
q0 is the initial state, qf is the sole accepting state with
the assumption that there are no transition out of qf , and
δ : Q×Γ→ Q×Γ×{left, right} is the transition function that
given a current state and current symbol being read, describes
what the next state, symbol written and direction of moving
the tape head is. The input x forW is given between a left end
marker  and a right end marker , with the assumption that
W moves right as soon as it reads , and moves left when
it reads . The acceptance problem of LBAs asks, given an
input x and an LBAW , doesW accept the input x (i.e., reach
the sole accepting state qf on x).
For the rest of this proof let us fix an input x of length
n and an LBA W = (Q,∆,Γ, δ, q0, qf ). Let Φ = Γ × Q be
the set of composite symbols. Recall that a configuration of
W during a computation on x can be encoded by a string
of length n in Γ∗ΦΓ∗ that describes the contents of all
the tape cells with the composite symbol (in Φ) indicating
the head position as well as the control state. The initial
configuration on x = x1x2 · · ·xn is (q0, x1)x2x3 · · ·xn. A
computation is a sequence of configurations, starting from the
initial configuration, such that each succeeding one is obtained
by a step of W , and the computation is accepting if the last
configuration in the sequence is in control state qf .
We will construct a MDP M = (S, µ0,P), a regular set
of Markovian schedulers A, a indicator labelling function λ
over Σ such that there is an execution of T (M) following a
Markovian scheduler from A that eventually reaches a state
labeled say g1∧g2∧· · ·∧gk, where gi ∈ Σ iffW accepts input
x. Before giving the formal construction ofM and A, we give
the intuition behind it. The MDP states S will be used to store
the current configuration in the computation. A configuration
c will be encoded by a distribution µ on S as follows: if
an MDP state (i, a) has non-zero probability in µ, where
a ∈ Γ∪Φ, then it denotes that the ith cell of the configuration
c contains symbol a. The initial distribution µ0 will be the
encoding of the initial configuration; thus, µ0((i, a)) = 1/n
iff a = xi (when i > 1), or a = (q0, x1) (when i = 1).
The transitions of T (M) will guess the position of the head,
control state ofW and the symbol being scanned in the current
configuration, and the matrix labeling the transition will ensure
that the probability distribution changes to reflect the new
configuration; if the guess is incorrect then there will be a
transition to an error MDP state to reflect the error. Thus, if
there is an accepting computation x then the T (M) will have
an execution where one of the cells is an accepting state and
no error MDP states are reached; we will use the labelling
function to check this property.
Having outlined the intuition, we now present the formal
construction. The states of MDP are S = {1, . . . n} ×
(Γ ∪ Φ ∪ {qerr}). The initial distribution µ0 being such that
µ0(i, a) = 1/n if i = 1 and a = (q0, x1) or i > 1 and
a = xi, and µ0(i, a) = 0 in all other cases. The set of
stochastic matrices P contains matrices Pτ , and P(i,a,q), for
each (i, a, q) ∈ {1, . . . n} × Γ × Q. Pτ is the identity matrix
and P(i,a,q) is a stochastic matrix that “simulates” the step of
W when the state is q, the head is in position i, and a is
being read. We now define P(i,a,q). Let δ(q, a) = (q′, a′, d),
where d ∈ {left, right}. Then, for a distribution µ on S,
µ · P(i,a,q)((j, b)) is given in Fig 4
A is the Bu¨chi automata (q, {(q,M, q)|M ∈ P}, q, {q}),
which accepts all possible Markovian schedulers over alphabet
P . Let us call a distribution µ to be good if for every i,
µ(i, c) > 0 for exactly one c. Observe that if µ is good, then so
is µ·P(i,a,q). The reduction relies on the observation that good
distributions encode a configuration of W; contents of cell i
is c iff µ((i, c)) > 0 and if µ((i, qerr)) > 0 then µ encodes an
error configuration. The definition of P(i,a,q) is given based
on making sure that it simulates one step of the machine on
the basis that good distributions encode configurations.
For a configuration c of W let strip(c) be (i, a, q) if
ci = (a, q) is the unique composite symbol in c. Now observe
that c1, c2, . . . ck is an accepting computation of W on x iff
Pstrip(c1)Pstrip(c2) · · ·Pstrip(ck) defines a accepting scheduler
in A that leads to µ, where µ is a good distribution that
encodes ck. This is the crux of the correctness proof of
the reduction. Checking the existence of such a path can be
reduced to model checking with respect to an appropriate
property. Let Σ = {g1, . . . gn} and a labeling function λ as
follows: gi ∈ λ(µ) iff
∑
c∈Γ∪(Γ×{qf}) µ(i, c) > 0. In other
words, µ is labeled gi if the ith cell is either a symbol in Γ or
a composite symbol with state being qf . Thus, W accepts x
iffM under A satisfies the property that there is an execution
that eventually reaches a configuration with label ∧igi.
µ · P(i,a,q)((j, b)) =
µ((i, (q, a))) if j = i and b = a′∑
c6=(a,q) µ((i, c)) if j = i and b = qerr
0 if j = i and b 6∈ {a′, qerr}
µ((i+ 1, b′)) if j = i+ 1,
d = right, and b = (b′, q′)∑
c∈Φ∪{qerr} µ((i+ 1, c)) if j = i+ 1,
d = right, and b = qerr
0 if j = i+ 1,
d = right, and b ∈ Γ
µ((i− 1, b′)) if j = i− 1,
d = left, and b = (b′, q′)∑
c∈Φ∪{qerr} µ((i− 1, c)) if j = i− 1,
d = left, and b = qerr
0 if j = i− 1,
d = left, and b ∈ Γ
µ(j, b) otherwise
Fig. 4. Definition of µ · P(i,a,q)((j, b))
Theorem VI.4. The problem of model checking an MDPM =
(S, µ0,P) for a Bu¨chi automata B with respect to an indicator
labelling function λ and a regular set of Markovian schedulers
A = (Qc,→, q0, F ) is PSPACE-complete.
Proof: Follows from propositions VI.2 and VI.3.
VII. MODEL CHECKING MDPS UNDER LINEAR LABELING
FUNCTIONS
In the previous section, we showed that the model checking
problem for MDPs with respect to indicator labelling functions
is PSPACE-complete. A natural question to ask is what is the
complexity of the model checking problem when we consider
more general kinds of labeling functions. The main results of
this section are 1) model checking problem is undecidable with
respect to linear labeling functions, and 2) model checking
problem is decidable for specific type of MDPs under specific
Markovian schedulers with respect to linear labeling functions.
We first present the undecidability result before concluding the
section with the decidability result.
A. Undecidability Proof for Linear Labeling Functions
Our undecidability proof relies on reducing the emptiness
problem of probabilistic finite automata (PFA), which is
known to be undecidable [10]. Therefore, before presenting
the result we introduce probabilistic finite automata.
Formally, a probabilistic finite automata (PFA) over alphabet
∆ is F = (Q, q0, F, δ), where Q is a finite set of states,
q0 ∈ Q is the initial state, F ⊆ Q is the set of final states,
and δ : Q × ∆ → Dist(Q) is the transition function. It is
convenient to view the transition function δ on input a as
a stochastic matrix δa over Q where the q’th row of δa is
δ(q, a). Given a word x = x1x2 · · ·xn, δx is defined to be the
matrix product δx1δx2 · · · δxn ; δx(q, q′) gives the probability
of going from state q to q′ on input x. Finally, given a word
x and A ⊆ Q, δx(q, A) =
∑
p∈A δx(q, p). Given t ∈ R, the
language of F with threshold t, denoted by L>t(F), is defined
as {x ∈ Σ∗|δx(q0, F ) > t}. In other words, the language is the
set of all words that, starting from the initial state q0, reach
an accepting state with probability > t. A celebrated result
about PFAs due to Condon-Lipton [10] is that the emptiness
problem for PFAs (with respect to any non-zero threshold) is
undecidable.
Theorem VII.1 (Condon-Lipton [10]). Given a PFA F over
alphabet ∆ the problem of determining if L> 12 (F) = ∅ is
undecidable.
Using this result we can show,
Theorem VII.2. The problem of model checking a MDP M
with respect to a linear labelling function λ is undecidable.
Proof: We will prove the theorem by reducing the empti-
ness problem of PFAs to our model checking problem. Let
F = (Q, q0, F, δ) be a PFA over alphabet ∆. We will construct
an MDP M = (S, µ0,P) and a regular set of Markovian
schedulers A, such that the restricted transitions of the transi-
tion system T (M) will guess the string in the language of F ,
and at the same time faithfully simulate F on the input. The
formal definition of M and P is as follows. S will be equal
to Q. The initial distribution µ0 is such that µ0(q0) = 1, and
µ0(q) = 0 for all q 6= q0. The set of stochastic matrices P
contains matrices δa where a ∈ ∆. A is the Bu¨chi automata
(q, {(q, P, q)|P ∈ P}, q, {q}), which accepts all possible
Markovian schedulers over alphabet P . Observe that if there
is a execution sequence µ0, µ1, . . . µn+1 and x = x1x2 · · ·xn
such that µi = µi−1 · δxi then µn+1(F ) = δx(q0, F ); the
converse of this statement also holds.
Consider the set Σ = {g} and labeling function λ such
that g ∈ λ(µ) iff ∑q∈F µ(q) > 12 . Clearly based on the
observations in the previous paragraph, M under A has an
execution that eventually reaches a configuration labeled g iff
L> 12 (F) 6= ∅. Thus, the undecidability of the model checking
problem for MDPs follows from Theorem VII.1.
B. Decidability Results under Linear Labeling Functions
In this section, we identify restrictions on schedulers
and MDPs that ensure that the model checking problem is
decidable. Specifically, we consider contracting MDPs and
schedulers that can be recognized by “almost acyclic” Bu¨chi
automata. Before presenting the main decidability result of this
section, we formally define the restrictions on schedulers and
MDPs that ensure decidability.
Almost acyclic set of schedulers. A regular set of Markovian
schedulers A = (Qc,→, q0, F ) is called almost acyclic iff
there is a total order > on Qc such that the following
conditions hold: (a) If for q1 6= q2, there is P ∈ P such
that q1
P→ q2 then q1 > q2, and (b) For any q ∈ Qc, if P1
and P2 are such that q
P1→ q and q P2→ q then P1 = P2. Thus,
informally, A is almost acyclic, if the transition graph of A is
acyclic with optional self loops on states. The relation > on
Qc in the above definition will be referred to as the order of
the almost acyclic set of schedulers.
Stability with respect to labeling. We will focus on contract-
ing MDPs, which are MDPs all of whose transition matrices
are regular. We will require that the behaviors of the MDPs
under a set of schedulers be “stable” with respect to the
labeling function on distributions. Intuitively, stability can be
understood as follows. Recall that since the schedulers we
consider are acyclic, any scheduler in the set is of the form
s = wPω , where w is a finite sequence of matrices. Further,
since the MDP is contracting, this means that the execution
under such a scheduler s converges to a unique distribution.
Stability requires that if one looks at the labels of any such
execution it also eventually stabilizes (just like the sequence of
distributions). Thus it requires that the limiting distribution of
such a sequence be in the interior (rather than the boundary)
of sets of distributions that are relevant from the perspective
of language equivalence. We will now formalize this intuition.
In order to do this we first identify partitions on distributions
that play a role in defining the labeled language, and later use
these partitions to define stability.
Let us fix a contracting MDP M = (S, µ0,P), an
acyclic set of Markovian schedulers A = (Qc,→, q0, F ),
and a linear 2Σ-labeling function λ. Let µ1, µ2 ∈ Dist(S).
We say µ1 ≈λ µ2 iff λ(µ1) = λ(µ2). For every, state
q ∈ Qc, define the following two equivalences on Dist(S).
µ1 ≈q µ2 iff LλA′(M, µ1) = LλA′(M, µ2), where A′ is the
Bu¨chi automaton (Qc,→, q, F ). Next, we say µ1 ≈′q µ2
iff LλA′′(M, µ1) = LλA′′(M, µ2) where A′′ is the Bu¨chi
automaton (Qc,→q, q, F ) where
→q=
{
→ \{(q, P, q) | P ∈ P} if ∃q′ ∈ Qc, P ∈ P. q P→ q′
→ otherwise
Notice, that if q does not have any outgoing transitions or
self loops then ≈q=≈′q .
We are now ready to define the notion of stability.
Definition An MDPM = (S, µ0,P) under an almost acyclic
set of schedulers A = (Qc,→, q0, F ) is stable with respect to
a linear 2Σ-labeling function λ if
∀q ∈ Qc. (∃P ∈ P. q P→ q)⇒
(S(P ) ∈ I(≈λ)∧(∃P ′ ∈ P, q′ ∈ Qc.q P
′
→ q′ ⇒ S(P ) ∈ I(≈′q)))
where S(P ) is the unique limiting distribution of P , and I(≈)
for an equivalence relation, is the union of the interiors 2 of
all of the equivalence classes of ≈.
Theorem VII.3. Let M = (S, µ0,P) be a contracting
MDP, A = (Qc,→, q0, F ) be an acyclic set of Markovian
2Recall that interior of a set X is the largest open set contained within
X . Here we are using the topology defined by the metric d on distribution
defined in Lemma IV.2.
schedulers, and λ be a linear 2Σ-labeling function. Suppose
M under A is stable with respect to λ. Then LλA(M) is
recognized by a Bu¨chi automaton that can be effectively
constructed. Thus, model checking M against any Bu¨chi
specification B is decidable.
Proof: Observe that sinceM is contracting, and is stable
under A with respect to λ, LλA(M) is of the form ∪iLipωi
where pi ∈ 2Σ, and Li ⊆ (2Σ)∗. Thus, LλA(M) is a Fσ ∩ Gδ
in the Cantor topology 3. An important property [21], [22] of
Fσ∩Gδ sets is as follows. Consider the following equivalence
on strings of finite length: u ≡L v iff for all α ∈ Σω ,
uα ∈ L iff vα ∈ L. Now, L ∈ Fσ ∩ Gδ is regular iff ≡L has
finitely many equivalence classes. Moreover, there is a unique
deterministic Bu¨chi automaton of minimum number of states,
whose states correspond to the equivalence classes of ≡L. For
L0 = L
λ
A(M), we will show that ≡L0 has finitely many
equivalence classes that can be effectively constructed. We
prove this by showing that ≈q has finitely many equivalence
classes (for every q ∈ Qc) that can be effectively constructed
and by the fact that | ≡L0 | ≤
∑
q | ≈q |, where | ≡ | denotes
the number of classes in ≡.
We will show that ≈q has finite index and can be effectively
constructed by showing that both ≈q and ≈′q (for every q) are
of finite index and can be effectively expressed in the first
order theory of reals. We begin by observing that ≈λ has
finite index (bounded by 2|Σ|) and can be expressed in the
first order theory of reals. The proof that ≈q and ≈′q have the
necessary properties, proceeds by induction on >, the order
of the almost acyclic Markovian Schedulers V .
Base Case. If q is the least state (w.r.t. >) then there can
be only one transition out of q, namely of the form q P→ q,
where P is a regular matrix. Thus, ≈q is the same as ≈′q .
Since M under A is stable with respect to λ, by definition,
S(P ) ∈ I(≈λ). In other words, there exists an , such that
B(S(P ); ) is fully contained in a single equivalence class
of ≈λ. Furthermore, since P is contracting and has a unique
limiting distribution (as it is regular), there exists k such that
∀l ≥ k. ∀µ ∈ Dist(S). d(µ · P l,S(P )) < . Therefore, all
distributions after k matrix multiplications will be end up in a
single equivalence class of ≈λ. We define an equivalence rela-
tion ∼q over Dist(S) such that ∀µ1, µ2 ∈ Dist(S). µ1 ∼q µ2
iff (λ(µ1) = λ(µ2))∧(∀i < k.(λ(µ1·P i) = λ(µ2·P i))). Thus,
from the observation above, we can conclude that if µ1 ∼q µ2
then LλA′(P, µ1) = LλA′(P, µ2)) where A′ correspond to the
Bu¨chi automata (Qc,→, q, F ). Therefore, the equivalence ∼q
is a refinement of the equivalence ≈q . Moreover, since the
number of equivalence classes of ∼q is bounded by ((2|Σ|)k),
≈q has finite index. Furthermore, since each equivalence
class of ∼q corresponds to a sequence `1`2 · · · `kE, where
`i ⊆ Σ and E is an equivalence class of ≈λ, they can
3Recall that the open sets (denoted by G) in the Cantor topology are all
the sets of the form LΣω , where L ⊆ Σ∗; the closed sets F , are subsets of
Σω whose complements are in G. Finally, Gδ are the collection of all sets
that can be written as a countable intersection of open sets, and Fσ are all
the sets that can be written as a countable union of closed sets.
be effectively expressed in the first order theory since the
labelling function is linear and ≈λ is expressible. Finally, since
∼q is a refinement of ≈q (and ≈′q) the base case is proved.
Case 2. (States with no self loops) Let q be a state with no self
loops. For such a state we know that if q P→ q′ then q′ < q.
Moreover, once again, ≈q is the same as ≈′q . Consider an
equivalence relation ∼q over Dist(S) such that µ1 ∼q µ2 iff
(λ(µ1) = λ(µ2)) ∧ (∀q′ ∈ Q. ∃P ∈ P. q P→ q′ ⇒ (µ1 ·P ≈q′
µ2 · P )). We can see that ∀µ1, µ2 ∈ Dist(S). µ1 ∼q µ2 ⇒
LλA′(P, µ1) = LλA′(P, µ2)) where A′ correspond to the Bu¨chi
automata (Qc,→, q, F ). Therefore, the equivalence relation
∼q is a refinement of the equivalence relation ≈q . Finiteness of
the number of equivalence classes and its effective expression
in the first theory of reals for the equivalence relation ∼q (and
therefore, ≈q and ≈′q) follows from the induction hypothesis
about ≈q′ .
Case 3. (State with both self loops and successors) Let q be a
state that has self loops and transitions to other states. Observe
that by a reasoning similar to Case 2 above, we can conclude
that ≈′q has finite index and can be effectively expressed in the
first order theory of reals. Let P be the regular matrix such
that q P→ q is a transition. Once again, the stability condition
ensures that S(P ) ∈ I(≈λ) and S(P ) ∈ I(≈′q) . In other
words, there exists an , such that B(S(P ); ) is contained
in a single equivalence class of ≈λ and also contained in
a single equivalence class of ≈′q . Moreover, since P is a
regular stochastic matrix, by definition, there exists k such
that ∀l ≥ k.∀µ ∈ Dist(S). d(µ ·P l,S(P )) < . Therefore, all
distributions after k matrix multiplications will be end up in a
single equivalence class of ≈λ and also in a single equivalence
class of ≈′q . From the above observations, using an argument
very similar to the one used in the Base Case, we can show
that ≈q is of finite index and can be effectively expressed in
the first order theory of reals.
Thus we can construct a deterministic Bu¨chi automaton that
recognizes LλA(M). The model checking algorithm will con-
struct this machine, intersect with B, and check for emptiness.
VIII. ANALYZING THE COMPARTMENT MODEL OF
INSULIN-131I
In this section, we show that the MDP M =
({Dr, P l, IF, Ut, Cl,Re}, µ0, {N,S}) corresponding to
compartment model described in section III is contracting
and is stable under the regular set of schedulers V . Since
both the matrices S and N have only single closed class
{Cl} which is obviously aperiodic, they are regular matrices.
Thus by definition, MDP M is also contracting. Note that
the limiting distribution of both these matrices is an unit
distribution µl at state Cl. In other words, in the long run,
all the drug will end up in the compartment Cl. Given the
labels effective and nontoxic, as defined earlier, consider the
set of distributions D such that D = {µ | µ(Cl) > 1−mec}.
Note that all distributions in D do not satisfy effective.
Furthermore, since mtc > mec, all distributions in the set D
trivially satisfies proposition nontoxic. Observe that, all the
distributions appearing along any execution starting from a
distribution in D are once again in the set D. Specifically,
once the proportion of drug in compartment Cl is more than
1 −mec, the proportion of drug in compartment Ut remains
less than mec. Therefore, the set of distributions D is a
single equivalence class of 'q0 , where q0 is the initial state
of the automaton recognizing the regular set of schedulers
V . Furthermore, since the limiting distribution µl of both S
and N is in the interior of the set D, the MDP M under V
is stable. Thus by Theorem VII.3 model checking M against
any Bu¨chi specification B is decidable.
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APPENDIX
A. Proof of Lemma IV.2
Before we prove this lemma, we prove the following useful
proposition regarding regular stochastic matrices.
Proposition A.1. Given a stochastic matrix P , following
statements are equivalent.
(i) Matrix P is regular.
(ii) {qi | ∃k ≥ 0. ∀qj ∈ S. P k(qj , qi) > 0} is non empty.
(iii) ∃I, b such that I 6= ∅ ∧ I ⊆ S ∧ ∀ < b. ∃j. ∀k ≥ j.
– P k(s1, s2) > b if s2 ∈ I where s1, s2 ∈ S
– P k(s1, s2) ≤  if s2 /∈ I where s1, s2 ∈ S
Proof: ((i) ⇒ (ii)) Suppose there is only one
non empty set I ⊆ S which is both closed and
aperiodic. Now, consider an arbitrary state qi ∈ I , it
is aperiodic i.e, ∃l. ∀k ≥ l. P k(qi, qi) > 0. Suppose
li be one such l. Moreover, since state qi belongs to
the single closed set, it can be reached from all states
by definition i.e, ∀qj ∈ S. ∃k ≥ 0. P k(qj , qi) > 0. It
is enough to prove that state qi satisfies the condition
∃k ≥ 0. ∀qj ∈ S. P k(qj , qi) > 0. Consider some arbitrary
state qj ∈ S , by above observation, there exists kj ≥ 0 such
that P kj (qj , qi) > 0. Additionally, since qi is aperiodic,
we can infer that ∀k ≥ (kj + li). P k(qj , qi) > 0.
By taking ki = maxqj∈Skj + li, it is evident that
∀qj ∈ S. P ki(qj , qi) > 0.
((ii) ⇒ (iii)) Suppose T = {qi | ∃k ≥ 0. ∀qj ∈
S. P k(qj , qi) > 0} is non empty. Here we prove that the
first condition in (iii) is valid for all states in T and the
second condition is valid for all remaining states. In other
words we prove that the required non-empty set I is T itself.
Consider some state qi ∈ T , it satisfies the condition that
∃k ≥ 0. ∀qj ∈ S. P k(qj , qi) > 0. In other words, qi can
be reached from any state in k steps. Observe that in a
stochastic matrix P , ∀qj ∈ S. ∃qs ∈ S. P (qj , qs) > 0.
In other words, every state in a stochastic matrix has at
least one successor. We now prove a stronger statement that
there exists some k such state qi can be reached from any
state in any number of steps greater than or equal to k
(∃k ≥ 0. ∀l ≥ k. ∀qj ∈ S. P l(qj , qi) > 0 holds for state
qi) by induction on l. The statement is true for base case
l = k. Suppose the statement is true for some r > k i.e,
∀qj ∈ S. P r(qj , qi) > 0. For any arbitrary state qj ∈ S,
P r+1(qj , qi) = Σqz∈SP (qj , qz) · P r(qz, qi). By inductive
hypothesis and by the existence of successor for each state,
it is clear that P r+1(qj , qi) > 0 for all qj ∈ S. Hence by
induction, the condition that there exists some k such state qi
can be reached from any state in any number of steps greater
than k is true. Similar condition holds for all other states in
T . Putting all the conditions together, we can infer a stronger
condition that ∃k ≥ 0.∀l ≥ k.∀qi ∈ T.∀qj ∈ S.P l(qj , qi) > 0.
Let kmin be the minimum k such that the above condition
holds and p be the minimum positive probability in the
stochastic matrix. Then, ∀qi ∈ T. ∀qj ∈ S. P kmin(qj , qi) >
pkmin+1. In other words, probability of reaching any of
states qi in T from any state in kmin steps is greater than
pkmin+1. We now prove a stronger statement that probability
of reaching any of the states qi in T form any state in more
than kmin steps is greater than pkmin+1 (∀l ≥ kmin. ∀qj ∈
S. P l(qj , qi) > p
kmin+1) by induction on l. The statement is
already proven for base case. Suppose that statement is true
for some r > kmin i.e., ∀qj ∈ S. P r(qj , qi) > pkmin+1. For
any arbitrary state qj ∈ S,
P r+1(qj , qi) = Σqz∈SP (qj , qz) · P r(qz, qi)
> pkmin+1 · Σqz∈SP (qj , qz) ( by Ind. Hyp)
= pkmin+1 (by definition) .
Hence by induction, probability of reaching any of the states
qi in T form any state in more than kmin steps is greater
than pkmin+1. Thus the first condition in (iii) is true with
I = T and b = pkmin+1. It is enough to prove that the second
condition holds for all states not in I but in S. Note that,
starting from any node, the probability that we end up in I is
greater than pkmin+1. Let v denote kmin + 1. Now consider
some state qi ∈ (S \ I). Let probability of reaching qi from
some state qj in (N · v) steps be PN ·v(qj , qi) for some N .
Then the following inequality holds
1 − PNv(qj , qi) (probability of not reaching qi from qj in
N · v steps)
≥ pv + (1− pv) · pv + (1− pv)2 · pv · · · (1− pv)N−1 · pv
= 1− (1− pv)N
Therefore pNv(qj , qi) ≤ (1 − pv)N . Given an  < b we
can choose N such that ∀k > 0.PNv+k(qj , qi) ≤ . Thus
all states in (S \ I) satisfy the second condition. Hence the
statement.
((iii) ⇒ (i)) We prove the contrapositive statement. Sup-
pose there is no single closed class I ⊆ S which is also
aperiodic then either, there is no closed set or there are more
than one closed set or there is only one closed set and is
not aperiodic. For finite state Markov chains, there is at least
one closed set in the transition matrix, thus first case is not
possible. In the second case, suppose there is more than one
closed set, by definition there will be no path from any state
in one closed set to any another state in a different closed
set. The first condition in (iii) does not hold for all states in
these closed sets and trivially not satisfied for states which do
not belong to any of these closed sets. Thus the set of states
which satisfy the first condition is empty i.e, I = ∅. Hence
a contradiction. In the final case, suppose there is only one
closed set S1 which is not aperiodic. From previous argument,
it is true that first condition in (iii) does not hold for states
not in the closed set. Consider some arbitrary state qi ∈ S1.
Since qi is aperiodic i.e., ∃j. ∀k > j. P k(qi, qi) > 0 , it does
not satisfy the first condition in (iii). Hence, no states in the
closed set satisfy the first condition. From both the arguments
above, we can conclude that the set of states which satisfy the
first condition is empty i.e, I = ∅. Hence a contradiction.
1) Proof of Lemma IV.2 : Proof: Take arbitrary A ⊆ S
and let P (qi, A) =
∑
qj∈A P (qi, qj). Further let µ and µ
′
be probability distributions on S with µ 6= µ′, and denote
B = {qi ∈ S | µ(qi) ≥ µ′(qi)} ⊂ S. Suppose there exist
b (by proposition A.1) such that for some large enough k,
∀qi ∈ S. ∀qj ∈ I. P k(qi, qj) > b holds. Now we consider two
cases. Case 1: (A ∩ I 6= ∅)
|µ · P k(A)− µ′ · P k(A)|
=
∣∣∣∣∣∣
∑
qi∈S
µ(qi) · P k(qi, A)−
∑
qi∈S
µ′(qi)P k(qi, A)
∣∣∣∣∣∣
=
∣∣∣∣∣∣
∑
qi∈S
P k(qi, A)(µ(qi)− µ′(qi))
∣∣∣∣∣∣
=
∣∣∣ ∑
qi∈B
P k(qi, A) |µ(qi)− µ′(qi)|
−
∑
qi /∈B
P k(qi, A) |µ(qi)− µ′(qi)|
∣∣∣
= max
{ ∑
qi∈B
P k(qi, A)|µ(qi)− µ′(qi)|,∑
qi /∈B
P k(qi, A)|µ(qi)− µ′(qi)|
}
−min
{ ∑
qi∈B
P k(qi, A)|µ(qi)
−µ′(qi)|,
∑
qi /∈B
P k(qi, A)|µ(qi)− µ′(qi)|
}
= max
{
∑
qi∈B
(P k(qi, A ∩ I) + P k(qi, A ∩ I¯))|µ(qi)− µ′(qi)|,∑
qi /∈B
(P k(qi, A ∩ I) + P k(qi, A ∩ I¯))|µ(qi)− µ′(qi)|
}
−min
{
∑
qi∈B
(P k(qi, A ∩ I) + P k(qi, A ∩ I¯))|µ(qi)− µ′(qi)|,∑
qi /∈B
(P k(qi, A ∩ I) + P k(qi, A ∩ I¯))|µ(qi)− µ′(qi)|
}
≤ max
{ ∑
qi∈B
(1 +  · |A ∩ I¯|)|µ(qi)− µ′(qi)|,∑
qi /∈B
(1 +  · |A ∩ I¯|)|µ(qi)− µ′(qi)|
}
−min
{ ∑
qi∈B
b|µ(qi)− µ′(qi)|,
∑
qi /∈B
b|µ(qi)− µ′(qi)|
}
(By proposition A.1 such  > 0 exist. )
= (1 +  · |A ∩ I¯|) ·max
{ ∑
qi∈B
|µ(qi)− µ′(qi)|,∑
qi /∈B
|µ(qi)− µ′(qi)|
}
−b ·min
{ ∑
qi∈B
|µ(qi)− µ′(qi)|,∑
qi /∈B
|µ(qi)− µ′(qi)|
}
= (1 +  · |A ∩ I¯|)d(µ, µ′)− b · d(µ, µ′)
Since d(µ, µ′) =
∑
qi∈B
|µ(qi)− µ′(qi)|
=
∑
qi /∈B
|µ(qi)− µ′(qi)|
= (1− b+  · |A ∩ I¯|)d(µ, µ′)
Since the matrix P is regular, we can choose k large
enough such that  · |A ∩ I¯| < b and thus there exist k such
that the mapping is a contraction.
Case 2: (A ∩ I = ∅)
|µ · P k(A)− µ′ · P k(A)|
=
∣∣∣∣∣∣
∑
qi∈S
µ(qi) · P k(qi, A)−
∑
qi∈S
µ′(qi)P k(qi, A)
∣∣∣∣∣∣
=
∣∣∣∣∣∣
∑
qi∈S
P k(qi, A)(µ(qi)− µ′(qi))
∣∣∣∣∣∣
≤
∣∣∣∣∣∣
∑
qi∈S
|µ(qi)− µ′(qi)|
∣∣∣∣∣∣
(By proposition A.1 such  > 0 exist) .
= 2 · d(µ, µ′)
Since the matrix P is regular, we can choose k large enough
such that 2 < 1 and thus there exist k such that the mapping
is a contraction.
