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RENORMALIZATION IN THE HE´NON FAMILY, II:
THE HETEROCLINIC WEB
M. LYUBICH, M. MARTENS
Abstract. We study highly dissipative He´non maps
Fc,b : (x, y) 7→ (c− x
2 − by, x)
with zero entropy. They form a region Π in the parameter plane
bounded on the left by the curve W of infinitely renormalizable
maps. We prove that Morse-Smale maps are dense in Π, but there
exist infinitely many different topological types of such maps (even
away from W ). We also prove that in the infinitely renormalizable
case, the average Jacobian bF on the attracting Cantor set OF is a
topological invariant. These results come from the analysis of the
heteroclinic web of the saddle periodic points based on the renor-
malization theory. Along these lines, we show that the unstable
manifolds of the periodic points form a lamination outside OF if
and only if there are no heteroclinic tangencies.
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2 M. LYUBICH, M. MARTENS
1. Introduction
The renormalization theory for the He´non family began with the
works of Collet, Eckman and Koch and Gambaudo, van Strien and
Tresser [CEK], [GST]. In this paper we continue our exploration of
renormalization of He´non maps started in [CLM]. As Part I was
mostly concerned with geometric properties of the Cantor attractor
OF , here we focus on global topological properties of the maps in ques-
tion that are essentially determined by the structure of the web of the
stable/unstable manifolds of saddle periodic points (we call it the “het-
eroclinic web”). As in Part I, we have encountered here some surprising
phenomena.
In the one-dimensional situation, all infinitely renormalizable maps
with the same combinatorics are topologically equivalent. It is not
anymore the case in the He´non family; in fact, all infinitely renormaliz-
able He´non maps near the Feigenbaum point are topologically distinct.
More generally, the average Jacobian bF of a He´non-like map is a topo-
logical invariant: varying bF leads to bifurcations in the heteroclinic
web (§9).
Along these lines, we carry out a detailed analysis of the hetero-
clinic web. In particular, we show that the unstable manifolds form a
lamination (outside the attractor OF ) if and only if there are no het-
eroclinic tangencies (§§4,6). We also show that the orbit of the “tip”
of OF (a counterpart of the critical value of one-dimensional maps) is
topologically distinguished: it is respected by topological conjugacies
(§5).
Infinitely renormalizable maps in question separate the regions with
regular (zero entropy) and chaotic (positive entropy) dynamics, [GST].
Because of the Newhouse phenomenon, hyperbolic maps are not dense
in the chaotic region. However, it is conceivable that they are dense in
the regular region. We confirm this conjecture in a narrow strip to the
left of the curve of infinitely renormalizable maps: Morse-Smale maps
are dense over there (§10). However, the situation is quite intricate, as
there are infinitely many different types of Morse-Smale maps in this
region. In particular, a boundary arc of a Morse-Smale component
which is not related to the longest periodic orbit is accumulated by
infinitely many different Morse-Smale components.
Remark 1.1. The maps in the region we consider, a narrow strip to
the left of the curve of infinitely renormalizable maps, do not have
homoclinic intersections. Previous results in [PS] and [C] imply that
maps in this region can be C1 approximated by Morse-Smale maps.
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Figure 1.1. Bifurcation pattern
The results of §10 are illustrated in Figure 1.1. It shows an artist’s
impression of parts of the bifurcation pattern of a He´non family in a
neighborhood of W , the curve of infinitely renormalizable maps. The
strip Im consists of the m-times renormalizable maps. The bottom
Morse-Smale componentMm is attached to them-times renormalizable
unimodal maps. The curves K·,· illustrate loci of heteroclinic tangen-
cies.
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2. Preliminaries
The precise definitions and proofs of the following statements can be
found in part I, see [CLM], of this series on renormalization of He´non
maps.
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Let Ωh,Ωv ⊂ C be neighborhoods of [−1, 1] ⊂ R and Ω = Ωh × Ωv.
Let B = [−1, 1] × [−1, 1] and ǫ > 0. The set HΩ(ǫ) consists of maps
F : B → B of the following form.
F (x, y) = (f(x)− ǫ(x, y), x),
where f : [−1, 1]→ [−1, 1] is a unimodal map which admits a holomor-
phic extension to Ωh and ǫ : B → R admits a holomorphic extension
to Ω and finally, |ǫ| ≤ ǫ. The critical point c of f is non degenerate,
Df(c) < 0. A map in HΩ(ǫ) is called a He´non-like map. Observe that
He´non-like maps map vertical lines to horizontal lines.
A unimodal map f : [−1, 1] → [−1, 1] with critical point c ∈ [−1, 1]
is renormalizable if f 2 : [f 2(c), f 4(c)] → [f 2(c), f 4(c)] is unimodal and
[f 2(c), f 4(c)] ∩ f([f 2(c), f 4(c)]) = ∅. The renormalization of f is the
affine rescaling of f 2|([f 2(c), f 4(c)], denoted by Rf . The domain of Rf
is again [−1, 1]. The renormalization operator R has a unique fixed
point f∗ : [−1, 1] → [−1, 1]. The introduction of [FMP] presents the
history of renormalization of unimodal maps and describes the main
results.
The scaling factor of this fixed point f∗ is
σ =
|[f 2∗ (c), f
4
∗ (c)]|
|[−1, 1]|
.
We will also need λ = 1/σ = 2.6 . . . .
A He´non map is renormalizable if there exists a domain D ⊂ B such
that F 2 : D → D. The construction of the domain D is inspired by
renormalization of unimodal maps. In particular, it is a topological
construction. However, for small ǫ > 0 the actual domain A ⊂ B, used
to renormalize as was done in [CLM], has an analytical definition. The
precise definition can be found in §3.5 of part I. If the renormalizable
He´non maps is given by F (x, y) = (f(x) − ǫ(x, y)) then the domain
A ⊂ B, an essentially vertical strip, is bounded by two curves of the
form
f(x)− ǫ(x, y) = Const.
These curves are graphs over the y-axis with a slope of the order ǫ > 0.
The domain A satisfies similar combinatorial properties as the domain
of renormalization of a unimodal map:
F (A) ∩ A = ∅,
and
F 2(A) ⊂ A.
Unfortunately, the restriction F 2|A is not a He´non-like map as it does
not map vertical lines into horizontal lines. This is the reason why the
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coordinated change needed to define the renormalization of F is not an
affine map, but it rather has the following form. Let
H(x, y) = (f(x))− ǫ(x, y), y)
and
G = H ◦ F 2 ◦H−1.
The map H preserves horizontal lines and it is designed in such a way
that the map G maps vertical lines into horizontal lines. Moreover, G
is well defined on a rectangle U×[−1, 1] of full height. Here U ⊂ [−1, 1]
is an interval of length 2/|s| with s < −1. Let us rescale the domain
of G by the s-dilation Λ, such that the rescaled domain is of the form
[−1, 1] × V , where V ⊂ R is an interval of length 2/|s|. Define the
renormalization of F by
RF = Λ ◦G ◦ Λ−1.
Notice that RF is well defined on the rectangle [−1, 1]× V . The coor-
dinate change φ = H−1 ◦ Λ−1 maps this rectangle onto the topological
rectangle A of full height.
The set of n-times renormalizable maps is denoted by HnΩ(ǫ) ⊂
HΩ(ǫ). If F ∈ H
n
Ω(ǫ) we use the notation
Fn = R
nF.
The set of infinitely renormalizable maps is denoted by
IΩ(ǫ) =
⋂
n≥1
HnΩ(ǫ).
The collection of maps in HnΩ(ǫ) which have a periodic attractor of
period 2n is denoted by InΩ(ǫ).
The renormalization operator acting on H1Ω(ǫ), ǫ > 0 small enough,
has a unique fixed point F∗ ∈ IΩ(ǫ). It is the degenerate map
F∗(x, y) = (f∗(x), x).
This renormalization fixed point is hyperbolic and the stable manifold
has codimension one. Moreover,
W s(F∗) = IΩ(ǫ).
If we want to emphasize that some set, say A, is associated with a
certain map F we use notation like A(F ).
The coordinate change which conjugates F 2k |A(Fk) to Fk+1 is denoted
by
(2.1) φkv = (Λk ◦Hk)
−1 : Dom(Fk+1)→ A(Fk).
6 M. LYUBICH, M. MARTENS
Here Hk is the non-affine part of the coordinate change used to define
Rk+1F and Λk is the dilation by sk < −1. Now, for k < n, let
(2.2) Φnk = φ
k
v ◦ φ
k+1
v ◦ · · · ◦ φ
n−1
v : Dom(Fn)→ An−k(Fk),
where
Ak(F ) = Φ
k
0(Dom(Fk)) ∩ B.
Notice, that each Ak ⊂ B is of full height and Φ
k
0 conjugates R
kF to
F 2
k
|Ak. Furthermore, Ak+1 ⊂ Ak.
Let n ≥ 1 and F ∈ HnΩ(ǫ). The domain of R
nF is
Ωn = Ω
h
n × Ω
v
n,
where [−1, 1] ⊂ Ωhn. Furthermore, R
nF (x, y) = (fn(x)− ǫn(x, y), x).
Lemma 2.1. Given Ω and ǫ > 0 small enough, there exist r > 1 and
C > 0 such that for every F ∈ HnΩ(ǫ)
diam(Ωn) ≤ C · r
n.
Proof. Let k < n. The maps fk|Ω
h
k stay within a compact family and
|ǫk| = O(ǫ
2k). This is explained in §4 of [CLM]. Hence, the coordinate
changes Λk ◦Hk used to define R
k+1F as a renormalization of RkF has
a uniform bound on its derivative. The Lemma follows. 
Remark 2.1. For an infinitely renormalizable map F ∈ IΩ(ǫ) the diam-
eters of Ωn grow exponentially. In particular
diam(Ωvn) ≍ λ
n,
where λ = 1/σ = 2.6 . . . and σ the scaling factor of the unimodal
renormalization fixed point. Let Φk+1k : Ωk+1 → Ωk be the diffeomor-
phism which conjugates Rk+1F to (RkF )2|A(RkF ). The inverse of this
diffeomorphism was constructed in §3.5 of [CLM]. In fact,
(Φk+1k )
−1 = Λk ◦Hk,
where Hk(x, y) = (fk(x)− ǫk(x, y), y) and Λk is a dilation. The scaling
factor sk of Λk converges exponentially fast: sk → −λ. This is shown
in Lemma 7.4 of [CLM]. In particular,
diam(Ωvk+1) = |sk| · diam(Ω
v
k).
Let
Bvn = Φ
n
0 (B).
Notice, for k < n
Bvk+1 ⊂ Bvk .
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An infinitely renormalizable He´non-like map has an invariant Cantor
set:
OF =
⋂
n≥1
2n−1⋃
i=0
F i(Bvn).
Its geometry was discussed in part I. The dynamics on this Cantor set
is conjugate to an adding machine. Its unique invariant measure is
denoted by µ. The average Jacobian
bF = exp
∫
log JacFdµ
with respect to µ is an important parameter that essentially influences
the geometry of OF , see [CLM].
The critical point (and critical value) of a unimodal map plays a
crucial role in its dynamics. The counterpart of the critical value for
He´non-like maps is the tip
{τF} =
⋂
n≥1
Bvn .
The convergence RnF → F∗ is exponential, F ∈ IΩ(ǫ). Theorem 7.9
of [CLM] gives a precise asymptotical form of the convergence. Namely,
(2.3) RnF (x, y) = (fn(x)− b
2n
F a(x)y(1 +O(ρ
n)), x).
The analytic function a(x) is universal, independent of F , and positive,
and ρ < 1. The unimodal part converges exponentially fast: fn → f∗.
We will use the following general notions and notations throughout
the text.
A ball in a metric space of radius r > 0 and centered at x is denoted
by Br(x). The diameter of a set is denoted by diam(·). Let π1 :
X × Y → X and π2 : X × Y → Y be the projections to resp. the first
and second factor.
The graph of a function φ : X → Y is denoted by graph(φ). The
domain of a map F is denoted by Dom(F ). The image is denoted by
Im(F ) = F (Dom(F )).
The tangent space at a point x ∈ W of a smooth curve W ⊂ R2 is
denoted by TxW . If two submanifolds M1 and M2 (of M) are tangent
at some point we write
M1−−∩M2.
If we want to specify a point of tangency x ∈M1 ∩M2 we write
M1−−∩x M2.
8 M. LYUBICH, M. MARTENS
The forward orbit of a point or set is denoted by Orb(·) =
⋃
k≥0 f
k(·).
If a point has also a complete backward orbit then the backward and
forward orbit together is denoted by OrbZ(·). The limit set of a point
x ∈ Dom(F ) is denoted by ω(x). If a point x ∈ Dom(F ) has an infinite
backward orbit then the limit set of this backward orbit is denoted
by α(x). The cycle of a periodic point β, γ etc. will be called β, γ
etc. The set of periodic points of a map F is denoted by PF . A point
x ∈ B is a wandering point for F : B → B if there is a neighborhood
x ∈ U such that F n(U) ∩ U = ∅, for n ≥ 1. Denote the set of non-
wandering points of F by ΩF . Given two points z, z
′ ∈ W u/s(x) ⊂ B
in the same connected component of W u/s(x), then the arc in W u/s(x)
which connects z with z′ is denoted by [z, z′]u/s. When end points of
such an arc are deleted we will denoted the remaining arc by (z, z′]u/s,
(z, z′)u/s, etc.
Q1 ≍ Q2 means that C
−1 ≤ Q1/Q2 ≤ C, where C > 0 is an absolute
constant or depending on, say F .
For the reader’s convenience, more special notations are collected in
the Nomenclature.
3. Local stable manifolds
Lemma 3.1. Let U, U ′, V ′ ⊂ Ωh with U ′ ⊂ V
′. Assume, U ′ ⊂ Ωv.
There exists C > 0 such that the following holds. If F ∈ HΩ(ǫ),
F (x, y) = (f(x)− ǫ(x, y), x), and f : V ′ → f(V ′) is univalent with
f(U ′) ⊃ U
then for every A > 0 there exists ǫ > 0 such that the following holds.
If
φ : Ωv → U
with
|Dφ| ≤ A · ǫ
then the preimage F−1(graph(φ)) ∩ (U ′ × Ωv) is the graph of some
ψ : Ωv → U ′ with
|Dψ| ≤ C · ǫ.
Remark 3.1. The domains Ωh,Ωv are neighborhoods of [−1, 1]. In the
applications of Lemma 3.1 the domains U and U ′ will be small neigh-
borhoods of points in [−1, 1]. Although formally we have that U ′ ⊂ Ωh
we can assume in the applications that U ′ ⊂ Ωv.
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Proof. First we will show that for any given y ∈ Ωv there exists a
unique x ∈ U ′ and y′ ∈ Ωv such that
F (x, y) = (φ(y′), y′) ∈ graph(φ).
Finding such an x ∈ U ′ is equivalent to solving
(3.1) φ(x) = f(x)− ǫ(x, y) ≡ φy(x).
This equation is consistent because, U ′ ⊂ Ωv = Dom(φ). Now, φ is
a strong contraction when ǫ is small, |Dφ| ≤ A · ǫ. The map f |U ′ is
univalent. So, for ǫ small enough, the map
φy : U
′ → φy(U
′) ⊃ U
is univalent and
φ−1y ◦ φ : U
′ → U ′
is a well defined contraction. We used again that U ′ ⊂ Ωv = Dom(φ).
The unique fixed point of this map is the point x ∈ U ′ which solves
the equation (3.1). We proved that the set F−1(graph(φ)) ∩ (U ′ ×Ωv)
is the graph of some ψ : Ωv → U ′.
Left is to estimate the derivative of ψ. Differentiate φ(x) = f(x) −
ǫ(x, y) with respect to y. This gives the following expression
Dψ(y) = −
∂ǫ
∂y
(x, y)
Dφ(x)−Df(x) + ∂ǫ
∂x
(x, y)
.
There is a lower bound on |Df(x)| ≥ D > 0, x ∈ U ′. Furthermore, the
partial derivatives of ǫ are of the order ǫ. So, for ǫ small enough, we
get
|Dψ(y)| ≤ C · ǫ.

In the sequel of this section we will fix a F ∈ HnΩ(ǫ), n ≥ 1. The
domain of RnF is
Ωn = Ω
h
n × Ω
v
n,
where [−1, 1] ⊂ Ωhn. Furthermore, R
nF (x, y) = (fn(x)− ǫn(x, y), x).
Let βˆn ∈ Ωn−1 be the saddle point of R
n−1F which is of flip type, it
has two negative eigenvalues. The connected component of its stable
manifold which contains βˆn is denoted by W
s
loc(βˆn). This set is called
the local stable manifold of βˆn.
The point βˆn ∈ Ωn corresponds to a periodic point of the original
map. Namely, βn = Φ
n
0 (βˆn) ∈ Ω0. Objects with a hat are in the domain
of a renormalization. The corresponding object in the domain of the
original map will have no hat.
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Lemma 3.2. For ǫ > 0 small enough, the local stable manifold of the
point βˆn is the graph of a function ψˆn : Ω
v
n−1 → Ω
h
n−1 with
|Dψˆn| = O(ǫ
2n−1).
Proof. The map fn−1 lies in a compact family which is determined by
Ω. This implies that for some δ > 0 and D > 0 we have the following.
Let U ′n = Un = Bδ(π1(βˆn)) and Vn = B2δ(π1(βˆn)). Then
|Dfn−1(x)| ≥ D > 1,
for x ∈ U ′n.
Consider the family of graphs of the following functions:
GK = {φ : Ω
v
n−1 → Ω
h
n−1|φ(π2(βˆn)) = π1(βˆn), |Dφ| ≤ K · ǫ
2n−1}.
Notice, for φ ∈ GK we have
φ(Ωvn−1) ⊂ Un.
This follows from Lemma 2.1. Namely,
diam(φ(Ωvn−1)) ≤ K · ǫ
2n−1 · diam(Ωvn−1) ≤ K · ǫ
2n−1 · C · rn < δ.
We can apply Lemma 3.1 which says that, for ǫ small enough, the
connected component of (Rn−1F )−1(graph(φ)) containing βˆn is the
graph of some function ψ. It also says that if we take K > 0 large
enough we have ψ ∈ GK . This observation defines the graph transform
T : GK → GK with
T : φ 7→ ψ.
The special form of He´non-like maps allows us to define the graph
transform for (global) graphs of φ : Ωvn−1 → Ω
h
n−1. Because |Dfn−1| ≥
D > 1, fn−1 is expanding, and |ǫn−1| ≤ ǫ
2n−1 we can use the usual
technique to show that this graph transform contracts the C0 distance
on GK . The unique fixed point is W
s
loc(βˆn) ∈ GK . In particular, it is
the graph of a function ψˆn ∈ GK :
|Dψˆn| ≤ K · ǫ
2n−1 .

The map Rn−1F is renormalizable. It has two fixed points: βˆn =
β1(R
n−1F ), which is of flip type, and β0(R
n−1F ) which has two pos-
itive eigenvalues. Let pˆn0 ∈ W
u(β0(R
n−1F )) be such that the curve
[β0(R
n−1F ), pˆn0 ] ⊂ W
u(β0(R
n−1F )) intersects W sloc(βˆn) only in pˆ
n
0 . Let
pˆni = (R
n−1F )i(pˆn0 ), i ∈ Z.
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The extended local stable manifold of Rn−1F consists of four curves
contained in W s(βˆn),
Mˆn = [pˆn0 , βˆn]
s ∪ (Rn−1F )−1([pˆn0 , βˆn]
s) ∪ (Rn−1F )−2([pˆn0 , βˆn]
s),
where [pˆn0 , βˆn]
s ⊂ W s(βn) is the curve which connects pˆ
n
0 with βˆn.
Lemma 3.1 and Lemma 3.2 imply:
Lemma 3.3. If ε > 0 is small enough then Mˆn ∩ (Ωn−1 ∩R
2) consists
of four curves,
(1) Mˆn−2 ∋ pˆ
n
−2,
(2) Mˆn−1 ∋ pˆ
n
−1,
(3) Mˆn0 =W
s
loc(βˆn) ∋ βˆn,
(4) Mˆn1 , W
u(β0(R
n−1F )) ∩ Mˆn1 = ∅ .
These curves are contained in graphs of functions. These functions,
denoted by Mˆni : Ω
v
n−1 → Ω
h
n−1, have the property that graph(Mˆ
n
i ) ⊂
W s(βˆn) and
|DMˆni | = O(ǫ
2n−1), i = −2,−1, 0, 1.
Remark 3.2. For maps F ∈ IΩ(ǫ) the bounds on the derivatives in the
previous Lemma can be replaced by O(b2
n−1
F ), where bF is the average
Jacobian.
The map Φn0 : Ωn → Ω is the coordinate change which conjugates
RnF to F 2
n
|An, see Equation (2.2). Let
βn = Φ
n−1
0 (βˆn) ∈ Ω,
pni = Φ
n−1
0 (pˆ
n
i ), i ∈ Z,
Mni = Φ
n−1
0 (Mˆ
n
i ), i = −2,−1, 0, 1,
and
Mn = Φn−10 (Mˆ
n).
Define the domain D1 = D1(F ) ⊂ B to be the closed disc bounded
by two arcs ∂s = ∂s(F ) ⊂ W s(β1(F )) and ∂
u = ∂u(F ) ⊂ W u(β0(F ))
whose boundary points are pn0 and p
n
1 . Let
Dn = Φ
n−1
0 (D1(R
n−1F )).
Notice,
F 2(D1) ⊂ D1.
So
F 2
n
(Dn) ⊂ Dn.
The map F 2
n
|Dn is called the preferred n
th-prerenormalization. Finally,
∂Dn = ∂
s
n ∪ ∂
u
n ,
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where
∂u,sn = Φ
n−1
0 (∂
u,s(Rn−1F )).
Observe,
{τF} =
⋂
n≥0
Dn,
which holds because Dn ⊂ Bvn .
PSfrag replacements
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Figure 3.1. Extended local stable manifold
Remark 3.3. The box An, illustrated in Figure 3.1, has unit height and
exponential small horizontal width: each horizontal slice is proportional
to σ2n.
Remark 3.4. The upper index of the points pni and pˆ
n
i will be omitted
when no ambiguity is possible. See for example Figure 4.1.
Lemma 3.4. For every C > 0 there exists K > 0, independent of
N ≥ 1, such that the following holds. Let φˆ : Ωvn → Ω
h
n with
|Dφˆ| ≤ C · ǫ2
n
.
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Then Φn0 (graph(φˆ)) is the graph of some φ : Ω
v → Ωh with
|Dφ| ≤ K · ǫ.
Proof. In §2, the preliminaries, we introduced the coordinate change
which conjugates RnF with F 2
n
|An. Recall that
Φn0 = Φ
1
0 ◦ Φ
2
1 ◦ · · · ◦ Φ
n
n−1,
where each Φk+1k conjugates R
k+1F to the restriction (RkF )2|A(RkF ).
These conjugations were constructed in such a way that they map
horizontal lines into horizontal lines. Each map
π2 ◦ Φ
k+1
k : Ωk+1 → Ω
v
k
is onto. Moreover, π2 ◦ φ
k+1
k (x, y) is independent of x and affine in y.
This implies that Φnk(graph(φˆ)) is the graph of some φk : Ω
v → Ωh. In
particular, Φn0 (graph(φˆ)) is the graph of some φ : Ω
v → Ωh.
Observe that the graph of φk stays away from x = ck, ck is the critical
point of fk. In particular, there exists D > 0 such that
|Dfk(x)| ≥ D
for every (x, y) ∈ graph(φk).
The coordinate change Φk+1k is a composition of two maps, see the
preliminaries in §2,
Λk ◦Hk ≡ (Φ
k+1
k )
−1,
where
Hk(x, y) = (fk(x)− ǫk(x, y), y).
We will estimate |Dφk| inductively. Let Kk > 0 be minimal such that
|Dφk| ≤ Kk·ǫ
2k . In particular, Kn ≤ C. Assume |Dφk+1| ≤ Kk+1·ǫ
2k+1.
Choose a point (x, y) ∈ graph(φk) and let Φ
k+1
k (x
′, y′) = (x, y) with
(x′, y′) ∈ graph(φk+1). Take a tangent vector (Dφk(y)z, z) to the graph
of φk. Then
DΛk ◦DHk(x, y)(Dφk(y)z, z) = (Dφk+1(y
′)z′, z′).
DΛk is conformal which implies that for some s ∈ R we have z
′ = s · z.
Hence,
(Dfk(x)−
∂ǫk(x, y)
∂x
) ·Dφk(y)−
∂ǫk(x, y)
∂y
= Dφk+1(y
′).
Using |Dfk(x)| ≥ D and the above equation we get, for ǫ small enough,
constants A0, A1 > 0, independent of N , such that
|Dφk| ≤ A0 · |Dφk+1|+ A1 · ǫ
2k .
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Hence,
Kk ≤ A0 · ǫ
2k ·Kk+1 + A1.
This implies that there is a uniform bound K ≥ Kk, k ≥ 1. 
Proposition 3.5. If F ∈ HnΩ(ε), with ε > 0 small enough, thenM
n∩B
consists of four curves,
(1) Mn−2 ∋ p
n
−2,
(2) Mn−1 ∋ p
n
−1,
(3) Mn0 =W
s
loc(βn) ∋ βn,
(4) Mn1 , M
n
1 ∩W
u(βn−1) = ∅.
These curves are contained in graphs of functions. These functions,
denoted byMni : Ω
v → Ωh, have the property that graph(Mni ) ⊂W
s(βn)
and satisfy
|DMni | = O(ǫ), i = −2,−1, 0, 1.
Letting zn be the intersection point of M
n
1 with the horizontal line
through τF , we have: π1(zn) > π1(τF ) and
|zn − τF | ≍ σ
2n.
Proof. The first part of the Proposition follows by applying Lemma 3.3
and Lemma 3.4. The second, which describes the distance from τF to
zn, is an immediate consequence of the results in §7.2 of [CLM]. 
Let Wn ⊂ B be the real domain bounded by M
n
0 and M
n
1 . The
domain Wn is a topologically defined variation of An (the restriction
F 2
n
|An is conjugate to the n
th-renormalization of F , see §2). Note,
βn ∈ Wn
and
β ′n ≡ F
2n−1(βn) ∈ Wn−1.
The connected component of the stable manifoldW s(β ′n)∩B which con-
tains β ′n is called the local stable manifold of β
′
n, denoted by W
s
loc(β
′
n).
Proposition 3.6. For ǫ > 0 small enough the local stable manifold
W sloc(β
′
n) is the graph of a function φ : [−1, 1]→ [−1, 1] and
|Dφ| = O(ǫ).
Proof. The maximal k ≤ n for which RkF has a periodic point corre-
sponding to β ′n is k = n− 2. Namely,
β ′n = Φ
n−2
0 (R
n−2F (Φn−1n−2(βˆn))).
Let
G1 =W
s
loc(βˆn) ⊂ Dom(Fn−1),
G2 = W
s
loc(Φ
n−1
n−2(βˆn)) ⊂ Dom(Fn−2),
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and
G3 =W
s
loc(Fn−2(Φ
n−1
n−2(βˆn))) ⊂ Dom(Fn−2).
Observe,
W sloc(βˆn) = Φ
n−2
0 (G3).
Lemma 3.3(3) says that G1 is the graph of a function with small deriv-
ative. Then Lemma 3.4 implies that also G2 is the graph of a function
with small derivative. Use Lemma 3.1 to show that G3 is the graph of
a function with small derivative. Finally, we get that W sloc(β
′
n) is the
graph of a function with small angle because of Lemma 3.4. 
Consider an infinitely renormalizable F ∈ IΩ(ǫ), with ǫ > 0 small
enough. Observe, the tip of F satisfies
τF ∈ Wn,
for all n ≥ 1. Also, notice that Wn ⊂Wn−1. Let
W sloc(τF ) =
⋂
n≥1
Wn.
This set is called the local stable manifold of the tip.
Proposition 3.7. For ǫ > 0 small enough, the local stable manifold
W sloc(τF ) is the graph of an analytic function φ : [−1, 1]→ [−1, 1] and
|Dφ| = O(ǫ).
Proof. Let φn : Ω
v → Ωh be the function whose graph is Mn0 =
W sloc(βn). This graph contains the left boundaryM
n
0 of Wn. According
to Proposition 3.5 we have a uniform bound on φn : Ω
v → Ωh. Nor-
mality implies φn → φ. The analyticity of φ follows. The real slice of
the graph of φ is W sloc(τF ). 
The characteristic exponents of the invariant measure on OF are 0
and ln bF , see Theorem 6.3 of [CLM]. The next Proposition states that
the local stable manifold of the tip is indeed part of its stable manifold.
However, we do not know the actual value of the stable exponent at
the tip.
Proposition 3.8. For ǫ > 0 small enough,
diam(F t(W sloc(τF ))) = O((
√
bF )
t),
t ≥ 0. Also, if v ∈ TτFW
s
loc(τF ) is a non-zero tangent vector then
lim sup
t→∞
1
t
ln |DF t(τF )v| ≤
1
2
ln bF .
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Proof. Choose t ≥ 0 and let n ≥ 0 be maximal such that
2n ≤ t.
For t ≥ 0 large we have a precise description of RnF , see Theorem 7.9
of [CLM] or equation (2.3). In particular, by using this result, we get
diam(RnF (W sloc(τRnF ))) = O(b
2n
F · diam(Ω
v
n)).
Remark 2.1 gives
diam(Ωvn)) ≍
1
σn
.
The renormalization microscope described in §5 of [CLM] can be
used to construct F t(W sloc(τF )). Recall,
φkc = Φ
k+1
k ,
and
φkv = R
kF ◦ Φk+1k ,
with k ≥ 0. The renormalization microscope was made such that there
exists a sequence ωk ∈ {v, c}, k = 1, 2, . . . , n, such that
F t(W sloc(τF )) = φ
1
ω1 ◦ φ
2
ω2 ◦ · · · ◦ φ
n
ωn(R
nF (W sloc(τRnF ))).
Lemma 5.1 of [CLM] says that each φkω is a contraction. In fact,
|D(φ1ω1 ◦ φ
2
ω2
◦ · · · ◦ φnωn)| ≤ Cσ
n.
Hence,
diam(F t(W sloc(τF ))) = O((
√
bF )
t),
where we used that 2n > 1
2
t. The proof of the infinitesimal version is
the same. 
4. Laminar structure of the attractor
For a map F : B → R2, the set
⋂
k≥0 F
k(B) is called the global
attracting set of F . It is the maximal backward invariant subset of B.
For a discussion on the concept of attractor see [Mi1] and [Mi2].
For an infinitely renormalizable He´non-like map F , let
AF = OF ∪
⋃
n≥0
W u(βn).
For a map F ∈ HnΩ(ε), with ε > 0 small enough, let B0 ⊂ B be the
connected component of B \W sloc(β0) which contains β1. The set B0
consists of non-escaping points.
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Remark 4.1. The set AF is backward invariant. It is also essentially
forward invariant. Notice,
F (AF ∩ B0) = AF ∩B0.
However, AF ∩ (B \B0) is a piece of the unstable manifold of β0 which
is mapped strictly over itself with some points outside of AF ∩(B \B0).
The following result shows that, in fact, this set AF is the global
attracting set:
Theorem 4.1. Given an infinitely renormalizable He´non-like map F ∈
IΩ(ε) with ε > 0 small enough, we have:
AF =
⋂
k≥0
F k(B) =W u(β0).
Furthermore, for every point x ∈ B0 either x ∈ W
s(βn) for some n ≥ 0
or ω(x) = OF . The non-wandering set of F is ΩF = PF ∪ OF .
The second part of Theorem 4.1, concerning the limit sets of points
and the non-wandering set, was already proved in [GST]. The proof
of this Theorem needs some preparation. For a map F ∈ HnΩ(ε), with
ε > 0 small enough, define the nth-trapping region of F as
Trapn = Orb(Dn).
Note that
(4.1) OF ∪
⋃
k≥n
βn ⊂ int(Trapn).
Lemma 4.2. Let ε > 0 small enough and F ∈ HΩ(ε) be a renormaliz-
able map. For every x ∈ B0, there exists k ≥ 1 such that
F k(x) ∈ D1 ⊂ Trap1 .
Let U ⊃ AF be a neighborhood. Then there exists k0 ≥ 1 such that for
k ≥ k0
F k(B0) ⊂ U.
Proof. Let ε > 0 be small enough such that Proposition 3.5 applies.
Then we can divide the domain B0 by cutting it using the curves
graph(M1i ), i = −2,−1, 0, 1, see Figure 3.1. Let
Z1 ∪ Z2 ∪ Z3 ∪ Z4 ∪ Z5 = B0 \
1⋃
i=−2
graph(M1i ),
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counting the connected components from left to right. In particular
D1 ⊂ Z4. The curve in W
u(β0) which connects p
1
−1 with p
1
0 is denoted
by [p1−1, p
1
0]
u. Let
Z+3 ∪ Z
−
3 = Z3 \ [p
1
−1, p
1
0]
u,
be the partition by [p1−1, p
1
0]
u ⊂W u(β0) of Z3 in the connected compo-
nents. One easily checks the following properties
(1) F (Z+3 ) ⊂ D1,
(2) F (Z−3 ) ⊂ Z4,
(3) F (Z4) ⊂ Z
+
3 ,
(4) F (Z2) ⊂ Z3,
(5) F (Z5) ⊂ Z1 ∪ Z2,
(6) for every x ∈ Z1 there exists k ≥ 1 such that F
k(x) ∈ Z2.
The Lemma follows. 
Observe, Trap1 ∩W
s(β0) = ∅. This implies the following.
Corollary 4.3. Let F ∈ HnΩ(ε), with ε > 0 small enough, then there
are no homoclinic orbits connected to βk,
W s(βk) ∩W
u(βk) = ∅,
k ≤ n.
Let Γj , j ≥ 1, and Γ be smooth curves in the plane. We say that
the Γj converge to Γ, Γj → Γ, if there are smooth parametrisations of
these curves such that the corresponding parametrised curves converge
in the C1-topology.
Lemma 4.4. Let F ∈ HnΩ(ε), with ε > 0 small enough, and Γ ⊂
W u(βn). Then there are arcs Γj ⊂ W
u(β0) and tj → ∞ such that
F tj(Γj)→ Γ.
Proof. Note first that it is sufficient to prove the assertion for some arc
Γ ⊂W u(βn) containing βn in its interior (since ∪k≥0F
k(Γ) = W u(βn)).
The proof goes by induction. For n = 1 the Lemma can be proved as
follows. As before, let p0 = p
1
0 be the first intersection of W
u(β0) with
W sloc(β1). The two manifolds intersect transversally. If Γ ⊂ W
u(β1) is
a curve containing β1 then the λ-Lemma (see Chapter 2 Lemma 7.1 of
[dMP]) allows us to choose arcs
Γ1 ⊃ Γ2 ⊃ Γ3 ⊃ · · · ∋ {p0}
and times tj →∞ such that F
tj (Γj)→ Γ.
Assume the Lemma holds for n − 1. Take an arc Γ ⊂ W u(βn) con-
taining βn in its interior, say Γ = Ψ
n−1
0 (Γˆ) with Γˆ ⊂ W
u(β1(R
n−1F )).
For ε > 0 small enough, all the renormalizations RkF , k ≤ n − 1,
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belong to the class HΩ′(ε) with some Ω
′ ⊂ Ω. In particular, we can
apply the base of induction to β0(R
n−1F ) and β1(R
n−1F ). This gives
a sequence of curves Γˆj ⊂W
u(β0(R
n−1F )) and tˆj →∞ such that
(RnF )tˆj (Γˆj)→ Γˆ ⊂W
u(β1(R
nF )).
Now, the induction assumption allows us to approximate the curves
Γj = Ψ
n
0 (Γˆj) ⊂W
u(βn) by curves fromW
u(β0) and the Lemma follows.

Proof of Theorem 4.1. First we will prove that every point converges
to a periodic point or to the Cantor set. Let x ∈ B0 be a point that
does not converge to any periodic orbit.
According to Lemma 4.2 there exists k1 ≥ 1 such that
F k1(x) ∈ D1(F ).
Notice that
D1(F ) ⊂ B
1
v(F ) ⊂ Im φ
1
v,
where the map φ1v is defined in (2.1). Now
x1 = (φ
1
v)
−1(F k1(x)) ∈ B0(RF ),
because the orbit of x does not converge to the periodic orbit of β1(F ).
Again, using Lemma 4.2, there is k2 ≥ 1 such that
F k2(x1) ∈ D1(RF ).
In particular,
Orb(F k2(x1)) ⊂ Orb(D1(RF )).
So,
F k1+2k2(x) ∈ D2 ⊂ Trap2 .
Note again that D1(RF ) ⊂ Imφ
2
v. Because R
nF ∈ HΩ′(ε¯), we are
allowed to repeatedly apply Lemma 4.2. Hence for every n ≥ 1 there
exists k ≥ 1 such that
F k(x) ∈ Trapn .
Thus
ω(x) = OF .
Obviously, OF ∪PF ⊂ ΩF . Take a point x ∈ B that does not converge
to any periodic orbit and is not in the Cantor set OF . The argument
above gives for every n ≥ 1 a neighborhood U of x and k0 ≥ 1 such
that for k ≥ k0
F k(U) ⊂ Trapn .
For n ≥ 1 large enough we have x /∈ Trapn. Thus, the point is wander-
ing.
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Let us now consider a non-periodic point x ∈ W s(βn). According
to Lemma 4.2 there are disjoint neighborhoods U of x and V ⊃ AnF ,
n ≥ 1, such that for k ≥ k0 F
k(U) ⊂ V . Thus, the point is wandering.
This completes the proof of
ΩF = PF ∪ OF .
Since AF is backward invariant,
AF ⊂
⋂
k≥0
F k(B).
The opposite inclusion is obtained as follows. Choose a point x ∈
∩k≥0F
k(B). If x ∈ OF we have x ∈ AF . Assume x /∈ OF . For every
j ≥ 0 we have F−j(x) exists. Let α(x) ⊂ B consists of all limits of the
negative orbit of x. This is a closed forward and backward invariant
set. Choose n ≥ 1 large enough such that
x /∈ Trapn .
Because, F (Trapn) ⊂ Trapn we have for every j ≥ 0
F−j(x) /∈ Trapn .
Observe, OF ⊂ int(Trapn). So
α(x) ∩OF = ∅.
Now, the orbit of every point not in PF converges to OF . Hence,
α(x) ⊂ PF .
This in turn implies that x ∈ W u(βn) for some n ≥ 1. This completes
the proof of
AF =
⋂
k≥0
F k(B).
The closure of the unstable manifold of β0 is backward invariant. Hence,
W u(β0) ⊂
⋂
k≥0
F k(B) = AF .
The opposite inclusion is obtained as follows. The stable and unstable
manifolds are analytic. This implies that there are only countably
many heteroclinic points. In particular, there are points in W u(β0)
which do not converge to any periodic orbit. These points converge to
the Cantor set. Hence,
OF ⊂W u(β0).
Lemma 4.4 implies that for every n ≥ 1
W u(βn) ⊂ W u(β0).
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Hence,
AF = W u(β0).

The proof of the following Lemma is the same as the part of the
proof of Theorem 4.1 dealing with the non-wandering set and will be
omitted.
Lemma 4.5. Let F ∈ InΩ(ε), with ε > 0 small enough. Then
ΩF = PF .
Definition 4.1. Let F ∈ HnΩ(ε), with ε > 0 small. A point
z ∈ W u(βk′) ⊂
⋃
k≤l≤n
W u(βl)
is laminar if for any sequence zm ∈ W
u(βkm) with zm → z and k ≤
km ≤ n the following holds
TzmW
u(βkm)→ TzW
u(βk).
The attractor of F ∈ HnΩ(ε) is called laminar if every point in⋃
n≥0
W u(βn) = A(F ) \ O(F )
is laminar.
Remark 4.2. If AF is laminar then every point of AF \ OF has a
neighborhood which is a C1-diffeomorphic image of (−1, 1)×Q, where
Q ⊂ [−1, 1] is a countable set. It has a local product structure. The
set AF \ OF is a match-box manifold, see [AM].
Indeed, it requires work to show that the neighborhood can be lin-
earized by a C1+α-coordinate change. It relies on the linearizability of
saddle points, see [H]. More on Ho¨lder laminations can be taken from
[PSW] and references therein.
The transverse sections can be described as follows. Choose a point
x ∈ W u(βn) ⊂ AF \ OF then
Q =
n⋃
k=0
Qk,
where
(1) Qk ∩Ql = ∅ when k 6= l,
(2) Qk is countable and discrete, k < n,
(3) Qn = {x},
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(4) for k < n
Qk =
⋃
l≥k
Ql.
Moreover, Qk accumulates at Qk+1 with an asymptotic rate. The rate
equals µk+1 ∈ (−1, 0) which is the stable multiplier of βk+1. More
precisely, for each q ∈ Qk+1 there exists a neighborhood U ∋ q in Q
such that U ∩Qk = {qi}i≥1 with
lim
i→∞
q − qi
µik+1
= C 6= 0.
Note that the set Qk accumulates from both sides at q ∈ Qk+1.
Theorem 4.6. The attractor of an infinitely renormalizable He´non
map F ∈ IΩ(ε), with ε > 0 small enough, is laminar if there are no
heteroclinic tangencies.
The proof of this Theorem needs some preparation. Let n ≥ 1
and q1, q2, q3 ∈ W
u(βn−1) be the first three intersections, coming from
βn−1 along W
u(βn−1), with W
s
loc(βn+1), and let q
′
2, q
′
3 ∈ W
u(βn−1) be
the second and third intersection with W sloc(β
′
n+1). Now define the
saddle-region Tn of βn the domain containing βn which is bounded by
the following four arcs, [q2, q
′
2]
u ⊂ W u(βn−1), [q3, q
′
3]
u ⊂ W u(βn−1),
[q2, q3]
s ⊂W s(βn+1) and [q
′
2, q
′
3]
s ⊂W s(β ′n+1), see Figure 4.1.
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Figure 4.1. Saddle-region of βn
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Furthermore, let p0, p1 ∈ W
u(βn−1) be the first two intersections with
W sloc(βn). The curve [p0, p1]
u ⊂W u(βn−1) is a fundamental domain for
F restricted to W u(βn−1). Consider the following fundamental domain
Kun−1 = F
−2n([p0, p1]
u).
The connected components of W u(βn) ∩ Tn and W
s(βn) ∩ Tn ( which
contain βn) are denoted by Un, Sn ⊂ Tn. Notice, Sn ∩ Trapn+1 = ∅.
Lemma 4.7. W u(βn) and W
s(βn) are (non-compact) one-dimensional
embedded manifolds, for each n ≥ 0.
Proof. For each n ≥ 1 we have that the fundamental domain ofW u(βn−1)
satisfies F 2
n
(Kun−1) ⊂ Trapn. Because K
u
n−1 ∩ Trapn = ∅ we have⋃
i 6=0
F i(Kun−1) \K
u
n−1 ∩ intK
u
n−1 = ∅.
This implies that W u(βn−1) does not accumulate at itself, it is a one-
dimensional manifold.
The proof for the stable manifold is similar, we have to show that
W s(βn) does not accumulate at itself. Suppose it does. Then for some
s ∈ int Sn there exists a sequence W
s(βn) \ Sn ∋ sk → s. We may
assume that each sk ∈ Tn. Apply Lemma 4.2 to R
nF and we get
βn ∈ ω(sk) ⊂ Trapn+1 .
Contradiction. 
Remark 4.3. The unstable manifolds are connected. However, the sta-
ble manifold of a periodic points consists of countably many closed
curves.
Lemma 4.8. Let F ∈ HnΩ(ε), with ε > 0 small enough. Then
W s(βn) ∩ Tn = Sn.
Proof. Let Z3 ⊂ B be the open domain bounded by M
n
−1 and W
s
loc(βn)
and Z4 ⊂ B be the open domain bounded by M
n
1 and W
s
loc(βn), see
Figure 3.1. Recall,
F 2
n
(Z3) ⊂ Z4
and
F 2
n
(Z4) ⊂ Z3.
Hence, no point in Z3 ∪ Z4 will ever enter W
s
loc(βn). This means
W s(βn) ∩ (Z3 ∪ Z4) = ∅.
Finally, observe that Tn ⊂ Z3 ∪W
s
loc ∪ Z4. The Lemma follows. 
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Lemma 4.9. Let F ∈ Hn+1Ω (ε), with ε > 0 small enough. Then
W u(βn) \W
u(βn) = W u(βn+1) ∪W u(β ′n+1).
Proof. Applying Theorem 4.1 to RF , we obtain:
(4.2)
AF \W
u(β0) = {(AF ∩D1) ∪ (AF ∩ F (D1))} \W
u(β0)
= (W u(β1) ∩D1) ∪ F (W u(β1) ∩D1)
= W u(β1).
Figure 4.1 might be useful in the following argument. Apply Theo-
rem 4.1 and equation (4.2) to RnF and we obtain
(W u(βn) \W
u(βn)) ∩Dn = W u(βn+1).
Observe that
W u(βn) ⊂ Dn ∪ F
2n−1(Dn).
Hence,
W u(βn) \W
u(βn) =
((W u(βn) \W
u(βn)) ∩Dn) ∪ ((W u(βn) \W
u(βn)) ∩ F
2n−1(Dn)) =
((W u(βn) \W
u(βn)) ∩Dn) ∪ F
2n−1((W u(βn) \W
u(βn) ∩Dn) =
W u(βn+1) ∪W u(β ′n+1).

Define, for k < n,
Ek,n = {x ∈ Kk| ∃t > 0 ∀j < t F
j(x) /∈ Tn and F
t(x) ∈ Tn}.
The time t > 0 in the above definition is called the time of entry of
x ∈ Ek,n into Tn.
Definition 4.2. Let k < n. We say that F satisfies the transversality
condition Tk,n if the following holds. Let zj ∈ Ek,n, j ≥ 0, be a sequence
such that
F tj (zj)→ s ∈ Sn,
where tj > 0 is the time of entry of zj into Tn, then
DF tj (zj)(TzjW
u(βk))9 TsW
s(βn).
Definition 4.3. A (k, n)-heteroclinic tangency, k < n, for an n-times
renormalizable He´non map is a tangency between W u(βk) andW
s(βn).
If there is such a tangency we write
W u(βk)−−∩ W
s(βn).
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Let Kk,n(ε) ⊂ H
n
Ω(ε) consists of the n-times renormalizable maps which
have a (k, n)−heteroclinic tangency and
UKk,n(ε) =
⋃
k≤k′<n′≤n
Kk′,n′(ε).
Proposition 4.10. Let F ∈ HnΩ(ε), ε > 0 small enough. Let k < n
and suppose that F satisfies
F /∈ UKk,n(ε).
Then Tk,n holds.
Proof. Fix k < n and a sequence zj ∈ Ek,n, j ≥ 0, with zj → z and
F tj (zj)→ s ∈ Sn,
where tj > 0 in the time of entry of zj into Tn.
If the tj ’s are bounded, say constant tj = t, the absence of hetero-
clinic tangencies, F /∈ Kk,n(ε), implies that
DF t(z)(TzW
u(βk)) 6= TsSn.
Hence,
DF tj (zj)(TzjW
u(βk))9 TsSn.
Secondly, we will consider the case when the times tj of entry are
unbounded.
Claim 4.11. There exists k < m1 ≤ n such that z ∈ Ek,m1 ∩W
s(βm1).
Proof. Theorem 4.1 describes the limit behavior of the orbit of z. As-
sume,
ω(z) ⊂ O(F ) ∪
⋃
j>n
βj .
Then for some t > 0 we have F i(z) ∈ int(Trapn+1) whenever i ≥ t.
This means that the orbit of zj , j > 0 large enough, will also enter
this trapping region after t steps. For j > 0 large enough, tj > t. This
contradicts
F tj (zj)→ s /∈ Trapn+1 .

Denote the time of entry of z into Sm1 ⊂ Tm1 by r1 > 0 and let
F r1(z) = s1. We will call r1 the first transient time. For j > 0 large
enough, zj ∈ Ek,m1 with corresponding entry time t
1
j = r1. Note that
m1 < n. Otherwise, the sequence consisting of tj = t
1
j = r1 would
be bounded. The absence of heteroclinic tangencies, F /∈ Kk,m1(ε),
implies that
DF r1(z)(TzW
u(βk)) 6= Ts1Sm1 .
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Hence,
(4.3) DF t
1
j (zj)(TzjW
u(βk))9 Ts1Sm1 .
Let e1j > 0 be maximal such that when r1 ≤ i ≤ e
1
j we have
F i(zj) ∈ Tm1 .
The moment e1j is called the time of exit of zj from Tm1 . We may assume
that F e
1
j (zj) → u1 ∈ Um1 . Then (4.3) implies, use the λ-Lemma from
[dMP],
(4.4) DF e
1
j (zj)(TzjW
u(βk))→ Tu1Um1 .
Now, we can repeat the proof of Claim 4.11 and obtain m1 < m2 ≤ n
and r2 > 0, the second transient time, such that
F r2(u1) = s2 ∈ Sm2 .
For j > 0 large enough we have zj ∈ Ek,m2 . Denote the time of entry
of zj into Tm2 by t
2
j > 0 then t
2
j = e
1
j + r2. The absence of heteroclinic
tangencies, F /∈ Km1,m2(ε), implies that
DF r2(u1)(Tu1W
u(βm1)) 6= Ts2Sm2 .
Hence, (4.4) implies
(4.5) DF t
2
j (zj)(TzjW
u(βk))9 Ts2Sm2 .
Let e2j > 0 be maximal such that when t
2
j ≤ i ≤ e
2
j we have
F i(zj) ∈ Tm2 .
We may assume that F e
2
j (zj)→ u2 ∈ Um2 . Then
(4.6) DF e
2
j (zj)(TzjW
u(βk))→ Tu2Um2 .
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If m2 = n, statement (4.5) proves the transversality property. In the
case when m2 < n we can repeat this construction, and we get a
sequence m1 < m2 < m3 < · · · < mg together with points sl ∈ Sml,
ul ∈ Uml and times of entry and exit t
l
j > 0 and e
l
j > 0 for zj ∈ Ek,ml
and the corresponding asymptotic expressions (4.3) and (4.4).
The sequence ml is strictly increasing. Hence, mg = n and tj = t
g
j
for some g ≥ 1. Now, statement (4.3) corresponding to Tmg ,
DF tj(zj)(TzjW
u(βk))9 TsSn
finishes the proof of the Proposition. 
Proposition 4.12. Let F ∈ HnΩ(ε), with ε > 0 small enough, and
k < n. Assume
(4.7) F /∈ UKk+1,n(ε).
Then ⋃
k≤j≤n
W u(βj)
is laminar.
Proof. Choose k ≤ j ≤ n. To prove that every point inW u(βj) is lami-
nar it suffices to prove that every point z ∈ Uj is laminar. According to
Lemma 4.9 W u(βj) is not accumulated by W
u(βm) with m > j. From
Lemma 4.7 we have that W u(βj) is a one-dimensional embedded man-
ifold. Hence, the only non-trivial accumulation is from W u(βl) with
k ≤ l < j. Assume that z ∈ Uj is not a laminar point. Let k ≤ l < j
and zm ∈ El,j be a sequence with
F em(zm)→ z
but DF em(zm)(TzmW
u(βl)) stays away from TzUj . Let tm < em be such
that
F tm(zm)→ s ∈ Sj.
Proposition 4.10 states that Tl,j holds. Hence, for a subsequence,
DF tm(zm)(TzmW
u(βl)) stays away from TsSj. Then again the λ-Lemma
implies that for this subsequence
DF em(zm)(TzmW
u(βl))→ TzUj .
Contradiction. 
Proof of Theorem 4.6. Suppose, x ∈ W u(βn) is a non-laminar point of
AF . According to Lemma 4.9 this implies that this point is actually a
non-laminar point of ⋃
j≤n
W u(βj).
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This contradicts Proposition 4.12. 
5. Conjugations
The boundary ∂B of the domain of a He´non-like map F : B → B
does not have dynamical meaning. Even if we restrict the map to B0,
only an arc of ∂B0, namely W
s
loc(β0), is dynamically meaningful. The
fact that the boundary is rather arbitrary entails that the notion of
topological equivalence defined by conjugations h : B → h(B) = B˜ is
too restrictive. For this reason, below we slightly relax this notion.
A relative neighborhood U ⊂ B¯0 is an open set in the intrinsic topol-
ogy of B0. A conjugation between two He´non-like maps F, F˜ ∈ IΩ(ε)
is a homeomorphism h : U → h(U) = U˜ such that
(1) U ⊃ AF and U˜ ⊃ AF˜ are relative neighborhoods in the corre-
sponding boxes;
(2) U and U˜ are forward invariant under the corresponding dynam-
ics;
(3) h ◦ F = F˜ ◦ h.
Theorem 5.1. Let h : U → U˜ be a conjugation between two infinitely
renormalizable He´non-like maps F, F˜ ∈ IΩ(ε), with ε > 0 small enough.
Then
h(OrbZ(τF )) = OrbZ(τF˜ ).
The dynamics of F |OF , the adding machine, is homogeneous, in the
sense that the group of automorphisms acts transitively on OF (here
an automorphism is a homeomorphism commuting with F ). The situ-
ation is different when this Cantor set is embedded as the attractor of
a He´non-like map and the automorphism has an extension to a conju-
gation. Then, as the above Theorem shows, any automorphism has to
preserve the orbit of the tip. This easily implies that the automorphism
group is reduced to the cyclic group Z of the iterates of F |OF .
The proof of Theorem 5.1 needs some preparation. A map F ∈ IΩ(ε)
has exactly two fixed points: β0 and β1. The first has positive eigen-
values and the second one is of flip type, it has negative eigenvalues.
The topological difference between the fixed points imply that every
conjugation between two maps satisfies
h(βi) = β˜i,
for i = 0, 1. If a He´non-like map F is renormalizable then there is only
one heteroclinic orbit coming from β0 and going to β1:
W u(β0) ∩W
s(β1) = {p
1
i }i∈Z,
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with F (p1i ) = p
1
i+1. (The topological definition of renormalizable He´non-
like maps is discussed in §3.4 of [CLM]). Observe,
p10 ∈ W
u(β0) ⊂ U = Dom(h).
Hence, every conjugation will satisfy
(5.1) h(p10) = p˜
1
m,
for some m ∈ Z.
In §3 the domain D1 was introduced, the domain of the first pre-
renormalization F 2|D1. This topological disc is bounded by two curves
∂s ⊂ W s(β1) and ∂
u ⊂ W u(β0) whose endpoints are p
1
0 and p
1
1. The
forward images of D1, ∂
s, and ∂u are denoted respectively by Dl1 =
F l(D1), δ
s
l = F
l(∂s), and δul = F
l(∂u), l ≥ 0. The map F l : D1 → D
l
1
is a diffeomorphism.
For l ≥ 0, the curve δsl ⊂ W
s(β1) connects p
1
l with p
1
l+1. On the
other hand, for l < 0, and ε > 0 small enough, there is no arc in
W s(β1) which connects p
1
l with p
1
l+1. The connected components of
W s(β1) that contain the points p
1
l , l < 0, are pairwise disjoint. This is
observed in §3, see Figure 3.1, and will be useful in what follows.
Lemma 5.2. Let h : U → U˜ be a conjugation between F, F˜ ∈ IΩ(ε),
F˜ ◦ h = h ◦ F. There exists k, l ≥ 0 and a conjugation
h′ : V → V˜ ,
given by
h′ = F˜−l ◦ h ◦ F k
such that
(1) D1 ⊂ V , D˜1 ⊂ V˜ , and
h′(D1) = D˜1,
(2) for every x ∈ V
h′(Orb(F l(x))) = h(Orb(F k(x))).
Proof. Lemma 4.2 gives a k ≥ 1 such that F k(B0) ⊂ U . Define a
conjugation
h1 : B0 → h1(B0) ⊂ U˜ ⊂ B0,
by h1 = h ◦ F
k. Observe that the maps h and h1 act in the same way
on the space of orbits. In particular, equation (5.1) gives some l ∈ Z
such that
h1(p
1
0) = p˜
1
l .
The curve ∂s ⊂W s(β1) connects p
1
0 with p
1
1. Hence, the points p˜
1
l and
p˜1l+1 are connected by a curve in the stable manifold of β˜1. So, l ≥ 0.
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The domain of h1, Dom(h1) = B, contains D1. Actually, h1 matches
the boundaries ∂u,s of D1 with the boundaries δ˜
u,s of D˜l1. Hence,
h1(D1) = D˜
l
1.
As was noticed previously, the map
F˜−l : D˜l1 ∩AF˜ → D˜1 ∩ AF˜
is a well-defined homeomorphism because l ≥ 0. Choose a relatively
open F˜ -forward invariant set V˜ ′ ⊂ B0 satisfying
D˜l1 ∪ AF˜ ⊂ V˜
′ ⊂ h1(B0),
and small enough such that F˜−l|V˜ ′ is a well-defined diffeomorphism.
Let
V = h−11 (V˜
′),
V˜ = F˜−l(V˜ ′),
and let h′ : V → V˜ be defined by
h′ = F˜−l ◦ h1 = F˜
−l ◦ h ◦ F k.
By construction this conjugation satisfies h′(D1) = D˜1. 
According to the previous Lemma, we can replace any conjugation
by another one which matches the first pre-renormalization domains
D1 and D˜1, and coincides with the original conjugation on the space
of orbits. The following Proposition will complete the proof of Theo-
rem 5.1.
Proposition 5.3. Let h : U → U˜ be a conjugation between two infin-
itely renormalizable He´non-like maps F, F˜ ∈ IΩ(ε), with ε > 0 small
enough. If h(D1) = D˜1 then
h(Dn) = D˜n,
for all n ≥ 1. In particular, h(τF ) = τF˜ .
Proof. First notice that for all n ≥ 0 we have Dn ⊂ D1 ⊂ Dom(h) and
D˜n ⊂ D˜1 ⊂ Im(h). So, h(Dn) is well defined.
The proof will be by induction. Assume that h(Dk) = D˜k, for k ≤ n.
There exists a unique periodic point of period 2k+1 in Dk. Namely,
βk+1 ∈ int(Dk), k ≤ n. In particular, h(βk) = β˜k, with k ≤ n+ 1.
Proposition 3.5 gives that both components of W sloc(βn+1) \ {βn+1}
intersect ∂un . Let x0, x1 ∈ W
s
loc(βn+1) ∩ ∂
u
n be the boundary points
of the connected component of W s(βn+1) ∩ Dn containing βn+1. Say
x0 is the first and x1 is the second intersection of W
u(βn−1) with the
connected component of W s(βn+1) ∩ Dn which contains βn+1. These
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Figure 5.1. Domains of pre-renormalizations
points are topologically defined. As was noticed before, h(βk) = β˜k,
with k = n− 1, n+ 1. Hence, for i = 0, 1,
h(xi) = x˜i.
Let γ ⊂W sloc(βn+1) bounded by x0 and x1. Then
h(γ) = γ˜.
Define En ⊂ Dn to be the connected component of Dn \ γ which does
not contain βn. Then
h(En) = E˜n.
Observe,
Dn+1 ⊂ En.
Let y0, y1 ∈ W
u(βn)∩γ be the first and second intersections of W
u(βn)
and γ. Then for i = 0, 1
h(yi) = y˜i.
Notice, that the arc between y0 and y1 inW
u(βn) equals ∂
u
n+1. Further-
more, the arc between y0 and y1 in W
s(βn+1) equals ∂
s
n+1. Hence, the
boundary of Dn+1 is matched to the boundary of D˜n+1. This finishes
the induction step, h(Dn+1) = D˜n+1. 
Remark 5.1. Without loss of generality we will only consider conjuga-
tions which match the tips of the maps under consideration.
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6. Heteroclinic tangencies
If there is a heteroclinic tangency between W u(βk) and W
s(βn) then
βn ∈ AF is not a laminar point. Under this circumstances there will
be non-periodic points which are non-laminar. Let CF ⊂ AF consists
of the non-laminar points. Note, OF ⊂ CF .
Any map F ∈ HnΩ(ε), with ε > 0 small enough, has a unique periodic
orbit of period 2k−1, it is the orbit of βk. Let λk ∈ (−1, 0] and µk < −1
be the stable and unstable multiplier. The attractor at the nth-scale is
AnF = Orb(Ψ
n
0(ARnF )) ⊂ AF , n ≥ 0.
Theorem 6.1. If the infinitely renormalizable He´non map F ∈ IΩ(ε),
with ε > 0 small enough, has an (k, n)-heteroclinic tangency and
ln |λk|
ln |µn|
/∈ Q
then
AnF ⊂ CF .
Proof. We can choose a C1-coordinate system for Tn such that Un and
Sn are part of the x-axis and y-axis resp and that F
2n becomes linear
with exponents λn and µn, see [H]. Consider the fundamental domain
[1, µ2n]
u ⊂ Un. Let z ∈ Sn be a (k, n)-heteroclinic tangency.
Observe, that there are components of Wj ⊂ W
u(βk−1) ∩ Tk, j ≥ 1,
which accumulate from both sides and in C3 sense on Uk and they are
dynamically related. Namely,
F−2
k
(Wj+1) ⊂Wj .
This laminar structure of W u(βk−1) around Uk will also be visible in a
neighborhood of z ∈ Sn. Because of the tangency at z ∈ Sn there will
be a sequence of points ej ∈ W
u(βk−1) with vertical tangent accumu-
lating at z ∈ Sn.
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Let xj be the x-coordinate of ej . Then there is some ρ < 1 and
C > 0 such that
xj = C · (1 +O(ρ
j)) · λjk.
Notice that accumulation points of Orb({ej|j > 0}) on Un are non-
laminar points.
For j > 0 even, let sj > 0 be the (even) moment when F
sj(ej) is
above [1, µ2n]
u,
xj · µ
sj
n ∈ [1, µ
2
n]
u.
Let A = lnC/ lnµn then
sj + j
ln |λk|
ln |µn|
+O(ρj) + A = hj ∈ [0, 2].
Hence,
hj
2
=
sj
2
+
1
2
· (j ·
ln |λk|
ln |µn|
+ A) +O(ρj) ∈ [0, 1].
Because sj is even we have
hj = 2{
1
2
· j ·
ln |λk|
ln |µn|
+ A}+O(ρj),
where {.} stand for the fractional part. The sequence hj is dense in
[0, 2] because ln |λk|
ln |µn|
is irrational. Now, let xˆj be the projection of F
sj(ej)
on Un. Then
xˆj = µ
hj
n .
We proved that CF contains a fundamental domain ofW
u(βn). Namely,
[1, µ2n]
u ⊂ CF .
The set CF is closed and invariant. Apply Theorem 4.1 and the proof
is finished. 
Corollary 6.2. For ε > 0 small enough, for every k < n there exists
a dense Gδ of infinitely renormalizable maps F ∈ Kk,n(ε) ∩ IΩ(ε) such
that
AnF ⊂ CF .
7. Location of the tip
In this section we will give quantitative information on the location
of the tip. Let F ∈ IΩ(ǫ), ǫ > 0 small enough. The domain bounded by
W sloc(β2) and W
s
loc(β
′
2) is called the extended saddle region and denoted
by X ⊂ B.
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Consider the following family W of curves. A curve γ ⊂ X is in W
if it is the graph of a C2-function, also denoted by γ, with
γ : [x′γ , xγ ]→ R,
such that
(x′γ , γ(x
′
γ)) ∈ W
s
loc(β
′
2)
and
(xγ, γ(xγ)) ∈ W
s
loc(β2).
We will use the notation γ∞ = U1 ∈ W, (see Figure 4.1 to recall the
definition of U1 ⊂ B). The distance dist(γ, γ∞) is the C
2-norm between
the corresponding functions measured on the domain of γ. Note that
we can always extend γ∞ within W
u
loc(β1) such that the corresponding
domain of this extended function contains the domain [x′γ , xγ] of any
function γ ∈ W.
Let Γ = F (γ), with γ ∈ W. In particular, Γ∞ = F (γ∞) ⊃ γ∞. Note
that each curve Γ can be described as a graph over the y-axis,
Γ : [y′γ, yγ]→ R.
This is a consequence of the fact that He´non-like maps map vertical
lines to horizontal lines, y′ = x. Moreover,
(Γ(yγ), yγ) ∈ W
s
loc(β
′
2)
and
(Γ(y′γ), y
′
γ) ∈ W
s
loc(β2).
Indeed, we will consider the curves Γ = F (γ) as graphs over the y−axis.
Note that we can always extend Γ∞ within W
u
loc(β1) such that the
corresponding domain of the extension contains the domain [y′γ, yγ] of
any function Γ. The distance dist(Γ,Γ∞) is the C
2-norm between the
corresponding functions measured on the domain of Γ.
The map F acts on W as a graph transform. Namely, the curve
W sloc(β2) divide each Γ into two components. One of which, denoted
by TF (γ), is in W,
TF : γ 7→ F (γ) ∩X.
Proposition 7.1. There exists C > 0, such that for all F ∈ IΩ(ǫ),
ǫ > 0 small enough, the following holds:
(7.1) dist(Γ,Γ∞) ≤ C · bF · dist(γ, γ∞)
and
(7.2) dist(TF (γ), γ∞) ≤ C · bF · dist(γ, γ∞).
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If |γ(x)− γ∞(x)| ∈ [δ1, δ2] with x ∈ [x
′
γ , xγ] then
(7.3) |TF (γ)(x)− γ∞(x)| ∈ [
1
C
· bF · δ1, C · bF · δ2],
for x ∈ [x′TF (γ), xTF (γ)] and
(7.4) |Γ(y)− Γ∞(y)| ∈ [
1
C
· bF · δ1, C · bF · δ2],
for y ∈ [y′γ, yγ].
Proof. Let F ∈ IΩ(ǫ), say F (x, y) = (f(x) − ǫ(x, y), x). Inspired by
Theorem 7.9 from [CLM], we use the following representation
ǫ(x, y) = bFa(x)y(1 +m(x, y)).
The correction term m is uniformly bounded for F ∈ IΩ(ǫ). The
specific form of a He´non-like map, F (x, y) = (f(x)− ǫ(x, y), x), implies
Γ(y)− Γ∞(y) =− ǫ(y, γ(y))− ǫ(y, γ∞(y))
=− bFa(y) · (γ(y)− γ∞(y))+
− bFa(y) · (γ(y)− γ∞(y)) ·m(y, γ(y))+
− bFa(y) · γ∞(y) · (m(y, γ(y))−m(y, γ∞(y)).
The uniform bounds on m and its derivatives give immediately the
Properties (7.1) and (7.4).
Let γ0 : x 7→ 0. The expression F (x, y) = (f(x)− ǫ(x, y), x) implies
that Γ0 is the graph of the unimodal map f . Let Y ⊂ Dom(Γ0) be such
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that the graph of Γ0|Y ⊂ X , the extended saddle region. The graph of
f has its maximum outside the extended saddle region. This implies
that
|DΓ0|Y | ≥ δ > 0.
Also
|DΓ∞|Y | ≥
1
2
δ > 0,
which holds because of (7.1):
dist(Γ0,Γ∞) = O(bF ).
Now, use in the above expression for the difference of Γ(y) and Γ∞(y)
the fact that the derivative of Γ∞|Y is away from zero: Properties (7.2)
and (7.3) follow. 
Remark 7.1. According to Theorem 7.9 from [CLM] the correction term
mn of R
nF decays exponentially.
Let q′1, q1 ∈ W
u(β0) be the the first intersection, coming from β0
along W u(β0), with W
s
loc(β
′
2) and W
s
loc(β2), compare Figure 4.1. Con-
sider the corresponding curve γ1 = [q
′
1, q1]
u ⊂ W u(β0). Note, γ1 ∈ W.
Let
γi = T
i−1
F (γ1), i = 2, 3, . . .
The curves
Γi = F (γi−1) ⊃ γi, i = 2, 3, . . .
will be used to locate the tip.
Corollary 7.2. There exists C > 0, independent of the particular F ∈
IΩ(ǫ), such that for i ≥ 2
dist(Γi,Γ∞) ≤ C
i · bi−1F
and
1
C i
· bi−1F ≤ |Γi(y)− Γ∞(y)| ≤ C
i · bi−1F ,
for y ∈ Dom(Γi).
Lemma 7.3. There exist unique points vi ∈ Γi, i ≥ 2, and v∞ ∈ Γ∞
with a vertical tangent direction. Moreover,
dΓi
dy
≍ −(y − vi), i = 2, 3, . . . ,∞.
Proof. Let F (x, y) = (f(x) − ǫ(x, y), x) and γ0 : x 7→ 0. Then Γ0 =
F (γ0) is the graph of f over the y−axis. Proposition 7.1 and Corol-
lary 7.2 imply that in C2 sense we have
dist(Γ0,Γi) ≤ dist(Γ0,Γ∞) + dist(Γ∞,Γi) ≤ C · bF + C
i · bi−1F << 1,
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for i = 2, 3 . . . . The Lemma follows because f has a non degenerate
critical point. 
Let a be the intersection point of the horizontal line through τ = τF
and Γ2. Note, a is to the right of τ . In case we are analyzing these
points of the renormalization RkF , we will use the notation vki ∈ Γ
k
i ,
i = 2, 3, . . . ,∞, the points with vertical tangency.
Proposition 7.4. For all F ∈ IΩ(ǫ), ǫ > 0 small enough, the following
holds.
(1) |π1(v2)− π1(a)| = O(b
2
F ),
(2) |π2(v2)− π2(a)| = O(bF ),
(3) |v2 − τ | = O(bF ),
(4) |τ − a| ≍ bF .
Remark 7.2. The proof of Proposition 7.4 is illustrated with Figures 7.2
and 7.3. The x-direction has been stretched dramatically.The analysis
is done in a small neighborhood of vk+1∞ in Figure 7.2 and around v∞ in
Figure 7.3. So, in the actual picture the curves are essentially straight
vertical lines and the difference between the x-coordinates xˆk+1, xk+1,
and x′k+1 would be invisible.
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Proof. Take k ≥ 0 and consider Rk+1F . Observe,
vk∞ ∈ Φ
k+1
k (Γ
k+1
2 ) ⊂ Φ
k+1
k (W
u(β0(R
k+1F ))).
So, we can choose a point vˆk+1∞ ∈ Γ
k+1
2 ⊂ Ωk+1 such that
Φk+1k (vˆ
k+1
∞ ) = v
k
∞ ∈ D2(R
kF ).
In coordinates, see Figure 7.2,
vˆk+1∞ = (xˆk+1, yˆk+1)
and
vk+1∞ = (xk+1, yk+1).
Remember,
Λk ◦Hk ≡ (Φ
k+1
k )
−1,
with
Hk(x, y) = (fk(x)− ǫk(x, y), y).
The affine map Λk is a dilatation. Consider DHk and observe that this
derivative maps the vertical tangent vector at vk∞ to Γ
k
∞ to an almost
vertical vector. The angle between the image vector and the vertical is
of the order b2
k
F . Then, because vˆ
k+1
∞ = Λk ◦Hk(v
k
∞) and DΓ
k
∞(yk) = 0,
we get
(7.5) |DΓk+12 (yˆk+1)| = O(b
2k
F ).
Let
x′k+1 = π1(Γ
k+1
2 (yk+1)).
Corollary 7.2 gives
(7.6) |xk+1 − x
′
k+1| ≍ b
2k+1
F
and
(7.7) |DΓk+12 (yk+1)| = O(b
2k+1
F ).
The estimates (7.5) and (7.7) together with Lemma 7.3 gives,
(7.8) |yˆk+1 − yk+1| = O(b
2k
F ).
The derivative of Γk+12 is bounded, see Lemma 7.3. Use this and the
estimates (7.6) and (7.8) to get
|xˆk+1 − xk+1| ≤ |xˆk+1 − x
′
k+1|+ |x
′
k+1 − xk+1|
≤ |yˆk+1 − yk+1| · |DΓ
k+1
2 |+O(b
2k+1
F ) = O(b
2k
F ).
This and estimate (7.8) implies
|vˆk+1∞ − v
k+1
∞ | = O(b
2k
F ).
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The map Φk+1k has a uniformly bounded derivative. So
|vk∞ − Φ
k+1
k (v
k+1
∞ )| = O(b
2k
F ).
Lemma 5.1 of [CLM] gives, for k ≥ 0,
(7.9) |Φk0(v
k
∞)− Φ
k+1
0 (v
k+1
∞ )| = O(σ
k · b2
k
F ).
Notice,
Φk0(v
k
∞) ∈ Dk.
This implies
Φk0(v
k
∞)→ τ,
for k →∞. The estimates (7.9) implies
(7.10) |v∞ − τ | ≤
∞∑
k=0
|Φk0(v
k
∞)− Φ
k+1
0 (v
k+1
∞ )| = O(bF ).
Introduce the following notation, see Figure 7.3,
τ = (x, y),
a = (xa, y),
v∞ = (u∞, w∞),
Γ2(w∞) = u
′
2,
v2 = (u2, w2).
Corollary 7.2 gives
(7.11) |u∞ − u
′
2| ≍ bF ,
and
|DΓ2(w∞) = O(bF ).
By definition,
|DΓ2(w2) = 0.
So, Lemma 7.3 gives
(7.12) |w∞ − w2| = O(bF ).
The second derivative of Γ2 is bounded, which implies
(7.13) |u2 − u
′
2| = O(|w∞ − w2|
2) = O(b2F ).
The estimates in (7.10) and (7.12) imply
(7.14) |y − w2| ≤ |y − w∞|+ |w∞ − w2| = O(bF ).
We proved (2). Use estimate (7.14) and Lemma 7.3 to get
(7.15) |xa − u2| = O(|y − w2|
2) = O(b2F ).
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We proved (1). Next we will prove (4). First the upper bound. To do
so, use the inequalities (7.10), (7.11), (7.13), and (7.15) to estimate the
four term below.
(7.16)
|τ − a| = |x− xa|
≤ |x− u∞|+ |u∞ − u
′
2|+ |u
′
2 − u2|+ |u2 − xa|
= O(bF ).
The lower bound follows from inequalities (7.11), (7.13), and (7.15):
|τ − a| ≥ |xa − u∞|
≥ |u′2 − u∞| − |u2 − u
′
2| − |u2 − xa|
= O(bF ).
Left is to prove (3). To do so, use the inequalities (7.16), (7.15), and
(7.14):
|τ − v2| ≤ |τ − a|+
√
|xa − u2|2 + |y − w2|2 = O(bF ).

8. The average Jacobian as topological invariant
Fix F ∈ IΩ(ε) with ε > 0 small enough. Let M
k
1 ⊂ B, with k ≥ 1,
be as defined in §3. Let Dτ ⊂ D1 be the connected component of
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D1 \W
s
loc(τ) which does not contain β1, see Figure 8.1. Define,
κF = min{k ≥ 1|M
k
1 ∩D
τ 6= ∅}.
Lemma 8.1. Let F, F˜ ∈ IΩ(ε) with ε > 0 small enough. If F and F˜
are conjugate then
κF˜ = κF .
Moreover, if h is a conjugation between F and F˜ with h(D1) = D˜1 then
h(Dτ ∩Mk1 ) = D˜
τ ∩ M˜k1 .
Proof. The curves Mk1 are not topologically determined. However,
Mk1 ⊂ F
−2k+1([pk0, p
k
2]
s),
where [pk0, p
k
2]
s ⊂W s(βk) is the curve connecting p
k
0 with p
k
2, see §3 and
Figure 3.1. Proposition 3.5 gives
Dτ ∩ F−2
k+1
([pk0, p
k
2]
s) = Dτ ∩Mk1 .
We may assume, see Proposition 5.2, that we have a conjugation h
between F and F˜ with h(D1) = D˜1. The set D
τ ∩ F−2
k+1
([pk0, p
k
2]
s) is
topologically defined. So,
h(Dτ ∩Mk1 ) = h(D
τ ∩ F−2
k+1
([pk0, p
k
2]
s))
= D˜τ ∩ F˜−2
k+1
([p˜k0, p˜
k
2]
s)
= D˜τ ∩ M˜k1 .
This means that κF is a topological invariant. 
We will suppress the index F : κ = κF and b = bF , etc. The inter-
section point of Mk1 with the horizontal line through τ is denoted by
zk.
Remark 8.1. The proof of Proposition 8.2 is illustrated in Figure 8.1.
Again the horizontal direction has been stretched dramatically.
Proposition 8.2.
|τ − zκ| ≍ b.
Proof. The curves Mk1 are graphs over the y-axis with a slope bounded
by
|
dMk1
dy
| ≤ K1 · b.
Consider the curve Γ2, as defined in §7. This curve has a definite
curvature, see Lemma 7.3. This means that there are unique tangent
lines L1 and L2 to Γ2 with slopes, as a graph of the y-axis, equal to
−K1 · b and K1 · b. The connected component of B \ (L1 ∪ L2) which
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contains Dτ is called D. The lines L1 and L2 intersect the horizontal
line L trough τ . Let A ∈ L be among these intersection points the one
furthest to the right, say A = L∩L1. Denote the tangent points of L1
by C. Finally, let (A,∞) ⊂ L be the connected component of L \ {A}
which does not contain τ .
Observe, every curve intersecting D and (A,∞) will have somewhere
a tangent line with absolute value of the slope, with respect to the y-
axis, larger than K1 · b. Hence,
(8.1) Mk1 ∩D
τ 6= ∅ ⇒Mk1 ∩ [τ, A] 6= ∅.
The intersection point of Γ2 with the horizontal line through τ is de-
noted by a. Then
(8.2) Mk1 ∩ [τ, a] 6= ∅ ⇒M
k
1 ∩D
τ 6= ∅.
The implication (8.2) and Proposition 7.4(4) imply
(8.3) |τ − zκ−1| ≥ |τ − a| ≍ b.
Proposition 3.5 states
(8.4) |τ − zk| ≍ σ
2k.
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Then inequality (8.3) and (8.4) give K2 > 0 such that
(8.5) |τ − zκ| ≥ K2 · b.
An upper bound is given by (8.1). Namely,
(8.6) |τ − zκ| ≤ |τ −A|.
Left is to estimate |τ − A|. According to Lemma 7.3 and Proposi-
tion 7.4(1) and (2) we get
|π2(a)− π2(v2)| = O(b),
|π1(a)− π1(v2)| = O(b
2).
Lemma 7.3 implies
|π2(C)− π2(v2)| = O(b),
|π1(C)− π1(v2)| = O(b
2).
Hence,
(8.7)
|π2(C)− π2(a)| = O(b),
|π1(C)− π1(a)| = O(b
2).
The slope of L with the vertical is ±K1 · b. Hence,
(8.8) |π1(C)− π1(A)| = O(b
2).
The estimates (8.7) and (8.8) imply,
|a− A| = O(b2).
Together with Proposition 7.4(4) we get
|τ − A| = |τ − a|+ |a− A| ≍ b.
Thus together with (8.5) and (8.6) we get
|τ − zκ| ≍ b.

Theorem 8.3. Let F ∈ IΩ(ε), with ε > 0 small enough. Then
κF = lim
n→∞
κRnF
2n
=
1
2
ln bF
ln σ
exists and is a topological invariant. In particular, bF is a topological
invariant.
Proof. If F, F˜ ∈ IΩ(ε) are conjugate then there is a conjugation h
between them with
h(Dn) = D˜n,
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n ≥ 0. This follows from Lemma 5.2 and Proposition 5.3. This means
that the conjugation h induces a conjugation, denoted by hn, between
Fn = R
nF and F˜n = R
nF˜ . Thus
hn(F
−2k+1
n ([p
k
0, p
k
2]
s)) = F˜−2
k+1
n ([p˜
k
0, p˜
k
2]
s)
and
hn(D
τ(Fn)) = D
τ(F˜n).
This implies
κF˜n = κFn .
The definition of κF is topological. Left is to identify its value. Propo-
sition 3.5 gives
|τFn − zκFn | ≍ σ
2κFn
and Proposition 8.2 gives
|τFn − zκFn | ≍ b
2n .
These two estimates imply
σ2κFn ≍ b2
n
.
Thus
κF = lim
n→∞
κFn
2n
=
1
2
ln bF
ln σ
.

9. The stable lamination
Let F ∈ HnΩ(ε), with ε > 0 small enough. The set P
n
F consists of the
periodic points of period at most 2n−1. Define
F sn =
⋃
x∈Pn
F
W s(x).
Lemma 9.1. F sn is closed.
Proof. Let zj ∈ F
s
n with zj → z. We may assume that for all j ≥ 1
zj ∈ W
s(βk) with k ≤ n. Suppose z /∈ F
s
n. According to Theorem 4.1
we have
ω(z) ⊂
⋃
k>n
βk ∪ OF ⊂ int(Trapn+1).
Trapn+1 is forward invariant. Hence, for j ≥ 1 large enough,we have
βk = ω(z) ⊂ Trapn+1 .
Contradiction, k ≤ n. 
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Remark 9.1. For x ∈ PnF
Orb(W s(x)) \Orb(W s(x)) = F sn−1.
The proof of the fact that the closure is contained in F sn−1 relies on
Lemma 4.7 and the proof of Lemma 9.1. The other inclusion follows
from a statement similar to Lemma 4.4 but discussing stable manifolds.
A point z ∈ F sn is laminar if for any sequence zj ∈ F
s
n with zn → z
TzjW
s(zj)→ TzW
s(z).
The set F sn is laminar if all its points are laminar.
Theorem 9.2. Let F ∈ HnΩ(ε), with ε > 0 small enough. If
F /∈
⋃
k′<n′≤n
Kk′,n′
then F sn is laminar.
The proof of this Theorem is similar to the proof of Theorem 4.6 with
some modifications, see the proof of Claim 9.4. For completeness we
include the proof. Using the notation of §4 we will choose the interval
Ksn = [p0, p2]
s ⊂W sloc(βn),
as a fundamental domain in W s(βn), see Figure 4.1. For k < n define,
Esn,k = {x ∈ K
s
n| ∃t > 0 ∀j < t F
−j(x) /∈ Tk and F
−t(x) ∈ Tk}.
The time t > 0 in the above definition is called the time of entry of
x ∈ Esn,k into Tk.
Definition 9.1. Let k < n. We say that F satisfies the transversality
condition T sn,k if the following holds. Let zj ∈ E
s
n,k, j ≥ 0, be a sequence
such that
F−tj (zj)→ u ∈ Uk,
where tj > 0 is the time of entry of zj into Tk, then
DF−tj(zj)(TzjW
s(βn))9 TuW
u(βk).
Proposition 9.3. Let F ∈ HnΩ(ε), ε > 0 small enough. Let k < n and
F /∈
⋃
k≤k′<n′≤n
Kk′,n′(ε)
then T sn,k holds.
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Proof. Choose a sequence zj ∈ E
s
n,k, j ≥ 0, with zj → z and
F−tj (zj)→ u ∈ int(Un),
where tj > 0 is the time of entry of zj into Tk. If the tj are bounded,
say constant tj = t, the absence of heteroclinic tangencies, F /∈ Kk,n(ε),
implies that
DF−t(z)(TzW
s(βk)) 6= TuUk.
Hence,
DF−tj(zj)(TzjW
s(βk))9 TuUk.
Let us continue with the case when tj →∞.
Claim 9.4. There exists n > m1 ≥ k such that z ∈ E
s
n,m1 ∩W
u(βm1).
Proof. Let t ≥ 0 be an arbitrary moment of time. Assume
F−t(z) /∈ Trapk .
This means that for j ≥ 1 large enough,
F−t(zj) /∈ Trapk,
because Trapk is closed. The invariance F (Trapk) ⊂ Trapk implies that
for all j ≥ 1
(9.1) F−tj(zj) /∈ Trapk .
The construction of Trapk implies that
(9.2) F 2
k
(Trapk) ⊂ int(Trapk).
From (9.1) and (9.2) we get
F−tj (zj)→ u /∈ Trapk .
Contradiction. So for each t ≥ 0
F−t(z) ∈ Trapk .
This means
(9.3) α(z) ⊂ Trapk .
Suppose,
α(z) ∩ Trapn+1 6= ∅.
Then (9.2) implies that
α(z) ∩ int(Trapn+1) 6= ∅.
So there is a t > 0 such that F−t(z) ∈ Trapn+1. Again, (9.2) implies
βn = ω(z) ⊂ Trapn+1 .
Contradiction. Thus
α(z) ∩ Trapn+1 = ∅.
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According to Theorem 4.1 every non periodic orbit outside Trapn+1
will enter Trapn+1. Hence, for some m1 ≤ n
α(z) = βm1 .
In particular,
z ∈ W u(βm1).
There are no homoclinic orbits. Hence, m1 < n.
Left is to show that k ≤ m1. Observe, α(z) ⊂ Trapk, see (9.3), and
α(z) = βm1 . If m1 < k then βm1 ∩ Trapk = ∅. So k ≤ m1 < n, which
finishes the proof of the Claim. 
Denote the time of entry of z into Um1 ⊂ Tm1 by r1 > 0 and let
F−r1(z) = u1. We will call r1 the first transient time. For j > 0 large
enough, zj ∈ E
s
n,m1
with corresponding time of entry t1j = r1. The
absence of heteroclinic tangencies, F /∈ Km1,n(ε), implies that
DF−r1(z)(TzW
s(βn)) 6= Tu1Um1 .
Hence,
(9.4) DF−t
1
j (zj)(TzjW
s(βn))9 Tu1Um1 .
In the case when m1 = k we proved that the sequence zj satisfies the
transversality condition.
Consider the case when m1 > k. Let e
1
j > 0 be such that for i =
r1, r1 + 1, . . . , e
1
j
F−i(zj) ∈ Tm1
but
F−(e
1
j+1)(zj) /∈ Tm1
The moment e1j is called the time of exit of zj from Tm1 . We may
assume that F−e
1
j (zj)→ s1 ∈ Sm1 . Then (9.4) implies
(9.5) DF−e
1
j (zj)(TzjW
s(βk))→ Ts1Sm1 .
Now, we can repeat the proof of Claim 9.4 and obtain k ≤ m2 <
m1 < n and r2 > 0, the second transient time, such that
F−r2(s1) = u2 ∈ Um2 .
For j > 0 large enough we have zj ∈ E
s
n,m2
. Denote the time of entry
of zj into Tm2 by t
2
j > 0 then t
2
j = e
1
j + r2. The absence of heteroclinic
tangencies, F /∈ Km2,m1(ε), implies that
DF−r2(s1)(Ts1W
s(βm1)) 6= Tu2Um2 .
Hence, (9.5) implies
(9.6) DF−t
2
j (zj)(TzjW
s(βn))9 Tu2Um2 .
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Let e2j > 0 be maximal such that for i = t
2
j , t
2
j + 1, . . . , e
2
j
F−i(zj) ∈ Tm2 .
but
F−(e
2
j+1)(zj) /∈ Tm2 .
We may assume that F−e
2
j (zj)→ s2 ∈ Sm2 . Then
(9.7) DF−e
2
j (zj)(TzjW
s(βn))→ Ts2Sm2 .
If m2 = k, statement (9.6) proves the transversality property. In the
case when m2 > k we can repeat this construction, and we get a se-
quence m1 > m2 > m3 > · · · > mg together with points ul ∈ Uml ,
sl ∈ Sml and entry and exit times t
l
j > 0 and e
l
j > 0 for zj ∈ E
s
n,ml
and
the corresponding asymptotic expressions (9.4) and (9.5).
The sequence ml is strictly decreasing. Hence, mg = k and tj = t
g
j
for some g ≥ 1. Now, statement (9.4) corresponding to Tmg ,
DF−tj(zj)(TzjW
s(βk))9 TuUk,
finishes the proof of the Proposition. 
Proof of Theorem 9.2. Choose k ≤ n. To prove that every point
in W s(βk) is laminar it suffices to prove that every point z ∈ Sk is
laminar. From Lemma 4.7 we have that W s(βk) is an embedded one-
dimensional manifold. Hence, the only non-trivial accumulation is from
W u(βk′) with n ≥ k
′ > k. Let k′ > k and zj ∈ E
s
k′,k be a sequence with
F−tj (zj)→ u ∈ Uk,
and
F−ej(zj)→ z ∈ Sk
with ej > tj.
Proposition 9.3 states that T sk′,k holds. Now T
s
k′,k implies that
DF−tj (zj)(TzjW
s(βk′))9 TuUk.
Hence, according to the λ-Lemma,
DF−ej(zj)(TzjW
s(βk′))→ TzSk.

The proof of the following Theorem is similar to the proof of Theo-
rem 6.1. We will omit the proof. For a F ∈ HnΩ(ε) let C
s
n ⊂ F
s
n be the
set of non-laminar points of F sn. The stable and unstable eigenvalues
of βk are denoted by λk and µk, see §6.
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Theorem 9.5. If F ∈ HnΩ(ε), with ε > 0 small enough, has an (k, n)-
heteroclinic tangency with k < n and
ln |λk|
ln |µn|
/∈ Q
then
F sk ⊂ C
s
n.
10. Morse-Smale components
A map F : B → B is Morse-Smale if the non-wandering set ΩF
consists of finitely many periodic points, all hyperbolic, and the stable
and unstable manifolds of the periodic points are all transversal to
each other. Recall, the collection InΩ(ε) consists of the maps which are
exactly n-times renormalizable and has a periodic attractor of period
2n. According to Lemma 4.5 the non-wandering set of each map F ∈
InΩ(ε), with ε > 0 small enough, consists of finitely many periodic
points. In particular, a map F ∈ InΩ(ε) is Morse-Smale if all its periodic
points are hyperbolic and if for every x, y ∈ PF = ΩF there are only
transverse intersections of W u(x) and W s(y).
Theorem 10.1. Let ε > 0 be small enough. The Morse-Smale maps
form an open and dense subset of any InΩ(ε).
A Morse-Smale component is a connected component of the set of
non-degenerate Morse-Smale maps in HΩ(ε). Morse-Smale maps are
structurally stable, see [P].
Proposition 10.2. Let F, F˜ ∈ InΩ(ε), with ε > 0 small enough, be in
the same Morse-Smale component. Then F and F˜ are conjugate.
Two Morse-Smale components in InΩ(ε) are of different type if the
maps in the first component are not conjugate to the maps in the
other.
Remark 10.1. In this discussion we will only consider non-degenerate
He´non maps. Observe, if F ∈ InΩ(ε) is a unimodal map, it can be
of three different topological types depending the relative position of
the attracting fixed point p and the critical point c of the unimodal
map which describes the nth-renormalization: p < c, p = c, and p >
c. The non-degenerate He´non maps in the Morse-Smale component
which contains perturbations of the unimodal maps in F ∈ InΩ(ε) are
all conjugated. There is no difference in the topology of the periodic
attractor anymore.
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Theorem 10.3. Let ε > 0 be small enough. Then for n ≥ 1 large
enough there are countably many Morse-Smale components of different
type in InΩ(ε).
There are a non-locally finite collections of bifurcation curves in
He´non-families. Some of these collections are constructed in the proof
of Theorem 10.3, they are illustrated in Figure 10.1.
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Figure 10.1. Bifurcation pattern
The actual proofs of these Theorems need some preparation. Recall,
UKk,n(ε) =
⋃
k≤k′<n′≤n
Kk′,n′(ε).
Lemma 10.4. If k < n and ε > 0 small enough then
Kk,n(ε) ⊂ UKk,n(ε).
In particular, UKk,n(ε) is closed.
Proof. It suffices to prove that for each k < n
Kk,n(ε) ⊂ UKk,n(ε).
Let Fj ∈ Kk,n(ε) with Fj → F /∈ UKk,n(ε). Let K
u/s
m ⊂ W
u/s
loc (βm)
be a fundamental domain for F restricted to W u/s(βn). We may as-
sume that Kum ⊂ intUm and K
s
m ⊂ intSm. Similarly, let K
u/s
m (j) ⊂
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W
u/s
loc (βm(j)) be a fundamental domain for Fj restricted toW
u/s(βn(j)).
Construct these fundamental domains in such a way that
Ku/sm (j)→ K
u/s
m .
Apply Lemma 4.8 and we see that Kum(j) ⊂ intUm(j) and K
s
m(j) ⊂
intSm(j), for j ≥ 1 large enough. Finally, choose xj ∈ K
u
k (j) such that
F tj (xj) ∈ K
s
n(j)
is a heteroclinic tangency and xj → x ∈ K
u
k .
Claim 10.5. ω(x) ⊂ OF ∪
⋃
m>n βm
Proof. Suppose by contradiction ω(x) = βm1 , say
s1 = F
r1(x) ∈ Ksm1 ,
with m1 ≤ n. ¿From F /∈ Kk,m1(ǫ) we get that
Ts1F
r1(Kuk ) |∩ Ts1K
s
m1
.
By definition
(10.1) TxjK
u
k (j)→ TxK
u
k .
This implies
(10.2) DF r1j (xj)(TxjK
u
k (j))9 Ts1K
s
m1 .
Now we will prove
(10.3) m1 < n.
To do so, assume that m1 = n. Observe, F
r1(xj) ∈ W
s(βn(j)) and
this point is also close to Sn(j) because it is close to Sn. Lemma 4.8
implies
F r1j (xj) ∈ K
s
n(j).
Hence, tj = r1. From (10.2) we get that at F
r1
j (xj) there is no tangency
between F r1j (K
u
k (j)) and K
s
n(j). Contradiction. We proved that m1 <
n.
Let e1j > 0 be maximal such that when r1 ≤ i ≤ e
1
j we have
F ij (xj) ∈ Tm1(j),
where Tm1(j) is the saddle region of βm1(j) of Fj , see Figure 4.1. Say
F
e1j
j (xj)→ u1 ∈ K
u
m1
.
Then
(10.4) DF
e1j
j (xj)(TxjK
u
k (j))→ Tu1K
u
m1
.
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Recall, xj ∈ W
s(βn(j)). Hence,
ω(u1) ⊂
⋃
m≤n
βm.
Say,
s2 = F
r2(u1) ∈ K
s
m2
,
with m1 < m2 ≤ n. Because, F /∈ Km1,m2(ǫ) we get
Ts2F
r2Kum1 |∩ Ts2K
s
m2
.
This implies
(10.5) DF
r2+e1j
j (xj)(TxjK
u
k (j))9 Ts2K
s
m2 .
As before, we conclude
(10.6) m1 < m2 < n.
The statements (10.5) and (10.4) are similar to the statements (10.2)
and (10.1). We can repeat the construction in a similar manner as was
done in the proof of Proposition 4.10. Properties (10.3) and (10.6) show
that the construction can always be repeated. This is impossible. 
The first consequence of the Claim is that
An+1F 6= ∅.
Choose an open neighborhood U ⊃ An+1F such that
F (U) ⊂ U
and
(10.7) U ∩Ksn = ∅.
There exists s0 > 0 such that F
s(x) ∈ U , s ≥ s0. For j ≥ 1 large
enough
Fj(U) ⊂ U.
Hence, for j ≥ 1 large enough and s ≥ s0
F sj (xj) ∈ U.
From (10.7) we get tj ≤ s0. Say, tj = t. Observe,
F t(x)← F tj (xj) ∈ K
s
n(j)→ K
s
n.
So, F t(x) ∈ Ksn. This contradicts Claim 10.5. 
Consider the set Ak,n ⊂ K
s
n consisting of tangencies of W
u(βk) and
W s(βn).
HE´NON RENORMALIZATION 53
Proposition 10.6. Let F ∈ HnΩ(ε), with ε > 0 small enough, and
k < n be such that F has a (k, n)-heteroclinic tangency,
F ∈ Kk,n(ε)
but
(10.8) F /∈ UKk+1,n(ε).
Then Ak,n is a finite set.
Proof. Let
W =
n−1⋃
j=k
W u(βj).
Lemma 4.9 states that the only points in Ksn on which W
u(βk) can
accumulate are points in the unstable manifolds W u(βj) with k < j <
n. Hence, if x ∈ Ak,n \ Ak,n then
x ∈ W u(βj) ∩W
s(βn)
for some j > 0 with k < j < n.
Condition (10.8) says that F /∈ Kj,n. So, the intersection at x be-
tween W u(βj) and W
s(βn) is transverse. The point x is accumulated
by heteroclinic tangencies. It is not a laminar point of⋃
k≤j≤n
W u(βj).
This contradicts Proposition 4.12. 
Remark 10.2. Observe that the intersection W ∩Ksn, used in the pre-
vious proof, is closed. However, it is not finite if k < n − 1. Compare
with Lemma 4.9 .
Choose F ∈ HnΩ(ε), with ε > 0 small enough. Fix the fundamental
domain Ksn = [p
n
0 , p
n
2 ]
s ⊂ W sloc(βn) for F restricted to W
s(βn). The
points pn0 , p
n
2 are as defined in section §4, see Figure 4.1. Similarly, we
choose Kuk = [p
k+1
−2 , p
k+1
−1 ]
u as a fundamental domain in W u(βk) with
k < n. Given a sequence Fj → F we will denoted the fundamental
domains of Fj by K
u/s
k (j). The invariant manifolds W
u/s(βk(Fj)) of Fj
will be denoted by W
u/s
k (j) and W
u/s(βk(F )) of F will be denoted by
W
u/s
k .
Lemma 10.7. Let F ∈ HnΩ(ε), with ε > 0 small enough, and k < n be
such that
F /∈ UKk+1,n(ε) ∪ UKk,n−1(ε).
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There exists N ≥ 1 such that the following holds. If Fj → F and there
are points
(10.9) u(j) ∈ Kuk (j)
(10.10) z(j) = F
tj
j (u(j))
such that
(10.11) z(j)→ zˆ ∈ Ksn
and
(10.12) Tz(j)W
u
k (j) ∋ v(j)→ TzˆK
s
n
then
tj ≤ N.
Proof. Fix k ≥ 1. The proof will be given by induction in n > k.
The definition of renormalization implies that the Lemma holds when
n = k + 1. In this case there are only two intersections of W uk (j)
with Ksn(j) and these intersections are transversal. There is nothing to
prove.
Suppose the Lemma holds for all k + 1 ≤ m < n. Suppose, Fj → F
and this sequence satisfies the conditions (10.9), . . . , (10.12) of the
Lemma but
tj →∞.
Claim 10.8. There is k < m < n with zˆ ∈ W um.
Proof. Suppose the backward orbit of zˆ escapes from Trapk(F ):
F−t0(zˆ) /∈ Trapk(F ),
for some t0 > 0. Observe, Trapk(F ) is closed and Trapk(Fj) is close to
Trapk(F ) for j ≥ 1 large enough. So for j ≥ 1 large enough we have
F−t0j (zˆ(j)) /∈ Trapk(Fj).
This contradicts, zˆ(j) ∈ W uk (j). We showed that the backward orbit
of zˆ does not escape: for every t ≥ 0
F−t(zˆ) ∈ Trapk(F ).
Hence,
zˆ ∈
⋃
k≤m<n
W um.
Suppose, zˆ ∈ W uk . Choose a neighborhood U ⊃ A
k+1
F such that F (U)
is strictly contained in U and U ∩ [βk, zˆ]
u = ∅. For j ≥ large enough
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we have that Fj also maps U strictly inside U . In particular, AF k+1j
is
strictly contained in U . Hence, for all l ≥ l0
F lj (u(j)) ∈ U
This contradicts
F
tj
j (u(j)) = z(j)→ zˆ /∈ U
because tj →∞. 
Let zˆ(j) ∈ W um(j) ∩ K
s
n(j) be the perturbation of zˆ ∈ W
u
m ∩ K
s
n,
see Figure 10.2. The intersection at zˆ of W um with K
s
n is transversal
because F /∈ Km,n: the perturbation zˆ(j) is well defined.
PSfrag replacements
F btjt
F atjt
F tjt
βk(jt)
u(jt)
Kuk (jt)
Ksm(jt)
wt
vt+at(jt)
zt(jt)
vt(jt)
βm(jt)
zˆt(jt)
z(jt)
Ksn(jt)
zˆ(jt)
v(jt)
βn(jt)
Figure 10.2.
For each t ≥ 1 define
zˆt(j) = F
−t
j (zˆ(j)),
zt(j) = F
−t
j (z(j)),
and
vt(j) = DF
−t
j (v(j)).
From (10.12) we get for a given t ≥ 1
vt(j)→ Tzˆt(j)W
s
n,
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when j →∞. Given t ≥ 1 we can apply the λ-Lemma, see [dMP], and
choose jt large enough and at ≥ 1 such that
wt = zt+at(jt)→ w ∈ K
s
m,
and
vt+at(jt)→ TwK
s
m.
The time needed to go from u(js) to ws is
bt = tjt − (t + at).
The induction hypothesis, that is, the Lemma for k < m < n gives a
bound N ≥ 1 such that
bt < N
for all t ≥ 1. This implies that w ∈ Ksm is a tangency between W
u
k and
W sm. This is impossible because
F /∈ Kk,m ⊂ UKk,n−1.

Let F ∈ HnΩ(ε), with ε > 0 small enough, and k < n. For t ≥ 1
define the curve
Ck,t ≡ [βk, F
t(pk+10 )]
u,
the intersection point pk+10 of W
u(βk) with W
s(βk+1) is defined in
§3. See also Figure 4.1. The following Theorem is a reformulation
of Lemma 10.7.
Theorem 10.9. Let F ∈ HnΩ(ε), with ε > 0 small enough, and k < n
be such that
F /∈ UKk+1,n(ε) ∪ UKk,n−1(ε).
There exists N ≥ 1 and a neighborhood U of F ∈ HnΩ(ε) such that the
following holds. If F˜ ∈ U and
W u(βk(F˜ ))−−∩x W
s(βn(F˜ ))
with x ∈ Ksn(F˜ ) then
x ∈ Ck,N(F˜ ).
Lemma 10.10. Let F ∈ HnΩ(ε), with ε > 0 small enough, and k < n,
be such that F has a (k, n)-heteroclinic tangency,
F ∈ Kk,n(ε)
but
(10.13) F /∈ UKk+1,n(ε) ∪ UKk,n−1(ε).
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Then for every neighborhood U ∋ F there exists an open set V ⊂ U
such that
V ∩ UKk,n(ε) = ∅.
Proof. The collections UKk+1,n and UKk,n−1 are closed, see Lemma
10.4. Let U ⊃ V0 ∋ F be a neighborhood with
V0 ∩ (UKk+1,n ∪ UKk,n−1) = ∅.
According to Theorem 10.9 there is N ≥ 1 and a neighborhood V1 ⊂ V0
such that for all F ∈ V1 all the tangencies between W
u(βk(F˜ )) and
W s(βn(F˜ )) in K
s
n(F˜ ) are in a bounded curve Ck,N(F˜ ). The maps in
HnΩ(ε) are analytic. This allows us to remove all finitely many tangen-
cies and get an open set V ⊂ V1 such that V ∩ UKk,n = ∅. 
For F ∈ HnΩ(ε) define
∆nF = min{n
′ − k′|F ∈ Kk′,n′(ε), k
′ < n′ ≤ n}.
Corollary 10.11. Let F ∈ HnΩ(ε), with ε > 0 small enough, and
∆nF <∞. Then for every neighborhood U ∋ F there exists an open set
V ⊂ U such that
∆n
F˜
> ∆nF ,
for all F˜ ∈ V.
Proof. Let
X = {(k′, n′)|k′ < n′ ≤ n and n′ − k′ < ∆F}
and
Y = {(k′, n′)|k′ < n′ ≤ n, n′ − k′ = ∆nF , F ∈ Kk′,n′(ε)}.
Observe,
F /∈
⋃
(k′,n′)∈X
Kk′,n′(ε) =
⋃
n′−k′=∆n
F
−1
UKk′,n′(ε)
which is a finite union of closed set, see Lemma 10.4. Choose, F ∈
U0 ⊂ U such that
U0 ∩
⋃
(k′,n′)∈X
Kk′,n′(ε) = ∅.
Now apply repeatly Lemma 10.10 to erase the points (k′, n′) ∈ Y . We
constructed V ⊂ U0 such that for F˜ ∈ V
∆F˜ > ∆F .

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Proof of Theorem 10.1. Lemma 10.4 gives UK0,n(ε) is closed. In par-
ticular, the maps without heteroclinic tangencies form an open set in
InΩ(ε). Let U ⊂ I
n
Ω(ε) and assume that every map in U has a tangency.
We have
∆nF ≤ n,
for F ∈ U . There is an F0 ∈ U which has a tangency and where ∆
n
F0
is
maximal. This contradicts Corollary 10.11. 
The following Lemmas are a preparation for the proof of Theorem
10.3.
Lemma 10.12. For ε > 0 small enough, there exist n > k ≥ 1 such
that for s ≥ 1 large enough
In+sΩ (ε) ∩ Kk,n(ε) 6= ∅.
More precisely, there exists an F ∈ In+sΩ (ε)∩Kk,n(ε) such that Γ∞(Fk−1)
is tangent to Mn−k+11 (Fk−1).
1
Proof. Let Ω = Ωh×Ωv and WnΩ(ε) ⊂ H
n
Ω(ε) consists of the maps that
have a periodic point of period 2n with multiplier −1, n ≥ 1. Choose
a unimodal family a 7→ fa ∈ UΩh, a ∈ (−a0, a0), which intersects
transversallyW s(f∗) at a = 0. For a0 > 0 small enough we can consider
the family
Fa,t(x, y) = (fa(x)− t · ǫ(x, y), x) ∈ HΩ(ε),
with a ∈ (−a0, a0) and t ∈ [0, 1]. Let
W n = {(a, t)|Fa,t ∈ W
n
Ω(ε)}
and
W = {(a, t)|Fa,t ∈ IΩ(ε)}.
For n ≥ 1 large enough and ε > 0 small enough W and W n are graphs
of analytic functions t 7→ a(t) and t 7→ an(t). Moreover, an → a
(exponentially fast). Finally, let
(10.14)
In = {(a, t)|Fa,t ∈ I
n
Ω(ε)}
= {(a, t)|an−1(t) < a < an(t)}.
These statements follows from the fact that the family a 7→ fa intersects
W s(f∗) transversally and the hyperbolicity of the He´non-renormalization
operator.
Choose t, t˜ ∈ [0, 1]. Consider the maps F = Fa(t),t ∈ IΩ(ε) with
average Jacobian b > 0 and F˜ = Fa(t˜),t˜ ∈ IΩ(ε) with average Jacobian
1See §7 for the definition of Γ∞(Fk−1) and Figure 3.1 for M
n−k+1
1 (Fk−1).
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b˜ > b. We will use a short hand notation for the invariants of §8: let
κn = κRnF and κ˜n = κRnF˜ . For n ≥ 1 large enough we have, as a
consequence of Theorem 8.3,
κn > 2
n · {
| ln b|
| lnσ2|
− 1} > 2n · {
| ln b˜|
| lnσ2|
+ 1} > κ˜n.
Hence, for n ≥ 1 large enough we can find k ≥ 1 such that
κn+1 > k − 1 > κ˜n+1.
The map F has the property that
Mk−11 (R
n+1F ) ∩Dτ (Rn+1F ) = ∅.
In other words, see Figure 3.1, that
(10.15) Mn+1+k−11 (F ) ∩ [p
n+1
0 , p
n+1
1 ]
u = ∅.
The map F˜ has the property that Mk−11 (R
n+1F˜ ) has a nonempty
transversal intersection with the boundary of Dτ (Rn+1F˜ ). In particu-
lar,
(10.16) Mn+1+k−11 (F˜ ) ∩ [p˜
n+1
0 , p˜
n+1
1 ]
u 6= ∅,
and consists of transversal intersections. The transversal intersections
given in (10.15) and (10.16) persist locally. Hence, for s ≥ 1 large
enough the set In+k+s will contain maps with a transverse intersection
of type
Mn+1+k−11 ∩ [p
n+1
0 , p
n+1
1 ]
u 6= ∅,
and also maps without any intersection betweenMn+1+k−11 and [p
n+1
0 , p
n+1
1 ]
u.
The connectivity of In+k+s, see (10.14), implies that there are maps in
In+k+s for which there is a tangency between [pn+10 , p
n+1
1 ]
u and Mn+k1 .
Recall,
[pn+10 , p
n+1
1 ]
u ⊂W u(βn),
and
Mn+k1 ⊂ W
s(βn+k).
Hence,
Γ∞(Fn−1)−−∩ M
k+1
1 (Fn−1).
Moreover, for s ≥ 1 large enough, In+k+sΩ (ε) ∩ Kn,n+k(ε) 6= ∅. 
The following definition is illustrated by Figure 10.3.
Definition 10.1. Given a map F ∈ HkΩ(ε), with ε > 0 small enough
and k ≥ 1. If Γ∞(F ) ∩M
k
1 (F ) = ∅ then define
jk = jk(F ) = max{j ≥ 2|Γj ∩M
k
1 6= ∅}.
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Otherwise, if Γ∞ ∩M
k
1 6= ∅ let
jk = jk(F ) = max{j ≥ 2|Γj ∩M
k
1 = ∅}.
PSfrag replacements
W sloc(β0) W
s
loc(β2)W
s
loc(β
′
2)
W sloc(β1) W
s
loc(τ )
β0
β1
Γj
Γ∞
Γjk
M i1
Mk1
x0
x
y
z
F (x0)
Figure 10.3.
Lemma 10.13. jk(F ) is a topological invariant.
Proof. Let x0 ∈ W
u(β0) be the first intersection, coming from β0 going
along W u(β0), with W
s
loc(β2), see Figure 10.3. Proposition 5.3 implies
that this point is topologically defined. Notice, that
Γ2 = [x0, F (x0)]
u ⊂W u(β0).
Thus Γ2 is topologically defined. Now, assume that
Γj = [z, x]
u ⊂W u(β0),
is topologically defined, with z ∈ W sloc(β
′
2) and x ∈ W
s
loc(β2). Then,
when ε > 0 is small enough, there is a unique intersection point
y ∈ (z, x)u ∩W sloc(β2).
This point is topologically defined. Now observe that
Γj+1 = F ([z, y]
u).
We proved that all Γj , j ≥ 2, are topologically defined.
HE´NON RENORMALIZATION 61
Recall from §8 that Dτ ⊂ D1 is the connected component of D1 \
W sloc(τ) which does not contain β1, see Figure 8.1 and that M
k
1 is on
the right of W sloc(τ). Observe,
Mk1 ∩D1 = M
k
1 ∩D
τ .
According to Lemma 8.1, this intersection is a topologically defined
set. Furthermore, notice that
Γj ∩M
k
1 ⊂ D1.
Hence, the intersections
Γj ∩M
k
1
are topologically defined. We proved that jk,n is a topological invariant.

Fix a map F ∈ In+sΩ (ε), with ε > 0 small enough and s ≥ 1. We
will need the objects defined in §7. In that section we used the graphs
Γj = Γj(Fn), j = 2, 3, . . . , and Γ∞ = Γ∞(Fn). Apply Corollary 7.2 to
obtain a ρ = ρ(F, n) < 1 such that for j ≥ 2
(10.17) |Γj(y)− Γ∞(y)| ≥ ρ
j,
holds on a neighborhood of F .
Proof of Theorem 10.3 Apply Lemma 10.12: for every ε > 0 small
enough, there exist k, n > 0 such that for every s ≥ 1 large enough
there is a map F ∈ In+k+sΩ (ε)∩Kn,n+k(ε) such that Γ∞(Fn−1) is tangent
to Mk1 (Fn−1). Use Theorem 10.1 to choose a sequence Gm ∈ I
n+k+s
Ω (ε)
of Morse-Smale maps converging to F . Now
jk(R
n−1Gm)→∞,
for m→∞. Otherwise, suppose that for a subsequence jk(R
n−1Gm) ≤
j stays bounded. Let Γmj and Γ
m
∞ be the corresponding graphs of the
maps Rn−1Gm. Then
min
y
|Γmj+1(y)− Γ
m
∞(y)| → 0,
for m → ∞. This contradicts inequality (10.17). We found countable
many Morse-Smale maps of different type accumulating at F . 
Remark 10.3. Notice that a map F ∈ InΩ(ε) might have heteroclinic
tangencies in places other then the ones discussed in the proof of Theo-
rem 10.3. The proof only describes some particular collection of bound-
ary curves of Morse-Smale components but there might be many more
components of other types.
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Remark 10.4. Observe that the results of this section also hold when
we consider two dimensional analytic families in HΩ(ε) transverse to
IΩ(ε).
Appendix: Variation of the β0-unstable manifold
Let us consider a one-parameter real analytic family of He´non-like
maps
(10.18) Ft(x, y) = (f(x)− t γ(x, y) +O(t
2), x), where γ ≡
dFt
dt
∣∣∣∣
t=0
is the parameter velocity of this family at f .
Let βt = β0(t) be the saddle fixed point of Ft with positive eigenval-
ues, and let λt > 1 be its repelling eigenvalue. Below we will calculate
the first variation of the unstable manifold W u(βt) at t = 0. To this
end let us linearize Ft|W
u(βt):
Φt : R→W
u(βt), Φt(λts) = Ft(Φt(s)).
Note that for t = 0, Φ0(s) = (φ0(s), φ0(s/λ0)), where φ0 : R → R is
the linearizing map of f at the fixed point β0.
Let φt be the first coordinate of Φt. Then
(10.19) φt(λts) = f(φt(s))− t γ(φt(s), φt(s/λt)) +O(t
2).
Let
(10.20) λt = λ0 + µt+O(t
2), φt(s) = φ0(s) + ψ(s) t+O(t
2).
Plugging it into (10.19) and keeping only linear terms in t, we obtain
the following equation:
φ′0(λ0s)µs+ ψ(λ0s) = f
′(φ0(s))ψ(s)− γ(φ0(s), φ0(s/λ0)).
Let us now look what happens when φ0(sc) = c.
2 Letting sv = λ0sc,
we have φ0(sv) = v. Since v is the maximum of φ0, the first terms in
the both sides of the above equation vanish, and we obtain:
(10.21) ψ(sv) = −γ(c, c−1),
where c−1 = φ0(τc/λ0) ∈ f
−1(c) is a precritical point (there are infin-
itely many values of sc; they split into two classes corresponding to the
upper and lower critical point on the parabola, which correspond to
the two precritical points c−1). It allows us to estimate the distance
from the turning points of the unstable manifold to the critical value.
A turning point of the curve W u(βt) is a point with vertical tangency.
2recall that c is the critical point and v is the critical value of f .
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Lemma 10.14. In the above one-parameter family Ft of He´non-like
maps, the horizontal distance from the first and the third turns of the
unstable manifold W u(βt) to the turning point (v, c) of the parabola x =
f(y) is −γ(c, c−1) t+O(t
2), where we should take the lower precritical
point c−1 for the first turning point, and the upper precritical point for
the second one.
Proof. According to (10.21), the horizontal distance from φt(sv) to v =
φ0(sv) is −γ(c, c−1) t+O(t
2). However, Φt(sv) is not the turning point
(xt, yt) of the unstable manifold W
u(βt), so we need to show that |xt−
φt(sv)| = O(t
2).
Let xt = φt(st). Let us estimate |st − sv|. Since φ
′
t(st) = 0, the
second equation of (10.20) yield:
0 = φ′0(st) + ψ
′(st)t+ . . .
Linearizing this equation in s near sv, using that φ
′
0(sv) = 0, we obtain:
φ′′0(sv)(st − sv) + (ψ
′(sv) + ψ
′′(sv)(st − sv))t+O(t
2) = 0.
Hence,
st − sv =
ψ′(sv)
φ′′(sv)
· t+O(t2),
provided φ′′0(sv) 6= 0. But the latter is actually true, which is eas-
ily checked by differentiating twice at sc the linearization equation
φ0(λ0s) = f0(φ0(s)) (using that the critical point c of f0 is non-degenerate).
Finally, we conclude:
xt = φt(st)
= φ0(st) + ψ(st)t+O(t
2)
= φ0(sv) + φ
′
0(sv) · at+ ψ(sv)t+O(t
2)
= v + ψ(sv)t +O(t2) = φt(sv) +O(t
2).

Note that it is reasonable to assume that γ(c, c−1) is positive at the
upper critical point and negative at the lower one, and has the absolute
value of order 1. Then the first turning point of W u(βt) is on the right
from (v, c) (for t > 0), while the third one is on the left (as we always
draw), and as t→ 0, they move toward (v, c) with a speed of order 1.
Let w(F ) be the horizontal distance between the first and the third
turning points of the unstable manifold W u(β) (which measures the
width of the horseshoe near the tip). Let c+ and c− denote the upper
and the lower precritical points of f respectively.
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Lemma 10.15. For the family (10.18),
dw(Ft)
dt
∣∣∣∣
t=0
=
∫ c+
c−
d JacFt(c, y)
dt
∣∣∣∣
t=0
dy
Proof. According to Lemma 10.14,
dw(Ft)
dt
∣∣∣∣
t=0
= γ(c, c+)− γ(c, c−) =
∫ c+
c−
∂γ(c, y)
∂y
dy
=
∫ c+
c−
d JacFt(c, y)
dt
∣∣∣∣
t=0
dy.

The last formula can also be written in the following form: For a
He´non-like map F = (f − ε, x) ∈ HΩ(ε¯),
(10.22) δw(f) =
∫ c+
c−
δ JacF (c, y) dy
Lemma 10.16. For F (x, y) = (f(x)− ba(x, y), x) ∈ HΩ(ε¯), assume
C−1 ≤ |∂a/∂y| ≤ C.
Then w(F ) ≍ b for b ≤ b0, with the constants depending only on Ω, ε¯
and C.
Proof. Consider b ∈ [0, b0] as a small parameter. Then by the varia-
tional formula (10.22)
dw(Fb)
db
∣∣∣∣
b=0
=
∫ c+
c−
∂a
∂y
(c, y)dy ≍ 1.
Moreover, the second derivative d2w(Fb)/db2 is bounded on the inter-
val [0, b0], uniformly over F ∈ HΩ(ε¯) (since w(F ) is a C2-smooth, in
fact analytic, functional on this space), and the conclusion follows by
elementary calculus. 
The asymptotic expression for RnF as given in (2.3) implies:
Proposition 10.17. For Fb ∈ IΩ(ε¯), be a family of infinitely renor-
malizable maps parametrized by the average Jacobian b = bFb. Then
lim
b→0
w(RnFb)
b2n
= a(c) · (c+ − c−)
where b is the average Jacobian of F and c± are the preimages of the
critical point c of f∗. And x 7→ a(x) the universal function given in
(2.3).
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Appendix: Open Problems
Let us finish with some questions related to the previous discussion.
Problem I:
The following questions are inspired by the results of §9 on stable
laminations.
(1) A wandering domain is an open set in the basin of attraction
of OF . Do wandering domains exist?
(2) If a map F ∈ IΩ(ε) does not have wandering domains then the
union F s of all stable manifolds of periodic points are dense in
the domain of F . Does there exist F ∈ IΩ(ε) such that F
s is
not laminar even if there are no heteroclinic tangencies?
(3) For F ∈ IΩ(ε) let F
s
τ be the union of stable manifolds of the
points in the orbit of the tip. Is F sτ dense in Dom(F )?
Problem II:
It is shown in [CLM] that the unique invariant measure on the Cantor
attractor OF has characteristic exponents 0 and ln bF < 0. Can the
stable characteristic exponent of the tip τF differ from ln bF (compare
Proposition 3.8)?
Problem III:
Can we still speak of rigidity of the Cantor attractor OF ?
(1) Are the Cantor attractors rigid within the topological conjugacy
classes?
(2) Prove or disprove that two Cantor attractors OF and OF˜ are
smoothly equivalent if and only if they have the same average
Jacobian.
Problem IV:
(1) Can different Morse-Smale components
MS1,MS2 ⊂
⋃
n≥0
InΩ(ε)
have the same type, that is the maps in MS1 are conjugate to
the maps in MS2?
(2) As we have shown, the Morse-Smale He´non maps are dense in
the zero entropy region with small Jacobian. Are they dense in
the full zero entropy region of dissipative He´non maps? How
about other real analytic families of dissipative two dimensional
maps?
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(3) The discussion that led to Theorem 10.3 was based on the renor-
malization structure. However, the non-locally finiteness of the
collection of Morse-Smale components might be a more general
phenomenon. Study the combinatorics of Morse-Smale compo-
nents in other real analytic families of dissipative two dimen-
sional maps.
(4) Are the real Morse-Smale He´non maps from Theorem 10.3 hy-
perbolic on C2? To what extent determines the topology of the
real heteroclinic web the topology of the corresponding He´non
map on C2?
Nomenclature
AF global attractor §4
AnF n
th−scale attractor §4
bF average Jacobian, §2
B0 non-escaping points, §4
Bvn renormalization piece around the tip of level n, §2
βˆn fixed point of R
nF , §3
βn periodic point, §3
β ′n periodic point, §3
CF non-laminar points in AF , §6
γ∞ curve, Figure 7.1
γj curve, Figure 7.1
Γ∞ curve, Figure 7.1
Γj curve, Figure 7.1
Dn periodic domain containing the tip, §3
Dτ domain bounded by W sloc(τ) and W
u(β0), §8
Ek,n heteroclinic points, §4
Esk,n heteroclinic points, §9
Φn0 coordinate change, §3
Φk+1k coordinate change, §3
HnΩ(ε) n-times renormalizable maps, §2
IΩ(ε) infinitely renormalizable maps, §2
InΩ(ǫ) n-times renormalizable maps with a periodic attractor of period
2n, §2
Kun fundamental domain in W
u(βn), §4
Ksn fundamental domain in W
s(βn), §9
Kk,n(ε) maps with heteroclinic tangencies, Definition 4.3
UKk,n(ε) maps in Kk′,n′(ε) with k ≤ k
′ < n′ ≤ n, Definition 4.3
κF topological invariant, §8
λn stable eigenvalue of βn, §6
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µn unstable eigenvalue of βn, §6
Mˆni component stable manifold of βˆn, §3
Mni component stable manifold of βn, §3
OF critical Cantor set, §2
pˆni heteroclinic point of R
nF , §3
pni heteroclinic point of F , §3, also Figure 3.1
qi heteroclinic point of R
nF , §4, also Figure 4.1
q′i heteroclinic point of R
nF , §4, also Figure 4.1
σ scaling factor of the unimodal fixed point, §2
Trapn n
th−trapping region, §4
τF tip, §2
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