Introduction
Tree-structured classification and regression are alternative approaches to classification and regression that are not based on assumptions of normality and user-specified model statements, as are some older methods such as discriminant analysis and ordinary least squares (OLS) regression. Yet, unlike the case for some other nonparametric methods for classification and regression, such as kernel-based methods and nearest neighbors methods, the resulting tree-structured predictors can be relatively simple functions of the input variables which are easy to use. Bagging and boosting are general techniques for improving prediction rules. Both are examples of what Breiman (1998) refers to as perturb and combine (P&C) methods, for which a classification or regression method is applied to various perturbations of the original data set, and the results are combined to obtain a single classifier or regression model. Bagging and boosting can be applied to tree-based methods to increase the accuracy of the resulting predictions, although it should be emphasized that they can be used with methods other than tree-based methods, such as neural networks.
This chapter will cover tree-based classification and regression, as well as bagging and boosting. This introductory section provides some general information, and briefly describes the origin and development of each of the methods. Subsequent sections describe how the methods work, and provide further details.
Classification and regression trees
Tree-structured classification and regression are nonparametric computationally intensive methods that have greatly increased in popularity during the past dozen years. They can be applied to data sets having both a large number of cases and a large number of variables, and they are extremely resistant to outliers (see Steinberg and Colla, 1995, p. 24) .
Classification and regression trees can be good choices for analysts who want fairly accurate results quickly, but may not have the time and skill required to obtain them using traditional methods. If more conventional methods are called for, trees can still be helpful if there are a lot of variables, as they can be used to identify important variables and interactions. Classification and regression trees have become widely used among members of the data mining community, but they can also be used for relatively simple tasks, such as the imputation of missing values (see Harrell, 2001 ). Regression trees originated in the 1960s with the development of AID (Automatic Interaction Detection) by Morgan and Sonquist (1963) . Then in the 1970s, Morgan and Messenger (1973) created THAID (Theta AID) to produce classification trees. AID and THAID were developed at the Institute for Social Research at the University of Michigan.
In the 1980s, statisticians Breiman et al. (1984) developed CART (Classification And Regression Trees), which is a sophisticated program for fitting trees to data. Since the original version, CART has been improved and given new features, and it is now produced, sold, and documented by Salford Systems. Statisticians have also developed other tree-based methods; for example, the QUEST (Quick Unbiased Efficient Statistical Tree) method of Loh and Shih (1997) .
Classification and regression trees can now be produced using many different software packages, some of which are relatively expensive and are marketed as being commercial data mining tools. Some software, such as S-Plus, use algorithms that are very similar to those underlying the CART program. In addition to creating trees using tree (see Clark and Pregibon, 1992) , users of S-Plus can also use rpart (see Therneau and Atkinson, 1997) , which can be used for Poisson regression and survival analysis in addition to being used for the creation of ordinary classification and regression trees. Martinez and Martinez (2002) provide MATLAB code for creating trees, which are similar to those that can be created by CART, although their routines do not handle nominal predictors having three or more categories or splits involving more than one variable. The MATLAB Statistics Toolbox also has functions for creating trees. Other software, including some ensembles aimed at data miners, create trees using variants of CHAID (CHi-squared Automatic Interaction Detector), which is a descendant of THAID developed by Kass (1980) . SPSS sells products that allow users to create trees using more than one major method.
The machine learning community has produced a large number of programs to create decision trees for classification and, to a lesser extent, regression. Very notable among these is Quinlan's extremely popular C4.5 (see Quinlan, 1993) , which is a descendant of his earlier program, ID3 (see Quinlan, 1979) . A newer product of Quinlan is his system See5/C5.0. Quinlan (1986) provides further information about the development of tree-structured classifiers by the machine learning community.
Because there are so many methods available for tree-structured classification and regression, this chapter will focus on one of them, CART, and only briefly indicate how some of the others differ from CART. For a fuller comparison of tree-structured classifiers, the reader is referred to Ripley (1996, Chapter 7) . Gentle (2002) gives a shorter overview of classification and regression trees, and includes some more recent references. It can also be noted that the internet is a source for a large number of descriptions of various methods for tree-structured classification and regression. 
Bagging and boosting
Bootstrap aggregation, or bagging, is a technique proposed by Breiman (1996a) that can be used with many classification methods and regression methods to reduce the variance associated with prediction, and thereby improve the prediction process. It is a relatively simple idea: many bootstrap samples are drawn from the available data, some prediction method is applied to each bootstrap sample, and then the results are combined, by averaging for regression and simple voting for classification, to obtain the overall prediction, with the variance being reduced due to the averaging. Boosting, like bagging, is a committee-based approach that can be used to improve the accuracy of classification or regression methods. Unlike bagging, which uses a simple averaging of results to obtain an overall prediction, boosting uses a weighted average of results obtained from applying a prediction method to various samples. Also, with boosting, the samples used at each step are not all drawn in the same way from the same population, but rather the incorrectly predicted cases from a given step are given increased weight during the next step. Thus boosting is an iterative procedure, incorporating weights, as opposed to being based on a simple averaging of predictions, as is the case with bagging. In addition, boosting is often applied to weak learners (e.g., a simple classifier such as a two node decision tree), whereas this is not the case with bagging. Schapire (1990) developed the predecessor to later boosting algorithms developed by him and others. His original method pertained to two-class classifiers, and combined the results of three classifiers, created from different learning samples, by simple majority voting. Freund (1995) extended Schapire's original method by combining the results of a larger number of weak learners. Then Freund and Schapire (1996) developed the AdaBoost algorithm, which quickly became very popular. Breiman (1998) generalized the overall strategy of boosting, and considered Freund and Schapire's algorithm as a special case of the class of arcing algorithms, with the term arcing being suggested by adaptive resampling and combining. But in the interest of brevity, and due to the popularity of Freund and Schapire's algorithm, this chapter will focus on AdaBoost and only briefly refer to related approaches. (See the bibliographic notes at the end of Chapter 10 of Hastie et al. (2001) for additional information about the development of boosting, and for a simple description of Schapire's original method.) Some (see, for example, Hastie et al., 2001, p. 299) have indicated that boosting is one of the most powerful machine/statistical learning ideas to have been introduced during the 1990s, and it has been suggested (see, for example, Breiman (1998) or Breiman's statement in Olshen (2001, p. 194) ) that the application of boosting to classification trees results in classifiers which generally are competitive with any other classifier. A particularly nice thing about boosting and bagging is that they can be used very successfully with simple "off-the-shelf" classifiers (as opposed to needing to carefully tune and tweak the classifiers). This fact serves to somewhat offset the criticism that with both bagging and boosting the improved performance comes at the cost of increased computation time. It can also be noted that Breiman (1998) indicates that applying boosting to CART to create a classifier can actually be much quicker than fitting a neural net classifier. However, one potential drawback to perturb and combine methods is that the final prediction rule can be appreciably more complex than what can be obtained using 22 a method that does not combine predictors. Of course, it is often the case that simplicity has to be sacrificed to obtain increased accuracy.
Using CART to create a classification tree
In the general classification problem, it is known that each case in a sample belongs to one of a finite number of possible classes, and given a set of measurements for a case, it is desired to correctly predict to which class the case belongs. A classifier is a rule that assigns a predicted class membership based on a set of related measurements, x 1 , x 2 , . . . , x K−1 , and x K . Taking the measurement space X to be the set of all possible values of (x 1 , . . . , x K ), and letting C = {c 1 , c 2 , . . . , c J } be the set of possible classes, a classifier is just a function with domain X and range C, and it corresponds to a partition of X into disjoint sets, B 1 , B 2 , . . . , B J , such that the predicted class is j if x ∈ B j , where
It is normally desirable to use past experience as a basis for making new predictions, and so classifiers are usually constructed from a learning sample consisting of cases for which the correct class membership is known in addition to the associated values of (x 1 , . . . , x K ). Thus statistical classification is similar to regression, only the response variable is nominal. Various methods for classification differ in how they use the data (the learning sample) to partition X into the sets B 1 , B 2 , . . . , B J .
Classification trees
Tree-structured classifiers are constructed by making repetitive splits of X and the subsequently created subsets of X , so that a hierarchical structure is formed. For example, X could first be divided into {x | x 3 53.5} and {x | x 3 > 53.5}. Then the first of these sets could be further divided into A 1 = {x | x 3 53.5, x 1 29.5} and A 2 = {x | x 3 53.5, x 1 > 29.5}, and the other set could be split into A 3 = {x | x 3 > 53.5, x 1 74.5} and A 4 = {x | x 3 > 53.5, x 1 > 74.5}. If there are just two classes (J = 2), it could be that cases having unknown class for which x belongs to A 1 or A 3 should be classified as c 1 (predicted to be of the class c 1 ), and cases for which x belongs to A 2 or A 4 should be classified as c 2 . (Making use of the notation established above, we would have B 1 = A 1 ∪ A 3 and B 2 = A 2 ∪ A 4 .) Figure 1 shows the partitioning of X and Figure 2 shows the corresponding representation as a tree.
While it can be hard to draw the partitioning of X when more than two predictor variables are used, one can easily create a tree representation of the classifier, which is easy to use no matter how many variables are used and how many sets make up the partition. Although it is generally harder to understand how the predictor variables relate to the various classes when the tree-structured classifier is rather complicated, the classifier can easily be used, without needing a computer, to classify a new observation based on the input values, whereas this is not usually the case for nearest neighbors classifiers and kernel-based classifiers.
It should be noted that when X is divided into two subsets, these subsets do not both have to be subsequently divided using the same variable. could be split using x 1 and the other subset could be split using x 4 . This allows us to model a nonhomogeneous response: the classification rules for different regions of X can use different variables, or be different functions of the same variables. Furthermore, a classification tree does not have to be symmetric in its pattern of nodes. That is, when X is split, it may be that one of the subsets produced is not split, while the other subset is split, with each of the new subsets produced being further divided.
Overview of how CART creates a tree
What needs to be determined is how to best split subsets of X (starting with X itself), to produce a tree-structured classifier. a binary tree. (Some other methods for creating classification trees allow for more than two branches to descend from a node; that is, a subset of X can be split into more than two subsets in a single step. It should be noted that CART is not being restrictive in only allowing binary trees, since the partition of X created by any other type of tree structure can also be created using a binary tree.) So, with CART, the issues are:
(1) how to make each split (identifying which variable or variables should be used to create the split, and determining the precise rule for the split), (2) how to determine when a node of the tree is a terminal node (corresponding to a subset of X which is not further split), and (3) how to assign a predicted class to each terminal node.
The assignment of predicted classes to the terminal nodes is relatively simple, as is determining how to make the splits, whereas determining the right-sized tree is not so straightforward. In order to explain some of these details, it seems best to start with the easy parts first, and then proceed to the tougher issue; and in fact, one needs to first understand how the simpler parts are done since the right-sized tree is selected from a set of candidate tree-structured classifiers, and to obtain the set of candidates, the splitting and class assignment issues have to be handled.
Determining the predicted class for a terminal node
If the learning sample can be viewed as being a random sample from the same population or distribution from which future cases to be classified will come, and if all types of misclassifications are considered to be equally bad (for example, in the case of J = 2, classifying a c 1 case as a c 2 is given the same penalty as classifying a c 2 as a c 1 ), the class assignment rule for the terminal nodes is the simple plurality rule: the class assigned to a terminal node is the class having the largest number of members of the learning sample corresponding to the node. (If two or more classes are tied for having the largest number of cases in the learning sample with x belonging to the set corresponding to the node, the predicted class can be arbitrarily selected from among these classes.) If the learning sample can be viewed as being a random sample from the same population or distribution from which future cases to be classified will come, but all types of misclassifications are not considered to be equally bad (that is, classifying a c 1 case as a c 2 may be considered to be twice as bad, or ten times as bad, as classifying a c 2 as a c 1 ), the different misclassification penalties, which are referred to as misclassification costs, should be taken into account, and the assigned class for a terminal node should be the one which minimizes the total misclassification cost for all cases of the learning sample corresponding to the node. (Note that this rule reduces to the plurality rule if all types of misclassification have the same cost.) Likewise, if all types of misclassifications are to be penalized the same, but the learning sample has class membership proportions that are different from those that are expected for future cases to be classified with the classifier, weights should be used when assigning predicted classes to the nodes, so that the predictions will hopefully minimize the number of misclassifications for future cases. Finally, if all types of misclassifications are not to be penalized the same and the learning sample has class membership proportions that are different from those that are expected for cases to be classified with the classifier, two sets of weights are used to assign the predicted classes. One set of weights is used to account for different misclassification costs, and the other set of weights is used to adjust for the class proportions of future observations being different from the class proportions of the learning sample. It should be noted that, in some cases, weights are also used in other aspects of creating a tree-structured classifier, and not just for the assignment of the predicted class. But in what follows, the simple case of the learning sample being viewed as a random sample from the same population or distribution from which future cases to be classified will come, and all types of misclassifications being considered equally bad, will be dealt with. In such a setting, weights are not needed. To learn what adjustments should be made for other cases, the interested reader can find some pertinent information in Breiman et al. (1984) , Hastie et al. (2001) , Ripley (1996) .
Selection of splits to create a partition
In determining how to divide subsets of X to create two children nodes from a parent node, the general goal is to make the distributions of the class memberships of the cases of the learning sample corresponding to the two descendant nodes different, in such a way as to make, with respect to the response variable, the data corresponding to each of the children nodes purer than the data corresponding to the parent node. For example, in a four class setting, a good first split may nearly separate the c 1 and c 3 cases from the c 2 and c 4 cases. In such a case, uncertainty with regard to class membership of cases having x belonging to a specific subset of X is reduced (and further splits may serve to better divide the classes).
There are several different types of splits that can be considered at each step. For a predictor variable, x k , which is numerical or ordinal (coded using successive integers), a subset of X can be divided with a plane orthogonal to the x k axis, such that one of the newly created subsets has x k s k , and the other has x k > s k . Letting
be the ordered distinct values of x k observed in the portion of the learning sample belonging to the subset of X to be divided, the values
can be considered for the split value s k . So even if there are many different continuous or ordinal predictors, there is only a finite (albeit perhaps rather large) number of possible splits of this form to consider. For a predictor variable, x k , which is nominal, having class labels belonging to the finite set D k , a subset of X can be divided such that one of the newly created subsets has x k ∈ S k , and the other has x k / ∈ S k , where S k is a nonempty proper subset of D k . If D k contains d members, there are 2 d−1 − 1 splits of this form to be considered.
Splits involving more than one variable can also be considered. Two or more continuous or ordinal variables can be involved in a linear combination split, with which a subset of X is divided with a hyperplane which is not perpendicular to one of the axes. For Breiman et al. (1984) describe such Boolean splits, they do not appear to be included in the Salford Systems implementation.) In many instances, one may not wish to allow linear combination and Boolean splits, since they can make the resulting tree-structured classifier more difficult to interpret, and can increase the computing time since the number of candidate splits is greatly increased. Also, if just single variable splits are used, the resulting tree is invariant with respect to monotone transformations of the variables, and so one does not have to consider whether say dose, or the log of dose, should be used as a predictor. But if linear combination splits are allowed, transforming the variables can make a difference in the resulting tree, and for the sake of simplicity, one might want to only consider single variable splits. However, it should be noted that sometimes a single linear combination split can be better than many single variable spits, and it may be preferable to have a classifier with fewer terminal nodes, having somewhat complicated boundaries for the sets comprising the partition, than to have one created using only single variable splits and having a large number of terminal nodes.
At each stage in the recursive partitioning, all of the allowable ways of splitting a subset of X are considered, and the one which leads to the greatest increase in node purity is chosen. This can be accomplished using an impurity function, which is a function of the proportions of the learning sample belonging to the possible classes of the response variable. These proportions will be denoted by
The impurity function should be such that it is maximized whenever a subset of X corresponding to a node in the tree contains an equal number of each of the possible classes. (If there are the same number of c 1 cases as there are c 2 cases and c 3 cases and so on, then we are not able to sensibly associate that node with a particular class, and in fact, we are not able to sensibly favor any class over any other class, giving us that uncertainty is maximized.) The impurity function should assume its minimum value for a node that is completely pure, having all cases from the learning sample corresponding to the node belonging to the same class. Two such functions that can serve as the impurity function are the Gini index of diversity,
and the entropy function,
provided that 0 log 0 is taken to be lim p↓0 p log p = 0. To assess the quality of a potential split, one can compute the value of the impurity function using the cases in the learning sample corresponding to the parent node (the node to be split), and subtract from this the weighted average of the impurity for the two children nodes, with the weights proportional to the number of cases of the learning sample corresponding to each of the two children nodes, to get the decrease in overall impurity that would result from the split. To select the way to split a subset of X in the tree growing process, all allowable ways of splitting can be considered, and the one which will result in the greatest decrease in node impurity (greatest increase in node purity) can be chosen.
Estimating the misclassification rate and selecting the right-sized tree
The trickiest part of creating a good tree-structured classifier is determining how complex the tree should be. If nodes continue to be created until no two distinct values of x for the cases in the learning sample belong to the same node, the tree may be overfitting the learning sample and not be a good classifier of future cases. On the other hand, if a tree has only a few terminal nodes, then it may be that it is not making enough use of information in the learning sample, and classification accuracy for future cases will suffer. Initially, in the tree-growing process, the predictive accuracy typically improves as more nodes are created and the partition gets finer. But it is usually the case that at some point the misclassification rate for future cases will start to get worse as the tree becomes more complex.
In order to compare the prediction accuracy of various tree-structured classifiers, there needs to be a way to estimate a given tree's misclassification rate for future observations, which is sometimes referred to as the generalization error. What does not work well is to use the resubstitution estimate of the misclassification rate (also known as the training error), which is obtained by using the tree to classify the members of the learning sample (that were used to create the tree), and observing the proportion that are misclassified. If no two members of the learning sample have the same value of x, then a tree having a resubstitution misclassification rate of zero can be obtained by continuing to make splits until each case in the learning sample is by itself in a terminal node (since the class associated with a terminal node will be that of the learning sample case corresponding to the node, and when the learning sample is then classified using the tree, each case in the learning sample will drop down to the terminal node that it created in the tree-growing process, and will have its class match the predicted class for the node). Thus the resubstitution estimate can be a very poor estimate of the tree's misclassification rate for future observations, since it can decrease as more nodes are created, even if the selection of splits is just responding to "noise" in the data, and not real structure. This phenomenon is similar to R 2 increasing as more terms are added to a multiple regression model, with the possibility of R 2 equaling one if enough terms are added, even though more complex regression models can be much worse predictors than simpler ones involving fewer variables and terms.
A better estimate of a tree's misclassification rate can be obtained using an independent test sample, which is a collection of cases coming from the same population or distribution as the learning sample. Like the learning sample, for the test sample the true class of each case is known in addition to the values for the predictor variables.
The test sample estimate of the misclassification rate is just the proportion of the cases in the test sample that are misclassified when predicted classes are obtained using the tree created from the learning sample. If the cases to be classified in the future will also come from the same distribution that produced the test sample cases, the test sample estimation procedure is unbiased.
Since the test sample and the learning sample are both composed of cases for which the true class is known in addition to the values for the predictor variables, choosing to make the test sample larger will result in a smaller learning sample. Often it is thought that about one third of the available cases should be set aside to serve as a test sample, and the rest of the cases should be used as the learning sample. But sometimes a smaller fraction, such as one tenth, is used instead.
If one has enough suitable data, using an independent test sample is the best thing to do. Otherwise, obtaining a cross-validation estimate of the misclassification rate is preferable. For a V -fold cross-validation, one uses all of the available data for the learning sample, and divides these cases into V parts of approximately the same size. This is usually done randomly, but one may use stratification to help make the V crossvalidation groups more similar to one another. V is typically taken to be 5 or 10. In a lot of cases, little is to be gained by using a larger value for V , and the larger V is, the greater is the amount of time required to create the classifier. In some situations, the quality of the estimate is reduced by making V too large.
To obtain a cross-validation estimate of the misclassification rate, each of the V groups is in turn set aside to serve temporarily as an independent test sample and a tree is grown, according to certain criteria, using the other V − 1 groups. In all, V trees are grown in this way, and for each tree the set aside portion of the data is used to obtain a test sample estimate of the tree's misclassification rate. Then the V test sample estimates are averaged to obtain the estimate of the misclassification rate for the tree grown from the entire learning sample using the same criteria. (If V = 10, the hope is that the average of the misclassification rates of the trees created using 90% of the data will not be too different from the misclassification rate of the tree created using all of the data.) Further details pertaining to how cross-validation is used to select the right-sized tree and estimate its misclassification rate are given below.
Whether one is going to use cross-validation or an independent test sample to estimate misclassification rates, it still needs to be specified how to grow the best tree, or how to create a set of candidate trees from which the best one can be selected based on their estimated misclassification rates. It does not work very well to use some sort of a stop splitting rule to determine that a node should be declared a terminal node and the corresponding subset of X not split any further, because it can be the case that the best split possible at a certain stage may decrease impurity by only a small amount, but if that split is made, each of the subsets of X corresponding to both of the descendant nodes can be split in ways to produce an appreciable decrease in impurity. Because of this phenomenon, what works better is to first grow a very large tree, splitting subsets in the current partition of X even if a split does not lead to an appreciable decrease in impurity. For example, splits can be made until 5 or fewer members of the learning sample correspond to each terminal node (or all of the cases corresponding to a node belong to the same class). Then a sequence of smaller trees can be created by pruning the initial large tree, where in the pruning process, splits that were made are removed and a tree having a fewer number of nodes is produced. The accuracies of the members of this sequence of subtrees-really a finite sequence of nested subtrees, since the first tree produced by pruning is a subtree of the original tree, and a second pruning step creates a subtree of the first subtree, and so on-are then compared using good estimates of their misclassification rates (either based on a test sample or obtained by cross-validation), and the best performing tree in the sequence is chosen as the classifier. A specific way to create a useful sequence of different-sized trees is to use minimum cost-complexity pruning. In this process, a nested sequence of subtrees of the initial large tree is created by weakest-link cutting. With weakest-link cutting (pruning), all of the nodes that arise from a specific nonterminal node are pruned off (leaving that specific node as a terminal node), and the specific node selected is the one for which the corresponding pruned nodes provide the smallest per node decrease in the resubstitution misclassification rate. If two or more choices for a cut in the pruning process would produce the same per node decrease in the resubstitution misclassification rate, then pruning off the largest number of nodes is favored. In some cases (minimal pruning cases), just two children terminal nodes are pruned from a parent node, making it a terminal node. But in other cases, a larger group of descendant nodes are pruned all at once from an internal node of the tree. For example, at a given stage in the pruning process, if the increase in the estimated misclassification rate caused by pruning four nodes is no more than twice the increase in the estimated misclassification rate caused by pruning two nodes, pruning four nodes will be favored over pruning two nodes.
Letting R(T ) be the resubstitution estimate of the misclassification rate of a tree, T , and |T | be the number of terminal nodes of the tree, for each α 0 the cost-complexity measure, R α (T ), for a tree, T , is given by
Here, |T | is a measure of tree complexity, and R(T ) is related to misclassification cost (even though it is a biased estimate of the cost). α is the contribution to the measure for each terminal node. To minimize this measure, for small values of α, trees having a large number of nodes, and a low resubstitution estimate of misclassification rate, will be favored. For large enough values of α, a one node tree (with X not split at all, and all cases to be classified given the same predicted class), will minimize the measure.
Since the resubstitution estimate of misclassification rate is generally overoptimistic and becomes unrealistically low as more nodes are added to a tree, it is hoped that there is some value of α that properly penalizes the overfitting of a tree which is too complex, so that the tree which minimizes R α (T ), for the proper value of α, will be a tree of about the right complexity (to minimize the misclassification rate of future cases). Even though the proper value of α is unknown, utilization of the weakest-link cutting procedure described above guarantees that for each value for α (greater than or equal to 0), a subtree of the original tree that minimizes R α (T ) will be a member of the finite nested sequence of subtrees produced.
The sequence of subtrees produced by the pruning serves as the set of candidates for the classifier, and to obtain the classifier, all that remains to be done is to select the one which will hopefully have the smallest misclassification rate for future predictions. The selection is based on estimated misclassification rates, obtained using a test sample or by cross-validation.
If an independent test sample is available, it is used to estimate the error rates of the various trees in the nested sequence of subtrees, and the tree with the smallest estimated misclassification rate can be selected to be used as the tree-structured classifier. A popular alternative is to recognize that since all of the error rates are not accurately known, but only estimated, it could be that a simpler tree with only a slightly higher estimated error rate is really just as good or better than the tree having the smallest estimated error rate, and the least complex tree having an estimated error rate within one standard error of the estimated error rate of the tree having the smallest estimated error rate can be chosen, taking simplicity into account (and maybe not actually harming the prediction accuracy). This is often referred to as the 1 SE rule.
If cross-validation is being used instead of a test sample, then things are a bit more complicated. First the entire collection of available cases are used to create a large tree, which is then pruned to create a sequence of nested subtrees. (This sequence of trees, from which the classifier will ultimately be selected, contains the subtree which minimizes R α (T ) for every nonnegative α.) The first of the V portions of data is set aside to serve as a test sample for a sequence of trees created from the other V − 1 portions of data. These V − 1 portions of data are collectively used to grow a large tree, and then the same pruning process is applied to create a sequence of subtrees. Each subtree in the sequence is the optimal subtree in the sequence, according to the R α (T ) criterion, for some range of values for α. Similar sequences of subtrees are created and the corresponding values of α for which each tree is optimal are determined, by setting aside, one at a time, each of the other V − 1 portions of the data, resulting in V sequences in all. Then, for various values of α, cross-validation estimates of the misclassification rates of the corresponding trees created using all of the data are determined as follows: for a given value of α the misclassification rate of the corresponding subtree in each of the V sequences is estimated using the associated set aside portion as a test sample, and the V estimates are averaged to arrive at a single error rate estimate corresponding to that value of α, and this estimate serves as the estimate of the true misclassification rate for the tree created using all of the data and pruned using this value of α. Finally, these cross-validation estimates of the error rates for the trees in the original sequence of subtrees are compared, and the subtree having the smallest estimated misclassification rate is selected to be the classifier. (Note that in this final stage of the tree selection process, the role of α is to create, for each value of α considered, matchings of the subtrees from the cross-validation sequences to the subtrees of the original sequence. The trees in each matched set can be viewed as having been created using the same prescription: a large tree is grown, weakest-link pruning is used to create a sequence of subtrees, and the subtree which minimizes R α (T ) is selected.)
Alternative approaches
As indicated previously, several other programs that create classification trees are apparently very similar to CART, but some other programs have key differences. Some can handle only two classes for the response variable, and some only handle categorical predictors. Programs can differ in how splits are selected, how missing values are dealt with, and how the right-sized tree is determined. If pruning is used, the pruning procedures can differ. Some programs do not restrict splits to be binary splits. Some allow for soft splits, which in a sense divide cases that are very close to a split point, having such cases represented in both of the children nodes at a reduced weight. (See Ripley (1996) for additional explanation and some references.) Some programs use resubstitution estimates of misclassification rates to select splits, or use the result of a chi-squared test, instead of using an impurity measure. (The chi-squared approach selects the split that produces the most significant result when the null hypothesis of homogeneity is tested against the general alternative using a chi-squared test on the two-way table of counts which results from cross-tabulating the members of the learning sample in the subset to be split by the class of their response and by which of the children node created by the split they correspond to.) Some use the result of a chi-squared test to determine that a subset of X should not be further split, with the splitting ceasing if the most significant split is not significant enough. That is, a stopping rule is utilized to determine the complexity of the tree and control overfitting, as opposed to first growing a complex tree, and then using pruning to create a set of candidate trees, and estimated misclassification rates to select the classifier from the set of candidates. Ciampi et al. (1987) , Quinlan (1987 Quinlan ( , 1993 , and Gelfandi et al. (1991) consider alternative methods of pruning. Crawford (1989) examines using bootstrapping to estimate the misclassification rates needed for the selection of the right-sized tree. Buntine (1992) describes a Bayesian approach to tree construction.
In all, there are a large number of methods for the creation of classification trees, and it is safe to state than none of them will work best in every situation. It may be prudent to favor methods, and particular implementations of methods, which have been thoroughly tested, and which allow the user to make some adjustments in order to tune the method to yield improved predictions.
Using CART to create a regression tree
CART creates a regression tree from data having a numerical response variable in much the same way as it creates a classification tree from data having a nominal response, but there are some differences. Instead of a predicted class being assigned to each terminal node, a numerical value is assigned to represent the predicted value for cases having values of x corresponding to the node. The sample mean or sample median of the response values of the members of the learning sample corresponding to the node may be used for this purpose. Also, in the tree-growing process, the split selected at each stage is the one that leads to the greatest reduction in the sum of the squared differences between the response values for the learning sample cases corresponding to a particular node and their sample mean, or the greatest reduction in the sum of the absolute differences between the response values for the learning sample cases corresponding to a particular node and their sample median. For example, using the squared differences criterion, one seeks the plane which divides a subset of X into the sets A and B for which i:
is minimized, whereȳ A is the sample mean of the response values for cases in the learning sample corresponding to A, andȳ B is the sample mean of the response values for cases in the learning sample corresponding to B. So split selection is based on making the observed response values collectively close to their corresponding predicted values. As with classification trees, for the sake of simplicity, one may wish to restrict consideration to splits involving only one variable. The sum of squared or absolute differences is also used to prune the trees. This differs from the classification setting, where minimizing the impurity as measured by the Gini index might be used to grow the tree, and the resubstitution estimate of the misclassification rate is used to prune the tree. For regression trees, the error-complexity measure used is
R α (T ) = R(T ) + α|T |,
where R(T ) is either the sum of squared differences or the sum of absolute differences of the response values in the learning sample and the predicted values corresponding to the fitted tree, and once again |T | is the number of terminal nodes and α is the contribution to the measure for each terminal node. So, as is the case with classification, a biased resubstitution measure is used in the pruning process, and the α|T | term serves to penalize the overfitting of trees which partition X too finely. To select the tree to be used as the regression tree, an independent test sample or cross-validation is used to select the right-sized tree based on the mean squared prediction error or the mean absolute prediction error.
Some do not like the discontinuities in the prediction surface which results from having a single prediction value for each subset in the partition, and may prefer an alternative regression method such as MARS (Multivariate Adaptive Regression Splines (see Friedman, 1991) ) or even OLS regression. However, an advantage that regression trees have over traditional linear regression models is the ability to handle a nonhomogeneous response. With traditional regression modeling, one seeks a linear function of the inputs and transformations of the inputs to serve as the response surface for the entire measurement space, X . But with a regression tree, some variables can heavily influence the predicted response on some subsets of X , and not be a factor at all on other subsets of X . Also, regression trees can easily make adjustments for various interactions, whereas discovering the correct interaction terms can be a difficult process in traditional regression modeling. On the other hand, a disadvantage with regression trees is that additive structure is hard to detect and capture. (See Hastie et al. (2001, p. 274) for additional remarks concerning this issue.) 
Other issues pertaining to CART

Interpretation
It is often stated that trees are easy to interpret, and with regard to seeing how the input variables in a smallish tree are related to the predictions, this is true. But the instability of trees, meaning that sometimes very small changes in the learning sample values can lead to significant changes in the variables used for the splits, can prevent one from reaching firm conclusions about issues such as overall variable importance by merely examining the tree which has been created. As is the case with multiple regression, if two variables are highly correlated and one is put into the model at an early stage, there may be little necessity for using the other variable at all. But the omission of a variable in the final fitted prediction rule should not be taken as evidence that the variable is not strongly related to the response.
Similarly, correlations among the predictor variables can make it hard to identify important interactions (even though trees are wonderful for making adjustments for such interactions). For example, consider a regression tree initially split using the variable x 3 . If x 1 and x 2 are two highly correlated predictor variables, x 1 may be used for splits in the left portion of a tree, with x 2 not appearing, and x 2 may be used for splits in the right portion of a tree, with x 1 not appearing. A cursory inspection of the tree may suggest the presence of interactions, while a much more careful analysis may allow one to detect that the tree is nearly equivalent to a tree involving only x 1 and x 3 , and also nearly equivalent to a tree involving only x 2 and x 3 , with both of these alternative trees suggesting an additive structure with no, or at most extremely mild, interactions.
Nonoptimality
It should be noted that the classification and regression trees produced by CART or any other method of tree-structured classification or regression are not guaranteed to be optimal. With CART, at each stage in the tree growing process, the split selected is the one which will immediately reduce the impurity (for classification) or variation (for regression) the most. That is, CART grows trees using a greedy algorithm. It could be that some other split would better set things up for further splitting to be effective. However, a tree-growing program that "looks ahead" would require much more time to create a tree.
CART also makes other sacrifices of optimality for gains in computational efficiency. For example, when working with a test sample, after the large initial tree is grown, more use could be made of the test sample in identifying the best subtree to serve as a classifier. But the minimal cost-complexity pruning procedure, which makes use of inferior resubstitution estimates of misclassification rates to determine a good sequence of subtrees to compare using test sample estimates, is a lot quicker than an exhaustive comparison of all possible subtrees using test sample estimates.
Missing values
Sometimes it is desired to classify a case when one or more of the predictor values is missing. CART handles such cases using surrogate splits. A surrogate split is based on a variable other than the one used for the primary split (which uses the variable that leads to the greatest decrease in node impurity). The surrogate split need not be the second best split based on the impurity criterion, but rather it is a split that mimics as closely as possible the primary split; that is, one which maximizes the frequency of cases in the learning sample being separated in the same way that they are by the primary split.
Bagging
Bagging (from bootstrap aggregation) is a technique proposed by Breiman (1996a Breiman ( , 1996b . It can be used to improve both the stability and predictive power of classification and regression trees, but its use is not restricted to improving tree-based predictions.
It is a general technique that can be applied in a wide variety of settings to improve predictions.
Motivation for the method
In order to gain an understanding of why bagging works, and to determine in what situations one can expect appreciable improvement from bagging, it may be helpful to consider the problem of predicting the value of a numerical response variable, Y x , that will result from, or occur with, a given set of inputs, x. Suppose that φ(x) is the prediction that results from using a particular method, such as CART, or OLS regression with a prescribed method for model selection (e.g., using Mallows' C p to select a model from the class of all linear models that can be created having only first-and secondorder terms constructed from the input variables). Letting µ φ denote E(φ(x)), where the expectation is with respect to the distribution underlying the learning sample (since, viewed as a random variable, φ(x) is a function of the learning sample, which can be viewed as a high-dimensional random variable) and not x (which is considered to be fixed), we have that
(Above, the independence of the future response, Y x , and the predictor based on the learning sample, φ(x), is used.) Since in nontrivial situations, the variance of the predictor φ(x) is positive (since typically not all random samples that could be the learning sample yield the sample value for the prediction), so that the inequality above is strict, this result gives us that if µ φ = E(φ(x)) could be used as a predictor, it would have a smaller mean squared prediction error than does φ(x). aid: 24011 pii: S0169-7161 (04) Of course, in typical applications, µ φ cannot serve as the predictor, since the information needed to obtain the value of E(φ(x)) is not known. To obtain what is sometimes referred to as the true bagging estimate of E(φ(x)), the expectation is based on the empirical distribution corresponding to the learning sample. In principle, it is possible to obtain this value, but in practice it is typically too difficult to sensibly obtain, and so the bagged prediction of Y x is taken to be
where φ * b (x) is the prediction obtained when the base regression method (e.g., CART) is applied to the bth bootstrap sample drawn (with replacement) from the original learning sample. That is, to use bagging to obtain a prediction of Y x in a regression setting, one chooses a regression method (which is referred to as the base method), and applies the method to B bootstrap samples drawn from the learning sample. The B predicted values obtained are then averaged to produce the final prediction.
In the classification setting, B bootstrap samples are drawn from the learning sample, and a specified classification method (e.g., CART) is applied to each bootstrap sample to obtain a predicted class for a given input, x. The final prediction-the one that results from bagging the specified base method-is the class that occurs most frequently in the B predictions.
An alternative scheme is to bag class probability estimates for each class and then let the predicted class be the one with the largest average estimated probability. For example, with classification trees one has a predicted class corresponding to each terminal node, but there is also an estimate of the probability that a case having x corresponding to a specific terminal node belongs to a particular class. There is such an estimate for each class, and to predict the class for x, these estimated probabilities from the B trees can be averaged, and the class corresponding to the largest average estimated probability chosen. This can yield a different result than what is obtained by simple voting. Neither of the two methods works better in all cases. Hastie et al. (2001) suggest that averaging the probabilities tends to be better for small B, but also includes an example having the voting method doing slightly better with a large value of B.
Some have recommended using 25 or 50 for B, and in a lot of cases going beyond 25 bootstrap samples will lead to little additional improvement. However, Figure 8 .10 of Hastie et al. (2001) shows that an appreciable amount of additional improvement can occur if B is increased from 50 to 100 (and that the misclassification rate remained nearly constant for all choices of B greater than or equal to 100), and so taking B to be 100 may be beneficial in some cases. Although making B large means that creating the classifier will take longer, some of the increased time requirement is offset by the fact that with bagging one does not have to use cross-validation to select the right amount of complexity or regularization. When bagging, one can use the original learning sample as a test set. (A test set is supposed to come from the same population the learning sample comes from, and in bagging, the learning samples for the B predictors are randomly drawn from the original learning sample of available cases. A test set can easily be drawn as well, in the same way, although Breiman (1996a) suggests that one may use the original learning sample as a test set (since if a huge test set is randomly selected from the original learning sample of size N , each of the original cases should occur in the huge test set with an observed sample proportion of roughly N −1 , and so testing with a huge randomly drawn test set should be nearly equivalent to testing with the original learning sample).) Alternatively, one could use out-of-bag estimates, letting the cases not selected for a particular bootstrap sample serve as independent test sample cases to use in the creation of the classifier from the bootstrap sample.
When and how bagging works
Bagging works best when the base regression or classification procedure that is being bagged is not very stable. That is, when small changes in the learning sample can often result in appreciable differences in the predictions obtained using a specified method, bagging can result in an appreciable reduction in average prediction error. (See Breiman (1996b) for additional information about instability.) That bagging will work well when applied to a regression method which is rather unstable for the situation at hand is suggested by the result shown in the preceding subsection. It can be seen that the difference of the mean squared prediction error for predicting Y x with a specified method,
and the mean squared prediction error for predicting Y x with the mean value of the predictor,
is equal to the variance of the predictor, Var(φ(x)). The larger this variance is relative to the mean squared prediction error of the predictor, the greater the percentage reduction of the mean squared prediction error will be if the predictor is replaced by its mean. In situations for which the predictor has a relatively large variance, bagging can appreciably reduce the mean squared prediction error, provided that the learning sample is large enough for the bootstrap estimate of µ φ to be sufficiently good. When predicting Y x using OLS regression in a case for which the proper form of the model is known and all of the variables are included in the learning sample, the error term distribution is approximately normal and the assumptions associated with least squares are closely met, and the sample size is not too small, there is little to be gained from bagging because the prediction method is pretty stable. But in cases for which the correct form of the model is complicated and not known, there are a lot of predictor variables, including some that are just noise not related to the response variable, and the sample size is not really large, bagging may help a lot, if a generally unstable regression method such as CART is used.
Like CART, other specific methods of tree-structured regression, along with MARS and neural networks, are generally unstable and should benefit, perhaps rather greatly, from bagging. In general, when the model is fit to the data adaptively, as is done in the construction of trees, or when using OLS regression with some sort of stepwise procedure for variable selection, bagging tends to be effective. Methods that are much more stable, like nearest neighbors regression and ridge regression, are not expected to greatly benefit from bagging, and in fact they may suffer a degradation in performance. Although the inequality in the preceding subsection indicates that µ φ will not be a worse predictor than φ(x), since in practice the bagged estimate of µ φ has to be used instead of the true value, it can be that this lack of correspondence results in bagging actually hurting the prediction process in a case for which the regression method is rather stable and the variance of φ(x) is small (and so there is not a lot to be gained even if µ φ could be used). However, in regression settings for which bagging is harmful, the degradation of performance tends to be slight. In order to better understand why, and in what situations, bagging works for classification, it may be helpful to understand the concepts of bias and variance for classifiers. A classifier φ, viewed as a function of the learning sample, is said to be unbiased at x if when applied to a randomly drawn learning sample from the parent distribution of the actual learning sample, the class which is predicted for x with the greatest probability is the one which actually occurs with the greatest probability with x; that is, the class predicted by the Bayes classifier. (The Bayes classifier is an ideal classifier that always predicts the class which is most likely to occur with a given set of inputs, x. The Bayes classifier will not always make the correct prediction, but it is the classifier with the smallest possible misclassification rate. For example, suppose that for a given x, class 1 occurs with probability 0.4, class 2 occurs with probability 0.35, and class 3 occurs with probability 0.25. The Bayes classifier makes a prediction of class 1 for this x. The probability of a misclassification for this x is 0.6, but any prediction other than class 1 will result in a greater probability of misclassification. It should be noted that in practice it is rare to have the information necessary to determine the Bayes classifier, in which case the best one can hope for is to be able to create a classifier that will perform similarly to the Bayes classifier.) Letting U φ be the subset of the measurement space on which φ is unbiased, and B φ be the subset of the measurement space on which it is not unbiased, if we could apply φ to a large set of independently drawn replications from the parent distribution of the learning sample to create an ensemble of classifiers, and let them vote, then with high probability this aggregated classifier would produce the same predicted class that the Bayes classifier will (due to a law of large numbers effect), provided that the x being classified belongs to U φ .
The variance of a classifier φ is defined to be the difference of the probability that X (a random set of inputs from the distribution corresponding to the learning sample) belongs to U φ and is classified correctly by the Bayes classifier, and the probability that X belongs to U φ and is classified correctly by φ. (To elaborate, here we consider a random vector, X, and its associated class, and state that X is classified correctly by φ if φ(X) is the same as the class associated with X, where φ(X) is a function of X and the learning sample, which is considered to be random. The situation is similar for X being classified correctly by the Bayes classifier, except that the Bayes classifier is not a function of the learning sample.) Since an aggregated classifier will behave very similarly to the Bayes classifier on the subset of the measurement space on which the base classifier is unbiased (provided that the ensemble of base classifiers from which the aggregated classifier is constructed is suitably large), the aggregated classifier can have a variance very close to zero, even if the base classifier does not. The key is that the voting greatly increases the probability that the best prediction for x (the prediction of the Bayes classifier, which is not necessarily the correct prediction for a particular case) will be made provided that x belongs to the part of the measurement space for which the base classifier will make the best prediction with a greater probability than it makes any other prediction. (Note that the probabilities for predicting the various classes with the base classifier are due to the random selection of the learning sample as opposed to being due to some sort of random selection given a fixed learning sample.) Even if the base classifier only slightly favors the best prediction, the voting process ensures that the best prediction is made with high probability. When bagging is applied using a particular base classifier and a given learning sample, the hope is that the learning sample is large enough so that bootstrap samples drawn from it are not too different from random replications from the parent distribution of the learning sample (which is assumed to correspond to the distribution of cases to be classified in the future), and that the base classifier is unbiased over a large portion of the measurement space (or more specifically, a subset of the measurement space having a large probability).
The bias of a classifier φ is defined to be the difference in the probability that X belongs to B φ and is classified correctly by the Bayes classifier, and the probability that X belongs to B φ and is classified correctly by φ. Thus the bias of φ pertains to the difference in the performance of φ and that of the Bayes classifier when X takes a value in the part of the measurement space on which φ is more likely to predict a class other than the class corresponding to the best possible prediction. (Note that the sum of the variance of φ and the bias of φ equals the difference in the misclassification rate of φ and the misclassification rate of the Bayes classifier. Breiman (1998, Section 2) gives more information about bias and variance in the classification setting, suggests that these terms are not ideal due to a lack of correspondence with bias and variance in more typical settings, and notes that others have given alternative definitions.) Just as the process of replication and voting makes a bagged classifier, with high probability, give the same predictions as the Bayes classifier on the subset of the measurement space on which the base classifier is unbiased, it makes a bagged classifier, with high probability, give predictions different from those given by the Bayes classifier on the subset of the measurement space on which the base classifier is biased. But if this subset of the measurement space is rather small, as measured by its probability, the amount by which the bias can increase due to aggregation is bounded from above by a small number. So a key to success with bagging is to apply it to a classification method that has a small bias with the situation at hand (which typically corresponds to a relatively large variance). It does not matter if the classifier has a large variance, perhaps due to instability, since the variance can be greatly reduced by bagging. (It should be noted that this simple explanation of why bagging a classifier having low bias works ignores effects due to the fact that taking bootstrap samples from the original learning sample is not the same as having independent samples from the parent distribution of the learning sample. But if the original learning sample is not too small, such effects can be relatively small, and so the preceding explanation hopefully serves well to get across the main idea. One can also see Breiman (1996a, Section 4.2) , which contains an explanation of why bagging works in the classification setting.) Generally, bagging a good classifier tends to improve it, while bagging a bad classifier can make it worse. (For a simple example of the latter phenomenon, see Hastie et al. 2001, Section 8.7 .1.) But bagging a nearest neighbors classifier, which is relatively stable, and may be rather good in some settings, can lead to no appreciable change, for better or for worse, in performance. Bagging the often unstable classifier CART, which is typically decent, but not always great, can often make it close to being ideal (meaning that its misclassification rate is close to the Bayes rate, which is a lower bound which is rarely achieved when creating classifiers from a random sample). This is due to the fact that if a carefully created classification tree is not too small, it will typically have a relatively small bias, but perhaps a large variance, and bagging can greatly decrease the variance without increasing the bias very much. Results in Breiman (1996a) show that bagged trees outperformed nearest neighbors classifiers, which were not improved by bagging. Bagging can also improve the performances of neural networks, which are generally unstable, but like CART, tend to have relatively low bias. Breiman (1996a) gives some indications of how well bagging can improve predictions, and of the variability in performance when different data sets are considered. With the classification examples examined, bagging reduced CART's misclassification rates by 6% to 77%. When the amount of improvement due to bagging is small, it could be that there is little room for improvement. That is, it could be that both the unbagged and the bagged classifier have misclassification rates close to the Bayes rate, and that bagging actually did a good job of achieving the limited amount of improvement which was possible. When compared with 22 other classification methods used in the Statlog Project (see Michie et al., 1994) on four publicly available data sets from the Statlog Project, Breiman (1996a) shows that bagged trees did the best overall (although it should be noted that boosted classifiers were not considered). With the regression examples considered by Breiman (1996a) , bagging reduced CART's mean squared error by 21% to 46%.
Boosting
Boosting is a method of combining classifiers, which are iteratively created from weighted versions of the learning sample, with the weights adaptively adjusted at each step to give increased weight to the cases which were misclassified on the previous step. The final predictions are obtained by weighting the results of the iteratively produced predictors.
Boosting was originally developed for classification, and is typically applied to weak learners. For a two-class classifier, a weak learner is a classifier that may only be slightly better than random guessing. Since random guessing has an error rate of 0.5, a weak classifier just has to predict correctly, on average, slightly more than 50% of the time. An example of a weak classifier is a stump, which is a two node tree. (In some settings, even such a simple classifier can have a fairly small error rate (if the classes can be nearly separated with a single split). But in other settings, a stump can have an error rate of almost 0.5, and so stumps are generally referred to as weak learners.) However, boosting is not limited to being used with weak learners. It can be used with classifiers which are fairly accurate, such as carefully grown and pruned trees, serving as the base learner. Hastie et al. (2001) claim that using trees with between four and eight terminal nodes works well in most cases, and that performance is fairly insensitive to the choice, from this range, which is made. Friedman et al. (2000) give an example in which boosting stumps does appreciably worse than just using a single large tree, but boosting eight node trees produced an error rate that is less than 25 percent of the error rate of the single large tree, showing that the choice of what is used as the base classifier can make a large difference, and that the popular choice of boosting stumps can be far from optimal. However, they also give another example for which stumps are superior to larger trees. As a general strategy, one might choose stumps if it is suspected that effects are additive, and choose larger trees if one anticipates interactions for which adjustments should be made.
AdaBoost
AdaBoost is a boosting algorithm developed by Freund and Schapire (1996) to be used with classifiers. There are two versions of AdaBoost. AdaBoost.M1 first calls for a classifier to be created using the learning sample (that is, the base learner is fit to the learning sample), with every case being given the same weight. If the learning sample consists of N cases, the initial weights are all 1/N . The weights used for each subsequent step depend upon the weighted resubstitution error rate of the classifier created in the immediately preceding step, with the cases being misclassified on a given step being given greater weight on the next step.
Specifically, if I m,n is equal to 1 if the nth case is misclassified on the mth step, and equal to 0 otherwise, and w m,n is the weight of the nth case for the mth step, where the weights are positive and sum to 1, for the weighted resubstitution error rate for the mth step, e m , we have The weights for the (m + 1)th step are obtained from the weights for the mth step by multiplying the weights for the correctly classified cases by e m /(1 − e m ), which should be less than 1, and then multiplying the entire set of values by the number greater than 1 which makes the N values sum to 1. This procedure downweights the cases which were correctly classified, which is equivalent to giving increased weight to the cases which were misclassified. For the second step, there will only be two values used for the weights, but as the iterations continue, the cases which are often correctly classified can have weights much smaller than the cases which are the hardest to classify correctly. If the classification method of the weak learner does not allow weighted cases, then from the second step onwards, a random sample of the original learning sample cases is drawn to serve as the learning sample for that step, with independent selections made using the weights as the selection probabilities.
The fact that the cases misclassified on a given step are given increased weight on the next step typically leads to a different fit of the base learner, which correctly classifies some of the misclassified cases from the previous step, contributing to a low correlation of predictions from one step and the next. Amit et al. (1999) provide some details which indicate that the AdaBoost algorithm attempts to produce low correlation between the predictions of the fitted base classifiers, and some believe that this phenomenon is an important factor in the success of AdaBoost (see Breiman's discussion in Friedman et al. (2000) and Breiman (2001, p. 20) ).
Assuming that the weighted error rate for each step is no greater than 0.5, the boosting procedure creates M classifiers using the iteratively adjusted weights. Values such as 10 and 100 have been used for M. But in many cases it will be better to use a larger value, such as 200, since performance often continues to improve as M approaches 200 or 400, and it is rare that performance will suffer if M is made to be too large. The M classifiers are then combined to obtain a single classifier to use. If the error rate exceeds 0.5, which should not occur with only two classes, but could occur if there are more than 2 classes, the iterations are terminated, and only the classifiers having error rates less than 0.5 are combined. In either case, the classifiers are combined by using a weighted voting to assign the predicted class for any input x, with the classifier created on the mth step being given weight log((1 − e m )/e m ). This gives the greatest weights to the classifiers having the lowest weighted resubstitution error rates. Increasing the number of iterations for AdaBoost.M1 drives the training error rate of the composite classifier to zero. The error rate for an independent test sample need not approach zero, but in many cases it can get very close to the smallest possible error rate.
Breiman's discussion in Friedman et al. (2000) makes the point that after a large number of iterations, if one examines the weighted proportion of times that each of the learning sample cases has been misclassified, the values tend to be all about the same. So instead of stating that AdaBoost concentrates on the hard to classify cases, as some have done, it is more accurate to state that AdaBoost places (nearly) equal importance on correctly classifying each of the cases in the learning sample. Hastie et al. (2001) show that AdaBoost.M1 is equivalent to forward stagewise additive modeling using an exponential loss function.
AdaBoost.M2 is equivalent to AdaBoost.M1 if there are just two classes, but appears to be better than AdaBoost.M1 (see results in Freund and Schapire, 1996) if there are more than two classes, because for AdaBoost.M1 to work well the weak learners should have weighted resubstitution error rates less than 0.5, and this may be rather difficult to achieve if there are many classes. The weak learners used with AdaBoost.M2 assign to each case a set of plausibility values for the possible classes. They also make use of a loss function that can assign different penalties to different types of misclassifications. The loss function values used are updated for each iteration to place more emphasis on avoiding the same types of misclassifications that occurred most frequently in the previous step. After the iterations have been completed, for each x of interest the sequence of classifiers is used to produce a weighted average of the plausibilities for each class, and the class corresponding to the largest of these values is taken to be the prediction for x. See Freund and Schapire (1996, 1997) for details pertaining to AdaBoost.M2. Breiman (1998) sample. He calls his method arc-x4 and he refers to AdaBoost as arc-fs (in honor of Freund and Schapire), since he considers both arc-x4 and arc-fs to be arcing algorithms (and so Breiman considered boosting to be a special case of arcing). When the performances of these two methods were compared in various situations, Breiman (1998) found that there were no large differences, with one working a little better in some situations, and the other working a little better in other situations. He concludes that the adaptive resampling is the key to success, and not the particular form of either algorithm, since although both use adaptive resampling, with misclassified cases receiving larger weights for the next step, they are quite different in other ways (for example, they differ in how the weights are established at each step, and they differ in how the voting is done after the iterations have been completed, with arc-x4 using unweighted voting). Schapire and Singer (1998) improve upon AdaBoost.M2, with their AdaBoost.MH algorithm, and Friedman et al. (2000) propose a similar method, called Real AdaBoost. Applied to the two class setting, Real AdaBoost fits an additive model for the logit transformation of the probability that the response associated with x is a particular one of the classes, and it does this in a stagewise manner using a loss function which is appropriate for fitting logistic regression models. Friedman et al. (2000) also propose Gentle AdaBoost and LogitBoost algorithms, which in some cases, but not consistently, give improved performance when compared to the other AdaBoost algorithms. Bühlmann and Yu, in their discussion of Friedman et al. (2000) , suggest boosting bagged stumps or larger trees, and they give some results pertaining to this method, which they refer to as bag-boosting.
Some related methods
The boosting approach can be extended to the regression setting. Friedman (2001) proposes TreeBoost methods for function approximation, which create additive models, having regression trees as components, in a stagewise manner using a gradient boosting technique. Hastie et al. (2001) refer to this approach as MART (Multiple Additive Regression Trees), and they find that incorporating a shrinkage factor to encourage slow learning can improve accuracy.
When and how boosting works
When used with a rather complex base classification method that is unstable, such as carefully grown and pruned trees, boosting, and arcing in general, like bagging, in many cases can dramatically lower the error rate of the classification method. Stated simply, this is due in part to the fact that unstable methods have relatively large variances, and boosting decreases the variance without increasing the bias. Breiman (1998) shows that when applied to linear discriminant analysis (LDA), which is a fairly stable method of classification, neither bagging nor boosting has any appreciable effect. In some cases (see, for example, results reported by Freund and Schapire (1996) and Quinlan (1996) , where C4.5 was compared to boosted C4.5), boosting can make a classifier appreciably worse, but this does not seem to happen in a large percentage of settings which have been investigated, and when it does happen, perhaps a small learning sample size is a contributing factor. Several studies have indicated that boosting can be outperformed when the classes have significant overlap. Nevertheless, it is often the case that some form of boosted classifier can do nearly as good or better than any other classifier. As to how boosting typically achieves such a low misclassification rate, the opinions are many and varied. Friedman et al. (2000) point out that when used with a rather simple base classifier which is stable but perhaps highly biased, such as trees limited to a rather small number of terminal nodes, which is a common way of applying boosting, the success of boosting is due much more to bias reduction (see than it is to variance reduction, and this makes boosting fundamentally different than bagging, despite the fact that both methods combine classifiers based on various perturbations of the learning sample. offer the opinion that AdaBoost works because of its ability to produce generally high margins. But Breiman (1999) claims that their explanation is incomplete, and provides some explanation of his own. Some have attempted to explain boosting from a Bayesian point of view. Friedman et al. (2000) give support to their opinion that viewing boosting procedures as stagewise algorithms for fitting additive models greatly helps to explain their performance, and make a connection to maximum likelihood. In the discussion of Friedman et al. (2000) , various authors offer additional explanation as to why boosting works. In particular, Breiman finds fault with the explanation provided by Friedman et al. (2000) , since it does not explain the strong empirical evidence that boosting is generally resistant to overfitting. Friedman et al. (2000) provide one example of boosting leading to an overfit predictor. Also, Rätsch et al. (2001) conclude that overfitting can occur when there is a lot of noise, and they provide some pertinent references.) In his discussion, Breiman indicates that the key to the success of boosting is that it produces classifiers of reasonable strength which have low correlation. Breiman provided additional insight with his 2002 Wald Lecture on Machine Learning (see http://stat-www.berkeley.edu/users/breiman/wald2002-1.pdf).
While the preceding paragraph indicates that it is not fully understood why boosting works as well as it does, there is no question about the fact that it can work very well. In various comparisons with bagging, boosting generally, but not always, does better, and leading researchers in the field of machine learning tend to favor boosting. It should be noted that some of the comparisons of boosting to bagging are a bit misleading because they use stumps as the base classifier for both boosting and bagging, and while stumps, being weak learners, can work very well with boosting, they can be too stable and have too great a bias to work really well with bagging. Trees larger than stumps tend to work better with bagging, and so a fairer comparison would be to compare bagging fairly large trees, boosting both stumps and slightly larger trees, and using an assortment of good classifiers without applying boosting or bagging. Boosting and bagging classifiers other than trees can also be considered. From the results of some such studies, it can be seen that often there is not a lot of difference in the performances of bagged large trees and boosted large trees, although it appears that boosting did better more often than not.
Of course, the main interest should be in an overall winner, and not the comparison of boosting with bagging. However, various studies indicate that no one method works best in all situations. This suggests that it may be wise to be familiar with a large variety of methods, and to try to develop an understanding about the types of situations in which each one works well. Also, one should be aware that there are other types of methods for classification and regression, such as kernel-based methods and support vector machines, that have not been covered in this chapter. Indeed, one other class of methods, of the P&C variety, random forests with random feature selection, have been shown by Breiman (2001) to compare very favorably with AdaBoost. Furthermore, despite the fact that random forests use ensembles of classifiers created from independent identically distributed learning samples, as opposed to the adaptively produced learning samples used in boosting, Breiman (2001) claims that AdaBoost is similar to a random forest. So it seems premature to declare that boosting is the clear-cut best of the new methods pertaining to classification developed during the past 15 years, while at the same time it is safe to declare that boosting can be used to create classifiers that are very often among the best. 
