Local potential changes arising from nanoscale three-dimensional spatial fluctuations in the dopant distribution in Zn-doped GaAs were investigated quantitatively by scanning tunneling microscopy and spectroscopy at (110) cleavage surfaces. Tunneling spectra measured in areas with different local doping concentration show apparent shifts of the valence band edge and apparent changes of the band gap. A quantitative analysis, combined with band bending and tunnel current simulations, demonstrates that these effects arise from tip-induced band bending that modulates the real potential changes. It is illustrated how exact potential changes between locally high and low doped areas can be determined. It is found that the local potential fluctuations in three-dimensionally doped semiconductors are approximately one order of magnitude smaller that those observed in two-dimensionally doped semiconductors.
Local potential changes arising from nanoscale three-dimensional spatial fluctuations in the dopant distribution in Zn-doped GaAs were investigated quantitatively by scanning tunneling microscopy and spectroscopy at (110) cleavage surfaces. Tunneling spectra measured in areas with different local doping concentration show apparent shifts of the valence band edge and apparent changes of the band gap. A quantitative analysis, combined with band bending and tunnel current simulations, demonstrates that these effects arise from tip-induced band bending that modulates the real potential changes. It is illustrated how exact potential changes between locally high and low doped areas can be determined. It is found that the local potential fluctuations in three-dimensionally doped semiconductors are approximately one order of magnitude smaller that those observed in two-dimensionally doped semiconductors. 
I. INTRODUCTION
With the ongoing push for faster electronics with higher performances, the electrically active device regions increasingly shrink, ultimately reaching dimensions where the device operation depends on few or even single electrons. In such nanoscale devices, fluctuations in the dopant distribution have a crucial impact on the physical properties of the devices and hence on their operation.
1,2 For example, fluctuations in the spatial distribution of dopant atoms 3 influence the threshold voltages by causing nano-and atomic-scale fluctuations in the potential. 4, 5 Thus, it is critical to quantitatively probe the local potential at nano-and atomic scales and relate it to the local dopant distribution. In this manner, quantitative physical models can be derived for the potential in spatially and dimensionally reduced semiconductor devices. 4 Therefore, in recent years intensive efforts were made to experimentally probe the local potential with the highest possible spatial and energetic resolution in semiconductors using a variety of experimental approaches.
First, electron holography in a transmission electron microscope (TEM) has been applied to determine the potential, thus far, primarily of p-n junctions. [6] [7] [8] [9] Twitchett-Harrison et al. demonstrated that, in combination with a tomographic reconstruction, quantitative three-dimensional potential values across p-n junctions can be derived by measuring the phase change of the high-energy electrons passing the specimen. 10, 11 Although quantitative potential values can be derived for the bulk, no atomic resolution is yet possible and surface effects, as well as irradiation damage, still play a role. A determination of the positions of individual dopants using TEM can be achieved at present with atomic column resolution 12 but without simultaneous potential measurements.
Second, scanning probe techniques were used to probe the local potential at surfaces. To probe values representing the potential in the bulk, the surface needs to be free of surface states in the fundamental band gap. This is the case for most compound semiconductor cleavage surfaces, as well as for passivated Si surfaces. On such surfaces, Kelvin probe force microscopy allows the measurement of the local potential, e.g., at surface steps with a 10-meV energy resolution. 13 However, atomic resolution is not yet achieved. In contrast, atomic resolution combined with high local energy resolution can be routinely achieved using scanning tunneling microscopy (STM). For example, the band offsets between different semiconductor materials 14 or the potential distribution at p-n junctions 15, 16 could be probed. The local potential can also be directly imaged with atomic resolution as shown, e.g., for the screened Coulomb potentials around charged point defects or steps, [17] [18] [19] [20] [21] potential fluctuations due to inhomogeneous dopant 4,5 or adatom distributions, 22, 23 or epitaxial structures. 5, 24, 25 Despite intensive efforts on potential measurements by STM, only a limited number of quantitative measurements exist. The frequently assumed proportionality of the corrugation changes and the potential is not valid, as demonstrated in Ref. 26 . Quantitative potential measurements rely on a statistical analysis of interacting charged defects, 19, 20, 26 the band edge determination in tunneling spectra, 4,14 a work function measurement, or surface photo voltage measurements. 27 However, in the latter two cases, the tip-induced band bending severely affects the results by shifting the band edges. [28] [29] [30] [31] This band edge shift is not homogeneous across the surface, because the screening ability varies spatially, e.g., with the fluctuations in the dopant distribution or the material across heterointerfaces. In addition, the tip-induced band bending can lead to charge carrier accumulations, which increase the screening ability, reducing the screening length and thereby the spatial extension of the screened Coulomb potential artificially. 26 Thus far, a quantitative reliable determination of the band edge positions from tunneling spectra and the potential distribution from constant-current STM images was only possible for a two-dimensional semiconductor, where due to the extremely high two-dimensional carrier concentration, no tip-induced band bending is present. 4 However, even in the presence of tip-induced band bending, the STM data inherently include information about the local potential. Therefore, it is highly desirable to derive a methodology on how to determine the local potential from tunneling spectra in the presence of tip-induced band bending.
In this paper, we experimentally probe tunneling spectra in areas with different local doping concentrations due to threedimensional spatial fluctuations in the dopant distribution in our model system, Zn-doped GaAs. The tunneling spectra show apparent shifts of the valence band edge and changes of the band gap. A quantitative analysis, combined with band bending and tunnel current simulations, demonstrates that these effects arise from tip-induced band bending that modulates the real potential changes. A methodology is illustrated on how the exact potential changes between locally high and low doped areas can be determined. The thereby obtained potential fluctuations in three-dimensionally doped semiconductors are one order of magnitude smaller than in two-dimensional semiconductors. This is explained by damping effects due to the three-dimensional arrangement of the dopants.
II. EXPERIMENT
For the present work, we investigated samples cut from melt-grown, highly p-doped GaAs. The zinc dopant concentration is nominally 4×10 19 cm −3 . The samples were cleaved in ultrahigh vacuum (p ≈ 1×10 −8 Pa) using a double wedge cleavage technique to expose a clean and defect-free GaAs(110) surface. On these surfaces, we acquired STM and spectroscopy data at room temperature. With the voltage applied to the sample, the STM images were acquired in the constant-current mode with set voltages and set current as indicated later. The tunneling spectra were measured at fixed tip-sample separations. For the measurements, we used electrochemically etched W tips.
III. DETAILS OF THE CALCULATION
For the analysis of our results, we calculated the positions of the conduction band (E CS ) and valence band edges (E VS ) at the GaAs surface underneath the W tip, as well as the resulting tunneling current. We based our calculation of the band edge energies on the one-dimensional integration of Poisson's equation described by Feenstra and Stroscio, 28 as well as Seiwatz and Green, 32 but extended it to include the effects of carrier dynamics. 33 This is necessary, because the procedure of Refs. (28) and (32) 36 where the current is obtained by integrating over all states between the tip and the sample Fermi level times the transmission coefficient. Parabolic bands are assumed for the density of valence and conduction band states. The transmission coefficient through the vacuum barrier, as well as through the semiconductor's space charge region, is estimated using the Wentzel-Kramers-Brillouin approximation. Thereby, the vacuum barrier is taken as trapezoidal modified by the image charge lowering. 14 cm −3 , a work function of 4.5 eV for the metallic tungsten tip, a tip-sample separation of 0.9 nm, and a tunneling area of 1 nm 2 were assumed. 28 A variation of these parameters does not change the results qualitatively.
IV. EXPERIMENTAL RESULTS
Figure 1(a) shows a large-scale constant-current STM image of a freshly in situ cleaved p-type GaAs(110) surface. The image shows the occupied density of states acquired at negative sample voltage. 37 The surface is atomically flat and free of steps. Two types of highly localized features are visible, which can be classified as dark and bright localized spots. A high-resolution image in Fig. 1(b) shows these twotypes of localized contrast, superimposed on the atomic corrugation, which arises from the occupied dangling bonds localized above the As atoms bonded in the zigzag atomic rows of the surface parallel to the [110] direction. 37 The typically 1-to 2-nm-sized dark features correspond to isolated positively charged anion vacancies, as observed before on (110) surfaces of p-type III-V semiconductors. 38 The atomically localized dark features are uncharged (and thus electrically inactive) anion vacancy-Zn dopant complexes. 39 Finally, the bright localized features exhibit different types of local symmetries and intensities. We observed an alternating change of the mirror planes between and on top of the maxima along the atomic rows with decreasing brightness. We can discern in this particular case five levels of brightness, as indicated by number in Fig. 1(b) . These features are compatible with Zn dopant atoms in different layers below the cleavage surface. 39, 40 The bright contrast arises from the localized negative charge of the Zn acceptors, giving rise to a local screened Coulomb potential. 17, 18 The five contrasts of Zn acceptors indicate that in the present case the STM is sensitive to probe dopant atoms within the top five subsurface layers. This interpretation is corroborated by the observed concentration of bright features. Taking into account that the dopants can be observed up to a depth of five atomic layers, we obtain a dopant concentration of 3×10 19 cm −3 . This is in good agreement with the nominal dopant concentration.
One of the most distinctive features in the STM image in Fig. 1(a) is the long-range height contrast change on the scale of ∼10-20 nm superposed on the localized features of the dopant atoms. The contrast is directly related to the local dopant concentration. A dark contrast is observed in areas without dopant atoms or with a low dopant concentration (e.g., area A), whereas a bright contrast occurs in areas with a high dopant concentration (e.g., area B). The fluctuations in the distribution of dopant atoms are typical for p-type GaAs and were found to arise from many body effects in the dopantdopant interactions during growth of the GaAs crystal in this specific case. 19 cm −3 Zn-doped GaAs(110) cleavage surface measured at a sample voltage of −2.5 V and a tunnel current of 0.7 nA. The bright localized contrasts arise from negatively charged Zn Ga acceptors. The localized dark spots are due to anion (As) vacancies. The local dopant concentration exhibits pronounced fluctuations. In some areas, no or only few dopant atoms are present (e.g., the area marked A), whereas in other areas high dopant concentrations exists (e.g., area B). The inhomogeneous dopant distribution leads to long-range fluctuations of the contrast, pointing to local fluctuations of the potential with lateral dimensions of 10-20 nm. (b) High-resolution constant-current STM image measured at −2.1 V and 0.7 nA. Individual dopant atoms in the first five subsurface layers can be distinguished on the basis of the contrast intensity and symmetry. For each layer, one example is marked. The surface is atomically flat, without any atomic steps. The contrast visible in both STM images is exclusively an electronic contrast arising from local potential fluctuations and not due to any mechanical bending of the surface. Both STM images have the same orientation.
of electronic origin. They are the signature of variations of the local potential (times the electron charge e), i.e., the position of the valence band edge changing locally relative to the Fermi level. 4, 5, 25 If the valence band edge is increasingly below the Fermi energy (i.e., less p doped), the number of states available for tunneling out of the filled valence band states decreases. This leads to a smaller tunnel current, which is compensated by the feedback loop in the constant-current image by approaching the tip toward the surface. This reduced tip-sample separation is shown in Fig. 1 as darker contrast.
To quantify the magnitude of local potential fluctuations related to the fluctuations in the dopant distribution, we turn to scanning tunneling spectra (Fig. 2) . Figure 2(a) shows two I-V spectra measured in a bright and in a dark area. Each shown spectrum is an average of several spectra to improve the signal-to-noise ratio. These I-V curves were chosen from sets of I-V curves, which were measured at different tipsample separations (not shown here). The different tip-sample separations were adjusted using different set-point tunneling voltages (V set ) and currents (I set ), before holding the tip at a certain fixed tip-sample separation and position. At a constant I set , the tip-sample separation increases with V set . Each I-V curve exhibits no detectable current (detection limit of ∼1pA) in a voltage range of ∼0V( F i g .2(a)). The absence of the current indicates the presence of a band gap. However, the transmission coefficient for electron tunneling decreases with tip-sample separation. Hence, the apparent band gap increases and the band edge positions cannot be determined due to insufficient sensitivity of the current measurement. Therefore, we concentrate in Fig. 2 on curves measured at a tip-sample separation that is small enough for a sufficient sensitivity even within the band gap but still well in the tunneling regime, i.e., no point contact. 41 Another problem causing serious complications in the direct interpretation of the as-measured tunneling spectra are the different tip-sample separations in areas with dark and bright contrast, even for identical tunneling set points. The current is primarily determined by the local electronic structure. Thus, even on atomically flat surfaces, the tip height changes if the underlying surface exhibits local variations in the electronic structure. To allow a direct comparison of the different spectra, we corrected all curves to an identical tip-sample separation by measuring the exponential dependence of the current I as a function of tip-sample distance z, I = I 0 · e −2κz (inset in Fig. 2(b) ). Using the decay constant 2κ determined from an exponential fit to the measured current values (solid line in the inset in Fig. 2(b) ) and the height difference between the dark and the bright areas in the constant-current STM images, we recalibrated the tunnel current to one constant tip-sample separation (Fig. 2(b) ).
To identify the energetic positions of the band edges relative to the Fermi energy E F , we first need to address the origins of the current. For this, we turn to the logarithmic display of the absolute current as a function of the sample bias (Fig. 2(b) Although each spectrum in (a) has been measured at a tip-sample separation z determined by the same set voltage and set current, the spectra measured in the dark and bright areas were not measured at the same tip-sample separation z due to the different local potential and thus different density of states contributing to the tunnel current in the dark and bright areas, respectively. As a result, the feedback loop adjusts tip-sample separations to keep the tunnel current constant, leading to the different height contrast in the dark and bright areas. To compare the spectra measured on an atomically flat surface correctly, (b) shows the logarithmic display of the current voltage spectra corrected to the same tip-sample separation using the current-distance (I − z) measurement shown in the inset, where z is the change of the tip-sample separation z. (c) and (d) show, respectively, the valence and the conduction band currents expanded. band states (I V ) occurs for both curves too. However, the absolute values of the onset voltages decrease from the dark toward the bright surface area. To quantify the shift of the onset voltages of valence band-related current, a close-up is shown in Fig 2(c) . The fits to the data (solid lines) demonstrate a voltage shift of +(0.14 ± 0.02) eV from the dark to the bright areas. In contrast, the onset of the conduction band-related current is almost identical for both areas (shift of 0.04 ± 0.07 eV), as visible in the close-up shown in Fig. 2(d) . The positions of the band edges and the respective onset voltages for tunneling into bands are not affected by the thermal broadening, because the broadening does not shift the bands.
V. DISCUSSION

A. Extraction of the local potential
To extract the local potential U = E V − E F from the tunneling spectra, i.e., the position of the valence band edge (E V ) relative to the Fermi energy (E F ), we recall that electrons start to tunnel from the sample toward the tip as soon as the valence band edge is at (and above) the Fermi energy of the tip E F,tip . Similarly, electrons tunnel into the conduction band once the conduction band edge is at or below the Fermi energy of the tip. The respective voltages of the onset of the valence band (V V,onset ) and conduction band (V C,onset ) currents times the electron charge e correspond to the position of the valence and conduction band edges (E C ) relative to the sample Fermi energy (E F ≡ E F,sample ) if flat-band conditions are assumed, as schematically shown in Fig. 3 (a) and (b) . This is, however, only valid for systems where the applied voltage between the tip and the sample does not induce a band bending at the sample surface. 4 In our case, the difference between the onset voltages of the valence and the conduction band-related currents is, however, not constant across the sample surface: In the dark and bright areas, the difference, i.e., (V C,onset − V V,onset ) × e, yields 1.66 and 1.56 eV, respectively. Assuming no band bending is present, this would imply that the band gap is apparently fluctuating across the sample surface. However, at the Zn dopant concentrations used, the doping will not modify the bulk band gap of GaAs 42 or the surface band structure. Furthermore, the apparent band gap in the tunneling spectra is significantly larger than the real one. Thus, the tip-induced band bending is essential to the quantitative interpretation of the tunneling spectra.
Figure 3 (c) and (d) shows, schematically, how a band bending shifts the band edges if negative and positive voltages are applied to the sample, respectively. In principle, four tunnel currents can occur, as labeled. To discuss these currents, we first turn to the calculated band bending at the GaAs(110) surface as a function of the voltage in Fig. 4 . Although the particular calculation is for a carrier concentration of 2×10 19 cm −3 , similar tip-induced band bendings occur for other doping concentrations.
At negative voltages, the tip-induced band bending drags the bands of the semiconductor downward. At voltages large enough, the band bending can in principle pull the conduction band edge below the Fermi energy, and in equilibrium a carrier inversion at the sample surface would form (electrons in the conduction band, as shown in Fig. 3(c) ). This inversion is, however, unstable under tunneling conditions because the tunneling rate of these electrons in the conduction band into the metallic tip is much greater than the refilling rate of electrons in the conduction band 33 due to the negligible free electron concentrations in the conduction band (p-type with holes as majority carriers). A direct excitation over the 1.4-eV-wide band gap or tunneling through the band bending region of ∼10 nm extension (inset of Fig. 4 ) are both negligible. Thus, no inversion zone and no inversion current I inv occur, and only electrons tunneling out of the valence band states (I V ) can be measured at negative voltages. 33 Therefore, the band bending is only determined by the doping concentration and increases almost linearly with negative voltages.
At positive voltages, the tip induces an upward band bending. Already at small voltages, the valence band edge crosses the Fermi energy on p-type surfaces and holes accumulate in the valence band (Fig. 3(d) ). These additional holes lead to a much better screening of the tip-induced electric field; thus, the band bending increases slower at positive voltages as compared to negative voltages. In principle, electrons can tunnel into the hole accumulation zone (I acc ), but the effective barrier is higher than for tunneling into the conduction band (I C ). Therefore, at positive voltages, the tunnel current into the conduction band dominates.
Finally, the inset in Fig. 4 shows the decay of the band bending into the sample bulk for selected voltages. Within 10 nm, the entire electric field is screened, and thus, the band bending is zero.
In our case, the tip-induced band bending shifts the energy positions of the valence band (E VS ) and conduction band (E CS ) edges at the surface underneath the tip. The calculated band edge positions and the Fermi level of the tip (E F,tip ) (measured relative to E F,sample ≡ E F ≡ 0 eV) are shown in Fig. 5 as a function of the voltage. The Fermi level of the metallic tip is shown as a gray dotted line labeled E F,tip . It lies in the GaAs band gap at the surface for voltages between +1.4 and −0.6 V for the lowest doped sample (labeled V C,onset and V V,onset , respectively). For increasing doping concentrations, the voltage of the valence band onset shifts upward, reaching −0.3 V for the highest doped sample shown here. Between the two onset voltages, no electrons can tunnel, because filled (empty) tip states do not face empty (filled) sample states. This 1.7-to 2.0-V-wide voltage region without tunnel current reflects the GaAs band gap of E gap = 1.4 eV. The voltage range times e is larger than the band gap due to the tip-induced band bending, in agreement with the experimental data in Fig. 2 . Tunneling out of valence band states is only possible for voltages V <V V,onset (note V is negative). In analogy, tunneling into empty conduction band states is only possible for voltages larger than V C,onset .
At this stage, we address the doping dependence of the onset voltages for electrons tunneling out of the valence and into the conduction bands. This is motivated by the experimental spectra being measured in areas with different local dopant concentrations. Figure 6 the onset of the valence band current shifts strongly with the doping level, whereas the onset of the conduction band exhibits only a weak change. The difference arises from different screening mechanisms of the electric field between the tip and the sample, as pointed out earlier, i.e., screening by shifting the free holes of the dopant atoms only (negative voltages) or screening by the accumulation of majority carriers in the valence band, whose free hole concentration is dominated by the much larger density of states of the accumulation zone in the valence band and thus essentially independent of the doping concentration (positive voltages). This result agrees with the experimental spectra in Fig. 2 (b)-(d) , where the valence band current shifts to smaller absolute values of negative voltages, whereas the conduction band current is almost unchanged. Thus, the experimental data are fully explainable with tip-induced band bending and constant band gap for variable dopant concentrations.
Using the previously presented model, we now address the potential fluctuations. The typical size of the fluctuations of the dopant concentration ranges between 10 and 20 nm (Fig. 1(a) ). The penetration of band bending into the semiconductor bulk is ∼10 nm (inset of Fig. 4) . Thus, the decay length of the electric field is smaller than the dimension of the dopant fluctuations. Therefore, we can assume that the STM tip probes a different local dopant concentration in the material independent of the surrounding doping distribution. This can be simulated as if the local dopant cluster is infinitely extended, because the free carriers can fully screen the electric field within the local dopant fluctuation. Only for extremely small dopant agglomerations the screening efficiency is reduced. 5 To determine the potential from the I-V spectra in Fig. 2(b) , we first derive the onset voltages for the valence band currents by fitting the experimental data, assuming that the current increases exponentially with increasing absolute voltage starting at the onset voltage. Therefore, we used the following equation
, with a, b, and c being constants, to estimate the onset voltages of the valence band currents in Fig. 2(d) (dashed and dotted lines) . We obtain for the bright and dark areas' onset voltages of (−0.086 ± 0.05) and (−0.226 ± 0.05) eV, respectively. These onset voltages lead through Fig. 6 (a) to energy positions of the valence band edge relative to the Fermi level (E V − E F ) of about −0.5 and +19.5 meV, respectively (follow the dashed lines). Thus, the potential difference U is 20 meV between the bright and the dark areas. The particular calculation shown was performed with an effective mass of the valence band density of states of 0.57 m 0 following a recent reassessment of the effective masses. 43 If we were to use lower values for the effective mass, U would slightly increase (∼1 meV for a 0.1 m 0 change of the effective mass). Thus, the uncertainty of U arising from the possible error in the effective mass is rather small and can be neglected compared with the error in the determination of the onset voltages. The latter effect induces an error estimated to +20 and −10 meV, i.e., U = 20 +20 −10 meV. This determination can be corroborated further by determining the typical dopant concentrations in the bright and dark areas. Using the areas marked A and B in Fig. 1(a) , we obtain dopant concentration values of 1.5×10 19 The potential difference U = 20 meV between the dark and the bright areas arising from fluctuations in the dopant distribution of three-dimensionally doped GaAs is about one order of magnitude smaller than for potential fluctuations observed in two-dimensional structures ( U ≈ 0.2 eV between the dark and the bright areas). 4 To explain this difference, we have to recall that in our case the STM can only probe the dopant distribution up to five monolayers below the surface, i.e., 1 nm ( Fig. 1(b) ). However, the potential is influenced also by dopant atoms deeper below the surface, because the screening of the local potential by free charge carriers is limited. For the doping concentration used here, the screening length is 1.5 nm. 26, 44 Thus, dopant atoms within a depth of about two to three times the screening length, i.e., ∼5n m , affect the potential measured at the surface. This effect is damping the potential fluctuations, because we can statistically expect that in the bulk below a surface area with high (low) doping concentration a low (high) dopant atom concentration occurs. In the pure two-dimensional surface doping structure, this damping effect is absent (because no dopants are present below the surface); as a result, larger potential fluctuations occur as measured. 4 In addition, the screening length in two-dimensional systems is shorter, 26 which again reduces any damping of the potential fluctuations.
C. Implications for quantitative band offset and band gap measurements
At this stage, we address the issue of extracting band offset values and band gaps in cross-sectional scanning tunneling spectra of compound semiconductor surfaces. The band bending effects discussed earlier are detrimental to quantitative band edge energy determinations by scanning tunneling spectroscopy, because significant shifts of the onset voltages occur even at rather high doping concentrations if the surfaces are unpinned. Thus, for unpinned surfaces, it is unavoidable to take the band bending effects into account using the methodology presented previously. The tip-induced band bending can be experimentally reduced by using extremely high doped materials (in the range of 10 20 cm −3 ) or an extremely sharp tip. 45 However, even then we need to determine and address the effect of the tip-induced band bending on the quantitative values extracted.
In case of pinned surfaces, the band edge position can be determined exactly, because no tip-induced band bending occurs. However, in this case, the band edge positions measured at the surface are not representative of those in the bulk. Instead, the band offsets of heterojunctions are modified by the specific location of the surface pinning levels in the different materials (e.g., AlGaAs and GaAs). On the other hand, the determination of the band gap is then highly accurate, because no apparent enlargement of the band gap occurs due to tip-induced band bending. 41, 46 Thus, the procedure of band gap determination is much simpler than for unpinned surfaces discussed in Ref. 33 . A pinning can be achieved by introducing localized states in the fundamental band gap at the surface. This can be done, e.g., by thermally producing point defects, such as vacancies, 47 by cleavages with high step densities 46 or by adsorption of atoms or molecules (either intentionally or unintentionally). In any case, it is crucial to know exactly what is in which concentration present on the surface. Simple measurement without determinations of the state of the surface provides little quantitative insight.
VI. CONCLUSIONS
Local potential fluctuations induced by nanoscale inhomogeneities in the three-dimensional spatial dopant distribution in Zn-doped GaAs were investigated quantitatively by STM and spectroscopy on (110) cleavage surfaces. Tunneling spectra measured in areas with different local doping concentrations showed apparent shifts of the valence band edge and apparent changes of the band gap. A quantitative analysis, combined with band bending and tunnel current simulations, demonstrated that these effects arise from tip-induced band bending that modulates the real potential changes. A methodology was illustrated on how the exact potential difference between locally high and low doped areas can be determined. It was found that the potential varies between high and low doped areas by 20 meV. These local potential fluctuations in threedimensionally doped semiconductors were approximately one order of magnitude smaller than those observed in twodimensionally doped semiconductors. This was explained by damping effects due to the three-dimensional arrangement of the dopants, which are absent in purely two dimensionally doped semiconductors or semiconducting structures.
This effect may have a significant impact on the device properties if the miniaturization is coupled with dimensionally reduced structures, e.g., purely two-dimensional channels in transistors, because the potential fluctuations due to dopant inhomogeneities may increase by one order of magnitude in two-dimensional versus three-dimensional structures, assuming no pinning effect of surrounding semiconductor interfaces/surfaces. We speculate that the dopant-induced potential fluctuations increase even further if one-dimensional channels are used.
