We explore conditions of existence of consistent, uniformly consistent and discernible (strong consistent) tests. We establish that the existence of discernible tests follows from the existence of pointwise consistent tests. We show that, if there are consistent tests, then the set of alternatives can be represented as countable union of nested subsets such that there are uniformly consistent tests for these subsets of alternatives. Implementing these results we explore both sufficient conditions and necessary conditions for existence of consistent, uniformly consistent and discernible tests for hypothesis testing on a probability measure of independent sample, on a mean measure of Poisson process, on a solution of linear ill-posed problems in Gaussian noise, on a solution of deconvolution problem and for the problem of signal detection in Gaussian white noise. In the last three cases the necessary conditions and sufficient conditions coincide.
Introduction
The problems of consistent estimation and consistent classification were rather well studied. The universal consistency was established for the basic statistical procedures. The necessary and sufficient conditions for uniform consistency were obtained. In hypothesis testing the situation is more complicated. Results have a disordered character. The goal of the paper is to represent a systematic viewpoint to this problem.
In the study of consistency of tests different approaches are implemented. The consistency of tests is established as usual consistency or uniform consistency or discernibility (strong consistency). A sequence of tests is called discernible (Dembo and Peres [11] , Devroye and Lugosi [13] ) or strong consistent (van der Vaart [36] ) if the tests make almost surely only finitely number of errors.
It is clear that the uniform consistency or discernibility implies the consistency. It turns out that in some sense the inverse statements hold.
The existence of consistent tests implies the existence of discernible tests. There is a consistent sequence of tests iff the set of alternatives can be represented as countable 1 unions of nested subsets such that, for these nested subsets of alternatives, there are uniformly consistent sequences of tests. Thus, for each consistent tests, it seems natural to search for nested subsets of alternatives such that the tests are uniformly consistent on these subsets. For these subsets of alternatives one can say about "distinguishability" of hypotheses and alternatives for finite sample sizes.
Therefore the problems of description of sets of hypotheses admitting the consistent or discernible tests are reduced to the similar problem for the uniformly consistent tests.
From this viewpoint we study both sufficient conditions and necessary conditions for existence of consistent, uniformly consistent and discernible sequences of tests in the problems of hypotheses testing on a probability measure of i.i.d.r.v.'s, on a mean measure of Poisson process, on a solution of linear ill-posed problem in Hilbert space if the noise is Gaussian, on a solution of deconvolution problem and in the problem of signal detection in Gaussian white noise. The sufficient conditions are rather obvious. The goal of the paper is to try to understand to what extent such sufficient conditions are necessary.
For the problems of signal detection in Gaussian white noise, hypothesis testing on a solution of linear ill-posed problem in Gaussian noise and on a solution of deconvolution problem we find necessary and sufficient conditions for existence of consistent and uniformly consistent tests.
In the problems of hypothesis testing on probability measure of i.i.d.r.v.'s the necessary and sufficient conditions of existence of uniformly consistent tests ( distinguishability of hypotheses) have been established by Le Cam and Schwartz [31] if the set of densities of probability measures is uniformly integrable for some probability measure. However it was not clear how to check Le Cam and Schwartz conditions and these conditions did not mentioned in the subsequent works. A convenient form of necessary and sufficient conditions for existence of discernible tests has been proposed Dembo and Peres [11] . In the paper we develop a simple approach allowing to study the distinguishability conditions and show that these conditions can be provided in the same convenient form as in Dembo and Peres [11] .
We explore also the hypotheses testing on a value of functional of probability measure of i.i.d.r.v.'s. The necessary and sufficient conditions for existence of consistent, uniformly consistent and discernible sequences of tests are provided if the functional satisfies some weak differentiability assumptions. For this setup the problem of discernibility of a sample mean has been studied only ( Dembo and Peres [11] ).
We show that the necessary conditions of distinguishability obtained for hypothesis testing on a probability measure of i.i.d.r.v.'s are extended to similar problem for mean measure of Poisson process.
All necessary conditions are provided in terms of convergence in weak topologies. Such an approach to the study of existence of uniformly consistent and discernible tests has been developed Le Cam and Schwarts [31] , Dembo and Peres [12] and Kulkarni and Zeitouni [29] .
The other approaches based on the distance method and using estimators as test statistics are widely implemented in hypothesis testing. In subsection 4.3 we discuss the form of sets of hypotheses and alternatives admitting consistent, uniformly consistent and discernible hypothesis testing for these approaches.
The paper is organized as follows.
The general setup and the definitions of consistency, pointwise consistency, distinguishability and discernibility are provided in section 2. Section 2 contains also the review of previous works and the basic technique implemented to the proof of results. The links between the conditions of distinguishability, discernibility and existence of consistent tests are studied in section 3. The necessary conditions and sufficient conditions for existence of consistent, uniformly consistent and discernible tests for hypothesis testing on a probability measure of i.i.d.r.v.'s are explored in section 4. The results for other problems of hypotheses testing are provided in section 5. If the proof of Theorem or Lemma does not provided in section, this proof one can be found to the Appendix.
We shall denote by letters c and C generic constants. Denote 1 A (x) the indicator of set A. Denote [a] the integer part of a ∈ R 1 . For any measures P 1 , P 2 denote P 1 ⊗ P 2 the product of measures P 1 , P 2 .
Preliminaries
2.1. General setup. Definitions of consistency, point-wise consistency, discernibility, uniform consistency Let E n = (Ω n , B n , P n ) be a sequence of statistical experiments where (Ω n , B n ) are sample spaces with σ-fields of Borel sets B n and P n = {P θ,n , θ ∈ Θ} are families of probability measures. We wish to test a hypothesis H 0 : θ ∈ Θ 0 ⊂ Θ versus alternative
, and β θ (K n ), θ ∈ Θ 1 , its type I and type II error probabilities respectively. Denote
A sequence of tests K n is pointwise consistent ( Lehmann and Romano [32] [21] ) if for each n and for each test K n the inequality
In subsections 5.1 and 5.2 we consider families of statistical experiments E ǫ = (Ω ǫ , B ǫ , P ǫ ) depending on continuous parameter ǫ > 0. For this setups the modification of all definitions mentioned above is traditional and is omitted.
A sequence of tests K n is called discernible ( Devroye, Lugosi [13] and Dembo, Peres [11] ) or strong consistent ( van der Vaart [36] ) if P (K n = 1 for only finitely many n) = 1 for all P ∈ Θ 0 (2.1) and P (K n = 0 for only finitely many n) = 1 for all P ∈ Θ 1 . (2.2)
Previous works
The most part of results has been established for hypotheses testing on a probability measure of i.i.d.r.v.'s. For this setup the distinguishability of hypotheses has been studied Kraft [28] , Berger [4] , Hoefding and Wolfowitz [21] and Le Cam and Schwartz [31] . Kraft [28] has proved very natural lower bound for the sum of type I and type II error probabilities (see Theorem 4.6). On the base of this lower bound Kraft showed that two sets of probability measures in R ∞ are distinguishable iff their n-dimensional projections on the convex hulls of sets of probability measures of hypotheses and alternatives are in some sense asymptotically orthogonal. Berger [4] gave necessary and sufficient conditions of distinguishability of hypotheses. The Berger [4] distinguishability conditions are akin to the conditions of Proposition 2.1 given below but they are more cumbersome.
Hoefding and Wolfowitz [21] showed that two sets of hypotheses are distinguishable if the Kolmogorov-Smirnov distance between their distribution functions is positive. The necessary distinguishability conditions in [21] were provided in terms of variational metric on the set of probability measures with some assumptions of finiteness of number of intervals of monotonicity of differences of distribution functions of hypotheses and alternatives.
Le Cam and Schwartz [31] established necessary and sufficient conditions for the existence of uniformly consistent estimators. The conditions are provided in terms of all n-fold products of probability measures and difficult to verify. The problem of hypothesis testing can considered as a particular case of this setup. In the paper we discuss one dimensional version of these conditions.
The problem of discernibility of hypotheses have been comprehensively studied Fisher and van Ness [18] , Cover [10] , Dembo and Peres [11] , Kulkarni and Zeitouni [29] , Devroye and Lugosi [13] and Nobel [33] . Sufficient conditions and necessary conditions of discernibility have been found. The discernible tests have been proposed for many interesting problems of nonparametric hypothesis testing.
Let us review in more details the work of Dembo and Peres [11] that is closely related to this paper. Dembo and Peres established convenient necessary conditions and sufficient conditions for discernibility of hypotheses on probability measure of i.i.d.r.v.'s. These conditions were provided in terms of convergence in weak topology. The necessary conditions were obtained under the assumption that the density of each probability measure is in L p for some p > 1. The necessary and sufficient conditions for discernibility of hypotheses on a sample mean have been also established.
We almost do not touch the problems related to semiparametric hypothesis testing although the works with such interesting and unexpected results deserve to be mentioned (see Bahadur and Savage [2] , Donoho [14] and Devroye and Lugosi [13] ).
The study of distinguishability of approaching sets of hypotheses is now very popular problem ( Ingster and Suslina [25] , Comminges and Dalalyan [9] , Baraud, Huet and Laurent [5] , Butucea, Matias, and Pouet [8] and numerous other works). For approaching sets of hypotheses the distinguishability conditions should satisfy the conditions of distinguishability for fixed sets of hypotheses and alternatives.
For hypothesis testing in functional spaces the first result on indistinguishability has been obtained Le Cam [30] . For hypothesis testing on a density Le Cam [30] has proved that the center of the ball and the interior of the ball in L 1 are indistinguishable. The further results were mostly related to the problem of signal detection in Gaussian white noise. Ibragimov and Hasminski [22] have shown that the center of the ball and the interior of a ball in L 2 are indistinguishable. Burnashev [7] has proved the indistinguishability of the interior of a ball in L p -spaces, p > 0. For the problem of testing of simple hypothesis Janssen [27] has showed that any test can achieve high asymptotic power only on at most finite dimensional space of alternatives. Ermakov [17] found necessary and sufficient conditions of distinguishability in L 2 for arbitrary bounded composite sets of hypotheses and alternatives. For other setups we mention Ingster [23] and Ingster and Kutoyants [24] works. Ingster [23] and Ingster and Kutoyants [24] showed that we could not distinguish the center of the ball and the interior of ball in L 2 in the problems of hypothesis testing on a density and on an intensity function of Poisson process respectively.
Basic technique
The proof of distinguishability is based on the following reasoning (similar ideas one can find in Le Cam [30] , proof of Lemma 4).
Let one need to test the hypotheses on a distribution of random variable X defined on probability space (Ω n , B n , P ). For the test K(X) ≡ α, 0 < α < 1, we get
Thus, it is of interest, to search for the test K such that
or, other words,
In this case we say that the hypotheses and alternatives are weakly distinguishable.
For any ǫ > 0 we can approximate the function K by simple function
3) and using (2.4), we get
Hence we get the following Proposition.
Proposition 2.1. The hypothesis H 0 and alternative H 1 are weakly distinguishable iff there is a partition A 1 , . . . , A k of Ω n such that the sets
Suppose we wish to test a hypothesis on probability measure of i.i.d.r.v.'s. By Proposition 2.1, if the hypothesis and alternative are weakly distinguishable, the problem can be reduced to hypothesis testing for the multinomial distribution. For this problem we immediately get the distinguishability. Thus the weak distinguishability implies the distinguishability ( Hoefding and Wolfowitz [21] ).
For the problem of hypothesis testing on multinomial distribution the likelihood ratio tests have exponential decay of type I and type II error probabilities. Hence the distinguishability implies also ( Le Cam [30] and Schwartz [34] ) the existence of sequence of tests K n and constant n 0 such that
for all n > n 0 . The exponential decay of type I and type II error probabilities was studied in a large number of papers (see Hoefding and Wolfowitz [21] , Dembo, Zeitouni [12] , Barron [3] , Ermakov [16] and references therein).
Link of consistency, uniform consistency and discernibility
The results and the proofs are provided for the problem of hypothesis testing on a probability measure of i.i.d.r.v.'s. For other setups the results are obtained by easy modification of the reasoning. Let X 1 , . . . , X n be i.i.d.r.v.'s on a probability space (Ω, B, P ) where B is σ-field of Borel sets on topological space Ω. Denote Λ the set of all probability measures on (Ω, B). 
, for each i the hypothesis H 0 : P ∈ Θ 0 and the alternative H 1i : P ∈ Θ 1i are distinguishable.
Theorem 3.2. There is pointwise consistent sequence of tests iff there are nested sub-
, for each i the hypothesis H 0i : P ∈ Θ 0i and the alternative H 1i : P ∈ Θ 1i are distinguishable.
Proof of Theorem 3.1. Let K i be consistent sequence oftests. Let 0 < α, β < 1 be such that α + β < 1. For each i define the subsets Θ
The sets Θ 0 and Θ ′ 1i are weakly distinguishable and therefore they are distinguishable. Hence the hypothesis H 0 and the alternative H 1i :
are distinguishable by Lemma 3.1 given below.
Lemma 3.1. Let hypothesis H 0 : P ∈ Θ 0 be distinguishable for alternatives H 11 : P ∈ Θ 11 and H 12 : P ∈ Θ 12 . Then H 0 : P ∈ Θ 0 is distinguishable for the alternative
This completes the proof of Theorem 3.1. The proof of Theorem 3.2 is similar.
There is a discernible sequence of tests iff there is a pointwise consistent sequence of tests.
The exponential decay of type I and type II error probabilities (see (2.6)) allows to prove uniform discernibility of distinguishable sets of hypotheses and alternatives.
We say that a sequence of tests K n is uniformly discernible if
and lim
If there is uniformly discernible sequence of tests, we say that the sets of hypotheses and alternatives are uniformly discernible.
Theorem 3.4. If hypothesis H 0 and alternative H 1 are distinguishable, then they are uniformly discernible. For a sequence of tests K n satisfying (2.6), there are positive constants c and C such that sup
and sup
Corollary 3.1. The hypothesis H 0 : P ∈ Θ 0 and alternative H 1 : P ∈ Θ 1 are discernible iff the sets Θ 0 of hypotheses and Θ 1 of alternatives can be represented as countable unions of nested subsets
such that the sets Θ 0i of hypotheses and Θ 1i of alternatives are uniformly discernible for each i. 4. Hypothesis testing on a probability measure of independent sample.
Different approaches were implemented to the study of existence of consistent, uniformly consistent and discernible tests, among them implementation of estimators as tests statistics, convergence of probability measures in weak topologies generated continuous or measurable functions, distance approach. The implementation of estimators as test statistics we discuss in the framework of distance approach.
Weak topologies
Let Ψ be a set of measurable functions f : Ω → R 1 . The coarsest topology in Λ providing the continuous mapping
If Ψ is the set of all bounded continuous functions, the τ Ψ -topology is the weak topology.
If Ψ is the set of all indicator functions of measurable Borel sets, the τ Ψ -topology is called the τ -topology (see Groeneboom, Oosterhoff, Ruymgaart [20] and Dembo, Zeitouni [12] ) or the topology of setwise convergence on all Borel sets (see Ganssler [19] and Bogachev [6] ). In the papers the τ -topology is often replaced with the τ Φ -topology with the set Φ of bounded measurable functions. All results given below coincide for these topologies.
For any set A ⊂ Λ denote cl τw (A), cl τ (A) and cl τΦ (A) the closures of A in weak, τ and τ Φ -topologies respectively. We shall write τ Ψ if the topology may be chosen arbitrary: weak, τ or τ Φ . ii. If Θ 0 and Θ 1 are relatively compact in the τ -topology, then the condition cl τ (Θ 0 ) ∩ cl τ (Θ 1 ) = ∅ is necessary.
Example 2.1. Let ν is Lebesgue measure in (0, 1) and let we wish to test a hypothesis on a density f of probability measure P . Let H 0 : f (x) = 1, x ∈ (0, 1) and
For any measurable set B ∈ B we have
Therefore the hypothesis H 0 and the alternative H 1 are indistinguishable. Proof of ii. The proof of i. Theorem 4.1 is akin to the proof of i. Theorem 2 in Dembo and Peres [11] and is omitted.
Le Cam and Schwartz [31] p.141 provided the following necessary and sufficient conditions of distinguishability.
Theorem 4.2. Let sets A ⊂ Λ and B ⊂ Λ be relatively compact in the τ Φ -topology. Then the set A of hypotheses and the set B of alternatives are distinguishable iff "there is a finite family {f j , j = 1, . . . , m} of measurable bounded functions on" Ω "such that
implies that either both P and Q are elements of A or both are elements of B".
If we define functions f j , 1 ≤ j ≤ m as the indicator functions of the sets of the partition {A 1 , . . . , A k } multiplied on some constants, we get that (4.1) holds if
If Ω is a metric space, then the weak topology and the τ -topology coincide on compacts in the τ -topology ( Ganssler [19] 
Lemma 2.3).
Set Ψ is called F σ -set if Ψ is countable union of closed sets. Set Ψ is called σ-compact set if Ψ is countable union of compacts.
Example. Let probability measures of set Ψ ⊂ Λ be absolutely continuous for probability measure µ and let, for each measure P ∈ Ψ, there is some p > 1 such that dP/dµ ∈ L p (dµ). Then Ψ is σ-compact set in the τ -topology.
The other examples of σ-compact sets can be provided using Orlich spaces. Implementing Theorems 3.1 -3.3, we can easily derive from Theorem 4.1 sufficient conditions and necessary conditions for existence of point-wise consistent, consistent and discernible tests. ii. For the τ -topology the converse holds if we suppose additionally that Θ 1 is contained in some σ-compact set. ii. For the τ -topology the converse holds if we suppose additionally that Θ 1 is contained in some σ-compact set.
A sequence of probability measures P m is relatively compact in the τ -topology ( Ganssler (1971) ). Thus the condition of indistinguishability can be given in the following form.
For any set Ψ ∈ Θ denote cl sτ (Ψ) the sequential closure of Ψ in the τ -topology. Remark. We could not prove the indistinguishability of any sets Θ 0 , Θ 1 ⊂ Θ such cl τ (Θ 0 ) ∩ cl τ (Θ 1 ) = ∅. The map P → P × P of Θ → Θ × Θ is not continuous in the τ -topology (see 8.10 .116 in Bogachev (2000)).
Necessary conditions of distinguishability and distance on variation
The distance on variation is the standard tool for the study of distinguishability of hypotheses ( Hoefding and Wolfowitz [21] , Le Cam [30] , Lehmann and Romano [32] , van der Vaart [36] , Devroye and Lugosi [13] , Ingster and Suslina [25] and other numerous papers). For any probability measures P << ν and Q << ν define the variational distance
For any sets of probability measures A and B denote var(A, B) = inf{var(P, Q) : P ∈ A, Q ∈ B}.
Denote [A] the convex hull of set A ⊂ Θ. The proof of distinguishability is based usually on the following Theorem (Kraft [28] ).
Theorem 4.6. Let the probability measures in Θ 0 ∪ Θ 1 be absolutely continuous with respect to measure ν. Then, for any test K, there holds
A sequence of densities f k converges to density f 0 in L 1 (ν) (see Dunford and Schwarz [15] , Th.12 sec.8 Ch IV, or Iosida, [26] Th.5 sec.1 Ch. V), if for any measurable set B ∈ B, there hold lim
and f k converges to f 0 in measure. If (4.3) holds and sequence f k does not converges to f 0 in measure we could not distinguish the set of hypotheses Θ 0 = {f 0 } and the set of alternatives {f 1 , f 2 , . . .}. By Mazur Theorem (see Iosida [26] , Th.2, sec.1, Ch.5 ), the weak convergence f k to f 0 implies the convergence of convex combinations of f k to f 0 in L 1 (ν). Therefore the right-hand side of (4.2) equals one.
Distance approach
In distance approach the test statistics are defined the distances between the empirical probability measuresP n and the sets of hypotheses and alternatives. Hoefding and Wolfowitz [21] proposed the classification of distances on consistent and uniformly consistent.
Let ρ be a distance on the set Λ of all probability measures. The distance ρ is consistent in Θ, if, for each ǫ > 0 and each P ∈ Θ, there holds
The distance ρ is uniformly consistent in Θ if the convergence in (4.4) is uniform for P with P ∈ Θ. Hoefding and Wolfowitz proved the following Theorem (see Th 3.1 [21] ).
Theorem 4.7. Let ρ be uniformly consistent in Θ. Then, for sets Θ 0 ⊂ Θ and
the hypothesis and the alternative are distinguishable.
As wellknown the Kolmogorov-Smirnov distance and the distance corresponding omegasquared tests are uniformly consistent.
The conditions of existence of pointwise consistent and consistent sequences of tests can be also provided. Remark. Theorems 4.7 and 4.8 hold in the case of semimetric ρ as well. Let X 1 , . . . , X n be i.
| where random variables X and Y have the probability measures P and Q respectively. Let Θ = {P : E P [|X|] < ∞, P ∈ Λ}. Then i. in Theorem 4.8 is necessary and sufficient conditions of discernibility in the problem of hypothesis testing on a sample mean ( Theorem 1 in Dembo and Peres [11] ).
Let Θ be the set of all probability measures having the densities for probability measure ν. Denote p = dP dν , P ∈ Θ. In Theorem 4.9 given below we consider the problem of hypothesis testing on a density: H 0 : p = dP/dν ∈ Ψ 0 versus H 1 : p = dP/dν ∈ Ψ 1 . This theorem 4.9 follows from Theorem 4.8.
We say that an estimatorp n of density p is universally consistent (Stone [35] ) if, for any ǫ > 0, for all P ∈ L 1 (dν), we have ii. Ifp n is uniformly consistent in Ψ 0 additionally and
there is consistent sequence of tests.
Here cl(Θ 0 ) denotes the closure of Θ 0 in L 1 (dν). The discernibility of nonparametric family of univariate densities from its complements comprehensively has been studied Devroye and Lugosi [13] . The proofs were based on the convergence of minimax risks on the sets of nonparametric hypotheses and on the universal consistency of estimators. They proved also that the proposed tests satisfy (3.1) (Remark 2 [13] ). Theorem 4.9 i. shows that the discernibility can be studied for other wide nonparametric sets of hypotheses and alternatives. Theorems 4.9 ii. and 3.5 show that the convergence of minimax risks can be replaced the weaker assumption of uniform consistency of distances.
Hypothesis testing on a value of functional
Let Ψ be a metric space with metric ρ 1 . Let map T : Λ → Ψ be uniformly continuous for uniformly consistent distance ρ on Λ.
We wish to test the hypothesis T (P ) ∈ Θ 0 ⊂ Ψ, P ∈ Λ versus alternative H 1 :
We say that the set V ⊂ Ψ is saturated, if for any sequence η n ∈ V, η n → η ∈ Ψ as n → ∞, there is a sequence probability measures P n ∈ Λ and P ∈ Λ such that T (P n ) = η n , T (P ) = η and P n → P in the τ -topology.
If the sets Θ 0 and Θ 1 are saturated, we can implement the distinguishability criteria of Theorem 4.5.
For any set A ⊂ Ψ denote cl(A) the closure of A in metric ρ 1 . 
Example. Kolmogorov tests. Let Ω = (0, 1) and let T (P ) = max x∈(0,1) |F (x) − x| where F (x) is distribution function of probability measure P ∈ Λ. Define the probability measures P u = P 0 + uG, 0 < u < 1 where P 0 is Lebesgue measure and the signed measure G has the density dG/dP 0 (x) = −1 if x ∈ (0, 1/2) and dG/dP 0 (x) = −1 if x ∈ (1/2, 1). Then, for any u, 0 ≤ u < 1 2 and u n → u as n → ∞ one can put P = P u and P n = P un in the definition of saturated set. Theorem 4.11. i. Let Θ 0 be relatively compact. Then there is a consistent sequence of tests if the sets Θ 0 and Θ 1 are contained in disjoint closed set and
with closed sets Φ 1i respectively.
ii. The converse holds if the sets Θ 0 and Φ 1i , 1 ≤ i < ∞ are saturated additionally.
Theorem 4.12. i. There is a pointwise consistent sequence of tests if the sets Θ 0 and Θ 1 are contained respectively in disjoint σ-compact
ii. Suppose additionally that the sets Φ 0i and Φ 1i , 1 ≤ i < ∞ are saturated. Then the converse holds. Let we be given n independent realizations κ 1 , . . . , κ n of Poisson random process with mean measure P defined on Borel sets B of Hausdorff space Ω. The problem is to test a hypothesis H 0 : P ∈ Θ 0 ⊂ Θ versus alternative H 1 : P ∈ Θ 1 ⊂ Θ where Θ is the set of all measures P, P (Ω) < ∞. Denote N n the number of atoms of Poisson random process κ 1 + . . . + κ n . We have ((6.2) in Arcones [1] )
with λ = P (Ω). The conditional distribution of P (κ 1 +. . .+κ n |N n = k) coincide with the distribution of empirical probability measureQ k of i.i.d.r.v's X 1 , . . . , X k having the probability measure
This statement and inequality (5.1) allows to extend the results of section 4 on the problem of hypothesis testing on mean measure of Poisson process. Below a version of Theorem 4.1 only will be provided. Theorem 5.1. i. Let Θ 0 be relatively compact in the τ Ψ -topology. Then the hypothesis H 0 and alternative
ii. If Θ 0 and Θ 1 are relatively compact in the τ -topology, then the condition
Proof ii. Theorem 5.1. By Theorem 2.6 in Ganssler [19] , the sets Θ 0 and Θ 1 are relatively sequentially compact.
Suppose that the sets Θ 0 and Θ 1 have common limit point P and are not indistinguishable. Then there exist sequences P k ∈ Θ 0 and Q k ∈ Θ 1 converging to P ∈ Θ.
For any test K n , for any l, we have
Hence the sets Θ 0 and Θ 1 are indistinguishable and we have a contradiction. The proof of i. is akin to the proof of i. in Theorem 4.1 and is omitted.
Signal detection in L 2
Suppose we observe a realization of stochastic process Y ǫ (t), t ∈ (0, 1), defined by the stochastic differential equation
where S ∈ L 2 (0, 1) is unknown signal and dw(t) is Gaussian white noise. We wish to test a hypothesis
The results are provided in terms of the weak topology in L 2 (0, 1).
Theorem 5.2. i. Let Θ 0 and Θ 1 be bounded sets in L 2 . Then H 0 and H 1 are distinguishable iff the closures of Θ 0 and Θ 1 are disjoint.
ii. Let Θ 0 be bounded set in L 2 . Then there are consistent tests iff Θ 0 and Θ 1 are contained in disjoint closed set and F σ -set respectively.
iii. There are point-wise consistent tests iff the sets Θ 0 and Θ 1 are contained in disjoint F σ -sets. 
This allows to prove versions of Theorems 3.1 and 3.2 for discrete values of parameter ǫ = ǫ n = Cn −1/2 and to obtain ii. and iii. in Theorem 5.2 for such values of parameter ǫ = ǫ n . This proves necessary conditions. It remains only to note that test statistics constructed for the parameters ǫ n work for arbitrary ǫ > 0. This implies the sufficiency in ii. and iii. Theorem 5.2.
Hypothesis testing on a solution of ill-posed problem
In Hilbert space H we wish to test a hypothesis on a vector θ ∈ Θ ⊂ H from the observed Gaussian random vector Y = Aθ + ǫξ.
Hereafter A : H → H is known operator and ξ is Gaussian random vector having known covariance operator R : H → H and Eξ = 0. For any operator U : H → H denote R(U ) the rangespace of U . Suppose that the nullspaces of A and R equal zero and R(A) ⊂ R(R). Let we observe a random process Y (t), t ∈ (0, 1) defined the stochastic differential equation
where S ∈ L 2 (0, 1) is unknown signal, h(t) is a weight function and dw(t) is Gaussian white noise. One needs to test a hypothesis on a signal S.
Theorem 5.5. Let 0 < c < h(t) < C < ∞ for all t ∈ (0, 1). Then i.-iii. of Theorems 5.2 hold for the weak topology in L 2 (0, 1).
Hypothesis testing on a solution of deconvolution problem
Let we observe i.i.d.r.v.'s Z 1 , . . . , Z n having density h(z), z ∈ R 1 with respect to Lebesgue measure. It is known that Z i = X i + Y i , 1 ≤ i ≤ n where X 1 , . . . , X n and Y 1 , . . . , Y n are i.i.d.r.v.'s with densities f (x), x ∈ R 1 and g(y), y ∈ R 1 respectively. The density g is known.
Let P be the probability measure of f . We wish to test the hypothesis H 0 : P ∈ Θ 0 versus the alternative
Define the sets Ψ i = {f : f = dP/dx, P ∈ Θ i } with i = 0, 1. Proof of Theorem 5.6. Note that the sets of probability measures having the densities from L 2 (R 1 ) are equicontinuous. Therefore we can implement the same reasoning as in the proof of Theorem 5.4.
Appendix
Proof of Lemma 3.1. By Proposition 2.1, there are m i , i = 1, 2, and partitions A i1 , . . . , A iki of Ω mi such that the sets
imsart-bj ver. 2011/11/15 file: distingnnn.tex date: March 26, 2014 have disjoint closures for each i = 1, 2. Hereafter P mi denotes m i -fold product of probability measure P .
Since there is uniformly consistent estimator of P m1 (A 11 ), . . . , P m1 (A 1k1 ), P m2 (A 21 ), . . . , P m2 (A 2k2 ), then there is uniformly consistent sequence of tests for testing the hypothesis H 0 : P ∈ Θ 0 versus the alternative H 1 : P ∈ Θ 11 ∪ Θ 12 .
Proof of Theorem 3.3. Let Θ 0i and Θ 1i , i = 1, 2, . . . be the subsets of Θ 0 and Θ 1 such that there are uniformly consistent sequences of tests for these subsets of hypotheses. By (2.6), for each i there are tests K ni such that for n > n 0i α(K ni ) ≤ exp{−c i n} and β(K ni ) ≤ exp{−c i n}.
(6.1)
By Borel-Cantelli Lemma, for the proof of Theorem 3.3, it suffices to define tests K n such that
Define the numbers l i such that l 1 = 1 and
and choose an increasing sequence l i1 < l i2 < l i3 < . . . with i 1 = 1. We put
In the case of the alternative the reasoning is the same.
The tests K n satisfies (6.2) and (6.3). Proof of Theorem 3.4. By (2.6), we get
The proof of (3.3) is similar.
imsart-bj ver. 2011/11/15 file: distingnnn.tex date: March 26, 2014 Proof of Theorem 3.5. It suffices to show that there are tests K n such that
The tests K n defined in the proof of Theorem 3.3 with Θ 0i = Θ 0 satisfy (6.5).
Proof of ii. Theorem 4.8 The reasoning is akin to the proof of Theorem 3.1 in Hoefding and Wolfowitz [21] .
For each ǫ > 0 define the sets Θ 1ǫ = {P : ρ(P, Ψ) > ǫ, P ∈ Θ 1 }. It is clear that
There exists ǫ n → 0 as n → ∞ such that
Define the tests K n = 1 or 0 according as
Let P ∈ Θ 1 . Then P ∈ Θ 1ǫn for some ǫ n > 0. We have
By (6.6) -(6.8), we get ii. For i. the reasoning is similar and is omitted. Proof of Theorem 4.10. Suppose cl(Θ 0 ) ∩ cl(Θ 1 ) = ∅. Then the distinguishability will follow from Theorem 4.7 if we show that inf{ρ(P, Q) :
Suppose the contrary. Then there are sequence
Since T is uniformly continuous, this implies that ρ 1 (T (P k ), T (Q k )) → 0 as k → ∞. Since Θ 0 is relatively compact there are η ∈ Ψ and subsequence T (P k l ) such that T (P k l ) → η and T (Q k l ) → η as l → ∞. We have a contradiction.
Proof of Theorem 5.3. For any
Lemma 6.1. Let Θ 0 = {S 0 }, S 0 ∈ L 2 (0, 1) and let Θ 1 ⊂ L 2 (0, 1) be bounded. Assume the hypothesis and set of alternatives are distinguishable. Then there exists a finite dimensional subspace Γ ⊂ Θ such that Π Γ S 0 / ∈ Π ΓΘ1 . Lemma 6.1 was proved Ermakov [17] , Lemma 2.1. This lemma follows also straightforwardly from Theorem 2.1, Janssen [27] .
Suppose the contrary. Then we show that there are sequences of vectors τ k ∈Θ 0 and η k ∈Θ 1 such that τ k = z k + a 1k φ k + b 1k ξ 1k and η k = z k + a 2k φ k + b 2k ξ 1k + c 2k ξ 2k (6.9)
where φ i , ξ 1i , ξ 2i , 1 ≤ i < ∞ are orthonormal functions and a s , a 1k , a 2k , b 1k , b 2k , c 2k are constants. We define Bayes a priori measures µ 0m and µ 1m such that µ 0m (τ i ) = m −1 and µ 1m (η i ) = m −1 with 1 ≤ i ≤ m and denote π tm , t = 0, 1 a posteriori likelihood ratios with respect to the measure of the Gaussian white noise.
We have Since m does not depend on ǫ we come to contradiction. The sequences τ k and η k are defined on the base of the following reasoning. For any τ ∈ Θ 0 and η ∈ Θ 1 denote Γ τ and Γ η finite dimensional subspaces such that Π Γτ τ / ∈ Π Γτ Θ 1 and Π Γη η / ∈ Π Γη Θ 0 . Denote Γ τ η = Γ τ ⊕ Γ η where ⊕ means direct sum. Denote Υ τ and Υ η the linear spaces generated the vectors τ and η respectively.
For any τ ∈ Θ 0 and η ∈ Θ 1 there exists γ ∈ Π Γτη Θ 0 ∩ Π Γτη Θ 1 . Let us show that there exist sequences of points τ i ∈ Θ 0 , η i ∈ Θ 1 and finite dimensional subspaces Γ i such that i.
ii. there exists a sequence of points γ ii = Π Γi τ i+1 = Π Γi η i+1 .
iii. for each i there exists z i ∈ Γ i such that γ ij = Π Γi γ jj → z i as j → ∞. Here Γ 0 = Υ τ0 = Υ η0 = ∅. If i.-iii. hold, then nonorthogonality of τ i −γ ii , η i −γ ii and τ j −γ jj , η j −γ jj , 1 ≤ i < j ≤ k are negligible in further estimates. This allows to prove (6.9).
Denote Γ ci = Γ τi ⊕ Γ ηi ⊕ Υ τi−1 ⊕ Υ ηi−1 . We can define sequences τ i ∈ Θ 0 and η i ∈ Θ 1 satisfying i.-iii. by induction. Let τ 1 ∈ Θ 0 and η 1 ∈ Θ 1 . Denote Γ 1 = Γ τ1η1 . Let γ 11 ∈ Π Γ1 Θ 0 ∩ Π Γ1 Θ 1 . Define τ 2 ∈Θ 0 and η 2 ∈Θ 1 as arbitrary points such that γ 11 = Π Γ1 τ 2 = Π Γ1 η 2 and so on.
Using these sequences τ i , η i satisfying i.-ii. we find a subsequence satisfying i.-iii. on the base of the following procedure. We choose a subsequence γ is 1 is 1 such that γ is 1 1 converges to some point z 1 ∈ Γ 1 . After that we choose from these subsequence a subsequence γ is 2 is 2 such that γ is 2 2 converges to some point z 2 ∈ Γ 2s 1 and so on. The sequences of points τ is i , η is i , γ is i ,is i and subspaces Γ is i−1 satisfy i-iii.
By an appropriate choice of subsequence i k we can make the differences γ ij − z ii negligible for further estimates. Thus we shall assume that γ ij = z i , 1 ≤ i < ∞, i ≤ j < ∞ in the further reasoning. This allows us to choose a system of coordinates such that (6.9) holds.
This completes the proof of Theorem 5.3.
