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Resumen
En este trabajo se presenta una introduccio´n sobre el problema de inventario mul-
tiart´ıculo conocido como el problema de reaprovisionamiento conjunto (JRP, del ingle´s
Joint Replenishment Problem), el cual ha sido ampliamente investigado, puesto que se
utiliza con mucha frecuencia en problemas reales. El problema JRP tiene una variable
de decisio´n de tipo continua y tantas variables de decisio´n de tipo discretas como el
nu´mero de art´ıculos que se ordenan y producen. Para este problema existe un me´todo
exacto proporcionado por Goyal, que para un nu´mero grande de variables de decisio´n
discretas lo vuelve prohibitivo. Se presenta una caracterizacio´n alternativa de las
soluciones de tipo combinatorio para el problema de reaprovisionamiento conjunto.
Palabras clave: Problemas de inventarios multiart´ıculo, problema de reaprovisionamiento
conjunto.
Abstract
In this paper an introduction is given to a multiple-item inventory problem, known
as the Joint Replenishment Problem (JRP). This is a real world problem which has
been extensively studied. The JRP has a continuous decision variable, and as many
discrete decision variables as products that are ordered and produced. An exact
method, given by Goyal, exists for solving the JRP, however for a large number of
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discrete decision variables the computational time required becomes prohibitive. Here,
an alternative characterization of the solution for the combinatorial part of the JRP
is given.
Keywords: Inventory mutiple-item problems, joint replenishment problem.
Mathematics Subject Classification: 90B05, 90C11.
1 Introduccio´n
En los sistemas de inventarios multiart´ıculo, el concepto de reaprovisionamiento (replen-
ishment en ingle´s) se genera en alguna de las siguientes situaciones: a) cuando un art´ıculo
se empaqueta en ma´s de un tipo de presentacio´n inmediatamente despue´s de su manu-
factura, b) cuando los art´ıculos son ordenados de manera conjunta o´ c) cuando varios
art´ıculos sera´n entregados por el mismo distribuidor. Una peculiaridad de los sistemas
multiart´ıculo es que usualmente se caracterizan por la existencia de alguna interaccio´n
entre los art´ıculos, as´ı por ejemplo, existe una interaccio´n en el costo por ordenar cuando
e´stos son ordenados de manera conjunta, en estos casos se supone que es mayor el costo
de los art´ıculos cuando son ordenados separadamente que cuando son reaprovisionados
de manera conjunta. El problema de reaprovisionamiento conjunto (JRP) es de gran
aplicacio´n en el mundo real, por lo que ha sido ampliamente investigado desde hace ya
tiempo.
2 El problema de reaprovisionamiento conjunto
El JRP es un problema famoso en el mundo real y ocurre en diferentes situaciones, como
se ha mencionado anteriormente. La ventaja econo´mica de manufacturar art´ıculos con-
juntamente y empaquetarlos individualmente, se debe al hecho de que s´ı esos art´ıculos son
conjuntamente reaprovisionados (manufacturados y empaquetados) de manera individual
entonces cada art´ıculo contabiliza para el costo total de dos maneras: por su manufactura
global y por el empaquetamiento individual.
Ahora bien, una pol´ıtica de empaquetar todos los art´ıculos, una vez manufactura-
dos, puede ser no econo´mica puesto que empaquetar ciertos art´ıculos tiene una economı´a
de menor frecuencia que otros. En los sistemas de inventarios de reaprovisionamiento
conjunto, el problema esencial es determinar la frecuencia de empaquetamiento o´ptima
Ki de los art´ıculos de manera individual. El art´ıculo con la mayor frecuencia de empa-
quetamiento, proporciona la frecuencia de manufactura o´ptima T de los art´ıculos. Los
intervalos de reaprovisionamiento para cada art´ıculo es por tanto un mu´ltiplo del ciclo
ba´sico, es decir, Ti = KiT,∀i = 1, 2, 3, . . . , n, donde n es el nu´mero de art´ıculos diferentes
y Ki es un entero positivo.
Lo anterior, proporciona la visio´n del problema de determinar la frecuencia de empa-
quetamiento o´ptimo de los art´ıculos reaprovisionados conjuntamente que es semejante al
problema de determinar las cantidades de ordenamiento econo´mico de los art´ıculos pro-
porcionados por un solo distribuidor (por ejemplo, art´ıculos deshidratados en diferentes
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presentaciones, 50 grs.,1/2 kg., 1 kg., etc.), en tales sistemas de inventarios, el costo de
poner una orden de compra para cierta cantidad de art´ıculos consiste de dos componentes:
1. Un costo fijo, que es independiente de la cantidad de art´ıculos ordenados, y
2. un costo variable, que depende de la cantidad de art´ıculos que son ordenados.
Se puede ver la siguiente relacio´n: el primer componente del costo de ordenamiento
es semejante al costo de manufactura multiart´ıculo y el segundo elemento del costo de
ordenamiento es similar al costo de empaquetamiento.
En general el JRP es un problema de tipo entero mixto, por lo que se trata tanto de
un problema combinatorio como de un problema de tipo continuo, donde lo que se desea
es determinar cua´ndo y cua´nto ordenar de cada uno de los art´ıculos que se controlan.
Los supuestos considerados en este trabajo, se retoman de [2] y en [5] y son:
1. La demanda anual de cada art´ıculo es conocida y constante.
2. El costo unitario en el tiempo permitido para reaprovisionamiento es conocido y
constante.
3. No se permite de´ficit.
4. El horizonte de tiempo es infinito.
5. Las cantidades enteras de los art´ıculos a reaprovisionarse se obtienen todas a la vez.
La siguiente nomenclatura es usual:
• j: ı´ndice del art´ıculo, j = 1, 2, 3, . . . , n.
• Dj : Demanda anual del art´ıculo j.
• hj : Costo anual de almacenamiento por unidad del art´ıculo j.
• S: Costo mayor por cada orden asociado con un reaprovisionamiento que es inde-
pendiente del tipo de los art´ıculos o del nu´mero de e´stos.
• Sj: Costo menor por ordenamiento del art´ıculo j cuando se incluye en un grupo de
reaprovisionamiento(adicional a S).
• T : Ciclo de tiempo ba´sico.
• Kj: Nu´mero entero que indica la frecuencia(nu´mero de ciclos) en la cual el art´ıculo
j es ordenado.
• C: Costo total promedio anual, el cual se compone de los costos de ordenacio´n y
almacenamiento.
• Obse´rvese que las constantes:
S, hj ,Dj , Sj ,∀j = 1, 2, 3, . . . , n,
son estrictamente mayores que cero.
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El costo total C esta´ en funcio´n de n+1 variables de decisio´n, de las cuales una es de
tipo cont´ınuo T , y las dema´s Ki, i = 1, 2, 3, . . . , n son de tipo entero. Se puede observar
que el problema es el encontrar un mı´nimo global, ya que, la funcio´n tiene muchos puntos
que son mı´nimos locales, puesto que la funcio´n no es conjuntamente convexa respecto de T
y Ki,∀i = 1, 2, . . . , n. Definamos N como el inverso multiplicativo de T , es decir, N = 1T ,
entonces se tiene que el costo total promedio anual esta´ dado por:
C(N,K1,K2,K3, . . . ,Kn) = N
S + n∑
j=1
Sj
Kj
+ 1
2N
n∑
j=1
hjDjKj . (1)
Dada una solucio´n combinatoria K = (K1,K2, . . . ,Kn), se puede obtener la solucio´n
continua T derivando respecto de N e igualando a cero, es decir:
0 =
∂C(N,K1,K2,K3, . . . ,Kn)
∂N
= (S +
n∑
j=1
Sj
Kj
)− 1
2N2
n∑
j=1
hjDjKj
obtenie´ndose que:
N∗(K) =
 ∑j hjDjKj
2(S +
∑
j
Sj
Kj
)
 12 . (2)
Similarmente, para un valor particular T0 de T , en [2] se puede observar que la corres-
pondiente solucio´n combinatoria o´ptima K = (K1,K2, . . . ,Kn) debe satisfacer que:
Kj(Kj − 1) < 2Sj
T 20αj
≤ Kj(Kj + 1),∀j = 1, 2, . . . , n, (3)
donde αj = hjDj ,∀j = 1, 2, . . . , n.
Ahora bien, para un valor N∗(K) suponga que existen dos soluciones combinatorias
diferentes, digamos K∗ = (K11,K12,K13, . . . ,K1n) y K∗∗ = (K21,K22,K23, . . . ,K2n), esto
significa que existe al menos una j ∈ {1, 2, 3, . . . , n} tal que K1j 6= K2j para las que se
cumple que N∗(K∗) = N∗(K∗∗), por lo que considerando la ecuacio´n 2 se tiene que:
N∗(K∗) =
 ∑nj=1 hjDjK1j
2(S +
∑n
j=1
Sj
K1j
)
 12 =
 ∑nj=1 hjDjK2j
2(S +
∑n
j=1
Sj
K2j
)
 12 = N∗(K∗∗).
es decir, se debe cumplir que:S + n∑
j=1
Sj
K1j
 n∑
j=1
αjK2j
 =
S + n∑
j=1
Sj
K2j
 n∑
j=1
αjK1j
 . (4)
Sean los conjuntos w = {z|K1z 6= K2z , z = 1, 2, . . . , n}, con cardinalidad ||w|| = l y
su complemento wc = {i|K1i = K2i, i = 1, 2, . . . , n}, con cardinalidad ||wc|| = n − l. Sea
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αj = hjDj,∀j = 1, 2, 3, . . . , n, entonces se dira´ que, dadas dos soluciones combinatorias
K∗ yK∗∗ para una misma solucio´n continua N∗, es decir, N∗(K∗) = N∗(K∗∗), K∗ domina
a K∗∗ en orden m, si y so´lo si, ||w|| = m, K1z > K2z ,∀z ∈ w. Si K∗ domina a K∗∗ en
todo orden l ∈ {1, 2, . . . , n}, entonces se dira´ que K∗ domina absolutamente a K∗∗. De lo
anterior se tienen las siguientes igualdades:
n∑
j=1
Kj =
∑
z∈w
Kz +
∑
i∈wc
Ki (5)
n∑
j=1
αjKj =
∑
z∈w
αzKz +
∑
i∈wc
αiKi, (6)
n∑
j=1
Sj
Kj
=
∑
z∈w
Sz
Kz
+
∑
i∈wc
Si
Ki
, (7)
Adema´s se tiene que:
n∑
j=1
K1j =
∑
z∈w
K1z +
∑
i∈wc
K1i =
∑
z∈w
K1z +
∑
i∈wc
K2i (8)
n∑
j=1
αjK1j =
∑
z∈w
αzK1z +
∑
i∈wc
αiK1i =
∑
z∈w
αzK1z +
∑
i∈wc
αiK2i (9)
n∑
j=1
Sj
K1j
=
∑
z∈w
Sz
K1z
+
∑
i∈wc
Si
K1i
=
∑
z∈w
Sz
K1z
+
∑
i∈wc
Si
K2i
. (10)
Substitutendo las ecuaciones 8, 9 y 10 en 4, se obtiene:(
S +
(∑
z∈w
Sz
K1z
+
∑
i∈wc
Si
K2i
))(∑
z∈w
αzK2z +
∑
i∈wc
αiK2i
)
=
(
S +
(∑
z∈w
Sz
K2z
+
∑
i∈wc
Si
K2i
))(∑
z∈w
αzK1z +
∑
i∈wc
αiK2i
)
. (11)
de donde
S
∑
z∈w
αzK2z +
∑
z∈w
Sz
K1z
(∑
z∈w
αzK2z +
∑
i∈wc
αiK2i
)
=
S
∑
z∈w
αzK1z +
∑
z∈w
Sz
K2z
(∑
z∈w
αzK1z +
∑
i∈wc
αiK2i
)
. (12)
Recue´rdese que:
∑
i∈wc αiK1i =
∑
i∈wc αiK2i y que:
∑
i∈wc
Si
K1i
=
∑
i∈wc
Si
K2i
, por lo que
igualando a cero se tiene:
S
∑
z∈w
αzK1z +
∑
z∈w
Sz
K2z
∑
z∈w
αzK1z +
∑
z∈w
Sz
K2z
∑
i∈wc
αiK2i
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+
∑
i∈wc
Si
K2i
∑
z∈w
αzK1z − S
∑
z∈w
αzK2z
−
∑
z∈w
Sz
K1z
∑
z∈w
αzK2z −
∑
z∈w
Sz
K1z
∑
i∈wc
αiK2i
−
∑
i∈wc
Si
K2i
∑
z∈w
αzK2z = 0, (13)
de donde
S
∑
z∈w
αzK1z +
∑
z∈w
Sz
K2z
∑
z∈w
αzK1z +
∑
z∈w
Sz
K2z
∑
i∈wc
αiK2i
+
∑
i∈wc
Si
K2i
∑
z∈w
αzK1z
−S
∑
z∈w
αzK2z −
∑
z∈w
Sz
K1z
∑
z∈w
αzK2z)−
∑
z∈w
Sz
K1z
∑
i∈wc
αiK2i
−
∑
i∈wc
Si
K2i
∑
z∈w
αzK2z = 0, (14)
por tanto se tiene que:
S
(∑
z∈w
αzK1z −
∑
z∈w
αzK2z
)
+
∑
i∈wc
Si
K2i
∑
z∈w
αzK1z −
∑
i∈wc
Si
K2i
∑
z∈w
αzK2z
+
∑
z∈w
Sz
K2z
n∑
j=1
αjK1j −
∑
z∈w
Sz
K1z
n∑
j=1
αjK2j = 0, (15)
reacomodando se obtiene:
S
∑
z∈w
αz(K1z −K2z) +
∑
i∈wc
Si
K2i
∑
z∈w
αz(K1z −K2z)
+
∑
z∈w
Sz
K2z
n∑
j=1
αjK1j −
∑
z∈w
Sz
K1z
n∑
j=1
αjK2j
 = 0, (16)
=⇒ (
S +
∑
i∈wc
Si
K2i
)∑
z∈w
αz(K1z −K2z)+
+
∑
z∈w
Sz
K2z
n∑
j=1
αjK1j −
∑
z∈w
Sz
K1z
n∑
j=1
αjK2j
 = 0, (17)
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Si K∗ domina a K∗∗ en cualquier orden l para l ∈ {1, 2, . . . , n}, entonces se cumple
que: ∑
z∈w
αz(K1z −K2z) > 0,
∑
z∈w
Sz
K2z
>
∑
z∈w
Sz
K1z
,
n∑
j=1
αjK1j >
n∑
j=1
αjK2j .
lo que ser´ıa una contradiccio´n en la ecuacio´n (17) puesto que ser´ıa estrictamente positiva.
Por tanto, dada una solucio´n continua N∗, no existen dos soluciones combinatorias K∗
y K∗∗ tales que N∗(K∗) = N∗(K∗∗) y una domine a la otra en cualquier orden. Es ma´s,
dada una solucio´n continua N∗ y dada una solucio´n combinatoria con n−1 entradas fijas,
existe una y so´lo una solucio´n para la n-e´sima entrada.
3 Conclusiones
Aunque la caracterizacio´n de las soluciones que se han realizado en este trabajo es de
tipo teo´rico, el tener en cuenta la idea de dominancia de soluciones en su implementacio´n
pra´ctica puede ahorrar mucho esfuerzo computacional, principalmente en la utilizacio´n
de heur´ısticas como es el caso del llamado algoritmo RAND [7] que se utiliza de manera
usual, incluso para probar otros me´todos. El JRP usualmente ha sido atacado mediante
el encontrar los valores o´ptimos de Ki, i = 1, 2, 3, . . . , n y despue´s derivando para as´ı en-
contrar el valor o´ptimo del ciclo ba´sico T , este procedimiento a lo que ha conllevado es
el de tratar ba´sicamente al JRP como un problema de optimizacio´n combinatoria, por lo
que el valor del presente trabajo radica en observar que, si bien existe una solucio´n o´ptima
combinatoria, tambie´n existe de manera respectiva una solucio´n a un problema de tipo
continuo, por lo que se puede tratar de encontrar primero la solucio´n de e´ste y posterior-
mente encontrar los correspondientes valores combinatorios Ki, i = 1, 2, 3, . . . , n, bajo esta
perspectiva, se pueden utilizar algunos me´todos como seccio´n dorada y posteriormente
encontrar cual es el respectivo conjunto de Ki, i = 1, 2, 3, . . . , n. En algunos trabajos [4] se
utilizo´ la idea de primero ajustar sobre una solucio´n continua y posteriormente encontrar
las soluciones combinatorias, observando que se encuentran mejores resultados o al menos
iguales a aquellos que se pueden obtener por el me´todo RAND. Adema´s de los me´todos
exactos propuestos por Goyal [2] y Van Eijs [10], se tienen otros como en [11] y se han
estado implementando otros me´todos heur´ısticos aparte de los ya enunciados, como es el
caso en [3] y [8],entre otros.
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