We provide a particle picture representation for the non-symmetric Rosenblatt process and for Hermite processes of any order, extending the result of Bojdecki, Gorostiza and Talarczyk in [3] . We show that these processes can be obtained as limits in the sense of finite-dimensional distributions of certain functionals of a system of particles evolving according to symmetric stable Lévy motions. In the case of k-Hermite processes the corresponding functional involves k-intersection local time of symmetric stable Lévy processes
Introduction

Hermite Processes and Generalized Hermite Processes
In this paper we study so called Hermite processes and their generalizations. A stochastic process (X(t)) t≥0 is said to be self-similar if there exists a constant H > 0 such that for any a > 0 (X(at)) t≥0 d = (a H X(t)) t≥0 , where the equality is in the sense of finite dimensional distributions. Any self-similar process which also has stationary increments is usually called H-sssi. H-sssi processes are studied mainly because they are the only possible limits of normalized partial sums of stationary sequences. To be more precise, Lamperti's theorem states that whenever (X(n)) n∈Z is a stationary sequence of random variables and
X(n) ⇒ Y (t) (1.1) in the sense of finite dimensional distributions, where A(N ) → ∞ as N → ∞, then (Y (t)) t≥0 must be an H-sssi process. H is usually called the Hurst coefficient. It is exactly in this setting that Hermite processes arose in the first place, in the so called non-central limit theorems (see [5] ). Following [8] we briefly sketch it. Let (ξ n ) n∈Z be a centered stationary Gaussian sequence with variance equal to 1 such that
with H ∈ ( 1 2 , 1), k ≥ 1 and L -a function slowly varying at infinity. Take any function g : R → R satisfying Eg(ξ 0 ) = 0 and Eg(ξ 0 ) 2 < ∞, which has the following expansion in Hermite polynomials:
where H j is the j-th Hermite polynomial, c j = 1 j! E(g(ξ 0 )H j (ξ 0 )) and k is the smallest j with c j = 0. If we introduce the following sequence of stochastic processes:
where Z k H is the k-Hermite process and the convergence holds in the sense of finite-dimensional distributions (from now on we will use the notation d ⇒ to denote this type of convergence). This is how Hermite processes were obtained in the first place and investigating the convergence of partial sums is still a useful way of obtaining new stochastic processes.
Hermite processes may also be described with the help of multiple WienerItô integrals. For an introduction to these integrals see [11] . For k ∈ N (using the notation from [2] ) one can represent a k-Hermite process as (1.6) where W is a two-sided Brownian motion,
is the number satisfying H = kd − k/2 + 1 so that 1/2 < H < 1, a k,d is a positive constant chosen so that Var(Z k H (1)) = 1 and "
′ " above the integral sign indicates that the diagonal is excluded from integration. For our purposes it will be convenient to use a so called spectral representation which uses multiple Wiener-Itô integrals as defined in [10] :
here the constant c k,d serves the same purpose as a k,d in (1.6) and W is the random complex Gaussian white noise measure on R, where d is given as before. For more about this representation and random spectral measures (which are used extensively in this paper) see Chapter 3 of [10] , for a brief overview see Subsection 2.2. k-Hermite processes "live" in the k-th Wiener chaos. For k = 1 the 1-Hermite process is just a fractional Brownian motion and the 2-Hermite process is called the Rosenblatt process. For a comprehensive introduction to the Rosenblatt process see [13] . For all k ∈ N k-Hermite processes have the same covariance given by
It was not at first obvious whether or not Hermite processes were the only self-similar processes with stationary increments in their respective Wiener chaoses. The only sssi-process in the first Wiener chaos is the fractional Brownian motion (see Theorem 1.3.3 in [6] ). This is not true for Wiener chaoses of order k ≥ 2 and the first example of this fact was the non-symmetric Rosenblatt process (see [9] and [14] for a nice introduction to this process), which is obtained if we replace the kernel 8) with α, β ∈ (0, 1) and α + β > 1. Even in this relatively simple case with k = 2, α, α ′ , β, β ′ ∈ (0, 1) and α + β = α ′ + β ′ > 1 the corresponding non-symmetric processes have different laws for different choices of α, α ′ , β and β ′ (see Proposition 3.10 in [14] ). More generally, the initial kernel can be replaced by even more general functions to obtain the so called generalized Hermite processes introduced and investigated in [2] .
Representation of Hermite Processes
Hermite processes arise naturally as limits of normalized partial sums of stationary sequences as in (1.4) . Recently in [3] a different type of limit theorem was proved. It was shown that the Rosenblatt process can be obtained from a Poisson system of particles evolving according to α-stable processes. Our aim is to extend this representation to the general k-Hermite processes and the nonsymmetric Rosenblatt process. Let us briefly sketch the particle system we are going to use.
Let (x j ) be a Poisson system with Lebesgue intensity measure on R and let (ξ j ) ∞ j=1 be independent symmetric α-stable Levy processes with the index of stability α ∈ (0, 1). Notice that we only consider the values of the parameter α for which (ξ t ) t≥0 is transient. We also assume that these processes are independent of the points (x j ). In the end, assume that (σ j ) ∞ j=1 are i.i.d random variables such that P(σ 1 = 1) = P(σ 1 = −1) = 1 2 and that these variables are independent of everything else. The particle system is given by (x j + ξ j t ) t≥0 . Thus the initial position of the particles is given by the points (x j ) and they evolve independently according to the symmetric α-stable processes. Furthermore, we independently assign charges σ j to these particles. This is the underlying system which will give rise to the stochastic processes studied in this paper and will be present throughout our work.
In [3] it was shown that the process given by
where Λ is the intersection local time of two independent α-stable Lévy processes (see section 2.3 in [3] , [1] and section 2.1 in in this paper), converges, as T → ∞, (up to a constant) for α ∈ (1/2, 1), in C([0, τ ]) for τ ∈ (0, ∞), to the Rosenblatt process with the Hurst coeficient H = α. We will show how a non-symmetric Rosenblatt process is obtained from the same particle system. We will also extend the result of [3] to k-Hermite processes for k ≥ 3.
Results
First we will state a limit theorem leading to a non-symmetric Rosenblatt process. Consider the particle system described in Section 1.2 and let β > α. Define
for T > 0, t ≥ 0. The fact that the above functional is well defined (in the sense that the sum in (1.10) converges in L 2 (Ω)) will be shown in Subsection 3.1. The first of the two main results in this paper is the following theorem. Theorem 1. Let α and β be such that 1 > β > α > 0, α + β > 1. Then, as T → ∞, the processes (η T t ) t≥0 converge in the sense of finite dimensional distributions to the non-symmetric Rosenblatt process with parameters (α, β), up to a multiplicative constant.
The quite explicit formulation of the approximating process in Theorem 1 is what makes it particularly appealing.
The second question we set out to answer was whether the representation given by (1.9) can be extended to k-Hermite processes for general k ≥ 2. To formulate our result we must first introduce the so called k-intersection local time (k-ILT), which is an extension of the notion of intersection local time (ILT) and was first considered in [12] . Informally k-ILT of cadlag processes ρ 1 , . . . , ρ k at time T ≥ 0 (denoted here by Λ (k) ) can be defined by
where δ 0 is the Dirac distribution at 0 and φ ∈ S (the Schwartz space of rapidly decreasing function). One gives a meaning to (1.11) by approximating δ 0 by smooth fuctions. The precise definition and the proof of existence of ILT in the case of independent symmetric α-stable Lévy processes is given in Section 4.1, which is an extension of Proposition 5.1 in [4] . The answer to the second question is provided by the following theorem.
Theorem 2. Let k ≥ 2 be a natural number and α
(1.12) Then, as T → ∞, the process (ρ T t ) t≥0 converges in the sense of finite-dimensional distributions to the k-Hermite process Z k H with the Hurst coefficient equal to
The main scheme of the proofs of Theorems 1 and 2 is similar to the one employed in [3] , in particular the idea of using Wick products of an appropriate S ′ -valued random variable. To stress some of the main differences and difficulties that had to be overcome in our case let us point out that in the case of Theorem 1 it was at first not at all clear what functional of a particle system can be used to approximate the non-symmetric Rosenblatt process. Also, since the functional is different, we need to use different approximations.
In case of Theorem 2 it was more or less clear that one should use (1.12) as the approximating process. However, due to the fact that now we have to deal with k-intersection local times and Wick products of order k there are some non-trivial technical difficulties (see the proof of (4.16)).
Additionally, in the proof of the representation of the symmetric Rosenblatt process in [3] the identification of the limiting distribution was done using the cumulants and the fact that the finite-dimendional distributions of this process are determined bu its moments. In our paper we will take a different route and utilize the Itô formula for multiple Wiener-Itô integrals (Theorem 4.3 in [10] ).
The paper is organized as follows. In Section 2 we fix the notation and introduce some of the concepts which will be later used extensively to prove the results. Section 3 contains proof of Theorem 1 and in Section 4 we discuss the existence of k-intersection local time and prove Theorem 2.
Notation and Background
Notation
Throughout the rest of the paper, by S(R d ) we will denote the Schwartz space of real-valued smooth rapidly decrasing functions on
will be the space tempered distributions. Let F denote the class of non-negative symmetric, infinitely differentiable functions on R with with support in B(0, 1) = {x ∈ R : |x| < 1} satisfying R f (x)dx = 1. These functions will be used to to approximate Dirac delta distributions. For any f ∈ F , ǫ > 0 put
We will also use the following definition of the Fourier transform.
Throughout the paper λ 1 will denote one-dimensional Lebesgue measure on R and ⇒ will denote convergence in law.
Since we are interested in the convergence of stochastic processes in the sense of finite dimensional distributions it is convenient to introduce the following class of functions. Let A be the family of functions of the form
where a j ∈ R and I j is a bounded interval for each j = 1, . . . , m. For g ∈ F and ψ ∈ A we will write ψ κ := ψ * g κ , without explicitly referring to the function g to make the the notation more transparent. As it happens, we will always require that in the limit the particular choice of g is irrelevant as far as our purposes are concerned. Notice that
Generalized Gaussian Random Fields and Fractional Brownian Motion
One of the important tools which we will be using in this paper are S ′ -valued random variables. In particular, we will be working with centered Gaussian S ′ -valued random variables . For each α < 1 there exists a centered Gaussian S ′ -random variable X with covariance functional given by
The spectral measure of this field is given by G(dx) = |x| −α dx. As noted in [3] , for α ∈ (0, 1), X can be approximated by the normalized total charge occupation of our particle system from Subsection 1.2 on the interval [0, T ], that is by a functional given by
By an L 2 extension we may evaluate X on functions from a much wider class than S(R) and in fact ( X, 1 [0,t] ) t≥0 is up to a constant the fractional Brownian motion with Hurst coeficient equal to H = 1+α 2 . The particle system we are working with can be used to approximate this process as in the theorem below.
Theorem 3 (Theorem 2.1 in [3] ). For α ∈ (0, 1), as T → ∞, we have:
where K is a constant and B H is a fractional Brownian motion with Hurst coefficient H = 1+α 2 . Remark 4. The random field ( X, φ ) φ∈S(R) can be used (see chapter 3 in [10] for details) to construct a random spectral measure Z G associated with this field such that X, φ = R φ(x)Z G (dx) for φ ∈ S. We will use it extensively throughout this paper.
3 Non-symmetric Rosenblatt Process
Preliminaries
Let us denote
where ξ 1 , ξ 2 are independent symmetric α-stable Lévy processes. According to Lemma 15 in the Appendix to show that (3.1) is well defined (in the sense that the series converges in L 2 (Ω)) it suffices to show that for any t > 0 and independent symmetric α-stable processes ξ 1 , ξ 2 we have
which is done in the following lemma. and C is a constant.
Proof. Without loss of generality we may assume that φ ≥ 0. We have
where p is the α-stable transition density. The second equality uses Fubini theorem. Since for
we see that I can be bounded by
with C ′ (α, β) being a constant. Similarly
The right-hand side of (3.11) is finite since φ is bounded and in L 1 (R) and α + β > 1.
Let us briefly discuss the main ideas behind the proof of convergence of finitedimensional distributions of η T to those of the Rosenblatt process. We will show that the functional η T t is close to : X T ⊗X T :, Φ t , where : X T ⊗X T : is the Wick product of the process X T defined by (2.5) and
Recall that the Wick product : X T ⊗ X T : is defined in the following way. First, for Φ ∈ S(R 2 ) of the form 12) where φ j , ψ j ∈ S, for j = 1, . . . , m, we set :
(3.13) can then be extended to arbitrary Φ ∈ S(R 2 ). Next we would like to use Theorem 3 to obtain that : X T ⊗ X T :, Φ t converges, as T ⇒ ∞, in distribution to : X ⊗ X :, Φ t . Finally we will show that ( : X ⊗ X :, Φ t ) t≥0 is up to a constant a non-symmetric Rosenblatt process. One of the difficulties lies in the fact that Φ t is not in S(R 2 ) and we must approximate it by functions from the Schwartz space. : X ⊗ X :, Φ t is then understood as a limit under these approximations.
We now proceed to discussing our approximating functions and some of their properties. For convenience let us set γ = β−α 2 . We are going to approximate the function y → |y| γ−1 by the convolution R |y − z| γ−1 f ǫ (z)dz (where f ∈ F and ǫ > 0), and then use the fact that as ǫ → 0 the integral converges (up to a constant depending only on γ) to |y| −γ . However, the function y → R |y − z| γ−1 f ǫ (z)dz still does not belong to S(R) as it vanishes slowly. To overcome this obstacle take δ ∈ (0, 1), let h δ (x) := |x| γ−1 1 δ<|x|<
and put
We approximate the function y → |y| γ−1 by V δ f ǫ . Let us also define V φ(x) := lim δ→0+ V δ φ(x). This limit exists as long as R |x − y| γ−1 |φ(y)|dy < ∞. It is easy to see that for
for φ ∈ S. In the sequel we will need several of properties of operators V δ . We list them in the lemma below.
Lemma 6. Let f be in F . The operators V δ defined by 3.14 have the following properties:
Proof. Parts (i) and (ii) are obvious. To prove part (iii) fix ǫ > 0 and consider two cases. Assume first that |x| ≥ 2ǫ. Then V f ǫ (x) ≤ 1/|x−ǫ|
19) and this finishes the proof. Now we can define the approximating functional which will be at the center of our investigation. Let ǫ, δ ∈ (0, 1), f ∈ F . Mimicking (3.1), for any φ ∈ S(R) and a pair of real-valued cadlag processes η, ξ we put
For φ ≥ 0 the above integral converges pointwise as δ → 0 and then ǫ → 0 by Lemma 6 (to a possibly infinite limit) independently of the choice of f . This limit is given by
Now we proceed to show that in the setting that interests us most (η = x+ξ 1 , ξ = y + ξ 2 for independent symmetric α-stable Lévy processes ξ 1 ,ξ 2 and x, y ∈ R) the random variables given by (3.20) and (3.21) are meaningful. We can only show that ∆(η 1 , η 2 ; T ) exists as an S ′ -valued random variable in the setting in which α, β ∈ (1/2, 1). The convergece of ∆ f ǫ,δ (η 1 , η 2 ; T ), φ in L 2 (Ω) for fixed x, y ∈ R remains an open question. However, we will only need the following.
Lemma 7. Let ξ 1 , ξ 2 be independent symmetric α-stable processes with α ∈ (0, 1).
(i) For every φ ∈ S(R), T > 0 the function given by
(ii) The L 2 -convergence as in (i) holds also if we replace φ by any function ψ ∈ A. Moreover, for φ of the form φ = ψ κ = ψ * g κ , where κ ∈ (0, 1) and g ∈ F , the convergence is uniform in κ.
Here λ 1 is the one dimensional Lebesgue measure and P is the underlying probability measure.
Proof of Lemma 7. The proof is quite straightforward once we have established Lemma 5. We have
which is finite by Lemma 5. In the second inequality in (3.24) we have used part (iii) of Lemma 6. Now, using parts (i) and (ii) of the same Lemma and dominated convergence theorem we get the desired convergence. Evidently, the particular choice of f from F is irrelevant. The rest of the proof is now straightforward.
Proof of Theorem 1
Proof of Theorem 1. The proof of Theorem 1 more or less follows the line of reasoning of the proof of Theorem 3.5 in [3] . We will study the behavior of the following functional, which approximates the functional in the statement of Theorem 1:
where, as before ǫ, δ ∈ (0, 1), f ∈ F , φ ∈ S(R), T > 0. It is well defined by Lemma 15. Moreover, the above functional converges in L 2 (Ω), as ǫ, δ → 0 (uniformly in T ≥ 1 and independently of the choice of f ∈ F ) to a random variable η T φ given by
which again follows from Lemmas 7 and 15. Recall that γ = (β −α)/2. Let ψ be any function from A and Ψ f ǫ,δ,φ (x, y) := φ(x)(V δ f ǫ )(y − x), where V δ is defined by (3.14). We will show the convergence, as T → ∞, of the characteristic function of η T,ψκ to the characteristic function of the finite-dimensional distributions of the non-symmetric Rosenblatt process. Using inequality |E(e iX ) − E(e i X )| ≤ 2E|X − X| ≤ 2 E|X − X| 
31) where Z G is the random spectral measure as in Remark 4.
Similarly as in the proof of Lemma 7 it is easy to show (using dominated convergence theorem) that (3.27) holds. It is enough to notice that |ψ κ | ≤ |ψ|. Lemma 7 and Lemma 8.1 from [4] give us (3.28) (for details see the proof of equation (6.26) in [3] ). The proof of (3.29) is very similar to the proof of equation (6.27) in [3] so we will only sketch it. Recalling (2.5) we may write
This implies that, again by Lemma 14 in the Appendix,
The rest of the argument is exactly the same as in the proof of equation (6.26) in [3] because V δ f ǫ ∈ S(R) implies that Ψ f ǫ,δ,φ is in S(R 2 ). The convergence in (3.30) follows from Lemma 6.3 in [3] . For the proof of (3.31) we will look at Hermite processes from the point of view of multiple Wiener-Ito integrals. From Theorem 4.7 in [10] it follows that for any Φ ∈ S(R 2 )
:
where Z G is the random spectral measure, as in Remark 4, corresponding to the spectral measure G(dx) = |x| −α dx. Hence, using (3.15),
By dominated convergence and L 2 isometry :
, which by the change of variables formula for multiple Wiener-Itô integrals (Theorem 4.4 in [10] ), is equal to 1 2π
where W is a complex-valued Fourier transform of white noise (see discussion after equation (2.6) in [3] ). When we replace ψ with 1 [0,t] , then (using definition 3.8 in [2] and spectral representation discussed in the following remarks) we can define Z 
Representation of Hermite Processes
k-intersection local time of independent α-stable processes
Following [4] we would like to extend the definition of intersection local time to k-intersection local time. For ǫ > 0, φ ∈ S(R), f ∈ F and an integer k ≥ 2 put
Using (4.1) we can define the approximate intersection local time of k real valued cadlag stochastic processes. For any cadlag processes ρ 1 , . . . , ρ k taking values in R, φ ∈ S(R) and f ∈ F we denote the approximate intersection local time at time T > 0 by
(Ω)and the limit is independent of the choice of f ∈ F then Λ (k) is called the k-intersection local time of ρ 1 , . . . , ρ k .
We have the following extension of Proposition 5.1 in [4] .
Lemma 9. Let ξ 1 , . . . , ξ k be independent α-stable Lévy processes with α ∈ (1 − 1 k , 1). Then for any starting points x 1 , . . . , x k ∈ R and φ ∈ S the kintersection local time
can be evaluated for any function φ in A.
Proof. To prove the lemma it is enough to show that for any f, g ∈ F , x 1 , . . . , x k ∈ R and each φ ∈ S, the limit
(4.4) exists and does not depend on the choice of f and g. The proof is at first very similar to the proof of Proposition 3.3 and 5.1 in [4] . Writing out the expectation in (4.4) using the α-stable transition densities, passing to the Fourier transform, using Plancherel formula and then using the estimate
where C(T ) is a constant and µ s,u is the law of (ξ 
The integrand can be written as g 1 (z, w) . . . g k (z, w), where
×b(z 1 , w 1 )
where C is a constant. Now, taking λ close enough to 0, we have
This implies that each factor in (4.8) is finite.
In fact we will not need this "pointwise" sort of convergence and we will only utilize a weaker result (which is an analogue of Lemma 7) to be able to formulate the main theorem of this section in a rigorous way.
as ǫ → 0 for any φ ∈ S(R) and the limit is independent of he choice of f ∈ F . Moreover, if we replace φ by any function of the form ψ κ as in (2.1), the convergence is uniform in κ ∈ (0, 1). We also denote this limit by
The proof of this lemma is similar to the case when k = 2 and amounts to showing that that
for φ ∈ S(R) or A. In the symmetric case above (4.9) follows by Hölder inequality, similarly as in Lemma 9. Indeed, putting
which is finite since, by assumption,
Remark 11. In fact one can prove that for any choice of α 1 , . . . , α k ∈ (0, 1)
but the proof is a little more complicated.
In order to use the properties of S ′ -valued random variables we introduce the following approximating functional:
where T > 0, ǫ > 0, f ∈ F , φ ∈ S(R). It is well defined by Lemmas 15 and 10.
The same Lemmas also show that the functional given by
is well defined for any κ ∈ (0, 1), T > 0, ψ ∈ A and is an L 2 (Ω)-limit of the functional in 4.12 with φ replaced by ψ κ .
Proof of the representation
Proof of Theorem 2. The proof follows the footsteps of the proof of Theorem 3.5 in [3] with some necessary generalizations. From now on we fix α ∈ (1 − 1 k , 1) and f ∈ F . We are going to prove the following claims:
Here : Z ⊗ . . . ⊗ Z : stands for the k-th Wick product of the random variable Z.
For definition see equation (4.22) . From Lemma 15 we have (with F replaced by (Λ f ǫ − Λ), ψ κ ) the following inequality:
By (4.9), dominated convergence theorem and the fact that ψ κ (z) ≤ ψ(z) for z ∈ R we get (4.15). The proof of (4.14) is very similar and we skip it. The hardest part is to prove (4.16). From [3] we know that (iii) holds for k = 2. Let Φ be of the form
where each φ (s,t) is in S(R) for s = 1, . . . , k, t = 1, . . . , m. By definition
where M is the set of unordered pairs {s, t} ⊂ {1, . . . , k}, such that all the elements in these pairs are distinct. In particular | A| = 2|A|. The sum above is over all distinct sets A of this form including the empty set. If we define the approximating functional by
23) then one can easily see that
This follows from the fact that in ρ T Φ we have summation over distinct indices {j 1 , . . . , j k } ∈ N and so the only nonzero terms in E( : X T ⊗ . . . ⊗ X T :, Φ ρ T Φ are those that correspond to A = ∅ in (4.22). Furthermore, if we recall the sum in (2.5) defining X T , φ for φ ∈ S(R), then it is obvious that E( :
Computing the last expected value in (4.25) amounts to summation over different choices of the diagonals just as in the proof of Lemma 15. To illustrate it consider first the case A = ∅ = A ′ . Then, we have no covariances and are left with
where
The only terms in the sum in (4.26), whose expected values are non-zero, are those for which for every l ∈ {j 1 , . . . , j k , j k+1 , . . . , j 2k } there is an even number of indices taking that value. This sum can be split into a finite number of sums over different diagonals. To be precise, by a diagonal C we mean a partition of {1, 2, . . . , 2k} into a disjoint family of subsets C 1 , . . . , C m of {1, 2, . . . , 2k} such that |C l | is even for l = 1, . . . , m. Then the term in (4.26) corresponding to this diagonal is given by
Now, a diagonal C is large if any of the sets C 1 , . . . , C m has more than two elements. In due course we will see that the sums over these diagonals behave as 1 T as T → ∞. All other diagonals are pairings of different charges. This means that for these diagonals all C l 's have exactly two elements. We will say that a pairing is normal if for every C ∈ C, C has exactly one element from {1, . . . , k} and one element from {k+1, . . . , 2k}. All other non-large diagonals will be called non-normal pairings. Notice that the choice of A, A ′ in (4.25) corresponds to fixing some particular part of the diagonal over which summation is being done. Looking at (4.25) from this perspective, there will only be normal pairings in the sums corresponding to A, A ′ = ∅. We can use the same notation for sums that will emerge from the term E n /
in (4.25) . Putting all this together we can write
where in I 1 we have only the sums over the diagonals which correspond to normal pairings. We see immediately that I 1 = Eη 2 T,Φ ). I 2 corresponds to the sums over non-large non-normal pairings (notice that all the sums in (4.25) with A = ∅ or A ′ = ∅ will be in I 2 ) and R contains only sums over large diagonals. Notice that the terms in (4.29) may be written with the help of the function F T given by (4.27) and extend continuously to general Φ ∈ S(R 2 ), not necessarily of the form (4.21).
We are going to show that I 2 = 0. Fix a non-large non-normal pairing C. Assume that in the fixed diagonal over which the summation is being performed there are n non-normal pairs B formed between members of the sequence (j 1 , . . . , j k ) and n non-normal pairs B ′ formed between members of the sequence (j k+1 , . . . , i 2k ). All the other pairs (there are k − 2n of them) are normal. The sum over our fixed diagonal is going to appear in terms from m . Hence, the number of times (with signs taken into account) the sum over our fixed diagonal will appear in I 2 is exactly R can be split into a finite number of sums over large diagonals, all of which have the property that the summation is taken over indices (j 1 ,. . . ,j k ,j k+1 ,. . . ,j 2k ) such that at least four of them are equal. To finish the proof of (4.16) we fix ǫ ∈ (0, 1) and take Φ = Φ Notice that (4.30) where p(Φ) is a continuous seminorm on S(R k ), given by
Thanks to this sup
with C(ǫ, f ) being a constant depending only on f and ǫ and independent of κ. To fix our attention, let us consider an example of a large diagonal with k = 3. This diagonal is given by requiring that j 1 = j 2 = j 5 = j 6 and j 3 = j 4 . Then the expected value of the sum corresponding to this diagonal is given by
(4.33) The absolute value of the above integral is no bigger than
By (4.32), for Φ = Φ f ǫ,ψκ , the integral in (4.34) can be bounded uniformly in κ by an integral which (by independence) can be written as a product of two integrals times a constant C(ǫ, f ). One of the factors of this product (the one correspoding to the pairing j 3 = j 4 ) is bounded by a constant. The other is given by
Following the proof of Theorem 3.5 in [3] we see that the above is bounded by
where C 2 is another constant, and U is the potential of an α-stable semigroup. The second inequality above follows from the fact that U ψ is bounded. In the case of blocks larger than four the argument is very similar. To conclude, R ≤ C T p(Φ) 2 , where C is a constant, which depends only on k, ǫ and f (the bound 1 T was given in [3] only for the diagonal with the largest element consisting of four equal indexes, but having larger diagonals is even better which can easily be inferred from the proof of equation (6.27) in [3] ). This means that we can write E ( : X T ⊗ . . . ⊗ X T :, Φ − ρ T,Φ ) 2 ≤ C T p(Φ) 2 for Φ ∈ S(R k ). To prove (4.17) we will need the following generalization of lemma 6.3 in [3] Lemma 12. Let (X T ) T ≥1 be a family of S ′ -valued random variables such that
for some continuous Hilbertian seminorm p on S(R). Suppose that X T ⇒ X and E X T , φ 2 → E X, φ 2 for φ ∈ S(R) as T → ∞. Then X T ⊗ . . . ⊗ X T and X ⊗ . . . ⊗ X are well defined and : X T ⊗ . . . ⊗ X T :⇒: X ⊗ . . . ⊗ X : as T → ∞.
This together with Theorem 3 implies (4.17). We proceed to prove (4.18) and (4.19). Fix k ∈ N, k ≥ 2. Let α ∈ (1 − 1 k , 1) and let (X φ ) φ∈S(R) be a generalized centered Gaussian random field over the Schwartz space with spectral measure G(dx) = |x| −α dx. Notice that, as before, using Theorem 4. Given the above (4.18) and (4.19) follow immediately. Establishing (4.14) -(4.19) shows that the finite-dimensional distributions of (η 
A Appendix
We would like to have the generalizations of some of the facts used in [4] and [3] . First we state the generalized version of Lemma 8.1 from [4] , which is the simplified version of the so called Mecke-Palm formula (see for instance equation (2.10) in [7] ). Assume that ξ 1 , . . . , ξ k are independent symmetric α-stbale Lévy processes with α ∈ (1 − 1 k , 1) and k ≥ 2 is an integer. Moreover, let (σ j ) j∈N be a sequence of i.i.d. random variables independent of ξ 1 , . . . , ξ k and such that P(σ 1 = 1) = P(σ 1 = −1). We then have the following.
Lemma 15. For any F
converges in L 2 (Ω), and
where the summation in the second integral is over all permutations π of {1, 2, . . . , k}.
This lemma follows immediately from Lemma 14 and the fact that the σ j s are independent of ξ 1 , . . . , ξ k .
