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ABSTRACT
Leveraging the Inductive Bias of Large Language Models for Abstract
Textual Reasoning
Christopher Rytting
Department of Computer Science, BYU
Master of Science
Large natural language models (such as GPT-2 or T5) demonstrate impressive abilities
across a range of general NLP tasks. Here, we show that the knowledge embedded in such
models provides a useful inductive bias, not just on traditional NLP tasks, but also in the
nontraditional task of training a symbolic reasoning engine. We observe that these engines
learn quickly and generalize in a natural way that reflects human intuition. For example,
training such a system to model block-stacking might naturally generalize to stacking other
types of objects because of structure in the real world that has been partially captured
by the language describing it. We study several abstract textual reasoning tasks, such as
object manipulation and navigation, and demonstrate multiple types of generalization to
novel scenarios and the symbols that comprise them. We also demonstrate the surprising
utility of compositional learning, where a learner dedicated to mastering a complicated task
gains an advantage by training on relevant simpler tasks instead of jumping straight to the
complicated task.
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Chapter 1
Introduction

Recently, the field of natural language processing has seen a significant boost from
probabilistic language models like GPT-2 [17], BERT [8], and T5 [18]. These language models
are pre-trained in a general, task-agnostic way on large corpora of unstructured text, and
then fine-tuned on more specific tasks. This type of transfer learning has achieved state of
the art performance on popular NLP tasks such as question-answering, textual entailment,
text summarization, etc.
These models are not just impressive for the high scores they achieve on quantitative
language tasks; the text they generate is often indistinguishable from human-generated text.
In learning the distribution of natural language, which describes the world humans experience,
something of the distribution of the world itself is captured. This grasp of relationships and
concepts fundamental to human-like reasoning appears to be manifest in the coherence of
these models’ generations, even if that coherence is fairly local and subject to repetition,
nonsequiturs, etc. Incomplete as it might be, the understanding of the world embedded in
these networks’ weights may provide knowledge of physics, causal relationships, material
properties, and other common-sense knowledge central to human reasoning and intuition.
If that is so, then they ought to provide a useful inductive bias in the pursuit of creating
machines that can think like humans do.
In this paper, we attempt to leverage this inductive bias in training reasoning engines
that demonstrate some of the hallmarks of human cognitive ability: learning (a) rules (b)
that generalize well (c) from few examples. Concretely, we fine-tune the T5 architecture on a
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variety of tasks which are similar to problems studied in the symbolic approach to artificial
intelligence: object manipulation and navigation. We examine the bounds of generalization
for these tasks, performing systematic modifications to the problems we solve, and observe
several kinds of extrapolation and interpolation. We probe the model’s ability to both learn
skills in dedicated task domains and then leverage those skills in performing new tasks where
such skills might be relevant.
We demonstrate that our composite learners are able to master these composite
tasks with more efficiency and a higher absolute performance ceiling than another reasoner
that learns exclusively on the composite task domain. For example, in a task that requires
both object manipulation and navigation, we answer whether it is better to learn object
manipulation or navigation first, or to learn both at the same time in order to outperform a
model that has learned exclusively on the composite task. To this end, we assess performance
on all possible combinations of reasoning while only having trained mostly on the pure
versions of the tasks. We term this approach compositional learning.
We see our contributions as four-fold. First, we demonstrate a high level of performance
by connectionist models on symbolic classical AI tasks, demonstrating some symbolic ability of
such models in light of recent calls to unify the principles of both symbolism and connectionism.
Secondly, we demonstrate several dimensions of general reasoning ability by manufacturing
our own reasoning datasets that can be tweaked in systematic ways, instead of simply split
into training/validation/test sets. This means that we can assess our models’ ability to both
interpolate and extrapolate in systematic, symbolic, and grammatical ways, and otherwise
flex with changing distributions. Thirdly, we demonstrate the ability of large language models
to reason compositionally, that is, to learn two kinds of reasoning separately and then to
combine those different kinds of reasoning on a novel composite task, to which they are
both relevant. Lastly, we demonstrate the inductive bias we hypothesize is present in large
language models and can be leveraged to assist in the formation of reasoning engines.
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Chapter 2
Related Work

The field of natural language processing (NLP) has lately seen substantial improvements on the state of the art on a variety of challenging and useful tasks. The introduction of
the attention mechanism in sequential language models [1] played an important role, giving
rise to the transformer architecture [20], which made possible modeling of longer sequences
than had before been possible. Additionally, strong performance was attained via pre-training.
Early milestones in this effort included Word2vec [13], which successfully embedded words as
vectors whose mathematical proximity reflected the original words’ semantic similarity, which
overcame the problem of treating words as simple indices in a vocabulary. These embeddings
could be fed into task-specific architectures that greatly benefitted from the semantic richness
of the embeddings. As pre-trained transformers and RNNs also used pre-training, the need
for task-specific architectures diminished. With increased size and pre-training techniques,
the trend that was started with the GPT models [16] and [17] was continued with [8] and
[18] and culminated in the 175 billion parameter model introduced in [4]. Over time, more
parameters were tuned and more data was seen in training, resulting in state of the art
performance per [19]. This form of transfer learning pays dividends when the data available
on a task domain is scarce, when regularization is useful [11], and many other circumstances.
The idea of compositional learning draws inspiration from multi-task learning, which
was explored in [6] and more recently in a deep learning approach [10]. The distinction
between multi-task learning and composite-task learning is that in multi-task learning, a
learner learns two tasks concurrently, and what it learns from one task helps it master the
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other task. This stands in contrast to the learning of multiple tasks that aid in both learning
and performance on an entirely new task that requires both skills, but which has never been
seen by a learner. This learner which has learned on two tasks might be considered a more
efficient and more effective representation of having mastered the two tasks: efficient since
there is one network instead of two, and effective since this network can perform better on
both tasks than either of the dedicated networks. Supplementary Training on Intermediate
Labeled-data Tasks (STILTs) was introduced in [15], which uses two stages of pre-training,
where the first stage is unsupervised like with other pre-trained models, but where the second
is on some data-rich intermediate supervised task. We look to expand upon this work by
combining the approaches of strategic pre-training and multi-task learning in order to learn
composite tasks.
Other attempts to automate reasoning have ranged from concrete to abstract. Of
course, this is a spectrum as opposed to a binary categorization of a given reasoning task.
However, several examples of concrete reasoning attempts have included [3], whose tasks
gauge understanding of physical systems like understanding where a ball goes when it is
dropped or whether water gets harder or softer upon freezing. [7] introduces the ARC dataset,
which consists of elementary/middle school science exam questions.
In the area of abstract reasoning, the ability to perform abstract visual reasoning over
Raven’s progressive matrices is explored in [2]. The kinds of generalization we study here
draw inspiration from those evaluated in this work. These models extrapolate “strikingly
poorly,” in line with [9], which tests systematicity in modern sequence to sequence models.
They find that if the distributions of training and test data are the same, performance is
good, but they see catastrophic results if those distributions are different. [4] performed
arithmetic problems, perhaps one of the best examples of a rule-based task to gauge the
abstract reasoning ability of a machine learning model. [12] finds that models can score well
on test sets by learning heuristics that work well for frequently occurring types of examples,
but fail to extrapolate beyond these types of examples since the heuristics no longer apply.
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We similarly attempt to answer the question of systematicity here for our abstract textual
reasoning tasks.
Transfer learning is not limited to NLP settings, and there are several examples
of transfer being useful in vision and reinforcement learning. Narasimhan et al [14] used
natural language to describe an environment for a reinforcement learning agent to effectively
bootstrap policy on a new domain given a textual description. Having learned a task in the
Atari game Boulderchase, for example, the agent is able to more successfully begin to play
Bomberman by associating textual descriptions of entities in both games. For example, an
agent can learn across games what it means for an enemy to be “static” or “moving”.
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Chapter 3
Tasks and Evaluation Protocol

The central questions we ask in this paper center around whether large language
models possess some world model or inductive bias that helps them to learn reasoning rules
from few examples. These rules should be used to successfully extrapolate not just to novel
instances, but to novel tasks. For example, one of the tasks we consider is tracking objects
placed in containers: if the model is trained on some set of objects and containers, can it
generalize to new objects? If trained on scenarios with up to n objects and k containers, can
it generalize to scenarios with more than n objects, and/or more than k containers? Can the
model learn more efficiently some other task, the learning of which is assisted by understand
object/container manipulation?
We study such questions by systematically fine-tuning language models to expose the
reasoning engine to a variety of different scenarios from which it can learn rules. The specifics
of the tasks are addressed more thoroughly in the next sections. Broadly, the aim of the
reasoning engine is to receive as a prompt a natural-language expression of an environment’s
state and then an action performed on that state. The challenge is to respond to these
prompts correctly.

3.1

Task Descriptions and Examples

We consider four tasks. The first, container, asks the reasoner to deduce the final state of an
environment given an initial state and action taken in it. In the second, navigation route, the
reasoner determines a route from one point in a described map to another point in a described
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Table 3.1: Examples of scenarios for each task. Non-bold words indicate natural language
templates that are filled in with randomly sampled words. Additionally, template phrases
can repeat to describe a variable number of containers, rooms, objects, or navigation steps.
Task

Prefix

Target

Container

The bin contains a ball and a snake. The box contains
a quilt. Took a quilt from the box and put it in the bin.

The bin contains
a ball, a quilt, and
a snake. The box
contains no
objects.

Navigation Route

The garden is to the west of the kitchen. The
bedroom is to the south of the kitchen. To get from the
kitchen to the garden, you must go

to the west.

Navigation Result

The garden is to the west of the kitchen. The
bedroom is to the south of the kitchen. If you start in
the kitchen and go to the west, you will end in the

garden.

Hard Object /
Composite Task

The kitchen is to the north of the garage. The garden
is to the west of the kitchen. The bedroom is to the
south of the garage. There is a bin containing a book
in the bedroom. There is a box in the garden
containing no objects. Took a book from the bin in the
bedroom. Went to the north twice, then went to the
west. Placed it.

The box in the
garden contains a
book. The bin in
the bedroom
contains no
objects

map. The third, navigation result asks the reasoner to determine the result of a route taken
through a described map. The fourth, hard object, is more or less a combination of container
and navigation result, where a reasoner is to determine the state of the environment given
a description of a map with containers holding objects and given an action taken on those
contents. Examples of each task are shown in Table 3.1. More detail follows for all tasks
in chapter 4, but all tasks can be formulated as generating a target, conditional on a given
context, which we call a prefix.

3.2

Base Model and Training Details

We experimented with a variety of language models as our starting point, including GPT-2
[17], and saw promising initial results. However, with the T5 model [18] rising to the top of
7

the SuperGLUE leaderboard, and with larger models available, we ultimately settled on T5.
We fine-tune the 3B parameter pre-trained model for the vast majority of our experiments;
future work could include testing other models, including the recently released GPT-3 [4].
We trained on Nvidia Tesla V100 32GB GPUs using a batch size of 1. Using a larger
batch size was prohibitive given the size of the models and the size of our GPUs. We were
able to use a larger batch size of 16 for evaluation. We used a learning rate of 0.003.
We train a different reasoning engine for all three elemental tasks. After training
on the base versions of both object and navigation tasks, we then train each model on the
other base task in order to eventually train on the composite task and compare performance
to learning purely on the composite task. Elemental task reasoners were trained for 1000
steps. Composite reasoners were trained for 1000 steps on each dataset, so 3000 steps in total.
For each task, we binned 10,000 generated scenarios into an 80/20 train-test split, taking a
random sample of 80% of those scenarios and placed them in a training set, and placed the
remaining, unsampled scenarios into a validation set. Thus, training sets and validation sets
cover the same structural domain unless some other validation regime is specified.
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Chapter 4
Dataset Descriptions and Generation Procedures

We now discuss the specific datasets and their properties. Each dataset was generated
using a set of natural language templates that could be parameterized in a variety of ways,
including varying the set of objects, containers, rooms, steps, etc. that are used.
Containers.

In the first, which we call containers, we manipulate objects in various

containers and ask the reasoner to track the state of the environment. The initial state of
the environment will be a random allotment of a series of n objects objects into n containers
containers. The names of these objects and containers are sampled uniformly and without
replacement from lists of candidates. Examples of such candidates are given in table 4.1.
Once sampled and organized, the objects and containers are converted into a plain english
expression describing their organization. Then, there is a random manipulation of this initial
state, where an object is randomly taken from a container and placed into another container.
The task of the reasoning engine is to describe the final state of the environment.
For training, we use a maximum of 8 and 3 and a minimum of 2 and 2 of objects
and containers, respectively. These numbers are sampled uniformly. We form the reasoning
scenarios by sampling without replacement from a uniform distribution of container names
and object names. We fill a template with these constituent parts of each scenario. Our
training set of object and container names comes from a proprietary linguistic dataset, which
has data on commonness, part of speech, etc. of each word. We divide this dataset into a
set of nouns and a set of verbs and subtract the intersection of the two from both sets, so
that each set is mutually exclusive. We split the unique nouns into a train set (n=36566)
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Table 4.1: Examples of each list of candidates for object names
List Name

Examples

All Train Nouns

pockets, hallelujah, cooktop, sunglasses, nonaction ...

2000 Common Train Nouns

people, time, way, man, world, year, thing, president...

20 Concrete Train Nouns

strawberry, horseshoe, sardine, passport, grape, oat ...

200 Concrete Train Nouns

escalator, strawberry, bathrobe, hubcap, greyhound ...

2000 Concrete Train Nouns

tongs, saxophone, umbrella, strawberry, bathrobe ...

2000 Train Nouns

flubs, dependant, sentimentalists, liberalizations ...

All Validation Nouns

injuries, yellowtail, electromagnetism, fussiness ...

2000 Concrete Validation Nouns

watchband, flashlight, tractor, handkerchief, camera ...

2000 Common Validation Nouns

life, day, state, family, place, city, times, number ...

Verbs

talk shop, whip up, uncrate, sleep late, speculate ...

To Verbs

to talk shop, to whip up, to uncrate, to sleep late ...

Random Strings

cbmmj3a, 27qu9nrcfv, u8njdfg7, 5g4gnzv7m, n6lnl ...

and a validation set (n=12189) and a container set (n=9), the former two of which are to
be used as object names and the latter of which is to be used for container names during
training. For each set (train and val), we find the 2000 most common and join the dataset
on concreteness ratings from [5] to take the 2000 most concrete nouns from each set. We
also generate a list of random strings by sampling uniformly from single digit integers and
lowercase English characters, ranging in length randomly from 5 to 10.
Navigation.

There are two versions of navigation. In both, a natural-language

description of a map of the environment is provided to the reasoning engine. In the first task,
called navigation route, requires that a reasoner, is additionally given a starting point and
a destination. The reasoner must provide a valid route from origin to destination. In the
second task, called navigation result, we require that a reasoner, given a starting point and a
route, determine the location where they would find themselves in the map. For training, the
maximum number of rooms is 8 and the minimum is 3.
10

Composite task.

We are interested in assessing the ability of a reasoning engine

to perform a task which combines multiple elemental types of knowledge. Specifically, can
a learner master two skills separately, and then leverage knowledge from both to perform
the composite task better and more quickly than it would have by learning directly on the
composite task? This task is intended to be a composition of navigation and containers. We
call it hard object. The reasoner is given a verbal map of the world and an action taken. In
this action, an object is taken from its container, carried on a route indicated by successive
moves in cardinal directions, and placed. The reasoner must then describe the new state of
the containers.
Table 4.2: Examples of Task Range, both easy (short) and
difficult (long)
Task Name

Prefix

Target

Containers
Short

The bin contains a backbeats. The
bag contains an electrics. Took an
electrics from the bag and put it into
the bin.

The bin contains a backbeats and an
electrics. The bag contains no
objects.

Containers
Long

The bowl contains a cormorant, a
rewritings, and a lodger. The case
contains a consortia and an
appendices. The bag contains an
orishas, a creamers, a guv, and a
steamroller. The tub contains a wont,
a steers, an inception, a simians, an
assimilation, and a scrapple. The jar
contains a walk-outs, a gentleness, a
rhetoric, and a preserves. Took an
appendices from the case and put it
into the bowl.

The bowl contains a cormorant, a
rewritings, a lodger, and an
appendices. The case contains a
consortia. The bag contains an
orishas, a creamers, a guv, and a
steamroller. The tub contains a wont,
a steers, an inception, a simians, an
assimilation, and a scrapple. The jar
contains a walk-outs, a gentleness, a
rhetoric, and a preserves.

Navigation
Short

The foyer is to the west of the living
room. The antechamber is to the
south of the living room. To get
from the antechamber to the living
room, you must go

to the north.

continued on next page...
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...continued from last page.
Task Name
Prefix

Target

Navigation
Long

The kitchen is to the south of the
family room. The basement is to the
west of the kitchen. The great room
is to the north of the basement. The
antechamber is to the north of the
great room. The conservatory is to
the north of the family room. The
storeroom is to the west of the great
room. To get from the family room
to the storeroom, you must go

Navigation
Result
Short

The laundry room is to the east of
the great room. The den is to the
east of the laundry room. If you
start in the laundry room and go to
the west, you will end in the

great room

Navigation
Result
Long

The mud room is to the south of the
boiler room. The screen porch is to
the west of the boiler room. The
study is to the south of the mud
room. The utility room is to the
west of the study. The cloakroom is
to the north of the mud room. The
family room is to the west of the
screen porch. The tea room is to the
south of the cloakroom. If you start
in the family room and go to the
east twice, then to the south, then to
the north, then to the south, you will
end in the

tea room

to the south, then to the west, then
to the north, then to the west.

continued on next page...
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...continued from last page.
Task Name
Prefix

Hard
Object /
Composite

Target

The loft is to the west of the family
room. The powder room is to the
east of the family room. The sitting
room is to the north of the loft. The
garage is to the east of the loft. The
study is to the east of the sitting
There is a container in the nursery
room. The nursery is to the east of
containing nothing. There is a
the study. There is a container in
carton in the garage containing a
the nursery containing a book.
mushroom, a celery, and a book.
There is a carton in the garage
containing a mushroom, and a celery.
Took a book from the container in
the nursery. Went to the west twice,
then to the south, then to the east.
Placed it.

The overarching goal of this paper is to investigate the ability of large language models
to quickly yield reasoning engines that generalize well. We therefore craft several types
of experiments to probe the bounds of generalization, as well as probing different types of
generalization. We are interested in the following types of generalization:
Cardinality generalization. This is the most basic form of generalization, and it
tests a structural understanding of the domain. If a reasoner is trained on scenarios with k
objects, can it generalize to new scenarios with more than k objects? If trained on k steps of
navigation, can it generalize to more than k steps? If trained on k rooms, can it generalize to
more than k rooms? Etc.
Object generalization. Here, we ask whether or not the reasoner can leverage prior
knowledge of English to generalize to new, never-before-seen objects. For example, if trained
on scenarios using a set of 2000 concrete nouns, can it generalize to new, previously unseen
nouns? Would it be better to train on 2000 of the most common nouns? Or 2000 randomly
sampled nouns?
Part-of-speech generalization. Generalization to new words raises the question:
is there a difference if a reasoner is trained using the “right” words in the right places, versus
13

using the “wrong” words? For example, what happens if we use verbs in our templates, or
even random strings? Intuitively, a scenario such as “The bin contains a dethrone and a
transpose” makes less sense, and is statistically less likely, than a scenario such as “The bin
contains a ball and a snake”; how does the naturalness of the scenario descriptions affect
generalization? We hypothesize that natural nouns will work best, since nouns are often
sensible things to move from one container to the other, and that arbitrary strings and verbs
will both decrease performance.The case of random strings are particularly interesting, since
the odds are the language model has never encountered such a word before–will the model
learn to simply copy whatever tokens are in specific places, treating strings as opaque IDs?
Will verbs actively confuse the model, since a verb has a linguistic role which is structurally
and semantically different than a noun?
Reasonable phrasing generalization. Finally, what about the templates themselves? If we replace the English templates with, say, random strings, can a learner still make
progress? Or is the “naturalness” of the template an important factor? We hypothesize that
random strings might require more modeling effort and might get clipped more often because
their unfamiliar patterns might take a disproportionate number of tokens in a byte-pair
encoding. To probe this, we introduce a different set of nonsense words, composed of English
morphemes but possessing no meaning.

4.1

Metrics

For each experiment, we gauge performance using a series of metrics. The first is exact
equality of true final state. This is obviously the highest standard, as it mimics perfectly the
reasoning we would expect a human to carry out after having learned the rules and format
of the dynamical system. A second metric is substring equality. We want to see how many
individual statements from the predicted final state are contained in the true final state.
Sometimes the reasoning is flawed, but on target (e.g. if the reasoner predicts, after moving
a hammer from a box to a bin, that it is in both the box and the bin, it should be given
14

Number of
containers
Number of
containers

5
4
3

Number of
containers

% Substring
Matches

% Exact
Matches

Bleu
Scores

Training nouns
5
4
3
2

5
4
3
2

Validation nouns

1.0

2

0.0
2

3

4

5 6

7

8 9
14
Number of objects

19

Figure 4.1: The blue box encompasses the training domain. Each cell is the average of
performance over 100 generated instances for each combination of n objects and n containers.
There is an obvious drop off higher in the number of objects, but since substring scores
don’t seem to degrade nearly as much, we wonder if this is a truncation issue and the target
sentences are simply too long.
partial credit). A third metric is the standard bleu metric, to see how similar the sentences
are on subword levels.
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Chapter 5
Results

We observe both strong interpolation and strong extrapolation, with an eventual
breakdown in performance as the reasoner is asked to reason farther outside the training
domain. We identify structural interpolation, the ability to reason in new ways that are
similar to what was seen during training, and we identify structural extrapolation, the ability
to handle new scenarios that are outside of the structure of training data. We also observe
some grammatical interpolation, performing well on unseen scenarios generated from similar
parts of speech, and extrapolation, performing well on unseen scenarios and parts of speech.

5.1

Containers

We begin by testing cardinality generalization in the containers task. We train on scenarios
with a maximum of 8 objects and 3 containers, but test generalization on scenarios with up
to 19 objects and 5 containers. The results are shown in Figure 4.1. Here, we see that the
reasoner is able to correctly predict the exact string a majority of the time even well outside
the training domain. This kind of generalization could only be reached by grasping, to some
extent, rules of enumerating long English lists. This is one way in which the inductive bias of
language models aids in the reasoner’s good performance.
We now test object generalization and part-of-speech generalization. Here, we train
reasoners with scenarios generated by parameterizing our templates with various sets of nouns,
and then testing by parameterizing with a different set of words. The results are shown in
Table 5.1. Each row represents a different training set; columns represent performance on
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Table 5.1: Detailed results on the container task, showing various aspects of interpolation
and extrapolation, both to new scenarios, new types of words, and new surrounding texts.
all

Training words
concrete common

all
2k common
2k concrete
2k random

0.95
0.93
0.93
0.91

0.98
0.96
0.96
0.94

0.99
0.95
0.97
0.95

all
2k common
2k concrete
2k random

0.79
0.60
0.60
0.56

0.88
0.71
0.68
0.61

0.91
0.65
0.75
0.68

all
2k common
2k concrete
2k random

0.95
0.82
0.83
0.80

0.97
0.90
0.87
0.83

0.96
0.85
0.91
0.86

Validation words
all concrete common
Bleu
0.95 0.95
0.98
0.99
0.93 0.93
0.96
0.96
0.93 0.93
0.96
0.96
0.91 0.91
0.94
0.95
Exact
0.79 0.78
0.87
0.90
0.59 0.60
0.69
0.67
0.59 0.59
0.69
0.71
0.55 0.55
0.60
0.64
Substring
0.95 0.95
0.97
0.96
0.82 0.83
0.88
0.87
0.82 0.83
0.88
0.89
0.80 0.80
0.83
0.85

2000

verbs

New POS
toverbs random

0.99
0.99
0.99
0.99

0.95
0.95
0.95
0.95

0.82
0.81
0.78
0.81

0.86
0.83
0.86
0.87

0.66
0.63
0.60
0.63

0.44
0.37
0.31
0.40

0.98
0.97
0.98
0.98

0.97
0.95
0.92
0.94

0.96
0.93
0.84
0.91

different test sets. We tested four different training sets: “all” represents nouns sampled
uniformly from our set of all 36,566 nouns. “2k common” represents the 2000 most common
nouns, “2k concrete” represents the 2000 most concrete nouns; “2k random” represents 2000
randomly sampled nouns. There are 4 groups of columns, representing different validation
conditions. “Training words” represents a validation condition where the reasoner was tested
on new scenarios that used the same set of nouns (eg, a different mix of containers and
objects, or a different number of them). “Validation words” represents a condition with new
scenarios using never-before-seen words of a specific type. “New POS” represents words that
are an entirely different part of speech, or random words.
The general conclusion is that, regardless of the metric used, it is best to train on the
largest non-specific set of nouns possible. Doing so gives good generalization across a wide
variety of alternative words, including verbs and random strings.
At this point, we wondered about the training regime and what kind of distribution
of nouns and scenarios we had passed to the models. Many of the words passed between
containers were nouns that would not be passed in between containers, and so we conducted
17

Avg. Substrings
Match

Avg. Exact
Equality

Avg. BLEU
Score

N nouns model
trained on

N nouns model
trained on

%

N nouns model
trained on

Figure 5.1: The starkest difference between nouns and verbs is when the model is trained on
scenarios composed of nouns that are unambiguously appropriate for this task.
an experiment where we trained on the 2000 most concrete nouns, a random subsample of
200 of those nouns, and 20 of the most sensible nouns to be moved between containers. For
example, there might be words like “year” in the 2000 element list, but the 20 noun list would
only have words like “marble” or “mouse”. As can be seen in figure 5.1, the model trained
on sensible nouns gets most confused at verbs and random strings, relative to its peers. This
suggests that the distribution of very concrete nouns is farther from the distribution of verbs
than the larger distribution of concrete nouns.

5.2

Navigation

In all of the following results, exact string accuracy is used as our metric, as both substring
and bleu scores ignore the (critical) sequential nature of the predictions.

5.2.1

Interpolation and Extrapolation

Our primary results are found in Figure 5.3. For both the navigation route and navigation
result tasks, our reasoning engines were trained on distributions of maps that contained
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Avg. Substring
Match

Avg. Exact
Match

Avg. BLEU
Score

N Checkpoints
(100 Steps)

N Checkpoints
(100 Steps)

%

N Checkpoints
(100 Steps)

Figure 5.2: The composite learners learn well above the learner dedicated to learning the
composite task without having learned the atomic skills.

Navigation Result

Distribution of test data

Number of Rooms

Navigation Route

Number of steps of planning

Figure 5.3: Validation performance on the navigation route and navigation result tasks.
Entries represent exact string equality. See text for details.
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between 3 to 8 total rooms; this resulted in total path plans that were 1 to 5 steps long. This
training regime is highlighted in the figure with a blue box.
In the middle, we see results for the navigation result task (where the model must
predict the result of a specific sequence of actions). Here, we see several interesting phenomena.
Overall, the model does a good job of making accurate predictions, with a 79% marginal
accuracy over the training regime. There are two situations where the model performs
especially well: the first column represents tasks where there is only a single step in the
route; the model shows a strong ability to extrapolate to any number of rooms. The second
case is the “diagonal” in the upper-right. This represents situations where the map is a
linear chain, meaning that there are very few junctions in the map. In this case, the model
also shows a strong ability to generalize to new situations involving a new number of rooms,
and a new number of steps. It is unclear why the model has such trouble with two-step
planning problems, although we hypothesize it may have something to do with the training
distribution, as discussed later.
In contrast, on the left of Figure 5.3, we see results for the navigation route task.
Here, we see similarly strong performance in the training regime, with a 82% marginal
accuracy. However, extrapolating to new situations shows mixed results: the model is easily
able to extrapolate to any number of rooms, and like the navigation result task, it performs
especially well in the case of single-step planning. However, it seems to be completely unable
to generalize to new numbers of steps needed in the planning process.
What accounts for the difference? The biggest difference between the navigation route
and navigation result tasks is the format of the output: in the navigation result task, the
model always outputs a single word (the room name), regardless of the complexity of the
map or the plan. In contrast, on the navigation route task, longer plans require a longer
output. The model seems to struggle with having to generate sentences that are longer than
any it has seen before. While we have used exact string equality in all of the tests reported
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Uniform path length
(A)

(B) Training distribution

(C)

Accuracy

(D) Training distribution

Number of rooms

Accuracy

Uniformly selected rooms

Steps of planning

Figure 5.4: Extrapolation ability as a function of training set distribution. See text for
discussion.
here, we note that on longer routes, sometimes the model’s output would be a substring of
the correct output, as in the example below, which is correct, but missing the final step:
Target:

to the west, then to the west, then to the north, then to the north, then to the north, then to the north

Prediction:

to the west, then to the west, then to the north, then to the north, then to the north

5.2.2

Importance of Training Set Distribution

The T5 model seems unusually sensitive to the training set distribution. Figure 5.4 explores
this. In our first attempt at creating a training distribution for the navigation tasks, we
randomly created a map with a uniformly selected number of rooms, and then randomly
selected source and destination rooms. This resulted in the performance shown in the
right-hand panels (C and D) of Figure 5.4. Pane (D) shows most of the training data is
concentrated in the upper-left corner, focusing on short paths in small rooms. As a result
(shown in panel (C)), the model was almost completely unable to model length 4 or length 5
plans, because they virtually never appeared in the training set.
An alternative is to sample a desired path length uniformly, and then generate a map,
source, and destination with that property. This results in the training set distribution shown
in panel (B), which concentrates many more examples on longer paths in larger maps, but
with fewer examples of two-step plans. The resulting accuracy is shown in Panel (A). Here,
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Uniform Route Distribution

Uniform Room Distribution

Navigation result

Navigation route

Navigation result

Overall accuracy

Navigation route

Steps of training

Figure 5.5: Marginal exact-match validation performance on navigation tasks, for the training
regime (ie, interpolation performance). See text for discussion.
we see that accuracy is greatly improved for four- and five-step plans, although two-step
accuracy suffers. However, even the carefully constructed training distribution with uniformly
sampled path lengths does not induce generalization to paths longer than 5 steps, as shown
in Figure 5.3. Understanding this phenomenon is an important direction for future research.

5.2.3

Training Complexity

As noted in the main text, the navigation tasks seemed generally harder for T5 to master
than the container tasks, although good performance was eventually achieved. Figure 5.5
shows validation performance on both navigation tasks, under both training set distributions.
In all cases, training to high performance is more complex than other tasks considered in
the main text; high performance is achieved after several thousand steps, as opposed to only
1,000. It also seems clear that the navigation route task was considerably harder than the
navigation result task.

5.3

Compositional Reasoning on the Composite Task

We now test the hard object task, where the reasoner must consider objects, containers,
and maps. To explore this, we test four conditions: first, we train a learner directly on
the task, labeled “n/ho”. Second, we train a learner first on only the navigation task for
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1000 steps, then only on the container task for 1000 steps, then on the hard object task
for 1000 steps (labeled “navccomp”). We also test reversing the order of navigation and
container pre-training (labeled “cnavcomp”), and we test pretraining with 2000 steps of a
50/50 mixture of sentences drawn from both tasks.
The results in Figure 5.2 are surprising: the models that learned first on other kinds
of tasks learned the composite task more quickly. Like curriculum learning, this seems to
indicate subskills can persist and be ported to superskills for improved sample efficiency.
The point we wish to make, though, is not that between these two models the
composite learner learns as much in fewer total steps. Rather, we wish to argue that instead
of fine-tuning on a single hard task (and thereby gaining proficiency in only that task), a
better strategy may be to fine-tune on a wide variety of elemental tasks, and focus more on
combining them, thereby potentially solving not just one, but a combinatorially large number
of complex tasks.
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Table 5.2: Matches
Task Name

Prefix

Target

Prediction

Containers

the crate contains a
ligament and a vee.
the bag contains a
sodium, a
meticulousness, a
conman, a cascade,
and a sundeck. the
box contains a
telegraphs. the bin
contains a bunts, a
lacquer, a canto, and
a wheelchairs. the
jar contains a suedes,
a punishments, a
parchments, and a
webs. took a webs
from the jar and put
it into the bin

the crate contains a
ligament and a vee.
the bag contains a
sodium, a
meticulousness, a
conman, a cascade,
and a sundeck. the
box contains a
telegraphs. the bin
contains a bunts, a
lacquer, a canto, a
wheelchairs, and a
webs. the jar
contains a suedes, a
punishments, and a
parchments.

the crate contains a
ligament and a vee.
the bag contains a
sodium, a
meticulousness, a
conman, a cascade,
and a sundeck. the
box contains a
telegraphs. the bin
contains a bunts, a
lacquer, a canto, a
wheelchairs, and a
webs. the jar
contains a suedes, a
punishments, and a
parchments.

Navigation
Route

the powder room is
to the east of the
living room. the
drawing room is to
the south of the
powder room. the
boiler room is to the
west of the living
room. the solarium
is to the south of the
boiler room. to get
from the powder
room to the boiler
room, you must go

to the west, then to
the west.

to the west, then to
the west.

continued on next page...
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...continued from last page.
Task Name
Prefix

Target

Prediction

Navigation
Result

the garage is to the
north of the
conservatory. the
drawing room is to
the west of the
garage. the mud
room is to the east
of the garage. the
screen porch is to
the west of the
mudroom.
drawing room. the
parlor is to the north
of the screen porch.
the cellar is to the
north of the mud
room. if you start in
the screen porch and
go to the east, then
to the east, then to
the east, you will
end in the

mudroom.

Hard Object

the cellar is to the
north of the
solarium. the
conservatory is to
the east of the
solarium. the
powder room is to
the east of the cellar.
there is a box in the
cellar containing
nothing. there is a
carton in the cellar
containing nothing.
there is a sack in the
cellar containing a
marshmallow. didn’t
take anything.

there is a box in the
cellar containing
nothing. there is a
carton in the cellar
containing nothing.
there is a sack in the
cellar containing a
marshmallow.

there is a box in the
cellar containing
nothing. there is a
carton in the cellar
containing nothing.
there is a sack in the
cellar containing a
marshmallow.
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Table 5.3: Failures
Task Name

Prefix

Target

Prediction

Containers

the tub contains a
laundering, a nigiri,
and a militiamen. the
basket contains a
finesse, an
expectancies, and an
annoyance. the bin
contains a yarmulke
and a scotomas. the
bag contains an
archdioceses, a flair, a
phenoms, a wimples, a
buyback, and a
mockeries. the case
contains a purity, a
double-talk, an altar, a
voles, and a mini-dress.
took a scotomas from
the bin and put it into
the tub

the tub contains a
laundering, a nigiri, a
militiamen, and a
scotomas. the basket
contains a finesse, an
expectancies, and an
annoyance. the bin
contains a yarmulke.
the bag contains an
archdioceses, a flair, a
phenoms, a wimples, a
buyback, and a
mockeries.

the tub contains a
laundering, a nigiri, a
militiamen, and a
scotomas. the basket
contains a finesse, an
expectancies, and an
annoyance. the bin
contains a yarmulke.
the bag contains an
archdioceses, a flair, a
phenoms, a wimples, a
buyback, and a
mockeries. the case
contains a purity, a
double-talk, an altar, a
voles, and a mini-dress.

Navigation
Route

the bedroom is to the
south of the game
room. the utility room
is to the east of the
game room. the cellar
is to the west of the
bedroom. the
bathroom is to the
west of the cellar. the
ballroom is to the
north of the utility
room. the basement is
to the south of the
cellar. the great room
is to the west of the
bathroom. to get from
the basement to the
ballroom, you must go

to the north, then to
to the north, then to
the east, then to the
the east, then to the
north, then to the east,
east, then to the north.
then to the north.

continued on next page...
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...continued from last page.
Task Name
Prefix

Target

Prediction

Navigation
Result

the solarium is to the
north of the
conservatory. the
garden room is to the
south of the
conservatory. the
antechamber is to the
south of the garden
room. if you start in
the garden room and
go to the south, you
will end in the

conservatory.

antechamber.

Hard
Object

the study is to the
south of the screen
porch. the cloakroom
is to the east of the
screen porch. the
antechamber is to the
west of the cloakroom.
there is a cart in the
study containing a oat,
and a bloodstain.
there is a bin in the
antechamber
containing nothing.
there is a carton in the
cloakroom containing
nothing. there is a
container in the
cloakroom containing a
slingshot. took a oat
from the cart in the
study. went to the
north, then to the east,
then to the west.
placed it.

there is a cart in the
study containing a
bloodstain. there is a
bin in the antechamber
containing nothing.
there is a carton in the
cloakroom containing
nothing. there is a
container in the
cloakroom containing a
slingshot, and a oat.

there is a cart in the
study containing a
bloodstain. there is a
bin in the antechamber
containing a oat. there
is a carton in the
cloakroom containing
nothing. there is a
container in the
cloakroom containing a
slingshot.
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5.4

Does all that reading really help?

At the heart of our paper is the idea that natural language provides a useful inductive bias.
To explore this directly, we compare identically structured reasoning scenarios, with one
expressed in sensible English and another expressed in an invented gibberish with a one-to-one
mapping with the constituent words of our templates. For example, The word “The” is
mapped to the gibberish word “Xrq”, the word “contains” to “sixnqkxb”, etc. Noun slots in
both templates are still filled with English nouns. Figure 5.6 shows the results: it is harder
for T5 to master the gibberish domain. If there were no inductive bias of English aiding our
model, then the mastery of these two grammars would grow at the same pace. It is not the
sensibility of the structure, since both structures are identically predictable. This is a bit of
evidence in favor of the fact that the inductive bias of large language models does, in fact,
aid in learning quickly and generalize well in several different senses.

Avg. Substrings Match

Avg. BLEU Score

Avg. Exact Equality

Checkpoints (n=100)

Checkpoints (n=100)

Checkpoints (n=100)

%

Figure 5.6: The advantage of English scenarios over equally consistent reasoning scenarios in
an invented language is evidence for the aid of language models’ inductive bias.
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Chapter 6
Future Work

We hope that this work sheds some light on the relationship between symbolic and
connectionist AI. Having hypothesized that larger connectionist models could learn symbolic
rules and extrapolate better than smaller ones–and thus, that there might be less need
than previously supposed for an explicit unification of the two schools of thought–we have
seen some of that ability here. As parameter counts scale, will extrapolative capacity do so
alongside them? Will there be some critical mass, so to speak, of expressiveness in neural
networks that allows them to learn entirely symbolic rules like addition? We have obviously
not hit that point in this paper, but we are also able to perform so well outside of the training
domain that it seems as if some rules have been learned. We would like to see more of the
work in rule-learning connectionist systems that we have attempted here.
We also find promising the direction of compositional task-learning. Given the
assumption that most tasks that we would want machines to learn are composed of other
more basic abilities (e.g. our composite task with our elemental tasks), we could not only save
training time but attain absolutely better performance by compositional learning. Specifically,
having suites of elemental tasks pre-learned and on hand in order to be composed into more
specific, challenging tasks could be advantageous, as we’ve demonstrated here. Thus, we’d
also like to see more work in other domains to further explore the idea of compositional
learning.
Lastly, we have here demonstrated the abilities of language models on language tasks.
We hope, though, that language helps models understand not just language, but the world
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that it’s based on. Thus, to leverage these pre-trained language models in domains like
robotics (e.g. performing our object manipulation task in a physical setting) seems like an
obvious extension of the work.
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Chapter 7
Conclusion

We have shown strong performance on a suite of reasoning tasks, including tasks
that we consider to be simpler–an object manipulation task and a navigation task–and more
difficult–a composite task that combines the other two. On the container task, we show
near perfect performance on the training domain and considerably far outside of it and an
eventual marked drop-off in performance. On the navigation task, we show differing patterns
of generalization on different subtasks, with slightly lower performance than on the container
task.
We have argued that natural language provides a powerful inductive bias that aids in
the formation of reasoning engines by comparing reasoning on scenarios across different, but
equivalent grammars, one in natural language and one in an invented language. Intuitively,
learning the distribution of language that describes the world helps a learner to understand
the distribution of that world itself. Thus, it is plausible that language models might be
effective ways to provide agents with priors and world models.
We have demonstrated some of the boundaries of generalization by identifying several
different kinds of generalization and measuring them. We identify these as cardinality, object,
and part-of-speech, and reasonable phrasing generalization, and each kind of generalization
is measured in interpolative and extrapolative senses. We consider that these boundaries
are promising for the prospect of connectionist models as general reasoners. Implicitly, we
have demonstrated that connectionist architectures are capable of strong performance on
some classically symbolic tasks. This is done in light of recent calls for an incorporation
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of guiding principles of symbolic AI to be incorporated into connectionist architectures.
We have demonstrated that these reasoning engines possess some of the rule-learning and
generalization that humans possess, as opposed to the mere ability to recognize patterns and
interpolate over a well-explored training domain.
We have also demonstrated the effectiveness of compositional learning, the leveraging
of learned elemental tasks in learning more quickly and more effectively tasks that could be
said to be composed of these elemental tasks. Specifically, equal levels of performance are
attained in fewer steps in training and absolute performance ceilings are higher.
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Broader Impact
While a distal goal, the ultimate aim of this work is to create general purpose reasoning
engines that operate symbolically in the natural language domain. Ideally, such engines would
exhibit many of the same inductive biases as humans, and could therefore be used in the
context of autonomous agents or cognitive architectures to improve their reasoning abilities.
Potential application areas include chatbots, autonomous robotics, intelligent assistants,
symbolic reinforcement learning, etc. This work could potentially benefit anyone who benefits
from such reasoning or such applications. The tasks studied in this work are geared towards
object manipulation and navigation, and direct beneficiaries of that kind of automation could
include the elderly and the disabled, as well as corporations, the military and the government.
Precisely because our system exhibits human-like inductive biases acquired from
general text, it can potentially include the well-known negative biases inherent in such data,
such as gender, racial, sexist, or other kinds of bias. It is unclear how, if present, these
biases impact the work, as it is largely concerned with more “structural” biases such as
generalization based on grammars and parts-of-speech. Nonetheless, researchers building on
this work must pay careful attention to all forms of bias.
We view this work as a step towards realizing a mix of symbolic and connectionist
reasoning, which is one of the holy grails of AI. Any progress towards such a marriage is
likely progress towards solving general AI, and is therefore fraught with tremendous societal
ramifications, both positive and negative. However, because this work is highly preliminary
vis-a-vis those goals, we do not see immediate potential for negative societal impact.
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