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1. INTRODUCTION 
Consider a system of ordinary differential equations: 
x’ = f(t, x) (14 
where f: A x R d -+ Rd is a continuous function, Rd is the Euclidean d- 
dimensional space and A = [a, b] (u < b) is a compact interval of the real 
line R. By a solution X( -) of (1.1) we understand a continuously differentiable 
function x( 0) such that (1 .l) holds throughout A. The most general linear 
boundary condition associated with (1.1) may therefore be written as 
Lx = r U.2) 
where L is a linear operator from the space of continuously differentiable 
functions defined on A into Rd. 
If for every t E A, f(t, .) is a linear affine transformation, then it follows 
from Fredholm’s alternative that uniqueness of the solution of the boundary 
value problem (1.1) (1.2) implies the existence of the solution of the same 
problem. The same is not true in general for nonlinearf(t, x). 
Since uniqueness is usually easier to prove than existence, the question of 
when uniqueness will imply existence is of importance and has been studied 
by many authors. There are in general two approaches to this question. 
The first approach is to consider a family of functionsf(t, X) with the same 
boundary condition. We assume that for any f of this family, the boundary 
value problem (1. l), (1.2) has at most one solution. Then we may show under 
appropriate conditions that the same problem actually has a solution. For 
more details see, e.g., [I and 51. 
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The second approach is to let f be fixed and L, the boundary operator, 
be in a certain family. Again, we assume that this family of boundary value 
problems have the uniqueness property. Then we show under suitable 
conditions that solutions actually exist. A typical result of this kind may be 
found in [7]. The reader is also referred to [3], [4] for more general systems. 
In this paper, we discuss the second approach from a more general point 
of view. We shall also consider continuous dependence of solutions of (1. l), 
(1.2) upon f, L and Y. This is related to some of the ideas in [6]. 
Since a Cauchy problem for (1 .l) may be regarded as a special boundary 
value problem (1. l), (1.2) we will show that iff satisfies a Lipschitz condition, 
then every boundary value problem (1 .l), (1.2) “close” to the Cauchy problem 
of (1.1) has unique solution. This explains why many boundary value problems 
(e.g., two-point boundary value problems) are always solvable if the time 
interval is sufficiently small. 
Finally, we shall discuss the question of how “many” boundary operators L 
are there such that the problem (l.l), (1.2) with fixed f has the uniqueness 
property. In particular, we shall show that for each fixed linear f, the set of 
all operators L having this uniqueness property is open and dense. 
2. EXISTENCE THEOREM 
Denote by c1 the Banach space of all continuously differentiable functions 
defined on d with the norm: 
I x II = SUP{1 x(t)1 + I x’(t)l: t E A). 
DEFINITION 2.1. A continuous function8 A x Rd + Rd is said to satisfy 
condition (C) if for every to E A and Y,, E Rd, there exists a unique solution 
x E c1 of (1.1) satisfying x(&J = r. . 
THEOREM 2.1. Let f: A x Rd -+ Rd be a Jixed continuous function satis- 
fring condition (C). Let U be an open (in the norm topology) subset of the space of 
the space of all bounded linear operators from the space c1 into Rd. If for every 
L E U and Y E Rd the boundary value problem (1 .l), (1.2) has at most one 
solution, then for every L E U and r E Rd, the problem (l.l), (1.2) has exactly 
one solution. 
Proof. Let c E Rd. Denote by v(c) the solution of (1 .l) satisfying 
p(c)(a) = c. It is sufficient to show that for every L E U and Y E Rd there exists 
a c E Rd such that &J(C) = r. 
Let L, E U be given. Define 
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It follows from condition (C) and uniqueness assumption that clo is a 
continuous injection from Rd into Rd. It remains to be shown that the range 
of 0~s) q,(Rd), is in fact Rd. 
Suppose that a,,(RJ # Rd. We first note that by Brouwer’s open mapping 
theorem [2, p. 3591, %(Rd) is open in Rd. Hence, there exists a point p E P 
such that one can find a sequence {ck} C Rd, k = 1, 2, 3,..., satisfying: 
and 
If infinitely many ck’s are bounded in norm by a constant, then we can find 
a subsequence of {c,}, denoted by {cnk}, such that c, + cs as nk -+ CO, where 
cs E Rd. Thus CL,,(C~) = p. This contradicts that p 4 d(Rd). Therefore, we may 
assume that there exists E > 0 such that 
Now, 
1 ck+j - ck 1 2 E, k = 1, 2, 3,...; j = j(k) 3 1. 
‘&k+d - %@k) = LOb(ck+,) - hk)l = LO#k 
where lC’k = hk+d - &x>. F or each k, we define a bounded linear operator 
L, from Cl into Rd by the following conditions: 
ti) Lk#k = -&dk, 
tii) 11 Lk /iI = 1 Lo$k I/l $1, iI 
where ]I . II1 denotes the norm of the space of bounded linear operators from Cl 
into Rd. The existence of these bounded linear operators satisfying (i) and (ii) 
follows from Hahn-Banach theorem. Since 
1 #k II 2 I #k@)l = I dck+i>(u) - dck)(a)l = 1 ck+j - ck I 2 ‘3 
we have, 
liLk/t, < IL&k I/<-+-0, as k-+ 03. 
We therefore can choose R so large that Li + L, E U. But then we have 
(L, + JwdCl;+j) - cpkdl = 0, j = Jw 
This means that the boundary value problem 
x’ = f(t, Lx) 
6% + L,)x = (L/i + GJ dcd 
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with L, + L,, E U, has two distinct solutions, namely q~(cf+J and &c(~l;+r). This 
contradicts our uniqueness assumption. Therefore we have shown that 
cq,(Rd) = Rd and hence the theorem. 
3. EXISTENCE THEOREM II 
Let Co denote the Banach space of all continuous functions defined on A 
with the norm: 
1 x lo = sup{1 +)I: t E A}. 
Any solution y of (1.1) may be considered as an element in either Co or Cl. 
However, we define a boundary operator to be continuous, we must deter- 
mine first whether it is acting on Co or Cl into Rd. 
The obvious reason in Theorem 2.1 to choose the space Cl as the domain 
of L, is that there are “more” continuous operators acting on Cl. In fact, if 
sup{1 Lx I: x is continuously differentiable, 1 x lo < l} < co 
then 
sup{1 Lx I: x is continuously differentiable, I x II < I> < co. 
That is, roughly speaking, if L is continuous with respect to the Co topology, 
then it is continuous with respect to the Cl topology. 
Another important reason to choose Cl as the domain of L will be given in 
Section 6. Now, we are going to generalize Theorem 2.1 by changing the 
topology on Cl. 
Consider the set of continuously differentiable functions defined on A as 
a subset of CO. We may then topologize this set by the induced topology of CO. 
Denote this normed vector space by C rs. For any normed vector space Y, let 
Z(Y, Rd) = 9(Y) denote the Banach space of all continuous linear maps: 
L: Y -+ Rd. It can be shown that any open subset of P’(C,O) is also open in 
5?‘(G). However, the converse is in general not true. In other words, open sets 
in S(G) are “bigger” than those in Y(C,O). We may now state the following 
generalization of Theorem 2.1. 
THEOREM 3.1. Letf: A x Rd -+ Rd be a$xed continuous function satisfying 
condition (C). Let U be an open subset of S?(Clo). If for every L E U and Y E Rd 
the boundary value problem (1. l), (1.2) has at most one solution, then for every 
L E U and r E Rd problem (1. l), (1.2) has exactly one solution. 
Pmof. We may follow the proof of Theorem 2.1 word by word except 
that the inequality (ii) in the proof should be replaced by the following: 
IILE II0 G I LoY% Ill f+c lo 
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where /j * l/a denotes the norm in the Banach space 9(C”). We also note that 
4. CONTINUOUS DEPENDENCE 
In this section, we consider continuous dependence of a solution of (1. l), 
(1.2) upon f, L and Y. Hence, we must first introduce topologies on the set of 
right-hand sides, f, in (1.1) and the set of linear operators. Let 9 denote the 
Frechet space of all continuous functions f: A x Rd -+ Rd with the family of 
seminorms defined by: 
If IK = sup{lf(t, 4: tE4 xEK), 
where KC Rd is a compact subset. In this topology, a sequence of functions 
{fn} C 9 is said to converge to f E 9 if for every compact subset K C Rd, 
fn(t, x) -+ f (t, x), uniformly in (t, X) EA x K as n -+ co. 
We shall write SC the subset of g with the induced topology consisting of all 
f rz 9 which satisfy condition (C). 
THEOREM 4.1. Let UC 3’(P) be open and let F C 3$ . Suppose that for 
every f E F, L E U and r E lid, the boundary value problem (1. l), (1.2) has at 
most one solution. Then for every f E F, L E U and r E Rd, (l.l), (1.2) has 
exactly one solution. Moreover, if we denote this solution by &f, L, I), then the 
mWing 
[:F x U x Rd-+C1 
is continuous. 
We note the existence of .$(f, L, ) ’ g Y is uaranteed by Theorem 3.1. Before 
proceeding to the proof of Theorem 4.1, we state a lemma whose proof will be 
omitted. 
LEMMA 4.1. Let {pn}, n = 1, 2 ,..., be a sequence of homeomorphisms of Rd 
onto itself. Let /3 be also a homeowphism of Rd onto itself. If rS, -+ B uniformly 
on compact subsets of Rd as n -+ co, and if Y, -+ Y as n -+ CO, where r, E Rd 
(n = 1, 2,...) and r E Rd, then 
my,) - P(r), as n-+co. 
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Proof of Theorem 4.1. It is sufIicient to show that for any sequences 
{fn} CF, {Ln} C U and {Y,} C Rd, t2 = 1,2,..., the conditions 
fn3f in % as n--too; (4.1) 
L,-+L in 9((c1) as 71+ co; (4.2) 
r, + r in Rd as n-co. (4.3) 
where f E F, L E U and r E Rd, imply 
4(fn ,L,, r,)+ t(f,L, r> in Cl as n-t 00. 
To prove this, let us define for each n = 1,2,... a map pn: Rd + Rd by: 
t%(c) = -%I%(4 CER~ 
where o)%(c) is the unique solution of x’ = fn(t, X) satisfying v,(c)(a) = c. 
Similarly, define /3: Rd + Rd by 
where p)(c) is the unique solution of x’ = f (t, X) satisfying v(c)(a) = c. It 
follows from the proof of Theorem 2.1 that fin, n = 1,2,..., and /? are 
homeomorphisms of Rd onto itself. We claim that 
/In + & uniformly on compact subsets of Rd, as n + 00. 
For suppose not, then there exist a compact subset KC Ad and an E > 0 
such that 
I B&n) - #WI b 69 n = 1, 2,..., (4.5) 
where c, E K. Since K is compact, we can select a subsequence (cn#} of (c,,} 
such that cnk -+ E as nk + co, for some E E K. From condition (C) and (4.1), 
we have 
I %&nJ - cpw, - 0 as n, 3 co. 
By using (4.1) again, we actually have 
I 9)&n,) - 9Jm - 0, as nk-t co. 
Hence, by the definition of /3,, and /?, and by (4.2), 
A&n,) - B(E), as nk-+ cg. 
This contradicts (4.5) and hence proves our claim. 
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It now follows from Lemma 4.1 and (4.3) that 
B3GJ -+ Fw as n--too. 
From the continuous dependence on Cauchy problems and (4.1) we have 
I9J7lumy9d)ll -+ I dP-W>ll 3 as n-co. 
But ~nK1(y3) = T(fn > L n , Y,,) and &9-l(~)) = [(f, L, Y). Therefore (4.4) 
is true and hence the theorem is proved. 
5. CAUCHY PROBLEM 
Let (1 ,l) be given. The Cauchy condition 
40) = yo , toEA, T,ERd 
associated with (1.1) may be viewed as a boundary condition of the type (1.2) 
in which Lx is defined to be x(to). Iffsatisfies condition (C), then by definition 
this boundary value problem (Cauchy problem) has at most one solution. But, 
then can we say the same about those boundary value problems that are close 
to Cauchy problem ? The answer is positive provided f satisfies a Lipschitz 
condition (Theorem 5.1). We also note that this explains in a way why many 
boundary value problems are solvable whenever the time interval is sufficiently 
small. 
THEOREM 5.1. Let fi A x Rd -+ Rd satisfy a Li’schitz condition: 
If(t,X)-f(t,Y)I <MIX-Yl, for all t EA; x, YE Rd, (5.1) 
where M > 0. Suppose that tI E A is given, and the bounded linear operator L, 
is dejined by 
L,x = x(tr). (5.2) 
Then there exists 7 = v(M, b - a) > 0 such that for every bounded linear 
operator L satisf~hg 
I/L -LII < 17, (5.3) 
and for every Y E Rd, the bounduy value problem (1. l), (1.2) has exuctb one 
solution. 
Proof. In view of Theorem 2.1, we only need to show that there exists 
7 > 0 such that for every L satisfying (5.3) and Y E Rd, (1 .l), (1.2) has at most 
one solution. 
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Let 
7 = (l/(1 + M)) e-M@+). (5.4) 
Suppose that for someL satisfying (5.3) with 71 given by (X4), and some r E Re, 
(I. I), (1.2) has two distinct soIutions, x1 and X, . Let y = x1 - X, . From (4.1) 
and (1.2), we have 
IY’I bMlYl (5.5) 
Ly = 0 (5.6) 
By a standard differential inequality argument on (5.5), we have, 
I YWI G I YW eMCb+), for all tEd. 
Since Ly = L,y + (L - L,)y = y(t,) + (L - L,)y, we have 
I LY I 2 I r(tdl - IIL --Le III IIY 111 
> I YWI - 41 + w f+(b-o) I YW 
= I YW - I Y(Ql = 0. 
This contradicts to (5.6). 
6. APPLICATIONS 
We now illustrate our main results by two examples. 
EXAMPLE 6.1 (Nicoletti boundary value problem [S]). Consider the 
boundary value problem 
x’ = f(t, x) (6.1) Xlh) r1 
Lx= . I.1 II x&2) = r-2 = r . x&d ra (6.2) 
where r E Rd and tl , t, ,..., t, E A (A = [a, b]). If t, , t, ,..., t, converge to a, 
then L converges to L, in P(cl) (but not in Z(CO)), where L,x = x(u). Then 
we have the following. 
THEOREM 6.1. Let f satisfy a Lipschitz condition: 1 f(t, x) - f(t, y)l < 
MI x -y l,foraZZtEd,x,yERd.IfI tI - a I + ( t, - a I + *.. + ( t, - a I 
is s@iciently small, then the Nicolettiproblem (6.1), (6.2) has a unique solution. 
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Moreooer, the solution of (6.1), (6.2) converges to the solution of the Cauchy 
probZemasjt,-a[++tt,-al++*.+It,-altendstoxero. 
EXAMPLE 6.2. Cauchy problem and two-point boundary value problem. 
Consider a second order scalar equation 
with initial conditions: 
d = g(t, u, u’) (6.3) 
u(a) = w, u’(a) = 93. (6.4) 
Suppose that u is the position of a particle. Then, the initial velocity ~‘(a) = ti 
is only measured as the mean velocity over some short time duration. In other 
words, to compute the solution of (6.3), (6.4), one is in fact approximating 
the solution by another solution of a two-point boundary value problem: 
d = g(t, u, u’) 
u(a) = w, u(a + e) = w, 
The following will ensure us that the approximate solutions will in fact 
converge to the solution. 
THEOREM 6.2. Suppose that g: A x R2 -+ R is continuous and satisfies: 
I At, 9 u) - g(t, u, 41 < Mo I ii - u. I + Ml I v - v I 
forallt~A,iS,~,u,v~R,whereM,,M, >O.If 
(we- w)/e+E as e-0. 
Then for su$iciently small E, there exists a unique solution u, of (5.3), (5.4). 
Moreover, 
UC + uo , u,’ -+ u,’ as E-+0 
where u. is the unique solution of (5.3), (5.4). 
7. FINAL REMARKS 
Let the system of differential equations (1.1) be given and fixed. We are 
now interested in knowing “how many” bounded linear operators L in 9(G) 
are there so that the boundary value problem (1 .I), (1.2) has exactly one 
solution. For linear systems, the answer is simple and is given as follows. 
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THEOREM 7.1. Let the linear system 
x’ = A(t)x + h(t) (7.1) 
be given, where A: [a, b] -+ RdXd and h = [a, b] + R” are continuous. Then the 
set of bounded linear operators, L: Cl + Rd, for which the boundary value 
problem (7.1) and Lx = r has exactly one solution (for each r E Rd), is open and 
dense in 9(C1). 
Proof. The openness is obvious. It is a consequence of the fact that the 
set of injective linear maps from lid onto itself is open. Next, we show that 
for every L E B(c1) and every E > 0, there exists L, E 9(Cr) such that 
11 L - L, l/r < E and the boundary value problem (7.1) and L,x = r has 
exactly one solution (for each r E R”). Let X(t) be the fundamental matrix 
of (7.1) satisfying X(a) = I (identity matrix), and let L,x = x(a). Define 
u:R-+Rby 
u(X) = det[(hC, + L)X]. 
This determinant is an analytic function of A. If u(A) = 0 for all sufficiently 
small A, then u(A) 3 0. Hence for all X > 0, 
det[(Lc + (l/h)L)X] = 0 (7.2) 
Since Cauchy problem for (7.1) h ave uniqueness property, det L,X # 0. 
Thus, (7.2) is not true for sufficiently large A. This is a contradiction. There- 
fore, there exists a sequence of reals, {A,}, A,, # 0, such that A, + 0 as n + co, 
and u&J # 0. This means that each problem (7.1) and (X,L, + L)x = r has 
exactly one solution. Since Il(h,Lc + L) - L \I1 --f 0 as n + co, we prove our 
theorem. 
For nonlinear equations, the above theorem is in general not true. This 
can be seen from the following. 
EXAMPLE 7.1. Consider the scalar equation: 
xj = (1 + 4 141 + x), 
I 
x>o 
x, x<o 
with boundary conditions: 
Lfl = x(0) = r 
L,x = x(0) - ex(l) = r, (0 < E < l/E). 
(7.3) 
(7.4) 
(7.5) 
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It can be seen that 11 L, - L a [I1 + 0 as E -+ 0. Let p(c) be a solution of (7.3) 
satisfying p(c)(O) = c. Such a solution is unique and we have 
(1 + C$ - 1 
dW = I,& 
c30 
c<O’ (74 
Consider 
It can be shown that the absolute maximum of me(c) is obtained at 
c = (ce)l/(l+) - 1. Therefore for each 0 < E < l/e, there is no solution of 
(7.3), (7.5) for sufficiently large r. Moreover, for some r, the problem (7.3), 
(7.5) has more than one solution. Thus, in every neighborhood of the Cauchy 
problem Lgv = Y (Lgz = .X(O)), there are problems with neither uniqueness 
nor existence properties. 
Remark 1. Example 7.1 also shows that the Lipschitz condition in 
Theorem 5.1 is essential and cannot be weakened to a local Lipschitz 
condition. 
Remark 2. From Theorems 7.1 and 2.1, it follows that for linear differ- 
ential equations, the uniqueness of solutions of boundary value problems 
implies the existence. This is of course well known. Our argument also gives a 
“topological” reason why this implication is in general not true for nonlinear 
differential equations. Namely, for nonlinear differential equation, the set of 
all L’s for which the corresponding boundary value problems have uniqueness 
property may not be open. 
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