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Let G be a graph and f : G → G be a continuous map. Denote by P ( f ), R( f ) and Ω( f ) the
sets of periodic points, recurrent points and non-wandering points of f , respectively. In this
paper we show that: (1) If L = (x, y) is an open arc contained in an edge of G such that
{ f m(x), f k(y)} ⊂ (x, y) for some m,k ∈N, then R( f ) ∩ (x, y) = ∅; (2) Any isolated point of
P ( f ) is also an isolated point of Ω( f ); (3) If x ∈ Ω( f ) − Ω( f n) for some n ∈ N, then x is
an eventually periodic point. These generalize the corresponding results in W. Huang and
X. Ye (2001) [9] and J. Xiong (1983, 1986) [17,19] on interval maps or tree maps.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Let (X,d) be a metric space. For any Y ⊂ X , denote by IntX (Y ), ∂X Y and Y the interior, the boundary and the closure of
Y in X , respectively. For any y ∈ Y ⊂ X and any r > 0, write B(y, r) = {x ∈ X: d(x, y) < r} and B(Y , r) = {x ∈ X: d(x, Y ) < r}.
Denote by C0(X) the set of all continuous maps from X to X . Let N be the set of all positive integers, and let Z+ =
N ∪ {0}. For any n ∈ N, write Nn = {1, . . . ,n}. For any f ∈ C0(X), let f 0 be the identity map of X , and let f n = f ◦ f n−1 be
the composition map of f and f n−1. A point x ∈ X is called a periodic point of f with period n if f n(x) = x and f i(x) = x for
1 i < n. The orbit of x under f is the set O (x, f ) ≡ { f n(x): n ∈ Z+}. Write ω(x, f ) =⋂∞i=0 O ( f i(x), f ), called the ω-limit
set of x under f . Write ω( f ) =⋃x∈X ω(x, f ), called the ω-limit set of f . x is called a recurrent point of f if x ∈ ω(x, f ).
x is called a non-wandering point of f if for any neighborhood U of x there is an n ∈ N such that f n(U ) ∩ U = ∅. Denote
by P ( f ), R( f ) and Ω( f ) the sets of periodic points, recurrent points and non-wandering points of f , respectively. From
the deﬁnitions it is easy to see that P ( f ) ⊂ R( f ) ⊂ ω( f ) ⊂ Ω( f ). A point x ∈ X is called an eventually periodic point of f if
O (x, f )∩ P ( f ) = ∅. Note that x is an eventually periodic point of f if and only if the orbit O (x, f ) is a ﬁnite set. Denote by
E P ( f ) the set of all eventually periodic points of f . Let h( f ) denote the topological entropy of f , for the deﬁnition see [2,
Chapter VIII].
A metric space X is called an arc (resp. an open arc, a circle) if it is homeomorphic to the interval [0,1] (resp. the open
interval (0,1), the unit circle S1). Let A be an arc and h : [0,1] → A be a homeomorphism. The points h(0) and h(1) are
called the endpoints of A and we write End(A) = {h(0),h(1)}. A compact connected metric space G is called a graph if there
are ﬁnitely many arcs A1, . . . , An (n 1) in G such that G =⋃ni=1 Ai and Ai ∩ A j = End(Ai) ∩ End(A j) for all 1 i < j  n.
A graph T is called a tree if it contains no circle. A continuous map from a graph (resp. a tree, a circle, an interval) to itself
is called a graph map (resp. a tree map, a circle map, an interval map).
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554 J. Mai et al. / J. Math. Anal. Appl. 383 (2011) 553–559Let G be a given graph. Take a metric d on G such that, for any x ∈ G and any r > 0, the open ball B(x, r) ≡ {y ∈ G:
d(y, x) < r} is connected. For any ﬁnite set S , let |S| denote the number of elements of S . For any x ∈ G , write valG(x) =
limr→+0 |∂G B(x, r)|, which is called the valence of x in G . x is called a branching point (resp. an endpoint) of G if valG(x) > 2
(resp. valG(x) = 1). Denote by End(G) and Br(G) the sets of endpoints and branching points of G , respectively. Take a ﬁnite
subset V (G) of G containing End(G) ∪ Br(G) such that, for any connected component E of G − V (G), the closure E is an
arc. Every point in V (G) is called a vertex of G , and every connected component of G − V (G) is called an edge. For any edge
E of G and any two points a,b ∈ E , we denote by [a,b]E (or simply [a,b] if there is no confusion) the smallest connected
closed subset of E containing {a,b}, and we write (a,b] = [b,a) = [a,b] − {a} and (a,b) = (a,b] − {b}.
In the study of dynamical systems, periodic points, recurrent points, ω-limit points, non-wandering points and the sets of
these points play an important role. Graphs (containing intervals, circles and trees) are 1-dimensional spaces. In the study of
dynamical systems of graph maps, one can obtain more, ﬁner and interesting results. It is shown that Ω2( f ) ≡ Ω( f |Ω( f )) =
P ( f ) for any interval map f , and Ω( f |Ω( f )) = R( f ) for any circle map f , see [2,14,15,17] and [6], respectively. Hence the
depths of interval maps and circle maps are at most 2. In [16], this result was generalized to continuous maps of n-od
with zero being a ﬁxed point. In [20,21], Ye studied properties of non-wandering points of tree maps and graph maps and
showed that the depths of tree maps and graph maps are at most 3. In [13], it is shown that Ω2( f ) = R( f ) also holds
for any graph map f . Block [1] studied interval maps with ﬁnite non-wandering set. Coven and Nitecki [7] and Huang
and Ye [9] studied the difference between Ω( f ) and Ω( f n) for interval map and tree map f , respectively. In [5], Coven
and Hedlund showed that P ( f ) = R( f ) for interval map f . Recently, Mai and Shao [11] showed that R( f ) = R( f ) ∪ P ( f )
for graph map f . In [3,4], Blokh constructed the “spectral” decomposition of the sets P ( f ),ω( f ) and Ω( f ) for any graph
map f , and obtained a series of applications of the “spectral” decomposition. In [8], Hric and Malek gave a full topological
characterization of the ω-limit sets of graph maps and showed that basic sets have similar properties as in the case of
the closed interval. In [18], Xiong showed that every point of Ω( f ) − P ( f ) is one-side isolated in Ω( f ) for any interval
map f .
In this paper we will study recurrent points and non-wandering points of graph maps. Our main results are following
theorems, which generalize the corresponding results in [9,17,19] on interval maps or tree maps.
Theorem 2.8. Let f : G → G be a graph map, and L = (x, y) be an open arc contained in an edge of G. If there exist m,k ∈ N such
that { f m(x), f k(y)} ⊂ (x, y), then R( f ) ∩ (x, y) = ∅.
Theorem 3.7. Let f : G → G be a graph map. Then any isolated point of P ( f ) is also an isolated point of Ω( f ).
Theorem 4.2. Let f : G → G be a graph map and x ∈ G. If x ∈ Ω( f ) − Ω( f n) for some n > 1, then x is an eventually periodic point
of f .
2. Recurrent points of graph maps in given arcs
From Lemma IV.9 of [2] or from the unique lemma of [17] one can directly derive the following proposition, which gives
a suﬃcient condition for an interval map to have a periodic point in a given subinterval.
Proposition A. Let I be a compact interval, f ∈ C0(I) and [x, y] ⊂ I . If there exist m,k ∈ N such that { f m(x), f k(y)} ⊂ (x, y), then
P ( f ) ∩ (x, y) = ∅.
In this section we will generalize the study to graph maps. We will present a theorem, which gives a suﬃcient condition
for a graph map to have recurrent points in a given arc. First we raise a lemma, which is simple but useful.
Lemma 2.1. Let f : G → G be a graph map, L = (a,b) be an open arc contained in an edge of G, and c ∈ (a,b). If c = f k(b) for some
k ∈ N and P ( f ) ∩ [a,b] = ∅, then [a, c] ⊂⋃∞i=1 f ik([c,b]).
Proof. Write W =⋃∞i=1 f ik([c,b]). Then W is a connected set containing c = f k(b). If there exists u ∈ [a, c] − W , then,
since P ( f k) ∩ [a,b] = P ( f ) ∩ [a,b] = ∅, we have W ⊂ (u,b) and f k(W ) ⊂ W ⊂ [u,b]. But this will yield P ( f ) ∩ [a,b] ⊃
P ( f k) ∩ W = ∅ and lead to a contradiction. Thus we must have [a, c] ⊂ W . 
The following three lemmas are also useful in this paper, which are results obtained in [12,13].
Lemma 2.2. (See [12, Corollary 1].) Let f : G → G be a graph map. Then x ∈ Ω( f ) if and only if there exist points xk → x and positive
integers nk → ∞ such that f nk (xk) = x.
Lemma 2.3. (See [12, Proposition 3].) Let f : G → G be a graphmap. If x ∈ Ω( f )− R( f ), then there exist ε > 0with B(x, ε)∩ V (G) ⊂
{x} and y ∈ ∂G B(x, ε) such that B(x, ε) ∩ (⋃∞n=1 f n([x, y])) = ∅.
J. Mai et al. / J. Math. Anal. Appl. 383 (2011) 553–559 555Lemma 2.4. (See [13, Proposition 2.3].) Let f : G → G be a graph map, L = (a,b) be a connected component of G − R( f )− V (G), and
x ∈ (a,b) ∩ Ω( f ). If there exists y ∈ (x,b) such that x /∈⋃∞n=1 f n([x, y]), then f m(w) /∈ [x,w) for any w ∈ (x,b] and any m ∈ N.
From the above three lemmas we can obtain
Proposition 2.5. Let f : G → G be a graph map, L = (a,b) be a connected component of G − R( f ) − V (G), and x ∈ (a,b) ∩ Ω( f ).
Then there exists y ∈ (a,b) − {x} such that [x, y] ∩ (⋃∞n=1 f n([x,b])) = ∅ with y ∈ (x,b), or [y, x] ∩ (⋃∞n=1 f n([a, x])) = ∅ with
y ∈ (a, x).
Proof. Let xk → x be as in Lemma 2.2. We may assume that (x1, x2, . . .) is a monotonic sequence in (a,b). If {x1, x2, . . .} ⊂
(a, x), then by Lemma 2.3 there is y ∈ (x,b) such that [x, y] ∩ (⋃∞n=1 f n([x, y])) = ∅, and by Lemma 2.4 we get [x, y] ∩
(
⋃∞
n=1 f n((y,b])) = ∅, these lead to [x, y] ∩ (
⋃∞
n=1 f n([x,b])) = ∅. Similarly, if {x1, x2, . . .} ⊂ (x,b), then there is y ∈ (a, x)
such that [y, x] ∩ (⋃∞n=1 f n([a, x])) = ∅. 
Lemma 2.6. Let f : G → G be a graph map, L = (a,b) be an open arc contained in a connected component of G − R( f ) − V (G), and
c ∈ (a,b). If b = f m(a) and c = f k(b) for some m,k ∈ N, then there exists j ∈ N such that f m+ jk(c) ∈ (c,b).
Proof. Assume on the contrary that f m+ jk(c) /∈ (c,b) for all j ∈ N. Noting that [a,b] ∩ P ( f ) = ∅, from f m+k(a) = c
and f m+k(c) /∈ (c,b) we see that there exists a1 ∈ (a, c) such that f m+k([a,a1]) ⊃ [c,b] with f m+k(a1) = b. Also, from
f m+2k(a1) = c and f m+2k(c) /∈ (c,b) we see that there exists a2 ∈ (a1, c) such that f m+2k(a2) = b. By induction, we get
points a1,a2, . . . ∈ (a, c) satisfying f m+ik(ai) = b and ai+1 ∈ (ai, c) for all i ∈ N. Let u = limi→∞ ai . Then u ∈ (a, c]. By Lemma
2.1, there exists v ∈ (c,b] such that u ∈ O (v, f k) ⊂ O (v, f ).
Note that f m+(i+1)k([ai,ai+1]) is a connected set containing both c = f m+(i+1)k(ai) and b = f m+(i+1)k(ai+1). If there
exists i ∈ N such that v /∈ f m+(i+1)k([ai,ai+1]), then we have v ∈ (c,b) and [ai,ai+1] ⊂ (a, c) ⊂ f m+(i+1)k([ai,ai+1]), and
there exists an arc A ⊂ [ai,ai+1] such that f m+(i+1)k(A) = [ai,ai+1]. But this contradicts P ( f ) ∩ [ai,ai+1] = ∅. Thus for each
i ∈ N there exists ui ∈ [ai,ai+1] such that f m+(i+1)k(ui) = v , which implies u ∈ O (ui, f ). Hence, by Lemma 2.2 we have
u ∈ Ω( f ), and by Proposition 2.5 we get u /∈ O (v, f ). But this still lead to a contradiction, and Lemma 2.6 is proved. 
Lemma 2.7. Let f : G → G be a graph map, and L = (a,b) be an open arc contained in an edge of G. If there exist m,k ∈ N such that
f m(a) = b and f k(b) ∈ (a,b), then R( f ) ∩ (a,b) = ∅.
Proof. Assume on the contrary that R( f ) ∩ (a,b) = ∅. Then R( f ) ∩ [a,b] = ∅ since f m+k(a) = f k(b) ∈ (a,b) and (a,b) ∩
V (G) = ∅. Write a1 = a,a2 = b and a3 = c = f k(b). By Lemma 2.6, there exist points {ai: i ∈ N} ⊂ [a,b] such that ai+1 ∈
O (ai, f ) and ai+2 ∈ (ai,ai+1) for all i ∈ N. Clearly, both (a1,a3,a5, . . .) and (a2,a4,a6, . . .) are strictly monotonic sequences.
Let x = limi→∞ a2i+1. Then x ∈ ω(a, f ) ⊂ ω( f ) ⊂ Ω( f ), and a2i+2 ∈ (x,a2i) for all i ∈ N. On the other hand, by Lemma 2.4
we should have a2i+2 /∈ [x,a2i). This contradiction shows that R( f ) ∩ (a,b) = ∅ must hold. 
We now give the main result of this section and its proof.
Theorem 2.8. Let f : G → G be a graph map, and L = (x, y) be an open arc contained in an edge of G. If there exist m,k ∈ N such
that { f m(x), f k(y)} ⊂ (x, y), then R( f ) ∩ (x, y) = ∅.
Proof. If P ( f ) ∩ (x, y) = ∅, then the theorem holds since P ( f ) ⊂ R( f ). We now assume that P ( f ) ∩ (x, y) = ∅. Write
w = f k(y). If y ∈ f m([x,w]), then there exists a point a ∈ (x,w) such that f m(a) = y and f k(y) = w ∈ (a, y), and by
Lemma 2.7 we get R( f ) ∩ (x, y) ⊃ R( f ) ∩ (a, y) = ∅. If y /∈ f m([x,w]), then f m(u) ∈ (u, y) for all u ∈ [x,w]. In this case we
have f k(y) = w and f m(w) ∈ (w, y), and by Lemma 2.7 we also get R( f ) ∩ (x, y) ⊃ R( f ) ∩ (w, y) = ∅. 
Corollary 2.9. Let f : G → G be a graph map, C be a circle in G, and v ∈ C. If C ∩ Br(G) = {v}, and f m(v) ∈ C for some m ∈ N, then
R( f ) ∩ C = ∅.
Proof. It suﬃces to consider the case that f m(v) ∈ C − {v}. Choose an r > 0 such that f m(B(v, r)) ∩ B(v, r) = ∅. Then
f m(B(v, r)) ⊂ C − B(v, r). Let x and y be the two points in C ∩ ∂G B(v, r). Take the set V (G) of vertexes of G such that
V (G) ∩ C = {v, x, y}. Let L = (x, y) = C − B(v, r). Then L is an edge of G and f m({x, y}) ⊂ L. By Theorem 2.8, we have
R( f ) ∩ C ⊃ R( f ) ∩ L = ∅. 
Remark 2.10. It is easy to show that, in Theorem 2.8, if G = T is a tree, then the conclusion R( f ) ∩ (x, y) = ∅ can be
strengthened to be P ( f )∩ (x, y) = ∅. However, if G is not a tree, then the conclusion in the theorem cannot be strengthened
so. For example, let G = C be a circle, and f : C → C be an irrational rotation. Then for any open arc (x, y) in C there exist
m,k ∈ N such that { f m(x), f k(y)} ⊂ (x, y), but we do not have P ( f ) ∩ (x, y) = ∅ since P ( f ) = ∅.
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In [19], Xiong proved the following:
Proposition B. (See [19, Proposition 2], also [2, Proposition IV.35].) Let f : I → I be an interval map. Then any isolated point of P ( f )
is also an isolated point of Ω( f ).
In this section we will generalize this result to graph maps. First we recall a well-known lemma. This lemma is trivial,
but it is very useful in the study of interval maps.
Lemma 3.1. Let f : R → R be a continuous map. If there exist a compact interval A ⊂ R and m ∈ N such that f m(A) ⊂ A or
f m(A) ⊃ A, then P ( f ) ∩ A = ∅.
The following lemma is also trivial, which is a generalization of Lemma 3.1.
Lemma 3.2. Let X be a topological space and f : X → X be a continuous map. If there exist an arc A ⊂ X and m ∈ N such that one of
the following two conditions holds:
(1) f m(A) ⊂ A;
(2) f m(A) ⊃ A, and there exist a subarc L of A such that f m(L) = A;
then P ( f ) ∩ A = ∅.
In Lemma 3.2, the second condition “ f m(A) ⊃ A, and there exist a subarc L of A such that f m(L) = A” cannot be
simpliﬁed to “ f m(A) ⊃ A” only. In fact, we have:
Example 3.3. For any t ∈ R, write wt = e2π it , where i =
√−1. Then wt is a point in the complex plane C. Let S1 =
{wt : t ∈ R}. Then S1 is the unit circle. Let r > 0 be a given irrational number. Deﬁne a homeomorphism ψ : S1 → S1 by
ψ(wt) = wt+r for any t ∈ R. Let C = {2wt : t ∈ R}. Then C is a circle in C with radius 2. We can deﬁne a continuous
surjection h : C → S1 satisfying the following three conditions:
(1) for any n ∈ Z+ , h−1(w−nr) is an arc in C with length 2−n;
(2) for any w ∈ S1 − {w−nr: n ∈ Z+}, h−1(w) contains exactly one point;
(3) for any connected subset W of S1, h−1(W ) is a connected subset of C .
And then we can construct a continuous map f : C → C such that
(4) for any n ∈ N, f (h−1(w−nr)) = h−1(wr−nr), and f |h−1(w−nr) is an injection;
(5) for any w ∈ S1 − {w−nr: n ∈ N}, f (h−1(w)) = h−1(ψ(w));
(6) hf = ψh, that is, h is a topological semi-conjugacy from f to ψ .
Let L = h−1(w0). Then L is an arc in C , f sends L to the point h−1(wr), and f |(C − L) is an injection. Let A = C − L. Then
A is an arc and f (A) = C ⊃ A, but we do not have P ( f ) ∩ A = ∅ since f itself is a circle map having no periodic points.
For the structure of general graph maps having no periodic points, see [10].
Lemma 3.4. Let f : G → G be a graph map. Then any isolated point of P ( f ) is also an isolated point of R( f ).
Proof. Let x be a periodic point of f with period λ. Write g = f λ . Then P ( f ) = P (g), R( f ) = R(g) and g(x) = x. If x is
isolated in P ( f ) but x is not isolated in R( f ), then there exists an arc A = [x, y] in G such that (x, y] ∩ (P (g) ∪ V (G)) = ∅
and (x, y) ∩ R(g) = ∅. For the convenience of statement, we may assume that [x, y] = [0,1] is the unit interval with x = 0
and y = 1. Take a point w ∈ R(g) ∩ (0,1). Since w /∈ P ( f ), it is easy to see that there exist integers m > j > 0 and points
{w0,w j,wm} ⊂ O (w, g) ∩ (0,1) such that w j = g j(w0), wm = gm(w0), and 0< w0 < wm < w j < 1.
Take points a ∈ (0,w0) and b ∈ (w0,wm) such that [a,b], g j([a,b]) and gm([a,b]) are mutually disjoint closed intervals
contained in (0,1). Write I0 = [a,b], I j = g j(I0), and Im = gm(I0). Then wn ∈ In for n ∈ {0, j,m}.
Since O (w, g) ∩ Im ⊃ gm(O (w, g) ∩ I0) is an inﬁnite set contained in R(g) − P (g), there exist {u, v} ⊂ O (w, g) ∩ Im and
k ∈ N such that v = gk(u) < u. Let Y =⋃∞n=0 gnk([v,u]). Then Y is a connected set. If x = 0 /∈ Y , then, since P (g)∩ (0,u] = ∅,
we will have Y ⊂ (0,u], and (u, gk(u), g2k(u), . . .) will be a strictly decreasing sequence in (0,u]. But this contradicts that
u ∈ R(gk) = R(g). Thus we have 0 ∈ Y , that is, there exists γ ∈ N such that 0 ∈ gγ k([v,u]).
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gm− j([a j,b j]) = [v,u]. Since u ∈ R(gk) and x = 0 < a0 < b0 < v < u < a j < b j < 1, there is an integer β > γ such that
gβk(u) ∈ (v,a j). Let W = gβk([v,u]). Then W is a connected set containing both x = 0 and gβk(u), and hence W ∩{b0,a j} =
∅. Let r = max(g−βk(0) ∩ [v,u]), and t = min(g−βk({b0,a j}) ∩ [r,u]). Then v < r < t < u. If gβk(t) = b0, then there ex-
ists s ∈ (r, t) such that gβk([s, t]) = [a0,b0] and hence gβk+m([s, t]) = [v,u]. By Lemma 3.2, we have P (g) ∩ [v,u] = ∅.
But this will lead to a contradiction. If gβk(t) = a j , then there exists s ∈ (r, t) such that gβk([s, t]) = [a j,b j] and hence
gβk+m− j([s, t]) = [v,u]. By Lemma 3.2, we also have P (g) ∩ [v,u] = ∅, and this still lead to a contradiction. Thus each
isolated point x of P ( f ) must be isolated in R( f ). Lemma 3.4 is proved. 
Lemma 3.5. (See [13, Proposition 2.5].) Let f : G → G be a graph map, L = (x0,b) be a connected component of G − R( f ) − V (G),
and x1, x2, . . . , xn be n points in Ω( f )∩ L with n > 1 and xi ∈ (xi−1, xi+1) for 1 i  n− 1. If there exist y ∈ G and z ∈ (x0, x1) such
that y ∈⋂ni=1 O (xi, f ) and x1 ∈ O (z, f ), then valG(y) n.
Corollary 3.6. Let f : G → G be a graph map, L = (u, v) be a connected component of G − R( f )− V (G), and w1,w2, . . . ,w2n−1 be
2n − 1 distinct points in Ω( f ) ∩ L with n > 1. If there exists y ∈ G such that y ∈⋂2n−1i=1 O (wi, f ), then valG(y) n.
Proof. We may assume that wi ∈ (wi−1,wi+1) for 2  i  2n − 2. Since wn ∈ Ω( f ) − R( f ), by Lemma 2.2, there exists
z ∈ (wn−1,wn+1) − {wn} such that wn ∈ O (z, f ). For i ∈ Nn , put xi = wn+1−i if z ∈ (wn,wn+1), and put xi = wi+n−1 if
z ∈ (wn−1,wn). Then from Lemma 3.5 we get valG(y) n. 
We now give the main result of this section and its proof, which is a generalization of the above Proposition B.
Theorem 3.7. Let f : G → G be a graph map. Then any isolated point of P ( f ) is also an isolated point of Ω( f ).
Proof. Let x be an isolated point of P ( f ). Then by Lemma 3.4 there exists a connected open neighborhood W of x in
G such that (W − {x}) ∩ (R( f ) ∪ V (G)) = ∅. Let m be the period of x under f , and let n = max{valG(v): v ∈ G}. Then
f m(x) = x, and there exists a neighborhood U ⊂ W of x such that f im(U ) ⊂ W for all i ∈ N(2n+1)n . Assume that x is not
isolated in Ω( f ). Then there is an arc A = [x,u] ⊂ U such that (x,u) ∩ Ω( f ) is an inﬁnite set. Let w1,w2, . . . ,w2n+1 be
2n+1 points in (x,u)∩Ω( f ). If x ∈⋂2n+1i=1 O (wi, f ), then by Corollary 3.6 we will have valG(x) n+1. But this contradicts
the deﬁnition of n. If there exists k ∈ N2n+1 such that x /∈ O (wk, f ), put Q = { f im(wk): i ∈ N(2n+1)n}. Then there is an arc
A′ = [x,u′] ⊂ W such that (x,u′) ∩ Q contains at least 2n + 1 points. Let v1, v2, . . . , v2n+1 be 2n + 1 points in (x,u′) ∩ Q .
Write y = f (2n+2)n(wk). Then we have y ∈⋂2n+1i=1 O (vi, f ), and by Corollary 3.6 we will get valG(y) n + 1. But this still
lead to a contradiction. Thus the isolated point x of P ( f ) must be isolated in Ω( f ). Theorem 3.7 is proved. 
4. Eventually periodic non-wandering points of graph maps
For tree maps, Huang and Ye [9] proved the following:
Theorem C. (See [9, Theorem 1.1].) Let T be a tree, f ∈ C0(T ) and x ∈ Ω( f ). Then
(1) x ∈ Ω( f n) for each n ∈ N if O (x, f ) is inﬁnite;
(2) Ω( f ) = Ω( f n) for each n ∈ N if h( f ) = 0.
In this section we will generalize the ﬁrst conclusion of this theorem to graph maps, and will give an example to show
that the second conclusion of this theorem is not true for general graph maps. Note that the ﬁrst conclusion of Theorem C
has an equivalent statement: If f : T → T is a tree map and x ∈ Ω( f ) − Ω( f n) for some n > 1, then the orbit O (x, f ) is a
ﬁnite set, that is, x is an eventually periodic point of f .
Let G be a graph. A tree T in G is called a topologically maximal subtree of G if Br(T ) = Br(G) and valT (v) = valG(v) for
all v ∈ Br(T ). Deﬁne a function
ξ(G) =
∑
{valG(v) − 2: v ∈ Br(G)},
called the total branching number of G . For any connected set X ⊂ G , let N(X,G) denote the number of connected compo-
nents of X − Br(G). We ﬁrst present a lemma, which gives the supremum of numbers of boundary points of connected sets
in G .
Lemma 4.1. Let G be a graph, T be a topologically maximal subtree of G which contains no endpoint of G, and X ⊂ G be a connected
set. Then
|∂G X | |∂G T | =
∣∣End(T )∣∣= ξ(G) + 2.
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the deﬁnition of topologically maximal subtree T we see that ξ(T ) = ξ(G) and ∂G T ⊂ End(T ). On the other hand, since T
contains no endpoint of G , we have End(T ) ⊂ ∂G T . Thus ∂G T = End(T ), and hence |∂G T | = |End(T )| = ξ(G) + 2.
It remains to show that |∂G X | ξ(G) + 2. We may consider only the case that X contains more than one point. Write
c = sup{d(x, y): x, y ∈ X}. Since X is connected, for any edge E of G , ∂G X ∩ E contains at most two points. Thus ∂G X is a
ﬁnite set. Take an ε ∈ (0, c/9] such that (B(y,2ε)−{y})∩Br(G) = ∅ for any y ∈ ∂G X ∪ End(G). Let X1 = X −⋃{B(y, ε): y ∈
(X − X) ∪ End(G)}. Then X1 is a connected closed subset of G , X1 ∩ End(G) = ∅, and |∂G X | |∂G X1|. Again, choose a ﬁnite
set S ⊂ X1 −Br(G) and an δ ∈ (0, c/9] such that X1 − S is a connected set containing no circle and B(S,2δ)∩Br(G) = ∅. Put
X2 = X1 − B(S, δ). Then X2 is a subtree of G and |∂G X1| |∂G X2|. Note that if X1 itself is a tree then we can take S = ∅
and X2 = X1 − B(∅, δ) = X1 − ∅ = X1. Finally, we can take a sequence of subtrees X2 ⊂ X3 ⊂ · · · ⊂ Xm of G for some m 2
such that
(1) N(Xi+1,G) = N(Xi,G) + 1 and |∂G Xi | |∂G Xi+1|, for 2 i m − 1,
(2) Xi ∩ End(G) = ∅, for 2 i m,
(3) Xm is a topologically maximal subtree of G .
Therefore, we get |∂G X | |∂G X1| |∂G X2| · · · |∂G Xm| = ξ(G) + 2. Lemma 4.1 is proved. 
We now give the main result of this section and its proof, which is a generalization of the ﬁrst conclusion of the above
Theorem C.
Theorem 4.2. Let f : G → G be a graph map and x ∈ G. If x ∈ Ω( f ) − Ω( f n) for some n > 1, then x is an eventually periodic point
of f .
Proof. Since x ∈ Ω( f ) but x /∈ Ω( f n), from Lemma 2.2 we see that there exist {x1, x2, . . .} ⊂ G , λ ∈ Nn−1 and {β1 < β2 <
β3 < · · ·} ⊂ N such that limi→∞ xi = x and f nβi+λ(xi) = x for all i ∈ N. Write ki = nβi + λ. Let
S =
{
j ∈ Nn: x ∈
∞⋂
m=1
( ∞⋃
β=1
f nβ+ jλ
(
B(x,1/m)
))}
.
Then 1 ∈ S and n /∈ S . Let μ = max(S). Then 1 μ n − 1, and there exist {y1, y2, . . .} ⊂ G and {γ1 < γ2 < γ3 < · · ·} ⊂ N
such that limi→∞ yi = x and f nγi+μλ(yi) = x for all i ∈ N. Write mi = nγi + μλ.
Since μ + 1 /∈ S , there exists a connected open neighborhood U = B(x, ε) such that x /∈⋃∞β=1 f nβ+(μ+1)λ(U ). Without
loss of generality, we may assume that the above points {x1, x2, . . .} and {y1, y2, . . .} are all in U . So, for any i > j  1, we
have
f ki−k j (x) = f ki−k j ( f k j (x j))= f ki (x j) ∈ f ki (U ) ⊂ IntG( f ki (U ))∪ ∂G( f ki (U )).
If f ki−k j (x) ∈ IntG( f ki (U )) for some i > j  1, then there exists a suﬃciently large integer p ∈ N such that f ki−k j (yp) ∈
IntG( f ki (U )) ⊂ f ki (U ). Hence, there is a point w ∈ U such that f ki−k j (yp) = f ki (w), which implies that
x = f mp (yp) = f mp−ki+k j
(
f ki−k j (yp)
)= f mp+k j (w) ∈ f mp+k j (U ) = f n(γp+β j)+(μ+1)λ(U ) ⊂ ∞⋃
β=1
f nβ+(μ+1)λ(U ).
But this will lead to a contradiction. Thus, for any i > j  1, we must have f ki−k j (x) ∈ ∂G( f ki (U )). Since f ki (U ) is a con-
nected subset of G , by Lemma 4.1, its boundary ∂G( f ki (U )) contains at most ξ(G) + 2 points. Let q = ξ(G) + 4. Then there
exist 1  j < i < q such that f kq−ki (x) = f kq−k j (x) ∈ ∂G( f kq (U )). This means that x is an eventually periodic point of f .
Theorem 4.2 is proved. 
We now give an example to show that the second conclusion of Theorem C is not true for general graph maps.
Example 4.3. For any n 2, there exists a graph map f : G → G such that h( f ) = 0 but Ω( f ) = Ω( f n).
Proof. For k ∈ {0,1, . . . ,n − 1}, let Sk = {(x, y,k(1 − x)) ∈ R3 : x2 + y2 = 1}. Then Sk is a (topological) circle. Let A =
{(x,0,0) ∈ R3: −1  x  0}. Then A is a line segment. Put G = A ∪ (⋃n−1k=0 Sk). Then G is a graph in R3. Deﬁne a con-
tinuous map f : G → G by
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⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
(x, y, (k + 1)(1− x)) ∈ Sk+1, if (x, y, z) ∈ Sk and 1 k n − 2;
(x, y,0) ∈ S0, if (x, y, z) ∈ Sn−1;
(cos2θ, sin2θ,1− cos2θ) ∈ S1, if (x, y, z) = (cos θ, sin θ,0) ∈ S0 with θ ∈ [0,π ];
(1,0,0) ∈ S1, if (x, y, z) ∈ S0 with y  0;
(cos(1+ x)π, sin(1+ x)π,0) ∈ S0, if (x, y, z) = (x,0,0) ∈ A.
Then we have Ω( f ) = {(1,0,0), (−1,0,0)} = Ω( f n) = {(1,0,0)}. On the other hand, by [2, Theorem VIII.6], we have h( f ) =
h( f |Ω( f )). Since Ω( f ) contains only two points, h( f |Ω( f )) = 0. Thus we have h( f ) = 0. 
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