Abstract -The well-known Baum-Eagon inequality I31 provides an effective iterative scheme for finding a local maximum for homogeneous polynomials with positive coefticients over a domain of probability values. However, in many applications we are interested in maximizing a general rational function. We extend the Baum-Eagon inequality to rational functions. We briefly describe some of the applications of this inequality to statistical estimation problems.
I. INTRODUCTION
E DESIGN an algorithm in this paper for the maximization of rational functions over linear domains. The algorithm we develop is an extension of the well-known inequality that was derived by Baum and Eagon (see 131) for an arbitrary homogeneous polynomial P ( X ) = P ( ( X i j } ) with nonnegative coefficients of degree d in variables X i j , i = 1,. * , p , j = 1,. .,qi. Assuming that this polynomial is defined over a domain of probability values, D: x i j 2 0, Cy= l x i j = 1 , they show how to construct a transformation T : U 4 D for some U c D such that the following property holds.
Property A: For any x E U and y = T ( x ) , P ( y ) > P ( x ) unless y = x .
Polynomials of this type appear in various statistical problems dealing with the estimation of probabilistic functions of Markov processes via the maximum likelihood technique, and the previous inequality provides an effective iterative scheme for finding a local maximum (or near-maximum). A general paradigm used for maximization is an E-M algorithm (Expectation-Maximization) (see [51, [61) . In certain statistical problems it was found that estimation of parameters via some other criteria that use conditional likelihood, mutual information [2] , or the recently introduced If-criteria [71 can give empirically better results than estimation via maximum likelihood. These problems require finding local maxima for rational functions over domains of probability values and an analog of the Baum-Eagon inequality for rational functions will enable us to use an iterative E-M-like algorithm for maximizing these functions. We will describe just such an extension in this paper.
Given the domain D (previously defined) and a rational function R ( X ) = S , C X ) / S , ( X ) (where S 1 ( X ) , S 2 ( X ) are If a transformation T : D -+ D satisfies Property B we will say that T is a growth transformation of D for R ( X ) . In this paper we establish relations between growth transformations of polynomials and rational functions, thereby providing a method for constructing growth transformations for rational functions.
The rest of this paper is organized as follows. In Section I1
we will show that the growth transformations for a rational function R ( X ) can be obtained from growth transformations for a family of homogeneous polynomials with nonnegative coefficients attached in a certain way to the rational function R ( X ) and the domain D. In Section 111 we reproduce the Baum and Eagon result for polynomials. Given a rational function our method provides not one but a whole family of growth transformations. Some of these will be described in Section IV. A simple example illustrating our algorithm is also presented in that section. In Section V we present a discussion on some applications of our approach to statistical estimation problems. Concluding remarks are presented in Section VI.
A REDUCTION OF THE CASE OF RATIONAL FUNCTIONS TO POLYNOMIALS
In this section we show how to reduce the problem of finding growth transformations for rational functions to the corresponding problem for polynomials. Recall that R( X ) = S , ( X ) / S , ( X ) is a ratio of two polynomials S , ( X ) , S , ( X ) in variables X = { X i j } , i = l ; . . , p , j = l ; . . , q , defined over a domain For simplicity we assume throughout this paper that S 2 ( x ) > 0 for any x E D . All statements in this paper can be easily modified so that they will hold for more general rational functions. This generalization will appear elsewhere. We are looking for a (growth) transformntion T : D -+ D such that the Property B holds.
Our reduction of the previous problem to an instance that involves only homogeneous polynomials having nonnegative coefficients will proceed along the following steps. First, we reduce the problem of finding a growth transformation for rational functions to one of finding a growth transformation for a specially formed polynomial. We then show how to reduce this problem to one of finding growth transformations for a nonhomogeneous polynomial with nonnegative coefficients. Finally, we show that the inequality derived by Baum and Eagon can be easily extended to nonhomogeneous polynomials with nonnegative coefficients. In what follows we describe these steps in greater detail.
Step 1) First we show that for any x E D there exists a 
for any y E D (the fact the T is a growth transformation would follow from the fact that
> Py(y)). Thus we see that we can construct growth transformations for rational functions if we could do so for an arbitrary polynomial.
Step 2) In this step, the most crucial for our work, we show that for any polynomial P,.(X) there exists a polynomial P J X ) with nonnegative -coefficients such that any growth transformation of D for the P $ X ) is also a growth transformation for P,,(X). It will easily follow from the following general facts. Proof: (a) Let d be the degree of P ( X ) and a its minimal negative coefficient ( a = 0 if no negative coefficient exists). Then a polynomial, is constant in D (its value in D is equal to -a ( p + 1)" since E?='X,, = 1). Now, every possible monomial in P ( X ) also occurs in C ( X ) . Since a c 0 is the smallest negative cocfficient in P ( X ) , it is easily seen that the sum of the coeffi-' I n order to avoid complex notation we do not explicitly indicate that P, is associated with the rational function R . This will be clear from context.
cients of corresponding monomials in P ( X ) and C ( X ) is nonnegative. b) Since P Y X ) and P ( X ) differ only by a constant in D ,
it is clear that P ' ( y ) > P Y X ) for any y , x E D if and only if P ( y ) > P ( x ) , proving the second statement of the lemma. U
Step 3) Now in order to be able to apply the Baum-Eagon result it remains to show that the problem of finding a growth transformation for a polynomial with nonnegative coefficients can be reduced to the same problem for a homogeneous polynomial with nonnegative coefficients. For this we proceed as follows. Let P ' ( X ) be as in the Step 21, let d be a degree of P Y X ) and let us consider the homogeneous polynomial 
The additional variable YP+',' is equal to 1 in D'. Therefore, in fact, the pair ( P " ( Y > , 0 ' ) is an equivalent representation of the pair (P'( X ) , D ) in the sense that there is the bijection f :
such that l) and such that for any x E D P ' ( x ) = P " ( f ( x ) ) . Thus, if T is a growth transformation for P" then the composition of the maps f -' . T . f is a growth transformation for P'. This completes the third step. Summarizing all three steps we see that for a rational function R ( X ) over domain D one can construct a family of homogeneous polynomials with nonnegative coefficients parameterized by points x in D such that a growth transformation of D for R ( X ) can be reconstructed from a family of growth transformations for these polynomials. Thus, to give explicit formulas for growth transformations for rational functions, we will require the inequality that was derived by Baum and Eagon. We will review their result in the next section.
AN INEQUALITY FOR A POLYNOMIAL
In this section we state one theorem from [3] and give its extensions in the corollary. ri(x;c) = r l , ( x ; c ) .
(13)
We call C admissible (for R ( X ) ) if for any i , j, and x E D, T l j ( x ; C ) 2 0, and I',(x;C)> 0. For any admissible C we consider the transformation T C of D whose ij coordinate is
The version of the proof of this theorem that was given in [3] essentially used the homogeneity condition for a polynomial. In order to extend the theorem to nonhomogeneous polynomials one can use the construction from Section 11. More precisely, let P be as in 
only by a constant ( = l), and (P", 0') is the equivalent representation of ( P , D ) in the sense of Step 3) in Section 11, we have the following corollary. Corollary 3.2: Theorem 3.1 remains true for nonhomogeneous polynomials with nonnegative coefficients.
A similar extension of Theorem 3.1 can be found in [4] . Remark: Adding to P a suitable auxiliary polynomial (say (Er:?, j = l X l j ) n > that is constant in D one can obtain a new polynomial with the property that the denominator in (6) is nonzero for all x E D and thus the transformation corresponding to this polynomial is correctly defined for all x E D. All polynomials that are derived from rational functions in subsequent parts of this paper will, in fact, satisfy the previous property.
IV. GROWTH TRANSFORMATIONS FOR RATIONAL FUNCTIONS
In this section we keep the notation of Section I1 and in addition we give some new definitions. Given a rational function R ( X ) and a real number C let (It is easy to see that this definition is correct, i.e., T C maps D into itself.) Now we can describe some growth transformations of R ( X ) . Theorem 4.1: Let R ( X ) be a rational function in variables XI,. There exists a constant NR such that any C 2 NR is admissible for R ( X ) and for any such C a map T C is a growth transformation of D for R ( X ) .
Proof:
In the proof of this theorem we will follow steps from Section 11. From
Step 2 ) it follows that for any x E D there exists a constant N, such that the following polynomial has only nonnegative coefficients-P , ( X ) + C , ( X ) where ( x l , y,, 2 , ) .
(Obtain a polynomial with nonegative coefficients)
Note that the last term is constant over the domain
This polynomial is already homogeneous so the update formulas of (6) can be applied. Use the update formulas from (6) . As can be seen from these graphs, the value of the function improves rapidly.
V. APPLICATIONS
The motivation for the work reported in this paper came from a study of the parameter estimation problem in speech recognition. Certain criteria used in the estimation of the parameters of hidden Markov models for words in speech recognition result in the maximization of rational functions Fig. 1. R , X , Y, and Z versus iteration index starting from (0.3, 0.3, 0.4) .
over a domain of probability values and a fast maximization algorithm for such functions is highly desirable. We discuss some details of this application next.
Let W,, k = 1,. . . , V be hidden Markov models for words in the vocabulary. Let us assume for notational convenience that the states in all the models have unique numbers i, i = 1,2, * *, S. Typically, the word models are constructed by concatenating models for the phones (basic units of speech) as shown in Fig. 3 and Fig. 4 . In the simplest case the output on the arcs of these models are acoustic labels. The acoustic signal is sampled, digitized, and feature vectors are extracted from it. These are vector quantized to produce a sequence of labels y'= (yl; . ., yn). A hidden Markov model for a word2
Wk is a parametric probability function giving the likelihood of a sequence of labels $k = ( y,,
. ., Y , +~) on the hypothesis that w k was uttered. The parameters 0 of these models w k are the probabilities a = { a i j } , where aij is the 2For convenience, we refer to both the word and the associated HMM as W,. For instance we might desire to maximize the conditional likelihood P,(YIY) which, for isolated word speech can be written as tion that was being maximized was I where h is a parameter of the algorithm. In each iteration of the maximization algorithm we used a transformation based 9n (18). In each iteration the updated parameters 2,, and brlk were obtained using the following:
Here x is the point in the parameter domain defined by the values a,, and brJk in the current iteration. The partial derivative of log H, appearing in the above formulas can be easily seen to be correct. The update formulas in (18) 
No aajj D, d a j j
In the update formulas 1/N, cancels out in the numerator and denominator, changing only the value of the constant C ( x ) , which does not affect the correctness of the formulas. Similarly for the update formulas for brJk. In a practical implementation, the use of logs makes it easier to keep the values within the dynamic range of the computer.
Since faster convergence requires a small constant c in (18) and determination of such a constant is rather involved, we used an approximate version of this transformation. The values of C ( x ) and D ( x ) in each iteration were chosen to make all the derivatives positive,
The likelihood functions Po( $1 W,,) are polynomials in the parameters 0 =(a,,, b,,k) and hence the conditional likelihood is a rational function of the parameters. Other estimation criteria that give rise to rational objective functions are the maximum mutual information criterion [21 and its generalization, the H-criterion [71. (For a discussion of the motivation for using such a criterion see 121 or [7] .)
The algorithm described in this paper provides a fast method for estimating the parameters of the models using such criteria.
A. Implementation
We implemented this algorithm for estimating the parameters ai+ bijk using the H-criterion [7] . The objective func-
where E is a small positive constant. We used a forward-backward algorithm (see [l] ) to compute the derivatives that go into this transformation.
Notice that for sufficiently large values of C ( x ) and D(x) one can prove that the transformation given by (33) and (34) is a growth transformation for the H-criterion. However, for the choice of values in (36) and (37) we cannot prove this. In other words, the algorithm is not guaranteed to increase the value of the objective function in each iteration. However, the values in (36) and (37) are easy to compute and experiments show that the objective function increases very rapidly from one iteration to the next, illustrating the usefulness of this modified version of our algorithm in practical problems.
This algorithm was used to estimate the parameters of Table I . These results were obtained after going through six iterations of each algorithm. As is evident from this table, our algorithm succeeds in increasing the objective function an order of magnitude or more above what is achieved by the gradient hill climbing algorithm for the same number of iterations. In fact, the gradient algorithm requires fifty or more iterations to obtain a comparable improvement in the objective function. Notice that the amount of computation required in each iteration of our algorithm is the same as that required by the gradient hill climbing algorithm that we had implemented. In practice too much computation power is required to run about fifty iterations of such an algorithm on practical data.
VI. CONCLUSION
We presented an algorithm for the maximization of cer- shows that our algorithm is very useful in this practical situation, being effective even in an approximate form. It can be expected that the algorithm will prove effective in many other practical applications.
