In cloud computing task scheduling is one of the important processes. The key problem of scheduling is how to allocate the entire task to a corresponding virtual machine while maximizing profit. The main objective of this paper is to execute the entire task with low cost, less resource use, and less energy consumption. To obtain the multi-objective function for scheduling, in this paper we propose a hybridization of cuckoo search and gravitational search algorithm (CGSA). The vital design of our approach is to exploit the merits of both cuckoo search (CS) and gravitational search algorithms (GSA) while avoiding their drawbacks. The performance of the algorithm is analyzed based on the different evaluation measures. The algorithms like GSA, CS, Particle swarm optimization (PSO), and genetic algorithm (GA) are used as a comparative analysis. The experimental results show that our proposed algorithm achieves the better result compare to the existing approaches.
Introduction
Cloud computing (Buyya, Yeo, Venugopal, Broberg, & Brandic, 2009 ) is the novel and developing pattern in distributing computing that encourages software applications, stage, and equipment transportations as a service. Cloud service providers (CSP) offer these administrations in light of modified Service Level Agreements (SLAs) which characterize clients's required Quality of Service (QoS) parameters. Distributed computing decreases venture on different assets like hardware, software (Geelan) and permit assets to be leased and discharged. It decreases beginning venture, support cost, and working expense. Cloud suppliers are facilitated on CSP's own framework or on third party cloud foundation suppliers (Mei, Chan, & Tse, 2008) . In this cloud computing system, there is three kinds of services are available such as Infrastructure as a Service (IaaS), Software as a Service (SaaS) and Platform as a Service (PaaS). Cloud clients utilize these administrations at whatever point required by their request utilizing pay-per-use model (Bhardwaj, Jain, & Jain, 2010) . Basically, the cloud computing has three types like the public, private and hybrid (Mace, Van Moorsel, & Watson, 2011) . In general, over the internet the process are done means it's called the public cloud. These services may be the pay-per-use basis or free. The association makes their business with other organization is called the private cloud. The combination of the private and public cloud is referred as hybrid cloud (Wenhao, 2010 ).
In cloud environment task scheduling is an imperative concern. Essentially, scheduling is the way toward mapping and assigning a task to the accessible assets according to client necessities (Dandhwani & Vekariya, 2016) . For the most part, the scheduling is divided into two types such as static and dynamic. Static scheduling is a quality of a parallel program, for example, task handling periods, correspondence, and information conditions (Palis, Liou, Rajasekaran, Shende, & Wei, 1995) . The dynamic scheduling is a couple of presumptions about the parallel program ought to be made before execution, and then scheduling choices must be gone up against the fly (Kwok & Ahmad, 1999) . As the allocation of processor and asset to corresponding task is a one of the main issue of heterogeneous distributed frameworks A portion of the accessible difficulties in the field of scheduling undertakings in heterogeneous distributing frameworks incorporate heterogeneous assets, total execution time, execution time, and profitability system speed in meta-heuristic strategies and effectiveness of scheduling technique (Khan, 2012) .
In addition, the vitality utilization in a cloud datacenter is on the ascent, while the assets themselves are exceedingly underutilized; this introduces a bottleneck that limits the change of distributed computing. In the current years, lot of researchers developed a works based on task scheduling. A large portion of these works is engaged to limit the makespan as well as amplify the cloud usage (Chen, Wang, Helian, & Akanmu, 2013; Li et al., 2012; Liu et al., 2010; Liu, Li, & Xu, 2013; Panda & Jana, 2015) . Huge numbers of the algorithms concentrated on single objective function i.e. minimization of makespan as it were. To build the planning execution these days, numerous specialists build up a scheduling based on multi-objective function. Multi-objective based task scheduling using nested particle swarm optimization is used in (Jena, 2015) .
In this paper, we proposed multi-objective-based task scheduling using a combination of cuckoo search and gravitational search algorithm. This model can reflect the demands of the tasks for the resources in detail. The multi-objective function used in this paper is cost, energy consumption, resource use. Based on the multi-objective function we obtain the scheduled task. However, when using the cuckoo search and gravitational search algorithm, it is easy to fall into a local optimum. Therefore, this paper proposes an hybrid CGSA algorithm that can evaluate and adjust the quality of the solution in order to avoid falling into that local optimum. The main novelty of the paper is to, here, we derive the multi objective function. The major contribution are made in the research for task scheduling process as follow,
• An approach namely CGSA is done for task scheduling, which is the hybridization of cuckoo search (CS) algorithm and gravitational search algorithm (GSA). To solve the multi-objective optimization-scheduling problem here we proposed CGSA algorithm. The hybridization algorithm is omitting the disadvantages of individual algorithm and utilizes the merits of the algorithm. This hybridization algorithm able to get an optimal or suboptimal solution while obtain maximum profit. • This paper proposes a multi-objective optimization-scheduling model. This model achieves the multi-objective optimization for the optimal cost, energy, and resource utilization
The basic organization of the paper is as follows: Section II presents the review of literature survey and the solution framework is described in section III. The proposed task scheduling using hybrid algorithm is explained in section IV. The Result and discussion part is presented in section V and the conclusion part is given in section VI.
Literature survey
Task scheduling is acquired increasingly consideration in cloud computing environment. There are various task scheduling algorithms have been produced to illuminate generally routine issues in cloud computing. However, Hui Jiang, Yi, Chen, and Zhu (2016) . developed disassembly administration is formally depicted by a mathematical model. Minimizing expected aggregate makespan also, minimizing the predictable collective cost of the disassembly management are two ideal goals of the model, and this model is NP-complete. When used genetic algorithm for scheduling it has some difficulties such as no guarantee of finding global maxima and Time taken for convergence. Moreover, Jinn-Tsong Tsai, Fang, and Chou (2013) . have explained the cost and time model based task scheduling and resource allocation using an improved differential evolution algorithm. The time model incorporates receiving, processing, and waiting time. Here, the author executed five-task five-resource problem, the mean coverage ratios C (IDEA, DEA) of 0.368 and C(IDEA, NSGA-II) of 0.3 are superior to the ratios C(DEA, IDEA) of 0.249 and C(NSGA-II, IDEA) of 0.288, respectively.
In addition, Mohammad Masdari, ValiKardan, Shahi, and Azar (2016) . has displayed a far reaching review and investigation of follow plans. They enlightened the goals of scheduling framework in the distributed computing and give a characterization of the proposed plans in view of the sort of scheduling calculation connected in each plan. But the author didn't deeply explained concept of the secure scheduling. Multi objective scheduling is one of the efficient methods which method was significantly reduced scheduling overhead time. To achieve this, Zhang, Cao, Li, Khan, and Hwang (2014) have created multi-target scheduling plan which is exceptionally custom fitted for mists and it depends on the ordinal streamlining technique that was produced via computerization group. The ordinal plan has been reached out to meet the extraordinary requests from cloud stages that apply a virtual bunch of servers of various server farms. This procedure has been demonstrated subideally through scientific investigation.
Parmeet Kaur and Shikha Mehta (2017) .have displayed an asset provisioning and workflow scheduling for Iass cloud condition utilizing an expanded Shuffled Frog Leaping Algorithm. Here a change is proposed to the meta-heuristic calculations with the goal that the resultant arrangement is taken a toll ideal and furthermore meets due date requirement. This method was able to reduce the overall execution cost by up to 77% as compared to the other considered algorithms, i.e. PSO and SFLA. To improve the energy of multi-objective scheduling Xiaoli Wang, Wang, and Cui (2014) have explained a approach based on bi-level programming model. In order to resolve the model professionally, specific-design encoding and decoding methods was introduced. In addition, Yongkui Liu, Xu, Zhang, Wang, and Zhong (2017) have introduced a cloud delivering multi-task scheduling model that merges undertaking workload showing and different other essential fixings seeing organizations, for instance, advantage efficiency coefficient and administration amount. They discover the property of different workloadconstruct assignment scheduling methodologies with respect to system execution. Circumstances with or without time objectives are freely analyzed in detail.
Fredy Juarez, Ejarque, and Badia (2016) have explained task-based applications on distributed computing platforms in order to minimize the energy consumption. They have presented a polynomial-time algorithm that combines a set of heuristic rules and a resource allocation technique in order to get good solutions on an affordable time scale. The proposed method decreases the fitness which combines the energy-consumption and execution time. Additionally, cost-aware task scheduling using WFS algorithm is explained in Ehab Nabiel Alkhanak et al. (2015) . The cost-aware WFS approaches from the available pool of alternatives are explained in this paper. In Mahmoud Naghibzadeh [10] , have explained the Hybrid DAG (HDAG) based task scheduling is explained. Andrei Sfrent and Florin Pop (2015) . have explained an asymptotic scheduling for many tasks computing in Big Data platforms. This method was deal with the job scheduling problems specifically analyzes the behavior of the system at very high loads, which is specific to Big Data processing. Even though, this method has some drawbacks. it was hard to build a completely accurate model.
Mihaela-Andreea Vasile, Pop, Tutueanu, Cristea, and Kołodziej (2015) . have explained a Resourceaware hybrid scheduling algorithm in heterogeneous distributed computing. This method was considered hierarchical clustering of the available resource into groups. They also considered different scheduling strategies for independent tasks and scheduling for DAG scheduling. They analyzed the performance of the proposed algorithm simulation by using and extending CloudSim. Alexandru Sîrbu, Pop, Şerbănescu, and Pop (2017) . have explained predicting provisioning and booting times in a Metal-as-aservice system. Here, the configuration, provisioning flow, and capacity management capabilities were tested on Bigstep Full Metal Cloud platform an event-based tracking system, based on which provisioning times can be calculated for each individual element. Moreover, Nik Bessis, Sotiriadis, Pop, & Cristea (2013) have explained a novel messageexchanging optimization (MEO) model to reduce energy consumption in distributed systems. This method was minimizing the sum of requests and responses as a whole rather than only the number of requests. The view is to optimize firstly the energy for communication (e.g. latency times) and secondly the overall system performance (e.g. makespan).
The above explained eleven research works are related to scheduling. Here, some of the researchers are explained the multi objective based task scheduling. However, the existing studies did not provide a detailed definition of the demands of these tasks for various resources. Here, some of the studies only optimize the task without considering the status of the resource, also focusing on energy by evaluating the resources. When used genetic algorithm for scheduling it has some difficulties such as no guarantee of finding global maxima and Time taken for convergence. To overcome the above problems in this paper, we introduced a multi objective task scheduling based on cost, energy and resource parameters. Here, we analyzed all the parameters and produce a better result.
Problem definition with solution framework
The main objective of the proposed methodology is to schedule the task with minimum cost, less memory usage, and less energy consumption. In this paper, the scheduling is based on parallel i.e. all the tasks are processed simultaneously. Scheduling is an important role in directing task within the cloud. Scheduling process first analyzes, how much of resources are having to need to complete the task and which task to be allocated to which computing component. Basically, the large application can be split into smaller sub-tasks prior to parallel processing. By deteriorating a computation into smaller subtasks and executing the subtasks on different processors, the aggregate benefit of the execution can possibly be expanded. Subsequently, the objective of a task scheduling algorithm is difficult to schedule the entire task into available processor in order to increase profit (profit means combination of minimum cost, less memory usage and less energy consumption) without damaging priority requirements. It is a very big challenge in task scheduling. To overcome the difficulties present in the scheduling process in this work we implement the optimization approach based scheduling. In this, each submitted task contains a number of embarrassingly parallel and autonomous sub-tasks. Each task needs to be run in one VM instance type. Consider that PM ¼ PM 1 ; PM 2 ; :::; PM n f g is a set of cloud physical machine. VM i ¼ VM 1 ; VM 2 ; :::; VM I f g is a set of virtual machines (VM) types and T ¼ T 1 ; T 2 ; :::; T m f gis a set of task. Each task contains a subtask setT i ¼ t 1 ; t 2 ; :::; t n f g . Here, each task has the different cost C i , memory M i and energy E i . To formulate this problem, problem parameters are defined in Tables I. In this paper, the objective function is based on the three parameters such as cost, energy consumption, and memory usage. Here, each task has different migration cost. To formulate this problem, control parameters are defined. The problem can be formulated by using Eq. (1). min imize
In Eq. (1), the objective function of our research is specified. Consider the first term of (1) it signifies the cost of the task, the second term signifies the energy consumption and the third term signifies the resource used. Equation (2) shows the calculation formula for migration cost. The cost should minimized because less cost is gives the maximum profit. Equation (3) gives the energy consumption formula. This equation explains how much energy used this process. Equation (4) gives the energy use formula. From the definition, we can see that the issue is a task scheduling one. Taking care of such issues utilizing a numerical programming methodology will take a lot of computational time for a huge size issue. In this paper, the above objective function is going to be minimized using the proposed algorithm. The parameters used in the proposed method are given in Table 1 .
Proposed task scheduling using hybrid algorithm
In this paper, a resource allocation approach is proposed in order to overcome the scheduling problem by means of hybridization of cuckoo search (CS) algorithm, and gravitational search algorithm (GSA). The overall architecture of proposed task scheduling is given in Figure 1 . Here, first, we discuss the background of the CS algorithm and GSA. Then the detailed proposed CGSA algorithm based task scheduling is explained.
Cuckoo search algorithm
CS method is a nature impelled Metaheuristic algorithm, which relies on upon the confer brood parasitic lead of some cuckoo seasons in the mix with the obligation flight movement of a couple winged flying creatures and natural item flies [28] . This underlying cuckoo has novel qualities that they lay an egg to the following host bird's nests. The eggs those resemble the host fledgling's egg survive and transform into a full developed cuckoo. Other dissimilar eggs, which are anticipated by the host winged creatures, are killed. The created eggs that survived reveal the sensibility of the homes around there. The more benefit is gotten where more eggs survive the cuckoos calculation will enhance around there. Levy flight behavior, instead of straight forward random walk conduct, can be used to expand the execution of the CS. The accompanying equation can depict Levy flight conduct while creating new solutions s i k þ 1 ð Þ for the i th cuckoo. Where; È refers to an entry wise multiplication and α > 0 is the final size. The Levy flight behavior is calculated using Eq. (7).
As indicated by this condition, cuckoo birds' continuous bounced or steps essentially shape an arbitrary walking process that compares to a powerlaw step-length dissemination with a heavy tail.
B) gravitational search algorithm
In the GSA every protest comprehends the areas and circumstances of alternate objects by the gravity force. At GSA, the position of every specialist (for the operator) gives an answer. At the principal, the items are put in the search space randomly. The gravitational search value is computed utilizing Eq. (8). The mass estimate of every protest is resolved by its fitness value which is given in Eq. (9). 
To process the increasing speed of a specialist, add up to powers from an arrangement of heavier masses that apply for it ought to be viewed as the law of gravity, which is trailed by calculation of agent acceleration utilizing the law of movement as in (10). A short time later, the following speed of an agent is ascertained as a small amount of its present speed added to its acceleration utilizing (11) . At that point, its position could be calculated by utilizing (12) as beneath:
Thus, we have
In (10), G(s) is represents the gravity constant, Rij (s) is the Euclidian distance between two agents I and j, ε represents a very small value, and xi, and xj are two random numbers in the interval [0,1] that guarantee the stochastic characteristics of the algorithm.
Proposed CGSA based scheduling approach
The goal of this research is to schedule the task based on the CGSA algorithm. Here, our hybrid optimization algorithm is composed between the cuckoo search algorithm [28] and gravitational search algorithm [29] . The CS and GSA is a current algorithm and has a parcel of preferred standpoint. Even though the fact that some drawbacks are accessible. The primary drawback of CS technique shows up in the number of iterations to find an optimal solution and furthermore its take maximum time to find the optimal solution. In any case, GSA has the disadvantages that its union speed backs off in the later inquiry stage and it is anything but difficult to fall into the local optimum solution. Our approach is misusing the upsides of the cuckoo search algorithm and gravitational search algorithm while staying away from their disadvantages. By hybridizing this two optimization algorithm, it will conquer the weaknesses of the individual execution of the GSA and CS and it has the benefits of effectively acknowledging and rapidly focalizing, with the goal that this planning methodology can get an idea or imperfect arrangement in a shorter computational time. By our suppositions, the outcome segment demonstrates that the proposed streamlining of CGSA accomplished preferable execution over the individual advancement. The design diagram of proposed task scheduling appears in Figure 1 and wellordered procedure of proposed CGSA based task scheduling is clarified below;
Step 1: Solution encoding
A standout amongst the most vital process in cloud computing is the means by which symbolize an answer for task scheduling. Every task T i undertaking encases many sub-tasks t i . In this work, the arrangement comprises of two parts, for example, task and virtual machine. The fundamental objective of this paper is to; select the best possible virtual machine for comparing task to augment the benefit. Here, every assignment T i comprises of n number of subtask i n . At first, we randomly dole out the every task to any of the virtual machines. For instance, we consider four assignments and every task has three subtasks that mean absolutely twelve subtasks. In this paper, in the cloud, we consider two physical machines (PM1, PM2) and after that PM1 has two virtual machines (VM1, VM2) and PM2 has three virtual machines (VM1, VM2, VM3). At that point, each virtual machine has a distinctive number of CPU is. The arrangement test arrangement, organization is given in Eq. (13).
Step 2: Fitness calculation
The fitness function is utilized to assess the every task in view of the cost, energy consumption, and resource. In this paper, the minimization capacity is taken as the fitness. For minimization issues, the fitness evolution is performed by assessing the best and most exceedingly awful wellness for all specialists at a number of iterations.
Step 3: update solution using GSA algorithm
After the fitness calculation, we have to update the solution using GSA algorithm. The agent's velocity and position for the next s þ 1 ð Þ th iteration are calculated as follows;
Where, Ran i is the random number between interval [0,1]. V d i s þ 1 ð Þ is the velocity of i th the agent at d th dimension during t th iteration and Y d i s þ 1 ð Þ is the position of i th agent at d th dimension during s th iteration.
Step 4: Update based on cuckoo search algorithm After the fitness calculation, we have updated the solution based on cuckoo search. Using Eq. (17) we can update the solution.
Levy È u s Àλ (18)
Step 5: Hybridization
While comparing the GSA and CS, if GSA best fitness value GSA best ð Þ is less than the CS fitness value CS best ð Þ, the best position of the GSA is replaced by that of the CS. Else, if the CS fitness value is less than the GSA fitness value, the position is replaced by CS solution.
Step 6: Termination criteria
The method stops its operation just if the maximum number of cycles is accomplished and the arrangement which has the best fitness value is shortlisted and marked as the best component to the task scheduling. At the point when the best fitness is accomplished with the assistance of the CGSA strategy, the picked assignment is distributed for the cloud computing methodology. The CGSA subordinate task scheduling strategy Pseudo code shows up in Table 2 and proposed CGSA algorithm flow chart representation is given in Figure 1 .
Result and discussion
In this section, we discuss the result obtained from the proposed CGSA algorithm based task scheduling technique. We have implemented our proposed task scheduling using Java (jdk 1.6) with cloudSim 3.0 [34] tools and a series of experiments have been performed on a PC with Windows 7 Operating system at 2 GHz dual core PC machine with 4 GB main memory running a 64-bit version of Windows 2007.
Performance evaluation
The basic idea of our research algorithm is multiobjective-based task scheduling using hybridization of cuckoo search and gravitational search algorithm. Here, the performance of the approach is mainly evaluated using profit, cost, and energy. The experimental results are analyzed using three different configurations such as (i) PM = 5 and VM = 14, (ii) PM = 10 and VM = 26, (iii) PM = 10 and VM = 31
PM 5 and VM 14
Here, we schedule the task using five physical machines and fourteen virtual machines. In this work, we used 4 tasks and each task has 3 subtasks. The main objective is assigning the twelve sub tasks to corresponding CPUs inside the virtual machines. Figures 3-5 shows the performance of the proposed approach using this configuration.
The above Figures 3-5 shows the performance of proposed methodology using 4 tasks, 3 subtasks, 5 physical machines and fourteen virtual machines. Here, we compare our proposed CGSA algorithm based multi-objective scheduling with GSA, CS, PSO and GA based scheduling algorithm. The GSA is a gravitational search algorithm it is based on Newtonian gravity. The CS is working based on cuckoo bird behavior. PSO is a particle swarm optimization algorithm which is working based on birds behaviors. 2 operations are available in the PSO such as velocity updating and position updating. Moreover, genetic algorithm is an efficient optimization algorithm this algorithm has two operator such as crossover and mutation. The above mentioned 4 algorithms are some problems. Therefore, in this paper, to improve the difficulties present in the individual CS and GSA we hybrid CS algorithm with GSA algorithm. The above Figure 3 shows the performance of proposed approach based on a profit function. The good system has the maximum profit. The profit includes minimum cost function, minimum energy consumption, and less resource use. When analyzing Figure 3 , our proposed approach obtained the maximum profit of 0.8 which is 0.73 for using GSA, 0.65 for using CS, 0.7 for using PSO and 0.64 for using GA. Figure 4 shows the performance analysis of proposed against existing using cost function. Here, we analyzed how much amount of cost needed for task scheduling. Here, our proposed approach achieves the minimum cost of 0.011$. Figure 5 show the performance analysis of proposed against existing using energy function. Here, we analyzed how much amount of energy utilized to the scheduling the task. When analyzing Figure 5 , our proposed approach utilized minimum amount of energy compare to other approaches. In this section clearly explained our proposed approach achieves the better results compare to other approaches.
PM 10 and VM 26
Here, we used 5 task, 3 subtasks, 10 physical machine and twenty six virtual machines. Using this PM and VM we schedule our task. Figures 6-9 shows the performance of the proposed approach using this configuration.
The above Figures 6-9 shows the performance of proposed methodology based on parallel machine scheduling using PM 10 and VM 26. Figure 6 shows the Performance analysis of proposed against existing approach using profit. Here, the x-axis represents the iteration and y-axis represents the profit. When analyzing Figure 6 , our proposed approach achieves the maximum profit of 0.78 which is 0.66 for using GSA algorithm based scheduling, 0.53 for using CS based scheduling, 0.6 for using PSO based scheduling and 0.54 for using GA based scheduling. Figure 7 shows the performance analysis of proposed against existing using cost function. Here, our proposed approach utilized minimum cost to achieve the target. If the scheduling has utilized minimum cost means we obtain the high profit. Figure 8 shows the Performance analysis of proposed against existing using energy. When analyzing Figure 8 our proposed approach utilized minimum of 29% energy which is 30% for using GSA, 42% for using CS, 35% for using PSO and 41% for using GA.
PM 10 and VM 31
In this section, we analyze the proposed task scheduling using 10 physical machines and thirty one virtual machines. Each subtask is select the corresponding virtual machine CPUs using CGSA algorithm. Figures 9-11 shows the performance of the proposed approach using this configuration.
The main goal of this paper is to execute the entire task with high profit, less memory wastage, and less energy consumption. To achieve this objective function in this paper we proposed the multi-objective function. Figure 10 shows the performance analysis of proposed against existing approach using profit. The profit is the important parameter of scheduling. When analyzing Figure 9 , our proposed approach achieves the maximum profit value compare to other approaches. Figure 10 , shows the performance comparison based on a cost function. In this work, we obtain the minimum cost of 0.039$ which is very low compared to other two approaches. Energy consumption is an important parameter of scheduling. The performance of energy is given in the figure. When analyzing Figure 11 our proposed approach utilize the minimum energy compare to other approaches. From the result section, we clearly understand our proposed approach achieve the better result compare to other approaches.
Conclusion
In this paper, a multi-objective scheduling based on hybridization of cuckoo search and gravitational search algorithm (CGSA) was explained. The multi-objective optimization approach is used to improve the scheduling performance compared to single objective function. The algorithm balances both cost, energy, and resource as per the requirement by the end-user. The main matter of scheduling process is how to assign users' tasks to maximize the profit of system. By hybridizing two optimization algorithms like CS and GSA this approach is competent to attain a high-quality scheduling solution. The experimental results took based on three models. The result shows our proposed multi-objective-based scheduling better than other approaches. 
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