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 
Abstract—Deep learning-based palmprint recognition 
algorithms have shown great potential. Most of them are mainly 
focused on identifying samples from the same dataset. However, 
they may be not suitable for a more convenient case that the 
images for training and test are from different datasets, such as 
collected by embedded terminals and smartphones. Therefore, we 
propose a novel Joint Pixel and Feature Alignment (JPFA) 
framework for such cross-dataset palmprint recognition scenarios. 
Two stage-alignment is applied to obtain adaptive features in 
source and target datasets. 1) Deep style transfer model is adopted 
to convert source images into fake images to reduce the dataset 
gaps and perform data augmentation on pixel level. 2) A new deep 
domain adaptation model is proposed to extract adaptive features 
by aligning the dataset-specific distributions of target-source and 
target-fake pairs on feature level. Adequate experiments are 
conducted on several benchmarks including constrained and 
unconstrained palmprint databases. The results demonstrate that 
our JPFA outperforms other models to achieve the 
state-of-the-arts. Compared with baseline, the accuracy of 
cross-dataset identification is improved by up to 28.10% and the 
Equal Error Rate (EER) of cross-dataset verification is reduced 
by up to 4.69%. To make our results reproducible, the codes are 
publicly available at http://gr.xjtu.edu.cn/web/bell/resource. 
 
Index Terms—Palmprint recognition, Cross-dataset recognition, 
Domain adaptation, Deep hashing network.  
 
I. INTRODUCTION 
iometrics is an efficient and secure authentication 
technology and has caught more and more attention from 
the public in recent years [1]. There are many kinds of 
biometrics emerged, such as fingerprint recognition [2] and 
face recognition [3], which have been widely used in our life. 
As one of the popular contactless biometrics, palmprint 
recognition has the advantages of high security, convenience, 
and user friendliness [4]. Traditional palmprint recognition is 
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mainly based on the texture features and structural features [5]. 
A large number of effective algorithms have been applied on 
specific palmprint databases, such as local discriminant 
direction binary pattern (LDDBP) [6], PalmNet [7], and 
apparent and latent direction code (ALDC) [8]. Recently, 
combined with Convolutional Neural Network (CNN) 
algorithms, the performance of palmprint recognition has 
achieved a qualitative breakthrough [9]. Deep learning-based 
palmprint recognition methods can avoid manual extraction of 
features to reduce the influence of human factors and 
significantly improve the performance. For example, Zhong et 
al. [10] implemented an end-to-end palmprint verification 
system using Deep Hashing Network (DHN) and obtained the 
state-of-the-arts on benchmarks. 
However, most of the current deep learning-based palmprint 
recognition algorithms have some drawbacks in practical 
applications. Firstly, most of them are more suitable for 
identifying samples from the same database, i.e., the training 
set and test set have to be collected by the same environments 
and devices, which reduces the convenience of palmprint 
recognition to a certain extent. The general process of 
palmprint recognition system is that a model is trained based on 
the training set and then evaluated on the test set. However, due 
to the dataset gaps, when a model trained on a unique dataset is 
used directly on another dataset, the performance may become 
relatively poor [11]. In real-world applications, samples used 
for training and test may come from different devices, which 
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Fig. 1. Illustration of traditional palmprint recognition and 
cross-dataset recognition. For (a) traditional recognition, the samples of 
training set and test set are selected from the same database, which are 
similar in style and illumination. For (b) cross-dataset recognition, the 
samples of training set and test set come from different databases. Due 
to the different data distributions, the model trained on the training set 
cannot be adapted to the test set. 
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can be seen as cross-dataset recognition as shown in Fig. 1. For 
example, we adopt mobile phones to capture palm images for 
registration and training model, and then terminal devices to 
capture hand images for authentication. In this case, the model 
needs to be update based on the later test samples, which will 
cost time and resources. Secondly, they are mainly supervised 
algorithms, which requires a large amount of labeled data to 
guarantee the high accuracy. However, labeling enough data 
usually needs to take a lot of time, and sometimes it is even 
unrealistic. For example, Matkowski et al. [12] established 
NTU-PIv1 database and NTU-CP-v1 database. Because the 
original images are downloaded from the Internet, labeling 
costs a lot of time and resources. 
For cross-dataset palmprint recognition, two datasets 
collected from different conditions are used as source dataset 
and target dataset, respectively. The purpose is to match the 
unlabeled target images with source images to perform 
identification and verification tasks only using the labels in the 
source dataset. An effective approach to well address above 
issue is domain adaptation, which is aimed to use the 
knowledge learned from source domain to finish the tasks in the 
target domain [11]. The core of domain adaptation is to extract 
domain-aligned features in different datasets. Inspired by this 
idea, in this paper, we proposed a novel Joint Pixel and Feature 
Alignment (JPFA) framework for cross-dataset palmprint 
recognition through two-stage alignment, i.e., pixel-level and 
feature-level alignment, as shown in Fig. 2.  
For the first stage, on pixel level, fake images are generated 
by source images based on style transfer model, which are 
similar to the images in target dataset in style. It has two 
advantages, 1) the fake target images can establish the 
connection between the source dataset and target dataset so that 
their gap becomes smaller; 2) more labeled images can be 
obtained for data augmentation to improve the generalization 
ability of model. The fake images generated need to meet the 
following conditions. 1) In order to reduce the gap, the fake 
target images should be as similar as possible to the target 
images, such as illuminations and textures. 2) In order to obtain 
labeled data, the fake images should maintain the identity 
information in the source dataset, i.e., the images generated 
from the same category should still belong to the same category. 
The first stage can be achieved based on CycleGAN [13]. 
Particularly, different from it, a novel identity loss, , is 
introduced, which constrains the Euclidean distance between 
the feature vectors of images before and after transferring.  
For the second stage, the features of source and target 
datasets are aligned to achieve cross-dataset recognition. Firstly, 
DHN presented in [10] is adopted as feature extractor due to its 
efficiency of feature matching, but which can be replaced by 
other models. As shown in Fig. 2, target images are selected 
randomly to form images pairs with labeled fake and source 
images. Then image pairs are inputted into a common CNN to 
get feature maps. Due to the gaps in different datasets, two 
dataset-specific feature extractors,  and , are then 
adopted to obtain specific features, which are also formed as 
pairs. For every feature pair, Multiple-Kernel Maximum Mean 
Discrepancy (MK-MMD) is introduce to reduce their 
distribution differences. In addition, for a palmprint image, the 
features extracted by  and  should be as similar as 
possible. Therefore, a consistency loss  is constructed to 
improve the performance. The details of JPFA can be found in 
Second III. 
The contributions can be summarized as follows: 
(1) A novel JPFA framework is proposed for cross-dataset 
palmprint recognition task through two-stage alignment. 
Through pixel-level alignment and feature-level alignment, 
adaptive features can be obtained in source and target datasets. 
As a result, the unlabeled target images can be matched with 
source or fake images to find their categories accurately. 
 
Fig. 2. Schematic overview of our framework. On the pixel-level alignment, source palmprint images are converted to labeled fake images similar 
in style to the target dataset, which can reduce the dataset gap and achieve data augmentation. On the feature-level alignment, a novel deep 
domain adaptation method is proposed to extracted adaptive features by reducing the distribution difference and consistency loss. (Best viewed in 
color.) 
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(2) On the pixel level, fake images, which are similar to 
target images in style, are generated to reduce the gap between 
source and target datasets and perform data augmentation. On 
the feature level, a new deep domain adaptation model is 
proposed to align the specific distributions of target-source pair 
and target-fake pair in the feature spaces 
(3) Adequate experiments including cross-dataset palmprint 
identification and verification on several benchmark databases 
demonstrate the effectiveness of proposed algorithms. 
Compare with baseline model, our JPFA can effectively 
improve accuracy by up to 28.10% and reduce the Equal Error 
Rate (EER) by up to 4.69%. 
Compared with our previous work, PalmGAN, in [14], we 
have made many significant improvements. Firstly, a new 
two-stage alignment framework is proposed for cross-dataset 
palmprint recognition instead of only pixel-level alignment. 
From the experimental results, JPFA can obtain much better 
performance than PalmGAN. Secondly, a new task, 
cross-dataset palmprint identification, is performed to further 
evaluate the effectiveness of our modified algorithm. 
Cross-dataset palmprint identification is aimed to match target 
images with source images, which is more difficult but suitable 
to practical application. Thirdly, eight additional unconstrained 
palmprint datasets and two popular benchmarks are also 
adopted. Fourthly, more analyses and comparisons with the 
state-of-the-art algorithms including deep and non-deep 
palmprint recognition methods and domain adaptation methods 
are provided to further demonstrate the superiority of our 
algorithms.  
The paper consists of 6 sections. Section 2 presents some 
related works. Section 3 describes our methods in detail. 
Section 4 shows our experiments and results. Analysis of 
results in several aspects are presented in section 5. Section 6 
concludes the paper. 
II. RELATED WORK 
A. Palmprint Recognition 
Palmprint recognition mainly consists of image acquisition, 
preprocessing, feature extraction and matching [15]. There are 
many effective algorithms for feature extraction, including 
statistical, subspace, and coding-based approaches [16]. Wu et 
al. [17] extracted principal lines and wrinkles for authentication. 
Based on the winner-take-all rule, Jia et al. [18] proposed 
robust line orientation code (RLOC) to extract principal 
orientation code. Guo et al. [19] proposed BOCV 
representation using Gabor filters on six orientations. Then, 
Zhang et al. [20] further explored BOCV by filtering out the 
fragile bits and proposed E-BOCV. Zuo et al. [21] proposed 
sparse multiscale competitive code (SMCC) algorithm using a 
compact representation of multiscale palm line orientation 
features. Fei et al. [22] proposed a discriminative neighboring 
direction indicator to represent the orientation feature of 
palmprint. Using a more accurate dominant orientation 
representation, Xu et al. [23] proposed a discriminative and 
robust competitive code based method for palmprint 
authentication. Palma et al. [24] propose a novel palmprint 
verification method based on a dynamical system approach, 
which is used for principal palm lines matching. Fei et al. [25] 
proposed a discriminant direction binary code (DDBC) 
learning algorithm to form the discriminant direction binary 
palmprint descriptor for palmprint recognition and proposed 
discriminant direction binary palmprint descriptor.  
Nowadays, many researchers have proposed deep 
learning-based palmprint recognition methods and obtain 
promising performance. In 2019, Zhong et al. [10] achieved 
end-to-end palmprint recognition based on DHN and fused it 
with dorsal hand vein for multi-biometrics. To achieve the 
touchless palmprint recognition with high-recognition accuracy, 
Genovese et al. [7] proposed PalmNet using a unique method to 
tune palmprint-specific filters based on Gabor responses and 
principal component analysis (PCA). Shao et al. [26] trained 
several simple model and combined them together as an 
ensemble model, call deep ensemble hashing (DEH). Based on 
generative adversarial network (GAN), Chen et al. [27] 
proposed an effective denoising model for low-resolution 
palmprint image recognition.  
These methods above mentioned mainly carry out palmprint 
recognition in a single dataset, and basically do not involve the 
special scenario of cross-dataset recognition, which is more 
difficult. Due to the dataset gap, they may be not suitable for 
cross-dataset palmprint recognition and the performances are 
relatively poor. In [28], Jia et al. adopted some traditional 
code-based methods for palmprint recognition across different 
devices on three datasets. Ungureanu et al. [29] published an 
unconstrained palmprint database collected by several 
smartphones and also tried cross-dataset experiments using 
some classical algorithms. Different from them, in this paper, 
we propose JPFA based on domain adaptation, which is more 
suitable and effective to solve such a cross-dataset palmprint 
recognition issue. 
B. Domain Adaptation 
Another line of related work is domain adaptation, which 
takes the knowledge learned in one domain into another 
different but relevant domain to perform domain adaptation and 
finish the target tasks [30, 31]. Therefore, the theory of domain 
adaptation can be introduced to carry out cross-dataset 
palmprint recognition. The domain adaptation methods can be 
divided into two categories: pixel-level adaptation and 
feature-level adaptation. 
Pixel-level adaptation methods usually adopt GAN [32] and 
its extension algorithms to generate fake images similar to 
target images in style to reduce the domain gaps between 
source and target domains. Isola et al. [33] proposed 
conditional GAN to learn a mapping for image-to-image 
translation application. However, it requires paired training 
data, which limits its application. More recently, CycleGAN 
[13] introduces consistency loss to learn the image translation 
with unpaired data. Based on it, many effective pixel-level 
adaptation methods have emerged. Wei et al. [34] proposed 
Person Transfer Generative Adversarial Network (PTGAN) to 
relieve the expensive costs of annotating new training samples 
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and bridge the domain gap for person Re-Identification. Deng 
et al. [35] proposed similarity preserving generative adversarial 
network (SPGAN) which consists of a Siamese network and a 
CycleGAN to generate suitable images for domain adaptation 
and achieved competitive re-ID accuracy. Zhong et al. [36] 
proposed a data augmentation approach that smooths the 
camera style disparities for camera style (CamStyle) adaptation. 
Dong et al. [37] presented an Asymmetric CycleGAN method 
with U-net-like generators for translating near-infrared (NIR) 
face into color (RGB) face. Our first-stage alignment is inspired 
by these efforts, which is an early attempt to use CycleGAN for 
cross-dataset palmprint recognition. However, unlike 
CycleGAN, in addition to maintaining semantic information of 
real and fake images, a new identity loss is introduced to 
maintain category information, which can improve the 
performance significantly. 
Feature-level adaptation methods are aimed to obtain 
alignment features in source and target domains. Pan et al. [38] 
proposed Transfer Component Analysis (TCA) to obtain 
transfer components across domains in a reproducing kernel 
Hilbert space based on Maximum Mean Discrepancy (MMD). 
Then, Long et al. [39] proposed Joint Distribution Adaptation 
(JDA) to simultaneously reduce the difference in both the 
marginal distribution and conditional distribution between 
different domains. Nowadays, since deep learning dominates 
many research fields, there are also many deep transfer learning 
algorithms proposed. Long et al. [40] proposed Deep 
Adaptation Network (DAN) method, where hidden features of 
task-specific layers were embedded in a reproducing kernel 
Hilbert space. Li et al. [41] proposed Adaptive Batch 
Normalization (AdaBN) to achieve deep adaptation 
performance for domain adaptation tasks. Inspired by GAN 
[32], there have been many adversarial transfer learning 
methods. Ganin et al. [42] proposed Domain-Adversarial 
Neural Networks (DANN) to enjoin the network layers to 
obtain a representation which was predictive of the source 
labels, but unclear about the domain of input source or target 
sample. Tzeng et al. [43] proposed Adversarial Discriminative 
Domain Adaptation (ADDA) using discriminative modeling, 
untied weight sharing, and a GAN loss. ADDA is a general 
framework, and many existing methods can be considered as 
special cases of it, such as joint domain alignment and 
discriminative feature learning for unsupervised deep domain 
adaptation (JDDA) [44], semantic-aware generative adversarial 
networks for unsupervised domain adaptation (SeUDA) [45], 
and Adversarial Autoencoder (AAE) [46]. 
Recently, there are also some algorithms to perform domain 
adaptation on both pixel and feature levels. Chen et al. [47] 
adopted image-to-image translation methods for data 
augmentation and constrained the predictions of translated 
images between domains for semantic segmentation task 
consistent. Our methods are more similar to CycADA proposed 
by Hoffman et al. [48]. They firstly generated fake image for 
target domain and then adopted ADDA for feature-level 
domain adaptation using target and fake images. Because the 
domain gap between fake domain and target domain is smaller, 
ADDA based on fake image is more useful. However, our 
proposed methods are significantly different from it. On the 
stage of feature-level adaptation, fake dataset, target dataset, 
and source dataset are all adopted to improve the generalization 
of model. In addition, from the results, the difficulty in training 
the adversarial learning used in ADDA may result in its poor 
performance. However, combined with MK-MMD and 
consistency loss, JPFA can obtain alignment features more 
effectively and avoid collapse of discriminator.  
III. METHODS 
A. Deep Hashing Network 
DHN converts palmprint images into binary codes, which 
can improve the efficiency of feature matching. By optimizing 
the training, the codes between genuine matches will become as 
similar as possible, and the codes between imposter matches 
will become as different as possible, so that the distances 
between different codes can be calculated to determine whether 
they are from the same individual [49]. The schematic diagram 
of DHN is shown in Fig. 3. 
 
 
Hashing loss and quantization loss between the positive and 
negative image pairs are adopted to optimize the neural 
network. Suppose the images i and j as an image pair. The 
features obtained by CNN are defined as  and , and their 
Euclidean distance  is adopted to measure their 
similarity. In order to bring the genuines closer and the 
imposters farther, hashing loss is defined as 
, 
  (1) 
where  is a distance threshold, and  is a relationship 
matrix. If image i and image j come from the same class, 
, otherwise . 
Further, the loss caused by coding layer is also introduced 
into the loss function, called quantization loss, 
 , (2) 
where  is absolute expression and  is L2-norm of vector. 
Suppose there are a total of N images, the total loss is 
 
 
Fig. 3. The pipeline of DHN. Palmprint images are inputted into 
CNN to obtain the discriminative features, which are then converted 
into hashing codes by coding layer.  
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 , (3) 
where  controls their importance and is set to 0.5 like [10]. 
B. Pixel-level Alignment 
The alignment is firstly performed on pixel level, where fake 
images similar to target dataset in style are generated using 
source images. Modified by CycleGAN, for two different 
image sets  and  in different domains  and 
, CycleGAN maps a sample from source (target) domain to 
target (source) domain and produces a sample that is 
indistinguishable from those in the target (source) domain [50]. 
There are two mapping functions,  and , and two 
adversarial discriminators  and . The overall 
CycleGAN loss function is expressed as: 
 , (4) 
where  represents adversarial loss and  represents the 
cycle consistency loss.  
Optimizing  can generate fake 
palmprint images similar in style to the target dataset. But the 
fake images should also maintain identities, so identity loss is 
taken into account. Combined with DHN, if the codes of source 
and fake images are similar, the category information will be 
retained. Therefore, identity loss can be achieved by 
constraining the distances of features. During training, both the 
source and fake images are inputted into DHN which is 
pre-trained on source dataset. Then the Euclidean distance 
between them is calculated as the identity loss, 
 , (5) 
where  and  are the features of source and fake images 
extracted by DHN. 
So like [14], the optimizing objective on pixel-level 
alignment can be obtained by 
 . (6) 
C. Feature-level Alignment 
After the first alignment stage on pixel, there are two labeled 
datasets that we can use, i.e., source dataset and fake dataset, 
and the latter is more similar to the target dataset. So in [14], the 
fake dataset is directly adopted to train DHN in an supervised 
manner, which is then used for target dataset. However, it does 
not make full use of labeled data, i.e., more accurate source 
dataset. Therefore, in this paper, source dataset, fake dataset, 
and target dataset are all adopted to perform alignment on 
feature level, as shown in Fig. 2. 
Target images are selected to form image pairs with source 
and fake images, which are inputted into feature extractors to 
obtain discriminative feature pairs. A common sub-network  
is firstly adopted to extract common representations for all 
images. Then two domain-specific feature extractors,  and 
, are applied to obtain binary codes. The main issue in 
domain adaptation is to reduce the differences of feature 
distributions between different domains and obtain adaptive 
alignment features. MMD is often adopted to measure this 
difference in the Reproducing Kernel Hilbert Space (RKHS). 
For the source dataset, , and target dataset, , their MMD 
loss is 
,
  (7) 
where n and m are the number of samples in the source and 
target datasets.  
MMD applies the kernel trick to measure the squared 
distance between the empirical kernel mean embeddings. A 
characteristic kernel  is introduced, which means 
. However, in MMD, the kernel 
is generally fixed. In order to further improve the performance, 
Gretton et al. [51] proposed MK-MMD, which can find a 
principled method for optimal kernel selection. So the 
MK-MMD loss is as follows 
 , (8) 
and  is defined as the convex combination of  PSD kernels 
, 
 . (9) 
The MK-MMD loss of target-source pairs is defined as 
 and the MK-MMD loss of target-fake pairs is 
defined as . 
Further, domain-specific feature extractors are adopted and 
the target images are transferred into binary codes by them. For 
the same image, the codes extracted by different extractors 
should be as similar as possible. Therefore, a consistency loss is 
introduced by  
 , (10) 
where  and  are the codes extracted by extractors  and 
 for the image i in target dataset.  
Overall objective function: so the final JPFA can be 
optimized by combining the losses of two alignment stages on 
both pixel level and feature level, 
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 , (11) 
where  is a trade-off parameter. 
IV. EXPERIMENTS AND RESULTS  
A. Database  
XJTU-UP (Xi’an Jiaotong University Unconstrained 
Palmprint) database [52, 53] is an unconstrained palmprint 
database collected by mobile phones to promote the practical 
application of palmprint recognition. Five kinds of mobile 
phones, i.e. iPhone 6S, HUAWEI Mate8, LG G4, Samsung 
Galaxy Note5, and MI8, are adopted. 100 volunteers held the 
mobile phones and chose the hand angles and image 
backgrounds according to their own wishes. Two kinds of 
illuminations were adopted, one was indoor natural light, and 
the other was the flash light of smart phones. Each individual 
provided 200 images of different palms using different mobile 
phones under different illuminators, respectively. According to 
different acquisition conditions, XJTU-UP database can be 
divided into ten different datasets, each of which contains 2,000 
palmprint images belonging to 200 categories. For simplicity, 
according to the acquisition devices and illuminations, ten 
datasets are denoted as IN (iPhone 6s under Natural 
illumination), IF (iPhone 6s under Flash illumination), HN 
(HUAWEI Mate8 under Natural illumination), HF (HUAWEI 
Mate8 under Flash illumination), LN (LG G4 under Natural 
illumination), LF (LG G4 under Flash illumination), SN 
(Samsung Galaxy Note5 under Natural illumination), SF 
(Samsung Galaxy Note5 under Flash illumination), MN (MI8 
under Natural illumination), and MF (MI8 under Flash 
illumination). In this paper, the images are cropped as region of 
interests (ROIs) of 224×224 pixels using the method of [53]. 
Some typical samples are shown in Fig. 4. 
PolyU multispectral palmprint database is an constrained 
database acquired under four spectrums, i.e. blue, green, red, 
and near-infrared (NIR) [54]. Volunteers provided several 
palmprint images in a closed space with a fixed position. 
According to different illuminations, every independent 
spectrum can be seen as an independent dataset, i.e. NIR, Red, 
Blue, and Green. In each dataset, there are 6,000 images 
acquired from 250 individuals between the ages of 20 and 60. 
Each volunteer was asked to take 12 images for each of left and 
right hands. All images are cropped to ROIs with a size of 
128×128 pixels using the method of [54]. Some examples are 
shown in Fig. 5. 
Mobile Palmprint Database (MPD) [55] is collected by 
two kinds of smartphones, Huawei and Xiaomi, in an 
unconstrained manner. There are 16,000 palmprint images 
collected from 200 individuals in two sessions. Each volunteer 
is asked to provide 10 palm images of each hand in each session 
using each smartphone. In this paper, we treat the images of left 
and right hands as different categories. The images collected by 
different mobile phones are selected as different datasets. So 
there are two datasets, denoted as HW (Huawei) and Xm 
(Xiaomi), and each of them contains 8,000 palmprint images 
belonging to 400 categories. The image is cropped as ROI with 
a size of 224×224 pixels according to [55]. Fig. 6 shows some 
typical samples.  
 
 
 
B. Implementation Details 
In experiments, a dataset is selected as source dataset and 
another different dataset is selected as target dataset. Each 
image in the source dataset can generate a fake image similar to 
other datasets, so a labeled fake dataset with the same number 
can be obtained. For palmprint identification, every palmprint 
image in the target dataset is matched with all of the images in 
the source or fake dataset to find the most similar one. If they 
       
(a)                         (b)                         (c) 
       
(d)                         (e)                        (f) 
Fig. 6. Samples of MPD database. (a) and (c) are in HW, and (b) is in 
Xm; (d), (e), and (f) are ROIs extracted in HW and Xm. 
         
(a)                              (b) 
         
                      (c)                              (d) 
Fig. 5. Some typical ROI samples of PolyU multispectral palmprint 
database. (a) is in Blue, (b) is in Green, (c) is in Red, and (d) is in NIR. 
       
(a)                         (b)                         (c) 
         
(d)                         (e)                        (f) 
Fig. 4. Samples of XJTU-UP database. (a) is in MF, (b) is in MN, (c) 
is in HF; (d), (e), and (f) are ROIs extracted in LF, LN, and HN, 
respectively. 
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are from the same individual, the matching is successful and the 
identification accuracy can be calculated. For palmprint 
verification, the hashing codes of target dataset are obtained by 
the trained feature extractors in the source or fake dataset. After 
get their Hamming distance, EERs can be calculated. There are 
two feature extractors which can be used to extract features for 
target dataset and two labeled datasets which can be used as 
registration images to match target images. In the experiments, 
the optimal performance in these two cases are reported as final 
results. Note that the labels of target dataset are not used in the 
training progress and only used to evaluate the models. 
In the pixel-level alignment, a similar network architecture 
with the one in CycleGAN [13] is used. In the feature-level 
alignment, VGG-16 [56] is adopted as the backbone of feature 
extractor. Specifically, “Batch 1-4” of VGG-16 pre-trained on 
ImageNet [57] is selected as common feature extractor  and 
the weights are fixed during training. Then a network 
architecture like the remaining “Batch 5” and fully connected 
(FC) layers is adopted as dataset-specific feature extractors  
and . The details are shown in Fig. 7. The experiments are 
implemented using TensorFlow on a NVIDIA GPU GTX2080 
TI with 12G memory power and i9-3.6GHz processors. 
 
C. Palmprint Identification 
Performance on XJTU-UP database: in XJTU-UP 
database, SF and IN are selected as source datasets, and the 
remaining datasets are selected as target datasets. The 
identification accuracies are listed in Table I. “Source only” is 
used as a baseline, which means the target codes are obtained 
by the model trained on source dataset without domain 
adaptation. From the results, due the various acquisition 
conditions, the accuracy of different datasets varies greatly. 
The highest accuracy is 99.00%, where the SF is selected as 
source dataset and LF is selected as target dataset. The accuracy 
of cross-dataset identification is improved up to 28.10%.  
 
Performance on PolyU multispectral palmprint database: 
Blue and Red are used as source datasets, and the remaining 
datasets are used as target datasets. The results are shown in 
Table II. For multispectral palmprint database, the images are 
collected in constrained environments, so the accuracies are 
relatively high. When Red and NIR are used as source and 
target datasets, the improvement is the highest, and the 
accuracy is improved by 6.45. From the results, when NIR is 
selected as target dataset, the performance of cross-dataset 
recognition is poor, which is because the NIR images contain 
less palmprint information. 
 
 
Performance on MPD: in MPD, there are two palmprint 
dataset collected from the same subjects. So the one dataset is 
selected as source dataset and the other is selected as target 
dataset. The accuracies are shown in Table III. When HW is 
used as source dataset and Xm is used as target dataset, the 
accuracy is improved by 2.94%. When Xm is used as source 
dataset and HW is used as target dataset, the accuracy is 
improved by 1.34%. 
TABLE III 
ACCURACY (%) OF CROSS-DATASET IDENTIFICATION ON MPD 
Source Target Source only JPFA Improvements 
HW Xm 89.80 92.74 ↑2.94 
Xm HW 93.31 94.65 ↑1.34 
 
 
 
TABLE II 
ACCURACY (%) OF CROSS-DATASET IDENTIFICATION ON POLYU 
MULTISPECTRAL PALMPRINT DATABASE  
Source Target Source only JPFA Improvements 
Blue 
Green 99.42 99.85 ↑0.43 
Red 99.80 100.00 ↑0.20 
NIR 92.57 96.43 ↑3.86 
Red 
Blue 99.33 99.50 ↑0.17 
Green 99.27 99.53 ↑0.26 
NIR 90.52 96.97 ↑6.45 
 
 
 
 
TABLE I 
ACCURACY (%) OF CROSS-DATASET IDENTIFICATION ON XJTU-UP DATABASE  
Source Target Source only JPFA Improvements 
SF 
LF 95.30 99.00 ↑3.70 
LN 73.15 82.65 ↑9.50 
SN 78.87 98.20 ↑19.33 
IF 90.10 94.85 ↑4.75 
IN 60.85 70.80 ↑9.95 
HF 86.80 95.75 ↑8.95 
HN 58.35 86.45 ↑28.10 
MF 94.50 96.45 ↑1.95 
MN 72.25 82.10 ↑9.85 
IN 
LF 80.90 91.45 ↑10.55 
LN 90.35 95.20 ↑4.85 
SF 79.20 85.05 ↑5.85 
SN 90.05 95.00 ↑4.95 
IF 94.20 98.10 ↑3.90 
HF 67.75 88.80 ↑21.05 
HN 90.15 95.20 ↑5.05 
MF 88.45 92.05 ↑3.60 
MN 91.30 95.25 ↑3.95 
 
 
Fig. 7. Some details of feature extractor network. For convolutional 
layers, the parameters of filter size and convolution stride are listed. 
For max-pooling layers, the windows and strides are given. For FC 
layers, the dimensions and activation functions are also described. 
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D. Palmprint Verification 
Performance on XJTU-UP database: palmprint 
verification is a one-to-one comparison. For XJTU-UP 
database, SF and IN are still selected as source datasets, and the 
remaining datasets are selected as target datasets. The EERs of 
different experiment settings are shown in Table IV. From the 
results, the performances of cross-dataset palmprint 
verification are improved significantly. The EER is reduced by 
up to 4.69%, when SF is used as source dataset and HN is used 
as target dataset. And the EER of cross-dataset verification is as 
low as 0.082%, when IN and MN are used as source and target 
datasets, respectively. 
 
Performance on PolyU multispectral palmprint database: 
the results on PolyU multispectral palmprint database are 
shown in Table V. When Blue and NIR are selected as source 
and target datasets, the EER is reduced by up to 2.26%. When 
NIR is selected as target dataset, the EERs are also the worst. 
However, for Blue and Green, the EERs of both experiment 
settings are 0%, due to their similar illuminations. 
 
Performance on MPD: The EERs of palmprint verification 
are shown in Table VI. When HW is used as source dataset and 
Xm is used as target dataset, the EER is reduced by 2.60%. 
When Xm is used as source dataset and HW is used as target 
dataset, the EER is reduced by 1.69%. It also shows the 
efficiency of our methods. 
 
V. EVALUATION AND ANALYSES 
A. Result Analysis 
In this paper, a novel method is proposed for cross-dataset 
palmprint identification and verification. The results show that 
it can improve the performance significantly.  
Comparisons between different databases: in the 
experiments, three palmprint databases are adopted to evaluate 
our proposed methods, including sixteen datasets. XJTU-UP 
database is collected by mobile phones in an unconstrained 
manner using uneven illumination and uneven hand angles. 
Multispectral database is collected in enclosed space and the 
hands are fixed, so the images are least affected by 
illuminations and noises. MPD is also collected by mobile 
phones in natural illumination. From the results, the 
performances of multispectral database are much better than 
that of XJTU-UP and MPD. Though multispectral database has 
higher accuracy, it limits the convenience of palmprint 
recognition, which requires dedicated devices and specific 
usage. In practical applications, the unconstrained acquisitions 
are more suitable and flexible, which may be a trend in smart 
society. In fact, through JPFA, the accuracy and EER of 
cross-dataset palmprint recognition can be improved very well.  
Comparisons between different illuminations: for 
XJTU-UP and MDP, two kinds of illuminations are adopted 
during acquisition. Flash lights can eliminate the interference of 
other illuminations, making the images less affected by noise. 
But in natural illuminations, the environments are complex, so 
the image collected are difficult to identify. For PolyU 
multispectral palmprint, when NIR is selected as target dataset, 
the results are worse, especially when Blue is used as source 
dataset. NIR images are collected under near-infrared 
illumination, which is relatively weak. In addition, from the 
NIR palmprint images, there are many vein patterns, but which 
contain less information. 
B. Ablation Study 
1) The roles of different losses 
In this paper, several effective loss functions are adopted. 
Here, we conduct experiments to verify the roles that 
MK-MMD and consistency losses play. SF is selected as source 
dataset and others are selected as target datasets. Tables VII and 
VIII show the results. “MK-MMD t-s” means the MK-MMD 
loss of target-source pairs, and “MK-MMD t-f” means the 
MK-MMD loss of target-fake pairs. From the results, when 
MK-MMD loss is adopted on single target-source or 
target-fake pairs, the performances are similar. When the 
MK-MMD loss is adopted on both target-source and 
target-fake pairs, the performances are improved, which 
demonstrates the usefulness of fake images. However, when 
TABLEVI 
EER (%) OF CROSS-DATASET VERIFICATION ON MPD 
Source Target Source only JPFA Improvements 
HW Xm 6.45 3.85 ↓2.60 
Xm HW 4.48 2.79 ↓1.69 
 
 
 
TABLE V 
EER (%) OF CROSS-DATASET VERIFICATION ON POLYU MULTISPECTRAL 
PALMPRINT DATABASE  
Source Target Source only JPFA Improvements 
Blue 
Green 0.17 0.055 ↓0.115 
Red 0.00 0.00 ↓0.00 
NIR 4.03 1.77 ↓2.26 
Red 
Blue 0.26 0.073 ↓0.187 
Green 0.30 0.034 ↓0.266 
NIR 0.44 0.25 ↓0.19 
 
 
 
TABLE IV 
EER (%) OF CROSS-DATASET VERIFICATION ON XJTU-UP DATABASE  
Source Target Source only JPFA Improvements 
SF 
LF 0.74 0.16 ↓0.58 
LN 5.27 2.61 ↓2.66 
SN 3.42 0.52 ↓2.90 
IF 0.95 0.30 ↓0.65 
IN 4.91 1.96 ↓2.95 
HF 2.49 1.08 ↓1.41 
HN 6.78 2.09 ↓4.69 
MF 1.04 0.28 ↓0.76 
MN 4.36 1.85 ↓2.51 
IN 
LF 2.28 0.20 ↓2.08 
LN 2.00 0.85 ↓1.15 
SF 2.24 0.45 ↓1.79 
SN 1.58 0.50 ↓1.08 
IF 1.12 0.33 ↓0.79 
HF 4.19 1.74 ↓2.45 
HN 1.73 0.92 ↓0.81 
MF 1.76 1.14 ↓0.62 
MN 1.20 0.082 ↓1.12 
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consistency loss is also added, the performances are improved 
significantly on both palmprint identification and verification, 
which shows the necessity of consistency loss and the 
effectiveness of our methods.  
 
 
2) The effect of hyperparameters 
The above description explains the effectiveness of 
consistency loss. Here, several experiments are conducted to 
analyze the weight of consistency loss, i.e., the effect of 
hyperparameters . SF is also used as source dataset and the 
others are used as target datasets. The results are shown in 
Tables IX and X. When , the performances of both 
cross-dataset palmprint identification and verification can reach 
the highest level. 
 
 
 
TABLE X 
EER (%) OF CROSS-DATASET VERIFICATION USING DIFFERENT 
HYPERPARAMETERS 
 
Target 
Source 
only 
     
LF 0.74 0.20 0.22 0.16 0.19 0.20 
LN 5.27 3.00 3.09 2.61 3.53 3.40 
SN 3.42 0.80 0.53 0.52 0.84 0.72 
IF 0.95 0.33 0.38 0.30 0.60 0.49 
IN 4.91 2.21 1.96 1.96 2.11 2.37 
HF 2.49 1.27 1.85 1.08 1.10 1.76 
HN 6.78 2.33 2.24 2.09 2.53 2.34 
MF 1.04 0.50 0.38 0.28 0.52 0.28 
MN 4.36 1.58 1.41 1.85 1.79 1.79 
 
TABLE IX 
ACCURACY (%) OF CROSS-DATASET IDENTIFICATION USING DIFFERENT 
HYPERPARAMETERS 
 
Target 
Source 
only 
     
LF 95.30 99.20 99.00 99.00 98.20 98.65 
LN 73.15 81.00 81.60 82.65 75.55 78.70 
SN 78.87 97.15 97.30 98.20 97.40 97.30 
IF 90.10 93.00 94.30 94.85 93.40 93.85 
IN 60.85 74.05 69.90 70.80 73.00 73.40 
HF 86.80 96.20 95.65 95.75 95.35 94.20 
HN 58.35 83.60 85.10 86.45 85.30 85.20 
MF 94.50 95.65 95.50 96.45 95.90 96.40 
MN 72.25 78.80 81.20 82.10 79.45 81.15 
 
TABLE VIII 
EER (%) OF CROSS-DATASET VERIFICATION USING DIFFERENT LOSSES 
  
Target 
MK-MMD 
(t-s) 
MK-MMD 
(t-f) 
MK-MMD 
(t-s + t-f) 
MK-MMD 
 (t-s + t-f)+ 
consistency loss 
LF 0.58 0.20 0.20 0.16 
LN 2.87 3.71 3.43 2.61 
SN 1.17 0.88 0.87 0.52 
IF 0.35 0.47 0.32 0.30 
IN 2.41 2.34 2.06 1.96 
HF 1.95 1.84 1.01 1.08 
HN 3.99 1.94 2.43 2.09 
MF 0.38 0.59 0.92 0.28 
MN 1.69 1.61 1.03 1.85 
 
 
 
TABLE VII 
ACCURACY (%) OF CROSS-DATASET IDENTIFICATION USING DIFFERENT LOSSES 
 Target 
MK-MMD 
(t-s) 
MK-MMD 
(t-f) 
MK-MMD 
(t-s + t-f) 
MK-MMD 
 (t-s + t-f)+ 
consistency loss 
LF 97.80 96.55 98.90 99.00 
LN 78.45 61.05 78.05 82.65 
SN 90.20 96.65 97.75 98.20 
IF 93.45 92.55 93.15 94.85 
IN 68.45 71.75 69.60 70.80 
HF 93.65 93.35 95.05 95.75 
HN 70.65 83.75 83.85 86.45 
MF 94.95 95.40 97.20 96.45 
MN 80.20 71.90 81.35 82.10 
 
TABLE XI 
COMPARISON RESULTS (ACCURACY, %) OF CROSS-DATASET IDENTIFICATION ON DIFFERENT MODELS 
 
Source SF 
Target LF LN SN IF IN HF HN MF MN 
DHN 95.30 73.15 78.87 90.10 60.85 86.80 58.35 94.50 72.25 
ALDC 92.90 66.75 76.60 83.60 58.25 87.25 64.90 88.45 64.90 
DDBPD 93.75 77.30 88.90 88.30 74.75 92.60 79.75 92.95 81.90 
LDDBP 96.60 80.85 90.75 90.80 69.05 94.00 83.55 95.05 80.70 
PalmNet 76.25 61.10 65.35 74.60 53.85 77.20 56.00 74.80 57.50 
DEH 
(activation) 
90.24 72.15 85.33 91.20 66.32 89.20 85.65 83.94 78.32 
DEH 
(adversarial) 
87.35 69.94 80.95 90.03 61.44 82.13 78.85 77.34 72.10 
DAN 97.80 78.45 90.20 93.45 68.45 93.65 70.65 94.95 80.20 
ADDA 95.30 74.95 81.60 89.95 61.85 87.90 59.25 93.80 68.85 
Deep 
CORAL 
65.20 57.00 63.11 83.85 56.44 57.90 40.35 89.00 58.50 
CycleGAN 73.95 64.70 60.05 61.10 69.80 63.90 69.65 70.24 67.30 
PalmGAN 95.39 67.05 93.80 90.75 68.05 86.40 79.30 93.50 66.40 
CycADA 95.35 68.30 94.20 90.73 69.03 87.40 77.30 94.04 64.57 
JPFA (ours) 99.00 82.65 98.20 94.85 70.80 95.75 86.45 96.45 82.10 
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C. Comparisons with Other Models 
In order to evaluate the superiority of JPFA for cross-dataset 
palmprint recognition, we conducted adequate experiments to 
compare JPFA with the state-of-the-arts including deep and 
non-deep palmprint recognition methods and domain 
adaptation methods, as following: 
 DHN [10] transfers palmprint images into binary codes to 
improve the efficiency of feature matching. Here, DHN is 
adopted as feature extractor and a baseline. 
 ALDC [8] is a novel double-layer direction extraction 
method. It firstly extracts the apparent direction from the 
surface layer and exploits the latent direction features from 
the energy map. 
 DDBPD [25] is a new direction binary code learning 
method for palmprint recognition. It extracts informative 
convolution difference vectors from palmprint patterns, and 
learn convolution difference vector (CDV) as feature 
container, which can be used for palmprint recognition. 
 LDDBP [6] is a direction-based palmprint recognition 
method, which finds the most discriminant direction 
features based on exponential and Gaussian fusion model 
(EGM).  
 PalmNet [7] applies Gabor filters in CNN to extract 
discriminative palmprint-specific representation, which is 
aimed to adapt different images in heterogeneous databases. 
 DEH [26] trains multiple weak feature extractors based on 
the online gradient boosting model, and combines them as a 
single feature extractor. In DEH, activation loss and 
adversarial loss are adopted to improve the performance. 
 DAN [40] adopted MK-MMD loss to align the features of 
multiple task-specific layers.   
 ADDA [43] is an adversarial learning-based domain 
adaptation algorithm. It contains a discriminator used to 
obtain adaptive features. Here, VGG-16-based DHN is also 
adopted as feature extractor and a discriminator is 
introduced a feature extractor to obtain the hashing codes in 
two palmprint datasets.  
 Deep CORAL [58] is a simple yet effective domain 
adaptation method. It aligns the second-order statistics of 
source and target distributions in deep neural networks with 
a linear transformation. 
 PlamGAN [14] is proposed for cross-dataset palmprint 
recognition. It firstly generates fake images based on 
CycleGAN, and then adopts fake images to train feature 
extractor used for target dataset. Here, VGG-16-based 
DHN is also adopted as feature extractor. 
 CycleGAN [13]. In this paper, CycleGAN is used to 
generate fake target images and perform cross-dataset 
palmprint recognition like PalmGAN. 
 CycADA [48] also performs domain adaptation on pixel 
and feature levels. After style transferring, ADDA is 
adopted to obtain alignment features using fake and target 
images. 
Note that for the deep modules above, the backbone adopts 
the same network architecture. From the results in Tables XI 
and XII, our JPFA can outperform other models on both 
cross-dataset palmprint identification and verification. ALDC, 
DDBPD, and LDDBP are traditional palmprint recognition 
algorithms and extract the direction information of palmprint 
according to experience. They can also get relatively good 
results. From the comparisons, the domain adaptation-based 
methods may be more suitable for cross-dataset palmprint 
recognition, and their performances are better, such as 
PalmGAN and CycADA. However, these methods mainly 
adopt adversarial learning strategy to obtain adaptive features 
in the target dataset, but it is difficult to train. JPFA combines 
MK-MMD loss with consistency loss on feature-level 
alignment, so it can obtain aligned features more easily. For 
CycleGAN, there is no identity loss used, and it is even worse 
than PalmGAN. In addition, compared with one 
stage-alignment including pixel or feature level, the methods 
TABLE XII 
COMPARISON RESULTS (EER, %) OF CROSS-DATASET VERIFICATION ON DIFFERENT MODELS 
 
Source SF 
Target LF LN SN IF IN HF HN MF MN 
DHN 0.74 5.27 3.42 0.95 4.91 2.49 6.78 1.04 4.36 
ALDC 4.09 6.02 6.93 3.85 7.29 4.22 7.43 4.07 6.59 
DDBPD 3.37 4.10 4.07 2.82 4.70 3.13 4.56 3.14 3.62 
LDDBP 3.45 3.20 3.31 2.58 3.74 2.78 4.00 2.91 3.40 
PalmNet 3.24 3.48 2.80 2.82 2.76 2.45 2.32 2.97 2.55 
DEH 
(activation) 
2.05 8.53 7.47 2.67 7.71 5.30 8.99 2.75 7.87 
DEH 
(adversarial) 
6.66 11.62 10.58 6.81 10.62 8.91 11.93 6.38 10.11 
DAN 0.58 2.87 1.17 0.35 2.41 1.95 3.99 0.38 1.69 
ADDA 0.70 4.56 3.13 1.23 5.20 2.21 5.85 1.02 3.90 
Deep 
CORAL 
5.22 6.02 4.32 2.17 15.16 8.90 9.94 1.55 5.75 
CycleGAN 1.55 6.35 4.48 1.56 2.23 2.46 4.60 1.24 3.98 
PalmGAN 0.83 6.01 1.88 0.98 4.16 2.58 3.58 1.03 4.51 
CycADA 0.83 4.76 1.75 0.97 3.59 2.54 3.59 0.92 4.72 
JPFA (ours) 0.16 2.61 0.52 0.30 1.96 1.08 2.09 0.28 1.85 
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using two stage-alignment can also obtain better results, such as 
CycADA and our JPFA. 
VI. CONCLUSION 
In this paper, a novel JPFA framework is proposed for 
cross-dataset palmprint recognition based on two-stage 
alignment, i.e., pixel-level and feature-level alignment. On the 
pixel level, fake images are firstly generated by deep style 
transfer method. The fake images are similar to the target 
images in style, which can reduce the dataset gaps significantly. 
In addition, through an identity loss, the identity information is 
maintained, i.e., the fake images generated by the real images 
from the same category remains the same category, which can 
be used for data augmentation. On the feature level, target 
images are selected to form pairs with source and fake images. 
After extracting features, MK-MMD loss is adopted to reduce 
the distribution difference between feature pairs. Further, a 
novel consistency loss is introduced to constrain the codes 
extracted by different feature extractors to improve the 
performance. Finally, adaptive features are obtained to achieve 
cross-dataset recognition. Multiple experiments are conducted 
on constrained multispectral databases and unconstrained 
databases. The results show that our JPFA can effectively 
improve the performance of cross-dataset palmprint 
recognition and outperform other models to achieve the 
state-of-the-arts. Compare with baseline, the accuracy is 
effectively improved by up to 28.10% and the EER is reduced 
by up to 4.69%. 
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