Abstract. This paper investigates the estimation problem of semi-parametric partially linear varying-coefficient models by the technique of back-fitting. In order to avoid the disturbance of multi-collinearity and improve estimation efficiency, we apply principal component analysis to semi-parametric partially linear varying-coefficient models due to principal components are those uncorrelated linear combinations. And then we obtain the estimators of original parametric component and nonparametric component respectively. Model estimation and some statistic inferences about the property of the estimators are also derived theoretically.
Introduction
In recent three decades, with the rapid development of computing techniques, the semi-parametric models have gained more and more attention in various areas. As we know, semi-parametric models have many forms such as partially linear models, varying-coefficient models, additive models and so on. In this paper, we consider the partially linear varying-coefficient model which is a useful extension as follows:
where Y is response, and () X Z U  are the associated covariates. For simplicity, we assume U is univariate.  is an independent random error with ( Obviously, when 0 X  Eq.1 reduces to varying-coefficient model, which has been widely studied in the literature, see the work of Hu and Xia [1] , Cai et al [2] , Fan and Zhang [3] , and among others. When 1 p  and 1 Z  Eq.1 becomes partially linear regression model, which was proposed by Engle et al [4] when they researched the influence of weather on electricity demand. A series of literature (Chen [5] , Hu et al [6] ) regarding partially linear regression model have provided corresponding statistical inference.
Recently, Eq.1 has been widely studied by Fan and Huang [7] , Wei and Wu [8] , You and Chen [9] and so on. In [9] , You and Chen studied the estimation of partially linear varying-coefficient model under the circumstance that some covariates were measured with additive errors.
However, in practice, there may exists multi-collinearity relation among explanatory variable X. In that case, we introduce principal components into the semi-parametric model to eliminate the influence of multi-collinearity. With the purpose of not losing information, we choose principal components as the same dimension as explanatory variables. And then we get the estimators for the parametric component and nonparametric component based on the approach of back-fitting.
is a random sample from Eq.1, that is to say, they satisfy
Let X be a nq  matrix, where n and q are the number of observations and the number of the variables from the linear part. The covariance matrix of X is  , which is a matrix. 
where
By Eq.3, we structure the 1 ... 1 ... 
Without loss of information, we note that the semi-parametric partially linear varying-coefficient model with principal components can be written as
is the parametric component of model (4) . In that case, based on Eq.2 and Eq.4, we have L   .
Back-fitting Estimation
As for Eq.4, we use back-fitting procedure to obtain the estimators for parametric component and nonparametric component respectively. Firstly, suppose that nonparametric component () i U  is known, Eq.4 can be written as 11 ( ) .
By Eq.5 we get the least squares estimator of  , say  , satisfies
Further then if  as the parametric component is known, the Eq.4 becomes
According to Fan and Huang [7] , we apply the local linear regression to the coefficient functions.
For U in a small neighbourhood of 0 u , one can approximate () j aU locally by a linear function
Principal Component Analysis

93
This leads to the following weighted least-squares problem: find {(
where ( ) ( ) 
Based on backing-fitting theory, we have 
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      Note that L   , the estimator of original parametric component  satisfies 1 [ ( ) ] ( ) .
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The Property of Estimators
, and we denote ( ) ( )
that case some statistical inferences are given as follows. Theorem 1 By the estimator of ˆB
Suppose that the assumption conditions hold, the above results can be simplified as 
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Proofs of the Conclusion
We begin with the following assumptions needed to prove the theorems for the proposed methods. Assumption 1. The random variable U has a bounded support  . Its density function () f  is Lipschitz continuous and bounded away from 0 on its support. Assumption 2. For each 
The proof of Lemma A.1 can be found in Mack and Silverman [11] . Proof of Theorem 1 By the definition of ˆB [7] , observes that
with the above results it is easy to show that
By Taylor expansion, we have 2 22 00 00 
