Abstract. We investigate lattices that can be represented as sublattices of the lattice of all convex subsets of a linearly ordered set (X, ≤) and as lattices of convex subsets of (X, ≤).
means that L is isomorphic to a sublattice of the lattice of all intervals of (X, ≤), we shall say that L is faithfully representable as a lattice of intervals.
In this note we investigate lattices with 0 (finite or infinite) which can be represented or faithfully represented as lattices of intervals.
We give three lattice theoretical conditions which are described in the following definition: 
(a) Every loc-lattice L = (L, ) is representable as a lattice of intervals. (b) A well-separated lattice is faithfully representable as a lattice of intervals if and only if it is a loc-lattice.
A lattice of sets on a set X is a family M of subsets of X such that (M, ⊆) is a lattice. We say that the family M separates the set X if for every x, y ∈ X with x = y either there exists an M ∈ M with x ∈ M and y ∈ M or there exists an M ′ ∈ M with x ∈ M ′ and y ∈ M ′ . We also say that the family M well-separates X if it separates X and for every M ∈ M and every x ∈ X with x ∈ M there exists an N ∈ M with x ∈ N and N ⊆ M.
In Section 2 we show (Theorem 2.2) that if M is family of subsets of a set X with some special properties -called a loc-lattice of sets ( Definition 2.1)-which separates X, then we may construct a linear ordering ≤ of the set X such that every M ∈ M is a convex subset of (X, ≤). Moreover if M well-separates X then M is a sublattice of the lattice of all convex sets of (X, ≤).
In Section 3 we introduce the notion of the semi-prime filter of a lattice and we show that every lattice is isomorphic to a lattice M of subsets of a set X (the set of all semi-prime filters the lattice) which is closed under finite intersections and separates the points of X. Moreover, if L is loc-lattice then L is isomorphic to a loc-lattice (M, ⊆) of subsets of a set X which separates X and Theorem 1.2 follows from the results of Section 2.
Finally in Section 4 we present some applications of Theorems 1.2 and 2.2 in general topology.
Loc-lattices of sets
A family of sets M is said to be a lattice of sets if (M, ⊆) is a lattice. The lattice sum of two elements A, B of M is denoted by A ∨ B and their lattice product by A ∧ B. Given a family M of subsets of a set X we define a binary relation L ⊆ X × X as follows. We write xLy if for every M ∈ M with x ∈ M we have that y ∈ M. We say that a family M separates the points of X (or that M is a separating family for X) if for every x, y ∈ X with x = y we have that ¬(xLy or ¬(yLy), where ¬(xLy) is the negation of xLy. This notion of a separating family is introduced by A. Renyi [13] which has showed that the minimal size of a separating family of a finite set X is exactly ⌈log 2 |X|⌉. Let x, y ∈ X. We say that x, y are completely separated if there exist A, B ∈ M with x ∈ A, y ∈ B, x ∈ B and y ∈ A and that a, b are totally separated if there exist A, B ∈ M with a ∈ A, b ∈ B and A ∩ B = ∅. We also say that the family M completely separates (resp. totally separates) the set X if for every two distinct points of X are completely separated (resp. totally separated). Finally, we say that the family M well separates the set X if for every M ∈ M and x ∈ M there exists an M ′ ∈ M such that x ∈ M ′ and M ′ ⊆ M. Note that if M completely separates X then it well separates X.
The main result of this section is the following:
Theorem 2.2. Let X be a set and M be a loc-lattice of subsets of a set X which separates the points of X. 
by Condition (4) of Definition 2.1.
A ternary relation in a set X is a subset T of X 3 . We shall use the notation (abc) T instead of (a, b, c) ∈ T and that ¬(abc) T instead of (a, b, c) ∈ T . We define a ternary relation in X setting (abc) M if for every M ∈ M with a, c ∈ M we have also that b ∈ C. Let
. Given a linear ordering ≤ of X we set
Definition 2.4. Let M be a family of subsets of a set X and Y ⊆ X.
We say that a linear ordering
Clearly in order to prove Theorem 2.2 we must find an M-consistent linear ordering ≤ of X Lemma 2.5. Let M be a loc-lattice of subsets of a set X. Then for
If A, B are subsets of a linear ordered set (X, ≤) we write A < B if for every a ∈ A and b ∈ B we have that a < b. Similarly if a ∈ X and B ⊆ X we write a < M if a < b for every b ∈ B.
Lemma 2.6. Let M be a loc-lattice M of subsets of Xwhich wellseparates X and ≤ an M-consistent linear ordering of X. Then M is a sublattice of the lattice Co(X) of intervals of (X, ≤). The following Theorem, due to M. Altwegg [1] (see also [17] ), is usefull since it characterizes linear orderings of sets in terms of ternary relations. Note that by Lemma 2.5 T M always satisfies condition (3) of the Theorem of Altwegg.
Theorem 2.7 (M. Altwegg). Let T be a ternary relation in a set X which satisfies the following postulates:
(1) (aba) T if and only if a = b. The ternary relation T M does not satisfy in general the conditions of Theorem 2.7 since for a loc-lattice M of subsets of X there are probably many and even non-isomorphic M-consistent linear orderings.
Indeed, the simplest example of a loc-lattice of subsets of a set X is a chain of subsets of X. Suppose that X = N and that M = {A n : n ∈ N} where A n = {1, . . . , n}. Then the usual ordering 1 ≤ 2 ≤ 3 ≤ . . . of N and the ordering ≤ ′ given by
Definition 2.8. Let X be a set and M a family of subsets of X. If x 1 , . . . , x n is a sequence of pairwise distinct points of X we say that
It is clear that if the family M is closed under finite intersections then for every finite sequence (x i ) n i=1 of pairwise completely separated points of X there exists a representative family for ( 
Similarly, the case A ⊆ C ∨B is impossible. Therefore by Property (1) of Definition1.1 we must have that C ⊆ A ∨ B. By Lemma 2.9 (2) we conclude that A ∩ B = ∅. By Lemma 2.6 we have as an immediate corollary the following. Theorem 2.13. Let X be a set and M be a loc-lattice of subsets of a set X which completely separates X. Then there exists a linear ordering ≤ of X such that M is a sublattice of the lattice (Co(X), ⊆) of all intervals of (X, ≤). Moreover, every other linear ordering ≤ ′ of X satisfying the preceding condition is equal to ≤ or to the inverse order ≤ * of ≤.
The general case of Theorem 2.2, when the family M does not completely separate the set X is much more complicated.
Proof of Theorem 2.2
Before we proceed to the proof of Theorem 2.2 we shall introduce some further notation. Let (X, ≤) be a linearly ordered set. If A ⊆ X we set
A section of a linearly ordered set (X, ≤) a pair S = (A, B) of subsets of X such that A ∪ B = X and A < B (for the theory of sections see also [18] ) . The the pairs (∅, X) and (X, ∅) are considered as sections too. The set of all sections of a linearly ordered set (X, ≤) is denoted by S(X, ≤) . The section S = (A, B) is said to be (1) a gap if A has no greatest element and B has no least element, (2) a jump if A has a greatest element and B has a least element, (3) a left cut if A has a greatest element and B has no least element, (4) a right cut if A has no greatest element and B has a least element. Given a section S = (A, B) we also denote by S
(1) the first member A of the section and by S (2) the second member B of the section.
We define a binary relation L ⊆ X × X on X by the rule that xLy if every element M of M containing x also contains y. It is trivial that L is reflexive and transitive, and since M separates the set X it is also antisymmetric; that is L is a partial order on X. We write ¬(xLy) if xLy does not hold. Two points x, y of X is said to be independent if ¬(xLy and ¬(yLy). A subset Y of X is said to be independent if every two distinct elements of Y are independent.
Let Y be a subset, ≤ a linear ordering of Y , S the set of all sections and φ : X \ Y → S any mapping from the remainder set X \ Y to the set S. Suppose further that for any S ∈ S we have defined a linear ordered set (X S , ≤ S ) with X S ⊆ φ −1 (S). Then we may extend the linear ordering ≤ of Y to a linear ordering ≤ ′ of Y ∪ S∈S X S by the following rules:
(1) If x, y in Y we set x ≤ ′ y if and only if x ≤ y.
(2) If x ∈ X S with S = (A, B) and y ∈ Y we set x ≤ ′ y if y ∈ B and y ≤ ′ x if y ∈ A.
Definition 2.14. We shall call the linear ordering 
Let Ord the class of all ordinal numbers. Given a loc-family M of subsets of X which separates the points of X we shall construct a family (Y ξ , ≤ ξ , φ ξ ) ξ∈Ord with the following properties:
(
Clearly if a such family (Y ξ , ≤ ξ , φ ξ ) ξ∈Ord exists, then for some ξ ∈ Ord we shall have that Y ξ = X and Theorem 2.2 has been proved.
Step 0. In this step of the proof we shall construct an M-consistent triple
By Zorn's Lemma the set X contains a maximal independent subset Y . If Y is an independent subset of X then by Proposition 2.12 there exists an M-consistent linear ordering of the set Y . Let Y be a maximal independent subset of X and ≤ an M-consistent linear ordering of Y . If |Y | = 1 then it is easy to see that the relation L is an M-consistent linear ordering of X. So we may assume that |Y | ≥ 2.
Note that for every x ∈ X \ Y we have that L(x) = ∅ if and only if M(x) = ∅ and that L(x) is a convex subset of (Y, ≤). By Lemma 2.9 (ii) we have that |M(x)| ≤ 2 and if M(x) = {y, z} with y < z then z is the immediate successor of y.
We classify the points of X \ Y in eight classes or types by the following rules: A point x ∈ X \ Y is said to be a point of For every x ∈ X \ Y with L(x) = ∅. We set
Proof. Let y ∈ L 1 (x) and y ′ ∈ L(x) with y ′ < y. Then there exists a z < L(x) and M ∈ M with z, y ∈ M and x ∈ M. Since z < y ′ < y and ≤ is consistent we have that y ′ ∈ M and so y ′ ∈ L 1 (x). This shows that L 1 (x) is an initial segment of L(x). By the same reasoning we show that L 2 (x) is a final segment of L(x).
Suppose that there exists y ∈ L 1 (x) ∩ L 2 (x) and let y 1 , y 2 ∈ Y with y 1 < L(x) < y 2 . We may find
Finally suppose that there exists a y ∈ L(x) \ (L 1 (x) ∪ L 2 (x)). Let y 1 , y 2 ∈ Y with y 1 < L(x) < y 2 and let (M 1 , M 2 , M) be a representative triple for (y 1 , y 2 , y) with x ∈ M. Since y ∈ L 1 (x) we have that x ∈ M ∨ M 1 and since y ∈ L 2 (x) we have that
For every x ∈ X \ Y we associate a section S x = (A x , B x ) of Y as follows:
(i) If x is a point of type I a we set
(ii) If x is a point of type I b we set
(iii) If x is a point of type I c we set
Let W be the set of all points of X of type I d , U 1 the set of all points of X \ Y of type I b with A x = ∅ and U 2 the set of all points of X \ Y of type I c with B x = ∅. For every U ⊆ X we set
Proof. Suppose that there exist three independent points x 1 , x 2 , x 3 ∈ U then we can find a representative triple (
Lemma 2.18. Every point of U 1 is independent from any point of U 2 .
Proof. Suppose that there exist x 1 ∈ U 1 and x 2 ∈ U 2 such that x 1 Lx 2 . Then we see that L(x 1 ) = Y , a contradiction.
(iv 1 ) There exist w 0 ∈ W and x 1 ∈ U 1 such that ¬(wLx 1 ).
In that case clearly ¬(x 1 Lw 0 ) (otherwise L(x 1 ) = Y ) and so by Lemmas 2.17 and 2.18 we have that wLx 2 for every x 2 ∈ U 2 . We set
Let any w ∈ W . If w is independent from w 0 then wLx 1 from every x 1 ∈ U 1 and we set
If w is not independent from w 0 we set
(iv 2 ) There exist w 0 ∈ W and x 2 ∈ U 2 such that ¬(wLx 2 ). In that case clearly ¬(x 2 Lw 0 ) (otherwise L(x 2 ) = Y ) and so by Lemmas 2.17 and 2.18 we have that wLx 1 for every x 1 ∈ U 2 . We set
Let any w ∈ W . If w is independent from w 0 then wLx 2 from every x 2 ∈ U 2 and we set
(iv 3 ) d(W ) = 2 and for every w ∈ W , x 1 ∈ U 2 and x 2 ∈ U 2 we have that (wLx 1 ) and (wLx 2 ). We select two independent points w 1 , w 2 of W and we set
For any other w ∈ W we set S w = S w 1 if the points w, w 1 are not completely separated and S w = S w 2 if the points w, w 2 are not completely separated.
(v) x is point of type II a and M(x) = {y 1 , y 2 }. In that case we set Proof. Suppose that for some y > y x we have that (xy x y) M . Let y ′ < y x and let (M ′ , M, A) a representative triple for (y ′ , y, x) with y x ∈ A.
since y x ∈ A and y x ∈ M ∨ A we have that y x ∈ M ′ ∨ A and so ¬(xy x y ′ ) M . The same argument shows that there exist no y 1 , y 2 with y 1 < y x < y 2 such that (xy x y 1 ) M and (xy x y 2 ) M .
(vi) x is a point of type II b and for every y > y x we have ¬(xy x y) M .
In that case we set
(vii) x is a point of type II b and for every y < y x we have ¬(xy x y) M . In that case we set A x = {y ∈ Y : y < y x }, B x = {y ∈ Y : y x ≤ y}.
(vii) x is a point of type II c , M(x) = {y 0 } where y 0 is the first element of Y and for some y > y 0 we have that ¬(xy 0 y) M then we set
x is a point of type II c , M(x) = {y 0 } where y 0 is the first element of Y and for every y > y 0 we have that (xy 0 y) M then we set
(ix) x is a point of type II d , M(x) = {y 1 } where y 1 is the last element of Y and for some y < y 1 we have that ¬(xy 1 y) M then we set
x is a point of type II d , M(x) = {y 1 } where y 1 is the last element of Y and for every y < y 1 we have that (xy 1 y) M then we set
Lemma 2.20. Let x ∈ X \ Y with S x = (A x , B x ). Then for every
Proof. Suppose that x is a point of type I a . Then we may find y
is a representative family for (y 1 , y, y 2 ) and so
This shows that (y 1 xy 2 ) M . The other cases can also be checked easily.
In particular, for every section S = (A, B) of (Y, ≤) there exists at most one point x such that
Proof. Clearly S x = S x ′ . If M ∈ M with x ∈ M then M ∩ A = ∅ and M ∩ B = ∅ and by Lemma 2.20 we shall have that x ′ ∈ M. So xLx ′ . Similarly, x ′ Lx and so x = x ′ , since the family M separates the set X.
Let us call the points of type II a , the points x of type II c such that S x = (∅, Y ) (i.e. the points of Case (viii) ) and the points x of type II d with S x = (Y, ∅) (i.e. the points of Case (x) ) exceptional points and the other points of X \ Y ordinary points. We set Y 0 = Y ∪ {x : x ∈ X \ Y and x is an ordinary point }.
Our next step is to extend the linear ordering ≤ to an M-consistent linear ordering ≤ 0 of Y 0 .
Before doing this for every section S = (A, B) of (Y, ≤) we shall define a consistent linear ordering ≤ S to the set S ord of all ordinary points x of X \ Y with S x = S.
(1) S = (∅, Y ). In that case an ordinary point x ∈ S ord is a point of type I b or of the type I d . By Lemma 2.17 and the previous construction we have that for any x, x ′ ∈ S ord either xLx ′ or x ′ Lx. We set x ≤ S y if xLy.
(2) S = (Y, ∅). In that case for x, y ∈ S we set x ≤ y if and only if yLx.
(3) Let S = (A, B) to be a section of (Y, ≤) such that A = ∅ and B = ∅. We set
Proof. The fact that (yxy ′ ) M follows from Lemma 2.20. Let z ∈ S 3 , y ∈ B and y 0 to be the last element of A, which exists since S 3 = ∅. Suppose that there exists a M ∈ M with z, y ∈ M and x ∈ M. Let N ∈ M with y 0 ∈ N and x ∈ N. Then z ∈ N and so M ∨ N = M ∪ N. But then y, y 0 ∈ M ∨ N and x ∈ M ∨ N which contradicts Lemma 2.20. The other cases are treated similarly.
Proof. Suppose that there exist two independent points x, x of S 1 .
The set {y ′ , x, x ′ } is independent. Therefore there exists a representative triple (N, N ′ , M) for (x, x ′ , y ′ ) with y ∈ M. But then N ∩ N ′ ∩ M = ∅ which contradicts Lemma 2.9. So d( S 1 ) = 1. In the same manner we show that d( S 2 ) = 1.
The ordinary points of S are those of S 1 ∪ S 2 , S 3 \ S 4 and S 4 \ S 3 . Given K, L ⊆ S whenever we say that we set K ≤ S L, we shall mean that we define that a ≤ S b for any a ∈ K and any b ∈ L.
We set
By Lemmas 2.20 and 2.23 we see that ≤ S is an M-consistent linear ordering of all the ordinary points of S.
Let X ord to be the set of all ordinary points of X \ Y and let
We extend the linear ordering ≤ of Y to an M-consistent linear ordering ≤ of Y 0 as follows:
(1) If x, y ∈ Y then we set x ≤ 0 y if and only if x ≤ y. ′ ∈ X ord and S x = S x ′ then we set
Using Lemma 2.22 we may check that ≤ is an M-consistent linear ordering of Y . Now we define the mapping φ 0 : X \ Y 0 → S from the set of all exceptional points of X to the set S of all sections of (Y 0 , ≤ 0 ) as follows:
(1) If S x = (∅, Y ) then we set φ 0 (x) = ( A, B) where ( A, B) where 
Step α Let α ∈ Ord with α > 0 and suppose that for any ordinal
is an extension of (Y ζ , ≤ ζ , φ ζ ) . We consider two cases:
The ordering ≤ α is defined by y ≤ α z if there exists ξ < α with y, z ∈ Y ξ and y ≤ ξ z.
Finally for every x ∈ X \ Y α we set 
Let ≤ α to be the extension of ≤ β to the set Y α . The mapping φ α : In this final section we show that every lattice is isomorphic to a lattice M of subsets of a set X which is closed under finite intersections and separates the points of X (Theorem 3.7). We this representation in order to prove Theorem 1. By I(a, b) we shall denote the set of all internal elements of a, b and byĪ(a, b) the set I(a, b) ∪ {a, b}. Proof. Let F(L) the set of all filters of L and
Let F be a maximal element of (F , ⊆). We shall show that F is a semi prime filter. For every filter F and x ∈ L we set F (x) = {z ∈ L : there exists y ∈ F such that y ∧ x z}.
Clearly, F (x) is a filter, F ⊆ F (x) and x ∈ F (x). Let a, b ∈ L such that a ∨ b ∈ F and {a, b} ∩ F = ∅. Since a, b ∈ F and by the maximality of F we have that I ∩ F (a) = ∅ and 
Proof.
Finally the equations (1), (2) are obvious from that facts that for every semi-prime filter F and every points a, b of L we have that a ∧ b ∈ F if and only if a ∈ F and b ∈ F and that a ∨ b ∈ F if and only if there exists x ∈Ī(a, b) such that x ∈ F . Proof. By Theorem 3.7 the Stone mapping f is an isomorphism so (f (L), ⊆) is lattice of subsets of X L and satisfies the properties (1), (3) and (4) 
Suppose that the lattice L is well separated and let A = f (a) ∈ f (L) and F ∈ A. Let b ∈ L such that b a and b ∈ F . Clearly F ∈ B = f (b) and B ⊆ A. Therefore the family f (L) well separates X L .
It is plain that Theorem 1.2 follows from Theorem 2.2 and Lemma 3.9.
4. some applications in general topology.
An orderable topological space is a topological space (X, τ ) such that there exists a linear ordering ≤ of X with the property that the open intervals of (X, ≤) is a base for τ . A weakly orderable topological space is a T 0 topological space (X, τ ) such that there exists a linear ordering ≤ of X with the property τ has a base consisting of convex sets. A generalized orderable space or a suborderable space ( [4] ) is a Hausdorff topological space (X, τ ) such that there exists a linear ordering ≤ of X with the property that τ has a basis of convex subsets of X. It is known ( [11] ) that the class of generalized ordered spaces coincides with the class of subspaces of linearly ordered topological spaces. A linear ordering of ≤ of X is said a (Dedekind) complete linear ordering if every nonempty subset of X with an upper bound has a least upper bound (supremum). A complete orderable topological space is a topological space (X, τ ) such that there exists a complete linear ordering ≤ of X with the property that the open intervals of (X, ≤) is a base for τ . An immediate consequence of Theorems 1.2 and 2.2 is the following: Theorem 4.1.
( [5] ) and E. Deàk ([6] ) (see also [9] , for another approach). We can obtain further characterizations of orderable and suborderable spaces using Theorems 1.2 and 2.2. Before this we shall investigate which elements of a lattice can be representated as open intervals.
An element a of a lattice (L, ) is said to be accessible from below if there exists a subset A of L such that A = a and a ∈ A. We say that a is inaccessible from below if it is not accessible from below. Respectively we say that a is accessible from above if there exists a subset A of L such that A = a and a ∈ A and that a is inaccessible from above if it is not accessible from above .
An open interval of linear ordered set (X, L) is a subset of X of the form (a, b) = {x ∈ X : a < x < b) or (a, →) = {x ∈ X : a < x} or (←, a) = {x ∈ X : x < a} or X. Proof. Suppose that X L = f (a) and that the set f (a) + = {x ∈ X L : f (a) < x} is not empty. We shall show that f (a) has a first element b. Suppose that f (a) has no a first element. Let M = {f (a) ∨ f (x) : f (x) ⊆ f (a)
+ . Then M = f (a). Indeed, if there exists a x ∈ M \ f (a) then we select a x ′ ∈ f (a) + such that x ′ < x and x, x ′ ∈ L such that x ∈ f (x), x ′ ∈ f (x ′ ) and f (x) ∩ f (x ′ ) = ∅. Then x ∈ f (a) ∨ f (x ′ ) which contradicts the assumption that x ∈ M. This implies that f (a) = {f (x) : f (a) ⊆ f (x), f (a) = f (x)}. Since f is an embedding from (L, ) onto (f (L), ⊆) we conclude that a = {x ∈ L : a ≺ x}, which contradicts the assumption that a is inaccessible from above.
Similarly, if the set f (a) − = {x ∈ X L : x < f (a)} is not empty we show that the set f (a)
− has a last element a. Proof. By Lemma 4.2 for every a ∈ L we have that f (a) is an open interval. Since L = (L, ) is a totally separated loc-lattice, then the family f (L) totally separates the set X L and therefore f (L) is a basis for the topology τ ≤ generated by the open intervals of (X L , ≤). So τ = τ ≤ and so (X L , τ ) is an ordered space. It remains to show that (X, ≤) has no gaps. Suppose that S = (S 1 , S 2 ) is a gap of (X L , ≤). It is easy to see that the set F S = {a ∈ L : f (a) ∩ S 1 = ∅ and f (a) ∩ S 2 = ∅} is a semi prime filter of L and so an element of X L . We set x = F S .
Then either x ∈ S 1 and so x is the last element of S 1 or x ∈ S 2 and so x is the first element of S 2 . Every case contradicts the assumption that S is a gap. 
