Abstract According to the thin lens model, the classic depth of field (DOF) is defined as the distance range at which objects in front of a camera are in focus. However, the thin lens poses important practical limitations for modeling the camera focus due to its dependence on internal parameters, such as the focal length, numerical aperture and effective pixel size. In this paper, a new model for describing the focus of conventional digital cameras is proposed. The focus is modeled as the energy of the point-spread-function of the imaging system and describes the joint effect of defocus, diffraction and digitization. Experiments conducted on different acquisition devices show that the proposed model conforms accurately to the behavior of real systems and outCommunicated by Yasuyuki Matsushita. performs the most similar alternatives in the state-of-the-art. In addition, in contrast to the classic DOF model, the proposed approach can be used to predict the changes in the focus of conventional digital cameras when changing focus, zoom, and aperture by means of a simple calibration process.
Introduction
The quality of the images captured by a digital camera is a function of multiple parameters of the system's optics. For instance, the degree of sharpness or amount of blur of the imaged scene is directly related to the focus configuration of the camera. In conventional cameras, the focus is an intricate variable that depends on different factors, such as the lens focal length, 1 the lens aperture, the pixel size, the distance between the lens and the sensing device (e.g., the CDD sensor) and the scene geometry itself. As a result, an effective control of the focus mechanism of a camera is fundamental for efficiently capturing high quality images. In this work, the term conventional camera refers to digital cameras, such as webcams, digital photographic cameras (both compact and SLR), surveillance cameras, and the like, thus excluding short depth-of-field systems, such as microscopes, as well as systems with a very large working distance, such as telescopes.
Two basic elements in focus-related applications are the focus measure and the focus profile. The focus measure refers to the estimation of the relative degree of focus of an image or image pixel (Pertuz et al. 2012b) . In turn, the focus profile is the function that relates the focus position of the camera with the attained degree of focus. Formally, for an object located at a distance u x from the camera, the focus measure, ϕ, will change as a function of the camera focus, u, achieving its maximum value at u = u x . Specifically, the curve ϕ vs. u is the so called focus profile.
Understanding the behavior of focus and the factors that determine the focus profile in conventional cameras is an important issue for many computer vision applications, such as autofocus (Tsai and Chen 2012) , shapefrom-focus/defocus (Muhammad and Choi 2012; Favaro and Soatto 2005) , focus stacking (Aguet et al. 2008; Pertuz et al. 2012a ) and focus sampling (Hasinoff and Kutulakos 2011; Pertuz et al. 2015) . Notwithstanding, few researchers have addressed the problem of modeling the focus profile in conventional cameras. To our knowledge, the state-of-the-art focus profile models are either empirical (Nayar and Nakagawa 1994) or have only been studied within the scope of optical microscopy (Tsai and Chen 2012; Muhammad and Choi 2012) .
There are mainly two drawbacks with models that have been derived for optical microscopy. Firstly, focusing in optical microscopy is performed by moving the stage of the microscope while the optics remain fixed. Conversely, focusing is achieved in conventional cameras by changing the internal geometry of the lens-sensor system, what changes the behavior of focus. Secondly, the parameters of those models do not have an explicit physical interpretation. A clear relationship between the parameters of the focus profile model and those of the real lens-camera system is desirable since it provides useful information about the image acquisition process.
The model proposed in this paper is specifically tailored to conventional cameras. Despite the number of variables involved in the focusing process, it has been derived in order to provide a simple, yet accurate representation of the focus profile. Moreover, the parameters of the proposed model are directly related to real parameters of the lens-camera system, thus providing meaningful information about the relationship and interaction between the optics and other variables involved in the process. This information may be valuable for the research community as it helps identify advantages and limitations of different focus-related applications depending on the focusing conditions, as well as contributing to the understanding of the defocus phenomenon from a qualitative perspective. Experiments with real cameras show that the proposed focus profile adjusts more accurately to the real behavior of the focus profile than previously existing models.
This paper is organized as follows: the next section reviews the relevant previous work and introduces some underlying concepts. Sections 3 and 4 present the proposed focus profile model. Section 5 shows how this model can be used to predict 
Previous Related Work
A simplified model of defocus is based on the thin lens illustrated in Fig. 1 . Variable v is the distance between the sensing device and the lens. For this particular configuration, only the points of the objects at a distance u from the lens will be in perfect focus. Thus, u represents the in-focus distance for this particular configuration, that is, the position at which the camera is focusing to. In the sequel, the in-focus distance u will be referred to as camera focus. In this model, the radiance of a target point T at a particular distance u x spreads over a blurring circle of radius ρ on the sensor. Notice that, for this particular configuration, the camera focus and the target position are different: u = u x .
The focus error or focus defect corresponds to the displacement of the sensor from the position required to bring T into focus, = |v − v x |. From Fig. 1 , it is clear that the blurring circle, and therefore the amount of defocus, is a function of the focus error. The focus profile, also referred to as the focus function, can be obtained by changing the camera focus-i.e., changing the relative distance between the sensor and the lens-and plotting the focus measure value, ϕ, as a function of u. In this scenario, the focus measure ϕ is the relative degree of focus of the blurred point T and decreases for increasing blur radius (see Sect. 3). The maximum value of the focus profile corresponds to the position where the camera is best focused on the target and therefore ϕ is maximum. In this work, the focus profile is normalized in the range ϕ ∈ [0, 1] in order to facilitate qualitative analysis. For illustration, Fig. 2 shows the focus profile obtained for two different cameras: a webcam and a surveillance camera, both for a target at a fixed position, u x . In optics, Hopkins (1955) studied the effect of the focus error on the response of an aberration-free optical system consisting of a single lens for different aperture shapes. Based on this work, FitzGerrell et al. (1997) modeled the optical transfer function of an optical system with circularly symmetric pupils as a function of the focus error. Both works base their findings on a thorough analysis of the focus phenomenon in optical systems from the perspective of wave optics. Unfortunately, the mathematical tractability, as well as the variables required for the application of these models, such as the light's wavelength, the exact geometry of the optical system and the refraction index of the materials, pose an important practical limitation. As a result, the extension of these approaches to conventional cameras is not straightforward.
Based on experimental results, Nayar and Nakagawa (1994) suggested fitting the focus profile with a Gaussian function. The Gaussian-like behavior is particularly valid near the maximum focus value (Nayar and Nakagawa 1994; Subbarao and Tian 1998) and with lenses with relatively large focal lengths (i.e., high magnification). The focus profile of Fig. 2b is an example of this case. The Gaussian focus profile is defined as a function of three parameters, A, u x and σ as:
More recently, Muhammad and Choi (2012) proposed to extend the model of laser-beam propagation in order to describe the focus profile for optical microscopes. Based on this assumption, the focus profile is modeled as a LaplacianCauchy function:
where A, B and C are the parameters of this model. These parameters, as well as those of the Gaussian model in (1), are found by taking samples of the focus profile and fitting the corresponding model. The quality of the obtained model will depend on the selected focus samples as well as the noise and artifacts in the measured focus profile. Independently, Tsai and Chen (2012) also proposed to exploit a Laplacian-Cauchy profile in order to boost the search speed in microscope autofocusing. More recently, Tsai and Chen (2016) proposed to apply a transformation to the measured focus profile in camera space in order to obtain a quadratic model that facilitates autofocusing.
Focus Measure Model
In order to derive a model for the focus profile, the first step is to provide a theoretical estimation of the focus measure value of a defocused image as a function of the focus error. Specifically, the aim of this section is establishing the relationship between the perceived focus measure ϕ and the amount of blur defined by the blur radius ρ. This model is derived by assuming that the focus value is tightly related to the energy of the defocused image.
Focus Measure Operator
Let f (x, y) denote a 2D image, with x and y being 2D spatial coordinates. The focus measure ϕ corresponds to the amount of focus estimated for the whole image or for each pixel.The computation of the focus measure usually implies the application of a transformation to f (x, y) that is often referred to as focus measure operator. The application of the focus measure operator is usually aimed at enhancing the spatial variations of the image f (x, y) while being robust to noise. For this purpose, commonly-used focus measure operators exploit image derivatives, image statistics, the Laplacian, wavelet transforms, the discrete cosine transform, and the like (Mahmood and Choi 2010; Subbarao and Tian 1998; Minhas et al. 2011; Jeon et al. 2011; Pertuz et al. 2012b) . For convenience, here we interpret the focus measure as the energy of the enhanced image. This interpretation is fundamental for the proposed model as will be shown in the next sections. Specifically, the focus measure can be interpreted as the energy or of the image over a region of interest:
where Ω(x, y) is the spatial region of interest that can be as big as the whole image or as small as a single image pixel. Several focus measure operators have been proposed in the literature, such as the Modified Laplacian (Nayar and Nakagawa 1994) , the Tenenbaum algorithm (Tenenbaum 1971; Chern et al. 2001) , the gray-level variance (Subbarao and Tian 1998) , among others. In this work, the Tenenbaum algorithm has been used as a focus measure operator. With this algorithm, the transformed image simply corresponds to the magnitude of the image gradient computed using the Sobel operator. For a detailed comparative analysis of different focus measure operators, the reader is referred to Pertuz et al. (2012b) .
The Effect of Defocus
The focus profile model proposed in this paper is based on an integral model of the image formation process in a digital camera that takes into account both the effect of the optics and the digitization (sampling and quantization) of the image. Let f S (x, y) define the source image radiance. Due to the effect of defocus, a blurred image, f B (x, y) , is formed on the surface of the camera's sensor. By considering the optical system as linear, the blurred image can be estimated as the convolution (Goodman 1996) :
where h(x, y) is the impulse response of the optic system, which is often referred to as the point spread function (PSF).
The geometrical optics approximation of the PSF for a defocused system with circular aperture and coherent monochromatic illumination is known as the pillbox function (Horn 1990; Born and Wolf 1999) which, according to the central limit theorem, can be approximated through a 2D Gaussian with variance ρ 2 for incoherent polychromatic illumination (Bass 2009 ). In this case, ρ is directly related to the amount of defocus and corresponds to the blur radius shown in Fig. 1 (Bass 2009 ):
In this work, the Gaussian PSF has been used for two reasons. Firstly, the properties of the Gaussian function and its Fourier transform in terms of separability simplify the formulation of the defocus model. Secondly, the blur parameter ρ can be directly related to the camera focus as will be shown in Sect. 4. Notwithstanding, although the Gaussian approximation has been successfully exploited in several applications, such as in image deblurring, focusing and depth estimation (Paramanand and Rajagopalan 2012; Chen and Li 2013; Cao et al. 2010; Lai 2011; Qin 2010; Orieux et al. 2010 ), this defocus model is incomplete. In fact, the Guassian PSF corresponds to a geometrical optics approximation that assumes that diffraction plays a negligible role when compared to the effects of defocus (Goodman 1996) . Therefore, this model is not valid for small amounts of defocus. It is indeed straightforward to verify that, close to perfect focus, the Gaussian PSF h(x, y) behaves as an all-pass filter (the system is perfectly focused), which disagrees with the behavior of real systems. A more detailed discussion on the limitations of the Gaussian PSF can be found in the supplemental material of this paper.
In order to obtain a more realistic model of a system near perfect focus, it is also necessary to consider the effects of diffraction (Hopkins 1955; Stokseth 1969) . However, the equations that model this behavior are rather complex and depend on an accurate knowledge of the system's optics. In order to overcome this problem, an integral model of the defocused digital image that considers the effect of both diffraction and digitization is proposed in the next sections.
The Effect of Diffraction and Digitization
Let us consider the schematic diagram of the digital image formation process shown in Fig. 3 . When the wavefronts of the source irradiance f S (x, y) pass through the aperture of the imaging system, a diffraction pattern f D (x, y) is formed on the image plane. It is important to remark that the diffraction is present even in the case of perfect focus. In the Fourier domain, this process can be modeled as:
where ξ and η are the 2D frequency variables, O(ξ, η) is the transfer function of the diffracting system, and F D (ξ, η) and
respectively, 2 For the case of a circular lens aperture, O(ξ, η) corresponds to (Ersoy 2007; Goodman 1996) :
where γ c = γ /γ 0 , γ 2 = ξ 2 + η 2 and γ 0 is a constant that depends on the light wavelength and the physical dimensions of the system. The diffracted image is then defocused in order to form the blurred image f B (x, y) . In the Fourier domain:
where H (ξ, η) is the Fourier transform of the Gaussian PSF in (5):
As stated before, in a badly defocused system, the effect of diffraction is negligible. In that case, (8) will be equivalent to (4) since the low-pass filtering effect of H (ξ, η) dominates over O(ξ, η). The last step represented in Fig. 3 corresponds to the apodization that takes place during the digitization of the sensed image (Ersoy 2007) . Apodization is analogous to windowing in digital signal processing (Oppenheim et al. 1999) and takes place when the intensity of the formed image is integrated over a sampling spot (i.e., the pixel surface). In digital cameras, the sampling spot is commonly a rectangular window. In this case, the Fourier transform of the apodization function corresponds to (Voeltz 2010) :
where Δ x × Δ y is the size of the rectangular window. The digitization also implies the convolution with a train impulse and the discretization of the image, with the addition of electronic and quantization noise (Healey and Kondepudy 1994; Liu et al. 2008; Bass 2009 ). For the sake of brevity, the discretization step is not detailed here since the continuousdomain representation of the imaging process suffices for the following analysis. A more detailed explanation of the digitization process of an image can be found in the supplemental material of this paper.
Finally, the whole image formation process that transforms a source irradiance f S (x, y) into a defocused digital image f (x, y) can be written as:
From Sect. 3, the focus measure is the energy of f (x, y) after the application of the focus measure operator. Therefore, in ideal conditions without noise, the focus measure value conforms to the energy of f (x, y). Using the Parseval's theorem, the computation of the focus measure in (3) can also be expressed in the Fourier domain. In addition, in order to simplify the notation and without loss of generality, the circularly symmetric case will be discussed in the sequel by replacing the 2D dimensional frequencies by ω 2 = ξ 2 + η 2 :
By replacing (11) in (12):
can be interpreted as a pre-filtered image that accounts for the joint effect of the diffraction and the apodization function. This substitution is introduced here for convenience in order to isolate the effect of the defocus blur, represented by H (ω), from the rest of variables. The integral in (13) can be evaluated numerically in order to obtain the focus measure, ϕ, as a function of defocus. However, a more useful closed-form solution for the focus measure can be obtained by making some simplifications that take into account the relationship between diffraction, O(ω), and apodization, A(ω).
Estimated Focus Measure
Although the exact apodization function depends on the particular sensing device, it is well known that it behaves as a low pass-filter with cut-off frequency below the Nyquist frequency of the system. In this sense, the sampling spot works as a low-pass filter designed to prevent aliasing in the image (Pratt 2007; Bass 2009 ). Ideally, the cut-off frequencies of O(ω) and A(ω) should be close enough such that the sharpest possible image is captured. In fact, this is an important design criterion. For further details, see Rottenfusser et al. (2012) , Abramowitz and Davidson (2012) . At this point, let us consider the source irradiance f S (x, y) as a wideband signal, such as in scenes with rich texture content, such that F S (ω) = 1. Notice that the assumption of a high texture content is common in shape-from-focus, shapefrom-defocus and autofocus since focus measure operators rely on high frequencies in order to detect the focus level. For a discussion about the role of texture in focus-related applications see Sundaram and Nayar (1997) , Favaro (2007) , Muhammad et al. (2009) .
In this way, the spectrum of the pre-filtered imageF(ω) is limited by the system's cut-off frequency, say ω c , which in turn is determined by the joint effect of diffraction and apodization. For illustration, Fig. 4 shows the effect of diffraction and apodization onF(ω). In summary, the result is that the pre-filtered imagef (x, y) has a limited energy. In other words, even in case of perfect focus, the energy of the digital image is bounded due to diffraction and apodization. This effect can be simplified by definingF(ω) as:
where ω e is the empirical effective cut-off frequency of the pre-filtered image and, analogously to ω c , is a systemdependent parameter.
Notice that, since we are interested in the energy of the captured image as a function of the blur width (i.e., its variation as a function of defocus), the approximation in (14) is valid if there exists a value of ω e for which:
Since F(ω) is continuous and finite, it is always possible to find the suitable value of ω e . In other words, the approximation in (14) is valid as long as the gray-shaded area in Fig.  4 approximates the area under the F(ω) curve.
Substituting (14) and (9) in the integral of (13), the estimated focus measure ϕ is defined as:
The solution to (15) is an estimation of the energy of the digital defocused image f (x, y). In the ideal case, the degree of focus, ϕ, should vary accordingly to (15). Solving the integral in (15) and normalizing such that max{ϕ} = 1, we have:
where erf(·) is known as the error function and is defined as (Cody 1969; Hart 1968) :
Focus Profile Model
The focus measure in (16) is a function of the blur radius that, in practice, is rather difficult to be measured directly on the image (Joshi et al. 2008) . Recently, Pertuz et al. (2015) related the blur parameter to the camera focus:
where κ is a constant that groups the physical parameters of the lens-camera system: effective pixel size s, lens focal length f and f-number N :
The advantage of using (18) is evident since the blur radius is computed in terms of the object position u x and the camera focus u which, in practice, can be readily measured. In addition, the camera constant κ can be found by calibration when the parameters of the lens-camera system are unknown or inaccurate (Pertuz et al. 2015) .
Finally, the focus profile model is found by simply replacing (18) in (16), yielding:
This focus profile model depends on two parameters: the product κω e and the target position u x . Notice that the product κω e is system dependent and we, therefore, will refer to it as the system constant. These two parameters can be found by fitting (20) to a real focus profile. Interestingly enough, in contrast to the Gaussian and Laplacian-Cauchy models, these parameters do have physical meaning: u x is the target position, ω e is related to the spatial resolution of the system at perfect focus and κ accounts for the current configuration of the camera in terms of focal length and numerical aperture.
Calibration and Prediction of the Focus Profile
As claimed previously, one of the main advantages of (20) over previous alternatives is that its parameters have a physical meaning. As a result, from the proposed model it is possible to simulate the effect of the parameters of the lenscamera system on the resulting focus profile by means of a simple calibration procedure. Specifically, if the focus profile for a given camera configuration is known, it is possible to predict the new focus profile when parameters of the camera are changed.
Formally, let c 0 = κω e be the system constant corresponding to a given set of acquisition parameters P 0 = { f, N , u x }. The calibration step consists on finding the value of c 0 by simply fitting (20) to a real focus profile. Equation (19) can then be used to predict the new focus profile that results by changing one parameter of the set P 0 , as described below for each acquisition parameter.
Effect of the Focal Length
Assume that the focal length is changed by a factor α, such that the camera is configured to a new parameter set: P 1 = {α f, N , u x }. Using (19), the system constant c 1 corresponding to the new focus profile is readily estimated as:
For illustration, Fig. 5a shows how the focus profile changes for different focal lengths. As shown in this figure, the proposed model predicts that a decreasing focal length has two effects on the focus profile: it decreases the sharpness of the focus peak and increases the asymmetry of the focus profile. In focus sampling applications, this implies that, for large focal lengths, the sampling frequency should be increased. This is in agreement with previous findings (Pertuz et al. 2015) . The asymmetry of the focus profile has experimentally been verified in autofocus applications involving short focal length cameras (such as webcams and cellphone cameras), whereas for large working distances, the focus curve resembles a table top profile (Yousefi et al. 2011; Jeon et al. 2010 ).
The Effect of the f-Number
Assume that the f-number is changed by a factor of α and the rest of parameters remain fixed, such that P 1 = { f, αN , u x }. Using (19), in this case the new system constant can be found as:
As shown in Fig. 5b , the peak of the focus profile becomes less sharp as the f-number increases. This implies that the focus change is more difficult to detect as the lens diameter is reduced. This agrees with the very well known fact that increasing the lens aperture yields a reduction of the depth-of-field (Hasinoff and Kutulakos 2011; Allen and Triantaphillidou 2011).
The Effect of the Target Position
The effect of changing the target position u x is assessed directly by updating its value in (20). As shown in Fig. 5c , the proposed model predicts that both the width and the asymmetry of the focus curve increase as the target position moves away from the camera. This behavior is key in autofocus since search strategies, such as the rule-based search (Kehtarnavaz and Oh 2003) and hill climbing search (He et al. 2003) , rely on the shape of the focus profile in order to adjust the peak search. In focus sampling, this implies that the sampling frequency must be adjusted according to the working distance: the shorter the working distance the higher the number of required focus samples (Pertuz et al. 2015) . This behavior is also a well-known fact in photography, where the DOF increases for larger target positions (Allen and Triantaphillidou 2011) .
Notice that the focus measure algorithm used to estimate ϕ can also influence the fit between the estimated focus profile and the real one. Depending on their working principle, some algorithms are more or less sensitive to noise. The energy of noise may bias the energy of the pre-filtered image, thus affecting the SNR of the real focus profile. In addition, some focus measure operators apply non-linear transformations to the resulting focus value (such as squaring) in order to sharpen the focus profile. This should be taken into account when applying (20) for modeling the focus profile. We will come back to this issue in Sect. 6.
Experiments

Comparison with Existing Models
In this section, the proposed focus profile is compared with two previous well-known models: the Gaussian profile (1) and the Laplacian-Cauchy profile (2), for fitting the real focus profile. Following the work by Muhammad and Choi (2012) , the mean-squared-error (MSE) and the correlation (C) between the fitted model and the measured focus profile have been used as quality measures. The comparison has been performed as follows.
A highly-textured planar target at a known position u x is placed in front of a camera and a focus sequence is captured by changing the camera focus. The real focus profile is measured for 100 random image locations using a region of interest (ROI) of 64 × 64 pixels. Each model (Gaussian, Laplacian-Cauchy and the proposed one) is then fitted to each of the 100 measured focus profiles and the quality measures are computed and averaged for each model. In order to fit the curves, least squares regression was used in order to reduce the MSE of each of the models compared.
The previous process is repeated for six different object positions by using two different acquisition devices: a Sony SNC-RZ50P surveillance camera and a Logitech Orbit AF webcam. The acquisition devices were selected in order to provide different imaging conditions: on the one hand, the webcam is a wide-angle (short focal length) off-the-shelf camera. On the other hand, the surveillance camera was set to its maximum focal length (91 mm) in order to have experiments with large magnifications. The obtained results are summarized in Table 1. According to Table 1 , the proposed focus profile outperforms the alternative models for both acquisition devices, different target positions and quality measures. The performance of the compared focus profile models is illustrated in In this figure, it is possible to realize that the proposed model adjusts more accurately to the real focus profile than the other two models. This is particularly evident for the profiles corresponding to the webcam in Fig. 6a -c. For the surveillance camera, this is less evident since its large focal length yields more symmetric and sharper focus profiles.
Calibration and Prediction of the Focus Profile
In Sect. 5, the proposed model was used to theoretically predict the effect of changing the acquisition parameters on the behavior of the focus profile. In this section, the claims in Sect. 5 are experimentally verified. In order to assess the effect of changing the focal length of the camera (zoom) in the focus profile we proceeded as described below.
For the experiments in this section, the surveillance camera Sony RZ50P was used since it allows full control of its internal parameters (i.e., focus, zoom, and f-number) from the computer, which guarantees the repeatability of the validation process. For the given acquisition parameters (focal length, f-number and target position), a sequence of 150 images were captured by varying the camera focus between 1.5 and 3.8 m. For each image, a focus measure was computed using a fixed region of interest of 64 × 64 pixels at a given position (x 0 , y 0 ) within the scene. Since the focus measure can be affected by lens aberrations and the image content (see Sect. 6.3), this process was repeated 10 times for each camera configuration by changing (x 0 , y 0 ) to a random location in the scene. The set of focus mea- sure values vs the camera focus was used to generate the measured focus profile for that camera configuration. Subsequently, the calibration procedure described in Sect. 5 was used in order to estimate the parameters of the model and predict the effect of changing one parameter of the camera. For illustration, Fig. 7a shows the measured focus profile (dots) for a given target position. In this figure, the model parameters κω e and u x are calibrated by fitting (20) to the measured focus profile, yielding the adjusted focus profile (continuous red line). The obtained values of κω e and u x were then used to predict the focus profile for different focal lengths using (21). Figure 7b -d compare the predicted focus profile (continuous green line) versus the measured focus profile (dots) for different focal lengths.
In order to assess the effect of the f-number and target position on the focus profile, a similar process was performed as described above for the focal length. In particular, Fig. 7e illustrates the estimation of the adjusted focus profile (continuos red line) and Fig. 7f -h compare the predicted focus profile (continuous green line) against the measured focus profile (dots) for different f-numbers. Similarly, Fig. 7i shows the adjusted focus profile, and Figs. 7j-l compare the predicted focus profile against the measured focus profile for different target positions. For a quantitative evaluation, the performance of the prediction is measured by computing the MSE and the correlation between the predicted focus profile and the measured focus profile. The obtained results are summarized in Table 2 .
As stated in previous sections, a factor that indirectly affects the focus profile is the focus measure operator itself. In practice, since different focus measure operators transform the input image and modify their frequency content in a different manner, the effective cut-off frequency ω e may differ for the same imaging conditions. In this work, preliminary experiments were performed using focus measure operators based on different principles, such as the image Laplacian, image gradient, wavelet transform and image statistics. Similar qualitative results were obtained for different focus measure operators with small variations depending on their robustness to noise and the smoothness of the obtained focus profile curve.
Error Sources
This section analyzes different error sources not considered in the proposed focus profile model. Since the proposed model is based on a geometrical approximation of defocus, higher-order aberrations that change over the image field may have an impact on the predicted focus profile. In particular, the variation of the effective focal length over the image field, as well as the effects of the error associated with the estimation of the product κω e , are discussed. The experiments provided in this section suggest that, although the characteristics of an optical system do change over the image field-mostly due to optical aberrations-this yields a negligible change on the system constant and hence the model can still be applied within certain error tolerance. 
Optical Aberrations
Optical aberrations can affect the perceived focus level for a given focus setting. As a result, the estimated camera constant may vary over the image field depending on the distance from the optical axis and the amount of distortion of the camera. For illustration, Fig. 8 compares two regions of the image of a planar object placed in front of a camera. In this figure, pixels at the center of the image look sharper than pixels near the edges due to field curvature aberration. Notwithstanding, the change in the focus level along the image field is arguably negligible when compared to its variation as a function of the camera focus. This fact is assessed with the following experiment. Figure 9a shows a checker board pattern with different ROIs of size 64 × 64 pixels being highlighted. For each ROI located at a different position of the image field, a focus profile is measured by changing the camera focus between 4m and 10m. For each ROI, the system constant is estimated by fitting (20) to the corresponding measured focus profile. In this experiment, the average system constant had maximum variations between −4.7 and 6.7% over the image field. Even at these extremes, the variation of the system constant yields a small change on the estimated focus profile, as shown in Fig. 9b . In this figure, the continuous bold line represents the focus profile corresponding to the average system constant, and the light continuous lines correspond to the maximum and minimum variations of the focus profile for κω e ± 7%.
In the experiment described above, the variations of the camera constant over the image field yield small variations on the values of the focus profile (gray curves). Specifically, the focus profile has a maximum variation between −3.8 and +6.01% in the whole focusing range. In practice, this can be negligible for several applications such as focus stacking, shape-from-focus and autofocus. Notwithstanding, in the presence of severe image aberrations that could affect the estimation of the focus level, this effect should be carefully assessed. 
Calibration Error
In the application of the model proposed for predicting the focus profile, another error source is the fitting of (20) to the measured focus profile. In particular, least squares fitting its sensitive to different factors, such as image noise, camera motion during acquisition and repeatability of the camera's actuators. As a result, the obtained values of the system constant, κω e , and the target position, u x , may differ from their real optima. In this scenario, the uncertainty on the corresponding focus profile, δϕ, can be assessed using error analysis as (Taylor 1997) :
where δκω e and δu x are the uncertainties in the estimation of the system constant and the target position, respectively. It can be readily verified from (23) that the error in the focus profile is stable with respect to its parameters. This is illustrated in Fig. 10a , which shows the variations of the focus profile for κω e ± 5% and u x ± 5%. In particular, the most noticeable effect is due to errors in u x , since it yields a horizontal shift of the whole focus profile. Alternatively, with accurate knowledge of the imaging parameters (focal length, pixel density, f-number and target position), one could use the proposed model without calibration. Interestingly enough, the estimation of the focus profile as a function of the system constant halves the uncertainty with respect to its estimation as a function of individual camera parameters. For illustration, Fig. 10b shows the variation of the focus profile when the internal parameters are varied ±5% around their nominal values.
Discussion
The focus profile model presented in Sects. 3 and 4 aims at describing the focus measure value as a function of the focus position. In its most general form, the proposed model depends on two parameters: the target position u x , which is a function of the scene geometry, and the system constant κω e , which is a function of the parameters of the lens-camera system. The system constant groups in a single value the joint effect of the lens focal length f , the f-number N , the pixel size s, and the effective cut-off frequency ω e which, in turn, is related to the resolving capability of the lens-camera system at the diffraction limit.
The physical meaning of the model's parameters was exploited in Sect. 5 in order to perform a theoretical study of the effects of the different parameters of the acquisition device, such as the f-number and the focal length. The behavior of the focus profile predicted by the proposed model was consistent with previous knowledge in different applications and was experimentally confirmed in Sect. 6.2. These properties make the model suitable for different applications such as shape-from-focus (Nayar and Nakagawa 1994; Pertuz et al. 2012b) , focus sampling (Pertuz et al. 2015) and post-capture control (Ito et al. 2014 ). In the supplemental material, an experiment illustrating the application of the proposed model in shape-from-focus is presented.
The proposed model has been compared to existing state-of-the-art models: the Gaussian profile (GP) and the Laplacian-Cauchy (LC) profile, in order to fit the real focus profile for two different imaging devices. The results show that the proposed focus profile model outperforms the other The proposed model predicts a smooth transition of the focus level ϕ, which is more consistent with the real behavior two models. It must be highlighted that both the GP and the LC models have been developed for their application to optical microscopy and, therefore, their limited application to conventional cameras is not surprising. This is particularly valid for cameras with relatively low magnification (such as typical webcams, cell phone cameras, standard 35mm photographic cameras, etc), whereas the deviation of these models from the real focus profile is less evident for large focal length cameras (for instance, see Fig. 6e-g ).
The effects of the fitting error and optical aberrations on the performance of the proposed model were experimentally assessed in Sects. 6.3.1 and 6.3.2. The obtained results suggest that the model is robust to these errors. However, a deeper study should individually consider optical aberrations from a theoretical perspective, as well as assess the effect of systematic errors such as camera motion, misalignment of the target, image noise, etc. At this point, this analysis is beyond the scope of this paper and is left for future work.
For decades, focusing has been understood in terms of the classic concept of the DOF, being simplicity one of its main advantages. Thus, focus can be described in terms of the near and far limits of the DOF that delimit the in-focus range of a camera. Remarkably, this approach has several limitations. For instance, Fig. 11a simulates the DOF limits of a particular scene. As shown in that figure, the classic DOF model does not accurately describe the real phenomenon since the focus level ϕ does not change abruptly from out-of-focus to infocus. In contrast, as shown in Fig. 11b , the proposed model describes the smooth focus variation that takes place within the DOF more accurately.
Another limitation of the classic DOF model is that, in order to compute the location of its near and far limits, an accurate knowledge of the internal parameters of the imaging system is required (focal length, maximum blurring circle, lens-sensor distance and f-number). In many consumer-grade cameras, these parameters may be unknown or, at best, their nominal values may differ from their real physical values. In fact, the estimation of the individual parameters of imaging systems is an open problem by itself. Traditional camera calibration methods only allow for computing the product of the lens focal length and the effective pixel size (Heikkila and Silven 1997; Pollefeys et al. 1999) .
In optics, different approaches have been proposed for measuring the focal length of single lenses (de Angelis et al. 1999; Tay et al. 2005 ) and compound lens systems (Lei and Dang 1994) . However, these methods require complex experimental settings that prevent them from being applicable to conventional cameras. In contrast, the proposed model allows one to find the system constant by means of a simple calibration process without explicit knowledge of any internal parameters of the camera.
The model proposed in this work has been derived by considering some simplifications of the image formation process and by assuming that the focus measure is proportional to the energy of the ideal defocused image. In our experiments, the advantages of a simple model with an analytical expression for the focus profile should be balanced with the limitations of the model itself. The main deviations of the model from the real behavior of the focus profile may arise from the effects that were not accounted for: side effects when adjusting the optics of complex compound lens systems (e.g., residual change in focal length when focusing), and the effects due to the shape of the lens aperture (e.g., bokeh). In addition, the approximation for the defocused PSF may not be suitable for some applications, such as image deblurring based on direct deconvolution with the PSF.
Conclusions
A focus profile model for conventional digital cameras has been proposed. The model has been derived by taking into account the joint effect of the diffraction, defocus and digitization that take place in digital cameras. The proposed model has experimentally been validated with different acquisition devices and imaging conditions. The obtained results show that the proposed model performs significantly better than the models previously utilized in the literature for fitting the measured focus profile.
One of the main advantages of the proposed model is the physical meaning of its parameters and the possibility of its calibration by means of a straightforward process. Thus, it is possible to predict the effect on the real focus profile of changes in the parameters of the acquisition device.
