(1) (p(^)=?iAx+&, where ^ > 0, AeR"'" is an orthogonal matrix and beR".
In view of the many applications of the Levy theorem in complex analysis, it is natural to ask if there are processes other than Brownian motion in C whose paths are preserved (in the sense above) by analytic Let X( be a continuous path Markov process in R" with probability laws py, y eR". Assume that for all (p of the form given in (1), the exit distributions of (p(X,) under P y coincide with those of X, under P^. Then X, is, up to a change of time scale, Brownian motion on R". This result will be proved in Section 2, as an application of a characterization, proved in Section 1, of harmonic measure (or more generally the exit distribution for a strong, continuous Markov process) as a weak star limit of successive spherical sweepings of the unit point mass (Theorem 1). Theorem 1 also implies that two strong, continuous Markov processes on R" which have the same exit distribution from balls when starting from the center, have the same exit distribution from all open sets, provided they both exit a.s. from bounded sets (Theorem 2).
Finally, as a third application of Theorem 1 we give in Section 3 a converse of the mean value property for harmonic functions : A function h on an open set U which at each point x e U satisfies the mean value property for at least one sphere of radius r(x) centered at x is necessarily harmonic in U, under certain conditions on h and r(x). (See Corollary 3). Results of this kind have been obtained earlier by many authors. See for example [I] , [6] , [7] , [11] and [12] .
A characterization of exit distribution.
Let X(((A)); / > 0, ©6 ft be a strong Markov process in R" with probability laws P 3 '; y e R". Assume that the paths of X^ are continuous. If E is an open set we let Tg = Te(o)) = inf {r>0; X^E} be the (first) exit time from E.
The exit distribution for E (with respect to X,), starting from y e R", is the measure \JL on the boundary 8E of E defined by (*) u(G) = ^(G) = P^PC^eG, TE < oo], G Borel set.
In the special case when X, is the Brownian motion B( and E is a bounded open set V c: R", then ^(3V) = 1 and ^ coincides with the classical harmonic measure at y with respect to V, which we will denote by ^. For a general open set V, when X, = B( , we will adopt (*) as our definition of harmonic measure ^ :
(G) = P^B^eG, Tv < oo], G Borel set (see [9] or [10] for an account of probabilistic potential theory). In particular, if V is an open ball with center y, then the exit distribution from V starting at y is the uniform distribution of mass 1 on 3V.
In this section will characterize the exit distribution p. Observe that (1.5) Vo = 8y, the unit point mass at y, and by the strong Markov property
where T^ = mf{t>0; \X,-x\ ^ r(x)} is the exit time for X, from the ball centered at x with radius r(x). In other words, v^+i can be thought of as having been obtained from Vj, by a «point-wise spherical sweeping » : at each point x f(x) is replaced by the X^-average of / over the sphere r\. Since X, has continuous paths this implies that T = oo, contradicting T < Tu.
(ii): Let fe C^V). Then if Tu((o) < oo, we have lim /(X) = /(X, )
from (i), so if we assume that P^jr^oo] = 1, we conclude that
This completes the proof of Theorem 1.
One consequence of this result is that the exit distribution for balls starting from the center to a large extent determine the exit distributions for general open sets. For example, we have the following: (For y e R" and r > 0 we put \(y) = {xeR"; \x-y\ < r].) Thus, the general case follows from the case in which U is bounded.
In particular, letting Y^ be the Brownian motion process we obtain : [4] ) that since the processes X^ and Y, in Theorem 2 have the same exit distributions, one can be obtained from the other through a change of time scale. Similarly, in Corollary 2 we may conclude that X, is the Brownian motion with changed time scale.
A converse of the Levy theorem.
We are now ready to prove the converse of the Levy theorem stated in the introduction : Since X^ is not constant, there exists a point y^ e R" which is not a trap for X^. By applying the function (p(x) = x -yo + y we see that no points y e R" are traps for X^.
Fix a point y e R". Put (TQ = T^ . Then CT() is a stopping time. 
where SF is the intersection of all cr-algebras ^oo+e of events depending on behaviour up to time CTQ + £, for e > 0. o X( we get that P^CTI < oo] > 1 -e.
Put g(t) = P^ao > t]. Then 0 < g(t) ^1 so by (2.2) we have for each t that g(t)
Since e was arbitrary,
Further, by applying (p(x) = R(x-y) + y to X, we obtain that (2.3) P^a^oo^l for all R > 0.
Finally, by applying affine functions
with AeR"^ a rotation matrix, we obtain that the exit distribution u^ of X, from the ball B = {x; \x-y\ < r] starting at y satisfies
From ( We now apply Theorem 1 to be the special case when X, is the Brownian motion B,. First observe that in this case we could have defined the measures v^ = vj 8 inductively as follows:
where p^ is the uniform distribution of mass 1 on r\, the sphere centered at x with radius r(x) satisfying (1.1) and (1.2). We obtain the following characterization of harmonic measure: The last assertion follows from the weak star convergence by standard arguments.
As an application of Theorem 4 we obtain a converse of the spherical mean value property for harmonic functions. Compared to the results in [I] , [6] and [12] our condition on the function (continuity a.e. X^) is stronger, but our condition on the radii r(x) of the spheres I\ is weaker. In [7] the condition (1.2) on the radii is dropped, but on the other hand the function is required to be continuous on U u R, where R is the set of regular points (a classical theorem of Kellogg states that ^(3U\R) = 0). In [11] the open set U is assumed to be a bounded Lipschitz domain.
We now state and prove our result. Proof. -It follows from Proposition 2.1 in [11] that we may assume that r(x) is measurable.
Choose y e U and let v^ be the successive spherical sweepings defined by (3.1) and (3.2) with respect to the radii r(x). Then by (3.2) and our hypothesis on h jh dVk+i = ( h(u) dpM) dv^x) = p dVfc, k ^ 0.
Therefore by Theorem 4 \hd^=\m \hdv^ = \hdvo =h(y).
Since this holds for all y e U, h is harmonic in U.
Added in proof:
A version of Theorem 1 and Corollary 3 valid for p-harmonic spaces has been obtained by J. Vesely in « Sequence solutions of the Dirichlet problem » (Casopis pro pSstovani matematiky, roS. 106 (1981), 84-93) and « Restricted mean value property in axiomatic potential theory ». (Preprint).
