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Abstract
We apply algebraic Morse theory to the Taylor resolution of a monomial ring R = S/I to
obtain an A∞-structure on the minimal free resolution of R. Using this structure we describe
the vanishing of higher Massey products in case the minimal free resolution is simplicial. Under
this assumption, we show that R is Golod if and only if the product on TorS(R,k) vanishes.
Lastly, we give two combinatorial characterizations of the Golod property in this case.
1 Introduction
Let I = (m1, . . . ,mr) be an ideal generated by monomials in the polynomial algebra S = k[x1, . . . , xm]
over a field k. The quotient R = S/I is called a monomial ring. Define formal power series by
PRk (t) =
∞∑
j=0
dimTorRj (k, k)t
j and PSR (t) =
∞∑
j=0
dimTorSj (R, k)t
j .
The first of these is called the Poincare´ series of R. A result due to Serre [30] states that there is
an inequality of power series
PRk (t) ≤
(1 + t)m
1− t(PSR (t)− 1)
. (1)
The problem of when equality is obtained goes back to at least the 70s when Golod [12] showed
that (1) is an equality if and only if all Massey products on the Tor-algebra TorS(R, k) vanish. In
honor of this result, a monomial ring R is called Golod if (1) is an equality. In general, it is hard to
directly verify the vanishing of Massey products and so in practice the Golod property is still hard
to determine.
Though the Golod property has been studied in commutative algebra from the 70s, it has
recently received an increasing amount of attention in topology. The Tor-algebra shows up here in
the cohomology of the so-called moment-angle complexes which are defined as follows. Let ∆ be
a simplicial complex on vertex set [m] = {1, . . . ,m} and define the moment-angle complex Z∆ as
follows. Let D2 denote the 2-disc and S1 its bounding circle. For σ ∈ ∆, define
Xσ =
m∏
i=1
Yi ⊆ (D
2)m where Yi =
{
D2 if i ∈ σ
S1 if i /∈ σ
1
Lastly, we put
Z∆ = colimσ∈∆Xσ ⊆ (D
2)m.
On the other hand, given a simplicial complex ∆, the Stanley-Reisner ring k[∆] is defined as
k[∆] = S/(xi1 · · ·xik | {i1, . . . , ik} /∈ ∆).
Note that k[∆] is a square-free monomial ring. The moment-angle complex Z∆ and the Stanley-
Reisner ring k[∆] are related by a result of Baskakov, Buchstaber and Panov [3] which states that
there is an isomorphism of graded algebras
H∗(Z∆, k) ∼= Tor
S(k[∆], k).
The homotopy type of Z∆ is as of yet not well understood, but significant progress has been made
for those Z∆ where ∆ is Golod, see for example [13], [14], [16] and [5].
The preceding discussion makes clear that the Golod property is of interest in both commutative
algebra and algebraic topology and as a consequence at lot of attention has been devoted to find
characterizations of Golodness. For example, a combinatorial characterization of Golodness in terms
of the homology of the lower intervals in the lattice of saturated subsets is given in [6]. It has been
claimed in [7] that R is Golod if and only if the product on TorS(R, k) vanishes. However, recently
a counterexample to this claim was found in [20] where the error is traced back to [17].
In [11], we developed an approach to study Massey products on TorS(R, k) using A∞-algebras
and applied this to give necessary and sufficient conditions for Golodness for rooted rings. The
purpose of this paper is to extend the methods developed in [11] to monomial rings whose minimal
free resolution is simplicial in the sense of [4].
The main idea is the following. As a consequence of the result in [11], we can study the Golod
property in terms of A∞-structures on the minimal free resolution of R. In this paper, we construct
such A∞-structures by applying algebraic Morse theory to the Taylor resolution of a monomial
ring R. When R is simplicially resolvable (see Definition 7.3), it turns out that this structure is a
comparatively simple description which is given in Lemma 7.5. By using this description, we obtain
the first main result of this paper.
Theorem A. Let R = S/I be simplicially resolvable. Then the following are equivalent.
1. R is Golod
2. The product on TorS(R, k) is trivial.
3. I satisfies the gcd condition. That is, for any two generatorsm1 andm2 of I with gcd(m1,m2) =
1 there exists a generator m 6= m1,m2 such that m divides lcm(m1,m2).
4. For u, v ∈ M0 we have lcm(u) lcm(v) 6= lcm(uv) whenever uv ∈ M0.
In particular, the main result from [7] does hold when restricted to simplicially resolvable rings.
Next, we turn our attention to the vanishing of higher Massey products. We show that a sufficient
condition for the vanishing of higher Massey products is the existence of a standard Morse matchings
which were first introduced in [17]. More precisely, we prove the following result.
Theorem B. Let R be simplicially resolvable. Suppose that the Taylor resolution T admits a
standard matching. Then all higher Massey products are trivial.
2
2 Simplicial Resolutions
The following method of constructing free resolutions of monomial rings is due to Bayer, Peeva
and Sturmfels [4]. A leisurely introduction can be found in [28]. Let {m1, . . . ,mr} be a set of
monomials. Fix some total order ≺ on {m1, . . . ,mr}. After relabelling we may assume that
m1 ≺ m2 ≺ · · · ≺ mr. Let ∆ be a simplicial complex on the vertex set {1, . . . , r}. By abuse of
notation, we will say ∆ is a simplicial complex on vertex set {m1, . . . ,mr}. Assign a multidegree
mJ to each simplex J ∈ ∆ by defining
mJ = lcm{mj | j ∈ J}.
Define a chain complex F∆ associated to ∆ as follows. Let Fn be the free S-module on generators
uJ with |J | = n. For J = {j1 ≺ · · · ≺ jn}, put J i = {j1 ≺ · · · ≺ ĵi ≺ · · · ≺ jn}. The differential
d : Fn → Fn−1 is defined, for J ∈ ∆, by
d(uJ ) =
|J|∑
i=1
(−1)i+1
mJ
mJi
uJi .
In general, F∆ need not be a resolution of S/I. However, we have the following theorem.
Theorem 2.1 ([4], Lemma 2.2). Let ∆ be a simplicial complex on vertex set {m1, . . . ,mr} and
define, for a multidegree µ, a subcomplex
∆µ = {J ∈ ∆ | mJ divides µ}.
Then F∆ is a resolution of R if and only if ∆µ is either acyclic or empty for all multidegrees µ.
Definition 2.2. A resolution F is called a simplicial resolution if F = F∆ for some simplicial
complex ∆.
An important special case of the above construction is the following. Let ∆ = ∆r be the full r-
simplex. Then ∆ satisfies the assumptions of Theorem 2.1. Therefore, F∆ is a simplicial resolution
which is called the Taylor resolution [33] and will be denoted by T . The Taylor resolution admits
a multiplication defined by
uI · uJ =
{
sgn(I, J)mImJ
mI∪J
uI∪J if I ∩ J = ∅
0 otherwise
where sgn(I, J) is the sign of the permutation making I ∪ J into an increasing sequence. This mul-
tiplication induces a differential graded algebra (dga) structure on T . The Tor-algebra TorS(S/I, k)
of S/I is
TorS(S/I, k) =
⊕
n
TorSn(S/I, k) =
⊕
n
Hn(T ⊗S k)
where the multiplication is induced by the multiplication on T
In this paper we will only consider resolutions F that are as small as possible in the sense that
each Fn has the minimal number of generators. More precisely, we have the following definition.
Definition 2.3. Let S/I be a monomial ring. A free resolution F → S/I is said to be minimal if
d(F ) ⊆ (x1, . . . , xm)F .
3
3 Massey products and A∞-algebras
We briefly recall Massey products which were first introduced in [26].
Definition 3.1. Let (A, d) be a differential graded algebra. If a ∈ A, we write a¯ for (−1)deg(a)+1a.
Let α1, α2 ∈ HA. The length 2 Massey product 〈α1, α2〉 is defined to be the product α1α2 in the
homology algebra HA.
Let α1, . . . , αn ∈ HA be homology classes with the property that each length j − i + 1 Massey
product 〈αi, . . . , αj〉 is defined and contains zero for i < j and j − i < n − 1. A defining system
{aij} consists of
1. For i = 1, . . . , n, representing cycles ai−1,i of the homology class αi.
2. For j > i+ 1, elements aij such that
daij =
∑
i<k<j
a¯ikakj .
Note that the existence is guaranteed by the condition that 〈αi, . . . , αj〉 is defined and contains zero
for i < j and j − i < n− 1. The length n Massey product 〈α1, . . . , αn〉 is defined as the set
〈α1, . . . , αn〉 = {[
∑
0<i<n
a¯0iain] | {aij} is a defining system } ⊆ H
s+2−n
where s =
∑n
i=1 degαi.
A Massey product 〈α1, . . . , αn〉 is said to be trivial if it contains zero.
Theorem 3.2 ([12], see also Section 4.2 of [15]). Let R be a monomial ring. Then R is Golod if
and only if all Massey products on the Koszul homology TorS(R, k) are trivial.
Following [21], we will say that a dga A satisfies condition (Br) if all k-ary Massey products are
defined and contain only zero for all k ≤ r. Let R be a monomial ring and let KS be the Koszul
resolution of the base field k over S. The Koszul dga KR of R is defined as KR = R⊗S KS . Again
following [21], we say that a monomial ring R satisfies (Br) if the dga KR of R satisfies (Br).
Lemma 3.3. Let R be a monomial ring. Then R is Golod if and only if R satisfies condition (Br)
for all r ∈ N.
In general, it is very hard to study Massey products directly. In the remainder of this section
we will discuss how A∞-algebras provide an alternative way of studying Massey products. Since
their introduction by Stasheff [32], A∞-algebras have found applications in various branches of
mathematics. A general overview can be found in [23]. Our exposition follows that of [25]. All
signs will be determined by the Koszul sign convention
(f ⊗ g)(x⊗ y) = (−1)|g|·|x|fx⊗ gy. (2)
Definition 3.4. Let R be a commutative ring and A = ⊕An a Z-graded free R-module. An A∞-
algebra structure on A consists of maps µn : A
⊗n → A for each n ≥ 1 of degree n− 2 satisfying the
Stasheff identities ∑
(−1)r+stµu(1
⊗r ⊗ µs ⊗ 1
⊗t) = 0 (3)
where the sum runs over all decompositions n = r + s+ t with r, t ≥ 0, s ≥ 1 and u = r + t+ 1.
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Observe that when applying (3) to an element additional signs appear because of the Koszul
sign convention (2). In the special case when µ3 = 0, it follows that µ2 is strictly associative and
so A is a differential graded algebra with differential µ1 and multiplication µ2. An A∞-algebra A
is called strictly unital if there exists an element 1 ∈ A that is a unit for µ2 and such that for all
n 6= 2
µn(a1 ⊗ · · · ⊗ an) = 0
whenever ai = 1 for some i.
The notion of a morphism between A∞-algebras will also be needed.
Definition 3.5. Let (A, µn) and (B, µn) be A∞-algebras. A morphism of A∞-algebras (or A∞-
morphism) f : A→ B is a family of linear maps
fn : A
⊗n → B
of degree n− 1 satisfying the Stasheff morphism identities∑
(−1)r+stfu(1
⊗r ⊗ µs ⊗ 1
⊗t) =
∑
(−1)wµq(fi1 ⊗ fi2 ⊗ · · · ⊗ fiq ) (4)
for every n ≥ 1. The first sum runs over all decompositions n = r+s+t with s ≥ 1 and r, t ≥ 0 where
u = r+ t+1. The second sum runs over all 1 ≤ q ≤ n and all decompositions n = i1+ i2+ · · ·+ iq
with all is ≥ 1. The sign on the right-hand side of (4) is given by
w =
q−1∑
p=1
(q − p)(ip − 1).
If A and B are strictly unital, an A∞-morphism is also required to satisfy f1(1) = 1 and
fn(a1 ⊗ · · · ⊗ an) = 0
if n ≥ 2 and ai = 1 for some i.
A morphism f is called a quasi-isomorphism if f1 is a quasi-isomorphism in the usual sense,
that is if f1 induces an isomorphism in homology. Let A be an A∞-algebra. Then its homology
HA is an associative algebra. A crucial result relating the A∞-algebra A and its homology algebra
HA is the homotopy transfer theorem.
Theorem 3.6 (Homotopy Transfer Theorem, [19], see also [27]). Let (A, µn) be an A∞-algebra
over a field R and let HA be its homology algebra. There exists an A∞-algebra structure µ
′
n on
HA such that
1. µ′1 = 0, µ
′
2 = H(µ2) and the higher µ
′
n are determined by µn
2. there exists an A∞-quasi-isomorphism HA→ A lifting the identity morphism of HA.
Moreover, this A∞-structure is unique up to isomorphism of A∞-algebras.
If A is a dga then a more explicit way of constructing A∞-structures on homology is available
which is originally due to Merkulov [27]. We first need the following definition.
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Definition 3.7. Let A be a chain complex and B ⊆ A a subcomplex. A transfer diagram is a
diagram of the form
B A
i
p
φ (5)
where pi = 1B and ip− 1 = dφ+ φd.
Some authors use the term strong deformation retract for what we call a transfer diagram.
Theorem 3.8 ([27], Theorem 3.4). Let (A, d) be a dga and B a subcomplex of A such that there
exists a transfer diagram of the form (5). Define linear maps λn : A
⊗n → A as follows. We let λ2
denote the product in A and we set
λn =
∑
s+t=n
s,t≥1
(−1)s+1λ2(φλs, φλt) (6)
Now, define a second series of maps µn : B
⊗n → B by setting µ1 = d and, for n ≥ 2,
µn = p ◦ λn ◦ i
⊗n. (7)
Then (B, µn) is an A∞-algebra.
Now, let R = S/I be a monomial ring. We will say that a map of S-modules f : M → N is
minimal if f ⊗ 1: M ⊗S k→ N ⊗S k is zero. It is readily verified that f is minimal if and only if f
maps into (x1, . . . , xm)N . The following theorem relates A∞-algebras and Massey products.
Theorem 3.9 ([11], Theorem 4.6). Let R = S/I be a monomial ring with minimal free resolution
F . Let r ∈ N and let µn be an A∞-structure on F such that F ⊗S k and KR are quasi-isomorphic
as A∞-algebras. Then R satisfies (Br) if and only if µk is minimal for all k ≤ r.
In particular, the following corollary will be used extensively.
Corollary 3.10 ([11], Corollary 4.6, see also [8]). Let R = S/I be a monomial ring with minimal
free resolution F . Let µn be an A∞-structure on F such that F ⊗S k and KR are quasi-isomorphic
as A∞-algebras. Then R is Golod if and only if µn is minimal for all n ≥ 1.
4 Algebraic Morse theory
In this section we recall algebraic Morse theory that was independently developed by Sko¨ldberg
[31] and Jo¨llenbeck and Welker [18] based on earlier work by Forman [9,10]. Our exposition follows
that of [31].
Let R be a ring with unit. A based complex K is a chain complex (K, d) together with a direct
sum decomposition
Kn =
⊕
α∈In
Kα
where the In are pairwise disjoint. We will write α
(n) to indicate that α ∈ In. Let f : K → K be
a graded map. We write fβ,α for the component of f going from Kα to Kβ, that is fβ,α is the
composition
6
Kα Km Kn Kβ
f
where Kα → Km is the inclusion and Kn → Kβ the projection. Given a based complex K, define
a directed graph GK with vertex set ∪nIn and a directed edge α → β if dβ,α 6= 0. We will only
consider situations in which GK is finite.
A partial matching on a directed graph D = (V,E) is a subset M of the edges E such that no
vertex is incident to more than one edge ofM. We define a new directed graph DM = (V,EM) by
setting
EM = (E \M) ∪ {β → α | α→ β ∈ M}.
That is to say, DM is the directed graph obtained from D by inverting all the edges in M.
Definition 4.1. A partial matching M on a directed graph GK is a Morse matching if
1. for each edge α→ β in M, the component dβ,α is an isomorphism, and
2. GMK has no directed cycles.
A vertex in GMK that is not matched by M is called M-critical and we write M
0 for the set of
M-critical vertices. Define
M− = {α | β → α ∈M for some β} M+ = {α | α→ γ ∈ M for some γ}
We will also write
M0n =M
0 ∩In M
−
n =M
− ∩In M
+
n =M
+ ∩In
Definition 4.2. Let K be a based complex. Denote the edges of GK by E. A Morse matchingM
on GK is called maximal if no proper super set M⊆M
′ ⊆ E is a Morse matching.
Example 4.3. Let ∆ be the 5-gon labeled as
1
2
3 4
5
The Stanley-Reisner ring of ∆ is
k[∆] = k[x1, x2, x3, x4, x5]/(x1x3, x1x4, x2x4, x2x5, x3x5).
Let T → k[∆] denote the Taylor resolution of k[∆]. Denote the generators respectively by u1, . . . , u5.
Given J = {j1 < · · · jk}, write uJ = uj1 · · ·ujk . Figure 1 depicts the graph GT corresponding to I.
Here, the red arrows (both solid and dashed) are invertible. The solid red arrows give an example
of a maximal Morse matching on T .
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Given a Morse matchingM on a based complex K, our next goal is to define a map φ : K → K
of degree 1 and show that it is a splitting homotopy in the sense of [2]. We recall the following
definition from [2].
Definition 4.4. Let K be a chain complex and φ : K → K a degree 1 map. Then φ is called a
splitting homotopy if
φ2 = 0,
φdφ = φ.
Fix a Morse matching M and write Kn =
⊕
α∈In
Kα. Define a relation ≺ on In by setting
α ≺ β if there is a directed path from α to β in GMK . Note that since G
M
K does not contain any
directed cycles, the relation ≺ is a well-founded partial order. Define φ by induction on ≺ as follows.
If α is minimal with respect to ≺ and x ∈ Kα, put
φ(x) =
{
d−1α,β(x) if β → α ∈ M for some β,
0 otherwise.
If α is not minimal with respect to ≺ and x ∈ Kα, put
φ(x) =
d
−1
α,β(x)−
∑
β→γ
γ 6=α
φdγ,βd
−1
α,β(x) if β → α ∈ M for some β,
0 otherwise.
Note that for all γ in the last sum we have γ ≺ α and so φ is well-defined. Observe that the second
definition of φ is only relevant if GMK has a subgraph of the form
α γ
β φ(γ)
where the red arrows are elements of the matching M.
Lemma 4.5 ([31], Lemma 2). Let M be a Morse matching on a based complex K. Then the map
φ is a splitting homotopy.
Define a map p : K → K by p = 1K − (φd + dφ). A direct computation show that p is a chain
map satisfying p2 = p. Therefore, we have a splitting of chain complexes
K = ker(p)⊕ im(p).
Let L = im(p). We have the following lemma.
Lemma 4.6. There exists a transfer diagram
9
L K
i
p
φ
where i is the inclusion.
Proof. We first show that φi = 0. Indeed, we have
φp = φ(1K − (φd + dφ)) = φ− φ
2d− dφd = φ− 0− φ = 0.
Since i is a chain map, it follows that
φdi = φid = 0.
Therefore,
pi = (1 − φd− dφ)i = 1.
By definition of p, we have ip ≃ 1L which finishes the proof.
The following theorem is one of the central results of algebraic Morse theory.
Theorem 4.7 ([31], Theorem 1). Let M be a Morse matching on a based complex K. Then the
complexes K and p(K) are homotopy equivalent. Furthermore, the map
p :
⊕
α∈M0n
Kα → Ln (8)
is an isomorphism of modules for every n ∈ N.
Note that in general the isomorphism (8) is only an isomorphism of graded modules and not of
chain complexes. In case the components corresponding to the critical vertices do form a subcomplex
we have the following corollary.
Corollary 4.8 ([31], Corollary 2). Suppose that M is a Morse matching on K such that
C =
⊕
α∈M0n
Kα
is a subcomplex of K. Then K and C are homotopy equivalent.
It follows from Theorem 4.7 that C admits a differential d˜ such that (C, d˜) is isomorphic to
(L, d). Indeed, define
q : K → C
on x ∈ Kα by
q(x) =
{
x if α ∈M0
0 otherwise.
The map q is called the projection on the critical cells. Next, d˜ by
d˜ = q(d− dφd).
Then we have the following theorem.
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Theorem 4.9 ([31], Theorem 2). The complex (C, d˜) is homotopy equivalent to (K, d).
Definition 4.10. Let K be a complex and M a Morse matching on K. Let C be as in Corollary
4.8. The complex (C, d˜) is called theMorse complex ofK associated toM. Given a Morse matching
M on K, we will write GM for the Morse complex of K associated to M.
5 A∞-resolutions via algebraic Morse theory
In this section we will investigate how algebraic Morse theory gives rise to A∞-structures .
Theorem 5.1. Let A be a differential graded algebra and let M be a Morse matching on A. Let
φ and p be as before and set B = im(p). Then B has the structure of an A∞-algebra.
Proof. By Lemma 4.6 there exists a transfer diagram
B A
i
p
φ
where i is the inclusion. Therefore, the result follows from Theorem 3.8.
Given two Morse matchings M1 and M2 on a dg algebra A, we want to know how the corre-
sponding A∞-structures µ
1
n and µ
2
n are related. The main ingredient is the following theorem.
Theorem 5.2 ([24]). Let f : (V, dV )→ (W,dW ) be a chain homotopy equivalence. Then any A∞
structure on W transfers to an A∞-structure on V such that f extends to an A∞-morphism with
f1 = f which is an A∞-homotopy equivalence.
We have the following result.
Theorem 5.3. Let A be a dg algebra andM1 andM2 two Morse matchings on A. Put Ai = im pi
and denote by µin the corresponding A∞-structure. Then there exists an A∞-homotopy equivalence
f : (A1, µ
1
n)→ (A2, µ
2
n).
Proof. Consider the following commutative diagram
A A
A1 A2.
1
p1 p2i1
p2i1
i2
p1i2
Here, pi is defined as
pi = 1− dφi − φid
where φ is the splitting homotopy associated to Mi. By definition, we have
(p2i1)(p1i2) ≃ p2i2 = 1A2
since i1p1 is chain homotopic to the identity. Similarly, (p1i2)(p2i1) ≃ 1A1 . Therefore, p2i1 is a
chain homotopy equivalence and so the result follows from Theorem 5.2.
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u3u4 u2u4 u2u3 u1u4 u1u3 u1u2
u2u3u4 u1u3u4 u1u2u4 u1u2u3
u1u2u3u4
u4 u3 u2 u1
1
Figure 2: The graph GT corresponding to the ideal I.
Remark 5.4. Note that if p2i1 is an isomorphism of chain complexes then it extends to an A∞-
isomorphism by a similar argument.
Before we proceed it will be instructive to look at a fully worked example. For this purpose, let
S = k[x1, x2, x3, x4] and let I be the ideal generated by
u1 = x1x2, u2 = x2x3, u3 = x2x4, u4 = x1x4.
That is to say, R = S/I is the Stanley-Reisner ring of the following simplicial complex.
1 2
3 4
Let T denote the Taylor resolution of I. Figure 2 shows the graph GT . In Figure 2 the red arrows
are those for which dα,β is an isomorphism and, hence, which are allowed to be in a Morse matching.
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The solid red arrows give a specific example of a Morse matching. Computing φ we obtain
φ(u2u4) = u1u2u4,
φ(u1u3) = u1u3u4,
φ(u2u3u4) = u1u2u3u4.
In all other cases, φ is zero. For p, we compute
p(u2u4) = (1− dφ− φd)(u2u4) = u2u4 − d(u1u2u4) = x3u1u4 − x4u1u2
and
p(u1u3) = (1− dφ− φd)(u1u3) = u1u3 − d(u1u3u4) = u1u4 − u3u4.
Next, we have
p(u2u3u4) = (1− dφ− φd)(u2u3u4)
= u2u3u4 − d(u1u2u3u4)− x3φ(u3u4) + φ(u2u4)− x1φ(u2u3)
= u2u3u4 − u2u3u4 + x3u1u3u4 − u1u2u4 + u1u2u3 + u1u2u4
= u1u2u3 + x3u1u3u4.
Further, we have p(ui) = ui and p(u1u2u3u4) = 0. Also, we have
p(u3u4) = u3u4,
p(u2u3) = u2u3,
p(u1u4) = u1u4,
p(u1u2) = u1u2
and {
p(u1u3u4) = 0,
p(u1u2u4) = u1u2u4 − φ(u2u4 − x3u1u4 + x4u1u2) = 0.
Lastly, we have
p(u1u2u3) = (1− dφ− φd)(u1u2u3)
= u1u2u3 − x1φ(u2u3) + x3φ(u1u3)− x4φ(u1u2)
= u1u2u3 + x3u1u3u4.
Consequently, im(p) is equal to
0 S S4 S4 S 0
d d d
with basis
degree generators
0 1
1 u1, u2, u3, u4
2 u1u2, u1u4, u2u3, u3u4
3 u1u2u3 + x3u1u3u4
13
u1 u2 u3 u4 u12 u14 u23 u34
u1 0 x2u12 x3u14 − x2u34 x1u14 0 0 x2y 0
u2 0 x3u23 x3u14 − x4u12 0 0 0 x2y
u3 0 x4u34 x2y 0 0 0
u4 0 0 0 x4y 0
u12 0 0 0 0
u14 0 0 0
u23 0 0
u34 0
Figure 3: The multiplication µ2 for the ideal I.
Figure 3 depicts the full table for the multiplication µ2 = pλ2 where y = u1u2u3 + x3u1u3u4.
We have seen how Morse matchings give rise to A∞-structures on im(p). Our next goal is to
describe A∞-structure on the actual Morse complex. This will allow us to study these structures
in terms of the critical vertices of the Morse matching.
Let A be a differential graded algebra and letM be a Morse matching on A with corresponding
splitting homotopy φ. Define
p = 1− dφ− φd
as before. We have seen that there is a transfer diagram
im(p) A
i
p
φ
where i is the inclusion. Consequently, the multiplication λ : A2 → A induces an A∞-structure µn
on im(p) via the Merkulov construction from Theorem 3.8. Let AM denote the Morse complex.
Then we have a diagram
A A
im(p) AM
1
p qi
qi
j
pj
where q is the projection on the critical cells. Recall from the proof of Theorem 4.9 that the
differential d˜ on AM can be rewritten as
d˜ = q(d− dφd)j
= qidpj.
By Theorem 2 of [31], it follows that p1i2 is an isomorphism and hence we get the following corollary
of Theorem 5.2.
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Corollary 5.5. Let A be a dg algebra and M a Morse matching. Then the Morse complex AM
has an A∞-algebra structure νn such that there exists an isomorphism of A∞-algebras
(AM, νn)→ (im(p), µn).
Proof. Indeed, define νn by
νn = qiµn(pj)
⊗n.
The required isomorphism is then the one induced by p1i2 via Theorem 5.2.
6 Morse theory on the Taylor resolution
In this section, we apply algebraic Morse theory to the Taylor resolution T . First, we discuss one
way of constructing Morse matchings on the Taylor resolution which is due to Jo¨llenbeck [17].
Given a basis element u = ui1 · · ·uip ∈ T , define an equivalence relation as follows. We say that
uij and uik are equivalent if gcd(mij ,mik) 6= 1. In that case, we write uij ∼ uik . The transitive
closure of ∼ gives an equivalence relation on u and we write cl(u) for the number of equivalence
classes. An arrow u→ v in GT is called admissible if mu = mv and the Taylor differential d maps
u to v with nonzero coefficient.
Construction 6.1. 1. Let u → v be an admissible arrow with cl(u) = cl(v) = 1 such that no
proper subsets u′ ⊂ u and v′ ⊂ v define an admissible arrow u′ → v′ with cl(u) = 1 and
cl(v′) = 1. Define
M11 = {uw→ vw | for each w with gcd(mw,mu) = 1 = gcd(mw,mv)}.
To simplify notation, write u ∈ M11 if there exists v such that either u → v or v → u is
in M11. Then M11 is an acyclic matching. Note that if gcd(mu,mv) = 1 and uv ∈ M11
then u ∈ M11 or v ∈ M11. Consequently, the same procedure can repeated on the Morse
complex TM11 . Therefore, we obtain a series of acyclic matchings M1 = ∪i≥1M1i. After
finitely many steps we obtain a complex such that for each admissible arrow u→ v we have
cl(u) ≥ 1 and cl(v) ≥ 2.
2. Let u → v be an admissible arrow in TM1 with cl(u) = 1 and cl(v) such that no proper
subsets u′ ⊂ u and v′ ⊂ v define an admissible arrow u′ → v′ with cl(u) = 1 and cl(v′) = 2.
Define
M21 = {uw→ vw | for each w with gcd(mw,mu) = 1 = gcd(mw,mv)}.
By the same argument as before, this procedure can be repeated on the Morse complex TM21 .
Consequently, we obtain a sequence of acyclic matchings M2 = ∪i≥1M2i.
3. Continuing on we obtain a sequence of matching M = ∪i≥1Mi.
Each admissible arrow is of the form uw → vw where mu = mv, gcd(mu,mw) = 1, cl(u) = 1
and cl(v) ≥ 1. Therefore, (TM, d˜) is the minimal free resolution of S/I. The following lemma is
immediate from the above construction.
Lemma 6.2. Let M be constructed as above. Then
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1. for all arrows u→ v in M we have mu = mv,
2. for all arrows in the Morse complex TM we have mu 6= mv,
3. Mi is a sequence of acyclic matchings on the Morse complex TM<i where M<i = ∪j<iMj ,
4. for all arrows u→ v we have cl(u)− cl(v) = i− 1 and |v|+ 1 = |u|,
The following lemma is straightforward but will be used often.
Lemma 6.3. Let M be a Morse matching on the Taylor resolution T . Then M is maximal if and
only if TM is the minimal free resolution.
Proof. Clearly, if TM is minimal then M cannot be extended and hence is maximal.
For the converse, if TM is not minimal then there exists some component dα,β which does not
map into (x1, . . . , xm)T . By definition of the Taylor differential this is only possible if dα,β = ±1
and so is invertible. Define M′ by setting
M′ =M∪{α→ β}.
Then it is easily seen that M′ is a Morse matching. Therefore, M is not maximal.
Corollary 6.4. Let R be a monomial ring and let F → R be the minimal free resolution of R.
Then there exists a maximal Morse matching M on the Taylor resolution T such that TM = F .
Proof. Let M be the matching obtained from Jo¨llenbeck’s construction. Then TM is maximal by
Lemma 6.3. Since the minimal free resolution is unique, we have TM = F .
Theorem 6.5. Let M1 and M2 be maximal Morse matchings on T and let µ1n and µ
2
n be the
corresponding A∞-algebra structures. Then there is an A∞-isomorphism
(TM1 , µ1n)
∼= (TM2 , µ2n).
Proof. Since the minimal free resolution is unique, it follows from 6.3 that TM1 = TM2 . Therefore,
we can apply Theorem 5.3 and Remark 5.4 and we get an A∞-isomorphism
(TM1 , µ1n)
∼= (TM2 , µ2n)
which finishes the proof.
7 The Golod property
A well-known result by Berglund and Jo¨llenbeck is the following.
Theorem 7.1 ([7], Theorem 5.1). Let R = S/I be a monomial ring. Then R is Golod if and only
if the product on the Koszul homology TorS(R, k) vanishes.
However, in [20] Kattha¨n presented the following counterexample to Theorem 7.1.
Example 7.2 ([20], Theorem 3.1). Let k be a field and let S = k[x1, x2, y1, y2, z]. Let I be the
ideal generated by
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m1 = x1x
2
2 m4 = x1x2y1y2 m7 = x1y1z
m2 = y1y
2
2 m5 = y
2
2z
2 m8 = x
2
2y
2
2z
m3 = z
3 m6 = x
2
2z
2
Then the product on TorS(R, k) is trivial but R is not Golod. More precisely, the Massey product
〈m1,m2,m3〉 is non-trivial.
A natural question to ask, then, is under what additional assumptions Theorem 7.1 does hold.
The main purpose of this section is to provide an answer to this question. Recall from Definition
2.2 that a resolution F is called simplicial if F = F∆ for some simplicial complex ∆.
Definition 7.3. A monomial ring R is called simplicially resolvable if the minimal free resolution
of R is a simplicial resolution.
Lemma 7.4. Let R be a monomial ring. Then the following are equivalent.
1. R is simplicially resolvable
2. The Taylor resolution T of R admits a maximal Morse matching M such that the set M0 of
M-critical cells forms a simplicial complex.
Proof. If the second statement holds then FM0 = T
M is a simplicial resolution of R. Since M is
maximal, it follows by Lemma 6.3 that FM0 is minimal.
Conversely, assume that R is simplicially resolvable. Let F = F∆ denote the minimal free
resolution and let T denote the Taylor resolution. Then there exists a trivial complex G = ⊕α∈IGα
where
Gα : 0 Suα Svα 0
dα
with dα(uα) = vα. Define
M = {dα : uα → vα | α ∈ I}
then M is Morse matching and F∆ = TM0 . Therefore, M0 = ∆ and hence M0 is a simplicial
complex.
The following lemma is straightforward but crucial in what follows.
Lemma 7.5. Let R be simplicially resolvable and let M be a Morse matching on the Taylor
resolution T of R as in Lemma 7.4. Let νn denote the corresponding A∞-structure on the Morse
complex TM. Then
νn = q ◦ λn ◦ j
⊗n
where q : T → TM is the projection on the critical cells, j : TM → T is the inclusion and λn : T⊗n →
T is the auxiliary map (6) from the Merkulov construction.
Proof. Recall from Corollary 5.5 that νn is given by
νn = qiµnpj = qipλn(ipj)
⊗n.
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Let d denote the differential of the Taylor resolution T and let d˜ denote the differential of the Morse
complex d˜ from Definition 4.10. That is to say, d˜ = q(d− dφd)j. Since R is simplicially resolvable,
it follows by Lemma 7.4 the critical cells M0 form a simplicial complex. Therefore, if u ∈ T is a
critical then all v ⊆ u are critical as well. Consequently, d(TM) ⊆ TM. Now, p = 1− dφ− φd and
φ(TM) = 0 by definition. Hence, for u ∈ TM we have
pj(x) = (1− dφ− φd)jx = x− dφx − φdx = x.
Consequently, the isomorphism pj : TM → im(p) is just the identity. Hence so is its inverse qi.
Therefore,
νn = q ◦ λn ◦ j
⊗n
as required.
Next, we investigate how the maps λn behave with respect to multidegrees.
Lemma 7.6. For all n and all v1, . . . , vn ∈ T , lcm(λn(v1, . . . , vn)) divides lcm(v1, . . . , vn).
Proof. We prove the statement by induction on n. If n = 2, then
λ2(v1, v2) =
{
lcm(v1) lcm(v2)
lcm(v1v2)
v1v2 if v1 ∩ v2 = ∅
0 otherwise
and so the result is clear. Next, assume the result holds for all degrees up to n − 1. Fix some
k+ l = n. By assumption, lcm(λk(v1, . . . , vk)) is a divisor of lcm(v1, . . . , vk). If φλk(v1, . . . , vk) = 0
then there is nothing to prove. Otherwise, there exists some x → λk(v1, . . . , vk) ∈ M. Then we
can write
φλk(v1, . . . , vk) = x+
∑
α
yα
for some α. If yα 6= 0 for some α, then in the Morse graph GT there is a subgraph
λk(v1, . . . , vk) zα
x yα
where the red arrows are in the Morse matching M. By definition of M, we have lcm(x) =
lcm(λk(v1, . . . , vk)) and lcm(yα) = lcm(zα) for all α. Since lcm(zα) is a divisor of lcm(x), it follows
that lcm(yα) is a divisor or lcm(λk(v1, . . . , vk)) = lcm(v1, . . . , vk). The result now follows from the
case n = 2.
Our next goal is to give a lower bound for cl(λn(v1, . . . , vn)). We have the following lemmma.
Lemma 7.7. Let n ≥ 2 and let v1, . . . , vn ∈ T with gcd(vi, vj) = 1 for i 6= j. Then
cl(λn(v1, . . . , vn)) ≥ 2.
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Proof. Fix some k + l = n and let v1, . . . , vn ∈ T with gcd(vi, vj) = 1 for i 6= j. It is sufficient to
show that
gcd
(
lcm(φλk(v1, . . . , vk)), lcm(φλl(vk+1, . . . , vn))
)
= 1.
By the previous lemma, it follows that lcm(φλk(v1, . . . , vk)) is a divisor of lcm(v1, . . . , vk) and that
lcm(φλl(vk+1, . . . , vn)) is a divisor of lcm(vk+1, . . . , vn). Since
gcd
(
lcm(v1, . . . , vk), lcm(vk+1, . . . , vn)
)
= 1,
it follows that cl(λn(v1, . . . , vn)) ≥ 2 as desired.
We now come to the first main theorem of this section.
Theorem 7.8. Let R be simplicially resolvable and let T → R denote the Taylor resolution.
Suppose that the Taylor resolution admits a Morse matching M such that for all u ∈ T with
cl(u) ≥ 2 we have u ∈ M. Then S/I is Golod.
Proof. For a given Morse matching M we have a diagram
T T
F = im(p) TM
1
p qi
f
j
g
(9)
where f = qi and g = pj. As usual, we let λk : T
⊗k → T denote the auxiliary maps from the
Merkulov construction and µk : F
⊗k → F the A∞-structure on F . That is,
µk = p ◦ λk ◦ i
⊗k.
Since R is simplicially resolvable, it follows from Lemma 7.5 that the maps
νk = qi ◦ µk ◦ (pj)
⊗k = q ◦ λk ◦ j
⊗k
give an A∞-structure on the Morse complex T
M. Suppose that the Massey product 〈u1, . . . , un〉 is
defined. It is sufficient to show that νn(u1, . . . , un) ∈ (x1, . . . , xm)TM. We may assume u1, . . . , un
have pairwise trivial gcd since otherwise the Massey product will be trivial. By the previous lemma,
cl(λn(v1, . . . , vn)) ≥ 2.
Consequently,
νn(u1, . . . , un) = qλn(v1, . . . , vn) = 0
since q is the projection on the critical cells.
In what follows, we will denote the product on TorS(R, k) by ⌣. We have the following lemma.
Lemma 7.9. Let R be simplicially resolvable. Then the following are equivalent.
1. The Taylor resolution T admits a Morse matching M such that for all u ∈ T with cl(u) ≥ 2
we have u ∈M.
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2. The product on Koszul homology is trivial.
Proof. First, assume that T admits such a Morse matching and call it M. As before, we obtain
a diagram (9) with f = qi and g = pj. Let u, v ∈ F . It is suffcient to show that µ2(u, v) ∈
(x1, . . . , xm)F . We may assume that gcd(mu,mv) = 1 since otherwise λ2(u, v) ∈ (x1, . . . , xm)F and
hence µ2(u, v) ∈ (x1, . . . , xm)F . Since gcd(mu,mv) = 1, it follows that λ2(u, v) = uv. Therefore,
µ2(u, v) = p(uv) = gq(uv).
But since uv ∈ M by assumption, we have q(uv) = 0 hence µ2(u, v) = 0. Therefore, the cup
product is trivial.
For the converse, suppose that the first statement does not hold. Then for every Morse matching
M there is some u with cl(u) ≥ 2 such that u /∈M. So, fix someM and pick u /∈M with cl(u) ≥ 2.
Since cl(u) ≥ 2, there exist v, w such that u = λ2(v, w). Since R is simplicially resolvable, it follows
by Lemma 7.4 that v and w are critical. Note that necessarily gcd(mv,mw) = 1. We claim that
[v]⌣ [w] = [u] 6= 0.
Let νn be the A∞-structure on T
M corresponding to M, that is
νn = f ◦ µn ◦ g
⊗n.
Then νn ⊗ 1 =⌣ as TM is minimal. Compute
ν2(v, w) = fµ2(gv, gw) = fpλ2(igv, igw) = qλ2(jv, jw) = q(vw) = vw
where the last step follows because vw is M-critical by assumption. Hence [v] ⌣ [w] = [u] 6= 0 as
desired.
We now come to the second main theorem of this section. Recall that ifM is a Morse matching
then we denote by M0 the set of critical cells. We have the following result.
Theorem 7.10. Let R = S/I be simplicially resolvable. Then the following are equivalent.
1. R is Golod
2. The product on TorS(R, k) is trivial.
3. I satisfies the gcd condition. That is, for any two generatorsm1 andm2 of I with gcd(m1,m2) =
1 there exists a generator m 6= m1,m2 such that m divides lcm(m1,m2).
4. For u, v ∈ M0 we have lcm(u) lcm(v) 6= lcm(uv) whenever uv ∈ M0.
Proof. We first prove the equivalence 1⇔ 2. If R is Golod then the product is trivial by definition.
Conversely, if the product is trivial then it follows by the previous lemma that the Taylor resolution
T admits a Morse matching M such that for all u ∈ T with cl(u) ≥ 2 we have u ∈ M. But this
implies that all Massey products vanish by Theorem 7.8.
The equivalence 2 ⇔ 3 is well-known, see for example Lemma 2.4 of [20]. We prove 2 ⇔ 4.
Since R is simplicially resolvable the product on TorS(R, k) is induced qλ2. Assume the product is
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trivial and let u, v ∈ M0. Then either λ2(u, v) = 0 or qλ2(u, v) ∈ (x1, . . . , xm). In the first case,
uv /∈M0 by definition. In the second case, we have uv ∈ M0 and
qλ2(u, v) =
lcm(u) lcm(v)
lcm(uv)
q(uv).
So qλ2(u, v) ∈ (x1, . . . , xm) implies that lcm(u) lcm(v) 6= lcm(uv).
For the converse implication, let u, v ∈M0. If uv /∈ M0, then q(uv) = 0 and so u ⌣ v = 0. So,
assume uv ∈ M0. Then lcm(u) lcm(v) 6= lcm(uv) and so qλ2(u, v) ∈ (x1, . . . , xm). Consequently,
u ⌣ v = 0.
The following examples show that the class of simplicially resolvable is quite expansive.
Example 7.11. Let I be a monomial ideal. Recall that I is called strongly generic [4] if no variable
xi occurs with the same nonzero exponent in two distinct minimal generators of I. By Theorem
3.2 of [4], it follows that S/I is simplicially resolvable.
We point out that in [4] it is claimed that the minimal free resolution of a strongly generic ideal
always has a dg algebra structure. However, recently a counterexample to this claim was found in
[22].
Example 7.12. For a monomial m = xa11 · · ·x
am
m ∈ k[x1, . . . , xm], write
supp(m) = {i | ai 6= 0}
for the support of m. A monomial ideal I = (m1, . . . ,mr) is called generic [29] if for any distinct
mi and mj that have the same positive degree in some variable xs there exists a third generator
mk such that mk divides lcm(mi,mj) and
supp
( lcm(mi,mj)
mk
)
= supp(lcm(mi,mj)).
If I is generic then S/I is simplicially resolvable by Theorem 1.5 of [29].
Next, we want to investigate the vanishing on higher Massey products. First, recall the definition
of a standard matching introduced in [17].
Definition 7.13 ([17], Definition 3.1). LetM = ∪i≥0Mi be a sequence of matchings on the Taylor
resolution T . Then M is called a standard matching if the following hold
1. for all arrows u→ v in M, we have mu = mv,
2. for all arrows in the Morse complex TM, we have mu 6= mv,
3. Mi is a sequence of acyclic matchings on the Morse complex T
M<i , where M<i = ∪j<iMj ,
4. for all arrows u→ v in Mi, we have cl(u)− cl(v) = i− 1 and |v|+ 1 = |u|,
5. there exist Bi ⊂Mi such that
(a) Mi = Bi ∪ {u ∪ w → v ∪ w | gcd(mu,mw) = 1 and u→ v ∈ Bi},
(b) for all arrows u→ v in Bi, we have cl(u) = 1 and cl(v) = i.
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Theorem 7.14. Let R be simplicially resolvable. Suppose that the Taylor resolution T admits a
standard matching. Then all higher Massey products are trivial.
Proof. Let M be a standard matching on T . We obtain an A∞-structure on the Morse complex
TM by
νk = q ◦ µk ◦ j
k.
Suppose that the Massey product 〈u1, . . . , un〉 is defined. It is sufficient to show that νn(u1, . . . , un) ∈
(x1, . . . , xm)T
M. We may assume the ui have pairwise trivial gcd since otherwise the Massey prod-
uct will be trivial. We have
λn(u1, . . . , un) =
∑
k+l=n
(−1)k+1λ2(φλk(u1, . . . , uk), φλl(uk+1, . . . , un)).
Fix some k, l. We may assume that φλk(u1, . . . , uk) 6= 0. Therefore, there exists some x →
λk(u1, . . . , uk) ∈M. Then we can write
φλk(u1, . . . , uk) = x+
∑
α
yα
for some α. If yα 6= 0 for some α, then in the Morse graph GT there is a subgraph
λk(u1, . . . , uk) zα
x yα
where the red arrows are in the Morse matching M. We have that
lcm(λk(u1, . . . , uk)) = lcm(x)
and
lcm(zα) = lcm(yα).
Since lcm(zα) divides lcm(x), it follows that lcm(yα) divides lcm(λk(u1, . . . , uk)). Therefore,
φλl(uk+1, . . . , un) is disjoint from x and yα. By definition of standard matching, it follows that
xφλl(uk+1, . . . , un)→ uvφλl(uk+1, . . . , un) ∈M
and
yαφλl(uk+1, . . . , un)→ zαφλl(uk+1, . . . , un) ∈ M .
So,
qλ2(φλk(u1, . . . , uk), φλl(uk+1, . . . , un)) = 0
since q is the projection on theM-critical cells and elements xφλl(uk+1, . . . , un) and yαφλl(uk+1, . . . , un)
are not M-critical. Consequently,
νn(u1, . . . , un) = 0
and so the Massey product 〈u1, . . . , un〉 is trivial as desired.
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As said before, in [7] it is claimed that the Golod property is equivalent to the vanishing of the
product on TorS(R, k). However, in [20] a counterexample to this claim is given. The problem is to
be found in [17] where it is claimed that standard matchings always exist. However, the following
example due to Kattha¨n [20] shows that this is not the case.
Example 7.15. Let S = k[x1, x2, x3, x4] and let I denote the ideal
I = (x21, x1x2, x2x3, x3x4, x
2
4).
We will show that I has a non-trivial higher Massey product. In particular, it will then follow
by Theorem 7.14 that I does not admit a standard matching. For ease of notation, denote the
generators of I by
u1 = x
2
1, u2 = x1x2, u3 = x2x3, u4 = x3x4, u5 = x
2
4.
Further, we will write uA =
∏
i∈A ui. Define a matching M by
u2345 → u245 u345 → u35
u12345 → u1235 u1345 → u135 u234 → u24
u1234 → u124 u123 → u13
These are the solid red arrows in Figure 4. This choice of M gives an acyclic matching satisfying
the first four conditions of Definition 7.13.
The only Massey product that can possibly be nontrivial is 〈u1, u2, u3〉 since these are the only
disjoint generators. We compute
µ2(u1, u3) = p(u1u3) = (1 − dφ− φd)(u1u3) = u1u3 + d(u1u2u3) = x1u2u3 + x3u1u2
and
µ2(u3, u5) = p(u3u5) = (1− dφ− φd)(u3u5) = u3u5 + d(u3u4u5) = x2u4u5 + x4u3u4.
Therefore, in TorS(S/I, k) both u1u3 and u3u5 are zero and so the Massey product 〈u1, u2, u3〉 is
defined.
To get rid of signs, we assume the characteristic of k is two. Then we have
λ3(u1, u3, u5) = λ2(φλ1u1, φλ2(u3, u5)) + λ2(φλ2(u1, u3), φλ1u5)
= λ2(u1, φλ2(u3, u5)) + λ2(φλ2(u1, u3), u5)
= λ2(u1, u3u4u5)) + λ2(u1u2u3, u5)
= u1u3u4u5 + u1u2u3u5.
Now,
p(u1u3u4u5) = (1− dφ− φd)(u1u3u4u5)
= u1u3u4u5 − x
2
1φ(u3u4u5) + x2φ(u1u4u5)
− φ(u1u3u5) + x4φ(u1u3u4)
= u1u3u4u5 − u1u3u4u5
= 0
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and
p(u1u2u3u5) = (1 − dφ− φd)(u1u2u3u5)
= u1u2u3u5 + d(u1u2u3u4u5)− x1φ(u2u3u5)
+ φ(u1u3u5)− x3φ(u1u2u5) + x
2
4φ(u1u2u3)
= u1u2u3u5 + x1u2u3u4u5 − u1u3u4u5 + u1u2u4u5
− u1u2u3u5 + x4u1u2u3u4 + u1u3u4u5
= x1u2u3u4u5 + u1u2u4u5 + x4u1u2u3u4.
Thus,
µ3(u1, u3u5) = x1u2u3u4u5 + u1u2u4u5 + x4u1u2u3u4
which does not lie in the maximal ideal. Next, we show that the indeterminancy of 〈u1, u3, u5〉 is
zero. Again, it is sufficient to show that
(u1, u5) ∩ Tor
S
4 (R, k) = 0.
So suppose u1v ∈ Tor
S
4 (R, k). Since mdeg(u1) = x
2
1, it follows that mdeg(v) = x2x3x
2
4. Since there
are no critical cells of multidegree x2x3x
2
4, we get v = 0. Therefore, 〈u1, u3, u5〉 = u1u2u4u5 and so
S/I has a nontrivial Massey product.
Remark 7.16. Since S/I has a non-trivial higher Massey product, it follows that there does not
exist a dg algebra structure on the minimal free resolution of S/I. Indeed, S/I was the first example
of such a monomial ring [1] but the original proof uses different methods to establish this.
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