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A new approach to the modeling of nonfree particle diffusion is presented. The approach uses a
general setup based on geometric graphs (networks of curves), which means that particle diffusion in
anything from arrays of barriers and pore networks to general geometric domains can be considered
and that the (free random walk) central limit theorem can be generalized to cover also the nonfree
case. The latter gives rise to a continuum-limit description of the diffusive motion where the effect of
partially absorbing barriers is accounted for in a natural and non-Markovian way that, in contrast
to the traditional approach, quantifies the absorptivity of a barrier in terms of a dimensionless
parameter in the range 0 to 1. The generalized theorem gives two general analytic expressions
for the continuum-limit propagator: an infinite sum of Gaussians and an infinite sum of plane
waves. These expressions entail the known method-of-images and Laplace eigenfunction expansions
as special cases and show how the presence of partially absorbing barriers can lead to phenomena
such as line splitting and band gap formation in the plane wave wave-number spectrum.
Particle diffusion in the presence of barriers that each
exhibit a combination of reflective, transmittive, and ab-
sorptive properties occurs ubiquitously in nature (see,
e.g., Refs. [1–3]) and the ability to properly model this
phenomenon is as such of great practical and theoretical
importance. Starting from the fundamental idea (due to
Ref. [4]) of dividing the observation period into equal-
duration time intervals of such a magnitude that the
corresponding displacements of a particle can be consid-
ered statistically independent, one gets a random walk
description of the diffusive motion. If no barriers are
present, one can apply the (free random walk) central
limit theorem to this and immediately get the funda-
mental quantity, the continuum-limit propagator, with
which the diffusive motion can be described analytically
using only one free parameter (the diffusion coefficient).
To get a similar continuum-limit description of the diffu-
sive motion when barriers are present, it has so far been
necessary to derive (from the random walk description)
and solve an initial-boundary value problem. With this
traditional approach one has to account for the effect of
a partially absorbing barrier in a Markovian way using a
Robin boundary condition and quantify the absorptivity
of a barrier in terms of a nondimensionless Robin bound-
ary condition coefficient in the range 0 (nonabsorbing) to
infinity (completely absorbing) (see, e.g., Ref. [5]).
In this Rapid Communication we introduce a different
approach to the modeling of nonfree particle diffusion
by showing that the (free random walk) central limit
theorem can be generalized to cover also the nonfree
case. This makes it possible to get a continuum-limit
description of the diffusive motion where the effect of
partially absorbing barriers is accounted for in a natural
and non-Markovian way that lies beyond what one can
do with the initial-boundary value problem framework.
The approach proceeds by first reducing the problem to
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the modeling of diffusive motion of points, called parti-
cle points, on an appropriately chosen geometric graph.
By a geometric graph we mean a geometric object com-
posed of noncoinciding points, called vertices, and equal-
length curves, called edges, such that each end point of
each edge coincides with a vertex, each vertex coincides
with at least one and at most finitely many edge end
points, and no edge has coinciding end points. If, e.g.,
the problem concerns particle diffusion perpendicular to
one or more parallel plane barriers, then the appropri-
ate geometric graph is composed as a chain of line seg-
ments and the particle points are the particles’ projec-
tions hereon. For particle diffusion over medium or long
distances in a confined region with a networklike topol-
ogy, such as the air space in a mammalian lung or the
void space in a porous material, the appropriate geomet-
ric graph could, e.g., represent the central or medial axis
through the airways or the void space, respectively, and
the particle points the particles’ projections hereon. For
particle diffusion in a general confined region along a di-
rection that cannot be treated independently of the two
orthogonal directions, the appropriate geometric graph
is a structured grid approximating the confined space
and the particle points represent the particles’ projec-
tions hereon if the grid is planar and the particles them-
selves if the grid is three dimensional. The observation
period is then divided into equal-duration time intervals
whose magnitude, called the step duration, is such that
the corresponding displacements of a particle point can
be considered to be statistically independent and to have
a standard deviation, called the step length, that is equal
to a nonunity unit fraction of the edge length. The ran-
dom walk process giving the random walk description
of the diffusive motion is then obtained by successively
adding random displacements head to tail on the geo-
metric graph (one each time a step duration has elapsed)
such that the distances from the tail of the first random
displacement to the end points of the edge on which it
is placed are multiples of the step length and each ran-
dom displacement is unbiased and one step length long.
ar
X
iv
:1
80
4.
01
19
0v
1 
 [c
on
d-
ma
t.s
tat
-m
ec
h]
  3
 A
pr
 20
18
2The addition of random displacements is continued until
a vertex is reached. The addition is then terminated with
a probability that is equal to the absorption probability
associated with this vertex. If termination does not oc-
cur, then the addition is continued until a neighboring
vertex is reached. The addition is then terminated with
a probability that is equal to the absorption probabil-
ity associated with this vertex. If termination does not
occur, then the addition is continued until a neighbor-
ing vertex is reached and so on. Note that the random
walk process is non-Markovian if there is at least one
vertex whose associated absorption probability is strictly
between 0 and 1 since the probability of continuing af-
ter reaching such a vertex will depend on how the vertex
is reached (if the addition continues after reaching such
a vertex, then it will continue with probability 1 if the
vertex is reached again before a neighboring vertex is
reached). The discrete propagator for the random walk
process is obtained in analytic form by noting that it is
equal to a sum whose terms can be expressed in terms of
the discrete propagator for a free random walk process.
This immediately leads to two general analytic expres-
sions for the continuum-limit propagator (an infinite sum
of Gaussians and an infinite sum of plane waves) in which
the diffusion coefficient (the step length squared divided
by twice the step duration) and the complements of the
absorption probabilities are the only free parameters.
To begin, let G be the geometric graph appropriate for
the given problem. Let (v`)V`=1 be the vertices, (ei)
E
i=1
be the edges, and L be the edge length of G. Let d` be
the degree of v`, i.e., d` is the number of edges that have
an end point that coincides with v`. A direction is given
to each edge. Let φi and ψi be the two positive integers
such that vφi coincides with that end point of ei that
ei’s direction is away from and vψi coincides with that
end point of ei that ei’s direction is towards. Let τ be
the step duration and σ be the step length (such that
L/σ is an integer strictly greater than 1). Let 1 − c` be
the absorption probability (and c` be the continuation
probability) associated with v`.
Let K(y, x, t)ji, where i, j = 1, . . . , E, t = 0, τ, 2τ, . . . ,
and x, y = σ, 2σ, . . . , L − σ be the discrete propagator
for the random walk process, i.e., K(y, x, t)ji is the sum
of the probabilities of all trajectories (i.e., realizations
of the process) of duration t that goes from (i, x) to
(j, y). In other words, K(y, x, t)ji describes the prob-
ability that a particle point that starts at (i, x) is at
(j, y) after diffusing for a period of duration t. The no-
tation (i, x) refers to the position on ei whose distance
from vφi is equal to x. If (`1, i1, `2, i2, . . . , `k) is a k-
vertex path for which `1 = ψi and `k = φj , ψj , then
we consider the sum of the probabilities of all trajecto-
ries of duration t that goes from (i, x) to v`1 without
visiting any vertices on the way, makes a non-negative
number of excursions, goes via ei1 to v`2 , makes a non-
negative number of excursions, goes via ei2 to . . . v`k ,
makes a non-negative number of excursions, and goes
to (j, |δψj`kL − y|) without visiting any vertices on the
way. A segment of a trajectory is called an excursion
if it goes from a vertex back to the same vertex with-
out visiting any vertices on the way. This sum is equal
to (2c`k/d`k) · · · (2c`1/d`1)qk(y, x, t), where 2kqk(y, x, t) is
the value that this sum attains if G has only one edge
(E = 1) and c1, c2 = 1. To see this, note that for each
such trajectory in the special case E = 1 and c1, c2 = 1
there are (d`k)εk · · · (d`1)ε1 such trajectories that each has
a probability of c`k(1/d`k)εk+1 · · · c`1(1/d`1)ε1+1w in the
general case, where w is the probability of (and ε1, . . . , εk
are the relevant numbers of excursions made by) the con-
sidered special case trajectory. The sum of the probabil-
ities of all trajectories of duration t that goes from (i, x)
to (j, y) can thus be written [q0(y, x, t) is the sum of the
probabilities of all trajectories of duration t that goes
from (i, x) to (i, y) without visiting any vertices]
K(y, x, t)ji = δji q0(y, x, t) +
∑
k>0
∑
(`1,...,`k)
2c`k
d`k
· · · 2c`1d`1
× qk(|δψj`kL− y|, |δφi`1L− x|, t), (1)
where δij is the Kronecker delta function and the inner
sum is over all k-vertex paths (`1, . . . , `k) for which `1 =
φi, ψi and `k = φj , ψj . A k-vertex path is a sequence
of vertex and edge indices (`1, i1, `2, i2, . . . , `k) such that
{φim , ψim} = {`m, `m+1} for each 0 < m < k.
e2 e1 e3e4v4 v1 v3v2 v5
FIG. 1. An infinite chain (i.e., an infinite geometric graph
where each vertex has degree 2).
To obtain an analytic expression for the function
qk(y, x, t) we assign, exclusively in this paragraph, G to be
an infinite chain and (v`)∞`=1, (ei)
∞
i=1, the edge directions,
and the continuation probabilities to be such that φi = i,
ψi = i − (−1)i2 + δi2 (see Fig. 1), and c1, c2, . . . = 1.
Let then gn(y, x, t) = K(y, x, t)(|2n|+θ(n))1, where n is an
integer and θ( · ) is the Heaviside step function. Let fur-
thermore qk(y, x, t) = q−k(L − y, L − x, t) if k < 0. It
then follows from (1) that
gn(y, x, t) =
∑
k
ank qk(y, x, t) + bnk qk(L− y, x, t),
where an0 = δn0 and ank = αn−sgn(k),|k|, k 6= 0, together
with bn0 = 0 and bnk = αn,|k|, k 6= 0. Here αn,k, k > 0,
is the number of k-vertex paths (`1, . . . , `k) for which
`1 = 1 and `k = |2n|+θ(n). Since we have the recurrence
αn,k+1 = αn−1,k + αn+1,k and αn,1 = δn0, it follows via
the addition formula for binomial coefficients [6] that
αn,k =
{(
k−1
(n+k−1)/2
)
, (n+ k − 1)/2 = 0, 1, . . . , k − 1,
0, otherwise.
It follows from the definition that gn(y, x, t) is, up to
parametrization, the discrete propagator for a free ran-
dom walk process and in particular that
gn(y, x, t) = α(nL+y−x)/σ, t/τ+12−t/τ . (2)
3The above relation between gn(y, x, t) and qk(y, x, t) im-
plies that, if n ≥ 0, then[
gn(y, x, t)− gn+1(L− y, x, t)
−g−n−1(y, x, t) + g−n(L− y, x, t)
]
=
∑
k≥0
A(n,k)
[
qk(y, x, t)
qk(y, L− x, t)
]
, (3)
where A(n,k) = δn0I if k = 0 and
A(n,k) =
[
αn−1,k − αn+1,k αn,k − αn+2,k
αn,k − αn+2,k αn−1,k − αn+1,k
]
if k > 0. Throughout, I is the identity matrix and 0 is the
zero matrix whose sizes are determined by the context.
Let g = ℵq, where ℵ is the infinite matrix whose first and
second rows are [A(0,0) A(0,1) ··· ], third and fourth rows
are [A(1,0) A(1,1) ··· ], and so on, be the matrix equation for
the system of equations we get by writing (3) with n = 0,
(3) with n = 1, and so on underneath each other. Since
A(n,k) is equal to I if n = k and equal to 0 if n > k, it
follows that ℵ is upper unitriangular. The inverse ℵ−1 of
ℵ is the infinite upper unitriangular matrix whose first
and second rows are [B(0,0) B(0,1) ··· ], third and fourth
rows are [B(1,0) B(1,1) ··· ], and so on, where
B(k,n) =
[
βn+1,k −βn,k
−βn,k βn+1,k
]
and βn,k, k ≥ 0, is
βn,k =
{∑(|n|−k−1)/2
m=0
(−k
m
)
, (|n| − k − 1)/2 = 0, 1, . . . ,
0, otherwise.
That this is the inverse, i.e.,
∑
n≥0B(k,n)A(n,l) = δklI,
follows via the Chu–Vandermonde identity (see the Sup-
plemental Material [7]). Note that, if k > 0 and βn,k 6= 0,
then it follows from the identity
(−k
m
)
= (−1)m(k+m−1m )
[6] that βn,k is an alternating sum of entries in the kth di-
agonal of Pascal’s triangle. Application of ℵ−1 to g = ℵq
gives the following analytic expression:
qk(y, x, t) =
∑
n
a′nk gn(y, x, t) + b
′
nk gn(L− y, x, t),
where a′n0 = βn+1,0 and a′nk = βn+sgn(k),|k|, k 6= 0, to-
gether with b′n0 = −βn,0 and b′nk = −βn,|k|, k 6= 0 [the
calculation uses that gn(y, x, t) = g−n(L− y, L− x, t)].
We can now obtain an analytic expression for
K(y, x, t)ji as follows: If G is finite (E, V < ∞), then
we let Φ and Ψ be the two E × V matrices defined by
Φij = δφij , Ψij = δψij .
The sum of these two matrices is equal to the edge-vertex
incidence matrix, i.e., (Φ+Ψ)ij equals 1 if ei has an end
point that coincides with vj and equals 0 otherwise. In
addition, we have that
Φ>Φ + Ψ>Ψ = D, (4a)
Φ>Ψ + Ψ>Φ = A, (4b)
where D is the degree matrix, i.e., Dij = diδij and A
is the adjacency matrix, i.e., Aij is the number of edges
between vi and vj . Let
G =
[
ΦCΨ> ΦCΦ>
ΨCΨ> ΨCΦ>
]
, J =
[
0 I
I 0
]
,
where C is the V × V matrix defined by Cij = 2cidi δij . It
follows from (4b) that the kth power of G can be written
Gk =
[
Φ(CA)k−1CΨ> Φ(CA)k−1CΦ>
Ψ(CA)k−1CΨ> Ψ(CA)k−1CΦ>
]
.
We have via the definition of matrix multiplication that
(Φ(CA)k−1CΨ>)ji qk(y, x, t) is equal to that part of the
inner sum in (1) that is over all k-vertex paths (`1, . . . , `k)
for which `1 = ψi and `k = φj . The remaining part of
the inner sum can be expressed in a similar way using the
other three blocks in Gk. Consequently, we have that
K(y, x, t)ji=
∑
k
(Gk¯)ji qk(y, x, t)+(JG
k¯)ji qk(L−y, x, t),
where Gk¯ is equal to Gk if k ≥ 0 and equal to (G>)k if
k < 0. By inserting the analytic expression for qk(y, x, t)
and interchanging the order of the summation we get
(βn,k = 0 if |n| ≤ k)
K(y, x, t)ji=
∑
n
(Sn)ji gn(y, x, t)+(JSn)ji gn(L−y, x, t),
where Sn =
∑
k a
′
nkG
k¯ + b′nkJG
k¯ or, equivalently,
Sn = (−J)n +Hn+1 − JHn, (5a)
Hn =
∑
k>0
βn,kG
k − βn−1,kGkJ . (5b)
We have via the addition formula for binomial coefficients
[6] that, if k > 0, then βn,k−1 = βn−1,k + βn+1,k. Insert-
ing this in (5b) givesHn+1 = G(−J)n+1+GHn−Hn−1,
which together with (5a) leads to the following recur-
rence: [
Sn+1
Hn+1
]
= T
[
Sn
Hn
]
−
[
0
(−J)n
]
, (6)
where T and the inverse of T are
T =
[
G− J GJ − 2I
I J
]
, T−1 =
[
J −JG+ 2I
−I G− J
]
.
By subtracting (6) shifted one down from (6) shifted one
up we get Fn+2 = TFn+1 + Fn − TFn−1, where Fn =[
Sn
Hn
]
. From this recurrence we get (the 12E×2E matrix
below consists of, from top to bottom, F1, F0, and F−1)
Sn =
[
I 0 0 0 0 0
]
Un−1

G− J
0
I
0
JGJ − J
−GJ
 , (7)
4where U and the inverse of U are
U =
 T I −TI 0 0
0 I 0
 , U−1 =
 0 I 00 0 I
−T−1 I T−1
 .
If c1, . . . , cV = 0, 1, then (7) reduces to Sn = (G − J)n
since in this special case we have that GJG = 2G and
that G−J is orthogonal (the latter can be seen by using
the fact that G> = JGJ). If G is infinite (E, V = ∞),
then we let Φ, Ψ, and C each have a variable (finite)
size and we can then use the same procedure as in the
finite case provided that a sufficiently large size of each
of these matrices is used at each step in the calculation.
If τ  t, then we have via (2) and the de Moivre–
Laplace theorem that gn(y, x, t) ' 2σg¯n(y, x, t) at
nonzero values of gn(y, x, t), where g¯n(y, x, t) is defined
below and D = σ2/(2τ) is the diffusion coefficient. Thus,
if τ  t and σ  b − a, where 0 ≤ a < b ≤ L, then we
have that
∑
a<y<bK(y, x, t)ji '
∫ b
a
K¯(y, x, t)jidy, where
K¯(y, x, t)ji=
∑
n
(Sn)ji g¯n(y, x, t)+(JSn)ji g¯n(L−y, x, t),
g¯n(y, x, t) = (4piDt)
−1/2 exp(−(nL+ y − x)2/(4Dt))
is the continuum-limit propagator, i.e., the general prob-
ability density function we get by taking the continuum
limit of K(y, x, t)ji while keeping the ratio between the
step length squared and the step duration fixed (see the
Supplemental Material [7]) (this way of taking the contin-
uum limit is the same as that used to obtain the diffusion
equation and the Wiener or Brownian motion process).
It follows from the derived expressions that K¯(y, x, t)ji
has the properties described in this paragraph. First,
lim
t→0
K¯(y, x, t)ji = δji δ(y − x), 0 < x < L,
where δ( · ) is the Dirac delta function. Let p be a non-
negative integer. Using the Hermite polynomial formula
for the pth derivative of a Gaussian it can be seen that,
if |n| > 1, then | ∂p∂tp g¯n(y, x, t)| ≤MpDp/|nL+y−x|2p+1,
where Mp is a p-dependent constant. This bound and
the basic theorems on function series can be used to
show that K¯(y, x, t)ji has a partial derivative with re-
spect to y, x, and t of any order that can be obtained by
taking the appropriate differential operator inside the se-
ries. Since ∂∂t g¯n(y, x, t) = D
∂2
∂y2 g¯n(y, x, t) it consequently
follows that K¯(y, x, t)ji satisfies the diffusion (or heat)
equation. If φj = ` or ψj = `, then it can be seen by
substituting n + 1 for n either in (Sn)ji g¯n(y, x, t) or in
(JSn)ji g¯n(L − y, x, t) and using (6) that the pth nor-
mal partial derivative of K¯(y, x, t)ji with respect to y at
y = δψj`L can be expressed as [the superscript (p) is used
to denote the pth partial derivative with respect to y]
(δφj` − δψj`)pK¯(p)(δψj`L, x, t)ji
=
∑
n
((GSn + (GJ − 2I)Hn)mi−γp(Sn)mˆi)g¯(p)n (L, x, t),
(8)
where γp = 1−(−1)p and (m, mˆ) = (j, j+E) if φj = ` and
(m, mˆ) = (j + E, j) if ψj = `. For the m in (8) we have
thatGmk = 2c`d` Γ`k and (GJG−2G)mk = 4c`d` (c`−1)Γ`k,
where Γ = [Ψ> Φ> ], which together with (8) shows that
K¯(2p)(δψj`L, x, t)ji = K¯
(2p)(δψk`L, x, t)ki, j, k ∈ N`,
K¯(2p)(δψj`L, x, t)ji = 0, j ∈ N`, c` = 0,∑
j∈N`
(δφj` − δψj`)K¯(2p+1)(δψj`L, x, t)ji = 0, c` = 1,
where N` = { j | φj = ` ∨ ψj = ` }. At a vertex whose
associated continuation probability is 0 (completely ab-
sorbing) or 1 (nonabsorbing) a Dirichlet or a Kirchhoff
boundary condition, respectively, is thus satisfied (the
latter reduces to a Neumann boundary condition if the
vertex has degree 1).
If G is an infinite k-armed star and (v`)∞`=1, (ei)∞i=1,
the edge directions, and the continuation probabilities
are such that φ1, . . . , φk = 1, φi+k = ψi = i + 1, and
c2, c3, . . . = 1, then it can be seen by looking at the struc-
ture of G− J that K¯(y, x, t)ji is equal to
 g¯−ı(y, x, t) + (2c1/k − ) g¯+ı(y,−x, t), c1 = 0, 1,
where ı = b(i−1)/kc,  = b(j−1)/kc, and  is equal to 1 if
(j−i)/k is an integer (i.e., if ei and ej are part of the same
arm) and equal to 0 otherwise. This expression entails
the well-known method-of-images expansions for the half-
space. The other known method-of-images expansions
follow similarly as special cases.
If G is finite and connected, then the formulas de-
rived in the Supplemental Material [7] give a positive
integer µ, a 2E × µ matrix Ω, and a µ × µ diagonal
matrix Θ whose diagonal entries are between 0 and 2pi
such that Sn = Ωe−inΘΩ† and JΩ∗ = Ωe−iΘ. By in-
serting this above and applying the Poisson summation
formula we get, after noting that the entrywise Fourier
transform of e−inΘg¯n(y, x, t) with respect to n is equal
to L−1e−(2piξI+Θ)
2Dt/L2+i(2piξI+Θ)(y−x)/L,
K¯(y, x, t)ji =
∑
n≥0
e−k
2
nDtujn(y)uin(x),
where kn = 0 and uin(x) = (EL)−1/2b if n = 0 and
knL = b(n− 1)/µc2pi + Θrnrn ,
uin(x) = L
−1/2((JΩ∗)irne
iknx + (JΩ)irne
−iknx)
if n > 0 [in the above expressions b = bc1c2 · · · cV c
and rn = n − b(n − 1)/µcµ]. It follows from the
derived expressions that, if c1, . . . , cV = 0, 1, then
(uin(x))
∞
n=1−b is complete and consists of orthonormal,
i.e.,
∑E
i=1
∫ L
0
uim(x)uin(x)dx = δmn, Laplace eigenfunc-
tions that satisfy the boundary conditions above.
If G has only one edge, then we have that µ is equal to
2 if c1, c2 = 0, 1, equal to 6 if 0 < c1, c2 < 1, and equal to
4 otherwise and that the wave numbers multiplied by the
5edge length (knL)∞n=1−b are, when arranged in ascending
order,
(0, pi, 2pi, 3pi, . . . ), c1, c2 = 1,
(pi, 2pi, 3pi, 4pi, . . . ), c1, c2 = 0,
( 12pi,
3
2pi,
5
2pi,
7
2pi, . . . ), c1 = 0, c2 = 1,
( 12pi, pi,
3
2pi, 2pi,
5
2pi, . . . ), c1 = 0, 0 < c2 < 1,
(a, pi − a, pi + a, 2pi − a, 2pi + a, . . . ), c1 = 1, 0<c2<1,
(a, pi − a, pi, pi + a, 2pi − a, 2pi, 2pi + a, . . . ), 0<c1, c2<1,
where a = arccos(
√
c1c2) and similarly if c1 and c2 are
interchanged (see the Supplemental Material [7]). The
first three of these sequences are known from the tradi-
tional approach, i.e., in this specific case, from the solving
of Sturm–Liouville problems. The last three sequences,
on the other hand, cannot occur with the traditional ap-
proach and show, in particular, how the presence of par-
tially absorbing barriers can lead to line splitting in the
wave-number spectrum (see, e.g., Fig. 2).
0 pi 2pi 3pi
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0
.9
8
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8
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=
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=
1
Wave number multiplied by edge length
FIG. 2. The first part of (knL)∞n=1−b for a geometric graph
with only one edge and three sets of values for c1 and c2
[corresponding, e.g., to particle diffusion between two parallel
plane objects whose absorptivities are 0 and 0 (top), 0 and
0.02 (middle), and 0.02 and 0.02 (bottom)].
If G is finite and connected as well as bipartite and
c1, . . . , cV = κ, where 0 < κ < 1, then it follows that the
sorted unique values in the main diagonal of Θ form a
sequence of the form (a, . . . , pi−a, pi, pi+a, . . . , 2pi−a, 2pi),
where a = arccos(κ) and thereby that (kn)∞n=1−b will
have band gaps or forbidden bands (see, e.g., Fig. 3).
To summarize, we have shown that the (free ran-
dom walk) central limit theorem can be generalized to
cover also the nonfree case. We have hereby obtained a
continuum-limit description of the diffusive motion where
the effect of partially absorbing barriers is accounted for
in a natural and non-Markovian way that, in contrast to
the traditional approach, quantifies the absorptivity of a
barrier in terms of a dimensionless parameter in the range
0 to 1. Given that the continuum-limit description rests
directly on the normal approximation, it seems reason-
able to expect that it will be able to describe instances
of the considered physical phenomenon more quantita-
tively accurately than the traditional continuum-limit de-
scription. Additional aspects to investigate or consider in
0 pi 2pi 3pi
c
1
,.
..
,c
V
=
0
.9
5
c
1
,.
..
,c
V
=
1
Wave number multiplied by edge length
FIG. 3. The first part of (knL)∞n=1−b for a chain with 40 edges
(i.e., a geometric graph with two degree-1 and 39 degree-2
vertices) and two sets of values for c1, . . . , cV [corresponding,
e.g., to particle diffusion in an array of 41 parallel plane bar-
riers where each of the 39 inner barriers reflect and transmit
equally and all the barriers have an absorptivity of 0 (top)
and 0.05 (bottom)].
connection with the approach include the following: The
factorization of the continuum-limit propagator for rect-
angular cuboid domains (using the Kronecker product)
corresponding to a separation of spatial variables. The
determination of the form of the continuum-limit prop-
agator in the case where, e.g., for a chain with m edges
each of length L/m and a continuation probability of 1 for
all the degree-2 vertices, m is made to go to infinity and
the continuation probabilities for the two degree-1 ver-
tices to 1 as part of taking the continuum limit. It would
also be interesting to try to generalize the approach to al-
low for systematically biased random displacements and
a nonzero angular frequency in each of the plane waves—
what could the wave-number spectrum resemble in this
case?
This work was partially funded by the FP7 EU grant-
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I. SECTION
In this section we prove that
(∑
n≥0B(k,n)A(n,l)
)
ij
= δklδij . Assume first that i 6= j. If l = 0, then we have that(∑
n≥0B(k,n)A(n,l)
)
ij
= 0 and if l > 0, then we have that(∑
n≥0
B(k,n)A(n,l)
)
ij
=
∑
n≥0
−βn,k(αn−1,l − αn+1,l) + βn+1,k(αn,l − αn+2,l)
= −β0,k(α−1,l − α1,l) = 0.
Assume next that i = j. If l = 0, then we have that
(∑
n≥0B(k,n)A(n,l)
)
ij
= δk0 and if k = 2p and l = 2q, where p
is a non-negative integer and q is a positive integer, then we have that(∑
n≥0
B(k,n)A(n,l)
)
ij
=
∑
n≥0
βn+1,2p(αn−1,2q − αn+1,2q)− βn,2p(αn,2q − αn+2,2q)
=
∑
n≥0
(β2n+1,2p − β2n−1,2p)(α2n−1,2q − α2n+1,2q)
=
∑
n≥0
( −2p
−p+ n
)((
2q − 1
q − n
)
−
(
2q − 1
q − 1− n
))
=
(
2q − 2p− 1
q − p
)
−
(
2q − 2p− 1
q − p− 1
)
= δpq,
where we have used α−1,2q − α1,2q = 0, the symmetry identity [S1], and the Chu–Vandermonde identity [S1]∑
k
(
r
m+ k
)(
s
n− k
)
=
∑
k
(
r
m+ k
)(
s
m+ n− (m+ k)
)
=
(
r + s
m+ n
)
.
If k = 2p+ 1 and l = 2q + 1, where p and q are non-negative integers, then we have that(∑
n≥0
B(k,n)A(n,l)
)
ij
=
∑
n≥0
βn+1,2p+1(αn−1,2q+1 − αn+1,2q+1)− βn,2p+1(αn,2q+1 − αn+2,2q+1)
=
∑
n≥0
(β2n+2,2p+1 − β2n,2p+1)(α2n,2q+1 − α2n+2,2q+1)
=
∑
n≥0
(−2p− 1
−p+ n
)((
2q
q + n
)
−
(
2q
q + n+ 1
))
=
(
2q − 2p− 1
q − p
)
−
(
2q − 2p− 1
q − p− 1
)
= δpq.
If k and l have different parity and l > 0, then we have that
(∑
n≥0B(k,n)A(n,l)
)
ij
= 0, which completes the proof.
II. SECTION
In this section we show formally that K¯(y, x, t)ji is the general probability density function we get by taking the
continuum limit of K(y, x, t)ji while keeping the ratio between the step length squared and the step duration fixed.
Let (ξl)∞l=1 be statistically independent random variables such that P (ξl = −1) = P (ξl = 1) = 1/2. Substitute τ/m2
for τ and σ/m for σ throughout and restrict the values that x and t can take to those that were possible before the
two substitutions. The definition of gn(y, x, t) then gives the first equality below and the (free random walk) central
limit theorem the second
lim
m→∞
∑
y<b
gn(y, x, t) = lim
m→∞
∑
y<b
P (
√
t/τ√
m2t/τ
m2t/τ∑
l=1
σξl = nL+ y − x) =
∫ b
−∞
g¯n(y, x, t)dy
2since the variance of
√
σ2t/τξl is equal to σ2t/τ = 2Dt. With the help of this result we finally get
lim
m→∞
∑
a<y<b
K(y, x, t)ji =
∫ b
a
K¯(y, x, t)jidy.
III. SECTION
In this section we show in full detail how to, if G is finite and connected, get the ’infinite sum of plane waves’
expression for K¯(y, x, t)ji via formulas that are directly implementable with standard mathematical software. Assume
thus that G is finite and connected. Let W be the ρ× ρ matrix
W = R>AR,
where R is the matrix we get by deleting all columns that consist entirely of zeros from ( 12C)
1/2 and ρ is the number
of columns in R. It follows that C = 2RR>. Let V and X be real ρ× ρ matrices such thatWV = V X, V >V = I,
and X is diagonal with the diagonal entries arranged in ascending order (we can find these matrices since W is
real symmetric and therefore real orthogonally diagonalizable). Let a be the column vector corresponding to the jth
column in RV . Since A = −D + (Φ + Ψ)>(Φ + Ψ) and A = D − (Φ−Ψ)>(Φ−Ψ) we have that
−1 ≤ −a>Da+
E∑
i=1
(aφi + aψi)
2 = Xjj = a
>Da−
E∑
i=1
(aφi − aψi)2 ≤ 1. (S1)
It follows from (S1) and the assumed connectedness that 1 occurs in X one time if the condition c1, . . . , cV = 1 is
satisfied and zero times otherwise. Similarly, it follows that −1 occurs in X one time if the conditions c1, . . . , cV = 1
and G is bipartite are both satisfied and zero times otherwise. Let Vˆ−, Vˆ , Vˆ+, Xˆ−, Xˆ, and Xˆ+ be defined by Table
I and the two requirements V = [ Vˆ− Vˆ Vˆ+ ] and X = diag(Xˆ−, Xˆ, Xˆ+). From the above we have that WVˆ = Vˆ Xˆ
and that all entries in Xˆ are strictly between −1 and 1. Let then (the asterisk symbol is used to denote the complex
conjugate and the dagger symbol the complex conjugate transpose)
P =
[
ΦiRVˆ (
√
2Y )−1
ΨiRVˆ (
√
2Y )−1
]
, Y = (I − Xˆ2)1/2,
Ξ =
[
P − JPZ P − JPZ∗ ] ,
Υ =
[
PZ PZ∗
]
,
Z = Xˆ + iY ,
Mm =− 12 (ΞΞ† +m(Ξ∆∗Ξ† − JGJ + J)− I),
Nm =− 12 (ΥΞ† +m(Υ∆∗Ξ† +GJ)),
∆ = diag(Z∗,Z),
Qm =

[
ΦRVˆm iOm
ΨRVˆm −miOm
]
, c1, . . . , cV = 0, 1,
ikmגm, otherwise,
where m = −,+ and Om is a real matrix of size E × νm such that R>(Ψ−mΦ)>Om = 0, O>mOm = 12I, and νm is
the nullity of R>(Ψ−mΦ)>. The matrix km is a real 2E × 2E matrix such that Mmkm = kmim and k>mkm = I,
where im is a real 2E×2E diagonal matrix (we can find these matrices sinceMm is real symmetric as shown below).
The matrix גm is the matrix we get by deleting all columns that consist entirely of zeros from (im)1/2. Let finally
Ω =
[
P − JPZ Q− P − JPZ∗ Q+
]
,
Θ = diag(Λ, piI−, 2piI −Λ, 2piI+),
and µ be the number of columns in Ω, where Λij = arccos(Xˆii)δij and Im is the identity matrix with the same
number of columns as Qm. We then have that
Sn = Ωe
−inΘΩ†, JΩ∗ = Ωe−iΘ. (S2)
3That (S2) holds follows from the fact that it holds in each of the two cases below (e−iΘ = diag(Z∗,−I−,Z, I+)).
Case 1: c1, . . . , cV = 0, 1. We have in this case that R>DR = I and thereby that
(G− J)(P − JPZ) = 2PXˆ − JP − 2PZ + PZ = (P − JPZ)Z∗,
(G− J)Qm = mQm,
which shows that (G− J)Ω = Ωe−iΘ. The rank nullity theorem and the fact that the rank of a matrix is invariant
under transposition gives νm = E − ρ+ ν′m, where ν′m is the nullity of (Ψ−mΦ)R. Since ν′m is equal to the number
of columns in Vˆm it follows that µ = 2E. We further have that Ω is unitary Ω†Ω = ΩΩ† = I since
(P − JPZ)†(P − JPZ) = 12Y −2(I − XˆZ∗ − XˆZ + I) = I,
(P − JPZ∗)†(P − JPZ) = 12Y −2(I − XˆZ − XˆZ +Z2) = 0,
(P − JPZ)†Qm = 0,
Qn
†Qm = δnmI,
which together with the above shows that (S2) holds in this case.
Case 2: ¬(c1, . . . , cV = 0, 1). We have in this case that RVˆ Vˆ >R> = 12C and thereby that
Ξ∆Ξ† −Ξ∆∗Ξ† = 2 Re((P − JPZ)(Z∗ −Z)(P − JPZ)†) = G− JGJ , (S3a)
Υ∆Ξ† −Υ∆∗Ξ† = 2 Re(PZ(Z∗ −Z)(P − JPZ)†) = GJ , (S3b)
JΞΞ† + Ξ∆∗Ξ† = 2 Re((JP − JPZ2)(P − JPZ)†) = JGJ , (S3c)
where Re( · ) is the real part function. It follows from (S3) that Mm is real symmetric, has only non-negative
eigenvalues, and satisfies JMm = −mMm, which implies that JQ∗m = mQm. We further have that
T
[
Ξ
Υ
]
=
[
G− J GJ − 2I
I J
] [
P − JPZ P − JPZ∗
PZ PZ∗
]
=
[
Ξ
Υ
]
∆,
which together with (S3) gives
T
[
M−
N−
]
=
[
G− J GJ − 2I
I J
] [ − 12 (ΞΞ† −Ξ∆∗Ξ† + JGJ − J − I)− 12 (ΥΞ† −Υ∆∗Ξ† −GJ)
]
= −
[
M−
N−
]
+
[
0
1
2 (I + J)
]
,
T
[
M+
N+
]
=
[
G− J GJ − 2I
I J
] [ − 12 (ΞΞ† + Ξ∆∗Ξ† − JGJ + J − I)− 12 (ΥΞ† + Υ∆∗Ξ† +GJ)
]
=
[
M+
N+
]
+
[
0
1
2 (I − J)
]
.
By combining the three equations above we get the recurrence
T
[
Ξ∆nΞ† + (−1)nM− +M+
Υ∆nΞ† + (−1)nN− +N+
]
−
[
0
(−J)n
]
=
[
Ξ∆n+1Ξ† + (−1)n+1M− +M+
Υ∆n+1Ξ† + (−1)n+1N− + N+
]
,
which together with Ωe−inΘΩ† = Ξ∆nΞ† + (−1)nM− +M+ and the fact that Ξ∆0Ξ† + (−1)0M− +M+ = I and
Υ∆0Ξ† + (−1)0N− +N+ = 0 shows that (S2) holds in this case.
From the ’infinite sum of Gaussians’ expression for K¯(y, x, t)ji, the fact that S−n = JSnJ , and (S2) we get the
first equality below. By applying the Poisson summation formula we get the second equality, after noting that the
entrywise Fourier transform (e−2piiξ · kernel) of e−inΘg¯n(y, x, t) with respect to n is equal to L−1e−Θ/
2
ξDt/L
2+iΘ/ ξ(y−x)/L,
where Θ/ ξ = 2piξI + Θ,
K¯(y, x, t)ji =
∑
n
(JΩe−inΘΩ†J g¯n(−y,−x, t) + JΩe−inΘΩ†g¯n(L− y, x, t))ji
=
∑
n
µ∑
r=1
1
L (e
−Θ/ 2nDt/L2)rr(JΩe−iΘ
/ny/L)jr(JΩ
∗eiΘ/nx/L + JΩe−iΘ/nx/L)ir
=
∑
n≥0
e−k
2
nDtujn(y)uin(x),
4where kn = 0 and uin(x) = (EL)−1/2bc1c2 · · · cV c if n = 0 and
knL = b(n− 1)/µc2pi + Θrnrn ,
uin(x) = L
−1/2((JΩ∗)irne
iknx + (JΩ)irne
−iknx)
if n > 0 [in the above expressions rn = n−b(n−1)/µcµ]. To see the third equality, write the blocks in · · · Θ/−1Ω Θ
/ 0
Ω
Θ/ 1
Ω
· · ·
as shown below and note the symmetry around 0I+Q+ and that the sum of the terms corresponding to
0I+
Q+
is equal to
(EL)−1bc1c2 · · · cV c. The latter follows from the fact that Q∗+ +Q+ has nonzero entries if and only if c1, . . . , cV = 1
and the fact that Vˆ+ = ± 1√2E [
√
d1 ···
√
dV ]
> if c1, . . . , cV = 1 (the factor 1√2E follows via the degree-sum formula∑V
`=1 d` = 2E).
· · · −(2piI + Λ) −2piI+ −(2piI −Λ) −piI− −Λ 0I+ Λ piI− 2piI −Λ 2piI+ 2piI + Λ
P − JPZ∗ Q+ P − JPZ Q− P − JPZ∗ Q+ P − JPZ Q− P − JPZ∗ Q+ P − JPZ · · ·
IV. SECTION
In this section we show that, if G has only one edge, then the above formula for Θ gives the following:
• If c1, c2 = 1, then we have that Vˆ = [ ], Xˆ = [ ], Q− = ±1√2
[−1
1
]
, and Q+ = ±1√2 [
1
1 ]. This gives Θ = diag(pi, 2pi).
• If c1, c2 = 0, then we have that Vˆ = [ ], Xˆ = [ ], Q− = ±i√2 [ 11 ], and Q+ = ±i√2
[
1−1
]
. This gives Θ = diag(pi, 2pi).
• If c1 = 0 and c2 = 1 or vice versa, then we have that Vˆ = [±1 ], Xˆ = [ 0 ], Q− = [ ], and Q+ = [ ]. This gives
Θ = diag(12pi,
3
2pi).
• If c1 = 0 and 0 < c2 < 1 or vice versa, then we have that Vˆ = [±1 ] and Xˆ = [ 0 ], which gives ΞΞ† − I = −2sI
and Mm = s(I − mJ), where s = (1 − c1 − c2)/2. The eigenvalues of Mm are 0 and 2s. This gives Θ =
diag( 12pi, pi,
3
2pi, 2pi).
• If 0 < c1, c2 < 1, then we have that
W =
[
0
√
c1c2√
c1c2 0
]
, Vˆ =
[ −f h
f h
]
, Xˆ =
[ −√c1c2 0
0
√
c1c2
]
, f, h = ± 1√
2
,
which gives ΞΞ† − I = −2sI and Mm = s(I −mJ), where s = (1− c1)(1− c2)/(2− 2c1c2). The eigenvalues of
Mm are 0 and 2s. This gives Θ = diag(pi − a, a, pi, pi + a, 2pi − a, 2pi), where a = arccos(√c1c2).
• If c1 = 1 and 0 < c2 < 1 or vice versa, then Vˆ and Xˆ are as in the previous case and Mm = 0. This gives
Θ = diag(pi − a, a, pi + a, 2pi − a), where a = arccos(√c1c2).
[S1] R. L. Graham, D. E. Knuth, and O. Patashnik, Concrete Mathematics: A Foundation for Computer Science, 2nd ed.
(Addison-Wesley Longman Publishing Co., Inc., Boston, MA, 1994).
Vˆ− Vˆ+ Xˆ− Xˆ+
c1, . . . , cV = 1 and G is bipartite First column in V Last column in V [−1 ] [ 1 ]
c1, . . . , cV = 1 and G is nonbipartite [ ] Last column in V [ ] [ 1 ]
¬(c1, . . . , cV = 1) [ ] [ ] [ ] [ ]
TABLE I. [ ] is the n× 0 empty matrix, where n is determined by the context. A geometric graph is bipartite if it is possible
to assign either −1 or 1 to each vertex in such a way that each edge is between a vertex assigned −1 and a vertex assigned 1.
