had been established for n = 1 by Eilenberg [3 ] , and for n = 2 by Rogosinski [12] , who first raised the question of the validity of (1.3) for all n. Both Eilenberg and Rogosinski proved that the additional hypothesis that/(z) be univalent in E, originally made by Bieberbach [l; 2 ], was totally unnecessary.
By introducing groups of linear transformations, the condition (1.2) can be made to appear as a special case of a more general condition, and it is this generalization which is initiated and studied in this paper. Indeed if we write (1.4) C<» = |w, -j, we have on the one hand a group of linear transformations of order 2; and on the other hand, the condition that, for each w,f(z) assumes in E no more than one value from the set Si2)(w) = {w, w~l\ is equivalent to the condition (1.2). 
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License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use wby 5(2n)(w) = {Li(w), L2(w), • • ■, L2n(w)}. With these preparations we have the following: Definition 1. A function/(z), defined in a region A, is said to be almost bounded with respect to the group G(2n) (A.B. for G(2n)) in A if f(z) is meromorphic in A, and if for each w (oo included) f(z) assumes in A no more than n values from the set 5(2n)(w).
For clarity we remark that/(z) may assume a value arbitrarily often, and still be almost bounded for a group, for example/(z) =z* is A.B. for G(2) in E for every integer k^O. On the other hand values in the set S(2n)(w) are to be counted in accordance with their multiplicity, for example S(2)(l) = {l, l} so/(z) must necessarily omit w = 1 in A if it is to be A.B. for G(2) in A.
The primary question is this: to what extent is the inequality (1.3) valid when/(z) is A.B. in E for some group G(2n) other than G(2)? If K is a linear transformation and K~l its inverse, then the transformed set
is again a group which may be regarded as equivalent to G(2n). Since this equivalence class of groups generated by a fixed G(2n) contains a triple infinity of groups, it is too much to expect that (1.3) will generally be valid, and an example to the contrary will be given in §4. The equivalence classes of finite groups of linear transformations are well known (Ford [4, ) and in §3 we shall select certain standard forms from each equivalence class. Denoting any one of these standard forms by © (see Definition 4), we can then state and prove the following: Theorem 1. If f(z) of the form (1.1) is univalent and A.B. for © in E, then | ffli| ^ 1, with inequality if and only if f(z) =r\z, \r\\ = 1.
It is reasonable to conjecture that the condition of univalence is unnecessary and that (1.3) is again valid for all n, if f(z) is A.B. for © in E. These conjectures do not appear to be easy to settle. As we shall show in §4, the principle of subordination, employed by Eilenberg and Rogosinski to remove the condition of univalence, can not be used here except in a trivial way; and the methods of Lebedev and Milin to prove (1.3) for arbitrary n are also inapplicable.
These assertions are proved using a particular group G4, and for this reason a detailed study of this group is justified.
2. The group G4 and the fundamental theorem. It is obvious that the set of linear transformations (2.1) Gw = {w, iw, -w, -iw} form a group, for which the region |arg w\ <7r/4 is a fundamental region [4, p. 37] . If this group is transformed as in (1.6) with K = (w+l)/(w-1), the group obtained is A. W. GOODMAN [January { w + i 1 iw + 11 (2.2) G4= \w,-r--, ~,--i, \ iw + 1 w w + t;
and the transform of the fundamental region is a fundamental region for Gi consisting of those points exterior to both of the circles | w±i\ 2 = 2. We take d as the standard form for the equivalence class generated by (2.1). In general we use subscripts to denote the standard forms for an equivalence class. The fundamental region of GM) is bisected by the positive real axis, and its image z2>l bisects the fundamental region for Gi. We denote these two regions by Pi and Qi, their images by Pi = Lj(P1), Q,=Lj(Q1), and we let T denote either a P or a Q, or the set of such regions (see Fig. 1 ). Below is a list of the essential features of this set of regions, in suitable form for any group of even order. H-l. The number of regions, 4w, is twice the order of the group. H-2. The regions are pairwise disjoint and, except for a finite number of arcs of circles and straight line segments, these regions exhaust the complex plane. For G4 the isometric circles are Z2: | w -i\ 2 = 2, Z3: \w\ =1, and Z4: | w+i|2 = 2, so that H-7 is easily checked. In proving H-4, one uses H-7 and the fact that l/w is an element of the group. The other properties for G4 are trivial consequences of the definition of a fundamental region, and the fact that the set of transformations is a group. It should be noted that if PiVJQi is contained in a fundamental region (open) for the group, the set S(2n)(w) will consist of 2w distinct points for each w in T. Definition 2. A group is said to satisfy the conditions H if a set of regions T can be found satisfying the conditions H-l, • • • , H-7. Definition 3. A point set F is said to be A.B. for G(2n) if, for each w, the set F contains at most n points of the set S(2n)(w).
Henceforth, we drop the superscripts in G(2n) and 5(2n)(w), wherever there is no possibility of confusion. Lemma 1. Let G be a group satisfying the conditions H. If F is A.B. for G and if F contains a neighborhood N = N(wo) which is contained in some T, and if there is a j such that F omits the points Lj(N), then the set F' = F-N+Lj(N) is also A .73. for G.
Proof. Since N is contained in some T, Lj(N) is contained in L,(T) and it follows from H-2 and H-3 that for each fixed w, Lj(N)(~\S(w) is either empty or contains at most one point. If the intersection is empty, then F'C\S(w) GFC\S(w) and hence F' contains at most n points of S(w). If the intersection is not empty, then it contains one point w' =Lk(w) GL,(N), and then F' must omit Lf1(w')=Lj1(Lk(w))=Lm(w)GNGF. Under these circumstances FT\S(w) and F(~\S(w) contain the same number of points. A. W. GOODMAN [January Finally in this case the primitive F can not contain boundary points of the regions T in E. For with such boundary points F0 would also contain points of E, so that even after deleting the boundary points of the regions T, the new F would still contain points of E.
Next suppose F does contain points of E. Then P0 contains points of E, and hence there is a wQ which together with some neighborhood 2Vi lies in F and also in some Tf. By H-6, the set S(w0) contains n points in E and n points exterior to E and since F is assumed to be A.B. for G, at least one of the points Lj(wa) lying outside E is omitted by F. But SP is open so there is a neighborhood N2 of Lj(w0) contained in <$,F. Now Nir\Lf1 (N2) is open and hence contains a neighborhood N(w0) satisfying the conditions of Lemma 1. The new set F' formed as in Lemma 1 will not be closed, but this can easily be repaired as we shall now show. Since Lj(w0) lies outside E and w0ETf, it follows from H-3 and H-4 that L,(Tf) = T® for some m; i.e. it lies outside E. Hence by H-5, A(Lj(Tf))>A(Tf).
But from H-7, either Tf lies completely inside the isometric circle of Lj, or completely outside this circle, and the inequality for the areas shows that the former is the case. But since areas inside the isometric circle are magnified by the transformation, it follows that A(N) <A(Lj(N)).
We can now select A3 so that its closure N3QN, and Remark. We note that/(z) is only assumed to be meromorphic and hence it may have a single pole of first order in E. In the simpler case of the group G(2), the fact that/(0) =0 implies that/(z) must be regular. Proof. By Lemma 3 the function (2.7)
is A.B. for G in \z\ >1. For each fixed r>l the image of \z\ =ir under F(z) is a set Fr satisfying the conditions of Lemma 2. On the other hand, for univalent functions the area of (HFr is given by the Gronwall-Bieberbach area formula. Hence for each r > 1
with equality possible only if &Fr = E. It is easy to see that the right side of (2.8) is continuous in r for 1 ^r < oo, and hence by the transformations of (3.1), as well as the sectors which these rays bound, and the transforms of these rays and sectors will be permuted by the transformed group. Since the group is of even order, (3.1) contains L"+1 =r\nw = -w, and the set of rays contains the imaginary axis. The transform of the group (3.1) by (1.6) with K= (w-\-l)/(w-1) gives the group in standard form: is satisfied.
It is geometrically obvious that H-5 is satisfied. A rigorous proof may be obtained by noting that the cyclic group is generated by L2 and that all of the regions P and Q in the upper half-plane are images of the two regions in E, which have the real axis as common boundary, under some power of L2. Further all of these regions, except the one with » asa boundary point, are contained in the isometric circle of L2. It follows that the areas of these regions form an increasing sequence when ordered in accordance with the intersection of the region on the positive imaginary axis. Hence H-5 is satisfied, and the group (3.2) satisfies the conditions of Theorem 2.
3b. The dihedral group. This is the group of a fictitious solid consisting of two regular plane polygons of n sides joined along the perimeter. Geometrically the elements of the group correspond to rotations through an angle 2kir/n about an axis perpendicular to the face of the polygon, and rotations through an angle w about any diameter of the polygon. We take for its counterpart in the complex plane, the group (3.3) G2" = \Lk+i = vkw,Ln+k+i = --, k = 0, 1, 2, ■ ■ ■ ,n -IV , (. vhw ) where v = e2Ti,n=-n2, and we designate (3.3) as the standard form. For this group the set 0<arg w<2w/n, 0< | w\ <1, forms a fundamental region which we may bisect by the line segment w = rrj, 0<r<l.
It is then obvious that all of the conditions H are satisfied and G*" contains L"+i = l/w, so this group also satisfies the conditions of Theorem 2. The regions in the case n = 3 are shown in Fig. 2 . In this special case the transform of G* by K= (w -v)/( -vw + l) is the anharmonic group. It does not appear to be possible to devise a set of regions satisfying the conditions H for this group. However necessity for such a set can be avoided, by observing that since a tetrahedron can be placed in a cube so that its vertices coincide with a subset of the vertices of the cube, the group Gt will be a subgroup of the group of the cube (the octahedral group G0). To achieve Theorem 2 for this group it is then sufficient to prove the following lemma. As an immediate consequence of Lemma 4, we have the following result, which will be useful later. where v = e2ril& and X = ( -1+51/2)/2. The isometric circles for this group are |w| =1, |w-X| =(10-2.5l/2)1'2/2=p1, and Iw+X"1! = (10 + 2-51'2)1'72=-p2
and their images under rotation through an angle 2irm/5. Because of the rotational symmetry only the region 0<arg w<27r/5 is shown in Fig. 4 , and our discussion can be restricted to that portion of the plane. The set of points in this sector which lie outside the circle | w-\-vl/\\ =p2 forms a fundamental region for this group. We bisect this region with the ray w = re*m and the two pieces together with their images form a set of 24 regions T which except for boundary points cover this sector. These regions cannot serve as a set satisfying the conditions H, since 4 of them contain arcs of |w| =1 (shown dashed in Fig. 4) , and just as in the case of the tetrahedral group, it does not appear to be possible to devise a set of regions for this group which satisfy the conditions H. However by a slight alteration in the proof, the conclusion of Lemma 2 can also be obtained for this group.
Indeed IetE* be the points of this sector which lie either in \w-j»2X_1| <pi or in | w -p4X-1| <pi. The boundary of E* is shown with heavy lines in Fig. 4 . If in the conditions H, E is replaced by E*, then this set of regions obviously A. W. GOODMAN [January satisfies all of the conditions except H-5 and H-7. The condition H-7 fails because \w\ =1 is an isometric circle but is not a part of the boundary of the regions T. The condition H-5 may still be valid, the critical regions for comparison being those exceptional regions cut by \w\ = 1, but we do not need to know the areas of these regions. The principal function of the conditions H was to assure us that in passing from F to P(1) given by (2.4), the inequality (2.5) would be valid. The conditions H-5 and H-7 permitted us to assert that A(N) <A(L,(N)) for any Lj which transformed a neighborhood interior to E into one exterior to E, without discussion of the particular transformation involved. Now we must consider three cases. If N lies in a region T completely contained in E and if Lj(T) lies completely outside of E, then the argument is just as before since G2n, G*n, G£, GT, Go, Gi given by (3.2), (3.3), (3.4), (3.5) , (3.6) , and (3.7)
respectively. Proof of Theorem 1. We have merely to apply Lemma 2 and Theorem 2 to each of the groups symbolized by ©. The fact that in each case equality can occur follows from Lemma 5.
4. Some counter examples. For any constant c>0, the set \w, c/w} forms a group of linear transformations.
Thus if F omits the circle \w\ ^c1/2 it is A.B. for this group. Since c is arbitrary, the conclusion of Lemma 2 cannot hold. The function f(z) =cll2z is A.B. for this group in E, so the conclusion of Theorem 2 is not valid for arbitrary finite groups. The group may We next construct a particular set F (see Fig. 5 ) which is A.B. for G4 given by (2.2). If R is a fundamental region for a group, it is sufficient to allow w to run through the points of 72 in order to test whether a set is A.B. for the group. For, any w not in 7? has the form w = Lj(w<,), w0 in 72, so that the set S(w) is merely a permutation of the set S(w0). A set F will thus be A.B. for d if for each win R the set F contains at most two image points.
Referring to Fig. 1 , it is clear that the set F0 consisting of the union of the sets Pi, Qi, P3, Q3, and the finite points of the real axis other than +1 is A.B. for Gi, since Pi, Qi and their common boundary points form a fundamental region for this group. Now consider the two circles &: \w-17/81 = 15/8 and C2: \w -5/41 =3/4, of the family orthogonal to the isometric circles of the group. The portions of the regions Tj interior to either of these circles are permuted by the transformations of the group. Deleting any such portion and adjoining its image will take an A.B. set into an A.B. set. For Ci we delete from F0 the portion of Q3 and adjoin its image in Q2, and for C2 we delete the portion of P3 and adjoin its image in P2. The set so obtained is now made into an open connected set F which is A.B. for G4 by deleting appropriate boundary points, and adjoining other boundary points as indicated in Fig. 5 . There, the region F is shown shaded and its boundary consists of the heavy solid arcs of circles. The point at <» is to be regarded as not being in F.
In the proof by Lebedev and Milin [8, p. 395 ] that | a"| ^1 for functions of the form (1.1), A.B. for G(2) in E, essential use is made of the following almost obvious fact.
Lemma 6. Let s be the area of the image of E under F(z) and let a be the area of the set omitted by F(z) = l//(z) for z in E. If f(z) is univalent and A.B. for G(2) in E, then s^cr.
This lemma can not be extended to arbitrary groups. For if we form the region F*, from the region F just constructed, by deleting the points z< -1, the new region is simply connected and hence by the Riemann mapping theorem there is a function of the form (1.1) mapping E conformally onto F*. Such a function is A.B. for Gi, and for this function s= <», while o is finite and soi><r. It is clear, then, that the methods of Lebedev and Milin can not be used to extend Theorem 1 to the case a", m>1.
Lemma 7. Let F be a region containing w = 0, and A.B. for G(2). Thenthere exists a region f which (a) contains F, (b) is simply connected, and (c) is A.B.
for G(2).
Using Lemma 7 and the principle of subordination [10] , Eilenberg [3] , Rogosinski [12] , and Lebedev and Milin [8, p. 396] remove the restriction of univalence in the case of G<2). It is again easy to see that these methods do not apply in the general case, since the set F constructed at the beginning of this section is not contained in any simply connected region/, unless/ is the entire complex plane. But then this/is not A.B. for Gi. Hence Lemma 7 becomes false if G(2) is replaced by Gi. Guelfer [6] and Lohin [ll] License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use
